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Ralph Stelzer, Erik Steindecker & Bernhard Saske
Kombinierter Einsatz von Augmented 
Reality in virtuellen Umgebungen 
Virtual Reality (VR) und Augmented Reality (AR) sind innovative 
Technologien, die in der modernen Entwicklung, Herstellung und 
Nutzung von Produkten zum Einsatz kommen. Bisher werden beide 
Technologien nicht gemeinsam genutzt, obwohl eine Kombination 
in bestimmten Fällen erhebliches Potenzial zur Kosteneinsparung 
besitzt. Die VR-Technologie wird vorrangig In der Produktentwick-
lung eingesetzt um Kosten für physische Prototypen einzusparen. 
Bei der Montage oder der Wartung komplexer Produkte hingegen 
kommt die AR-Technologie zum Einsatz. Dabei wird der Service-
techniker durch Arbeitsunterlagen, die über ein Display in sein Sicht-
feld projiziert werden, bei seiner Tätigkeit unterstützt. 
Um die Qualität der Arbeitsunterlagen für AR-Systeme schon wäh-
rend der Produktentwicklung zu sichern und einen Schulungsvorlauf 
beim Servicepersonal zu erreichen, ist die Evaluierung dieser Ar-
beitsunterlagen bereits am virtuellen Prototyp eines künftigen Pro-
duktes sinnvoll. Mit der Kombination von AR und VR Technologie in 
einem integrierten System sollen für diesen Ansatz die Vorausset-
zung geschaffen werden. Der Beitrag beschreibt die notwendigen 
Grundlagen und stellt die Entwicklung eines Systems vor, welches 
die Wahrnehmung von AR-Informationen am virtuellen Prototyp 
ermöglicht. Anhand eines gewählten Wartungsszenarios wird das 
notwendige Vorgehen zum Erstellen von virtuellen Prototyp und 
AR-Arbeitsunterlagen erläutert und Gestaltungsparameter beschrie-
ben. Basierend auf diesem Szenario wird das entwickelte System 





































In der modernen Produktentwicklung werden virtuelle Prototypen 
eingesetzt um Kosten für physische Prototypen einzusparen. In 
einer größenrichtig, immersiven Umgebung können vor allem 
Aspekte der Interaktion zwischen künftigen Produkt und Nutzern 
untersucht werden. Beispielsweise werden an virtuellen Prototypen 
Tests der Zugänglichkeit von Bauteilen oder Sichtfelduntersuchun-
gen durchgeführt  (Wöhler et. al. 2010). Auf Basis der durchgeführten 
Untersuchungen ergeben sich hervorragende Möglichkeiten zur Pla- 
nung von Montage- und Wartungsabläufen (Bertsch et. al. 2007).
Die AR Technologie wird unter anderem bei Montage oder Wartung 
komplexer Produkte eingesetzt (vgl. Regenbrecht 2007, Krevelen et. 
al. 2010). Der Servicetechniker bekommt Anweisungen über eine 
Datenbrille in sein Sichtfeld projiziert und wird bei seiner Tätigkeit 
unterstützt. Eine aufwändige Suche der benötigten Informationen 
entfällt und der Aufmerksamkeitsfokus bleibt auf dem Arbeitsobjekt 
(Lukasser et. al. 2004, Wohlgemuth 2007). Um die Qualität der AR-
Arbeitsunterlagen schon frühzeitig zu sichern und einen Schulungs-
vorlauf beim Servicepersonal (vgl. Jundt et. al. 2011) zu erreichen 
ist es notwendig, die Evaluierung von AR-Arbeitsunterlagen bereits 
am virtuellen Prototyp eines künftigen Produktes in einer immersi-
ven Umgebung zu realisieren.
Im Rahmen des Forschungsprojekts »Augmented Reality in virtuel-
len Umgebungen« STE 1451/6-1, gefördert durch die Deutsche For-
schungsgemeinschaft (DFG), wurden verschiedenen Kombinations-
möglichkeiten von VR  und AR Technologien untersucht. Der Beitrag 
stellt das Konzept und den entwickelten Prototyp vor. Durchgeführ-
te Untersuchungen zur gemeinsamen Wahrnehmung von AR und 
VR werden erläutert und deren Ergebnisse zusammengefasst.
Konzept
Für die Evaluierung von Wartungsabläufen mit AR in einer immersi-
ven Umgebung wird ein angepasstes System entwickelt, das die AR 
und VR kombiniert und ein interaktives Wartungsmodell zusammen 


























   
Folgenden als Augmented Virtual Reality (AVR)-System bezeichnet. 
Die prinzipielle Arbeitsweise ist in Abbildung 1 dargestellt.
Grundlage für den virtuellen Prototyp und die AR-Arbeitsunterlagen 
ist das Produktmodell das aktuell im Produktdatenmanagement 
(PDM)-System gespeichert ist (Stelzer 2009). Entsprechend der 
geplanten Instandhaltungsaufgabe werden die Modelldaten auf-
bereitet und ein virtueller Prototyp erzeugt. Die zu untersuchenden 
Arbeitsunterlagen werden ebenfalls vom Produktmodell abgeleitet 
und dem AR-System bereitgestellt. Für die Evaluierung der Arbeits-
unterlagen werden die Daten in das angepasste AR-System und der 
virtuelle Prototyp in die immersive Umgebung geladen. Innerhalb 
des Systems interagiert der Nutzer mit dem AVR-System. Die sich 
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Evaluieren der AR-Arbeitsunterlagen am virtuellen Prototypen 




















































Abbildung 2: Kombinieren von AR- und VR-System
Im VR-System (III) wird das Wartungsobjekt (3) als virtueller Prototyp 
abgebildet. Der Servicetechniker (1) kann  direkt mit diesem inter-
agieren um beispielsweise Ausbauuntersuchung durchzuführen. Im 
AR-System (II) erfolgt die Abbildung der AR-Arbeitsunterlagen (2). 
Wie Azuma (1997) beschreibt, lässt sich ein AR-System nach drei 
wesentlichen Funktionen in Steuerungseinheit (2-a), Recheneinheit 
(2-b) und Präsentationseinheit (2-c) unterteilen. Mit der Steuerungs-
einheit werden Eingaben des Nutzers (I) erfasst. Beispielsweise 
quittiert er durchgeführte Arbeitsschritte über eine Dialogsteue-
rung. Daneben dient die Steuerungseinheit zur Registrierung des 
Nutzers bzw. des Wartungsobjektes relativ zum AR-System. Die 
Recheneinheit bereitet die darzustellenden AR-Arbeitsunterlagen 
abhängig von den Nutzereingaben und der Registrierung auf. Über 
die Präsentationseinheit (z.B. AR-Display) werden die Unterlagen 
in das Sichtfeld eingeblendet und überlagern das Wartungsobjekt 



























   Umsetzung
Die technische Umsetzung integriert ein AR-Display in eine immer-
sive Umgebung. Hierbei erfolgt die Informationsverarbeitung und 
Visualisierung der Arbeitsunterlagen im physischen AR-System mit 
der nativen Auﬂösung des Displays. Um die Trennung der stereo-
skopischen Projektion (z.B. CAVE, Powerwall) zu realisieren wird 
das AR-System mit entsprechenden Filterkomponenten erweitert 
(Stelzer 2011). Alternativ ist das Virtualisieren des AR-Displays in 
der immersiven Umgebung möglich um beliebige AR-Displaytypen 
ohne Hardwareanpassung für Tests zu integrieren. Theoretische Be-
trachtungen wurden dazu bereits angestellt, eine Umsetzung virtu-
eller Displays war nicht Bestandteil des bearbeiten Projekts und soll 
in einem bei der DFG beantragten Folgeprojekt realisiert werden. 
AVR-System
Das konkrete AVR-System nutzt die CAVE als immersive Umge-
bung. Durch die nutzerabhängige, lagerichtige Darstellung des 
virtuellen Prototyps bietet diese dem Nutzer einen sehr hohen 
Immersionsgrad. Ebenso ist der Nutzer in der Lage über getrackte 
Eingabegeräte (z.B. Flight Stick, Datenhandschuh) mit dem virtuel-
len Prototyp zu interagieren (Steger 2011). Abbildung 3 zeigt die Prä-
sentationseinheit des AVR-Systems mit für die CAVE passenden 
Inﬁtec-Filtern zur  Bildtrennung.
Während der Evaluation trägt der Nutzer einen Basecap mit mon-
tierter Präsentationseinheit. Das modiﬁzierte Gestell der Inﬁtec-
Filterbrille (1) ist vor dem eigentlichen AR-Display (2) montiert. Für 
die durchgeführten Tests wurde das NOMAD 2000 eingesetzt, ein 
monokulares, monochromes AR-Display mit einer Auﬂösung von 
800 × 600 Pixeln. Um die Position des Nutzers in der CAVE zu er-
fassen, ist die Präsentationseinheit zusätzlich mit Trackingzielen (3) 
ausgerüstet. Die gesamte Präsentationseinheit bestehend aus AR-
Display, Filterkomponenten und Trackingzielen wird im Folgenden 
als AVR-Presenter bezeichnet. Für die Breistellung der Informatio-
nen, zur Ansteuerung des Displays sowie zur Bestätigung erledigter 





































Das entwickelte System wird am Beispiel  des Kleintransporters 
Sprinters II (Daimler) getestet. Konkret diente die Wartung der Vor-
derbremse aus dem Serviceplan des Kleintransportes als Testsze-
nario. Dafür muss der Servicetechniker verschiedene Komponenten 
der Bremseinheit in einer bestimmten Reihenfolge demontieren. 
Die einzelnen Arbeitsschritte werden über das AVR-System einge-
blendet und sind am virtuellen Prototyp auszuführen. Das Verhalten 
von ﬂexiblen Teilen  (z.B. Bremsleitungen, Dichtungen) und Flüs-
sigkeiten (z.B. Bremsﬂüssigkeit) werden zunächst nicht betrachtet. 
Zur Erstellung des virtuellen Prototyp und der AR-Arbeitsunterlagen 
wurden Produktdaten einschließlich des CAD-Modells des Sprinters 
II herangezogen. Zusätzlich wurde von der Daimler AG ein bauglei-
ches Fahrzeug für vergleichende Tests bereitgestellt (Abbildung 4).
Damit das CAD-Modell als Basis für den virtuellen Prototyp ver-
wendet werden kann, werden die Modelldaten mit der Software 
Deep Exploration von Right Hemisphere  aufbereitet. Diese un-
terstützt eine Vielzahl an Formaten und beinhaltet Werkzeuge zur 








































   
re wird eine Tessellierung vorgenommen, wobei die Produktstruk-
tur erhalten bleibt, die Konstruktionshistorie hingegen geht verlo-
ren. Um die notwendige Echtzeitfähigkeit sicherzustellen, werden 
Komponenten vereinfacht, zusammenfasst und nicht relevante 
entfernt. Nach der Bearbeitung wird das Modells in ein geeignetes 
Format (z.B. JT, VRML) konvertiert und in die VR-Software Visual 
Decision Plattform (VDP) von IC:IDO  geladen. Diese VR-Softwa-
re verfügt über ein spezielles Modul zur Echtzeitkollisionsprüfung 
zwischen ausgewählten Komponenten einer Szene. Für den Auf-
bau der Wartungssituation werden Komponenten deﬁniert als:
 — Bewegliche Teile, die direkt manipuliert werden,
 — Kollisionsteile,  
die mit den bewegten Teilen interagieren und
 — Teile, die den Arbeitsraum begrenzen.
Mittels eines Eingabegerätes (z.B. 3D-Maus, Flight Stick) kann der 
Nutzer die beweglichen Teile selektieren und ausbauen. Die Kollisi-
onsprüfung verhindert dabei die Durchdringung von bewegten und 
Kollisionsteilen. Als Kollisionsantwort werden entstehende Kräfte 
und Momente durch Pfeilen visualisiert. 






































































   Arbeitsunterlagen
Wesentlicher Bestandteil der in Abbildung 5 dargestellten Arbeits-
unterlage ist die Objektgraﬁk mit einer für die Wartungstätigkeit 
günstigen Modelllage und -ausschnitt.
Basis für die Objektgraﬁk ist das CAD-Modell. Die Darstellung 
erfolgt in der Regel als kantenbasierte Graﬁk, wobei verschiedene 
Parameter, wie die Linienstärke, Linienarten, Farbabstufung und 
Detaillierungslevel angepasst werden. Um beispielsweise einzelne 
Bildelemente hervorzuheben, wird die Farbintensität benachbarter 
Elemente gesenkt. Zur Erstellung der vollständigen Tätigkeitsbe-
schreibung wird die Objektgraﬁk mit zusätzlichen Informationen wie 
Texten oder Symbolen (vgl. DIN 11042) ergänzt. Beispiel dafür sind 
das umrandete Textfeld mit Bauteilbenennung, sowie das Symbol 
für die Demontage in Abbildung 5.
Der Nutzer kann nun, wie in Abbildung 6 dargestellt, das Teilmodell 
des Kleintransporters in der CAVE erleben und bekommt AR-Informa-
tionen über den AVR-Presenter eingeblendet. Der kleinere Bildaus-
schnitt in der rechten unteren Ecke zeigt die überlagerte Wahrnehmung 
des Nutzers aus virtuellen Prototyps und AR-Arbeitsunterlagen.
Die statischen AR-Informationen können durch Kopfbewegungen 
mit dem Modell überlagert werden. Eine Situation die auch in der 
Wartungspraxis so anzutreffen ist, da ein performantes Tracking-
System, das den Ansprüchen der unterschiedlichen Wartungsum-
gebungen gerecht wird, zurzeit nicht existiert (Zhou et. al. 2008).
Benutzerstudie
Um den Nutzen des erarbeiteten Konzepts zu untersuchen, wird 
eine Benutzerstudie durchgeführt. Ziel der Studie ist es die gemein-
same Wahrnehmung von virtuellen Prototypen und AR-Arbeitsan-
weisungen nachzuweisen und zu überprüfen, ob die eingeblende-
ten Anweisungen umgesetzt werden können. Die Studie unterteilt 




































In dem etwa 30 Minuten dauernden Experiment wird nur die Wahr-
nehmungsgüte der dargestellten Informationen untersucht, wes-
halb eine Manipulation des virtuellen Prototyps nicht notwendig 
ist. Die Voruntersuchung wird mit 11 Probanden durchgeführt und 
in die Arbeitspakete, deren subjektiver Eindruck durch Befragung 
festgehalten wird. Die Untersuchung gliedert sich in die Arbeits-
pakete:
 — Exp1-1: Erleben des virtuellen Prototyps mit Standard-
Filterbrille und AVR-Presenter
 — Exp1-2: Erleben der AR-Arbeitsunterlagen mit AVR-
Presenter
Alle Probanden haben bereits Erfahrungen mit der CAVE, einige 
von ihnen auch mit einem AR-System. Im ersten Abschnitt (Exp1-1) 
erlebt der Proband den virtuellen Prototyp in der CAVE und beurteilt 
diesen. Eine gängige Tätigkeit in der CAVE, wobei der Umgang und 
die Akzeptanz des Probanden mit der CAVE evaluiert werden. Es 
lässt sich abschätzen, wie die Qualität (Wahrnehmung des virtuellen 
Prototyps und seiner Details), die Tiefenwahrnehmung (Räumlicher 
Eindruck des virtuellen Prototyps) und das Größenverhältnis (Realisti-
scher Größeneindruck) mit einer herkömmlichen Filterbrille und dem 
AVR-Presenter bewertet werden. Abbildung 7 zeigt die Ergebnisver-
teilung mit Filterbrille (hell grau) und AVR-Presenter (dunkel grau). Bei 
dem AVR-Presenter wird zusätzlich zwischen der Wahrnehmung 
ohne und mit eingeblendeten AR-Arbeitsunterlagen unterschieden.
Die verwendete Bewertungsskala wird Schulnoten entsprechend 
von 1 (sehr gut) bis 6 (ungenügend) festgelegt. Wie zu erwarten 
schätzt der überwiegenden Teil der Probanden die Wahrnehmungs-
güte des virtuellen Prototypen, basierend auf ihren Erfahrungen mit 
VR, als sehr gut ein. 
Bei der Verwendung des AVR-Presenters verschlechtert sich die 
Wahrnehmungsgüte um bis zu 2 Schulnoten. Die Probanden be-
mängelten vor allem störende Reﬂektionen auf den Brillengläsern 
und eine fehlerhafte Stereowahrnehmung durch eine unzurei-


























   
Brillenabstand zum Auge auf, der sich durch das angebrachte AR-
Display ergibt. Diese Einschätzung ändert sich nicht wesentlich 
beim Einblenden von Anweisungen mittels AVR-Presenter. Um die 
Wahrnehmung des virtuellen Prototyps zu optimieren sind Verbes-
serungen am AVR-Presenter erforderlich.
Der zweite Versuchsabschnitt (Exp1-2) konzentriert sich auf die Wahr-
nehmung der AR-Arbeitsanweisungen über den AVR-Presenter. 
Dafür werden zwei Anweisungen eingeblendet, die vom Probanden 
zu bewerten sind. Bewertungskriterien sind dabei die Helligkeit des 
Bildes, Schärfe der Darstellung, Lesbarkeit von Text, Erkennen von 
Symbolen sowie das Erkennen der Objektgraﬁk.  Um den Einﬂuss 
des virtuellen Prototyps auf die Wahrnehmung der AR-Arbeitsunter-
lagen abschätzen zu können, wird diese Untersuchung zuerst vor ei-
ner weißen Wand und dann in der CAVE durchgeführt. Die Ergebnis- 
verteilung für beide Anordnungen ist in Abbildung 8 dargestellt.























































































































































































































   
Wie in der Abbildung 8 dargestellt können die Probanden die AR-Ar-
beitsanweisungen grundsätzlich erfassen und interpretieren. Aller-
dings ist die Darstellung nicht optimal. So wurden vor allem Proble-
me bei der Lesbarkeit von Text, dem Erkennen von Symbolen und 
dem Layout der Unterlagen festgestellt. Legt man die Ergebnisse 
der Voruntersuchung zugrunde, hat die Umgebung keinen wesent-
lichen Einﬂuss auf die Wahrnehmung der AR-Arbeitsunterlagen. 
Deshalb wird in der Hauptuntersuchung die Wahrnehmungsgüte 
nur in der immersiven Umgebung betrachtet.
Anpassung des Entwurfs
Auf Grundlage der gesammelten Erkenntnisse der Voruntersuchung, 
werden der Versuchsaufbau, die AR-Arbeitsunterlagen sowie der 
virtuelle Prototyp hinsichtlich einer gemeinsamen Nutzung in der 
immersiven Umgebung optimiert. Am AVR-Presenter wird die Bril-
le leicht schräg vor dem Auge angebracht () um den Abstand zum 
Auge zu verringern.
Mittels einer Klemmverbindung wird die Brille mit AR-Display an 
einem Helm befestigt. Dieser Schutzhelm bietet wesentlich besser 
Einstellmöglichkeiten als das vorher verwendete Basecap und trägt 
gleichzeitig den Sicherheitsbestimmungen in Gefahrenbereichen 
Rechnung in denen Servicetechniker unter anderem arbeiten. Durch 
die Klemmverbindung kann die Brille bei Bedarf vom Helm entfernt 
werden. An dem AR-Display wurden keine Modiﬁkationen vorge-
nommen. Es kommt weiterhin das NOMAD 2000 zum Einsatz. Der 
Arbeitsablauf zum Erstellen von AR-Arbeitsunterlagen sowie deren 
Layout wurde überarbeitet (Abbildung 10). 
Mit der Verwendung eines größeren Zeichenabstandes wird die 
Lesbarkeit von Text verbessert, weil eine deutlichere Trennung 
der einzelnen Buchstaben erreicht wird. Statt der Pixeldarstellung 
werden parametrische Vektorgraﬁken verwendet, die von der je-
weiligen Auﬂösung des AR-Displays unabhängig sind. Einzelne 
Segmente lassen sich sehr einfach extrahieren und nachbearbeiten. 
Des Weiteren wurde die Struktur der AR-Arbeitsunterlagen, speziell 
die Anordnung von Text und Symbolen überarbeitet. Die Symbole 




































Abbildung 10: Optimierte Anweisung der AR-Arbeitsunterlagen


























   
zusätzliche Richtungsinformationen. Dies erhöht die Verständlich-
keit der Arbeitsanweisungen und reduziert die notwendigen Anwei-
sungen in Textform. Alle beschreibenden Texte werden jetzt oben 
rechts im AR-Display angezeigt. Im Ergebnis sind die AR-Arbeitsun-
terlagen übersichtlicher und Anweisungen lassen sich schnell vom 
Servicetechniker interpretieren und durchführen.
Im realisierten Versuch wurden lediglich die Bremseinheit und 
umliegende Teile (z.B. Radkasten, Kotﬂügel, Stoßstange und Quer-
lenker) abgebildet (vgl. Abbildung 6), da diese für die Wartungsun-
tersuchung unmittelbar von Bedeutung sind. Damit der Nutzer sich 
besser in die virtuelle Umgebung integriert fühlt und eine bessere 
Orientierung in der Wartungssituation möglich ist, wird das Exterieur 
des Sprinters vollständig abgebildet und eine der Wartungssituation 
entsprechende Kulisse hinzugefügt. Die fertige Szene mit virtuellen 
Prototypen zeigt Abbildung 11. 
In der Szene beﬁndet sich das Fahrzeug auf einer Hebebühne, eine 
übliche Situation bei einer Bremswartung um die Zugänglichkeit zu 
erleichtern und eine angenehme Arbeitsposition zu ermöglichen. 
Mittels Flight Stick lassen sich einzelne Komponenten (z.B. Staub-
kappen, Verschleißanzeige, Bremsschlauch), wie auch schon an 
dem vorhergehenden Prototyp demontierten. Zusätzlich wurde das 
Vorderrad in das Demontagemodell aufgenommen.
Hauptuntersuchung
In der Hauptuntersuchung ist die Teilnehmerzahl mit 46 wesentlich 
höher als bei der Voruntersuchung und setzt sich aus 23 Maschi-
nenbaustudenten des ersten Semester (Gruppe 1) und 23 Mitar-
beitern der TU Dresden (Gruppe 2) zusammen. Die Teilnehmer von 
Gruppe 1 sind zwischen 18 und 29 Jahre alt und bringen nur we-
nig Fachkenntnis mit, haben allerdings schon Erfahrungen mit VR 
Technologien (z.B. 3D-Kino, Videospielen) gesammelt. Bei Gruppe 
2 handelt es sich um ausgebildete Ingenieure deren Alter zwischen 
24 und 64 Jahren liegt. Alle Teilnehmer dieser Gruppe sind bereits 
mit der CAVE vertraut und kennen AR Technologien. Allerdings 
sind keine Instandhaltungsingenieure unter den Teilnehmern, sie 




































der Versuchsauswertung keine signiﬁkanten Unterschiede in den 
Ergebnissen gab, wird in diesem Beitrag keine Unterscheidung zwi-
schen den Gruppen vorgenommen. 
Mit der erhöhter Teilnehmerzahl baut die Untersuchung und Be-
wertung des AVR-Presenters auf eine breitere Datenbasis auf, 
womit die Ergebnisse der Voruntersuchung abgesichert werden. 
Auswirkungen der vorgenommen Änderungen ﬂießen dabei in 
die Betrachtung mit ein. Um die Ergebnisse der Vor- und Haupt-
untersuchung vergleichen zu können, werden in beiden Unter-
suchungen im Wesentlichen gleiche Fragenkataloge verwendet. 
Im Vergleich zur Voruntersuchung entfällt, wie beschrieben, die 
Bewertung der Wahrnehmungsgüte mit Filterbrille in immersiven 
Umgebung und außerhalb der immersiven Umgebung mit AVR-
Presenter. Erweitert wird der Fragenkatalog hingegen um zusätz-
liche Aussagen über die Umsetzbarkeit der AR-Anweisungen am 
virtuellen Prototyp zu erfassen. Damit gliedert sich die Hauptunter-
suchung in die 3 Arbeitspakete:
 — Exp2-1 Erleben des virtuellen Prototyps mit  
AVR-Presenter
 — Exp2-2 Erleben der AR-Arbeitsunterlagen mit  
AVR-Presenter
 — Exp2-3 Ausführen von Anweisungen am  
virtuellen Prototyp
Die Gesamtdauer der Untersuchung liegt wie auch in der Vorun-
tersuchung bei 30 Minuten. Nach der Beantwortung allgemeiner 
Fragen zur Person und dessen Kenntnisse im Bereich AR, VR und 
Instandhaltung, beginnt die Untersuchung mit dem AVR-Presenter. 
Im ersten Abschnitt  macht sich der Proband mit AVR-Presenter 
und virtuellen Prototyp vertraut. Der Proband wird in die Steuerung 
eingewiesen und  orientiert sich in der CAVE. Alle Probanden konn-
ten den Kleintransporter auf der Hebebühne gut wahrnehmen und 
bewerteten die Immersion im Durchschnitt als gut (Abbildung 12).
Bewertungskriterien sind wie auch schon bei der Voruntersuchung 
die Qualität, die Tiefenwahrnehmung sowie das Größenverhältnis. 


























   
und die der Vorderbremse unterschieden. Dabei konnten keine signi-
ﬁkanten Unterschiede festgestellt werden. Tendenzen aus der Vor-
untersuchung bestätigen sich, wobei die Ergebnisse im Allgemeinen 
etwas besser ausfallen. So bewerten 95 % der Probanden die Qualität 
und Tiefenwahrnehmung mindestens mit der Note 3 (befriedigend). 
Bei der Einschätzung der Größenverhältnisse vergeben immer noch 
68% der Probanden mindestens die Note 3, was keine wesentliche 
Verbesserung zur Voruntersuchung darstellt (vgl. Abbildung 7). Eine 
signiﬁkante Verbesserung ist jedoch bei der Tiefenwahrnehmung 
festzustellen. Bei der Bewertung des Sichtfeldes wurde sogar eine 
hoch signiﬁkante Verbesserung erreicht. Diese Ergebnisse sind 
vor allem auf die Anpassung am AVR-Presenters zurückzuführen. 
Im zweiten Abschnitt werden die Probanden in der CAVE aktiv und 
dafür mit der Handhabung des Flight Sticks vertraut gemacht. Am 





































































































































Abbildung 13: Modellausschnitt der Bremse als Objektgraﬁk


























   
des Betreuers durchgeführt. Anschließend wird die erste Tätig-
keitsbeschreibung im AVR-Presenter eingeblendet und zeigt einen 
Modellausschnitt als Kantendarstellung. Dieser muss mit dem virtu-
ellen Prototyp manuell überlagert werden.
Die dargestellte Bremse wurde von allen Probanden als solche 
erkannt und konnte selbständig mit dem virtuellen Prototyp überla-
gert werden. Diese Aufgabe wurde mit gut lösbar bewertet und die 
Überdeckung als genau empfunden.
Nachfolgend müssen die Probanden selbständig Tätigkeiten am 
virtuellen Prototyp unterstützt durch die AR-Arbeitsunterlagen 
durchführen. Eine ständige Überlagerung vom virtuellen Prototyp 
mit dem Kantenmodell ist hierbei nicht notwendig. Folgenden Auf-
gaben sind unter Verwendung des Flight Sticks abzuarbeiten: 
1. Ausbau der Verschleißanzeige und des  
Bremsschlauchs
2. Abziehen der Staubkappen am Bremssattel
3. Lösen der Befestigungsschrauben des Bremssattels
4. Abziehen des Bremssattels
Die Bearbeitungszeit jeder Aufgabe wird durch den Betreuer gemes-
sen. Dieser gibt falls explizit vom Probanden gefordert, Hilfestellung 
zur aktuellen Aufgabe. Eine Bewertung der Wahrnehmungsgüte 
erfolgt an zwei ausgesuchten Arbeitsunterlagen. Dies sind zum ei-
nen die Einnahme der Arbeitsposition (vgl. Abbildung 13) und zum 
anderen die Beschreibung des Arbeitsschritts A1 (vgl. Abbildung 
10). Die Auswertung erfolgt nach den gleichen Kriterien (Helligkeit, 
Schärfe, Lesbarkeit, Symbole, Kantendarstellung), wie in der Vorun-
tersuchung und ist in Abbildung 14 dargestellt.
Im Vergleich zur Voruntersuchung (Abbildung 8) hat sich vor allem 
die Bewertung der Symbole verbessert, die jetzt detaillierter erkannt 
werden. Eine Verbesserung anderer Kriterien konnte nicht erreicht 
werden. Mit der Verwendung von Vektorgraﬁken kann zwar eine auf-
lösungsunabhängige Erstellung der Objektgraﬁk realisiert werden, 
ist aber bei der Anzeige weiterhin von den Hardwareparametern 






















































A1 A2 A3 A4
max. 02:30 02:50 03:10 01:06
min. 00:24 00:20 00:31 00:08







Abbildung 16: Bearbeitungszeit je Aufgabe
der Auﬂösung auch nur eine gleichbleibende Darstellungsqualität 
der Objektgraﬁk erreichbar. Im Ergebnis kann festgestellt werden, 
dass die gemeinsame Wahrnehmung von AR-Arbeitsunterlagen 
und virtuellen Prototypen in einer guten Qualität realisiert werden 
kann. Die Arbeitsinhalte können von allen Probanden in Bezug zum 
virtuellen Prototyp gesetzt werden.
Die Häuﬁgkeit der gegeben Hilfestellung, die Bearbeitungszeit so-
wie die subjektive Einschätzung des Probanden werden herange-
zogen um den Schwierigkeitsgrad beim selbstständigen Arbeiten 


























   
den prozentualen Anteil der Probanden, die Hilfestellungen bei der 
Lösung der Aufgaben benötigten.
Deutlich erkennbar ist, dass der Anteil an Hilfestellungen über die 
Versuchsdauer abnimmt. Zur Bewältigung der Aufgabe A1 benöti-
gen 26 % der Probanden vor allem beim Umgang mit dem Flight 
Stick Hilfe. Beim Finden der Staubkappen und den damit verbun-
den Positionswechsel unter das Auto (A2) benötigen noch 22 % 
der Probanden Hinweise durch den Betreuer. Lediglich 2 Proban-
den hatten beim Finden der Schrauben (A3) Probleme und benö-
tigten Hilfe. Als besonders schwierig erwies sich der Ausbau der 
Schrauben, da diese nur über eine kleine Angriffsﬂäche verfügen 
und der Flight Stick in Schraubenachse gedreht werden muss. Falls 
notwendig wurde ein günstiges Vorgehen mit dem Flight Stick 
gezeigt. Bei der letzten Aufgabe, dem Abziehen des Bremssattels 
(A4) benötigt kein Proband Hilfe. Dies bestätigt, dass nach einer 
Trainingsphase Wartungsabläufe in immersiven Umgebungen sehr 
gut evaluiert werden können und ein efﬁzientes Arbeiten mit dem 
AVR-System möglich ist. Bekräftigt wird diese Aussage durch die 
sich verkürzenden Bearbeitungszeiten im Verlauf der Untersuchung. 
Abbildung 16 zeigt die erfassten Bearbeitungszeiten pro Aufgabe.
Mit jeder Aufgabe sinkt die Bearbeitungszeit. Eine Ausnahme bil-
det auch hier Aufgabe A3, die in ihrer Ausführung länger dauerte 
oder wie bei 3 Probanden gar nicht ausgeführt werden konnte. Die 
subjektive Einschätzung des Schwierigkeitsgrads in Abbildung 17 
macht die Ursache dabei deutlich.
Der Schwierigkeitsgrad wird vom Probanden auf einer Skala von 1 
(sehr leicht) bis 6 (sehr schwer) eingeschätzt, wobei das Lösen der 
Aufgaben in »Teile ﬁnden« (schwarz) und »Teile ausbauen« (grau) 
unterteilt wird. Es wird deutlich, dass sich mit fortschreitender 
Nutzung des AVR-Systems der Umgang mit diesem verbessert 
und die zu manipulierenden Teile der jeweiligen Aufgabe einfacher 
gefunden werden. Eine ähnliche Lernkurve ist beim Arbeiten mit 
dem Flight Stick erkennbar, wobei die subjektive Einschätzung des 
Schwierigkeitsgrades von Aufgabe A3 eine Ausnahme bildet und 





































Grundsätzlich bestätigt die durchgeführte Benutzerstudie, dass 
AR-Systeme in immersiven Umgebungen eingesetzt werden kön-
nen und die gemeinsame Wahrnehmung von AR-Information und 
virtuellem Prototyp realisierbar ist. AR-Arbeitsunterlagen können 
evaluiert und angegebene Arbeitsschritte am virtuellen Prototyp 
durchgeführt werden. Die Probanden konnten nach einer Trainings-
phase selbständig mit dem AVR-System arbeiten sowie Anweisun-
gen interpretieren und umsetzen. Dies verdeutlicht, dass das AVR- 
System auch ohne große Vorkenntnisse genutzt werden kann. 
Eine Adaption des AVR-Systems auf ein komplexes Szenario ist un-
ter Einbeziehung von erfahrenen Servicetechnikern umzusetzen um 
unter anderen die Akzeptanz und Wirtschaftlichkeit in der Zielgruppe 
sicherzustellen. Um die Übertragbarkeit der AR-Arbeitsunterlagen 
auf das reale Produkt abzusichern muss ebenfalls eine vergleichen-
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