Abstract-In this paper, we focus on model reduction of biomolecular systems with multiple time-scales, modeled using the Linear Noise Approximation. Considering systems where the Linear Noise Approximation can be written in singular perturbation form, with as the singular perturbation parameter, we obtain a reduced order model that approximates the slow variable dynamics of the original system. In particular, we show that, on a finite time-interval, the first and second moments of the reduced system are within an O( )-neighborhood of the first and second moments of the slow variable dynamics of the original system. The approach is illustrated on an example of a biomolecular system that exhibits time-scale separation.
I. INTRODUCTION
Time-scale separation is a ubiquitous feature in biomolecular systems, which enables the separation of the system dynamics into 'slow' and 'fast'. This property is widely used in biological applications to reduce the complexity in dynamical models. In deterministic systems, where the dynamics are modeled using ordinary differential equations, the process of obtaining a reduced model is well defined by singular perturbation and averaging techniques [1] , [2] . However, employing time-scale separation to obtain a reduced order model remains an ongoing area of research for stochastic models of biological systems [3] .
Biological systems are inherently stochastic due to randomness in chemical reactions [4] . Thus, different stochastic models have been developed to capture the randomness in the system dynamics, especially at low population numbers. The chemical Master equation is a prominent stochastic model which considers the species counts as a set of discrete states and provides a description for the time-evolution of their probability density functions [5] , [6] . However, analyzing the chemical Master equation directly proves to be a challenge due to the lack of analytical tools to analyze its behavior. Therefore, several approximations of the Master equation have been developed, which provide good descriptions of the system dynamics under certain assumptions. The chemical Langevin equation (CLE) is one such approximation, where the dynamics of the chemical species are described as a set of stochastic differential equations [7] . The Fokker-Plank equation is another method equivalent to the CLE, which considers the species counts as continuous variables and *This work was funded by AFOSR grant # FA9550-14-1-0060. ddv@mit.edu provides a description of the time evolution of their probability density functions [5] . The Linear Noise Approximation (LNA) is another approximation, where the system dynamics are portrayed as stochastic fluctuations about a deterministic trajectory, assuming that the system volume is sufficiently large such that the fluctuations are small relative to the average species counts [6] , [8] .
In our previous work, we considered a class of stochastic differential equations in singular perturbation form, which captures the case of multiple scale chemical Langevin equation with linear propensity functions. We obtained a reduced order model for which the error between the moment dynamics were of O( ), where is the singular perturbation parameter [9] , [10] . In this work, we consider systems with nonlinear propensity functions, modeled using the Linear Noise Approximation.
There have been several works that obtain reduced order models for systems modeled using LNA, under different approaches for time-scale separation. One such model is derived by Pahlajani et. al, in [11] , where the slow and fast variables are identified by categorizing the chemical reactions as slow and fast. In [12] , [13] , Thomas et. al, derive a reduced order model by considering the case where the species are separated using the decay rate of their transients, according to the quasi-steady-state approximation for chemical kinetics. It is also shown that, imposing the time-scale separation conditions arising from slow and fast reactions, on their model, leads to the same reduced model obtained in [11] . In these previous works, the error between the original system and the reduced system has been studied numerically and has not been analytically quantified. The work by Sootla and Anderson in [14] gives a projectionbased model order reduction method for systems modeled by the Linear Noise Approximation. This work is extended in [15] by the same authors, where they also provide an error quantification in mean square sense for the reduced order model derived in [12] under quasi-steady state assumptions. However, to provide an error bound the authors explicitly use the Lipschitz continuity of the diffusion term, which is not Lipschitz continuous in general.
In this paper, we consider biomolecular systems modeled using the Linear Noise Approximation where system dynamics are represented by a set of ordinary differential equations that give the deterministic trajectory and a set of stochastic differential equations that describe the stochastic fluctuations about the deterministic trajectory. We consider the case where the system dynamics evolve on well separated time-scales with slow and fast reactions, and the LNA can be written in singular perturbation form with as the singular perturbation parameter, as in [11] . We define a reduced order model and prove that the first and second moments of the reduced system are within an O( )-neighborhood of the first and second moments of the original system. Our results do not rely on Lipschitz continuity assumptions on the diffusion term of the LNA. This paper is organized as follows. In Section II, we describe the model considered. In Section III, we define the reduced system and derive the moment dynamics for the original and reduced systems. In Section IV, we prove the main convergence results. Section V illustrates our approach with an example.
II. SYSTEM MODEL

A. Linear Noise Approximation
Consider a biomolecular system with n species interacting through m reactions in a given volume Ω. The Chemical Master Equation (CME) describes the evolution of the probability distribution for the species counts to be in state Y = (Y 1 , . . . , Y N ), by the ordinary differential equation
where a i (Y, t) is the microscopic reaction rate with a i (Y, t)dt being the probability that a reaction i will take place in an infinitesimal time step dt and v i the change in state produced by reaction i for i = 1, . . . , m [16] . The Linear Noise Approximation (LNA) is an approximation to the CME obtained under the assumption that the system volume Ω and the number of molecules in the system are large [6] . To derive the LNA it is assumed that Y = Ωy+ √ Ωξ, where y is a deterministic quantity and ξ is a stochastic variable accounting for the stochastic fluctuations. Then by expanding the chemical Master equation in a Taylor series and equating the terms of order Ω 1/2 and Ω 0 , it is shown that y is the macroscopic concentration and ξ is a Gaussian process whose dynamics are given by [6] , [8] 
where Γ is an m-dimensional white noise process,
is the macroscopic reaction rate, which can be obtained bỹ a i (y, t) = 1 Ω a i (Ωy, t) at the limit of Ω → ∞ and Y → ∞ such that the concentration y = Y /Ω remains constant [17] .
B. Singularly Perturbed System
We consider the case where the biomolecular system in (2) - (3) 
T wherê a s (y, t) ∈ R ms represents the reaction rates for the slow reactions and (1/ )â f (y, t) ∈ R m f represents the reaction rates for the fast reactions. The corresponding v i vectors representing the change of state by each reaction i could be represented as v = [v 1 , . . . , v ms , v ms+1 , . . . , v ms+m f ] for m s slow and m f fast reactions. However, such a decomposition does not guarantee that the individual species in the system will evolve on well-separated time-scales. Therefore, a coordinate transformation may be necessary to identify the slow and fast variables in the system as seen in deterministic systems [18] and chemical Langevin models [19] . Thus, we make the following claim.
Claim 1: Assume there is an invertible matrix
T with A x ∈ R ns×n and A z ∈ R n f ×n , such that the change of variables x = A x y, z = A z y, allows the deterministic dynamics in (2) to be written in the singular perturbation formẋ
Then, the change of variables ψ x = A x ξ, ψ z = A z ξ takes the dynamics of the stochastic fluctuations given in (3), in to the singular perturbation forṁ
where Γ x is an m s -dimensional white noise process,
T , where Γ f is an m f -dimensional white noise process and
Proof: Here we provide a sketch of the proof. A detailed proof can be found in [20] . Applying the coor-
Thus, from equation (8), if follows that A x v i = 0 for i = m s +1, . . . , m s +m f . Applying the coordinate transformation ψ x = A x ξ, ψ z = A z ξ, to equation (3), and using the linearity of the differentiation operator and the chain rule together with the transformation x = A x y, z = A z y, we obtaiṅ
Then usingã(y, (11) - (13), in the form of system (6) - (7), where
T . Based on the result of Claim 1, in this work we consider the Linear Noise Approximation represented in the singular perturbation form:
T , where Γ f is an m f -dimensional white noise process.
We refer to the system (14) - (17) as the original system and obtain a reduced order model when = 0. To this end, we make the following assumptions on system (14) - (17) for
The functions f x (x, z, t), f z (x, z, t, ) are twice continuously differentiable. The Jacobian ∂fz(x,z,t,0) ∂z has continuous first and second partial derivatives with respect to its arguments.
T are continuously differentiable. Furthermore, we have that σ z (x, z, t, 0) = 0 and lim →0 σz(x,z,t, )σz(x,z,t, ) T = σ(x, z, t) where σ(x, z, t) is bounded for given x, z, t and ∂σ(x,z,t) ∂z is continuous. Assumption 3: There exists an isolated real root z = γ 1 (x, t), for the equation f z (x, z, t, 0) = 0, for which, the matrix
is Hurwitz, uniformly in x and t. Furthermore, we have that the first partial derivative of γ 1 (x, t) is continuous with respect to its arguments. Also, the initial condition z 0 is in the region of attraction of the equilibrium point z = γ 1 (x 0 , 0) for the system dz dτ = f z (x 0 , z, 0, 0). γ 1 (x, t) , t) has a unique solutionx ∈ S where S is a compact subset of D x for t ∈ [0, t 1 ].
III. PRELIMINARY RESULTS
A. Reduced System
The reduced system is defined by setting = 0 in the original system (14) - (17), which yields
Let z = γ 1 (x, t) be an isolated root of equation (18) , which satisfies Assumption 3. Then, we have that ψ z = −B 2 (x, γ 1 (x, t), t, 0) −1 B 1 (x, γ 1 (x, t), t, 0)ψ x is the unique solution of equation (19) . Let γ 2 (x, t) = −B 2 (x, γ 1 (x, t), t, 0) −1 B 1 (x, γ 1 (x, t), t, 0). Then, substituting z = γ 1 (x, t) and ψ z = γ 2 (x, t)ψ x in equations (14) and (16), we obtain the reduced systeṁ
where A(x, t) = A1(x, γ1(x, t), t)ψx + A2(x, γ1(x, t), t)γ2(x, t).
Next, we derive the first and second moment dynamics of the variableψ x in the reduced system. To this end, we make the following claim:
Claim 2: The first and second moment dynamics for the variableψ x of the reduced system (20) - (21) can be written in the form
Here we present a sketch of the proof, for details see [20] . Deriving the first and second order moment dynamics forψ x in a similar procedure to [21] , and using the linearity of the expectation operator together with the fact the dynamics ofx given by (20) are deterministic, we can write the moment dynamics of the reduced system as (22) -(23). We provide a detailed proof in [20] .
Next, we proceed to derive the moment dynamics for ψ x and ψ z in the original system (14) - (17) given by the following claim.
Claim 3: The first and second moment dynamics for the variables ψ x and ψ z of the original system (14) - (17) can be written in the form
where x and z are the solutions of the equations (14) - (15), and the initial conditions are given by E[ψ
Proof: The equations (16) - (17) can be written aṡ
where [ σ x (x, z, t) 0 ] ∈ R n×(ms+m f ) . Then, due to the fact that the x and z are deterministic and using the linearity of the expectation operator together with the Proposition III.1 in [21] to derive the second moments, the dynamics for the first and second moments of the original system can be written in the form of (24) -(28). Note that, since
T , we have eliminated the dynamics of the variable E[ψ x ψ T z ]. See [20] for a detailed proof. Claim 4: Setting = 0 in the system of moment dynamics (24) -(28) and the dynamics of x and z given by (14) - (15), yields the moment dynamics of the reduced system (22) -(23) where the dynamics ofx are given by (20) .
Proof: From the definition of the reduced system we have that z = γ 1 (x, t) is an isolated root obtained by setting = 0 in equations (15) . Thus, setting = 0 in equations (26) -(27) under Assumption 3, yields the unique solutions given by
which together with z = γ 1 (x, t) can be substituted in (14) and (24) - (28) to yield the moments of the reduced system given in (22) -(23). See [20] for a detailed proof.
IV. MAIN RESULTS Lemma 1: Consider the original system in (14) - (17), the reduced system in (20) - (21), and the moment dynamics for the original and reduced systems in (24) - (28), (22) - (23) respectively. We have that, under Assumptions 1 -3, the commutative diagram in Fig. 1 holds. Proof: The proof follows from Claims 1 -3. Theorem 1: Consider the original system (14) - (17), the reduced system in (20) -(21) and the moment dynamics for the original and reduced systems in (24) -(28), (22) - (23) respectively. Then, under Assumptions 1 -4, there exists * ≥ 0 such that for 0 < < * , we have
Proof: From Lemma 1, we see that setting = 0 in the moment dynamics of the original system (24) -(28) and in the dynamics of x and z given by (14) - (15), yields the moment dynamics of the reduced system (22) - (23) where the dynamics ofx are given by (20) . Therefore to prove Theorem 1, we apply Tikhonov's theorem [1] to the system of moment dynamics of the original system given by (24) -(28) together with the dynamics of x and z given by (14) - (15) . In order to apply Tikhonov's theorem, we first prove that the assumptions of the Tikhonov's theorem are satisfied. To this end, let us define the boundary layer variables
. Denote by τ = t/ the time variable in the fast time-scale. Then, similar to the procedure in [1] the dynamics of the boundary layer variables in the fast timescale can be derived by using the chain rule together with expressions from the equations (15), (26) and (28), which yields
To prove that the origin of the boundary layer system is exponentially stable, we consider the dynamics of the vectors around the origin, we obtain the dynamics forẽ i = e i − 0 as
where J11 =
, and J33 = B2(x, b1 + γ1(x, t), t, 0) b 1 =0 . Since the eigenvalues of a block triangular matrix are given by the union of eigenvalues of the diagonal blocks, we consider the eigenvalues of
and B2(x, b1 + γ1(x, t), t, 0) b 1 =0 . Under Assumption 3, we have that the matrix
is Hurwitz. From the definition of the original system (14) - (17), we have B2(x, z, t, ) = ∂fz (x,z,t, ) ∂z . Therefore, B2(x, b1 + γ1(x, t), t, 0)
, which is Hurwitz under Assumption 3. Thus, the boundary layer system is exponentially stable.
From Assumptions 1 and 2 we have that the func-
T and σ z σ T z and their first partial derivatives are continuously differentiable. From Assumption 1 and 3 we have that the ∂fz(x,z,t,0) ∂z
have continuous first partial derivatives with respect to their arguments. From Assumption
with
Therefore, the equations (36) -(40) are in the form of the original system in (14) - (15) T and z = c. It follows that Assumptions 1 and 2 are satisfied since the system functions of (36) -(37) are polynomials of the state variables. We evaluate 
VI. CONCLUSION
In this work, we obtained a reduced order model for the Linear Noise Approximation of biomolecular systems with separation in time-scales. It was shown that, for a finite timeinterval the first and second moments of the reduced system are within an O( )-neighborhood of the first and second moments of the slow variable dynamics of the original system. This result can be used to approximate the slow variable dynamics of the LNA with a system of reduced dimensions, which will be useful in analysis and simulations of biomolecular systems especially when the system has high dimension. The reduced model that we obtain is equivalent to the reduced order model derived in [11] . Our results are also consistent with the error analysis that they have performed numerically, where it is approximated that the maximum errors in the mean and the variance over time are of O( ).
In future work, we aim to extend this analysis to obtain an approximation for the fast variable dynamics.
