Designing a real-time visual tracking system to catch golden fish is a complex task due to difficulties involved in the precise determination of a fish's relative 3D positions in the water tank. In this paper we present a new visual servo control system using stereo vision to acquire the 3D positions of the golden fish. The continuously adaptive mean shift (CAMSHIFT) algorithm and optical flow vision tracking methods are applied to provide, at a high frame-rate, the real-time feedback of the position and motion trajectory of the fish being tracked. A visual servo architecture for controlling two low-cost, well calibrated cameras for tracking the golden fish and a 5-axis robot manipulator for catching a specified golden fish are constructed using standard off-the-shelf hardware and open source software. The designed visual tracking and servo system is less sensitive to lighting influences and thus performs more efficiently. Experiments of the proposed method yielded very good results as the real-time 3D vision was able to successfully track two fish and guide the manipulator to catch one of them with a net attached to the manipulator's end-effector.
Introduction
The mechanism behind all approaches to visually tracking moving objects and eventually catching them is termed "visual servoing" -the control loop using visual feedback to maintain the position of a robot manipulator moving toward a specified target [1] . A common system for processing the visual feedback is the machine vision measuring system which has the advantage of being able to perform measuring without contact on the target object, when the environment does not allow contact measurements. Machine vision systems can precisely measure such variables as length, angle, position, orientation, colour, etc, related to the measured target. However, the biggest problem of the machine vision system is its over-sensitiveness to noise in the presented images, e.g. disturbances caused by unwanted objects in the background/foreground and non-ideal lighting conditions. Accounting for such disturbances requires extensive usage of system memory, which is also heavily used by the computation of feature extraction and template pattern matching for real-time recording of image features. As a result, motion can not be time-efficiently tracked and real-time control has its limited performances [2] , [3] . Furthermore, the required imagecapturing equipments are too costly.
In order to track the trajectory and compute the positions of moving golden fish in real time, researchers have resorted to different methods that process the visual feedbacks at lower costs, in respect of computation and time. A method featuring statistical analysis has been designed by A. Ukigaya, T. Kawamura, M. Kidode [4] . They proposed a model that recognizes the colour distribution patterns of moving objects in video sequences. Based on their analysis of the active visual patterns in a series of images of a swimming golden fish, they built a colour distribution pattern model, which also serves as a probabilistic state transition mechanism. Another approach, proposed by H. Suzuki and M. Minami [5] , [6] , utilizes genetic algorithms (GA) to search the fish features. Raw grayscale images are processed via GA to track the swimming fish. This approach demonstrates real-time recognition of the 2D positions of each fish and the visual servoing of a hand-eye robot used to catch one of the fish. However, these schemes are for tracking and catching objects in 2D only.
In this paper, a hybrid control scheme based on CAMSHIFT and optical flow algorithm is applied to track the trajectory and to compute the 3D positions of swimming golden fish in real time, using a stereo vision system with two CMOS cameras and a robot to catch the specified golden fish. The proposed tracking algorithm is extremely tolerant to lighting influences and highly efficient in computing compared with previously discussed template-patternmatching algorithms. CAMSHIFT is a modified version of the mean shift algorithm [7] and was originally developed by Bradski [8] to detect and track faces in a video stream. Similar to the mean shift algorithm, which ascends a gradient of a probability distribution of colours to find the nearest dominant mode, CAMSHIFT tracks the mode of colour probability distribution across the frames of a video sequence. The tracking performance is further improved by optical flow method to overcome the problem of object's partialoverlapping problem.
The main differences and advantages of the proposed approach are: l Applying the CAMSHIFT tracking on the HSV plane allows for a variety of tracked objects to be used as a target, and performed in non-ideal real-world conditions under disturbances like poor lighting conditions, partial occlusion of camera vision, object rotations, and scale variations. The images taken by each of the two cameras are processed and the object is recognized at 33[ms] or lower video rates by applying CAMSHIFT algorithm. Only limited regions surrounding the current CAMSHIFT tracking window need to be processed, and hence tend to result in a substantial reduction in computational costs. The experimental results show our system can track the 3D motion of golden fish in real time. The partial-occlusion problem, which is one of the most difficult issues in most visual based tracking systems, is well dealt with in our proposed system by combining the CAMSHIFT algorithm with the optical flow method applied to the subject. Compared with the traditional CAMSHIFT based system, the partialocclusion problem is successfully solved. This paper is organized as follows. The overall stereo visual servo system structure is introduced and analyzed in Section 2. Then some experimental results are given in Section 3. Finally, the conclusions are given in Section 4.
Stereo visual servo system
Image capturing and processing are the two major challenges in a stereo visual tracking system. The main goals of these respective processes are to provide visual feedback, and to identify the objects we want to track (in this case, golden fish) and determine their 3D positions. The video-signal-capturing process is conducted by the stereo sensors in the stereo tracking system with two low-cost CMOS cameras with pixel resolutions of 320 x 240. The synchronized concurrent video frames are then transmitted via USB to a PC where they are first placed in the system's memory buffer, and later displayed in the capture windows using the Windows Driver Model (WDM) functions. The WDM can reach a high video frame rate with the two CMOS cameras operating at the frame rate of 30-image-per-second; both capable of providing real-time visual feedback. The visual servo system disscussed in this paper is shown in Fig. 1. Fig. 2 shows the block diagram of the visual servo system which consists of: an image-based system calibration unit, a hybrid CAMSHIFT tracking unit; a depth from binocular stereo unit; an inverse kinematics unit; and a robot arm position control unit.
Calibration of image-based system
Camera calibration and robot hand-eye transformation are the two fundamental steps needed to be taken before any reliable image processing and visual servo can be performed. To derive the 3D position of an object from a 2D image, the relationship between the coordinates of a set of points in the 3D space, the tank in this case, and the coordinates of their corresponding points in the 2D plane, the retrieved image, must first be found out via the basic characteristics of cameras, generally grouped into intrinsic and extrinsic parameters. Through camera calibration one can obtain the intrinsic and extrinsic parameters. The intrinsic parameters, which are independent of a camera's position, describe its focal length, principal point, and distortion coefficients. The extrinsic parameters, which offer information for the transformation between the coordinate systems of the camera's image and the concrete world, include a 3D translation vector and a rotation matrix. For stereo cameras, the relative extrinsic parameters between the cameras also have to be obtained. The combination of a camera's intrinsic and extrinsic parameters presents the full set of data needed to pair the corresponding position of a point in an image with that in the outside world. References [9] and [10] provide a complete review of the fundamentals and techniques of camera calibration.
In this paper, a static pattern calibration is applied to obtain two sets of parameters of the cameras and empower automatic edge detection. The key in this process is the usage of a flat checkerboard whose squares have predetermined dimensions. The intrinsic calibration routine is performed after several views of the board with a known geometry pattern, using points on the model plane and their projection onto digital images. The extrinsic calibration also implements the checker-patterned board. The extrinsic parameters can be calculated linearly using an array containing the location of points in the digital images and another array containing the location of their counterparts in the real world.
Hybrid CAMSHIFT algorithm
CAMSHIFT algorithm is a non-parametric technique that can efficiently track the 2D position of a specified target efficiently across a series of images. Optical flow describes the motion of feature points between successive images in a video stream. The hybrid tracking algorithm can be summarized in the following:
1. A region of interest (ROI) window is selected to be the source image for color probability distribution computation. 2. An initial search window is centered at the data point position.
The color distribution of the region centered at the mean shift search window is calculated. The mean location of the discrete probability image is found within the search window using moments. The location of the mean search window can then be calculated. 3. Iterate the mean shift algorithm until the centroid of the probability image in which the mean shift algorithm converges is found. Store the zeroth moment (the distribution area) and the mean location. 4. Search the centroid location of neighbouring fish within twice the area of the mean search window. Optical flow tracking is applied when more than one fish lies inside this range. Then, go to Step 3. When tracking the 2D position of a coloured object, a golden fish in our case, CAMSHIFT operates on a colour probability distribution of an image derived from colour histograms. The centre and size of the region representing the golden fish are computed and used as settings for the search window on the subsequent frame of the video sequence, in agreement with the steps mentioned above. Figure 3 shows two digital pictures of two golden fish. The pictures are taken by each of the two cameras, with images processed and object recognized at a 33 msec or lower video rates by applying CAMSHIFT algorithm. As shown in Fig. 3 , only limited regions surrounding the current CAMSHIFT window, which contain images of two golden fish, are transformed into a discrete probability image. This tends to result in a more substantial reduction in computational costs. Fig. 4 shows the partial overlapping problem which causes the CAMSHIFT tracking failure. As the colour probability distribution of the specified fish is determined, the optical flow method can be applied to track the specified location of discrete images. The neighbouring fish' overlapping problem is solved by applying the optical flow method.
Depth calculation through binocular stereo
The purpose of using two cameras instead of one to track a golden fish becomes clear at this point: to add a third dimension to the position of that fish. The calculation of depth via binocular stereo is a common way to capture the complete 3D information of a scene [11] . First, feature points in the images obtained by the first and second camera create a set of stereo pairs, one for each point. Each pair produces two rays that would intersect in the actual 3D world. This approach essentially creates the world coordinate system out of the two 2D coordinate systems generated by the cameras. The real-time 3D positions of two golden fish, tracked with the above-mentioned 3D point measuring method, are rendered using the Open Graphics Library (OpenGL for short) [12] .
Hand-eye coordinate transformation
In the final phases of visual servoing, sending visual feedbacks to control a robot, the 3D coordinates of the tracked object in the stereo vision reference frame must be translated into coordinates in the manipulated robot's reference frame. This procedure is called the hand-eye coordinate transformation. In order to obtain information for the hand/eye coordinate transformation, the manipulator is moved to each of four non-co-plane spots while being tracked by the binocular stereo system with hybrid CAMSHIFT algorithm. A strong source of light, here an LED, is attached to the hand of the manipulator to make the tracking easier. According to the obtained homogenous transform matrix, the stereo vision system can use the 3D position information captured by two cameras to control the motion of the end-effector. Fig. 3 . Two tracked golden fish within 33 msec video rate in both cameras to produce two stereo pairs respectively. Fig. 4 . The overlapping of neighbouring fish causes the CAMSHIFT failure (left); but tracking improves by applying the optical flow method (right).
Experimental results
The results of experiments implementing the proposed process derived in previous sections are presented in this section. The intrinsic parameter calibration is achieved by calculating the projections of a grid with 9 × 7 frames. For each camera, the calibration routine was performed 30 times. The positions and orientations of the stereo cameras in respect to the coordinate system of the real world could be obtained through the extrinsic calibration routines shown in Section 2.1. After the extrinsic calibration, the two cameras' 3D positions were verified respectively, both positioned at the top of the water tank for the best view of the targeted golden fish. The calibration routines are followed by the determination of the machine's hand-eye transformation matrix, a process shown in Section 2.4.
The image processor used in our system is a 3.2GHz-PentiumIV/512MB-RAM PC running on Windows XP with two Logitech QuickCamPro 4000 cameras connected via USB. The resolutions of the images captured by the two cameras are set at 320 x 240 pixels.
The dimension of the water tank is 300L x 200W x 180H mm and the circular fishing net, which is fixed to the end of the manipulator, is 80 mm in diameter. The manipulator used in the experimental system is a 5-axis manipulator, Micro-robot 88-5. The position control system of the Micro-robot 88-5 system is an independent joint PD control system. The experiment starts by selecting a fish for the system to track, which can be done by clicking the image of the fish on the monitor with the mouse. Once the initial search window is set, the system automatically begins tracking the selected object in 2D applying the hybrid CAMSHIFT algorithm described earlier in Section 2.2 and further computing the target's depth with binocular stereo vision. In Section 2.3, the 3D position and orientation is hence fully adequate for retrieving the targeted golden fish in real time. We have recorded the moving path of the tracked golden fish as a sequence of images in this experiment using the calibrated stereo camera system. After these steps the manipulator is set to strike at the predicted 3D position of the tracked fish in an extremely short moment. Then the inverse kinematics is computed by the PC with the calculated joint angle commands transmitted from the PC to the Micro-robot 88-5 controller via RS-232 interface and at the updated rate of 10 Hz.
The manipulator catches the fish by pulling up the net, which was initially submerged under the water in the tank, and approaching the target following the sequence of positioning commands. Fig. 5 shows the position deviations between the net and the target fish along the X-Y-Z directions in the real world coordinate system. As shown, the deviations decreased in the region lying within the net's diameter. Demo videos of the experiments are available at http:// www.youtube.com/watch?v=gLcRlfOrMys.
The system is also tested by several deliberately created external disturbances, such as changes in lighting conditions and partial occlusions of the tracking cameras' vision, and the results show that the system is hardly affected in performing its tracking tasks. With these satisfactory experimental results, the implementation of the golden fish tracking system described in prototype from this work has proved to be a robust success.
Conclusions
In this paper the task of designing a stereo vision system for tracking a golden fish and a visual servoing architecture for catching it is accomplished by applying a computationally efficient hybrid CAMSHIFT algorithm which allows the use of two low-cost, calibrated USB cameras to operate in real time at a high speed. The proposed visual tracking system can also be extended for simultaneous recognition and tracking of multiple objects that are not occluded by each other. The stereo vision-based servo system in our experiments has proved its capability of working in non-ideal real-world conditions under disturbances like poor lighting conditions, partial occlusion of camera vision, object rotations, and scale variations.
