Abstract. We study the Bellman equation associated with the optimal consumption and portfolio choice problem with stopping times in a complete market. We establish the existence of a strong solution by using the viscosity solutions technique. The optimal policy is shown to exist from the optimality conditions in the variational inequality.
Introduction
We consider the consumption and portfolio choice problem with stopping times of a single agent, with an initial wealth x, who attempts to maximize the expected utility of consumption. The agent can consume the wealth at rate CðtÞ, invest it in any of the 2 available assets, and stop freely before his bankruptcy, i:e:, his wealth falls to zero. We adopt the following standard model of a financial market [3, 5, 8, 10, 15] . Let ð p 0 ðtÞ; p 1 ðtÞÞ be the vector of prices at time t of the assets and W ðtÞ be a standard 1-dimensional Brownian motion on a complete probability space ðW; F; PÞ endowed with the natural filtration F t ¼ sðW ðsÞ; s a tÞ. We assume that dp 0 ðtÞ ¼ rp 0 ðtÞdt for t > 0; dp 1 ðtÞ ¼ p 1 ðtÞ½b dt þ s dW ðtÞ for t > 0:
Here we denote by b and s positive constants, and the interest rate r > 0 is also a constant with b > r. Given a policy ðC; p; tÞ, the agent's wealth process X 0 ðÁÞ stopped at t is a solution of the stochastic di¤erential equation dX 0 ðtÞ ¼ 1 ftatg ½frX 0 ðtÞ À CðtÞgdt þ pðtÞfðb À rÞdt þ s dW ðtÞg and X 0 ð0Þ ¼ x > 0, where CðÁÞ is an F t -progressively measurable, nonnegative process with Ð T 0 CðtÞdt < y a.s., pðÁÞ an F t -progressively measurable, realvalued portfolio process with Ð T 0 jpðtÞj 2 dt < y a.s. for every T > 0, and t a stopping time. We say that ðC; pÞ is admissible for x if the wealth process X 0 ðtÞ is nonnegative a.s. We denote by A 0 the class of all such policies, and also by S the class of all stopping times. For given U i : ½0; yÞ ! R ði ¼ 1; 2Þ, we consider the total expected utility of ðC; p; tÞ A A 0 Â S up to time y 0 ¼ infft b 0 j X 0 ðtÞ ¼ 0g defined by Jðx; C; p; tÞ ¼ E where a > 0 is a discount factor.
The purpose of this paper is to find an optimal policy ðC Ã ; p Ã ; t Ã Þ which maximizes Jðx; C; p; tÞ over ðC; p; tÞ in A 0 Â S.
To this end, we obtain enough regularity of the optimal total expected utility vðxÞ ¼ sup ðC; p; tÞ A A 0 ÂS Jðx; C; p; tÞ, which is expected to be a viscosity solution of We will use the following identity without mentioning it:
One of di‰culties to treat (1.2) is that (assuming v A C 2 ) we have to show that v 0 > 0 and v 00 < 0 so that (1.2) make sense. In fact, under our assumption for U 1 (see (2.3) below), if v 0 a 0 or v 00 b 0 at a point x > 0, then the left hand side of (1.2) becomes y at x.
In order to obtain regularity of solutions of obstacle problems (1.2), we will use the standard penalized equation associeted with (1.2). Moreover, to impose enough regularity on solutions of the penalized problem, we will also introduce approximate equations corresponding to bounded control problems with respect to ðC; pÞ and elliptic regularization.
We refer to [5, 8, 12, 15] for the consumption/investment problem without stopping, and [1] for the penalty method in the theory of variational inequalities.
We also mention the work [7] for the utility maximization problem with stopping discussed from a point of view of the duality method in the finite horizon case.
The present paper is organized as follows. In section 2, we consider the approximate problems and obtain the unique viscosity solution of those. Section 3 is devoted to the regularity of viscosity solutions of (1.2).
We finally present a synthesis of optimal policies for the optimization problem in section 4.
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Penalized problem
Throughout this paper, we fix 0 < g < 1:
We then introduce the Banach space B by B ¼ h A Cð½0; yÞ; RÞ for Er > 0; bC r > 0 such that jhðxÞ À hðyÞj a C r jx À yj g þ rð1 þ x g þ y g Þ for x; y b 0 ( ) with its norm khk B ¼ sup xb0 fjhðxÞj=ð1 þ x g Þg. Now, we shall present a list of our hypotheses. 0 < r < a5b; ð2:1Þ ba 0 A ðr; aÞ such that H a 0 ðx; x g ; gx gÀ1 ; gðg À 1Þx gÀ2 Þ a 0 in ð0; yÞ: ð2:2Þ
We remark that (2.2) yields
( )
Thus, when U 1 ; U 2 A B, under (2.2), we can find C 0 > 1 such that zðxÞ :
maxfH a ðx; zðxÞ; z 0 ðxÞ; z 00 ðxÞÞ; U 2 ðxÞ À zðxÞg a 0; in ð0; yÞ:
We remark that this z is also a supersolution of approximate equations (2.6) below. When U 1 , U 2 are nonnegative, which we will suppose, z 0 1 0 is a subsolution of (2.6). Thus, it is natural to seek an approximate solution for (1.2) in B z defined by Next, to consider bounded control problems, for L; R b 1, we set
Using the viscosity solution theory for combined control [14] , we shall show that (1.2) admits a strong solution v as the limit of the solution u e; m; L; R of the following approximate problem: For e; m A ð0; 1 and L; R b 1, andW W ðtÞ is a 1-dimensional Brownian motion independent of W ðtÞ. However, we notice that the total expected utility cannot be simply expressed unlike for the original problem because we have a semilinear term b e . Thus, giving up finding an explicit formula, we first show the existence of solutions of (2.6). For this purpose, it is convenient to use an equivalent equation to (2.6); In this section, we shall simply write A, X ðtÞ and y for A L; R , X C; p; x ðtÞ and y C; p; x , respectively when there is no confusion.
Existence of solutions of the penalty equation
By a usual localization argument, we may assume that X ðtÞ is bounded, if necessary. Applying Ito's formula, for a 0 b a 0 , f A C 2 ð0; yÞ with f 00 < 0 and from which it follows that 0 a ThðxÞ a TzðxÞ a zðxÞ a kzk B ð1 þ x g Þ:
Next, for x b y b 0, we set Y ðÁÞ ¼ X C; p; y ðÁÞ andŷ y ¼ y C; p; y . We note that X ðtÞ À Y ðtÞ ¼ e rtþmW W ðtÞÀm 2 t=2 ðx À yÞ b 0, and y bŷ y, E½ðe
We shall estimate the Sinceb bðÁ ; hðÁÞÞ A B z , for r > 0, we find C r > 0 such that and hence,
Since jThðxÞ À Thð yÞj a sup ðC; pÞ A A fT 0 þ e À1 ðT 1 þ T 2 Þg, (2.12), (2.13) and (2.14) yield Th A B z .
To complete the proof, we only need to observe that for 
Viscosity solutions
We shall show that the solution of the penalty equation (2.8) is indeed a viscosity solution of (2.6). We shall recall the definition of viscosity solutions of
Definition 2.2. We call u A CðJÞ a viscosity subsolution (resp., supersolution) of (2.15) if, whenever for f A C 2 ðJÞ, u À f attains its local maximum (resp., minimum) at x A J, then F ðx; uðxÞ; f 0 ðxÞ; f 00 ðxÞÞ b 0 ðresp:; a 0Þ:
We call u A CðJÞ a viscosity solution of (2.15) if it is both a viscosity sub-and supersolution of (2.15).
Remarks. (1) We will use the equivalent definition from [2]:
F ðx; uðxÞ; p; X Þ b 0 for x A J and ð p; X Þ A J 2; þ uðxÞ ðresp:; F ðx; uðxÞ; p; X Þ a 0 for x A J and ðp; X Þ A J 2; À uðxÞÞ:
We refer to [2] for the definition of J 2;G uðxÞ. (2) Since fx b 0 j J 2; À uðxÞ 0 qg is dense in ð0; yÞ for u A Cð0; yÞ, we see that U 2 a u in ð0; yÞ when u A Cð0; yÞ is a viscosity supersolution of (1.2). Theorem 2.3. Assume that (2.1), (2.2), (2.4), (2.5) hold. Then, the solution u A B z of (2.8) is a viscosity solution of (2.6).
Proof. In view of the viscosity solution theory (e.g. [4] whereX X ðtÞ is the process of (2.7) withX X ð0Þ ¼ X ðy5tÞ for ðC C;p pÞ A A given byC CðtÞ :¼ Cðt þ y5tÞ andp pðtÞ :¼ pðt þ y5tÞ.
To prove the reverse inequality, we set
Àðaþ1=eÞt fU 1 ðCðtÞÞ þb b e ðX ðtÞ; uðX ðtÞÞgdt
:
As before, for any r > 0, there exists C r > 0 such that
Then, we have for jx À yj < d, juðxÞ À uðyÞj a sup ðC; pÞ A A jT C; p uðxÞ À T C; p uðyÞj ð2:17Þ
Let fS i g be a sequence of disjoint subsets of ½0; yÞ such that diamðS i Þ < d and 6 i S i ¼ ½0; yÞ. For any i, we take x i A S i and ðC i ; p i Þ A A such that
for X ðy5tÞ A S i , by (2.17) and (2.18), we have which follows from the same calculation as in (2.9). Letting r ! 0, we deducẽ u uðxÞ a uðxÞ, which gives (2.16). r
We present the comparison principle, which together with Theorem 2.3 implies that the solution of (2.8) is the unique viscosity solution of (2.6).
Theorem 2.4. Assume that (2.1), (2.2), (2.4), (2.5) hold. If f 1 and f 2 A B are, respectively a viscosity sub-and supersolution of (2.6) such that f 1 ð0Þ a f 2 ð0Þ, then f 1 a f 2 in ½0; yÞ.
Proof. We first claim that there exists n 0 A ðg; 1Þ such that H a ðx; x n ðxÞ; x 0 n ðxÞ; x 00 n ðxÞÞ a 0 for x A ð0; yÞ and n A ðg; n 0 ; ð2:19Þ where x n ðxÞ ¼ x n þ 1. Indeed, otherwise, we find a sequence fx k g such that
We observe that
because lim k!y bðkÞ a 0 by (2.3). Thus, we have
Hence, fx k g is bounded, and we find a subsequence of x k which converges to 
Thus, we find ðx k ; y k Þ A ½0; yÞ Â ½0; yÞ such that
Fðx; yÞ b f 1 ðxÞ À f 2 ðxÞ À 2dx n ðxÞ > 0: ð2:22Þ Hence, we have
which is bounded from above since the right hand side of the above goes to Ày as x k þ y k ! y. Thus, we deduce that the sequences fkjx k À y k j 2 g, fx k g and fy k g are bounded by some constant K > 0. Since we may suppose that lim k!y ðx k ; y k Þ ¼ ðx x;ỹ yÞ A ½0;
Letting k ! y, we have
which yieldsx x ¼ỹ y. Sending k ! y in (2.22), we have f 1 ðx xÞ À f 2 ðx xÞ À 2dx n ðx xÞ > 0: ð2:24Þ
Since f 1 ð0Þ a f 2 ð0Þ, we concludex x > 0. Now, applying Ishii's lemma [2] to F, we obtain X 1 ; X 2 A R such that
and
ð2:25Þ
By the equivalent definition in Remarks (1), we have which contradicts (2.24). r
Estimates on solutions
In this section, we show the W 2; y loc -regularity of viscosity solutions of (1.2). For this purpose, it is enough to obtain the W 2; y loc -estimates on viscosity solutions u e; m; L; R A B z of (2.6).
We will first show the strict (local) concavity of u e; m; L; R in Lemma 3.1. Next, we obtain the local bounds of the first derivative in Lemma 3.2. After having observed that the first derivative is positive in Lemma 3.3, we finally derive the estimate on the second derivative in Lemma 3.4.
Since we only need the supersolution property of u e; m; L; R to show its strict concavity, we consider the following
; yÞ: ð3:1Þ Lemma 3.1. For T > 0, there is C 1 ðTÞ > 0 satisfying the following property: For T > 0 and R b C 1 ðTÞ, there is C 2 ¼ C 2 ðT; RÞ > 0 such that if w A B z V C 2 ð0; yÞ be a supersolution of (3.1) for m A ð0; 1, R b C 1 and L b C 2 , then w 00 ðxÞ < 0 for x A ð0; TÞ:
Þw 00 ðxÞ þ U 1 ðRÞ a 0:
Choosing C 1 > 0 so that azðTÞ À U 1 ðRÞ < 0 for R b C 1 , we have
We next show the local estimate of first derivatives:
Then, we have
Proof. In view of the concavity, we see that wðx þ hÞ À wðxÞ a w 0 ðxÞh for x A ðS; TÞ and jhj a S 2 :
Fix x A ðS; TÞ. Since we may suppose w 0 ðxÞ 0 0, in view of w A B z , taking h ¼ À2 À1 S sgn w 0 ðxÞ, we have S 2 jw 0 ðxÞj a wðxÞ a zðTÞ: r
We shall show the first derivative is indeed positive.
; yÞ be a supersolution of (3.1) such that Proof. Since w 00 < 0 in ð0; T þ 1Þ, it is su‰cient to find t 0 > 0 such that Choose C 3 > 0 so that
NotingŨ U Proof. In view of Lemmas 3.2 and 3.3, we may suppose thatŨ U R 1 ¼Ũ U 1 for large R > 0. We shall write u for u e; m; L; R for simplicity.
Following [15] , we introduce the mapping I : ð0; yÞ ! ð0; yÞ defined by
We shall use the cut o¤ function h A CðRÞ (as in [15] ) such that ð5Þ hj ðS=2; Tþ1Þ A C 2 ðS=2; T þ 1Þ:
In fact, setting Proof. In view of Lemmas 3.1, 3.2, 3.3 and 3.4, it is easy to find a function v A C½0; yÞ as a local uniform limit of u e; m; L; R A B z , as e; m ! 0 and L; R ! y, (by taking a subsequence if necessary) satisfying (3.5) . In order to verify that v is a viscosity solution of (1.2), we refer to [15] since it is rather standard.
The uniqueness follows from the same argument as in the proof of Theorem 2.4. r
Optimal policies
In this section we present a synthesis of optimal policies. Let us consider the stochastic di¤erential equation Since g i A Cð0; yÞ for i ¼ 1; 2, we know that for Theorem 2.3 in Chapter IV of [11] , (4.7) has a weak solution up to an explosion time w A S.
Setting ZðtÞ ¼ e zðtÞ , we easily verify that dZðtÞ ¼ frZðtÞ À g 1 ðZðtÞÞgdt þ g 2 ðZðtÞÞfðb À rÞdt þ s dW ðtÞg ð4:8Þ with Zð0Þ ¼ x.
By the same calculation as for (4.5), we have E½e Àaw U 2 ðZðwÞÞ j w < y a E½e Àaw vðZðwÞÞ a vðxÞ:
Thus, we have Pðw < yÞ ¼ 0 since lim x!y vðxÞ b lim x!y U 2 ðxÞ ¼ y.
To prove the exsitence of a unique strong solution of (4.8), it is su‰cient to show that the pathwise uniqueness holds.
Let Z i ðtÞ ði ¼ 1; 2Þ be two solutions of (4.8) satisfying Z 1 ð0Þ ¼ Z 2 ð0Þ ¼ x, and let t i n ¼ inf ft > 0 j Z i ðtÞ a 1=n or Z i ðtÞ b ng for n ¼ 1; 2; . . . It is clear that lim n!y t i n ¼ y. By (4.6), we note that v 0 =v 00 is continuously di¤erentiable in O. This yields the local Lipschitz continuity of g 2 . Hence, Ito's formula implies that
