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On the Korn interpolation and second inequalities in
thin domains
D. Harutyunyan
Abstract
We consider shells of non-constant thickness in three dimensional Euclidean space
around surfaces which have bounded principal curvatures. We derive Korn’s interpola-
tion (or the so called first and a half1) and second inequalities on that kind of domains
for u ∈ H1 vector fields, imposing no boundary or normalization conditions on u. The
constants in the estimates are asymptotically optimal in terms of the domain thickness
h, with the leading order constant having the scaling h as h → 0. This is the first
work that determines the asymptotics of the optimal constant in the classical Korn
second inequality for shells in terms of the domain thickness in almost full generality,
the inequality being fulfilled for practically all thin domains Ω ∈ R3 and all vector fields
u ∈ H1(Ω). Moreover, the Korn interpolation inequality is stronger than Korn’s second
inequality, and it reduces the problem of estimating the gradient ∇u in terms of the
symmetrized gradient e(u), in particular any linear geometric rigidity estimates for thin
domains, to the easier problem of proving the corresponding Poincaré-like estimates on
the field u itself.
1 Introduction
A shell of thickness h in three dimensional Euclidean space is given by Ω = {x+ tn(x) : x ∈
S, t ∈ [−h/2, h/2]}, where S ⊂ R3 is a bounded connected smooth enough regular surface
with a unit normal n(x) at the point x ∈ S. The surface S is called the mid-surface of the
shell Ω. Assume as above S ⊂ R3 is a bounded connected smooth enough regular surface
with a unit normal n(x) at the point x ∈ S. Let h > 0 be a small parameter and assume the
family of Lipschitz functions gh1 (x), g
h
2 (x) : S → (0,∞) satisfy the uniform conditions
h ≤ gh1 (x), g
h
2 (x) ≤ c1h, and |∇g
h
1 (x)|+ |∇g
h
2 (x)| ≤ c2h, for all x ∈ S. (1.1)
Then the set Ωh = {x + tn(x) : x ∈ S, t ∈ [−gh1 (x), g
h
2 (x)]} is a shell with thickness of
order h; which we will also call a thin domain. Understanding the rigidity of shells and more
generally thin spatial domains is one of the challenges in nonlinear elasticity, where there
are still many open questions. Unlike the situation for shells in general, the rigidity of plates
has been quite well understood based on the work of Friesecke, James and Müller [13,14]. It
1The inequality first introduced in [16]
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is known that the rigidity of a shell Ω is closely related to the optimal Korn’s constant in
the nonlinear (in some cases linear) first Korn’s inequality-a geometric rigidity estimate for
u ∈ H1(Ω) fields [30,31,12,25,22,13,14]. Depending on the problem, the field u ∈ H1 may
or may not satisfy boundary conditions, e.g., [13,19,17]. It is also known that the critical
buckling load of a shell under compression is again closely related to Korn’s constant2 in
Korn’s first inequality [19,17], thus finding the optimal constants in Korn’s inequalities is a
central task in problems concerning thin domains in general. The geometric rigidity estimate
in [13] reads as follows: Assume Ω ⊂ R3 is open bounded connected and Lipschitz. Then
there exists a constant CI = CI(Ω), such that for every vector field u ∈ H1(Ω), there exists
a constant rotation R ∈ SO(3), such that
‖∇u−R‖2L2(Ω) ≤ CI
∫
Ω
dist2(∇u(x), SO(3))dx. (1.2)
It is known that if Ω is a thin domain, then the constant CI in (1.2) blows up as the the
thickness of the domain goes to zero, in particular one has CI = Ch2 in the case of plates
[14], see also the book of Tovstik and Smirnov [39] on buckling of shells, where they con-
struct various Ansätze for different shells giving the constant CI tending to infinity as h
goes to zero. Also, the estimate (1.2) for plates is the cornerstone in the derivation of
nonlinear plate theories [14] and shell theories in the case of low elastic energy [15]. Let
us point out, that at present there is no nonlinear shell theory derived from nonlin-
ear three dimensional elasticity by Γ−convergence similar to the plate theory in [14], but
there are works by different authors and groups in different directions for different situations
[8,9,15,32,33,11,23,24,5,6,35,37,34,2,3,4,1,26], some of them using already existing shell the-
ories for certain situations. The main reason for the missing nonlinear shell theory is that
the optimal constant asymptotics in the shell thickness h in the estimate (1.2) is an open
problem for shells in general. Meanwhile, the lower bound (1.2) with CI = Ch−2 is universal
in the sense that it holds for shells too as shown in [15], but it is not optimal if the shell has
non-vanishing curvatures as shown in [18,21]. The linearization of (1.2) around the identity
matrix is Korn’s first inequality [30,31,12,28,29,7,10] without boundary conditions and reads
as follows: Assume Ω ⊂ Rn is open bounded connected and Lipschitz. Then there exists a
constant CII = C(Ω), depending only on Ω, such that for every vector field u ∈ H1(Ω) there
exists a skew-symmetric matrix A ∈ Rn×n, i.e., A+ AT = 0, such that
‖∇u−A‖2L2(Ω) ≤ CII‖e(u)‖
2
L2(Ω), (1.3)
where e(u) = 1
2
(∇u + ∇uT ) is the symmetrized gradient (the strain in linear elasticity).
There is also Korn’s second inequality [30,31,29], which imposes no boundary or normaliza-
tion condition on the vector field u ∈ H1(Ω) and reads a follows: Assume Ω ⊂ Rn is open
bounded connected and Lipschitz. Then there exists a constant C = C(Ω), depending only
on Ω, such that for every vector field u ∈ H1(Ω) there holds:
‖∇u‖2L2(Ω) ≤ C(‖u‖
2
L2(Ω) + ‖e(u)‖
2
L2(Ω)). (1.4)
2The optimal constant in Korn’s first inequality
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We refer to the recent survey by Müller [38] for more details on Korn and geometric rigidity
estimates as well as plate and shell theories. It is natural to expect that the constants CI
and CII have the same asymptotics in h, which is open for thin domains is general, however,
in the meantime, the estimate CI ≥ CII for instance is quite straightforward. If Ω is a
plate then the optimal constants in (1.2) and (1.3) scale like h−2 [14,18]. When Ω ⊂ R3 is a
shell and the vector field u ∈ H1(Ω) satisfies zero or periodic Dirichlet boundary conditions
on the thin face of the shell, then the following is known: In the case when one of the
two principal curvatures of S vanishes on the entire mid-surface S and the other one has a
constant sign, i.e., never vanishes, then the optimal constant CII in (1.3) scales like h−3/2
[18]. If S has a nonzero Gaussian curvature, then CII scales like h−4/3 for the negative
curvature and like h−1 for the positive curvature [21]. Our program departed from [20,18]
is to study the inequalities (1.2) and (1.3) for the remaining cases when the asymptotics of
CII in (1.3) has been established [18,21]. In the present work we prove Korn’s interpolation
and second inequalities that hold and are sharp for practically all thin spatial domains Ω
and all displacements u ∈ H1(Ω). The constants in the estimate are optimal and have the
form C or Ch−1. We also point out some immediate applications of the Korn interpolation
inequality, in particular the estimates in [20,18] lead to new simplified sharp estimates for
nonzero Gaussian curvature shells. The new interpolation estimate looks classical and it
actually reduces the problem of proving (1.3) to proving a Poincaré like inequality on the
vector field u with e(u) in place of ∇u.
2 Definitions and notation
We introduce here the main notation and definitions. As in the case of shells with constant
thickness, we will still call S the mid-surface of the thin domain Ω.We will assume throughout
this work that S is connected, compact, regular and of class C3 up to its boundary. We also
assume that S has a finite atlas of patches S ⊂ ∪ki=1Σi such that each patch Σi can be
parametrized by the principal variables z and θ (z =constant and θ =constant are the
principal lines on Σi) that change in the ranges z ∈ [z1i (θ), z
2
i (θ)] for θ ∈ [0, ωi], where ωi > 0
for i = 1, 2, . . . , k. Moreover, the functions z1i (θ) and z
2
i (θ) satisfy the conditions
min
1≤i≤k
inf
θ∈[0,ωi]
[z2i (θ)− z
1
i (θ)] = l > 0, max
1≤i≤k
sup
θ∈[0,ωi]
[z2i (θ)− z
1
i (θ)] = L <∞, (2.1)
max
1≤i≤k
(
‖z1i ‖W 1,∞[0,ωi] + ‖z
2
i ‖W 1,∞[0,ωi]
)
= Z <∞.
Since there will be no condition imposed on the vector field u ∈ H1(Ω), (see Theorem 3.1),
we can restrict ourselves to a single patch Σi ⊂ S and denote it by S for simplicity. Let
the mid-surface S be given by the parametrization r = r(θ, z) in the principal variables.
Then denoting the normal coordinate by t we obtain the set of local orthogonal curvilinear
coordinates (t, θ, z) on the entire domain Ω given by R(t, θ, z) = r(z, θ) + tn(z, θ), where n
is the unit normal to S and t ∈ [−gh1 , g
h
2 ]. Let
Az =
∣∣∣∣∂r∂z
∣∣∣∣ and Aθ =
∣∣∣∣∂r∂θ
∣∣∣∣
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be the two nonzero components of the metric tensor of the mid-surface and let κz and
κθ be the two principal curvatures. In what follows we will use the notation f,α for the
partial derivative ∂
∂α
inside the gradient matrix of a vector field u : Ω→ R3. For the partial
derivatives in the gradient of vector fields U = (u, v) : E → R2, i.e., the two dimensional
ones, we will use the simplified notation uα, where E ⊂ R2 is any open subset of R2. The
gradient of a vector field u = (ut, uθ, uz) ∈ H1(Ω,R3) on the entire set Ω is given by the
formula
∇u =


ut,t
ut,θ −Aθκθuθ
Aθ(1 + tκθ)
ut,z −Azκzuz
Az(1 + tκz)
uθ,t
Azuθ,θ + AzAθκθut + Aθ,zuz
AzAθ(1 + tκθ)
Aθuθ,z − Az,θuz
AzAθ(1 + tκz)
uz,t
Azuz,θ − Aθ,zuθ
AzAθ(1 + tκθ)
Aθuz,z + AzAθκzut + Az,θuθ
AzAθ(1 + tκz)


(2.2)
in the orthonormal local basis (n, eθ, ez). The gradient restricted to the mid-surface or the
so called simplified gradient denoted by F is obtained from (2.2) by putting t = 0, thus it
has the form
F =


ut,t
ut,θ −Aθκθuθ
Aθ
ut,z −Azκzuz
Az
uθ,t
Azuθ,θ + AzAθκθut + Aθ,zuz
AzAθ
Aθuθ,z − Az,θuz
AzAθ
uz,t
Azuz,θ − Aθ,zuθ
AzAθ
Aθuz,z + AzAθκzut + Az,θuθ
AzAθ


. (2.3)
We will work with F and then pass to ∇u using their closeness to the order of h due to the
smallness of the variable t. In this paper all norms ‖ · ‖ are L2 norms and the Cartesian L2
inner product of two functions f, g : Ω→ R will be given by
(f, g)Ω =
∫
Ω
AzAθf(t, θ, z)g(t, θ, z)dθdzdt,
which gives rise to the norm ‖f‖L2(Ω). The thin domain mid-surface parameters are the
quantities ω, l, L, Z, a, A and k that will be (some of them defined below) assumed to satisfy
the below conditions
ω, l, L, Z, a = min
D
(Aθ, Az) > 0, A = ‖Aθ‖W 2,∞(D) + ‖Az‖W 2,∞(D) <∞, (2.4)
k = ‖κθ‖W 1,∞(D) + ‖κz‖W 1,∞(D) <∞,
where D = {(θ, z) : θ ∈ [0, ω], z ∈ [z1(θ), z2(θ)]}.
3 Main results
Let us point out that in what follows the constants h0 > 0 and C > 0 will depend only on the
quantities a, A, k, ω, l, L, Z, c1 and c2 i.e., the domain mid-surface and thickness parameters.
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Theorem 3.1 (Korn’s interpolation inequality). Assume the conditions (2.1) and (2.4) hold.
There exists constants h0, C > 0, such that Korn’s interpolation inequality holds:
‖∇u‖2 ≤ C
(
‖u · n‖ · ‖e(u)‖
h
+ ‖u‖2 + ‖e(u)‖2
)
, (3.1)
for all h ∈ (0, h0) and u = (ut, uθ, uz) ∈ H1(Ω), where n is the unit normal to the mid-
surface S. Moreover, the exponent of h in the inequality (3.1) is optimal for any thin domain
Ω satisfying (2.1) and (2.4), i.e., there exists a displacement u ∈ H1(Ω,R3) realizing the
asymptotics of h in (3.1).
The next theorem provides a sharp Korn’s second inequality for thin domains.
Theorem 3.2 (Korn’s second inequality). Assume the conditions (2.1) and (2.4) hold.
There exists constants h0, C > 0, such that Korn’s second inequality holds:
‖∇u‖2 ≤
C
h
(‖u‖2 + ‖e(u)‖2), (3.2)
for all h ∈ (0, h0) and u = (ut, uθ, uz) ∈ H1(Ω). Moreover, the exponent of h in the inequality
(3.2) is optimal for any thin spatial domain Ω satisfying (2.1) and (2.4), i.e., there exists a
displacement u ∈ H1(Ω,R3) realizing the asymptotics of h in (3.2).
Some remarks are in order. Some little manipulations of the estimate (3.1) have been
proven in [18] for shells with zero Gaussian curvature and in [21] for shells with nonzero
Gaussian curvature. But in both works the mid-surface S was required to be a single patch
and the vector field u was required to satisfy zero (or partially periodic) boundary conditions
on the thin face of Ω. The strength of (3.1) and (3.2) is that they hold for practically all
shells Ω and absolutely all vector fields u ∈ H1(Ω).
Another very important remark is as follows: it is already clear from the works [18,21]
that when trying to prove (1.3) or (1.2) for shells, one needs to consider the cases 1) κθ = 0
and |κz| > 0, 2) κθκz > 0, 3) κθκz < 0.While the Ansatz given at the end of Section 5 realizes
the asymptotics of both (3.1) and (3.2), it works only in the case 2) for the purpose of the
estimate (1.3). In the cases 1) and 2) the Ansätze constructed in [18] and [21] do work for the
purpose of (1.3), which also work for (3.1). This being said, while Korn’s second inequality is
classical, the interpolation inequality (3.1) seems to be the "best" asymptotic Korn second-
like inequality holding true and being sharp for all main shell-curvature situations.
4 The key lemma
In this section we prove a gradient separation estimate for harmonic functions in two dimen-
sional thin domains. We start with the following rigidity estimate:
Lemma 4.1. Let h ∈ (0, 1) and let the Lipschitz functions ϕ1, ϕ2 : [0, 1] → (0,∞) and the
constants C1, C2 > 0 be such that
h ≤ ϕi(y) ≤ C1h, |∇ϕi(y)| ≤ C2h for all y ∈ [0, 1], i = 1, 2. (4.1)
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Denote the thin domain D = {(x, y) ∈ R2 : y ∈ (0, 1), x ∈ (−ϕ1(y), ϕ2(y))} that has a
thickness of order h. Then there exists a constant c > 0, depending only on C1 and C2, such
that any harmonic function w ∈ C2(D) fulfills the inequality
‖wy − a‖L2(D) ≤
c
h
‖wx‖L2(D), (4.2)
where a = 1|D|
∫
D
wy is the average of wy over D.
Proof. The proof is derived from Korn’s first inequality on D for an appropriately chosen
vector field U ∈ H1(D). It is divided into two steps.
Step 1. Korn’s first inequality on D. There exists a constant C > 0, depending only on
C1 and C2 such that for any vector field U = (u, v) : D → R2, there exists a skew-symmetric
matrix A, such that
‖∇U −A‖L2(D) ≤
C
h
‖e(U)‖L2(D). (4.3)
In the proof of (4.3) the constant C > 0 may depend only on C1 and C2. We adopt the local-
ization argument of Kohn and Vogelius [27] that was also successfully employed in [13,14].
Denote the positive whole number N =
[
1
h
]
+1 where [z] is the whole part of the real number
z ∈ R. Consider the domains Dk =
{
(x, y) ∈ R2 : y ∈
(
k−1
N
, k+1
N
)
, x ∈ (−ϕ1(y), ϕ2(y))
}
, for
k = 1, 2, . . . , N−1. The obvious estimates 1
h
< N < 2
h
together with (4.1) ensure that each of
the rescaled domains 1
h
·Dk is of order one with a piecewise Lipschitz boundary. Thus Korn’s
first inequality3 [29, Theorem 6] provides the existence of the sequence of skew-symmetric
matrices A1,A2, . . . ,AN−1 such that we have for the rescaled fields U˜(x, y) = U
(
x
h
, y
h
)
,
‖∇U˜ −Ak‖L2( 1
h
·Dk) ≤ C‖e(U˜)‖L2( 1h ·Dk), k = 1, 2, . . . , N − 1. (4.4)
If we undo the rescaling in (4.4) we get the same inequalities for the original field U in Dk :
‖∇U −Ak‖L2(Dk) ≤ C‖e(U)‖L2(Dk), k = 1, 2, . . . , N − 1. (4.5)
The rest is standard by the estimation of the norm ‖Ai−Aj‖. Assume N > 2 otherwise we
are done. For 1 ≤ k ≤ N − 2 we have by the triangle inequality and by (4.5) the estimate
‖Ak −Ak+1‖L2(Dk∩Dk+1) ≤ ‖∇U −Ak‖L2(Dk) + ‖∇U −Ak+1‖L2(Dk+1)
≤ C‖e(U)‖L2(Dk) + C‖e(U)‖L2(Dk+1),
thus taking into account the fact that the measure of Dk ∩Dk+1 is of order h2 we get from
the last inequality the estimate
|Ak −Ak+1| ≤
C
h
(‖e(U)‖L2(Dk) + ‖e(U)‖L2(Dk+1)), k = 1, 2, . . . , N − 2. (4.6)
3Although it is not stated in [29], it can be easily shown that the constant C in Theorem 6 depends only
on C1 and C2 for our situation.
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Now an application of (4.6) and the triangle inequality implies for any index 1 ≤ k ≤ N − 1
the estimate
‖A1 −Ak‖L2(Dk) ≤ Ch|A1 −Ak| (4.7)
≤ Ch
k−1∑
i=1
|Ai −Ai+1|
≤ C
k−1∑
i=1
(‖e(U)‖L2(Di) + ‖e(U)‖L2(Di+1))
≤ 2C‖e(U)‖L2(D).
Therefore choosing A = A1, we get taking into account the estimates (4.7), (4.5) and the
triangle inequality,
‖∇U −A‖L2(D) ≤
N−1∑
k=1
(
‖∇U −Ak‖L2(Dk) + ‖A−Ak‖L2(Dk)
)
≤
k−1∑
i=1
C
∥∥e(U)‖L2(Dk) + e(U)‖L2(D))
≤ CN‖e(U)‖L2(D)
≤
C
h
‖e(U)‖L2(D),
which is exactly (4.3).
Step 2. Proof of Lemma 4.1. We make the specific choice
u(x, y) = w(x, y), and v(x, y) = −
∫ x
0
wy(t, y)dt+
∫ y
0
wx(0, z)dz, (4.8)
where using the harmonicity of w we can calculate
ux = wx, uy = wy, vx = −wy(x, y), vy = wx(x, y),
thus we obtain
∇U =
[
wx wy
−wy wx
]
, e(U) =
[
wx 0
0 wx
]
. (4.9)
Combining (4.3) and (4.9) we establish (4.2) with a12 (where a12 is one of the off-diagonal
entry of the skew-symmetric matrix A coming from the estimate (1.3) for the vector field U
in the domain D) instead of a, but it is clear that the quantity ‖wy − µ‖2L2(D) is minimized
at µ = a, thus we get (4.2).
The next lemma provides a key estimate in the analysis.
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Lemma 4.2. Let h ∈
(
0, 1
5
)
and let ϕ1, ϕ2, C1, C2 and the domain D be as in Lemma 4.1.
There exists a constant C > 0, depending only on C1 and C2, such that any harmonic function
w ∈ C2(D) fulfills the inequality
‖wy‖
2
L2(D) ≤ C
(
1
h
‖w‖L2(D) · ‖wx‖L2(D) + ‖w‖
2
L2(D) + ‖wx‖
2
L2(D)
)
. (4.10)
Proof. We again divide the proof into three steps for the convenience of the reader. In the
first step we obtain an interior estimate on the partial derivative wy, in the second step
we prove a similar estimate on wy in the parts of the domain that are located close to the
horizontal boundary of D, and in the third step we extend the interior estimate from the
first part up to the boundary and thus complete the proof. Let us point out that all the
norms in the proof are L2(D) and the constant C > 0 depends only on C1 and C2 unless
specified otherwise.
Step 1. An interior estimate on wy. There exists a constant C > 0 such that for any
harmonic function w ∈ C2(R) the inequality holds:∫
(−h
2
,h
2
)×(0,1)
|wy|
2 ≤ C
(
1
h
‖w‖ · ‖wx‖+ ‖w‖
2 + ‖wx‖
2
)
. (4.11)
Denote for t ∈ [0, h] and z ∈ [0, 1
2
] the rectangles Rt,z = (−t, t)× (z, 1− z), Rtopz = (−h, h)×
(1 − z, 1), Rbotz = (−h, h) × (0, z) and the middle, top and bottom parts of D similarly:
Dz = {(x, y) : y ∈ (z, 1 − z), x ∈ (−ϕ1(y), ϕ2(y))}, D
top
z = {(x, y) : y ∈ 1 − z, 1), x ∈
(−ϕ1(y), ϕ2(y))}, D
bot
z = {(x, y) : y ∈ (0, z), x ∈ (−ϕ1(y), ϕ2(y))}. Let now z ∈ (h,
1
4
] be a
parameter and let ϕ(y) : [0, 1] → [0, 1] be a smooth cutoff function such that ϕ(y) = 1 for
y ∈ [z, 1− z] and |∇ϕ(y)| ≤ 2
z
for y ∈ [0, 1]. We multiply the equality −∆w = 0 in D by ϕw
and integrate the obtained identity by parts over Rt,0 to get∫
Rt,0
∇(ϕw) · ∇w =
∫ 1
0
([ϕwwx](t, y)− [ϕwwx](−t, y)) dy,
which due to the choice of ϕ implies the estimate∫
Rt,z
|∇w|2 ≤
∫ 1
0
(|[ϕwwx](t, y)|+ |[ϕwwx](t, y)|)dy +
2
z
∫
Rbotz ∪Rtopz
|wwy|. (4.12)
Integrating (4.12) in t over (h
2
, h) we discover∫
Rh
2
,z
|∇w|2 ≤
2
h
∫
D
|wwx|+
2
z
∫
Rbotz ∪Rtopz
|wwy|,
which in turn implies the estimate (by the Cauchy-Schwartz)∫
Rh
2
,z
|∇w|2 ≤
2
h
∫
D
|wwx|+
1
ǫ2z2
∫
Rbotz ∪Rtopz
w2 + ǫ2
∫
Rbotz ∪Rtopz
|wy|
2, (4.13)
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where ǫ > 0 is a parameter yet to be chosen. It is clear that (4.13) gives for 2z in place of z
the estimate∫
Rh
2
,2z
|∇w|2 ≤
2
h
∫
D
|wwx|+
1
4ǫ2z2
∫
Rbot
2z ∪Rtop2z
|w|2 + ǫ2
∫
Rbot
2z ∪Rtop2z
|wy|
2. (4.14)
Note, that the estimate (4.3) is invariant under variable change (x, y) → (λx, λy), thus we
have for the function w on the domains Dbot2z and D
top
2z :∫
Dbot
2z
|wy − a1|
2 ≤
cz2
h2
∫
Dbot
2z
|wx|
2, and
∫
Dtop
2z
|wy − a2|
2 ≤
cz2
h2
∫
Dtop
2z
|wx|
2, (4.15)
for some a1, a2 ∈ R. We next have from (4.15) and the triangle inequality, that∫
Rh
2
,z
|∇w|2 ≥
∫
Rh
2
,z
|wy|
2 (4.16)
≥
∫
(−h
2
,h
2
)×(z,2z)∪(−h
2
,h
2
)(1−2z,1−z)
|wy|
2
≥
1
2
∫
(−h
2
,h
2
)×(z,2z)
a21 +
1
2
∫
(−h
2
,h
2
)×(1−2z,1−z)
a22
−
∫
(−h
2
,h
2
)×(z,2z)
|wy − a1|
2 −
∫
(−h
2
,h
2
)×(1−2z,1−z)
|wy − a2|
2
≥
hz
2
(a21 + a
2
2)−
cz2
h2
∫
Dbot
2z
|wx|
2 −
cz2
h2
∫
Dtop
2z
|wx|
2.
We similarly have the estimates
ǫ2
∫
Dbotz
|wy|
2 ≤ 2ǫ2
∫
Dbotz
|wy − a1|
2 + 2ǫ2
∫
Dbotz
a21 (4.17)
≤
2cǫ2z2
h2
∫
Dbotz
|wx|
2 + Cǫ2zha21,
and
ǫ2
∫
Dtopz
|wy|
2 ≤ 2ǫ2
∫
Dtopz
|wy − a2|
2 + 2ǫ2
∫
Dtopz
a22 (4.18)
≤
2cǫ2z2
h2
∫
Dtopz
|wx|
2 + Cǫ2zha22.
Combining now (4.13) and (4.16)-(4.18) we discover
hz
(
1
2
− Cǫ2
)
(a21+a
2
2) ≤
4
h
∫
D
|wwx|+
1
ǫ2z2
∫
Dbotz ∪Dtopz
|w|2+
cz2
h2
∫
Dbot
2z ∪Dtop2z
|wx|
2+
2cǫ2z2
h2
∫
Dbotz ∪Dtopz
|wx|
2,
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which gives by choosing ǫ = 1
2
√
C
,
hz
4
(a21 + a
2
2) ≤
4
h
∫
D
|wwx|+
C
z2
∫
Dbotz ∪Dtopz
|w|2 +
Cz2
h2
∫
Dbot
2z ∪Dtop2z
|wx|
2. (4.19)
Next we combine (4.15) and (4.19), and apply the triangle inequality to get the bound∫
Dbot
2z ∪Dtop2z
|wy|
2 ≤ C
(
1
h
∫
D
|wwx|+
1
z2
∫
Dbotz ∪Dtopz
|w|2 +
z2
h2
∫
Dbot
2z ∪Dtop2z
|wx|
2
)
. (4.20)
Consequently we get from (4.14) (for ǫ = 1) and (4.20) the key interior estimate∫
Rh
2
,0
|wy|
2 ≤ C
(
1
h
∫
D
|wwx|+
1
z2
‖w‖2 +
z2
h2
‖wx‖
2
)
. (4.21)
The strategy is to minimize the right hand side of (4.21) subject to the constraint h ≤ z ≤ 1
4
on the parameter z. Denote z0 =
(
h‖w‖
‖wx‖
)1/2
and consider the following cases:
Case 1. Assume ‖w‖ = 0. In this case (4.11) is obviously fulfilled.
Case 2. Assume ‖wx‖ = 0. In this case we get (4.11) from (4.21) by choosing z = 15 .
Case 3. Assume
‖w‖, ‖wx‖ > 0 and z0 ∈
[
h,
1
4
)
. (4.22)
In this case to optimize (4.21), one must naturally choose z so that 1
z2
‖w‖2 = z
2
h2
‖wx‖
2, which
gives the value z = z0, that meets the constraint h ≤ z < 14 due to the assumptions in (4.22).
The value of 1
z2
‖w‖2 + z
2
h2
‖wx‖
2 with the above choice will be 2
h
‖w‖ · ‖wx‖ and (4.11) will
follow from (4.21) by the Cauchy-Schwartz inequality.
Case 4. Assume
‖w‖, ‖wx‖ > 0 and z0 >
1
4
. (4.23)
In this case the choice of a z is again straightforward and we make the choice z = 1
4
. It is
then clear that we have by virtue of (4.23), the estimate
z2
h2
‖wx‖
2 =
1
16h2
‖wx‖
2 ≤ ‖w‖2,
thus (4.11) follows.
Case 5. Assume
‖w‖, ‖wx‖ > 0 and z0 < h. (4.24)
The choice of z in this case is again quite straightforward, which is actually z = h. The
condition z0 < h gives the estimate 1h2‖w‖
2 ≤ ‖wx‖
2, thus (4.11) again follows from (4.21).
Step 2. An estimate near the horizontal boundary of D. There exists a constant
C > 0, such that for any harmonic function w ∈ C2(R) the inequality holds:∫
Dboth ∪Dtoph
|wy|
2 ≤ C
(
1
h
‖w‖ · ‖wx‖+ ‖w‖
2 + ‖wx‖
2
)
. (4.25)
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The strategy of proving (4.25) is to obtain it from (4.20) by a suitable choice of z subject to
the constraint h ≤ z ≤ 1
4
. The proof is the same as above, including the choice of z thus we
omit the details here.
Step 3. Proof of (4.10). We recall the following two auxiliary lemmas proven in [20,
Lemma 2.4] and in [29, Lemma 3] respectively.
Lemma 4.3. Assume λ ∈ (0, 1), 0 < a < b and f : [a, b]→ R is absolutely continuous. Then
the inequality holds:∫ b
a+λ(b−a)
f 2(t)dt ≤
2
λ
∫ a+λ(b−a)
a
f 2(t)dt + 4
∫ b
a
(b− t)2f ′2(t)dt. (4.26)
Lemma 4.4. Let n ∈ N, and let Ω ⊂ Rn be open bounded and connected. Denote δ(x) =
dist(x, ∂Ω). Then for any harmonic function u ∈ C2(Ω) there holds:
‖δ∇u‖L2(Ω) ≤ 2‖∇u‖L2(Ω). (4.27)
We fix a point y ∈ (h, 1−h) and apply Lemma 4.3 to the function wy(x, y) on the segment
[0, ϕ2(y)] as a function in x for the value λ = h2ϕ2(y) . We have by virtue of (4.1), that∫ ϕ2(y)
h
2
|wy(x, y)|
2dx ≤
4ϕ2(y)
h
∫ h
2
0
|wy(x, y)|
2dx+ 4
∫ ϕ2(y)
0
|(ϕ2(y)− x)wxy(x, y)|
2dx
≤ 4C1
∫ h
2
0
|wy(x, y)|
2dx+ 4
∫ ϕ2(y)
0
|(ϕ2(y)− x)wxy(x, y)|
2dx,
thus integrating in y over (h, 1− h) we obtain the estimate∫
T
|wy|
2 ≤ 4C1
∫
(0,h/2)×(h,1−h)
|wy|
2 + 4
∫
T∪((0,h2 )×(h,1−h))
|(ϕ2(y)− x)wxy|
2, (4.28)
where we set T = {(x, y) : y ∈ (h, 1 − h), x ∈ (h
2
, ϕ2(y))}. Observe that w being harmonic
in D is smooth and thus wx is harmonic in D as well. On the other hand due to the bounds
(4.1) we have |ϕ2(y)−x| ≤ Cδ(x, y), where δ(x, y) is the distance function from the boundary
of D. Therefore we get by Lemma 4.4 the estimate∫
T∪((0,h/2)×(h,1−h))
|(ϕ2(y)− x)wxy|
2 ≤ C
∫
D
|δ∇wx|
2 ≤ C
∫
D
|wx|
2,
which gives owing back to (4.28) the key estimate∫
T
|wy|
2 ≤ C
∫
(0,h/2)×(h,1−h)
|wy|
2 + C
∫
D
|wx|
2. (4.29)
Similarly we have the same estimate for the left part of the rectangle:∫
T ′
|wy|
2 ≤ C
∫
(−h
2
,0)×(h,1−h)
|wy|
2 + C
∫
D
|wx|
2, (4.30)
where T ′ = {(x, y) : y ∈ (h, 1−h), x ∈ (−ϕ1(y),−h2)}. It remains to combine the estimates
(4.11), (4.25), (4.29) and (4.30) to obtain (4.10).
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The following consequence of Lemma 4.2 will be useful in the proof of the main results.
Lemma 4.5. Let h, b > 0 be such that h < b
4
. Assume ϕ1, ϕ2 : [0, b] → (h,∞) are Lipschitz
such that
h ≤ ϕi(y) ≤ C1h, and |∇ϕi(y)| ≤ C2h for all y ∈ [0, b], i = 1, 2. (4.31)
Set D = {(x, y) : y ∈ (0, b), x ∈ (−ϕ1(y), ϕ2(y))}. Then there exists a constant C > 0,
depending only on C1 and C2, such that any harmonic function w ∈ C2(D) fulfills the
inequality
‖wy‖
2
L2(D) ≤ C
(
1
h
‖w‖L2(D) · ‖wx‖L2(D) +
1
b2
‖w‖2L2(D) + ‖wx‖
2
L2(D)
)
. (4.32)
Proof. The proof follows from Lemma 4.2 by applying it to the harmonic function v(x, y) =
w(bx, by) defined on the rescaled domain 1
b
·D.
5 Proof of the main results
Proof of Theorem 3.1. The strategy is proving the estimate (3.1) for the simplified gradient
F in place of ∇u and then using the fact that F and ∇u are close to the order of h, return
to (3.1). In the sequel the norm ‖ · ‖ will be the L2 norm ‖ · ‖L2(Ω) unless specified otherwise.
We prove the estimate (3.1) block by block by freezing each of the variables t, θ and z and
considering the appropriate inequality on the t, θ, z =const cross sections of Ω. The following
lemma is a crucial tool in the estimation of the off-diagonal entries of the blocks tθ and tz.
Lemma 5.1. Let h, b > 0 with 0 < h < b
4
and assume the Lipschitz functions ϕ1, ϕ2 : [0, b]→
(0,∞) satisfy the conditions
h ≤ ϕi(y) ≤ C1h, |∇ϕi(y)| ≤ C2h, for all y ∈ [0, b], i = 1, 2. (5.1)
Denote the thin two dimensional domain D = {(x, y) : y ∈ (0, b), x ∈ (−ϕ1(y), ϕ2(y))}.
Given a displacementU = (u(x, y), v(x, y)) ∈ H1(D,R2), the vector fields α,β ∈ W 1,∞(D,R2)
and the function w ∈ H1(D,R), denote the perturbed gradient as follows:
M =
[
ux uy +α ·U
vx vy + β ·U + w
]
. (5.2)
Assume ǫ ∈ (0, 1), then the following Korn-like interpolation inequality holds:
‖M‖2 ≤ C
(
‖u‖ · ‖e(M)‖
h
+ ‖e(M)‖2 +
(
1
ǫ
+ h2
)
‖U‖2 + (ǫ+ h2)(‖w‖2 + ‖wx‖
2)
)
,
(5.3)
for all h small enough. Here C depends only on the quantities b, ‖α‖W 1,∞, ‖β‖W 1,∞ and the
norm ‖ · ‖ is the L2 norm ‖ · ‖L2(D).
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Proof. Let us point out that in the proof of Lemma 5.1, the constant C may depend only on
b, ‖α‖W 1,∞ ‖β‖W 1,∞ as well as the norm ‖ · ‖ will be ‖ · ‖L2(D). First of all, we can assume
by density that U ∈ C2(D¯). For functions f, g ∈ H1(D,R) denote by Mf,g the matrix
Mf,g =
[
ux uy + f
vx vy + g
]
. (5.4)
Assume u˜(x, y) is the harmonic part of u in D, i.e., it is the unique solution of the Dirichlet
boundary value problem {
∆u˜(x, y) = 0, (x, y) ∈ R
u˜(x, y) = u(x, y), (x, y) ∈ ∂R.
(5.5)
Note first that due to the fact that u− u˜ vanishes on the lateral boundary of D and D has
a thickness of order h, then we have by the Poincaré inequality in the horizontal direction,
that
‖u− u˜‖ ≤ Ch‖∇(u− u˜)‖. (5.6)
Multiplying the identity
∆(u− u˜) = uxx + uyy = (e11(Mf,g)− e22(Mf,g))x + (2e12(Mf,g))y + gx − fy
by u− u˜ and integrating by parts over D we arrive at∫
D
|∇(u−u˜)|2 =
∫
D
((u− u˜)x(e11(Mf,g)− e22(Mf,g)) + 2(u− u˜)ye12(Mf,g) + (fy − gx)(u− u˜)) ,
which gives by the Schwartz inequality and by virtue of (5.6), the bound
‖∇(u− u˜)‖ ≤ C [‖e(Mf,g)‖+ h(‖fy‖+ ‖gx‖)] . (5.7)
Combining (5.6) and (5.7) we obtain
‖∇(u− u˜)‖ ≤ C [‖e(Mf,g)‖+ h(‖fy‖+ ‖gx‖)] , (5.8)
‖u− u˜‖ ≤ Ch [‖e(Mf,g)‖+ h(‖fy‖+ ‖gx‖)] .
In the next step we utilize the fact that u˜ is harmonic, thus we can apply the key estimate
(4.32) to it. Indeed, have by virtue of (4.32) and the triangle inequality, that
‖uy + f‖
2 ≤ 4(‖uy − u˜y‖
2 + ‖u˜y‖
2 + ‖f‖2) (5.9)
≤ C
(
‖∇(u− u˜)‖2 +
1
h
‖u˜‖ · ‖u˜x‖+ ‖u˜‖
2 + ‖u˜x‖
2 + ‖f‖2
)
≤ C
(
‖∇(u− u˜)‖2 +
1
h
(‖u‖+ ‖u− u˜‖)(‖ux‖+ ‖∇(u− u˜)‖)
)
+ C
(
‖u‖2 + ‖u− u˜‖2 + ‖ux‖
2 + ‖∇(u− u˜)‖2 + ‖f‖2
)
.
13
Taking into account the fact that ux is an entry of e(Mf,g) as well as the bounds (5.8), it is
easy to see that (5.9) yields the estimate
‖uy + f‖
2 ≤ C
(
1
h
‖u‖ · ‖e(Mf,g)‖+ ‖u‖(‖fy‖+ ‖gx‖) + h
2(‖fy‖
2 + ‖gx‖
2)
)
(5.10)
+ C(‖u‖2 + ‖e(Mf,g)‖
2 + ‖f‖2).
Next we have for the special case f = α ·U and g = β ·U + w the obvious bounds
‖fy‖ ≤ C‖U‖H1(R) ≤ C(‖Mf,g‖+ ‖U‖+ ‖w‖), (5.11)
‖gx‖ ≤ C‖U‖H1(R) + ‖wx‖ ≤ C(‖Mf,g‖+ ‖U‖+ ‖wx‖).
Consequently, we assume ǫ > 0 is a parameter and estimate the summand ‖u‖(‖fy‖+ ‖gx‖)
on the right hand side of (5.10) by the Cauchy inequality as
‖u‖(‖fy‖+ ‖gx‖) ≤
1
ǫ
‖u‖2 + ǫ(‖fy‖+ ‖gx‖)
2,
and then utilize (5.11) to derive (5.3) from (5.10). The proof of the lemma is complete.
The block 13. For the block 13 we freeze the variable θ and deal with two-variable
functions in the θ=const cross sections of Ω which are two dimensional thin domains. We
aim to prove that for any ǫ > 0 for small enough h the estimate holds:
‖F13‖
2 + ‖F31‖
2 ≤ C
(
‖ut‖ · ‖e(F )‖
h
+ ‖e(F )‖2 +
1
ǫ
‖u‖2 + ǫ‖F12‖
2
)
, (5.12)
where the norms are over the whole domain Ω.
Proof. Fix θ ∈ (0, ω) and consider the displacement U = (ut, Azuz) with the vector fields
α = (0,−Azκz), β = (A
2
zκz,−Az,z) and the function w =
AzAz,θ
Aθ
uθ in the variables t and z
over the cross section D = {(t, z) : z ∈ (z1(θ), z2(θ)), t ∈ (−gh1 (θ, z), g
h
2 (θ, z))} to prepare
an application of Lemma 5.1. We have that
M =

 ut,t ut,z −Azκzuz
Azuz,t Azuz,z + A
2
zκzut +
AzAz,θ
Aθ
uθ,

 ,
thus (5.3) written for the above choice of U , α,β and w and then integrated in θ over (0, ω)
yields (5.12).
The block 12. The role of the variables θ and z is the completely the same, thus we
have an analogous estimate
‖F12‖
2 + ‖F21‖
2 ≤ C
(
‖ut‖ · ‖e(F )‖
h
+ ‖e(F )‖2 +
1
ǫ
‖u‖2 + ǫ‖F31‖
2
)
. (5.13)
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Consequently adding (5.12) and (5.13) and choosing the parameter ǫ > 0 small enough we
discover
‖F12‖
2 + ‖F21‖
2 + ‖F13‖
2 + ‖F31‖
2 ≤ C
(
‖ut‖ · ‖e(F )‖
h
+ ‖e(F )‖2 + ‖u‖2
)
. (5.14)
The block 23. The analysis for this block is a bit more technical, the complications
arising due to the fact that Ω does not have constant thickness and thus one can not pursue
exactly the same path as for the previous blocks, because the cross section t = 2h for instance
may not even be connected. What comes to rescue is again the localization argument in [27].
We divide the proof into two steps. We first prove an appropriate estimate on the part of
Ω bounded by the surfaces t = −h and t = h, then we extent that estimate in the normal
direction to entire Ω. Denote
Ωh = {(t, θ, z) ∈ Ω : t ∈ (−h, h)}. (5.15)
Step 1. An estimate in Ωh. The following estimate holds:
‖F23‖
2
L2(Ωh) + ‖F32‖
2
L2(Ωh) ≤ C(‖u‖
2
L2(Ωh) + ‖e(F )‖
2
L2(Ωh)). (5.16)
Let us make the following observation: Denote Dt = {(θ, z) : θ ∈ (0, ω), z ∈ (z1(θ), z2(θ))}.
Assume ϕ = ϕ(θ, z) ∈ C1(Dt,R) satisfies the conditions
0 < c1 ≤ ϕ(θ, z) ≤ c2, ‖∇ϕ(θ, z)‖ ≤ c3, for all (θ, z) ∈ Dt. (5.17)
For a displacement U = (u, v) ∈ H1(Dt,R2), denote the matrix
Mϕ =
[
ux ϕuy
vx ϕvy
]
. (5.18)
Then there exists a constant c > 0, depending only on the constants ω, l, L, Z and ci, i =
1, 2, 3, such that
‖Mϕ‖
2
L2(Dt)
≤ c(‖e(Mϕ)‖
2
L2(Dt)
+ ‖u‖2L2(Dt) + ‖v‖
2
L2(Dt)
). (5.19)
Proof. Considering the auxiliary vector field W = (u, 1
ϕ
v) : Dt → R
2, we have that
∇W =
[
ux uy
1
ϕ
vx −
ϕx
ϕ2
v 1
ϕ
vy −
ϕy
ϕ2
v
]
, (5.20)
and Korn’s second inequality [29, Theorem 2] gives
‖∇W ‖2L2(Dt) ≤ C(‖e(W )‖
2
L2(Dt) + ‖u‖
2
L2(Dt) + ‖v‖
2
L2(Dt)), (5.21)
where the constant C depends only on ω, l, L, Z and ci, i = 1, 2, 3. It is then clear that (5.21)
bounds the L2(Dt) norms of the partial derivatives uy and vx by that of ux, vy, u, v and the
sum ϕuy + vx by the triangle inequality, which is basically what is claimed in (5.19).
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Returning back to (5.16), we consider the function ϕ(θ, z) = Aθ
Az
and apply (5.19) to the
displacement field U = (uθ, uz), to arrive at the estimate
‖uθ,z‖
2
L2(Dt)
+ ‖uz,θ‖
2
L2(Dt)
≤ C
(
‖uθ,θ‖
2
L2(Dt)
+ ‖uz,z‖
2
L2(Dt)
+
∥∥∥∥AθAz uθ,z + uz,θ
∥∥∥∥
2
L2(Dt)
+ ‖uθ‖
2
L2(Dt)
+ ‖uz‖
2
L2(Dt)
)
,
which gives
‖uθ,z‖
2
L2(Dt)
+ ‖uz,θ‖
2
L2(Dt)
(5.22)
≤ C(‖uθ,θ‖
2
L2(Dt)
+ ‖uz,z‖
2
L2(Dt)
+ ‖Aθuθ,z + Azuz,θ‖
2
L2(Dt)
+ ‖uθ‖
2
L2(Dt)
+ ‖uz‖
2
L2(Dt)
).
As the norms
∫
Rt
f 2 and
∫
Rt
AθAzf
2 are equivalent, it is clear that (5.22) implies (5.16) by
applying the triangle inequality several times to it and integrating the obtained estimate in
t ∈ (−h, h).
Before starting the second step, note that by combining the estimates (5.14) and (5.16)
we get the bound
‖F ‖2L2(Ωh) ≤ C
(
‖ut‖ · ‖e(F )‖
h
+ ‖e(F )‖2 + ‖u‖2
)
. (5.23)
It is easy to see, that by an application of the obvious bounds
‖F −∇u‖ ≤ h‖∇u‖, and ‖e(F )− e(u)‖ ≤ h‖∇u‖, (5.24)
we obtain from (5.23) the partial estimate
‖∇u‖2L2(Ωh) ≤ C
(
‖u · n‖ · ‖e(u)‖
h
+ ‖e(u)‖2 + ‖u‖2
)
, (5.25)
for small enough h. Next we extend the estimate (5.25) in the normal direction to the entire
Ω. The following simple lemma will be the key tool in the sequel.
Lemma 5.2. Assume D1 ⊂ D2 ⊂ Rn are open bounded connected Lipschitz domains. By
Korn’s first inequality, there exist constants K1 and K2 such that for any vector field U ∈
H1(D2,R
n), there exist skew-symmetric matrices A1,A2 ∈Mn×n, such that
‖∇U −A1‖L2(D1) ≤ K1‖e(U)‖L2(D1), ‖∇U −A2‖L2(D2) ≤ K2‖e(U)‖L2(D2). (5.26)
The assertion is that there exists a constant C > 0 depending only on the quantities K1, K2
and |D2||D1| , such that for any vector field U ∈ H
1(D2,R
n) one has
‖∇U‖L2(D2) ≤ C(‖∇U‖L2(D1) + ‖e(U)‖L2(D2)). (5.27)
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Proof. The proof is done owing to (5.26) and the triangle inequality. We have first by the
triangle inequality that
‖A1−A2‖L2(D1) ≤ ‖∇U −A1‖L2(D1)+ ‖∇U −A2‖L2(D2) ≤ (K1+K2)‖e(U)‖L2(D2). (5.28)
Consequently, we have owing to (5.26), (5.28) and by several applications of the triangle
inequality
‖∇U‖L2(D2) ≤ ‖∇U −A2‖L2(D2) + ‖A2‖L2(D2)
≤ K2‖e(U)‖L2(D2) +
(
|D2|
|D1|
)1/2 (
‖A2 −A1‖L2(D1) + ‖A1‖L2(D1)
)
≤
(
K2 + (K1 +K2)
(
|D2|
|D1|
)1/2)
‖e(U)‖L2(D2) +
(
|D2|
|D1|
)1/2
(‖A1 −∇U‖L2(D1) + ‖∇U‖L2(D1))
≤ C(‖∇U‖L2(D1) + ‖e(U)‖L2(D2)),
which is (5.27).
Assume now u¯ = (u¯1, u¯2, u¯3) is u in Cartesian coordinates x = (x1, x2, x3) and denote
by ∇¯ the cartesian gradient. we divide the domains Ω and Ωh into small pieces of order h.
Namely for N = [ 1
h
] + 1 denote
Ωi,j =
{
(t, θ, z) ∈ Ω : θ ∈
(
i
N
,
i+ 1
N
)
, z ∈
(
Nz1 + j(z2 − z1)
N
,
Nz1 + (j + 1)(z2 − z1)
N
)}
,
(5.29)
Ωhi,j = {(t, θ, z) ∈ Ωi,j : t ∈ (−h, h)}, i, j = 0, 1, . . . , N − 1.
Note that as Korn’s first inequality is invariant under the variable change x → λx, then so
is the constant C in (5.27). Second, the domains D1 = Ωhi,j and D2 = Ω
h
i,j have uniform
Lipschitz constants depending only on the parameters mid-surface S and the functions gh1 , g
h
2 ,
are of order h, thus by the above remark and Lemma 5.2 we have the estimate
‖∇¯u¯‖L2(Ωij) ≤ C(‖∇¯u¯‖L2(Ωhij) + ‖e(u¯)‖L2(Ωij)), i, j = 0, 1, . . . , N − 1, (5.30)
summing which over i, j = 0, 1, . . . , N − 1 we arrive at
‖∇¯u¯‖L2(Ω) ≤ C(‖∇¯u¯‖L2(Ωh) + ‖e(u¯)‖L2(Ω)). (5.31)
It remains to notice that (5.25) and the analogous estimate with u and ∇ replaced by u¯
and ∇¯ respectively are equivalent, thus (5.25) and (5.31) yield (3.1). The Ansatz proving
the sharpness of (3.1) and (3.2) has been constructed in [20] to prove the sharpness of the
appropriate Korn’s first inequality for shells with positive Gaussian curvature, and it turns
out to work also for the estimates (3.1) and (3.2). We will omit the additional calculation
here to prove that the Ansatz has the requited property. It is given as

ut = W (
θ√
h
, z)
uθ = −
t·W,θ
(
θ√
h
,z
)
Aθ
√
h
uz = −
t·W,z
(
θ√
h
,z
)
Az
,
(5.32)
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where W (ξ, η) : R2 → R is a fixed smooth compactly supported function.
6 Some remarks
The works [18] and [21] deal with Korn’s first inequality for shells (when Ω has a constant
thickness) in the case when the mid-surface S consists of a single patch Σ. It has been
proven in [18], that if one of the principal curvatures of S is zero and the other one has
a constant sign, then the optimal constant CII in (1.2) scales like Ch−3/2 for vector fields
u ∈ H1(Ω) that satisfy zero boundary condition on the thin face of Ω. In that case one can
of course also choose A = 0 in (1.2). The work [21] deals with shells that have nonzero
Gaussian curvatures, where it is proven that CII scales like Ch−4/3 for shells with negative
Gaussian curvature and like Ch−1 for shells with positive Gaussian curvature. The vector
field u ∈ H1(Ω) again satisfies zero boundary conditions on the thin face of Ω, and there is
an additional condition L < C0 for some constant C0 depending only the parameters of S.
First of all these two results can be extended to thin domains by the localization argument.
Second, for the purpose of Korn’s first inequality with no boundary conditions (1.2), it has
been proven in [21], that shells with nonzero Gaussian curvature KG fulfill the inequalities
(i) If KG > 0 then ‖uout‖ ≤ C(‖uin‖+‖e(u)‖), where uin = 0 on the thin face of Ω. Here
uout = n · u and uin = u− uout are the out-of-plane and in-plane components of the
field u respectively.
(ii) If KG < 0, then ‖uout‖ ≤ Ch1/3 (‖uin‖+ ‖e(u)‖), where uin = 0 on the thin face of Ω.
By a division of S into single patches Σ that satisfy the condition L < C0, we get applying
the estimate (3.1) to the vector field v = (ϕut, ϕuθ, ϕuz) (here ϕ is a cut-off function in both
θ and z directions) the corresponding estimates
(i) If KG > 0 then ‖∇u‖2 ≤ Ch (‖uin‖
2 + ‖e(u)‖2) for all u ∈ H1(Ω).
(ii) If KG < 0, then ‖∇u‖2 ≤ Ch4/3 (‖uin‖
2 + ‖e(u)‖2) for all u ∈ H1(Ω).
The above estimates are believed to be useful in pursuing (2.1) as it is known that the out-
of-plane component of u is always harder to bound than the in-plane component. We also
conjecture that the optimal constants CI and CII have the same asymptotics for thin domains
Ω as the thickness h goes to zero. While the estimate CI ≤ CII is quite straightforward by
considering the field v = I + ǫu in (1.1) and then taking ǫ → 0, the reverse inequality
CII ≤ cCI where c does not depend on u and h is not trivial and is task for future work.
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