Abstract. We determine the local spectrum of a central element of the complexified universal enveloping algebra of a compact connected Lie group at a smooth function as an element of L p (G). Based on this result we establish a corresponding local spectral radius formula.
Introduction and statement of result
Let f be a Schwartz function on R d and let P (∂) be a constant coefficient differential operator with complex coefficients. If 1 ≤ p ≤ ∞, then it is known that (1.1) lim
in the extended positive real numbers, were F f is the Fourier transform of f and A cl denotes the closure of a subset A of the complex plane. This result was first established by Tuan for real coefficients, see [8, Theorem 2] , and later by the authors for the general case, see [1, Theorem 2.5] .
In [1] we raised the question whether analogues of (1.1) hold for other Lie groups, with P (∂) replaced by an element of the center of the universal enveloping algebra, and whether such results could be interpreted as a local spectral radius formula, analogous to the case p = 1 on R d , see [1, Corollary 5.4] . In order to explain this interpretation we recall a few relevant definitions from local spectral theory, see [2] , [3] and [9] .
Let X be a Banach space, and T : D T → X a closed operator with domain D T . Then z 0 ∈ C is said to be in the local resolvent set of x ∈ X, denoted by ρ T (x), if there is an open neighborhood U of z 0 in C, and an analytic function φ : U → D T , sending z to φ z , such that
The local spectrum σ T (x) of T at x is the complement of ρ T (x) in C. The operator T is said to have the single-valued extension property (SVEP) if, for every non-empty open subset U ⊂ C, the only analytic solution φ : U → X of the equation (T − z)φ z = 0 (z ∈ U ) is the zero solution. This is equivalent to requiring that the analytic local resolvent function φ in (1.2) is determined uniquely, so that we can speak of "the" analytic local resolvent function on ρ T (x).
If D T = X and T has SVEP, then, by [3, Proposition 3.3 .13], the local spectral radius formula 
for all x ∈ X. Thus there exist general results concerning the validity of local spectral radius formulas, such as (1.3) and (1.4), for bounded operators. We are not aware of such a priori guarantees for unbounded operators, and it is one of the main results in [1] that, for p = 1, the equality in (1.1) can, in fact, be interpreted as a local spectral radius formula for a closed unbounded operator.
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To be precise, let
. Then [1, Corollary 5.4] reads as follows:
Combined with (1.1) this implies that the local spectral radius formula
holds in the extended positive real numbers.
This paper is concerned with the analogue of Theorem 1.1, for 1 ≤ p ≤ ∞, on a connected compact Lie group G, with Lie algebra g. We will replace P (∂) with an element D in the center of the complexified universal enveloping algebra U (g) C , viewed as the algebra of left-invariant differential operators on G. In order to state the results, we need some preliminaries which will also be used in the proofs in the next section.
We let
Since G is unimodular, this is compatible with the action of G on smooth functions.
, and defined as T D,p f = Df , for f ∈ D e TD,p . Choose and fix representatives (π, H π ) for the unitary dual G of G. If π ∈ G (we will allow ourselves such abuse of notation), we letπ denote its contragredient representation, and
Let dg be the normalized Haar measure on G. If f ∈ L 1 (G), and π ∈ G, define the Fourier transform F f (π) of f at π as
then the local spectrum of T D,p at f ∈ D e TD,p is given by
and the local spectral radius formula
TD,p (f ) holds in the extended positive real numbers. Remark 1.3. Obviously, Theorem 1.2 is an analogue of Theorem 1.1. It would be premature to state a conjecture, but in view of these two results, the material presented in [1] and the proofs below, it is tempting to consider the possibility that Theorem 1.2 and Theorem 1.1 have a common generalization for Schwartz functions on connected reductive groups -or perhaps even symmetric spacesincluding appropriate analogues of (1.7) and (1.8).
Proofs
We now turn to the proof of Theorem 1.2, which will occupy the remainder of the paper. It is based on results in [6] on the Fourier transform of smooth functions on a connected compact Lie group, which we will now recall.
Let G be a connected compact Lie group, with Lie algebra g. Choose and fix a maximal torus T with Lie algebra t. Then g = z ⊕ [g, g], where z is the center of g and where [g, g] is either zero or semisimple. In the latter case, (t ∩ [g, g]) C is a Cartan subalgebra of the semisimple complex Lie algebra [g, g] C and we let ∆ be the roots of [g, g] C relative to (t ∩ [g, g]) C . Fix a choice of positive roots, and hence a set of dominant weights on (t ∩ [g, g]) C .
Let Γ G = {X ∈ t : exp X = 1}, so that T ∼ = t/Γ G . Then, according to [10, Theorem 4.6.12], G is in bijective correspondence with the set Λ b G of complex linear forms λ on t C such that
The correspondence is via highest weight modules for (t ∩ [g, g]) C , but its precise form is not relevant for the present paper. Note that if [g, g] = 0, i.e., if G = T , then the above result is still valid if one takes condition (2) to be vacuously fulfilled. As a notation in the sequel, we will let λ ∈ Λ b G correspond to (π λ , H λ ) ∈ G. The space C ∞ (G) is a Fréchet space when equipped with the seminorms
As is stated below, its counterpart on the Fourier series side is the space S( G) of rapidly decreasing operator valued functions on G, which we now define. Fix a norm on the dual of t C . Then S( G) is the space of functions φ :
Here, and in the sequel, the norm of an element of End C (H π ) will always be its Hilbert-Schmidt norm. The space S( G) becomes a Fréchet space when equipped with the seminorms q s (φ) = sup λ∈Λ b
Let f ∈ L 1 (G). In view of the description of G above, the Fourier transform F f of f , as defined in (1.6), can be regarded as an operator valued function on Λ b G which satisfies (a). With this in mind we can now give the following alternative formulation of some of the results from [6] :
The inverse map is given as
where the series converges absolutely and uniformly on G.
The part on absolute and uniform convergence also follows from [4, 7] . If G is a torus, then this result specializes to a well known statement from classical Fourier analysis.
After these preparations, we can now prove Theorem 1.2 in a number of steps.
is defined for all π ∈ G. Since the matrix coefficients of π are smooth, it is easily seen that
, can also be written as
Proof. If U ⊂ C is open and non-empty, and φ : U → D e TD,p is analytic and such that ( T D,p − z)φ z = 0 for z ∈ U , then taking Fourier transforms yields (χπ(D) − z)F φ z (π) = 0, for all z ∈ U and π ∈ G. If π ∈ G is fixed, we conclude that F φ z (π) = 0 for all z ∈ U with at most one exception, which could possibly occur at χπ(D) if χπ(D) ∈ U . However, since F φ z (π) depends continuously on z, as a consequence of the continuity of the inclusion
, such an exception does, in fact, not occur. Hence F φ z (π) = 0, for all z ∈ U and π ∈ G, so that φ z = 0 for all z ∈ U by the injectivity of the Fourier transform on L 1 (G).
and 1 ≤ p ≤ ∞, then the local spectrum of T D,p at f , as an element of D e TD,p , is given by
Proof. We first establish that
To this end, suppose that χπ(D) ∈ ρ e TD,p (f ), for some π ∈ G. Then there exist a neighborhood U of χπ(D), and an analytic function φ : U → D e TD,p such that ( T D,p − z)φ z = f , for z ∈ U . Taking the Fourier transform at this particular π gives
Since χπ(D) is in U , we can specify z at this value and conclude that F f (π) = 0 whenever χπ(D) ∈ ρ e TD,p (f ). In other words, if χ.
. Since the right hand side is closed, we conclude that
cl ⊂ C \ ρ e TD,p (f ), which is equivalent to (2.2).
Next, we show the reverse inclusion
which will complete the proof. Suppose z 0 / ∈ {χπ(D) : π ∈ supp F f } cl , and let ε > 0 be such that |χπ(D) − z 0 | > ε, for all π ∈ supp F f . Let U = {z ∈ C : |z − z 0 | < ε/2}, so that, for z ∈ U and π ∈ supp F f , one has |χπ(D) − z| > ε/2.
Define, for each z ∈ U , the function ψ z : G → π∈ b G End C (H π ) by
Obviously ψ z ∈ S( G), since F f ∈ S( G). It is easy to verify that the map z → ψ z is an analytic function from U to S( G), hence, as a consequence of Theorem 2.1, the map z → F −1 ψ z is an analytic function from U to C ∞ (G). Composing it with the continuous inclusion of C ∞ (G) in L p (G), we obtain an analytic map φ : U → D e TD,p defined as φ z = F −1 ψ z , for z ∈ U . Since F [( T D,p − z)φ z ] = F f by construction, we conclude that ( T D,p − z)φ z = f , for z ∈ U . Hence z 0 ∈ ρ e TD,p (f ) as requested. The proof of Theorem 1.2 is now completed by the following result:
