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Abstract 
 
Volatility is a key parameter when measuring the size of the errors made in modelling returns 
and other nonlinear nonstationary time series data. The Autoregressive Integrated Moving-
Average (ARIMA) model is a linear process in time series; whilst in the nonlinear system, the 
Generalised Autoregressive Conditional Heteroskedasticity (GARCH) and Markov Switching 
GARCH (MS-GARCH) models have been widely applied. In statistical learning theory, 
Support Vector Regression (SVR) plays an important role in predicting nonlinear and 
nonstationary time series data. We propose a new class model comprised of a combination of 
a novel derivative Empirical Mode Decomposition (EMD), averaging intrinsic mode function 
(aIMF) and a novel of multiclass SVR using mean reversion and coefficient of variance (CV) 
to predict financial data i.e. EUR-USD exchange rates. The proposed novel aIMF is capable 
of smoothing and reducing noise, whereas the novel of multiclass SVR model can predict 
exchange rates. Our simulation results show that our model significantly outperforms 
simulations by state-of-art ARIMA, GARCH, Markov Switching generalised Autoregressive 
conditional Heteroskedasticity (MS-GARCH), Markov Switching Regression (MSR) models 
and Markov chain Monte Carlo (MCMC) regression. 
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Chapter 1 
Introduction 
 
1.1 Motivation 
After working as a CEO in a multibillion-dollar company in Thailand for more than a 
decade, I was displeased with the way financial valuations were conducted; mostly using 
discount cash flow techniques predicated on a set of predetermined parameters, i.e., the cost 
of capital and economic, social and political factors, etc. In reality, projects that use such 
valuation methods are seldom realized. Thus, I was stimulated to search for a more realistic 
valuation method beyond the realm of guesswork. In the early 2004 at Senior Common room, 
Imperial College London, I first met Prof. Nicos Christofides who was a student of Nobel 
laureate Prof. Dennis Gabor in the late 1960s, and appreciated that I had a once in a lifetime 
opportunity of learning something from him, i.e., a forecasting model for nonlinear, 
nonstationary data in a probabilistic domain. This is why I later pursued my second PhD after 
the first PhD at Imperial College London in 2008. 
I am a founding member of the Institute of Social and Economic Policy (ISEP) in 
Thailand. My basic training as an engineer working on circuits and signal processing allows 
me to adopt an interdisciplinary approach to problem solving. My contribution to this NGO is 
applied research using econometric models based on an interdisciplinary approach to 
formulate sustainable social development and economic growth policies for public discourse 
and debate. The ultimate aim is that these policies will improve the livelihood of the general 
public.  
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The well-being of citizens depends largely on governments implementing the correct 
socio-economic, monetary, and fiscal policies. Policy makers are increasingly adopting an 
interdisciplinary approach and relying on large volumes of data and statistics to generate 
meaningful economic indices and matrices, which they hope can be used to forecast 
economic trends. The accuracy of these econometric forecasts could make a significant 
difference to the success and failure of governmental policies.  
I hope that my study with proposal of a novel forecasting model that deals with nonlinear 
and nonstationary time series data will provide an additional tool for economic planners, 
especially in developing countries, to support the formulation of appropriate policies in the 
current challenging economic environment.  
 
1.2 Objectives 
The objective of this research is to understand the limitations and challenges associated 
with current conventional forecasting models, which involve nonlinear and nonstationary 
time series data, and to seek ways to overcome these limitations by proposing a novel 
forecasting model. 
The ability to provide accurate forecasts is becoming increasingly important, especially 
in the interdisciplinary field of econometrics. Major socio-economic decisions and policies 
are predicated on the accuracy of the forecasts of indices such as unemployment rates, 
interest rates, manufacturing and productivity rates, foreign exchange movements and 
demographic changes.   
The study also describes a novel digital filter based on an ‘averaging intrinsic mode 
function’ algorithm, which was derived from the empirical mode decomposition algorithm. 
By combining the new algorithm with the multiclass support vector regression, I developed a 
novel forecasting model that provides an improvement of the current convention forecasting 
models such as the autoregressive integrated moving average, smooth transition 
autoregressive, MS-Markov chain autoregressive conditional heteroskedasticity, Markov 
chain regime-switching regression, Markov chain Monte Carlo regression and support vector 
regression.    
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1.2.1 Forecasting Methods  
Forecasting can be broadly defined as estimating future trends by examining and 
analysing available information. The ability to provide accurate forecasts is becoming 
increasingly important, especially in the interdisciplinary field of econometrics. Major socio-
economic decisions and policies are predicated on the accuracy of the forecasts of indices. 
such as unemployment rates, interest rates, manufacturing and productivity rates, foreign 
exchange movements and demographic changes.   
In general, there are five basic steps in quantitative forecasting: i) problem definition; ii) 
gathering information; iii) preliminary analysis, and in this study we presented the 
relationships of dataset characteristics and their testing methods i.e., nonlinearity, 
nonstationarity, univariate, multivariate and multicollinearlity; iv) choosing and fitting 
models, including the models we selected for this study and v) performance measurements.  
 
1.2.2 Introduction to Digital Filters 
 Digital filters are playing a major role in the development of a solid estimator for 
nonlinear nonstationary time series data. Digital signals can be classified into one of the 
following domains: time domain (one-dimensional signals), spatial domain 
(multidimensional signals), frequency domain, and time-frequency representation. A 
sequence of samples from a measuring device produces a time or spatial domain 
representation, whereas a discrete Fourier transform produces frequency domain information, 
which is known as the frequency spectrum. The most common processing approach in the 
time or space domain is the enhancement of the input signal using a method called filtering. 
Digital filtering generally involves some linear transformation of a number of samples 
surrounding the current sample of the input or output signal. Several types of digital filters 
have been developed, e.g., Finite Impulse Response filter, Infinite Impulse Response filter 
and adaptive filters such as the Extended Kalman filter and Particle filter. 
 
1.2.3 A New Novel Digital Filter 
This study examines a new concept of a digital filter using a cubic splining technique for 
signal decomposition, i.e., Empirical Mode Function (EMD) under Hilbert-Huang transform 
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(HHT). In HHT, a signal is decomposed into a finite basis known as an IMF using a sifting 
process which is a key part of the EMD.  Next, the IMFs are subtracted one by one from the 
original signal, giving a sequence of residues. The residues are then fed into HSA, which 
represents the total amplitude (or energy) and instantaneous frequency using 3-D plot where 
the amplitude is the height of the time-frequency plane. The HHT model can filter noise from 
nonstationary and nonlinear signals. 
This study emphasizes a study on a new novel digital filter known as ‘Averaging 
Intrinsic Model Functions (aIMF)’ based on the new concept described in the beginning of 
this section. The aIMF algorithm is a new algorithm that can extract random deterministic 
noise. The proposed new digital filter aIMF was applied to a variety of prediction models in this 
study, and it was evident from the results that the EMD process plays a fundamental role in the design 
of a new digital filter for financial applications such as the prediction of trends in foreign exchange 
movements. 
 
1.2.4 Prediction Models 
 This study also examines several prediction models based on a set of interdisciplinary 
parameters involving digital signal processing, econometrics and statistical learning theory. It 
also introduced a novel data classification that benefits the multiclass SVM and SVR models.  
We have brought together the proposed new digital filter based on the aIMF algorithm 
and the multiclass SVM/SVR, culminating in a new conceptual aIMF and multiclass SVR 
model for predicting nonlinear nonstationary time series data. The performance of this newly 
proposed model when predicting EUR-USD movements was compared with the performance 
using standard forecasting models, i.e., ARIMA, STAR, MS-GARCH, MSR, MCMC and 
SVR.  
 
1.3 The Organization 
This study is organized into eight chapters while the data and programming codes are 
provided in Appendix I and Appendix II. 
 
Chapter 1 explains the motivation behind this study, as well as its objectives and 
organization.  
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Chapter 2 reviews the various signal decomposition techniques such as Fourier transform 
(FT), short-term Fourier transform (STFT), wavelet transform (WT) and Hilbert Huang 
transform (HHT), which provides an introduction to digital filters and the concept of a  digital 
filter using a cubic splining technique for signal decomposition, i.e., empirical mode 
decomposition (EMD) under the Hilbert Huang transform (HHT).  
 
Chapter 3 discusses and traces the development of various forecasting methods and their 
classification. The basic steps during forecasting involving quantitative methods are 
elaborated, including methods for choosing and fitting quantitative forecasting by using any 
statistical hypothesis test to make decisions.    
 
Chapter 4 discusses the testing of time series data prior to fitting any forecasting method. 
Specifically, 65 datasets from 2001 to 2011 were provided by Bloomberg, i.e., economic 
indicators such as foreign exchange rates, sovereign bond rates and commodity prices, which 
were selected to test the characteristics of nonlinear and nonstationary distributions using a 
variety of statistical tests. Twelve datasets were suitable for use as independent variables 
during regression analysis. 
 
Chapter 5 introduces the concept of a novel digital filter, known as an ‘averaging intrinsic 
mode function (aIMF), which based on a new algorithm derived from the empirical mode 
decomposition (EMD) algorithm. This new algorithm allows the aIMF to extract noise whose 
physical characteristic is similar to white Gaussian noise. The performance of aIMF was 
compared with digital filters such as the extended Kalman filter (EKF) and the particle filter.  
 
Chapter 6 combines the proposed novel digital filter based on the aIMF algorithm with the 
multiclass support vector machine and the support vector regression model, thereby 
generating a novel conceptual aIMF and multiclass SVR model for predicting nonlinear, 
nonstationary time series data. The performance of this newly proposed model for predicting 
EUR-USD exchange rates movements was compared with the performance of standard 
forecasting models, i.e., autoregressive integrated moving average, smooth transition 
autoregressive, Markov switching generalized autoregressive conditional heteroskedasticity, 
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Markov regime-switching, Markov chain Monte Carlo regression and support vector 
machine.  
 
Chapter 7 discusses the testing and robustness of these newly proposed methods for filtering 
and forecasting. 
 
Chapter 8 provides a highlight and benefit of the proposed model, aIMF and Multiclass SVR.  
It also touches briefly on future areas of research related to digital filters and the multiclass 
SVR model, as well as their integration to produce a new class of forecasting models. 
 
References are formatted according to Harvard referencing guide under recommendation of 
the Library, Imperial College London. 
 
Appendix I Definition of Models 
Appendix II List of Publication  
 
 
 
  
 
 
 
 
 
 
Chapter 2 
Background on Digital Filters  
 
Filtering is a process that allows the frequency spectrum of a signal to be modified, 
reshaped or manipulated according to some desired specification (Antoniou, 1993). There are 
many uses of filtering, e.g., eliminating unwanted signals such as noise, separating two or 
more distinct signals, converting signal from the time domain to the frequency domain, 
smoothing high volatility signals, etc. We introduce the roots of digital signal processing 
(DSP) in Section 2.1, which is followed by the concepts of digital filters and their 
applications in Section 2.2, i.e., finite impulse response (FIR) and infinite impulse response 
(IIR) filters. Section 2.3 describes adaptive filters including background on the extended 
Kalman filter (EKF) and particle filter in Sections 2.4 and Section 2.5, respectively. In 
Section 2.6 and Section 2.7, a Wavelet transform as a candidate to denoise a signal and a new 
concept digital filter is presented that uses the cubic splining technique for signal 
decomposition, i.e., empirical mode decomposition (EMD) under the Hilbert Huang 
transform (HHT), respectively. The EMD algorithm is a fundamental algorithm, which we 
have used to build a novel digital filter for many applications, i.e., finance.  
 
2.1 Background on DSP 
In mathematics, a Fourier series decomposes periodic functions or periodic signals into 
the sum of a set of simple oscillating functions, which is a branch of Fourier analysis. In 
1807, Fourier introduced partial differential equation to solve the heat equation for a metal 
plate and the Fourier analysis has become a major part of signal analysis. However, the 
drawback of the fast Fourier transform (FFT) is power consumption (Brigham, 1988).  
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During the development of DSP (Kaiser, 2012) from Bell Labs reported the possibility 
of constructing a digital filter. In the 1950s, Stockham (1975) reported that many studies used 
the transform theory created by Laplace to formulate sampling signals for low frequency 
filters. The first major contributions to the field of DSP were by (Kaiser, 1994). Later, 
Cooley-Tukey (1965) presented fast methods for computing the discrete Fourier transform, 
which became known as FFT. The FFT is also more economically viable for spectrum 
analysis. 
In practice, engineers study digital signals in one of the following domains: the time 
domain (one-dimensional signals), spatial domain (multidimensional signals), frequency 
domain, and time-frequency representations. A sequence of samples from a measuring device 
produces a time or spatial domain representation, whereas a discrete Fourier transform 
produces the frequency domain information, which it called the frequency spectrum. The 
most common processing approach in the time or space domain is the enhancement of the 
input signal using a method known as filtering. Digital filtering generally involves the linear 
transformation of a number of samples around the current sample from the input or output 
signal. Later in this chapter, we explain the concept of digital filters. In general, when a signal 
is converted from the time or space domain to the frequency domain it is usually a derivative 
of the Fourier transform. The Fourier transform converts the signal information to the 
magnitude and phase component of each frequency. Filtering, particularly during non-real-
time work, can also be achieved by converting to the frequency domain, applying the filter 
and then converting back to the time domain. The examination of signals in the frequency 
domain is known as spectral analysis. In analogue filters, the transfer of functions in the s 
plane under Laplace transforms has been a core concept, whereas  digital filters are analysed 
in the z plane by collecting zeroes and poles. The z plane provides a means of mapping the 
digital frequency to real and imaginary z components, where z =ejΩ for continuous periodic 
signals and Ω =2. 
 
2.2 Finite Impulse Response and Infinite Impulse Response Filters 
Digital filter is a numerical procedure or algorithm, which transforms a given sequence 
of numbers into a second sequence that has some more desirable properties. Digital filters 
have been used widely in many applications, i.e., noise or interference reduction, noise 
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suppression, sensors, image enhancement, reduced redundancy in transmission systems and 
adaptive feedback control algorithms. In digital signal processing, a filter's input and output 
signals are usually in the time domain (Smith, 1997).This is because signals are usually 
created by sampling at regular time intervals. Each linear filter has an impulse response, a 
step response and a frequency response. Each of these responses contains complete 
information about the filter, although in a different form. The most straightforward way of 
implementing a digital filter is by convolving the input signal with the digital filter's impulse 
response. When a filter is implemented by convolution, each sample in the output is 
calculated by weighting the samples in the input and adding them together. A number of 
linear filters can be made using this approach, and filter designers refer to this approach as a 
‘filter kernel’. Another way of making digital filters is using a recursion mechanism, where 
values from the output previously calculated with a defined set of recursion coefficients are 
used to update the next cycle of the input instead of the filter kernel, which weights the 
samples in the input. 
The applications of a digital filter can be classified into two categories: the time domain 
and frequency domain. As previously described, time domain filters are used when the 
information is encoded in the shape of the signal's waveform. Time domain filtering is used 
for such applications, i.e., smoothing, DC removal, waveform shaping, etc. By contrast, 
frequency domain filters are used when the information is contained in the amplitude, 
frequency and phase of the component sinusoids. The goal of these filters is to separate the 
bands of frequencies from each other. In brief, digital filters can be implemented using two 
approaches: i) by convolution, which is known as the finite impulse response (FIR); and ii) 
by recursion, which is known as the infinite impulse response or IIR (Smith, 1997).  
Antoniou (1993) described FIR filters equipped with a technique known as Fast Fourier 
transform convolution, which is an algorithm that increases the speed of convolution by 
allowing FIR filters to be executed faster. In the other case, IIR is infinite and can be used for 
applications where linear characteristics are not of concern, which are required for linear-
phase characteristics. The IIR filter is better with lower-order tapping than the FIR filter, 
meaning that IIR requires a minimum degree of weight in order to optimise the output. Table 
2.1 summaries the differences between FIR and IIR filters. 
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Table 2.1 Comparison of FIR and IIR filters 
Description FIR IIR 
Exact linear phase yes no 
Stable with fixed 
coefficients 
yes no 
Number of order high low 
Computational complexity high low 
Speed low fast 
Number of cycles limited no limited 
Derivative of analogue no yes 
Data retrieval at port input only input and output 
Compute zero and pole  easy difficult with delay  
Numerator and 
denominator 
numerator only both 
Feedback control no yes 
 
2.3 Adaptive Filter 
The adaptive filter is time-varying clearly when its parameters i.e., mean and correlation 
is used to measure the performance of filters. In a stationary approach, Weiner and Kalman 
filters are used to optimize the mean-square of the output and the design of the Wiener filter 
requires a priori data to be processed. The filters are optimum only after the statistical 
characteristics of the input match the a priori information that the filter is based on. Because 
the filters are a priori, the estimation degree is hardly optimum when the input data becomes 
nonlinear. To solve the problem, the aim of an adaptive filter is to introduce prediction 
parameters immediately after the estimation process (prediction model). Thus, in an 
environment where knowledge of the relevant signal is not available, an adaptive filter uses a 
recursive algorithm to ‘track’ variation in the input data so the parameters become data-
dependent. An adaptive filter can be very useful for filtering the unwanted data from a 
nonlinear system (Haykin 2002). The complexity of the optimization algorithms mean that 
most adaptive filters are likely to be in digital domain where they employ feedback in the 
form of an error signal to refine a transfer function to match the changing parameters. 
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2.4 Extended Kalman Filter  
The Kalmar filter is a recursive filter that estimates the state of linear system at a given 
time from the estimates state of the previous time instant and the current measurement. The 
Kalman filter can be viewed as a sequential minimum Mean Square Error (MSE), assumed to 
be Gaussian distribution. Moreover, it is predictor-corrector algorithm, which is used 
extensively in control systems engineering to estimate the unmeasured states of a process. 
The estimated states may be used as part of a strategy to design a control law. Similar to the 
original Kalman Filter (KF), the EKF uses a two-step prediction and correction algorithm. 
The first step involves projecting the most recent state of an estimate and an estimate of the 
error covariance to compute a predicted (or a priori) estimate of the states at the current time. 
The second step involves correcting the predicted state estimate calculated during the first 
step by incorporating the most recent process measurement to generate an updated (or a 
posteriori) state estimate.  
Theoretically, nonlinear systems must be linearized at each point along the trajectory of 
the states before they can be estimated further (Kamen, 1999). Jacobian mapping algorithms 
were introduced to simplify the vector measurements used by the KF handling nonlinear 
system, although this requires a large amount of computational power (Brown and Hwang, 
1992; Huttunen, Lehikoinen, Hämäläinen and Kaipio, 2010). A major problem with the EKF 
is that the estimated covariance matrix tends to underestimate the true covariance matrix. As 
a consequence, a known state space model must be incorporated along with the model when 
introducing an EKF to estimate a highly non-stationary data series (Calabrese and Paninski, 
2011), which complicates the design. This is because the EKF exploits the local linearization 
of nonlinear models. Thus, the KF is generally used to optimize solution for linear-Gaussian 
system based on the assumption that the state and sensory models are linear functions and 
that the posterior density is Gaussian. EKF also uses the local linearization of nonlinear 
models. We will introduce and simulate a discrete-time invariant for prediction and updating 
(correction) in Section 5.  
 
2.5 Particle Filters  
Similar to EKF, a particle filter (PF) is a two-state approach, i.e., prediction and 
correction. PF is a technique for implementing recursive Bayesian filters by Monte Carlo 
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sampling. The approximation of the PF is optimum solution numerically, which based on 
physical model rather than applying an optional filter to an appropriate.  Dissimilarly, PF 
represents the posterior density using a set of random particles with associated weights, 
which compute estimates based on these samples and weights and using resampling 
technique. Therefore, it encompasses nonlinear models with non-Gaussian noise. The most 
common applications of PFs are in the areas of image processing and segmentation, model 
selection, tracking and navigation, channel estimation, blind equalization, positioning in 
wireless networks, biochemistry, economics, finance, geosciences, immunology, materials 
science, pharmacology, and toxicology (Doucet, Godsill and Andrieu, 2000). The PF aims to 
estimate the sequence of hidden parameters in the datasets xk for k =0,1,2,3,…,l, based only 
on the observed data yk. All Bayesian estimates of xk based on the posterior distribution 
p(xk|y0,y1,…,yk) use one of the following algorithms: i) sequential Monte Carlo algorithm, ii) 
bootstrapping, iii) condensation, iv) interacting particle approximations, and v) survival of the 
fittest. These fundamental concepts are referred to as state space representation, Bayesian 
filtering and importance sampling (proposal distribution).                                                                                    
Cleary, the advantages of PF over EKF are in the representation of nonlinear functions 
because optimal estimation also uses nonlinear non-Gaussian state-space models (Caron et 
al., 2007; Gustafsson et al., 2002; Thrun et al., 2005). However, PF requires a large number 
of particles. The selection of any model is based on the following constraints: i) speed of 
convergence; ii) number of samples needed; iii) complexity issues; and the distribution of 
samples. Additionally, the equations used for sequential important sampling are described in 
Section 5. 
 
2.6 Wavelet Transform 
WT converts a signal that is in the time domain and in the time-frequency plane into a 
series of small adaptive windows. WT is an alternative approach to the short-term Fourier 
transform (STFT), which overcomes the resolution problem that occurs frequently with the 
Fourier transform, Hilbert transform, STFT, and Wigner transform, among others (Ferguson 
and Quinn, 1994). The principle of wavelet transformation is that an input signal is split into 
various small waves, which are compact or are functions with finite length. A main function 
in the transformation process, the mother wavelet, is a prototype for generating the other 
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window functions. In the frequency and time representation of the traditional Fourier 
transform, the resolution varies with the frequency plotted in fixed time slots or windows. 
The length of the predetermined slot in the time domain compromised degree of resolution. 
Kaiser (1994) mentioned that a spectrogram was the most basic algorithm using in Fourier 
spectral analysis by sliding with a limited time window width along the time axis. Therefore, 
the limitation of a spectrogram is a trade-off between the time consumed in the window width 
and the frequency resolution, similar to the law of uncertainty principle (Heisenberg, 1930). 
A wavelet is a small wave-like oscillation with amplitude that starts at zero, increases, and 
then decreases back to zero. The use of wavelets in this case solves the problem by isolating 
signal discontinuities using different basis functions, i.e., short for high-frequency orders and 
long for low-frequency orders (Daubechies, 1998). Thus, the WT model can represent the 
time-frequency domain (Kaiser, 1994). The functions of WT are i) to split the signal into a 
number of small signals; ii) representing those signals using different frequency bands; and 
iii) providing frequency bands that correspond to time intervals, but not sampling the signals 
as used in STFT. In the nonstationary distribution where the mean and variances are highly 
volatile, the mother wavelet may provide less flexibility i.e., Keller (1999) stated the 
disadvantage of wavelets for gravity field modelling that the resulting equations are sparse 
but not diagonal. 
 
2.7 Hilbert-Huang Transform  
The Fourier analysis has been used as a key concept in linear analysis Polarikas (1999) 
since the late of 18th century. Many popular derivatives of the Fourier transform (FT) include 
the discrete-time Fourier transform (DTFT), discrete Fourier transform (DFT), short-term 
Fourier transform (STFT). The disadvantage of FT family except STFT is in the 
representation of amplitude and frequency plane, meaning not to be able to handle nonlinear 
functions, see Table 3.1. A novel migration path for data processing is however to analyse the 
three dimensionalities which required in many applications. Example of the studies are in 
bioinformatics (Shi et al., 2008; Huang et al., 1996), signal processing (Huang et al., 1998; 
Huang and Shen, 2005; and Huang and Attoh-Okine, 2005), geophysics (Wang et al., 1990; 
Datig and Schlurmann, 2004), and finance (Huang and Shen, 2005; Guhathakurta et al., 
2008).  
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 Huang et al., (1998) developed an a posteriori algorithm for analysing nonlinear and 
nonstationary datasets using EMD with adaptive control over a separate data structure, and it 
was known as the Hilbert-Huang transform (HHT). This new transform overcame the 
limitation of Hilbert transform, which was only suitable for a narrow band-passed signal. 
EMD is based on the local time scale of the signal, which is decomposed using a sifting 
process (Dang et al., 2011; Kabir and Shahnaz, 2012). After the signal is converted into an 
IMF, the wavelet analysis is simple using a nonlinear technique known as thresholding to 
decompose the IMF signal and obtain the decomposition coefficient. This process is 
consistent with the idea that only a few coefficients contribute to the signal (Donoho and 
Johnstone, 1998). Next, the IMFs are subtracted one by one from the original signal, giving a 
sequence of residues. The residues are then fed into the Hilbert spectral analysis (HSA), 
which represents the total amplitude (or energy) and instantaneous frequency as a three-
dimensional plot where the amplitude is the height in the time-frequency plan. For the data 
analysis, Huang et al. (1998) claimed that the HHT model could replace the narrow-band 
filter technique proposed by Hilbert-Gabor, whereas Fourier analysis was a vital tool for 
signal detections in the early days.  
In recent years, many studies have used a method that combines EMD and Wavelet 
transform (WT) to reduce nonlinear, nonstationary signals such as ECG signals. A 
comparison of WT and HHT shows that both have similar time and frequency distributions 
using amplitude as the common axis, where the analytical results for WT indicate a number 
of deficiencies such as harmonics and small spikes in the frequency scale. Therefore, WT is 
not suited to the analysis and capture of large volumes of data (Kaiser, 1994). Later, Huang et 
al. (1998), and Linderhead (2009) confirmed that HHT could provide a very sharp focus on 
the energy in the time-frequency plane. Table 2.2 is a summary table, which demonstrates 
that the HHT algorithm employs local differentiation to compute in the frequency domain 
whereas other transforms, i.e., Fourier Short term Fourier transform (STFT) and WT, perform 
integration with the convolution method. In terms of handling different types of signals, the 
HHT algorithm is rich with features that allow it to transform nonlinear and nonstationary 
signal.  The disadvantage of HHT is that it is computationally expensive and it would be need 
a computer server to process the algorithm. In terms of mobile applications, DSP for signal 
compression may be required to handle this algorithm.  
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Table 2.2 Comparison of the HHT with FT, STFT and WT algorithms 
Type FT STFT WT HHT 
Basic Non-adaptive Non-adaptive Non-adaptive Adaptive 
Frequency Convolution: 
global 
Convolution: 
region 
Convolution: 
region 
Differentiation: 
local 
Representation Amplitude-
Frequency 
Amplitude-
Time-Frequency 
Amplitude-
Time-Frequency 
Amplitude-
Time-Frequency 
Nonlinear No Yes Yes Yes 
Nonstationary No No Yes Yes 
 
With many benefits of HHT shown in Table 2.2, we foresee to introduce the HHT 
algorithm as a part of a new development of a digital filter for nonlinear, nonstationary time 
series data. Before presenting a mechanism to develop the new digital filter, the next chapter 
will explain forecasting methods and test statistic, which will be using for predicting the 
datasets filtered by the new digital filter.   
 
 
  
 
 
 
 
 
 
Chapter 3 
The Forecasting Methods  
 
There are many ways to define the word ‘forecasting’ and one specific description is an 
estimation of a future trend by examining and analysing the available information. 
Forecasting informs the decisions made by an organisation, i.e., market trends; economic and 
social analysis; capital and financial market; scheduling of product, transport, personnel and 
cash; acquiring resources; and determining resource requirements (Makridakis, Wheelwright, 
and Hyndman, 1998). Good or bad forecasting may affect the performance of the entire unit. 
This chapter classifies the methods of forecasting in Section 3.1, explains the roots of 
econometrics in Section 3.2, provides background on machine learning in Section 3.3 and 
describes the basic steps during forecasting tasks in Section 3.4. 
 
3.1 Classification of Forecasting Methods 
There is no standard classification of forecasting methods. In general, forecasting 
method are classified based on a rationale that meets an individual objective using a process 
of making statements about events where the actual outcomes (typically) have not yet been 
observed. A commonplace example might be the estimation of some variable of interest at 
some specified future date (Kahneman, 2011). After searching many web portals, the general 
classifications of forecasting methods are: i) qualitative vs quantitative; ii) naïve; iii) 
reference class forecasting, which was developed by Flyvbjerg (2008) to eliminate or reduce 
bias when forecasting by focusing on distributional information about the past, i.e., similar 
outcomes to those being forecast; iv) time series based on many models, i.e., moving average, 
Kalman filtering, exponential smoothing, autoregressive moving average (ARMA), 
autoregressive integrated moving average (ARIMA), extrapolation, linear and nonlinear 
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prediction, trend estimation, etc.; v) causal/econometric; and vi) artificial intelligence, e.g., 
artificial neural networks, group methods of data handling, support vector machines, data 
mining, machine learning, and pattern recognition. However, the most common categories of 
forecasting methods described by Makridakis, Wheelwright, and Hyndman (1998) are the 
following.  
 
i) Quantitative 
This approach uses actual numbers, sufficient information and previous experience to 
estimate future trends. The major types are: i) time series that predict discrete or continuous 
historical patterns based on periods of time; and ii) explanatory approaches that attempt to 
correlate two or more variables that need to be forecasted. However, the relationship of those 
variables may change over time and it is mandatory to include an error term as a part of the 
model calculation.  
 
ii) Qualitative  
This approach employs expert opinion and collective experience to unlock the unknown 
future where an unusual issue is contemplated. This type of forecasting may not require a 
historical series of data. Basically, we can classify these forecasting methods into three 
approaches (Wang and Lan, 2007; Fritz, and Dressler, 1972) as follows. i) Delphi is a 
technique that requires a group of individual experts who respond via a series of interviews 
including additional opinions that may not be specified in the questionnaires. ii) Scenario 
writing involves a well-defined set of assumptions or scenarios. In general, these documents 
will be used during interviews. In the event that the correct answer cannot be found, the 
researcher conducts a literature review to assess scenarios that have been set earlier. iii) 
Subjective or interactive techniques are often used by committees or panels who aim to 
develop new ideas or solve complex problems. It is important that any ideas or opinions are 
presented without prejudice.  
 
3.2 Roots of Econometrics 
In the 1954, Samuelson, Koopmans and Stone (cited by Baltagi, 2011) defined the word 
‘econometrics’ as application of mathematical techniques that collected economic data both 
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primary and secondary to construct a model which can be used to obtain numerical estimates. 
Indeed, econometrics is an emerging science developed after the World War II. Spanos 
(1986) studied the history of economics and found that it was originated in 1676 by Petty 
who was a political mathematician. He studied the ability of people to pay their taxes and the 
possibilities of recruiting military personnel. Moreover, King (1966) studied variation in the 
price of corn due to weather changes. Among those, there were remarkable studies in 
empirical economics at the turn of the 19th century, i.e., Moore and Ludwell (1914) estimated 
demand functions using multiple regression. In 1906, Makeprang cited by Morgan (1990) 
studied a price theory that was the first interdependent system of demand and supply. Cowles 
(1933) wrote an important article “Can stock market forecasters forecast”. In the same year, 
Frisch cited by Baltagi (2011) defined econometrics as the unification of statistics, economic 
theory and mathematics. Balgati (2011) reported that Jan Tinbergen (1937), who shared the 
first Nobel prize in economics with Frisch in 1969, invented a macroeconomic model “An 
Econometric Approach to Business Cycle Problems”. Haavelmo (1944) introduced the 
probability approach in econometrics, which was a supplement to Econometrica. Later, 
Lenhard (2006) stated that the mathematical theory of statistical inference was developed 
during the 1920s and 1930s, mainly by three scholars: i) Ronald A. Fisher (1890–1962), ii) 
Jerzy Neyman (1894–1981) and iii) Heinrich and Wenger, (2002). 
 
3.3 Machine Learning 
Machine learning is a scientific discipline that addresses the issue of programming 
systems to learn automatically and to improve with experience. To build a learning algorithm 
we need to recognize complex patterns and make intelligent decisions based on the data. The 
difficulty is that the possible decisions are too complex to compute by hand or without vector 
computation. To tackle this problem the machine learning algorithms such as artificial neural 
networks (ANN), principal components analysis (PCA) and support vector machines (SVM) 
were developed, and they have been widely implemented. Machine learning algorithms 
normally employ probability theory, logic, combinatorial optimization, search, statistics, 
linear algebra and control theory. These methods are the basis of many applications, ranging 
from vision to language processing, forecasting, pattern recognition, games, data mining, 
expert systems and robotics (Marsland, 2009).  
  
 
The Forecasting Methods 19 
 
 
3.3.1 History of Machine Learning 
In 1946, the first computer system (ENIAC) was developed. At that time, the word 
‘computer’ meant a human being that performed numerical computations on paper and 
ENIAC was known as a numerical computing machine. This machine was operated 
manually, i.e., a human would make connections between the parts of the machine to perform 
computations. The idea at that time was that human thinking and learning could be rendered 
logically using such a machine. Alan Turing (1950) proposed a test to measure its 
performance. The Turing test is based on the idea that we can only determine if a machine 
can actually learn if we communicate with it and it cannot be distinguished from another 
human. No systems have passed the Turing test but many interesting systems have been 
developed. 
In 1954, Samuelson cited by Baltiagi (2011) wrote the first game-playing program for 
checkers, which achieved sufficient skill to challenge a world champion. Neural network 
research went through many years of stagnation after Marvin Minsky and his colleagues 
showed that neural networks could not solve problems such as the XOR problem. However, 
several later modifications have allowed them to solve XOR and many more difficult 
problems. 
Machine learning algorithms can be organized based on the desired outcome of the 
algorithm, as follows.  
i) Supervised learning generates a function that maps inputs to desired outputs. A 
training set of examples with the correct responses (targets) is provided and, based 
on this training set; the algorithm generalises to respond correctly to all possible 
inputs. Supervised learning is the most popular method.  
ii) ii) Unsupervised learning does not provide correct responses, so the algorithm tries 
to identify similarities between the inputs, i.e., clustering.  
iii) Reinforcement learning stands somewhere between supervised and unsupervised 
learning. The algorithm is told when the answer is wrong and no additional pattern is 
provided to improve performance, so the algorithm keeps repeating the loop until a 
correct answer is found. 
iv) Evolutionary learning aims to learn from biological evolution and adapt to improve 
the survival rate when the surroundings change.  
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3.3.2 Background of the SVM Model 
Fisher (1936) invented the first algorithm for pattern recognition. A few decades later, 
Vapnik and Lerner (1963) introduced the generalized portrait algorithm, which was the 
template for SVMs. Later, Duda et al. (1973) discussed large margin hyperplanes in the input 
space. At the Conference on Learning Theory (COLT), Boser et al. (1992) introduced SVMs 
by combining the generalized portrait algorithm with a large margin hyperplane and kernel 
functions. Nowadays, SVM has empirically better performance than most other machine 
learning methods. This is due to the employment of structural risk minimization, which 
facilitates the avoidance of multiple local minima. Moreover, the computational complexity 
of SVM does not depend on the dimensionality of the input space. This is what makes an 
SVM so flexible when selecting large controlling parameters. Therefore, the SVM model is 
suitable for handling datasets that have complex dimensionality, such as exchange rates 
(Basak et al., 2007). 
In regression analysis, the SVM model was first compared with the benchmark of time 
series prediction tests using the Boston housing problem, i.e., ANN, and (using artificial data) 
the PET operator inversion problem (Burges, 1998). Technically, SVMs comprise a set of 
related supervised learning methods. The algorithm specifies a hyperplane that characterizes 
a functional margin, which holds all possible data points in a finite dimensional nonlinear 
space. A kernel function k(x,x׳), defines the cross-products separated by the hyperplane. Each 
data point expresses its vector potential depending on its distance from the hyperplane. In the 
peak computational mode, the SVM model may have difficulty finding the best-fit 
hyperplane. As a result, it can experience memory overflow errors (Burges, 1998; Rychetsky, 
2001; Kim, 2003). In current methodologies that apply SVMs to classification problems, Abe 
(2003) reported three main approaches, as follows:  
i) multiclass ranking SVMs where one SVM decision function attempts to classify all 
classes, 
ii) one-against-all classification, which was introduced by Vapnik (1995), where there 
is one binary SVM for each class, and 
iii) pairwise classification where there is one binary SVM for each pair of classes. 
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3.4 Basic Steps during Forecasting Tasks 
Most of the forecasting methods in this thesis are based on quantitative methods and the 
basic steps are as follows. 
 
Step: 1 Problem definition 
The definition of the problem aims to address how we can improve the accuracy of 
forecasting nonlinear nonstationary time series data using a novel model that comprises a 
novel digital filter and various forecasting models which indicated in Chapter 5.  
 
Step 2: Gathering information 
In our case, we used nonlinear, nonstationary time series data. These datasets were day-
to-day trading data collected by Bloomberg between January 2 2001 and June 1 2011, 
excluding weekends and holidays, with a total of 2322 datasets. The data had different time 
range bases because some datasets changed each minute, whereas others changes on an 
hourly or daily basis. The datasets used in this study were EUR-USD exchange rates, trade 
exchange rates, commodity indices, major foreign exchange rates and other macroeconomic 
data such as interest rates and government bonds. They were numbers with two to six decimal 
points encoded in ASCII with exogenous influence. 
 
Step 3: Preliminary analysis 
This step includes general methods for testing for parametric and nonparametric in as 
much as distribution of time series data sets, in which can be nonlinear, nonstationary 
distributions, and testing multicollinearity tests. List of characteristics of dataset and their 
corresponding test statistic are shown in Table 3.1 whose details are shown in Appendix I. 
Those distributions of dataset include parametric, nonparametric, unvariate and multivariate 
nonstationary, multicolinearlity. 
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Table 3.1 Types of characteristics of dataset and test statistic 
Characteristic of datasets Testing methods 
Parametric  Ljung–Box test 
Granger causality test 
Bispectral test 
Brock, Dechert and Scheinkman test 
Nonparametric  RESET test 
f-test 
Lagrange multiplier test 
likelihood ratio test 
Normal  Normality tests 
D'Agostino's K-squared  test 
Jarque–Bera test 
Anderson–Darling test 
Cramér–von Mises criterion 
Lilliefors (komogorov-Smirnov) test 
Shapiro–Wilk test 
Pearson's chi-squared test 
Shapiro–Francia test 
Univariate nonstationary  Unit Root tests 
Dickey-Fuller test 
Augmented Dickey-Fuller test 
KPSS test 
Multivariate nonstationary  Unit Root tests  
Co-integration test 
Portmanteau test 
Multicolinearlity 
 
 
  
Principal component analysis (PCA) 
Condition number test 
Farrar-Glauber test 
Granger causality test 
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It is imperative to test any datasets prior to any measurement or simulation1. In some 
occurrence statistician also tests the datasets that are the outcome of the process.  
 
Step 4: Choosing and fitting models 
We introduce methods for choosing and fitting quantitative forecasting using any 
statistical hypothesis test to make decisions. Fisher (1936) stated that a ‘test of significance’ 
to determine the outcomes of an experiment would lead to the rejection of the null hypothesis 
at a specified level of significance. This helps to decide whether the experimental results 
contain enough data, i.e., ‘confirmatory data analyses’. Assuming that the null hypothesis is 
true, the p-value is the probability of observing a value for the test statistic that is at least as 
extreme as the value that was actually observed. The Bayesian approach of hypothesis testing 
rejects the hypothesis based on the posterior probability2, while the least square and 
likelihood functions are the most common methods for estimating the most appropriate 
parameters of a statistical model. After the models have been selected, we can test the 
Goodness of Fit (GoF), which describes how well the model is suited to a set of observations. 
Examples of GoF are Pearson's Chi-square test, Lilliefors (Kolmogorov-Smirnov) test, and 
the Shapiro-Wilk test. 
The comparison of selected models can be achieved using Akaike's information criterion 
(AIC), which was introduced by Hirotugu (1974). AIC is not a test of the model in the sense 
of hypothesis testing; it is a tool for model selection. The ranking from the poorest to the best 
model is given by the lowest AIC. AIC attempts to estimate the best model that explains data 
fitted with a minimum of free parameters, otherwise there may be over fitting. Similarly, the 
Bayesian information criterion (BIC), which is often known as the Schwarz information 
criterion, provides large-sample estimators of a transformation of the Bayesian posterior 
probability associated with the approximating model. AIC is an estimate of a constant plus 
the relative distance between the unknown true likelihood function of the data and the fitted 
likelihood function of the model, whereas BIC is an estimate of a function of the posterior 
                                                 
1
 Simulation of a system is represented as the running of the system's model. It can be used to explore 
and gain new insights into new technology and to estimate the performance of systems too complex 
for analytical solutions. 
 
2
 The probability of event A occurring, given that event B has occurred. 
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probability of a model being true. Both criteria are based on various assumptions and 
asymptotic approximations. Despite various subtle theoretical differences, the only 
differences between these criteria are their effectiveness for handling the size of the penalty, 
where BIC penalizes the model complexity more heavily (Burnham and Anderson, 2004). 
Each has been criticized as having questionable validity with real world data, but Acquah 
(2010) confirmed that the only way they might disagree is when AIC chooses a larger dataset 
in the model than BIC.  
In this chapter, we selected models that are widely accepted by today’s interdisciplinary 
approach, which consists of statistics, econometrics and artificial intelligence. Table 3.2 
presents selected models that are referred to and used in many of the chapters in this thesis, 
some of which are used to denoise data and to estimate the classification and regression in a 
nonlinear nonstationary domain. 
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Table 3.2 Interdisciplinary models applied to random walk and time series distributions 
Interdisciplinarity Random walk and times series 
Statistics In-sample forecast 
Out-of-sample forecast 
Classification 
Regression 
Mean reversion 
Correlation of Variance (CV) 
Econometrics Autoregressive integrated moving average (ARIMA) 
Autoregressive conditional Heteroskedasticity (ARCH) 
Generalised Autoregressive conditional Heteroskedasticity 
(GARCH) 
Generalised autoregressive conditional Heteroskedasticity 
(MS-GARCH) 
Markov regime switching regression (MRS) 
Markov regime switching classification (MRC) 
Monte Carlo Markov chain regression (MCMCR) 
Mon     Monte Carlo Markov chain classification (MCMCC) 
Artificial intelligence  
network (AIN) 
Artificial Neural Network (ANN) 
Support vector Machine for classification (SVM) 
Support Vector machine for prediction (SVR) 
 
Step 5: Performance measurement 
After the completion of step 4, the correct models are selected and finally they measure 
the performance using the standard statistical measures and comparative methods listed in 
Table 3.3. 
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Table 3.3 Performance measurements  
Standard test statistic Comparative  method 
Mean (µ) Akaike information criterion (AIC) 
Standard deviation (σ) Bayesian Information criterion (BIC) 
Variance (σ2) Accuracy count3 
Mean square error (MSE)  
Mean percentage error (MPE)  
Mean absolute percentage error (MAPE)  
Coefficient of determination (R2)  
 
After completion of the 5-step of the forecasting tasks, the data are readily available to 
enter to any process. For a reference, we have grouped all of the test statistics showing their 
methods, descriptions, equations/functions, and references in Appendix I. The next chapter is 
about design of the new digital filter that will smooth and filter the datasets prior to entering 
into forecasting models in Chapter 6. 
 
                                                 
3
 is the upward and downward movements relative to the mean reversion points in the graphs 
of outcomes of the simulations compared with the graph of the original datasets. 
  
 
 
 
 
 
 
Chapter 4 
The Data 
 
Prior to fitting any model, data testing should be carried out. This chapter introduces a 
variety of time series data from 2001–2011, e.g., foreign exchanges, government bonds and 
commodities, which were collected from Bloomberg. Those datasets were ready for testing 
their nonlinear and nonstationary characteristics using a variety of test statistics, i.e., 
Anderson-Darling test, Smirnov-Cramer-Von Mises test, Lilliefors (Kolmogorov-Smirnov) 
test, Pearson's Chi-squared tests, the augmented Dickey-Fuller test and Elliott-Rothenberg-
Stock test. At the end of this chapter, we introduce Granger causality and AIC for testing 
intra- and inter-correlations and model selection, respectively. 
 
4.1 Evolution and Characteristics of the Foreign Exchange Market 
The foreign exchange market, commonly known as the FOREX market, is the most 
liquid and widely traded market in the world today. It is the fastest growing global market at 
present. According to Bank for International Settlements, the average daily turnover doubled 
from US$2 trillion in 2006 to about US$4 trillion in 2010. The FOREX market is also the 
largest market in terms of cash traded value compared with the average daily trading in US 
Treasury bonds of US$300 billion and the average daily trading of the US stock market of 
US$10 billion. Foreign exchange instruments and derivatives such as Spot transactions, 
outright forwards, foreign exchange swaps and options are traded extremely actively. Market 
participants who trade these instruments and derivatives include Central Banks, investment 
banks, fund managers, financial institutions, multinational companies, and institutional and 
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retail investors and speculators. Trading in the FOREX market is dominated by the US dollar 
and EUR, which have respective market shares of 42.45% and 19.55% (Gasea et al., (2004). 
Measured in terms of volume, the three major global markets today are the FOREX 
market, stock market and the commodities market (Williams, 2011). The FOREX market 
provides a global electronic platform for the decentralised trading of global currencies. All 
FOREX transactions are conducted via electronic exchanges. In a typical FOREX 
transaction, a purchaser trades one currency for another currency.  
The current FOREX market structure has evolved from the floating exchange rates that 
appeared after the Bretton Woods Agreement (Gasea et al., 2004) was abandoned in 1971 
and the US dollar was no longer convertible into gold. Prior to 1971, the Bretton Woods 
Agreement, which was set up in 1944, prevented speculation in the currency markets. The 
most heavily traded currency pairs in the FOREX spot market today are as follows: 27%   
EUR-USD, 13% USD-JPY, and 12% GBP-USD. Since the creation of the single European 
currency, the EUR in January 1999, trading in the EUR has grown considerably. The FOREX 
market trades five days a week non-stop and is influenced by many economic and 
geopolitical factors such as the balance of payments in each country, trade balance, fiscal and 
monetary policies, political stability and credit worthiness of governments. The major 
FOREX centres are New York, London, Singapore, Tokyo and Hong Kong.  
Currently, there are two main trading systems in place: i) an electronic trading platform 
where information technology is used to create a virtual market for currency traders such as 
NASDAQ, NYSE, and Globex Exchanges, and ii) an algorithmic trading platform where 
computer programs track automatic trading orders using a computer algorithm to decide the 
aspects of the trade order without human intervention. Algorithmic trading is favoured widely 
and exploited by professional traders because it executes trades interactively at a very high 
frequency (Sazuka et al., 2003). FOREX data are uniquely characterised by numerals with 
two to six decimal points coded in ASCII, which are nonlinear with exogenous influence and 
very high frequency, with up to 20,000 orders per minute. Each order collected is in a range 
of 4–12 digits, depending on trading volume, number and decimal points of the exchange 
rates. e.g., the digits required for an order of 100 million trading units of EUR-JPY exchange 
rates are nine. These data are however generated during weekdays and fluctuated little during 
the weekends. Official FOREX data are not publicly available information but are available 
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from financial institutions and media companies such as Reuters, Bloomberg and Olsen 
Associates.  
In practice, noises in FOREX trading system are generated by many rationales as 
follows: 
i) arbitrage  in both inter- and intra- market place  
ii) price manipulation while market is quite 
iii) daily squared returns of the high-frequency data measured by the closing price of 
the market 
iv) high frequency and volatility under tick-to-tick movements (Lu and Perron, 2010) 
v) close correlation between nominal and real rates (Mussa, 1986). 
 
4.2 Data Preparation 
The datasets used in this research include the EUR-USD exchange rates, trade exchange 
rates, commodity indices, major foreign exchange rates, and other macroeconomic data such 
as interest rates and government bonds.  
We collected daily trading data from Bloomberg, excluding weekends and holidays, 
between January 2, 2001 and June 1, 2011 (total of 2322 datasets), and adjusted the 
deviations. This serves to convert these data into daily datasets and to ensure that the time 
ranges of all 65 datasets, were fully matched to the same day without any irregularities, even 
though the data were collected from the different time of the market places. The datasets were 
then divided into the following five groups: 
i) Foreign exchanges (FOREX): EUR-USD, EUR-GBP, EUR-CNY, EUR-JPY, EUR-
RUB, EUR-AUD and EUR-CHF 
ii) Money market interest rates: 1-month, 3-month, 6-month and 12-month EURIBOR; 
1-month, 3-month, 6-month and 12-month LIBOR; EONIA; and Federal fund rate 
iii) Government bonds: 2-year, 5-year, 10-year and 30-year US treasuries; 1-year, 3-
year, 5-year and 10-year ECB; 5-year, 10-year, 15-year and 20-year UK gilts; 1-
year, 5-year, 10-year, 15-year and 20-year Japanese; 1-year, 5-year and 10-year 
German; 1-year, 5-year and 10-year French; 1-year, 5-year and 10-year Italian; 2-
year, 5-year, and 10-year Swiss; and 1-year, 5-year and 10-year Australian 
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iv) Indices: Dow Jones, Euro50, NASDAQ, US S&P500, Nikkei225, FTSE100, Dax 
and CAC 
v) Commodities: platinum, nickel, zinc, silver, gold, tin, copper and cacao. 
In practice, financial data are time series { }ty which are discrete time continuous state 
processes (Ullrich, 2009). The variable y is identified by the value that it takes at time t 
denoted yt. Time is arranged at equally spaced intervals from −∞to +∞and the finite sample 
size T of data on y is for t=1,2…,T. Time series { }ty may emerge from deterministic and/or 
stochastic influences. A basic stochastic time series is white noise, t ty ε= , where tε is an 
independent and normally distributed variable with mean 0 and variance 2σ for all t, written 
tε ~i.i.d. (0, 2σ ). 
Based on regression analysis, we assigned the EUR-USD exchange rates as the 
dependent variables and the other data as the independent variables. In Section 4.3, we test 
the nonlinear attributes of the dependent variables using Cramer–von Mises, Lilliefors 
(Kolmogorov–Smirnov) and Pearson's chi-square to ensure normality, while the 
nonstationary test, described in Section 4.4, used the Augmented Dickey-Fuller and Elliott-
Rothenberg-Stock Unit root tests. 
 
4.3 Normality Test for a Nonlinear Distribution  
Since the exchange rates and other financial information are rather nonlinear, we 
introduce the following tests to ensure that the variables stipulated in Section 4.2 are not 
linear, which results in a good selection of models that can be used for forecasting in the next 
chapters.  
 
i) Anderson-Darling test 
The Anderson-Darling test is used when a data sample comes from a population with a 
specific distribution. The Anderson-Darling test makes use of the specific distribution to 
calculate critical values. This has the advantage of allowing a more sensitive test and the 
disadvantage that the critical values must be calculated for each distribution. The Anderson-
Darling test, which is an alternative to the chi-square and Kolmogorov-Smirnov goodness-of-
fit tests, can be defined as follows (Stephens, 1986) 
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where Fn is the empirical distribution of the data. Note that the distribution of An is dependent 
on F0, which is in contrast to the Kolmogorov–Smirnov test statistic. Our investigation 
considers only the uniform case where 0 ( ) ,0 1F x x x= ≥ ≤ . Under this assumption, after 
ordering the data from smallest to largest, X(1) < · · · < X(n), and rearranging, (4.1) can be 
written as 
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After plotting the data, we check the p-value using  5% level of significance  (p = 0.05). 
If the p-value is less than the levelα , the data distribution is not normal whereas if the p-
value >0.05, it fails to reject the null hypothesis H0. The results of the Anderson-Darling test 
for normality are shown in Table 4.1. 
 
ii) Smirnov-Cramer-Von Mises test  
The full name of this test is the single sample Smirnov-Cramer-Von Mises goodness-of-
fit hypothesis (Ren, 1995). In general, it tests the normality of any variables and is a criterion 
used for judging the goodness of fit of a cumulative distribution function F* compared with a 
given empirical distribution function Fn, or for comparing two empirical distributions. The 
function of Smirnov-Cramer-Von Mises test in MATLAB is H = MTEST(X, α), which 
determines whether the null hypothesis is a reasonable assumption based on the population 
distribution of a random sample X with the desired level of confidence. The test is based on 
an interpolation procedure under a constraint that the significance level is restricted to 0.001 
≥ α ≤ 0.10 (Levin, 2003). H indicates the result of the hypothesis test according to rules of 
conditional statements that H1 is the failure to reject the null hypothesis at a specific level of 
confidence, whereas H0 is rejection. However, the decision to reject the null hypothesis is 
taken when the test statistic exceeds the critical value. 
Let S(x) be the empirical cumulative density function (c.d.f.) estimated from the sample 
vector X and F(x) be the corresponding true normal population c.d.f., which is normal with a 
zero mean and unit standard deviation. The Smirnov-Cramer-Von Mises hypothesis and the 
test statistic are calculated as  
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where X is a row vector representing a random sample. In one-sample applications, F* is the 
theoretical distribution and Fn is the empirically observed distribution. Alternatively, the two 
distributions can both be empirically estimated, which is known as the two-sample case. It is 
noted that the asymptotic limit of the Smirnov-Cramer-Von Mises is reached when 
LENGTH(X) ≥ 3.  The result of the Anderson-Darling test for normality is shown in Table 
4.1. 
 
iii) Lilliefors (Kolmogorov-Smirnov) test 
Stephens (1974) stated that the Kolmogorov–Smirnov test (K-S test)  is a nonparametric 
test of the equality of continuous, one-dimensional probability distributions, which can be 
used to compare a sample with a reference probability distribution (one-sample K–S test), or 
to compare two samples (two-sample K–S test). The K-S statistic quantifies the distance 
between the empirical distribution function of the sample and the cumulative distribution 
function of the reference distribution, or between the empirical distribution functions of two 
samples. This test can be modified to serve as a goodness of fit test. In the special case of 
testing for the normality of a distribution, samples are standardized and compared with a 
standard normal distribution by setting the mean and variance of the reference distribution 
equal to the sample estimates. The empirical distribution function Fn for n is independently 
and identically distributed (i.i.d.) with observations Xi, and is defined as  
1
1( )
i
n
n X
i
F x I x
n
=
= ≤∑   (4.4) 
where
iX
I x≤ is the indicator function, which is equal to 1 if Xi ≤ x and equal to 0 otherwise. 
The K-S statistic for a given c.d.f. F(x) is 
sup ( ) ( )
n
x
D Fn x F x= −
  (4.5) 
where sup x is the supremum of the set of distances. Wellner (1981) stated that, in the 
Glivenko–Cantelli theorem, if the sample comes from the distribution F(x), then Dn 
converges to 0 almost certainly. Nevertheless, various studies have found that the K-S test is 
less powerful for testing normality than the Anderson–Darling test (Stephens, 1974) and that 
it requires a relatively large number of data points to reject the null hypothesis properly. 
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iv) Pearson's chi-squared test 
Two random variables x and y are independent if the probability distribution of one 
variable is not affected by the presence of another. Assume fij is the observed frequency count 
of events belonging to both the i-th category of x and the j-th category of y. In addition, 
assume eij to be the corresponding expected count if x and y are independent. The null 
hypothesis of the independence assumption is rejected if the p-value of the following Chi-
squared test statistic is less than a given significance level (Moor, 1986). 
2
2
,
( )n ij ij
i j ij
f e
e
χ −=∑ . (4.6) 
 
4.4 Unit Root Test for a Nonstationary Distribution  
A major objective when analysing nonstationary time series data is to test the stationary 
of the variables. Thus, we introduce tests that are widely used in statistics, as follows. 
 
i) Augmented Dickey-Fuller test 
Augmented Dickey–Fuller test (ADF) is a test for a unit root in a time series sample, 
which is an augmented version of the Dickey–Fuller test for a larger and more complicated 
set of time series models. The ADF is a negative number and when it is more negative, there 
is a stronger reason to reject the hypothesis that there is a unit root at some level of 
confidence. The testing procedure for the ADF test is the same as that for the Dickey–Fuller 
test when it is applied to the model (Dickey and Fuller, 1981), which is given by  
1 1 1 1...t t t t t p ty y y yα β γ δ ε− − − +∆ = + + + ∆ + + ∆ +
 (4.7) 
where α is a constant, β  is the coefficient on a time trend and p is the lag order of the 
autoregressive process. Imposing the constraints 0α = and 0β =
 
corresponds to modelling a 
random walk whereas using the constraint 0β =
 
corresponds to modelling a random walk 
with drift. By including lags of the order p, the ADF formulation allows for higher-order 
autoregressive processes. This means that the lag length p has to be determined when 
applying the test and this can be fitted using AIC, which is grounded in the concept of 
entropy and offers a relative measure of the information lost, although there is a trade-off 
between the precision and complexity of the model. In brief, AIC is a tool for model selection 
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but it can also be used for selecting the lagged length of (4.7). Given a dataset, several 
competing models may be ranked according to their information criterion. The AIC equation 
is expressed as follows:
 
 
2 2 ln( )AIC k L= −   (4.8) 
where k is the number of parameters in the statistical model and L is the maximized value of 
the likelihood function for the estimated model. The unit root test is then carried out under 
the null hypothesis 0γ =
 
against the alternative hypothesis of < 0γ . Alternatively, the test 
statistic can be determined using the following equation 
ˆ
ˆ( )DF SEτ
γ
γ
=
 (4.9) 
where SE is the standard error, which equals . .S D
n
 Accepting the null hypothesis implies the 
presence of a unit root where the test statistic is less than (a larger negative) the critical value. 
 
ii) Elliot-Rothenberg-Stock test 
To improve the power of the unit root test, Elliot, Rotheburg and Stock (1996) proposed 
a local approach by partitioning the time series data. This is achieved using the p-test shown 
in (4.10), which takes the serial correlation of the error into account. This model is derived 
from the Augmented Dicky-Fuller test in (4.8), which is given by 
( ) ( ) ( )
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where SSR is the sum of squared residuals, ( )2
1
ˆ
k
kω γ
∞
=
= ∑ ; ( )kγ  are autocovariances, and  
71 ;  contains a constant
13.51 ;  contains a constant with time trend
i
i
x
T
a
x
T

−

= 
−


 
where T  is the time trend. When using exchange rates as the observed data, a contains a 
constant with a time trend. We computed the models in Section 4.3 and Section 4.4 using the 
R programming scripts (Wuertz et al., 2010).  
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Table 4.1 p-value of Normality and unit root test for the EUR-USD exchange rate datasets 
Method Statistics p-value 
Normality test    
      Anderson-Darling 36.0954 < 2.2e-16 
      Cramer-von Mises 5.66410 7.37e-10 
      Lilliefors (Kolmogorov–  
      Smirnov)  
0.10290 < 2.2e-16 
      Pearson's chi-squared 1128.76 < 2.2e-16 
Unit root test    
      Augmented Dickey-Fuller −3.1211 0.001774 
      Elliot-Rotheburg-Stock −8.6421 < 2.2e-16 
 
As a result of the testing, in Table 4.1, we found that the distribution of the EUR-USD 
exchange rates was a nonlinear and nonstationary time series whereas  p-value of all the 
testes is less than 0.05.  
The next step is to test the correlations between dependent variables, i.e., the EUR-USD 
exchange rates, in conjunction with each independent time series listed in Section 4.1. 
 
4.5 Correlation Test 
The results shown in Table 4.2 indicate that the dependent variables are nonlinear and 
nonstationary. In this step, we test the intra- and inter-correlations of the dependent and 
independent variables using the Granger causality test. In other words, the Granger causality 
test adds the lagged value of x to prove how much the past value yt-1 can affect the current 
value yt. Thus, the variable, yt in this case, is said to be Granger-caused by xt if xt can help the 
prediction of yt, or equivalently, if the coefficients on the lagged xs are statistically 
significant. Ullrich, (2009) stated that the Granger causality test is carried out by running a 
bivariate regression of the form given by  
0 1 1 1 1 1[ ... ] [ ... ]t t l t l t t l ty y y x xα α α β β ε− − − −= + + + + + + +
 
(4.11)
 
 0 1 1 1 1 1[ ... ] [ ... ]t t l t l t t l tx x x y y uα α α β β− − − −= + + + + + + +
 
(4.12) 
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For all possible (x,y) series pairs in the group, the null hypothesis is that “x does not 
Granger-cause y in (4.11) and the y does not Granger–cause x in (4.12)”. However, Granger 
causality has a limitation that the distribution of the variable must be stationary. In the next 
step, we transform the EUR-USD exchange rates, which were confirmed to have nonlinear 
and nonstationary characteristics in Section 4.3 and Section 4.4, by taking the square root, 
logarithm, exponential, etc., and then testing whether it becomes stationary. After these 
variables become stationary, we introduce a Granger causality test using different lags, i.e., 2, 
3, 4, 5 and 30 to the pair-dependent variables EUR-USD with EUR-GBP exchange rates, and 
we introduce an R program to simulate the Granger causality test (Hothorn et al., 1988).  
 
Table 4.2 Results of testing the Granger causality and AIC using different lags, with 
sample pairing between EUR-USD as yt and EUR-GBP exchange rates as xt according 
to (4.11) and (4.12) 
Description 
  p-value   
2 lags 3 lags 4 lags 5 lags 30 lags 
EUR-USD as yt  
and EUR-GBP as xt 
0.203820 0.122715 0.195479 0.006041 0.000370 
AIC −3144.891  −6021.42 −737.727 −2259.89 −8358.90 
 
Table 4.2 shows that we found different p-values, which are less than 0.05 inasmuch as 
the AIC values was more negative, clearly when running the Granger causality test with more 
lags. 
We rejected the null hypothesis when the p-values obtained from the simulations were 
less than the confidence level, which was 5% (p = 0.05). The next step is to select the best lag 
that represents each pair (model) using the same procedure (4.8, 4.9). Similarly, we used the 
same EUR-USD exchange rate variables to test the remaining independent variables, which 
are listed in Section 4.1, and then tested them with AIC. Finally, we found that only 12 
independent variables from three groups correlated with the dependent variables (at the 5% 
significant level), which are shown in Table 4.3. The group details were: i) FOREX (EUR-
CNY, EUR-GBP, EUR-JPY, EUR-RUB and EUR-CHF), ii) government bonds (10-year and 
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20-year Japanese; 1-year, 5-year and 10-year Australian; and 20-year UK gilts), and iii) 
commodities (silver and gold). 
 
Table 4.3 Datasets that correlated with the EUR-USD exchange rates 
Independent variables F-statistic p-value 
FOREX 
  
EUR-CNY 2.45847 0.0001 
EUR-GBP 2.30192 0.0003 
EUR-JPY 2.19065 0.0007 
EUR-RUB 1.90520 0.0051 
EUR-CHF 1.83181 0.0082 
Government bonds 
  
15-year Japanese 1.59032 0.0344 
20-year Japanese  1.79611 0.0102 
1-year Australian 1.96054 0.0035 
10-year Australian  1.75448 0.0132 
20-year UK gilts 1.55266 0.0424 
Commodities 
  
Silver 2.39814 0.0002 
Gold 1.71102 0.0171 
 
Table 4.3 showed that the datasets EUR-USD were correlated with another 12 
independent variables, by which the p-values were less than 0.05. 
In conclusion, 65 financial datasets were collected from Bloomberg and we tested their 
nonlinearity and nonstationary distributions, including testing their inter- and intra-
correlation. Finally, we tested the nonlinear nonstationary distribution and correlations of the 
data collected from Bloomberg and found that only 12 datasets could be used as independent 
variables in the regression models. In the next chapter, we will present the new digital filter 
for filtering and smoothing the data. After filtering and smoothing, the data become the input 
of the forecasting models in Chapter 6. 
 
 
  
 
 
 
 
 
 
Chapter 5  
A New Digital Filter  
 
Noise in the FOREX trading system are generated by i) arbitrage from both inter- and 
intra- market place, ii) price manipulation while market is quite, iii) daily squared returns of 
the high-frequency data measured by the closing price of the market, iv) high frequency and 
volatility under tick-to-tick movements (Lu and Perron, 2010), and v) close correlation 
between nominal and real rates (Mussa, 1986). Many existing filters such as EKF, WT 
particle filters cannot effectively extract high frequency and volatile time series datasets. In 
this chapter, we invent a novel digital filter, known as an ‘averaging intrinsic model function 
(aIMF)’ which is a derivative of EMD and it comprises a new algorithm that can extract noise 
whose physical characteristic is similar to white-Gaussian noise. The aIMF algorithm will be 
tested with financial applications such as FOREX and later compared its performance with 
other existing digital filters, i.e., EKF, WT and PF. 
 
5.1 Introduction to the EMD Algorithm 
The Fourier Transform technique has dominated the field of signal analysis since the 
early 1950s. However, the Fourier transform family has limitations when handling nonlinear 
nonstationary signals (Huang et al., 1998). Earlier in Chapter 2 the EMD process was 
described as decomposing a non mono-component signal into an intrinsic mode function 
(IMF), which is a type of complete, adaptive and almost orthogonal representation. Having 
tested the IMFs and found that EMD generates undesirable IMFs in the low frequency region 
(Peng et al., 2005). 
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5.2 EMD and IMF Processes 
The key part of the HHT algorithm is EMD because any complex dataset can be 
decomposed into a finite that admits a well-behaved Hilbert transform. Because the 
decomposition is based on the local characteristic time scale of the data, it is applicable to 
nonlinear and nonstationary processes (Huang and Attoh-Okine, 2005). During signal 
processing, high frequency noise from the input data may be considered as different simple 
intrinsic mode oscillations (Huang et al., 1998). In terms of signal processing, the EMD 
algorithm is viewed as an a posteriori method based on adaptive characteristic scale 
separation. This process is useful when the input signal oscillation is nonlinear and/or 
nonstationary. EMD is not a type of sampling using a fixed time slot in the time series 
because the local mean of a signal is defined by enveloping without resorting to any time 
scale. In general, EMD employs a sifting process and a cubic spline1 technique for smoothing 
and filtering a signal (Huang and Attoh-Okine, 2005). The cubic spline interpolation is 
applied as a two-sided filter, which improves the confidence interval of the dataset 
distribution.  
HHT is designed to decompose nonlinear and nonstationary signals, especially those 
with high volatility and fast frequency changes. The signal is adaptively decomposed into 
components and, after the decomposition of each step, the transformed signal is known as an 
intrinsic mode function (IMF), which includes the different time scales intrinsic to the signal. 
IMF is a mono-component and can be transformed into an instantaneous frequency. IMF 
signals have also been defined as a function with a zero mean and with as many zero 
crossings as maxima or minima. The HHT process is divided into two parts: EMD and 
Hilbert spectral analysis (HSA). Fig. 5.1 shows the EMD mechanism using a sifting process 
(Huang et al., 1998). It starts by identifying the maxima and minima points, extracting them, 
interpolating the maxima and minima envelopes, and computing the means of the local 
envelope. There are two constraints in HHT:  i) the number of extrema and the number of 
zero-crossings differs only by one, and ii) the local average is zero.  If the IMF conditions are 
not satisfied after a number of iterations of this procedure, subtract the mean from the signal, 
and repeat the same procedure using the residue signal until the IMF properties are satisfied.  
                                                 
1A cubic spine interpolation  is a spline constructed of piecewise third-order polynomials which pass through a 
set of any control points whereas the second derivative of each polynomial is commonly set to zero at the 
endpoints. 
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Fig. 5.1 Flowchart of empirical mode decomposition in the Hilbert Huang transform. 
 
In Fig. 5.2., we show that EMD begins with a series of graphs:  a) represents the input 
signal at IMF1 during iteration 0, which identifies and locates the local maxima and minima 
in, b) the envelope of the upper locals and, c) in parallel by performing lower enveloping in d) 
to e), and computing the mean of each local in f) then subtracting the mean from the graph in 
a) using the ‘residue’ obtained in lower part of graph g). This procedure is continued to 
satisfy IMFn where n is the IMFth as shown in h); and the satisfaction factors are the two 
constraints shown in Fig. 5.1. 
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a) The graph shows an univariate data/signal whose distribution is 
nonlinear and nonstationary 
 
    
b) At the same signal/data from a); we plotted maximum points  
 
 
c) From b), we enveloped or interpolated through all the maximum points  
 
 
d) The same approach in b) applied to the graph in d); we plotted minimum points  
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e) From d), we enveloped or interpolated through all the minimum points 
 
f) From e) we average out the area covered by each local maximum 
and minimum   points, and called the averaged line as a residue 
 
 
g) Similarly to the graph h), two graphs showed the development of a residue 
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h) By running much iteration, we created a number of IMF (1-6); and the rectangular  
graph shown at the last of the picture is the final IMF which is the last residual. 
 
Fig. 5.2 Graphs a) to h) represent IMFs at much iteration in EMD process. The x-axis   
            represents data in time series and the y-axis represents the amplitude without  
            unit term. (The images were retrieved from http://perso.ens-
lyon.fr/patrick.flandrin/emd.html). 
 
Let’s define that a nonlinear and nonstationary time series dataset is denoted as xi(t). The 
IMF, ci(t) is defined under the conditions that: i) the numbers of extrema (maxima plus 
minima) and zero crossings in the entire data series must either be equal to or differ by at 
most one; and ii) at any point, the mean value of the envelope defined by the local maxima 
and that defined by the local minima, must be zero (Huang et al., 1996). These conditions are 
met  
( ) ( ) ( ),
( ) ( ) ( ) 1
i i i
i i i
nu t nL t nZ t
nU t nL t nZ t
+ = 
 + = ± 
  (5.1)  
                      and 
 
( ) ( ) 0
2
i iU t L t+ 
=  
  
where nUi(t), nLi(t) and nZi(t), are the values of the maxima (upper peak), minima (lower 
peak) and zero crossing, respectively. The EMD algorithm can be represented as follows. 
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Step 1: Spline xi(t) by interrelating using Ui(t) and Li(t,) which is given by 
{ }int 1int 2int 3int int( ), ( ) ( ), ( ), ( ),...., ( )i i nf U t x t U t U t U t U t=  (5.2) 
and 
{ }int 1int 2int 3int 1int( ), ( ) ( ), ( ), ( ),...., ( ).i if L t x t L t L t L t L t=  (5.3)  
The algorithm used for parabolic interpolation can be described as follows. 
i) When constructing the upper and lower envelopes, we calculate the parabola 
coefficients of ax2+bx+c using x(k-1), x(k),(k+1) 
ii) If the second-degree coefficient, a, equals zero, is x(k) is certainly not an 
extremum so the sliding window moves further on a discrete value of x(k). 
iii) If the first-degree coefficient, b, equals zero, x(k) is an extremum, either a 
maximum or  minimum, depending on the sign. We then calculate the top of this 
parabola by introducing ; similarly, applying to the bottom part of the 
parabolic curves. 
iv) Repeat ii) and iii) and stop after executing x(k+n). 
Finally, we explore the upper maxima and lower minima using (5.2) and (5.3).   
 
Step 2: Average the maxima and minima in order of the time series, which is represented as 
1int 1int 2 int 2 int 3int 3int int int( ) , , ,..., .
2 2 2 2
n n
i
U L U L U L U L
m t
+ + + +
=  (5.4) 
 
Step 3: Subtract the xi(t)
 
from the average of the local extrema (maxima and minima) mi(t) in 
order of the time series, and the new decomposed signal is  
( ) ( ) ( )i i ih t x t m t= − .
     
(5.5) 
 
Step 4: Repeat steps (i) through (iii) k times until 1 ( )kh t equals c1(t). Using (5.5) where
1( 1) 1 1( ) ( )k k kh t m h t− − = , we designate c1(t) as the first IMF. 
 
 
Step 5: Find other IMFs by calculating the first residual, which is given by 
2
bttop a
−
=
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1 1 1( ) ( ) ( ).r t x t c t= −    (5.6) 
We derive 2 3 4( ), ( ), ( ),..., ( )nc t c t c t c t ; thus, 1 ( )r t  is treated as a new dataset in the next 
loop, which is completes after obtaining cn(t).This procedure is represented by 
2 1 2( ) ( ) ( )r t r t c t= −   (5.7) 
     …………. 
1( ) ( ) ( )n n nr t r t c t−= − .  (5.8) 
IMFs are narrowed band, zero-mean signals and the signal is decomposed into k IMFs by 
EMD, so each IMF is located in lower frequency regions in the time-frequency domain than 
the lagged signal. EMD can act as a dyadic filter bank for noise (Flandrin, Rilling and 
Goncalves, 2004) and can be expressed as follows.  
1
( ) ( ) ( )
n
n n
i
x t r t r t
=
= +∑   (5.9) 
where x(t) is a given signal which refers to the original data,  rn(t) stands for a residual  and 
the ‘modes’ {dn(t), n = 1, . . . N} are constrained to be zero-mean AM-FM signals. 
HHT comprises another function, HSA, which can be used as a tool for the time-
frequency analysis of nonlinear and nonstationary2 datasets, presenting the results as a time-
frequency-energy distribution (Huang and Shen, 2005). For a comprehensive explanation of 
the Hilbert transform, refer to Cohen (1995). Given a real signal ( )x t , the analytic signal ( )z t  
is defined as 
( ) ( ) ( )z t x t iy t= +
                                                (5.10) 
where ( )y t is the Hilbert transform defined using the Cauchy principle value (denoted by p.v.) 
of ( )x t , i.e.,  
( )( ) [ ( )] . . ( )
xy t H x t p v d
t
τ
τ
pi τ
+∞
−∞
= =
−
∫ .                       (5.11) 
We can define the complex signals, amplitude ( )A t  and phase ( )tψ  as follows (Huang 
and Okine, 2005):   
2 2( ) ( ) ( ) ( )A t z t x t y t= = +                         (5.12) 
                                                 
2
   A nonstationary value is a signal where the mean and variance are not constant. 
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( )( ) arg ( ) arctan ( )
y t
t z t
x t
ψ = =
                                (5.13) 
where the time-varying phase or instantaneous frequency ( )tω  can be given as ( )( ) d tt
dt
ψ
ω = .                                                    
Huang and Shen, 2005 determines the original signal as  
1
( ) Re ( )exp( ( ) )
n
i i
i
x t A t j t dtω
=
= ∑ ∫                         (5.14) 
where {}Re . denotes real part of the complex quantity. 
Using (5.14) and performing the Hilbert transform on each IMF ( )nc t , the analytical data
( )x tɶ  can be expressed in terms of the Hilbert amplitude and instantaneous frequency, as 
follows: 
     
1
( ) ( ) exp ( ) .
n
i i
i
x t r t j t dtω
=
 =  ∑ ∫ɶ                        (5.15) 
The amplitude and instantaneous frequencies can be represented in a 3-D plot where the 
amplitude contour is shown in the time–frequency plane, see Fig.5.13_5.15. In summary, the 
HHT model comprises two main parts: EMD and HSA. EMD under a cubic spline and sifting 
technique decomposes the original signal into IMF. HSA calculates the instantaneous 
frequency using the Hilbert transform and analyses the entire time-varying instantaneous 
spectrum. It is crucial to mention that the analysis of the Hilbert spectrum is conducted to 
view the spectrum after the EMD process is finished. 
Our first simulation was based on the attributes from (5.1) to (5.15). First, we retrieved 
2322 sets of EUR-USD exchange rates from between 3 January 2001 and 13 August 2011. 
The data series excluded the weekends, bank holidays and missing data. We decomposed the 
original signals/datasets from the simulation using the R programming scripts (Kim and Oh, 
2013). The EMD process in (5.8) stops when the residual rn(t) becomes either over-distorted 
or a monotonic function from which no further IMF can be decomposed (Huang, Shen, and 
Long, 2005). Results from the simulations showing that there were seven IMFs with the 
characteristics of each IMF decomposed as appear to be different, which are depicted in detail 
in Fig. 5.3 a) to h). From (a) to (h) each picture consists of plots of amplitude-time computed 
under EMD scripts the R programming scripts (Kim and Oh, 2013), including the plot of the 
original signals which are EUR-USD exchange rates. 
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a) plot of the original datasets/signals, EUR-USD 
 
        
b) After the first EMD process, the signal at IMF1 shows a very high vitality 
 
        
c) Similar to b), the signal at IMF2 shows less volatility 
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      d) After the third EMD process, the signal at IMF3 shows smoother than the IMF2 signal 
 
      
e) The trend of each local signal at IMF4 seems to be shift to normal distribution  
 
       
f) Similar to e), the local signal at IMF5 move toward normal distribution 
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g) At IMF6 the local signal is a normal distribution 
 
 
h) some of the signal at IMF7 is skewness but its local characteristic 
            remain as normal distribution 
 
Fig. 5.3 Graphs (a) to (h) show plots from IMF1 to IMF7in amplitude –time domain. The x-
axis represents the time series of the data collections data whereas the y-axis 
represents EUR-USD exchange rate. 
 
From Fig. 5.3 a) to h) the original datasets are gradually transformed to be a series of 
normal distribution. This could be a potential benefit since those datasets which are normally 
distributed can be virtually seen as noise, subject to the hypothesis testing of noise in Section 
5.3.4.   
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In the next section, we propose a new digital filter for extracting unwanted signals, e.g., 
from the nonlinear nonstationary time series signals of the EUR-USD exchange rates, by 
modifying and creating a new algorithm to the EMD process.  
 
5.3 Creating the aIMF Algorithm 
Kaslovsky and Meyer (2010) explained that a meaningful instantaneous frequency (IF) 
decomposed by the EMD algorithm must be nearly monochromatic, of which a condition that 
is not guaranteed by the algorithm and fails to be met clearly when the signals is corrupted by 
noise. Several reports demonstrated that the EMD performance is likely sensitive and 
produces a large quantity of noise (Huang and Shen, 2005) and (Flandrin, Rilling and 
Goncalves, 2004). Moreover, the accuracy of HHT analysis suffers from several 
mathematical and numerical effects that require further studies.  This is mainly because HHT 
signals emerged from EMD algorithm are not shift-invariant in times (stationary) but likely  
to be full narrow band (Flandrin, Rilling and Goncalves, 2004). To reduce noise, one of the 
solutions was to normalise the analytic signal prior to Hilbert transform (Huang and Attoh-
Okine, 2005). Moreover, Peng et al, (2005), studied how to improve the HHT algorithms by 
adoption of wavelet packet transform as the pre-processes to decompose the signals into a set 
of narrow-band signals prior to the application of the EMD. Wu and Huang (1999) proposed 
an ensemble empirical mode decomposition that consists of shifting an ensemble of white-
added noise signals and treats the mean as final true result, using windowed average.  
 
5.3.1 Statements of Problem  
From Fig. 5.3, we foresaw that the output of the EMD process carried noises, and it 
subjects to be verified. Referring to the studies of Huang and Shen, (2005) and Flandrin, 
Rilling and Goncalves, (2004) reported that EMD performance was most likely sensitive and 
could produce a large quantity of noise. Additionally, Peng et al. (2005) proposed a crucial 
report that the noise in EMD process was located in the low frequency region. At this stage, 
we can consolidate the statements of problems as follows: 
i) Can each IMF represent noise of which their characteristics are similar to white 
Gaussian noise that is flat over power spectral density? 
ii) Is noise in the EMD process accumulated mostly in the low frequency region?  
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5.3.2 Theoretical Consideration 
To test the hypotheses in 5.3.1, there are guidance and facts as follows: 
i) The amplitude and time representation of IMF shows that with more iteration, 
the local signals are increasingly transformed into a series of normal 
distribution; see Figure 5.3. The normal distribution of all IMF passing zero-
crossing embedded with noise which is i.i.d. where N(0,σ2).  
ii) The studies of Huang and Shen (2005); (Flandrin, Rilling and Goncalves (2004); 
and Peng et al. (2005) affirmed that noise in the EMD process were accumulated 
mostly in the low frequency region. 
iii) In financial application, the unwanted signals shifted to the low frequency 
region, because of dynamic changes in the exchange rates with low volume 
trades, e.g., retail sales fluctuating at the end of trading hours. 
With more iterations, the residual rn(t) becomes either over-distorted or a monochromatic 
function from which no further IMF can be decomposed (Huang, Shen, and Long, 2005), see 
(5.8). The other study confirmed that all the real complex quantity of all IMFs decomposed 
i.e., IMF1 to IMF7 which are in amplitude-frequency domain shifted to the lower region Peng 
et al. (2005). It is therefore safe to assume with a proof later in Section 5.3.2 that i) each IMF 
decomposed contains noise and ii) the spectrum of signal and noise shifted to low frequency 
region. To reduce noise produced in the EMD process, we propose a newly invented 
algorithm called ‘averaging intrinsic mode function’ (aIMF). This achieved by averaging all 
IMFs and then subtracting them from the original signals as demonstrated in Fig. 5.4. From 
(5.8), we average all IMFs decomposed from all of the iterations,  cn(t) and termed to ca(t), in 
which represents by (Premanode, Vongprasert, and Toumazou, 2013) 
.  (5.16) 
Next, we subtract the averaged IMF in (5.16), ca(t),  from the original nonlinear, 
nonstationary times series datasets,  xn(t). Thus, a new digital filter is created, which is given 
by 
( ) ( ) ( ) ( )n n aaIMF t y t x t c t= = −      (5.17) 
where yn(t) is a function of the aIMF algorithm. 
n
i
i=1
a
c (t)
c (t)=
n
∑
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Fig. 5.4 Block diagram of the proposed aIMF algorithm. 
 
From the original signals, we entered them into EMD process. As a result, we obtained a 
number of IMFs whose process conformed to the two conditions described in Section 5.2. 
that the numbers of extrema (maxima plus minima) and zero crossings in the entire data series 
must either be equal to or differ by at most one; and at any point, the mean value of the 
envelope defined by the local maxima and that defined by the local minima, must be zero 
(Huang et al., 1996).  
 The novel began with averaging all the IMFs (5.16) and subtracted the averaged IMFs 
with the original signals (5.17), and termed to aIMF. Finally, we achieved a new signal, 
which was filtered with the EMD process.  
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a) The original signals with amplitude-frequency plot 
 
 
b) After the first iteration, IMF1 spectrum spread across the x-axis 
 
      
c) The IMF3 spectrum moved forward to the left of the x-axis 
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d) Similar to c) 
    
    
      e) The final IMF (7) 
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f) Subtracting the averaging IMF1-7, we obtain a new filtered signal aIMF 
 
Fig. 5.5 Graphs (a) to (f) show plots from Original signals, IMF1 to IMF7 and 
aIMF in amplitude-frequency domain after HHT whereas the X-axis 
represents real complex quantity. The y-axis and x-axis are real complex 
quantity derived by HHT transform; and they do not represent the real 
value of the original signals. 
 
 As shown in Fig. 5.5 a) to f), we can introduce HSA to transform the IMFs and aIMF 
from the time domain into amplitude-frequency domain. It is noted that the y-axis and x-axis 
are real complex quantity derived by HHT transform; and they do not represent the real value 
of the original signals. To simplify the presentation and avoid a redundant, Fig. 5.5 shows 
graphs of some IMFs and skipping the plots of IMF2, 4 and 6. Referring to the graphs from a) 
to f), we inevitably, confirmed that the noise in the EMD process were accumulated mostly in 
the low frequency region (Huang and Shen, 2005), (Flandrin, Rilling and Goncalves, 2004), 
and (Peng et al., 2005).  
 
5.3.4 Hypothesis Testing of Noise  
This section is to test that each IMF represents noise of which their characteristics are 
similar to white Gaussian noise that is flat over power spectral density and the noise in the 
EMD process accumulated mostly in the low frequency region, referred to Statement of 
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Problem in Section 5.3.1. The datasets for testing the hypotheses are aIMF derived from 
EUR-USD, exchange rates under the following procedure.  
i) Population for 2322 datasets of EUR-USD exchange rates (original signals) 
ii) Generating a set of noise with sine waves at frequency of 1, 5 and 10Hz, and 10% 
amplitude of the original signals with 5%, 10% and 15% random sampling 
distribution 
iii) Generating EUR-USD, exchange rates with  the EMD process, and   
iv) Plot with HSA. 
The process of Hypothesis testing begins with preparation of the data in items i) to iv), 
then randomly add noise in the item ii) to the population item i) in time series, and termed to 
‘Original datasets + Noise’. To add noise, we created three sets of sine wave at frequencies in 
Hz of 1, 5 and 10 with 10% amplitude of exchange rates for each frequency spectrum. The 
distribution of noise are 5%, 10% and 15% over the exchange rates xn(t), in which are i.i.d. 
where N(0,1), detail in Table 5.1. Fig. 5.6 shows the x-axis representing 100 data points in the 
time series and the y-axis represents the amplitude of the EUR-USD exchange rates. 
 
 
Fig. 5.6 Three sets of sine waves as frequencies in Hz of 1, 5 and 10 with the 
amplitude at 10% of exchange rates for each frequency spectrum. 
 
The adding of each noise into the nonlinear non stationary time series datasets, EUR-
USD can be expressed by  
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( ) ( ) ( )
ng n ngx t x t tε= +  (5.18) 
where  is xng(t) the original signal with the noise xn(t), is the original datasets and  is the 
added noise with i.i.d. N(0,1) at frequencies in Hz of 1, 5 and 10 with 10% of exchange rates 
for each frequency spectrum.  
 
Table 5.1 Noise randomly added to original signals/datasets 
Size: A(t) = 0.1 Population (%) 
1Hz 5%  10% 15% 
5Hz 5%  10% 15% 
10Hz 5%  10% 15% 
 
   Using the benefits of (5.17) and Statements of Problem in 5.3.1, we design eight 
different types of IMF filters, which are IMF1-7 and aIMF, detail in Table 5.2.  
 
Table 5.2 Type of IMFs filter derived by EMD process 
Filter Description 
F1 ‘Original datasets + Noise’ – IMF1 
F2 ‘Original datasets + Noise’ – IMF2 
F3 ‘Original datasets + Noise’ – IMF3 
F4 ‘Original datasets + Noise’ – IMF4 
F5 ‘Original datasets + Noise’ – IMF5 
F6 ‘Original datasets + Noise’ – IMF6 
F7 ‘Original datasets + Noise’ – IMF7 
aIMF ‘Original datasets + Noise’ – averaged IMF (1 to 7), ca(t) 
 
Once the data and information are complete, we can write hypothesis as follows: 
Hypothesis 1: The problem is to verify that noise generated from the EMD process spread 
over the spectrum of the population, EUR-USD. Thus, the first hypothesis can be expressed 
by: 
( )g tε
  
 
A New Digital Filter 58 
 
 
 H01: (Original datasets + Noise before simulation)k ,< (Original datasets + Noise 
after simulation)k where k is type of  filter (k=1,2,3,…,K), meaning that  
H11: At least the result in one k is different. 
 
Hypothesis 2: The problem is to quantify that the low to high degree of performance of the 
filters in Table 5.2 are in the order of F1, F2,…,aIMF,  respectively. Thus, the second 
Hypothesis can be expressed by: 
 H02: F1<F2<F3<F5<F6<F7<aIMF where F is performance of the filter Fi and i 
=1,2,3…,aIMF,  referenced in Table 5.2. 
H12: At least the result all experiments is different. 
Since the data used in these experiments are nonlinear and nonstationary, we cannot 
introduce t-test and f-test for as test statistic. Therefore, we introduced an empirical method 
by manually analyse the datasheets, in addition, to using frequency distribution as depicted in 
Fig. 5.5, to analyse all the spectrum. As a result shown in Fig. 5.3,  all the real complex 
quantity of the IMFs which are in the amplitude-frequency domain were complied with Peng 
et al.’s study (Peng et al., 2005). This could demonstrate that the IMF spectrum of high 
frequency region i.e., IMF1, IMF2 and IMF3 shifted to the lower frequency region.  
 
 
Fig. 5.7 Graphs demonstrating the performance comparison of the ‘Original datasets + 
noise’ and aIMF using the curve of the original datasets as a reference. 
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To respond to H01 and H11, we selected the data EUR-USD exchange rates, the original 
datasets filtered by the aIMF, and the original datasets adding noise, and assigned them to the 
x-axis and two sets of y-axis (Y1 and Y2). To compile (5.43), we simulated each noise at the 
time e.g., noise of 1Hz, 10% amplitude with 5% random distribution. We drew three plots, 
i.e., the original datasets (Y2), the ‘Original datasets + noise’ showing a plot of sine wave at 
1Hz with 10% amplitude (Y1) and aIMF (Y1).  Though there were many types of the noise 
being tested, for ease of presentation, we limit plotting only to the plot whose sampling 
distribution of noise was 5%. Since the plots of the sine waves at 5Hz and 10Hz would be 
similar to the plot of 5Hz, we intend not to plot them. Similarly, we ignore to plot the 
sampling distributions of 10% and 15%, and the plots of other filters (F1 to F7). From Fig. 
5.7, we analysed the plots and found that the curve of aIMF was resided in the curve density 
of ‘Original datasets + noise’. Furthermore the curve of the ‘Original datasets + Noise’ before 
the simulation is greater than the curve of the ‘Original datasets + Noise’ after the simulation; 
all three curves were agreed in the direction.  Therefore, we  accept H01 and reject H02. At this 
state we may confirm that the aIMF algorithm be a strong candidate for filtering the nonlinear 
nonstationary time series datasets.   
The next step is to respond to H02 and H12 by measuring the performance of the all filters 
in Table 5.2 using two steps of loss estimation. The first loss estimator classifies a predicted 
signal whose local signal vertically moves in the same direction of the original signal. If not, 
we will regard them as unwanted signals and substitute them with zero for calculation in the 
second loss estimator. The two loss estimators are as follow: 
i) Accuracy count which is the upward and downward movements relative to the 
mean reversion points in the graphs of outcomes of the simulations compared 
with the graph of the original datasets.  
ii) MSE, MAE, MAE, MAPE, R2, AIC and BIC.     
Table 5.3 indicates that ranking performance of the filters from high to low which are 
from aIMF, F7, F6,…,F1, respectively. Overall, we analysed that the loss estimators of all 
filters are agreed with the H02, Therefore we accept H02 and reject H02. Further analysis 
confirmed that the aIMF filter outperformed the other filters which are F1 to F7. 
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Table 5.3 The performance of IMF filters using EMD process  
Filter 
type 
Accuracy 
count (%) MSE MAE MAPE R
2
 AIC BIC 
IMF1 58.85 0.621430 0.499264 41.14479 0.993057 –12581 –12564 
IMF3 80.48 0.288578 0.234484 19.49755 0.996657 –14278 –14260 
IMF4 86.69 0.197783 0.160086 13.29701 0.996995 –14525 –14508 
IMF5 90.18 0.143008 0.116952 9.804826 0.997089 –14599 –14581 
IMF6 92.33 0.113007 0.092051 7.655919 0.997021 –14545 –14527 
IMF7 93.02 0.104996 0.084302 6.989602 0.997174 –14668 –14650 
aIMF 94.96 0.073108 0.059970 5.023894 0.997256 –14735 –14718 
 
From Table 5.3, we have found that the properties of the aIMF signal outperformed those 
of IMF1-7 with the high values of Accuracy count at 94.96%, MSE at 0.073108, MAE at 
0.059970, MAPE at 5.02%, R2 at 0.997256, and AIC and BIC are low negatives at –14735 
and –14718, respectively. We conclude that degree of the performance starts to degrade 
clearly when the noise frequency and distribution added to the signal become higher and 
higher, e.g., the performance of IMF at the 1Hz noise with 5% distribution is better than the 
same aIMF added noise at 10Hz with 15% distribution. At this stage, we can conclude that 
the aIMF filter can be a strong candidate for filtering noise of the nonlinear nonstationary 
time series datasets. Following, we compare the performance of the aIMF filter and its 
algorithm with other well-known digital filters i.e., EMD-Wavelet, EKF and PF in the next 
sections. 
 
5.4 Testing EMD-Wavelet as an Alternative Digital Filter 
The results from simulation of the EMD algorithm, aIMF in Section 2.2 are treated as an 
input to Wavelet transform. Helong et al. (2007) applied the WT of a signal ( )f x , which is 
defined as 
1
2( , ; , ) ( ) x bWT a b x a f x dx
aα
ψ ψ
+∞
−
−
− 
=  
 
∫ ,
 
 (5.19)
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where WT represents the calculated coefficients, a and  b  are the translation parameters and 
scale, respectively, ( )xψ is the transforming function (mother wavelet) and the bar over ψ  
indicates its complex conjugate. 
 
i. Adaptive wavelet thresholding 
A wavelet is classified as an adaptive algorithm, which is used in many fields such as 
astronomy, acoustics, nuclear engineering, signal processing and the prediction of 
earthquakes by solving partial optimized equations and reducing the random noise (Kaiser, 
1994). We then simulate a factorization of f at different resolution levels, which is given by  
1
, , , ,
,J i J i j i j i
i j J i
f c dφ ψ
+∞ +∞
=−∞ = =−∞
= +∑ ∑∑  (5.20) 
where 
,J ic  represents the information in the signal on the coarsest level, ,J iφ is the scaling 
function and
,J id  represents the details (wavelet coefficients) at the different scales necessary 
to reconstruct the function at the fine scale 0, at which the wavelet and scaling functions are 
compactly supported. 
The next step is to introduce the thresholding technique that is used to remove noise from 
each local set of
,J id , which are normally affected at different levels of the scale j, and it is 
given to (Li and Li, 2009): 
0
i i
i
i i
d d
d
d d
λ λ
γ λ
λ λ
−

= ≤
 + −
≻
≺
, (5.21) 
where γ is the indicator and λ
 
is the thresholding value. 
To find the thresholding valueλ , we introduce factorizing f  and we obtain ˆf ,
 
which 
approximates f . The error (risk) between f and its approximation ˆf  is given to: 
( ) 21
0 2
1
ˆ ˆ
, .
N
i i
i
R f f f f
N
−
=
= −∑
 
(5.22) 
In terms of the wavelet coefficients under Parseval’s identity (Palma et al., 2012), the 
transform shown in (5.22) can be expressed as 
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( ) ( )22 , ,2ˆ ˆ ˆ, .j k j kj kR f f d d d d∞ − = −∑∑
 
(5.23) 
where ∞ is inverse variation sign. We applied (5.21) and (5.23) with respect to any 
resolution level, j = 1, 2,.., J, we use Stein’s principle (Stein, 1981) to minimize the risk in 
(5.28). The thresholding value λ
 
is finally obtained as 
( )2, ,1 ˆ2 .j k j k
j k
d d
N
λ = −∑∑
 
(5.24) 
 
ii. Using loss estimators to measure the EMD-wavelet performance 
The objective of this section was to measure the performance of the EMD-wavelet 
algorithm compared with the original datasets, i.e., the EUR-USD exchange rates. We 
simulated the EMD-wavelet method using an R programming scripts in (Aldrich, 2012), with 
the original datasets with added noise (1Hz sine wave with 10% amplitude of EUR-USD) as 
the input data.  
 
 
Fig. 5.8 Graphs showing the original datasets, ‘Original datasets + 
noise’ and ‘After EMD-wavelet’. 
 
After plotting the results from the three graphs, namely; and After EMD-wavelet with the 
x-axis covering the whole range, 2322 sets, we have found that the graphs for both the 
Original datasets and Original datasets plus noise merged in the same line, leaving a poor 
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visualisation. In Fig. 5.8, we therefore intend to plot the graph where the x-axis represents the 
data points in the time series of the 1001st to 1100th ranks and the y-axis represents the EUR-
USD exchange rates. Using the same input as those in Section 5.4, there are three plots, i.e., 
the original signal dataset, the ‘Original datasets + noise’ and ‘After EMD-wavelet’. We 
analysed the plots and found a minor deviation between the ‘After EMD-wavelet’ plot and 
the plot of the original datasets. We confirmed that the EMD-wavelet might be suitable for 
filtering the nonlinear, nonstationary data, e.g., EUR-USD exchange rates, subject to 
spectrum analysis in Section 5.8. Further investigations applied a variety of estimators to 
measure the performance of the EMD-wavelet algorithm. Table 5.4 shows the performance of 
the EMD-Wavelet algorithm using loss estimators, i.e., MSE, MAE, MAPE, R2, AIC, BIC 
and Accuracy count. The next step was to test EKF as an alternative digital filter. 
 
5.5 Testing EKF as an Alternative Digital Filter 
In Section 2.4, KF was conceptualised for use in a linear system. During nonlinear 
filtering, EKF requires Jacobian mappings, which can be computationally consumed if the 
vector measurement is relatively high. Thus, limitations in computer processing may be a 
problem (Huttunen et al., 2010; Brown and Hwang, 1992). Moreover, when introducing an 
EKF to estimate a highly non-stationary data series, a known state space model must be 
incorporated along with EKF (Calabrese and Paninski, 2011). Subsequently, this may 
complicate the system design and produce an inaccurate estimation until the known state 
space model is found. In a nonlinear system, however, KF can be enhanced using a Taylor 
series to expand the state equation (5.25) and output equation (5.26) around a nominal state, 
known as a linearized KF. A summary of the linearized KF algorithm is  
1 ( , )k k k kx f x u w+ = +  (5.25)  
( )k k ky h x v= +  (5.26) 
where 1kx +  is the state of the system, K is the time index; uk is the driving function that may 
call a signal control or distribution function; kw  is a noise, i.i.d. N(0,Q), where Q is the 
covariance (matrix) of the state; kv and is another noise, i.i.d. N(0,R), where R is the 
covariance (matrix) of the measurement of noise; ky is the measured output; and f(.) and h(.) 
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are the state equation (process model) and output equation (measurement model), 
respectively. The state and output functions in the case are nonlinear functions. Thus, (5.29) 
and (5.30) are nominal states that are known (predicted) ahead of time, which are represented 
by  
1 ( , )k kx f x u+ =   (5.27) 
( )ky h x=  (5.28) 
where 1kx +  is the nominal state of the system and y  is the nominal measured output state. 
During each step, we compute the partial derivative matrices of Ak and Ck with respect to 
xk, and we obtain the following equations 
( , )k k kA f x u′=  (5.29) 
( )k kC h x′=  (5.30) 
where A and C are matrices. Next, we define ky∆ as the difference between the actual 
measurement ky and the nominal measurement ky , which is given by 
( ).k k k k ky y y y h x∆ = − = −   (5.31) 
In this state, the following linearized KF equations can be executed as follows: 
1( )T Tk k k k k kK PC C PC R −= +  (5.32) 
1ˆ ˆ ˆ( )k k k k k k kx A x K y C x+∆ = ∆ + ∆ − ∆   (5.33) 
1 ( ) Tk k k k k kP A I K C P A Q+ = − +  (5.34) 
1 1 1ˆ ˆk k kx x x+ + += +∆  (5.35) 
where Kk is the Kalman gain, Pk is the covariance of the error of the estimation and I is the 
identity matrix. 
In the linearized KF, there is a limitation that the nominal state x must be set prior the 
execution. EKF then assumes that x equals xˆ in the bootstrapping approach to the state 
equation. Thus, (5.29) and (5.30) are subsequently changed to  
ˆ( , )k k kA f x u′=  (5.36) 
ˆ( ).k kC h x′=   (5.37) 
On the condition that x equals xˆ , (5.33) can be rearranged to produce 
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1ˆ ( )k k k k kx A K y C+ = + −   (5.38) 
substitute (5.36) and (5.37) into (5.38), and the EKF equation can be represented by applying 
(5.32), (5.34) and (5.39) which is given by 
1ˆ ˆ ˆ( , ) [ ( )].k k k k k kx f x u K y h x+ = + −   (5.39) 
In the initial state where k=0, x  is predetermined using its means and Qk and Rk are 
relevant to x . In the execution mode, the measurement update (output state) adjusts the 
projected estimate based on an actual measurement at that time; see Fig. 5.9. It should be 
noted that EKF applies (5.32), (5.34) and (5.39) to update the prediction mode after the state 
is changed periodically and the Kalman gain Kk determines how the observer responds to the 
difference between its estimated output and the noisy measurement.  
To simplify this, we can present EKF as the system block diagram shown in Fig. 5.9. 
The EKF system takes an input, which is nonlinear nonstationary signals and processes 
through the output port. For any process, there is always an error when comparing the output 
to the expected target. In general, EKF uses feedback loop to minimise the error. Since the 
input is nonlinear nonstationary distribution, the EKF needs another error for compensation, 
in which it is generated from the prediction model. Two errors arisen from the system and the 
prediction model are then being optimised and ready to send to correction model via kalman 
gain. The gain is predetermined value to set up threshold of the error, not to be out of the 
target boundary. Finally, the next state of input generated by the prediction model is 
optimised with the absolute errors located in the correction model, and it yields the corrected 
prediction value. 
 
  
 
A New Digital Filter 66 
 
 
 
Fig. 5.9 System block diagram of EKF. 
 
Using the same input as those in Section 5.4, we computed the EKF algorithm using R 
programming scripts in (Claus, Lundbye, and Anette 2012). Next, we introduced the 
‘Original datasets + noise’, whereas the noise is 1Hz sine wave with 10% amplitude of EUR-
USD, ‘Original datasets + noise’, whereas the noise is 1Hz sine wave with 10% amplitude of 
EUR-USD, as the input data. The result of the EKF algorithm was compared with the original 
datasets and the original datasets with added noise, which are shown in Fig. 5.10. To simplify 
the presentation and avoid poor visualisation from plotting the whole data range of 2322 sets, 
we selected a data range from the 1001th top the 1100th rank. Moreover, Table 5.4 shows the 
performance of the EKF algorithm using loss estimators i.e., MSE, MAE, MAPE, R2, AIC, 
BIC and Accuracy count. The next step is to test PF as an alternative digital filter. Fig. 5.10 
shows a new signal that was filtered using the EKF algorithm.  
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Fig. 5.10 Graph showing the original datasets, ‘Original datasets + noise’, 
and ‘After EKF’. 
 
In Fig. 5.10, the x-axis represents the data points in the time series of the 1001st to 1100th 
ranks and the y-axis represents the EUR-USD exchange rates. There are three plots, i.e., the 
original signal dataset, the ‘original datasets + noise’ and ‘After EKF’. We analysed the plots 
and found a high deviation between the ‘After EKF’ plot and the plot of the original datasets. 
Therefore, we confirmed that the EKF algorithm would not be suitable for nonlinear 
nonstationary data, e.g., EUR-USD exchange rates, which was similar to the problem with the 
EMD-wavelet. Further investigations applied a variety of loss estimators to measure the 
performance of the EKF algorithm. We detected a weak point when using EKF if the input 
data were highly volatile with highly frequent states (weakly stationary), e.g., exchanges rate 
data after the opening time.  This was because the predicted error used in the underlying state 
fed back to the next current state, which deviated greatly from the error of the measurement 
state. At the correction point, therefore, the deviations of these errors might not depend on the 
degree of high volatility in the input state when the distributions are multi-model or skewed 
(Bar-Shalom et al., 2001). 
 
5.6 Testing the Particle Filter as an Alternative Digital Filter 
Sanjeev et al. (2002) explained that PFs have received much attention in various fields 
over the past decades and they are based on the Monte Carlo and recursive Bayesian filter 
methods. The basic principle of PF is to use a set of weighted samples, also known as 
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particles, to approximate the posterior probability of a time-varying signal of interest, given 
related observations. PFs generalize traditional KFs and can be applied to nonlinear and non-
Gaussian state-space models. In this section, we introduce the theoretical consideration of the 
PF model and its simulation, which used input data from the original datasets, i.e., the EUR-
USD exchange rates, and the filtered datasets produced by the aIMF algorithm in Chapter 5.  
The theoretical considerations of the PF model start by considering a hidden Markov 
model (HMM) that observes the outputs xi indirectly using state yi, and we can specify a 
simple model as follows: 
1 1
1
~ ( )
( )k k
x x
f x x
µ
−
 in state equation (transition) for k > 1  (5.40) 
and  
( )k kh y x
 
in measured state (observation)  (5.41) 
where f(.) and h(.) are the state equation (process model) and output equation (measurement 
model), respectively and  all states are homogeneous, and the probabilities of transitions and 
observations are independent of time, see Fig. 5.11 where xk-1, xk and xk+1 are latent variable 
and yk-1, yk and yk+1 are hidden Markov variable. 
 
    
Fig. 5.11 HMM showing the transition and observation states. 
 
The goal is to estimate xn, given all observations up to point (y1:n). Alternatively, we need 
to find the posterior distribution of 1: 1:( )n np x y . Using Bayes, we end up with two steps as 
follows: 
Update step:  
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1: 1
1:
1: 1
( ) ( )( ) ( )
n n n n
n n
n n
h y x p x y
p x y
p y y
−
−
=
 
 (5.42)  
Prediction step: 
1: 1 1 1 1: 1 1( ) ( ) ( )n n n n n n np x y f x x p x y dx− − − − −= ∫  (5.43) 
In a normal circumstance, we have found that these distributions were intractable, 
especially the nonlinear and Gaussian model in closed form. The solution was to approximate 
the distributions using a large number of samples (particles). To address the problems in 
(5.42) and (5.43), it might not be too difficult to appropriate the intractable integrals 
appearing in those equations directly, where the alternative is to use important sampling or 
sequential importance sampling (SIS). The advantage of SIS is that it does not guarantee to 
fail as t increases and it becomes more and more skewed, especially when sampling high-
dimensional spaces (Gilks et al, 1996). 
Thus, we propose a bootstrap PF, which is an iterative method of Bayesian inference for 
a dynamic state space. The algorithm of the bootstrap PF model is described as follows:  
i) Assume ( )1 1k kp x y− −  is the posterior probability distribution at k-1 where the 
transition state (state equation) is
 
( ){ }1 1 1, ; 1,2, ,i ik k kS x w i N− − −= = …   
ii) Resample ( )1k kp x x − , which is the prior probability distribution at k-1 using the 
bootstrap algorithm  
iii) Find a weight by Monte Carlo integration using ( )1 1k kp x y− − and ( )1k kp x x −  to 
obtain, ( ) ( ) ( )1 1 1 1 1 1i ik k k k k k k k
i
p x x p x y dx w p x x
− − − − − −
⋅ ≈ ∑∫  
iv) From iii), use ( )1 1i ik k k
i
w p x x
− −∑  to estimate the particle at k-1 and obtain
( ){ }1 1 1ˆ ˆ ˆ, ; 1,2, ,i ik k kS x w i N− − −= = …    
v) Update the likelihood function ( )k kp y x with 1ˆikx − and 1ˆ ikw −    
vi) From v) use the new updated likelihood to update ( )k kp x y , which is the posterior 
probability distribution at k using a normalised weight from time to time. The weight 
can either be the averaging of all the weights or the last weight only 
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vii) Finally, we obtain ( )k kp x y the posterior probability distribution at k. 
The next step is to compute the PF algorithm using R programming scripts (Aaron et al., 
2012) by introducing the ‘Original datasets + noise’, whereas the noise is 1Hz sine wave with 
10% amplitude of EUR-USD, as the input data. Next, we compared the PF algorithm with the 
original datasets and the original datasets with added noise, which are shown in Fig. 5.12. To 
simplify the presentation, we select the data range from the 1001th to the 1100th rank. 
Moreover, Table 5.4 shows the performance of the PF algorithm using loss estimators, i.e., 
MSE, MAE, MAPE, R2, AIC, BIC and Accuracy count.  
 
 
Fig. 5.12 Graph showing the performance of ‘Original 
datasets + noise’ and ‘After Particle filter’. 
 
To simplify the presentation and avoid poor visualisation from plotting the whole data 
range of 2322 sets, In Fig. 5.12, we assigned the x-axis represents the data points in the time 
series of the 1001st to 1100th ranks and the y-axis represents the EUR-USD exchange rates. 
After the plotting, here are three graphs, i.e., the original signal datasets, ‘Original datasets 
+noise’ and ‘After Particle filter’. We analysed the plots and found a high deviation between 
the ‘After Particle filter’ plot and the plot of the original datasets. Therefore, we confirmed 
that the PF algorithm was not suitable for nonlinear, nonstationary data, e.g., EUR-USD 
exchange rates, because of similar reasons given for the simulation results with the EMD-
wavelet and EKF algorithms. Further investigations applied a variety of estimators to measure 
the performance of the PF algorithm. We detected a weak point using PF when the input data 
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were highly volatile with highly frequent states (weakly stationary), e.g., exchanges rate data 
after opening time.  The disadvantage of this algorithm was that during the prediction step, 
the particles were relocated in the state space without knowledge of the current measurement
1ty + . Thus, some regions of the state space with a potentially high posterior likelihood might 
be omitted during the iteration, leading to a reduced tracking performance. This drawback 
could be accommodated by using importance sampling (proposal distribution). 
 
5.7 Comparison of the Performance of the aIMF, EMD-wavelet, EKF and 
PF Algorithms 
In Section 5.4 to Section 5.6, the main objectives were to compare the performance of 
the aIMF, EMD-wavelet, EKF and PF algorithms with the original datasets, i.e., the EUR-
USD exchange rates. In this example, we introduced a variety of loss estimations, i.e., MSE, 
MAE, MAPE, R2 and Accuracy count.  The performance of each algorithm is measured by 
firstly adding random deterministic noise to the original datasets as shown in (5.18) and Fig. 
5.6. The results consolidated in Table 5.4 showed that the MSE, MAE and MAPE 
measurements of the aIMF algorithm were the smallest. In terms of Accuracy count, the 
performance of other algorithms was more or less the same, in which are about 50%, whereas 
the aIMF’s is 94.96%. Finally, the R2 of the aIMF algorithm was relatively high compared 
with the other models. The second best model was EMD-wavelet, followed by The EKF 
algorithms which outperformed the PF algorithm. We conclude that in the scenario of 
filtering any nonlinear nonstationary time series, i.e., EUR-USD exchange rates, the aIMF 
algorithm performed the best, compared with those of EMD-wavelet, EKF and PF algorithms. 
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Table 5.4 Comparison of the aIMF, EMD-wavelet, EKF and PF algorithms 
Estimator aIMF EMD-wavelet EKF PF 
MSE 0.073108 0.0119636 0.0072393 0.24297979 
MAE 0.059970 0.0880291 0.0666334 0.36997116 
MAPE 5.023894 7.4360487 5.6231318 31.1282590 
R2 0.997256 0.7509 0.8402 0.0007 
AIC –14735.0 –6799.07 –6312.97 –5131.53 
BIC –14718.0 –5963 –6298.68 –5089.27 
Accuracy count (%) 94.96 51.91 50.32 50.23 
 
In Fig. 5.13, the 3-D graphs show the amplitude-frequency-time representations derived 
from the four algorithms: a) aIMF, b) EMD-wavelet, c) EKF and d) PF. These graphs are 
compared with the graphs in e) the original datasets, i.e., EUR-USD exchange rates. During 
the plotting, we rotated each graph into every possible combination of representations, which 
are shown in Fig. 5.14 and Fig. 5.15, where Fig. 5.14 represents the amplitude and time with 
a 3-D effect, and Fig. 5.15 represents the amplitude and frequency with a 3-D effect. In the 
amplitude and time plane, we found that the graphs representing EKF and PF deviated 
significantly from the graph of the original datasets, as shown in Fig. 5.13, Fig. 5.14 and Fig. 
5.15. Those two graphs extended outside the actual range, i.e., the amplitudes are $2.80 to 
€1.00. This phenomenon also occurred in the amplitude and frequency plane. After this full 
analysis, we are confident that EKF and PF are not suitable for handling strictly stationary 
datasets and the rationale is provided at the end of Section 5.6 and Section 5.7. The next 
comparison was between the aIMF and EMD-wavelet algorithms. It was clear that that the 
EMD-wavelet graph over fitted a number of local minima in the low and high frequency 
range as well as the medium to high time domain. This was because the wavelet algorithm 
employed relative sampling, which depends on a trade-off between the resolution and 
frequency of the mother wavelet. There was nothing that we could do because it was 
compiled to Uncertainty Principle (Heisenburg, 1927, cited by Kadane, 2011) , which placed 
a fundamental limit on the precision of simultaneously knowing certain pairs of physical 
properties of a particle, such as position x and momentum p. The more precisely the position 
of some particle is determined, the less precisely its momentum can be known, and vice 
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versa. It is also vital to mention that the EMD process using splining does not aims to 
transform the distribution characteristics of the source signal because it has merely smoothen 
the signals and filters the noise as a part of the new algorithm, aIMF.   
We noted that Fig. 5.13-5.15 are displayed only for the purpose of viewing the different 
representations of the algorithms, namely; Original signals, aIMF, EKF, and PF. The real 
measurements of those algorithms have been showed in Table 5.4. 
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a) aIMF b) EMD-WT 
   
  
c) EKF d) PF 
     
 
e) Original datasets 
 
Fig. 5.13 3-D graphs showing real complex quantity of the amplitude-frequency-time 
representations of the four algorithms: a) aIMF, b) EMD-wavelet, c) EKF and d) 
PF, which are compared with e) the original datasets. 
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a) aIMF b) EMD-WT 
 
   
c) EKF d) PF 
 
 
e) Original datasets 
 
Fig. 5.14 3-D graphs showing real complex quantity of the amplitude-frequency-time 
representations of the four algorithms rotated to fit the amplitude and time planes: 
a) aIMF, b) EMD-wavelet, c) EKF and d) PF, which are compared with e) the 
original datasets. 
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a) aIMF b) EMD-WT 
 
  
c) EKF d) PF 
 
 
e) Original datasets 
 
Fig. 5.15 3-D graphs showing real complex quantity of the amplitude-frequency-time 
representations of the four algorithms rotated to fit the amplitude and frequency 
planes: a) aIMF, b) EMD-wavelet, c) EKF and d) PF, which are compared with e) 
the original datasets. 
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At this end of this chapter, we conclude that the proposed aIMF algorithm is a strong 
candidate digital filter for filtering highly volatile and strictly stationary time series datasets. 
The benefits of this filter are the optimization of complex signals and enhancing the 
capabilities of the prediction models in the next chapter.   
  
 
 
 
 
 
 
Chapter 6 
Prediction Models 
 
In Chapter 2, we introduced the digital filter family, namely; FIR, infinite impulse 
response (IIR) filters, adaptive filter, Extended EKF, PF, WT and EMD. In Chapter 3, we 
classified forecasting models used by econometrics and statistical learning theory-machine 
learning, and propose the basic step of forecasting tasks, which included problem definition, 
gathering information, preliminary analysis, choosing and fitting models and methods for 
performance measurement. In Chapter 4, we collected 65 datasets from Bloomberg related to 
financial trading, in which were daily trade from the year 2001 to 2011. Later, we tested their 
normality, stationarity and correlations. In Chapter 5, we proposed a new novel digital filter, 
known as aIMF, in which it can be used for filtering and smoothing nonlinear, nonstationary 
time series data, e.g., EUR-USD, before they are entered into prediction models. This section 
we introduce the SVR models for prediction the datasets filtered and smoothened with the 
aIMF algorithm. We create a new technique that used to optimise the SVR model, called 
multiclass. Finally, the simulation results of the multiclass SVR model are compared with the 
current forecasting models, namely; autoregressive integrated moving average (ARIMA), 
smooth transition autoregressive (STAR), Markov chain regime-switching generalised 
autoregressive conditional heteroskedasticity (MS-GARCH), Markov chain regime-
switching regression (MSR), and Markov chain Monte Carlo (MCMC) regression. 
 
6.1 Introduction to Prediction Models 
This chapter describes a range of prediction models used in interdisciplinary studies 
such as signal processing, econometrics and statistical learning theory. The  current 
forecasting models, which are ARIMA, STAR, MS-GARC, MSR, and MCMC regression are 
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used to compare with our proposed forecasting model which is originated by combing the  
aIMF algorithm with a new technique for optimising the SVR model. The new optimisation 
technique classifies the datasets with mean reversion technique and measure each group of 
datasets classified with coefficient of variance (CV), and termed as multiclass. We combine 
these two novels, and termed as aIMF and multiclass SVR model.  
In this chapter, there are also a framework of each forecasting model, in which included 
theoretical considerations of the prediction models, programming scripts, simulation studies, 
analyses of the simulations and quantitative evaluations. Additionally, here is in depth 
explanation of the functions required in the SVR algorithm, i.e., binary classification, kernel 
function, structural risk minimization, multiclass and cross-validation. Prior to simulation of 
the aIMF and multiclass SVR model, a number of steps are required i.e., data collection, data 
testing, model selection, mathematical considerations, programming scripts.  
In terms of datasets used as an input of each prediction model, we ignore the use of 
diferential log returns, versus using the real datasets. This is because our input datasets are 
univariate. As regard to the independent datasets all variables are collected with matching 
time and date of collections. Thus, normalisation with the log returns is no longer valid to 
this case. The other important rationale is that some of the prediction models have applied in 
the research employed Markov chain algorithm which mandatorily required one lag as an 
input. If the input were normalised with e.g., log returns, the change of having a biased data 
would be increased. This rationale can also be applied for the prediction using SVR model. 
In the next few sections, we introduce a series of the standard forecasting models and 
their simulation works in detail. 
 
6.2 ARIMA Model 
In econometrics and signal processing, an autoregressive (AR) model is a random 
process that is often used to model and predict various types of natural phenomena. AR 
models are a group of linear prediction formulae that attempt to predict the outputs of a 
system based on previous outputs. The creation of AR models use yt variables lagged with 1 
or more periods. The main assumption of the AR model is yt linear combinations of the 
previous observed values up to a defined maximum lag (p), which is expressed as  
1 1 2 2 ,...,t t t p t p ty y y yϕ ϕ ϕ ε− − −= + + + +   (6.1) 
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where yt is the dependent variable value at the moment t, yt-i (i = 1, 2, ..., n)  is the dependent 
variable value at t-i, φt is a constant  and tε is the error term where i.i.d. N(0,σ 2). A first-
order AR model is concerned only with the correlations between consecutive values in a 
series, whereas a second-order AR model considers the effects of relationships between 
consecutive values in a series as well as the correlations between values two periods apart.  
The model starts by executing the ordinary least square (OLS) method to estimate the 
parameters. As there are many sets of parameters used for different lags, we select the 
highest order parameter. This could be achieved by measurements of the results from each 
lag with  a variety of loss estimators.  
The next common model that has been used widely is the moving average (MA). There 
are many types of MA models: simple moving, weighted moving, cumulative and 
exponential. When combining AR and MA, the lags of the different series appearing in the 
forecasting equation are AR(p) and MA(q), where p and q are independent. To analyse a time 
series and fit the ARMA(p,q) model, we require all of observations for i.i.d. N(0,σ2) with a 
zero mean normal distribution. The main assumption of the MA part is that yt is a random 
error term plus some linear combination of the previous random error terms up to a defined 
maximum lag (q), which is expressed as  
1 1 2 2 ...t t t t t t qy ε θ ε θ ε θ ε− − −= + + + +  (6.2) 
where tθ are constants. When the AR and MA models are combined, the expression is given 
by (Brockwell and Davis, 2002) 
1 1 1 1... ...t t p t p t t t qy y yϕ ϕ ε θ ε θε− − − −− − − = + + + +   (6.3) 
rearrange (6.3) to yield 
1 1 1 1... ...t t p t p t t q t qy y y e yϕ ϕ ε θ θ− − − −− − − = + + + +   (6.4) 
and assign the backshift operator B (where 21 2,t t t tBy y B y y− −= = and so on) to (6.4), before 
rearranging it to obtain 
1 1(1 ... ) (1 ... )p qp t qB B y B Bϕ ϕ θ θ ε− − − = + + +  , (6.5) 
which can be re-written as  
( ) ( )dp t q tB y Bϕ θ ε∆ = ( ) ( )p t q tB y Bϕ θ ε=   (6.6) 
where ( )p Bϕ and ( )q Bθ are nonseasonal AR and nonseasonal MA operators, respectively.  
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 In the event that the process being observed is nonstationary, the differences of the 
series are computed using linear combination until a stationary time series is found so the 
ARMA is superseded and referred to as ARIMA(p,d,q)   where the I of the differences of the 
series to be transformed is stationary, and  d is the order of difference required to produce a 
stationary process, which is normally 0, 1, or 2 depending on its lagged correlation.  Finally, 
ARIMA (p,d,q) is written as  
( ) ( )dp t q tB y Bϕ θ ε∆ =
 
(6.7) 
where d∆ is a nonseasonal difference operator.  
  
6.2.1 Simulation and Results of the ARIMA Model 
We used the datasets from Chapter 5, which comprised two basic types; the original 
EUR-USD datasets and the original datasets filtered using the aIMF algorithm. These two 
datasets were then simulated by R programming scripts for ARIMA model (Hydnman, 
2012). For out-of-sample forecasting, we selected the last 30% of the 2322 sets to be used as 
a reference. Next, we tested outcomes of the simulations with ARIMA model using the 
original datasets as input data. As a result from the simulation, we have found that the p,d,q 
of the original test datasets (After ARIMA) are 1,1,0, respectively, whereas the  the p,d,q of 
the filtered datasets (After ARIMA with aIMF) are 0,1,1, respectively. We then plotted them 
against the original test datasets (used as a reference), as shown in the graphs in Fig. 6.1.  
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Fig. 6.1 The graphs simulated using the ARIMA model are relatively linear and 
highly distorted compared with the original test datasets. 
 
The three graphs are shown in Fig. 6.1 where the x-axis represents 696 test data points in 
the time series and the y-axis represents EUR-USD. at which  shows the deviations between 
the two simulated graphs of the ARIMA model compared with the original datasets. The two 
graphs are coincidentally in a line where the x-axis represents the data points in the time 
series and the y-axis represents the EUR-USD exchange rates.  
The next step was to measure the performance of the ARIMA model using a variety of 
loss estimators, i.e., MSE, MAE, MAPE, R2, AIC, BIC, and Accuracy count1. Table 6.1 
shows that the R2 (0.0009047  and 0.0013909) and Accuracy count were quite low for these 
two datasets, i.e., 0.009 and 52.55%, respectively, whereas the AIC and BIC appeared to be 
high compared with the standard outcomes of other econometric models e.g., MS-GARCH, 
in which described in Section 6.4. It is noticeable that the measurement results of R2 and 
Accuracy count were not agreed. We analysed that the simulation results of the AR model 
which is a part of ARIMA and found that it persisted to the lags, diverting from the original 
datasets. This is because there were no independent variables supporting the model. Having 
counted the up and down movements along the x-axis, the percentage success of the model 
reached 52.55%. This is because of the MA model adjusted the trends of the local datasets 
from time to time. Once the trends of the average either increased or decreased, the 
                                                 
1
 the upward and downward movements relative to the mean reversion points in the graphs of outcomes of the 
simulations compared with the graph of the reference. 
  
 
Prediction Models 83 
 
 
movements of the curves agreed with the changes. After comprehensively analysing the 
results shown in Fig. 6.1 and Table 6.1, we conclude that the ARIMA model was not suitable 
to use with highly volatile and strictly nonstationary datasets, such as EUR-USD exchange 
rates. This was because the ARIMA model required the AR term to be stationary; and it 
cannot equip with any independent variables; thus, there are no extra independent variables 
other than the lag of its own to adjusting the model while predicting the 2ndAR, the 3rdAR, 
and so on. Thus, the error from the previous prediction carried over and become an input for 
the next prediction round, giving the accumulation of the error in the long term prediction. 
 
Table 6.1 Simulation results for ARIMA model forecasting using the original test datasets 
Estimators 
ARIMA using  
original test datasets 
ARIMA using 
datasets from aIMF 
MSE 0.0114132 0.0111539 
MAE 0.0889996 0.0879796 
MAPE 6.3647846 6.2894768 
R2 0.0009047 0.0013909 
AIC –11657.50   –11657.49   
BIC –11641.32 –11641.32 
Accuracy count (%) 52.1552 52.1551 
 
6.3 STAR Model 
The article ‘A robust algorithm for parameter estimation in smooth transition 
autoregressive models’ by Bekiros (2009) reported a robust algorithm for parameter 
estimation in smooth transition AR models. Many nonlinear time series models have been 
proposed in the literature, such as Markov switching (Hamilton, 1989), threshold 
autoregressive (TAR) (Tong, 1978), the self-exciting TAR (SETAR) (Tong and Lim, 1980) 
and the smooth TAR (STAR) model (Teräsvirta, 1994). The present study focused on STAR 
models. Indeed, all of the TAR class models can be approximated well by the STAR model. 
The next section briefly describes STAR models and current parameter estimation methods. 
Empirical studies have investigated regime-switching effects in foreign exchange stock 
markets and in macroeconomic applications. Kräger and Kugler (1993) argued that exchange 
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rates exhibited regime-switching characteristics in the floating system of the 1980s. Similar 
behaviour was observed in the Exchange Rate Mechanism (ERM) in Europe (Chappell et al., 
1996). Montgomery et al. (1998) and Hansen (1997) fitted a threshold model to the US 
unemployment rate. Hansen (1997) found evidence of regime-switching in an empirical 
study of the US unemployment rate. LeBaron (1992) showed that stock returns were related 
to the level of volatility. Periods of low and high volatility can be interpreted as regimes and 
the level of volatility as the regime-determining process. 
STAR models are typically applied to time series data as an extension of AR models 
because they allow for a higher degree of flexibility in the model parameters with a smooth 
transition (Tong, 1978). Given a time series of data tx the STAR model is a tool for 
understanding and predicting future values in this series, assuming that the behaviour of the 
series changes depending on the value of the transition variable. The transition might depend 
on the past values of the x  series or exogenous variables. The model consists of two AR 
parts linked by a transition function ( )p  where p is the order of the AR part. 
Referring to (6.1), the equation of the AR
 
model, we can rearrange  in the following 
vector form as follows 
1 1 2 2 ,...,t t t p t p ty y y y ε− − −= + + + +φ φ φ   (6.1)  
then 
t t p ty σε= +x φ  (6.8)  
where ( )1 21, , , ,t t t t py y y− − −=x … is a column vector of variables and φp is the vector of the 
parameters.
 
STAR allows for changes in the model parameters according to the value of the 
weakly exogenous transition variable tz  , which can be defined as 
( ) ( )(1) (2), , 1 , ,x φ x φt t i t t i t i ty G z c G z cζ ζ σ ε = + − + 
 
(6.9) 
where ( )1 21, , , ,t t t t py y y− − −=x … is a column vector of variables, φ(1) and φ(2) are the vector of 
the parameters for the first and second terms, and ( ), ,tG z cζ is the transition function 
bounded between 0 and 1. 
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6.3.1 Simulation and Results of the STAR Model 
Similar to the simulation and results of the ARIMA model in Section 6.2.1, we used the 
datasets from Chapter 5, which comprised two basic types; the original EUR-USD datasets 
and the original datasets filtered using the aIMF algorithm. For sample-based forecasting, we 
selected the last 30% of the 2322 sets. These two datasets were then simulated by R 
programming using the scripts (Antonio, Jose, and Matthieu (2012).  Next, we tested 
outcomes of the simulations, which were nonlinear and nonstationary, and plotted them 
against the original test datasets (used as a reference), as shown in Fig. 6.2.  
 
 
Fig. 6.2 Graphs simulated using the STAR model are similar to the ARIMA model, 
which are relatively linear and highly distorted compared with the original 
test datasets. 
 
Three graphs are shown in Fig. 6.2 where the x-axis represents 696 out-of-sample data 
points in the time series and the y-axis represents EUR-USD. The original datasets trended 
upward in the middle of the data rank and dropped a few times for a while, before moving up 
again. It is noted that the two graphs represent simulations of the STAR model consist of one 
graph used the original datasets as an input and the other used the datasets filtered by the 
aIMF algorithm. The two graphs are relatively flat so there is a wide margin of error 
compared with the original test datasets.  
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The next step was to measure the performance of the STAR model using a variety of 
loss estimators, i.e., MSE, MAE, MAPE, R2, AIC, BIC, and Accuracy count. After analysing 
the data in Fig. 6.2 and Table 6.2, we found that the R2 for the model using the filtered 
datasets, aIMF,  as the input was much better than that the one without aIMF as an input at 
0.2430 and 0.0009, respectively. The AIC and BIC values appeared to be very high, 
compared with the standard outcome of another econometric model, i.e., MS-GARCH. 
Accuracy count of the model using the aIMF algorithm as a filter was slightly better than that 
without, i.e., 50.29% and 48.26%, respectively. Similar to the case of STAR, the 
measurement results of R2 and Accuracy count were not agreed. We analysed that the 
simulation results of the AR model which is a part of STAR and found that it persisted to the 
lags, diverting from the original datasets. This is because there were no independent variables 
supporting the model. Having counted the up and down movements along the x-axis, the 
percentage success of the model reached 50.29%. This is because of the Smooth transition 
(ST) in the STAR model adjusted the trends of the local datasets from time to time. Once the 
trends of the average either increased or decreased, the movements of the curves agreed with 
the changes. However, the loss estimators of those two simulations were relatively low.  
 
Table 6.2 Simulation results for STAR model forecasting using the original test datasets 
Estimators 
STAR using 
original test datasets 
STAR using 
aIMF datasets  
MSE 0.011331 0.009354 
MAE 0.084934 0.076182 
MAPE 5.805307 5.291566 
R2 0.001050 0.243000 
AIC –1389.502 –1389.633 
BIC –1375.866 –1375.997 
Accuracy count (%) 48.26 50.29 
 
Referring to Fig. 6.2 and Table 6.2, we concluded that the STAR model was not suitable 
for use with highly volatile and strictly nonstationary datasets, such as EUR-USD exchange 
rates. Similar reasons applied to the ARIMA model where the AR term in the STAR model 
  
 
Prediction Models 87 
 
 
must be stationary prior to the simulation and the STAR model cannot equip with any 
independent variables. The prediction error from the lag carried over and became an input for 
the next prediction round, giving the accumulation of the error in the long term prediction. 
 
6.4 MS-GARCH Model 
The family of autoregressive conditional heteroskedasticity (ARCH) model including 
generalized ARCH (GARCH) have been superseded by the MS-GARCH model. This is 
because regime-switching, which is part of the MS-GARCH model, provides flexibility when 
handling different groups of means or variances at the same time. This achieved by switching 
from one state (regime) of means/variances to another. However, the thresholds of the 
switching mean and variance groups have to be tested and predetermined prior to the 
simulation. 
 
6.4.1 Markov Switching GARCH Model Background 
In econometrics, volatility is a key parameter that affects the size of errors made when 
modelling returns and other financial variables. The ARIMA model is a linear time series 
where the mean remains conditionally changed, but the variance is constant. Thus, an error 
can occur when handling nonlinear, nonstationary time series systems. Engle et al. (cited by 
Diebold, 2004) introduced ARCH, a breakthrough in econometrics modelling that uses a 
stochastic process to predict the average size of the error terms. Bollerslev (1986) introduced 
the GARCH model, which is well suited to handling nonstationary random variables where 
the variance of the error is independent.  It GARCH is an advance on the ARCH model and it 
uses the weighted average of past squared residuals. Several studies have introduced 
conditional variance with regression analysis. Quandt (1958) estimated that the parameters of 
a linear regression system obey two separate regimes. In 1973, Goldfeld-Quandt (cited by 
Rana et al. 2008) introduced a parametric test to check for homoscedasticity in regression 
analyses. Next, they introduced a simple intuitive diagnostic for heteroskedasticity errors in 
univariate and multivariate regression models. Bollerslev et al. (1992) and Bollerslev et al. 
(1994) introduced models that could forecast conditional variances. These models have been 
employed in various branches of econometrics, particularly financial analysis of time-varying 
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volatility. In summary, the ARCH and GARCH models use the AR technique to estimate the 
coefficients of an error, which can be conditional, uncertain and fluctuating. 
The Markov chain random process has been popular in dynamic macroeconomics and 
financial econometrics for modelling asset prices and market instability. In a Markov 
switching model, the latent state variables controlling regime-shifting follow the Markov 
chain principle. Hamilton (1989) first introduced regime-switching to describe an AR 
regime- switching process and extended Markov switching models for dependent data. In 
particular, he used AR to model switching between periods of high volatility and low 
volatility of asset returns. The rationale behind the switching framework was to estimate 
markets that changed periodically between a stable low-volatility state and a more unstable, 
highly volatile regime. For example, periods of high volatility may arise because of short-
term political or economic uncertainties. Further, Hamilton and Susmel (1994) analysed 
ARCH in several regime-switching models by varying the number of regimes and the form 
of the model within regimes. Their objective was to model various weekly econometric series 
to which they applied more complicated ARCH models within regimes, known as ‘regime-
switching GARCH (RS-GARCH) (Diebold, 2004; Bauwens et al., 2010; Klassen, 2002). The 
Markov chain algorithm was later applied to the RS-GARCH model and it is known as MS-
GARCH (Hass, Mittnik and Paollela, 2004), which is used in the financial industry to 
analyse volatility in the stock and foreign exchange markets. This chapter addresses 
mathematical considerations of the MS-GARCH model using simulation studies in the next 
section.  
 
6.4.2 Theoretical Considerations Related to the MS-GARCH Model 
Hamilton (2005) mentioned in ‘Regime-switching Models’ that typical historical 
behaviour could be described using a first-order AR, 
1 1t t ty c y uφ −= + +   (6.10) 
where c1 is constant, φ is coefficient of yt-1 and ( )2~ 0,tu N σ , which seemed to adequately 
describe the observed data for 01,2, ,t t= … . Suppose that at date t0 there was a significant 
change in the average level of the series, so that we would now want to describe the data 
according to 
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2 1t t ty c y uφ −= + +    (6.11) 
for 0 0 01, 2,...,t t t t n= + + + . This fix changed the value of the intercept from 1c  to 2c , which 
might have helped the model to produce better forecasts, but it was rather unsatisfactory as a 
probability law for generating data. The change from 1c  to 2c  at date 0t was a deterministic 
event that anyone would have been able to predict with certainty by looking ahead from date
1t = . Thus, rather than claim that expression (6.10) governed the data up to date 0t  and 
(6.11), there is an advanced model that encompasses (6.10) and (6.11), which is given by  
1tt S t t
y c y uφ
−
= + +    (6.12) 
where ts is a random variable, assuming the value 1ts =  for 01,2, ,t t= …  and 2ts =  for 
0 0 01, 2,...,t t t t n= + + + . A complete description of the probability law governing the 
observed data would then require a probabilistic model of what caused the change from 
1ts =
 
to 2ts = . The simplest specification is that ts  is the realization of a two-state Markov 
chain with 
( ) ( )1 2 1, ,...,t t t t tP s j s i s k P s j s i− − −= = = = = =  . (6.13) 
Assuming that we do not observe ts  directly, but only infer its operation through the 
observed behaviour of ty , the parameters necessary to fully describe the probability law 
governing ty  are the variance of the Gaussian innovation 2σ , the autoregressive coefficient 
,φ  the two intercepts 1c  and 2c , and the two state transition probabilities, 11p  and 22p . The 
specification in (6.13) assumes that the probability of a change in regime depends on the past 
only through the value of the most recent regime, although nothing in the approach described 
below precludes looking at more general probabilistic specifications. Thus, the simple time-
invariant Markov chain (6.13) is clearly preferable to acting as if the shift from 1c  to 2c  is a 
deterministic event. The permanence of the shift would be represented by 22 1p =  so the 
Markov formulation accepts the more general possibility that 22 1p < . This provides an 
answer for any business cycle or financial crises that is not permanent. Furthermore, if the 
regime change reflects a fundamental change in monetary or fiscal policy, the prudent 
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assumption would be to allow the possibility for it to change back again, suggesting that
22 1p < . Thus, the standard GARCH (1,1) model is defined as the process of  
1 1t t t ty uµ ε µ σ= + = +   (6.14) 
2 2 2
1 1 1 1 1t t tσ ω β σ α ε− −= + +   (6.15) 
where the error term ( )2~ 0,tu N σ . We assume for simplicity that the conditional mean is 
constant. The sum 1 1β α+  measures the persistence of the volatility process. When this 
model is estimated using for long term forecasting or with any higher frequency data, the 
estimate of this sum tends to be close to one, indicating that the volatility is highly persistent 
and that the process may not be covariance-stationary. This is because of no updating the 
parameters once there is a new observation. In a normal circumstance, the high persistence 
may not only result from the GARCH, but also result artificially from regime shifts while 
processing with the GARCH parameters. 
Per the case of high persistence of the GARCH model, we introduce the specification of 
a model that permits regime-switching in the parameters. Starting by defining each state 
space t  with an unobserved state variable { }1,2, ,ts n∈ … . This leads to a selection of ~~  the 
model parameters with probability ( )1jt t tp P s j −= = ℑ  where tℑ  is the information set 
available at time t , which includes ( )1 1 1 1, , , , , ,t t t ty y yσ σ σ− − … . Thus, we define the MS-
GARCH model as 
( )2; ~ . . . 0,
t tt s t s t t t
y u u i i dµ ε µ σ σ= + = +  (6.16) 
2 2 2
1 1t t tt s s t s t
σ ω β σ α ε
− −
= + +
 (6.17) 
( ) ( )21 1 ; 1, 2, ,jt t t jt tp P s j p y j n− −= = ℑ = = …  (6.18) 
where the function ( )jtp ⋅  can be a logistic or exponential link function. This function (6.18) 
depends on y2t-1, or any parameters that the probabilities are positive and sum to unity. 
Obviously, the argument of the function ( )jtp ⋅  can be different from 2 1ty − , e.g., the absolute 
value or higher lags, but it should be in the information set. In this way, the state probabilities 
are allowed to be time-varying and the dynamics of the regimes can be determined 
endogenously.  
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6.4.3 Simulation and Results of the MS-GARCH Model   
Similar to Section 6.2.1, the same datasets were simulated by R programming scripts 
(Fabio et al., 2012). Next, we tested the outcomes of the simulations, which were nonlinear 
and nonstationary, and plotted them against the original test datasets (used as a reference), as 
shown in Fig. 6.3. We fitted the model and the coefficients of the low and high regimes for 
the scenarios using the aIMF algorithm and that without are shown in Table 6.3. We analyses 
these coefficients and found that they differed little except with the high regime where the 
intercepts (means) were significantly different.  
 
 
Fig. 6.3 The graphs simulated using the MS-GARCH model are similar to those 
simulated using the ARIMA and the STAR models, which were relatively 
linear and highly distorted compared with the original datasets. 
 
Three graphs are shown in Fig. 6.3 where the x-axis represents 696 test data points from 
the time series and the y-axis represents the EUR-USD exchange rates. The original datasets 
trended upward in the middle of the data rank and dropped few times for a period, before 
moving up again. This trend reflected EUR-USD trading. The two graphs show simulations 
of the MS-GARCH model where one graph used the original datasets as an input and the 
other used the datasets filtered by the aIMF algorithm. The two graphs are relatively linear. 
The graph using the filtered datasets as the input followed the graph of the original datasets, 
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although it did not move up and down. By contrast, the graph using the original datasets as 
an input for the model appeared to drop when it reached the end of the plot.  
The next step was to measure the performance of the MS-GARCH model using a variety 
of loss estimators, i.e., MSE, MAE, MAPE, R2, AIC, BIC, and Accuracy count. After 
analysing Fig. 6.3 and Table 6.3, we found that the R2 of the model that used the filtered 
datasets as an input was slightly better than that of the MS-GARCH model using the original 
datasets as an input for the model, i.e., 0.9869 and 0.9701, respectively. The AIC and BIC of 
those results appeared to comply with the standard used by econometrics models. 
Furthermore, Accuracy count of the model produced using the aIMF algorithm as a filter was 
better than that without, i.e., 51.58% and 45.11%, respectively. Moreover, the loss estimates 
were relatively low. Thus, we recommend using the MS-GARCH model with the aIMF 
algorithm as an alternative model for predicting nonlinear, nonstationary time series data 
such as the EUR-USD exchange rates. 
However, further analysis showed that the MS-GARCH model without the aIMF 
algorithm was not suitable for use with highly volatile and strictly nonstationary datasets, 
such as EUR-USD, because Accuracy count was relatively low. This was because the MS-
GARCH model did not uses a filter to extract noise from the input variable, whereas the MS-
GARCH model used the aIMF algorithm to filter the input noise. The advantages of these 
two scenarios are that the MS-GARCH model generally cannot accommodate exogenous 
influences from surrounding data types, which are used in regression analysis. 
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Table 6.3 Simulation results using the MS-GARCH model to forecast the original datasets 
Estimators 
MS-GARCH using 
original datasets 
MS-GARCH using 
datasets after aIMF 
Coefficients  
 
Low regime 10.002918 1.003441t ty y −= − +  10.002415 1.002842t ty y −= − +  
High regime 10.001332 1.000871t ty y −= − +  10.004815 1.003646t ty y −= − +  
MSE 0.0059165 0.0059512 
MAE 0.0740503 0.0734998 
MAPE 5.317646 5.2828539 
R2 0.9701 0.9869 
AIC –4407.222 –3833.042 
BIC –4393.586 –3819.406 
Accuracy count (%) 45.11 51.58 
 
6.5 MSR Model 
Since the GARCH family carried a crucial disadvantage that the model cannot 
accommodate any independent variables that may correlate with the dependent variables, 
e.g., gold prices vary with the index of global inflation, stock prices, etc. Having introduces 
the MS-GARCH model to predict EUR-USD in Section 6.4, we anticipated that the results of 
the simulations could be improved by incorporating a regression model that was capable of 
accommodating independent variables. Independent variables are normally correlated with 
dependent variables during the regression analysis. Thus, this approach could increase the 
accuracy of prediction. Thus, many studies replace the auto regression algorithm in MS-
GARCH with a more suitable regression model, which is known as Markov switching 
regression (MSR) (Hass et al., 2004). A popular model and perhaps the most suitable 
candidate is the Markov regime-switching regression model proposed by Kim et al. (2013). 
This model was introduced by Quandt (1958) in late 1950s. Goldfeld and Quandt (1973) 
proposed a particularly useful version of these models where the latent state variable 
controlling regime shifts followed a Markov-chain so they were serially dependent. The vast 
literature generated by Hamilton (1989) typically assumes that regime shifts are exogenous 
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with respect to all realizations of the regression disturbance. Many of this model’s 
applications are in macroeconomics or finance situations where it is natural to assume the 
state is endogenous. For example, it is often the case that the estimated state variable has a 
strong business cycle correlation. This can be seen in recent applications of the regime-
switching model to identified monetary VARs, such as Sims and Zha (2006) and Owyang et 
al. (2005).  
 
6.5.1 Theoretical Considerations Related to the MSR Model 
In regression analysis, there are two types of threshold; an endogenous threshold 
variable model, which is normally predetermined, is frequently used to examining the 
performance of any estimators based on differences in the endogenous levels of the threshold 
variable and volatility. The other is exogenous threshold, which used an external factor to 
weight with the conditional variance, e.g., using volume trade to weight volatility. In this 
study, we introduce exogenous threshold because the external conditions are derived from 
the independent variables whereas the endogenous factor might be contaminate with 
covariance. For making predictions using the SVM model, Scholkopf and Smola (cited by 
Wang and Ni, 2012) presented a more in depth overview of SVM regression. To analyse the 
linear regression problem ,Y X uβ= +  we split this basic equation into many regimes. The 
equations obtained are: 
1 1 1 1 1
1
Y X
k
j ji i i i
j
u x uβ β
=
′= + = +∑   (6.19)  
2 2 2 2 2
1
Y X
k
j ji i i i
j
u x uβ β
=
′= + = +∑    (6.20) 
1
Y X
k
r rj ji ri i r ri
j
u x uβ β
=
′= + = +∑
 
  (6.21) 
where Y denotes the column vector of the dependent variable, X denotes the ( )n k× matrix of 
independent variables, n  denotes the number of observations (i=1,2,..., n ), k denotes a 
number of independent variables and β denotes the k column vector of coefficients to be 
estimated. The ith observation on y is generated by one regime or another where hix and h jx  
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are the ith and the jth observations. The errors, u1i,, u2i and uri are assumed to be distributed 
normally and independently with a mean of zero and constant variance. 
 
6.5.2 Simulation and Results of the MSR Model   
Unlike the simulations of previous models, we not only used the two datasets from 
Chapter 5 but also12 independent variables from Table 4.4. Those data were then simulated 
using R programming scripts (Fabio et al., 2012), in which the scripts were similar to that 
used for running the MS-GARCH simulation. Since there could be many information sets 
generated by the regime-switching, we therefore individually simulated each information set 
with the R Programming scripts, and then composited them in time series. Next, we tested 
the outcomes of the simulations, which were nonlinear and nonstationary, and plotted them 
against the original test datasets (used as a reference), as shown in Fig. 6.4. After fitting the 
model, there are 12 sets of coefficients for the independent variables, which are shown in 
Table 6.4. The regime-switching classified those independent variables in two groups – high 
and low.  Having read these coefficients from the simulations, we found that in the low 
regime mode the coefficient were slightly different. However, the intercepts (means) in the 
high regime were significantly different. 
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Table 6.4 Coefficients of the independent variables for the EUR-USD exchange rates 
Model 
Independent variables for the EUR-USD  
Low regime High regime 
MSR with  
original datasets 
0.0388378  
0.4508998EUR-JPY  
0.0451875EUR-RUB  
0.0362894EUR-GBP  
–0.0347205Silver  
  0.0259159EUR-CHF 
–0.0116036UKG20 
0.0040927JGB15 
0.0013579AUS1  
–0.0015043JGB20  
–0.0013079AUS10  
–0.0009031EUR-CNY  
–0.0007465Gold 
0.1407464  
0.4080139EUR-JPY  
0.0405995EUR-RUB 
0.0342888EUR-GBP  
–0.0319749Silver  
0.0230470EUR-CHF  
–0.0100735UKG20 
0.0038070JGB15  
0.0016423AUS1  
–0.0016687JGB20  
–0.001551 AUS10  
–0.0008087EUR-CNY  
–0.0006850Gold 
MSR with aIMF 
algorithm-filtered 
original datasets 
  0.1223256  
–1.0056123EUR-JPY 
0.1009661JGB20   
–0.0565311JGB15  
0.0433923EURCHF  
–0.0394799EUR-GBP  
0.0308450AUS1  
0.0296834EURRUB  
–0.0241528AUS10  
0.0023945EUR-CNY   
–0.0006774Silver  
0.0004533UKG20 
–0.0001249Gold 
0.02924900  
–0.9414437EUR-JPY 
0.0878363JGB20   
–0.0426397 JGB15  
0.0389294EUR-CHF  
–0.0183303EUR-GBP   
0.0325925AUS1 
0.0329521EURRUB  
–0.0248552AUS10 
0.0022814EUR-CNY  
–0.0013370Silver   
0.0053294UKG20  
–0.0001521Gold 
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Table 6.4 shows the coefficients with the low and high regimes in both scenarios for the 
dependent variable, i.e., EUR-USD, and 12 independent variables. It appeared that the 
rankings of the independent variables in each high and low regime group did not differ 
significantly. Moreover, the negative coefficients of all independent variables in two of the 
groups were not the same, i.e., the method that used the algorithm and the one that did not 
use the algorithm.  
 
 
Fig. 6.4 The graphs show that the plot ‘after MSR with original datasets’ was 
different from that of the original test datasets and the plot of ‘After 
MSR with aIMF’. 
 
Three graphs are shown in Fig. 6.4 where the x-axis represents 696 test data points in the 
time series and the y-axis represents the EUR-USD exchange rates. The original datasets 
trended upward in the middle of the data rank and dropped a few times for a period, before 
moving up again. This trend reflected EUR-USD trading. The two graphs show simulation 
studies of the MSR model where one graph used the original datasets as an input and the 
other used the datasets filtered by the aIMF algorithm. The two graphs followed each other, 
leaving the graph of the MSR model without using the aIMF algorithm a distance. 
The next step was to measure the performance of the MSR model using a variety of loss 
estimators, i.e., MSE, MAE, MAPE, R2, AIC, BIC and Accuracy count. 
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Table 6.5 Simulation results using the MSR model to forecast the original test datasets 
Estimators 
MSR using 
Original test datasets 
MSR using 
datasets after aIMF 
MSE 0.0270097 0.0115099 
MAE 0.1347154 0.0829148 
MAPE 9.3763672 5.9422593 
R2 0.871 0.871 
AIC –1390.675 –1468.813 
BIC –1377.039 –1455.177 
Accuracy count (%) 65.23 68.10 
 
After analysing Fig. 6.4, Table 6.4, and Table 6.5, we found that the R2 values of the two 
models were the same, i.e., 0.871. The AIC and BIC values of these results appeared to 
comply with the standard used by econometrics models. Furthermore, Accuracy count of the 
model that used the aIMF algorithm as a filter was better than that without, i.e., 68.10% and 
65.23%, respectively.  The loss estimators were also relatively low. Thus, we recommend the 
use of the MSR model with the aIMF algorithm as an alternative model for predicting 
nonlinear, nonstationary time series data, such as the EUR-USD exchange rates.  
 
6.6 MCMC Regression Model 
Sections 6.2–6.5 provided background, theoretical considerations and simulation results 
for the four models, i.e., ARIMA, STAR, MS-GARCH and MSR. The results of those 
simulations generally showed that AR methods based on the ARIMA and STAR models 
were less accurate than models employing the Markov regime-switching technique. For 
example, Accuracy count was 51.15% with the ARIMA model compared with 68.10% using 
the MSR model, and 68.10% using MSR with the input variables filtered by the aIMF 
algorithm. This section considers the use of MCMC regression to predict the EUR-USD, 
which is compared with OLS regression.  
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6.6.1 Background Related to the MCMC Algorithm 
In the 1950s, Monte Carlo simulations started featuring in the physics literature. Later, 
Hastings (1970) studied the optimality of these algorithms and introduced the Metropolis–
Hastings algorithm. The Metropolis algorithm, which belongs to a large class of sampling 
algorithms known as MCMC, influenced the development of science and engineering in the 
20th century (Beichl and Sullivan, 2000) in areas such as statistics, econometrics, physics 
and computing science. Historically, it was only in 1990 that MCMC made its first 
significant impact in statistics (Gelfand and Smith, 1990). Gilks et al. (1996) described 
MCMC methods that provided a unifying framework so many complex problems could be 
analysed using generic software. Thus, it took nearly 40 years for MCMC to penetrate 
mainstream statistical practice. MCMC originated in the statistical physics literature and has 
been used for a decade in spatial statistics and image analysis. In the last few years, MCMC 
has had a profound effect on Bayesian statistics while it has also been applied in classical 
statistics.  
MCMC is essentially Monte Carlo integration using Markov chains. On many 
occasions, we need Bayesian method to integrate over possibly high-dimensional probability 
distributions to make inferences about the model parameters or to make predictions. In brief, 
Monte Carlo integration draws samples from the required distribution and then provides 
sample averages for approximate expectations. MCMC draws these samples by running a 
cleverly constructed Markov chain. There are many ways of constructing these chains, 
including the Gibbs sampler (Geman and Geman, 1984), which are special cases of the 
general framework of Metropolis et al. (1953) and Hastings (1970). In the proposed model, 
we combine the MCMC algorithm using the Metropolis–Hastings algorithm and RA, which 
are explained in Section 6.5.2 and Section 6.5.3, respectively. 
 
6.6.2 Theoretical Considerations Related to the MCMC Algorithm using the 
Metropolis–Hastings Algorithm 
The basis of MCMC with the Metropolis–Hastings algorithm (Brooks, 1998) is similar 
to the Box–Muller scheme, which rejects the original samples if they are outside the unit 
circle of the target and replaced by another computed sample (Marsland, 2009). The samples 
required for the MCMC algorithm must be i.i.d. from the unknown high dimensional 
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distribution p (x). When the number of samples collected is sufficiently large, the distribution 
of samples will converge to the true distribution, that is 
N
N i
i=1
1p (x) = δ(x = x)
N ∑
 (6.22) 
lim
N
p(x) 
→∞
→
 
where the function of iδ(x = x)  is 1 if the variables are equal but 0 otherwise. We can also 
use these samples to compute expectations, 
N
(i)
N
i=1
1E (f) = f(x )
N ∑
.
 (6.23) 
To find the most likely outcome of sampling, we use the maximum likelihood method as 
follows 
( )
ˆ
i
(i)
x
 x= arg max[p(x )].
 (6.24) 
Most applications of MCMC employ the Metropolis–Hastings algorithm (Martin,  
Quinn, and Park, 2008), which consists of the following. 
 
i) Proposal distribution 
Using (6.22), the sampling distribution p(x) for any Bayesian network with variables X 
is difficult to sample directly using manual calculations because it requires high 
computational power. In this case, we can predefine the evidence Z by varying X. Next, we 
compute the posterior using the following equation: 
Y=X-Z  (6.25) 
where Y is the difference between the variables X and underlying evidence Z. We continue to 
draw samples, rejecting them if Y still contradicts the predetermined Z. However, this can be 
cumbersome because the evidence itself may be improbable, so we introduce the rejection-
sampling algorithm described below: 
a) Sample x* from q(x), which denotes the proposal distribution, where q(x) ≈  p(x) for 
some M the number of samples, less than a target 
b) Set a new sample u from a new predetermined set which is uniform (0,x*) 
c) Choose an M value that allows the existence of the condition ( *) / ( *)u < p x Mq x  
  
 
Prediction Models 101 
 
 
d) If ( *) / ( *) :u < p x M q x  , add x* to the set of samples, otherwise reject x and pick 
another sample. 
 
ii)  Markov chain for sampling 
Under the Markov Chain rule, the probability of the underlying state at time t given the 
state history at time t-1 is equal to 
(t) (t-1) (0) (t-1) (t)p(x | x ,...,x )=T(x ,x )
 (6.26)  
where the Markov chain that applies to the space X and transition T is a random process, 
which is characterised as an infinite sequence of sampling random variables ( )( )1(0) (t)x , x ,…, x
∈X. In general, sampling p(x) can begin at state x(1), which equals the distribution of 
transition T and is given by  
(t) (t)[pT](x )= p(x ).
 (6.27) 
Instead of sampling unrelated points, we sample a Markov chain ( )( )1(0) (t)x , x ,…, x where 
each point is determined stochastically by the previous variable in the chosen distribution 
using (6.27). Thus, it is possible to make this sequence ergodic, meaning that it is neither 
reducible nor aperiodic in distribution. The second attribute is that the distribution satisfies 
the ‘detailed balance’ in (6.28). Thus, the distribution of the Markov Chain p(x) is stationary 
but correlates under transition T. The distribution of the detailed balance is given by 
(t) (t+1) (t+1) (t)p(x)T(x ,x )= p(x)T(x ,x ).
 (6.28) 
 
iii) Metropolis–Hastings algorithm 
In Bayesian applications such as (t) (t-1) (t-1) (t) (t)p(x | x ) p(x | x )p(x )≡ , the normalization 
factor is extremely difficult to compute. The ability to generate a sample without knowing 
this constant of proportionality is an important feature of many sampling algorithms. The 
Metropolis–Hastings algorithm can draw samples from any probability distribution p(x), 
requiring only that a function proportional to the density is calculable without a normalizing 
factor. The principle of the algorithm is to generate a series of samples that are linked in a 
Markov Chain. Clearly, when sampling for sufficiently long periods, the distribution of the 
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generated samples matches the original p(x) distribution. Thus, we define a MCMC using the 
Metropolis–Hastings algorithm, according to the following process. 
a) From the Metropolis algorithm (Metropolis et al., 1953), the proposal distribution
(t)q(x* | x )
 samples a candidate point x*. Note that the proposal distribution is 
symmetric where (t) (t)q(x* | x )= q(x | x*) . 
b) A commonly used symmetric jumping distribution is a Gaussian distribution centred 
at ( )tx , which tends to move towards points near ( )tx , thereby exploring the 
probability space using a random walk. 
c) Because the normalising factor becomes constant, we compute the importance ratio 
(r) between *( )p x and ( )( )tp x , which is given by 
( )
( *)
.( )t
p x
r =
p x
  (6.29) 
d) Using the probability min(r,1), we transition to another x*, otherwise we stay in the 
same state. 
In summary, two main elements are required to calculate the functions of the Metropolis 
algorithm: (i) a stationary distribution (a random walk in the proposal distribution can jump 
back with the same probability); and (ii) meeting a criterion where the importance ratio (r) 
combined with the ‘detailed balance’ limits jumping within the predetermined stationary 
band. 
In reality, the symmetry requirement of the Metropolis proposal distribution is hard to 
satisfy. Hastings (1970) advanced the Metropolis algorithm by accepting the non-systematic 
proposal distribution (t)q(x* | x ) . As a result, the new importance ratio was given as 
( )
( )
( *) (
.( ) ( *
t
t (t)
p x q x | x*)
r =
p x q x | x )   (6.30) 
Thus, under the probability min(r,1), the random walk of Metropolis–Hastings transits to 
another x*, otherwise it stays in the same state. 
It is noted that differences of the MC, MCMC with Metropolis algorithm and MCMC 
with Metropolis-Hasting algorithm are that the MC does not require the lagged state; unlike 
the others; and the rejection-sampling are: 
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( *) / ( *),u < p x Mq x  ( )
( *)
,( )t
p x
r =
p x
 and 
( )
( )
( *) (
,( ) ( *
t
t (t)
p x q x | x*)
r =
p x q x | x ) respectively. 
 
6.6.3 Nonlinear Regression MCMC Algorithm 
We require at least one independent variable in the regression equation to predict any 
time series data. The degree of the effect of independent variables depends on their 
coefficients (β). During nonlinear regression analysis, the distribution of independent 
variables cannot be linear. Instead, it must be log, quadratic, cubic, compound, inverse, 
power, S, growth, exponential, logistic, etc. An example of nonlinear analysis can be 
represented as the polynomial 
i 0 1 1 2 2 n n 0Y = + X + X +,..., X +εβ β β β , for i=1,…, n  (6.31) 
where β0 is the intercept, βi is the coefficient for 1, 2,…,n, X is the independent variables and 
ε0 is the error, N(0, σ2). Next, we introduce the MCMC algorithm because it can estimate the 
model parameters accurately. In particular, it estimates the coefficients (β) by sampling a 
high number of iterations. Using (6.31), polynomial regression with the MCMC algorithm 
can be given by 
( )
.
(t) (t) (t) (t) (t) t
0 1 1 2 2 n n 0Y = + X + X + ,..., X + εβ β β β  (6.32)   
where superscript (t) is the sample order, which depends on the number of iterations. 
 
6.6.4 Simulation and Results of the MCMC Regression Model 
In regression analysis, there is a need to classify all possible datasets into dependent and 
independent variables. In the simulations of previous models, i.e., i) ARIMA, ii) STAR, iii) 
MS-GARCH and iv) MSR, we used the two datasets comprising the original EUR-USD 
datasets and the original datasets after filtering using the aIMF algorithm. Similar to the 
MSR simulation, we selected the last 30% of 2322 sets in the original datasets and used them 
as a reference (test datasets) to compare with the outcomes of the simulations. The first 70% 
were used in the model as dependent variables and 12 independent variables were assigned as 
independent variables in the model. 
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6.6.4.1 Trend Analysis  
To support how to select the distribution types the MCMC model requires a prototype 
distribution or trend analysis. This achieved by using a small number of samples. In general 
the distributions are linear, logarithmic, inverse, Quadratic, cubic, power, S, growth, 
exponential and logistic. Thus, we performed a trend analysis using the original datasets with 
SPSS v. 20, the results of this analysis showed in Table 6.6. Having read Table 6, we found 
that the R2 value of the cubic and quadratic distributions, i.e., 0.861, was highest followed by 
those of the linear, compound, growth, exponential and logistic distributions. Based on our 
experience, the distribution of EUR-USD was unlikely to fall into inverse, compound, power, 
S, exponential or logistic distributions. Thus, in terms of the constant and coefficient required 
for the MCMC algorithm, the cubic distribution was the most suitable distribution. 
 
 Table 6.6 Trend analysis of the independent variables  
Distribution 
Model summary Parameter estimates 
R2 F-statistic df1 df2 Sig. Constant b1 b2 b3 
Linear 0.819 10480.061 1 2319 0.00 0.913 0.000 N.A. N.A.
Logarithmic 0.712 5722.749 1 2319 0.00 0.108 0.164 N.A. N.A.
Inverse 0.026 63.11900 1 2319 0.00 1.220 –1.191 N.A. N.A.
Quadratic 0.861 7170.414 2 2318 0.00 0.825 0.000 –9.850E-8 N.A.
Cubic 0.861 4780.902 3 2317 0.00 0.821 0.010 –1.218E-7 6.700E-12 
Compound 0.811 9979.895 1 2319 0.00 0.925 1.000 N.A. N.A.
Power 0.742 6665.794 1 2319 0.00 0.452 0.144 N.A. N.A.
S 0.028 67.6170 1 2319 0000 0.186 -1.062 N.A. N.A.
Growth 0.811 9979.895 1 2319 0.00 –0.078 0.000 N.A. N.A.
Exponential 0.811 9979.895 1 2319 0.00 0.925 0.000 N.A. N.A.
Logistic 0.811 9979.895 1 2319 0.00 1.081 1.000 N.A. N.A.
 
6.6.4.2 Simulation Process and results 
To predict the EUR-USD, we divided the independent variables into two groups: one 
used for parameter estimation with the MCMC algorithm (Martin et al., 2008) and another 
for out-of-sample predictions. The ratios of parameter estimation to out-of-sample 
predictions tested were 30:70, 50:50 and 70:30. And the ratio of 70:30 gave the best 
performance so it was selected.   
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In the next step, we simulated a model that comprised the aIMF algorithm and MCMC 
with regression analysis, known as ‘MCMC with aIMF’. According to the trend analysis 
presented in Table 6.6, the cubic regression analysis complied with (6.32), so it was the most 
effective distribution. According to 6.5.2, the MCMC algorithm was conducted as follows:  
i) Create maximum likelihood functions for the trend analysis distributions 
ii) Fit the parameters (β0 to β12) of all possible distributions using Bayesian probability, 
then compute the expected values of each distribution 
iii) Calculate the difference between the datasets  in i) and the datasets in iv) 
iv) Compute distribution probabilities and their standard deviations  
v) Select the best fitted parameters and refer to the distribution of the best fitted 
parameter as the ‘prior distribution’ 
vi) Compute the ‘posterior distribution’ using the joint probability distribution of  the 
prior distribution and the likelihood function in iii) 
vii) Apply the Metropolis-Hastings algorithm with the proposed distribution (posterior 
distribution) and: 
a) sample the parameters of the proposal distribution  
b) select a new parameter with the condition that the ratio (importance ratio) of the 
new parameter of the proposed distribution’ x*(t) to ‘the new parameter of 
sample’ x(t) is greater than 1, otherwise ignore the selected parameter  
viii) Repeat items a) and b) in vii) until the completion of  iterations required, e.g., 
10000. 
Next, we used the results from the MCMC algorithm and simulated the regression 
analysis.  When all of the simulations were completed, we disregard the simulation results for 
numbers one to 2000, leaving only the datasets containing the 2001th to the 10000th iteration 
and we referred to the rejected data ranks as the ‘burn-in period’. According to our 
experience a burn-in period of about 20% is mandatory when using the MCMC algorithm. 
To verify the performance of the ‘MCMC with aIMF’ model using a similar approach to the 
simulation of ‘MCMC with aIMF’, we simulate two other scenarios:  
i) Cubic regression model using OLS to predict EUR-USD without the aIMF 
algorithm and MCMC algorithm, known as ‘OLS’; 
  
 
Prediction Models 106 
 
 
ii) Cubic regression with the MCMC algorithm to predict EUR-USD without the aIMF 
algorithm, known as ‘MCMC only’. 
After fitting the model, there were 12 sets of coefficients for the independent variables 
and each variable set had three orders of coefficients.  Table 6.7 shows the fitted coefficients 
from the three simulations: ‘OLS’, ‘MCMC only’, and ‘MCMC with aIMF’ in order of their 
effects on the regression analysis. Because the cubic distribution was selected from the 
results of the trend analysis in Table 6.6, we only analysed the third-order coefficients and 
found that the coefficient of EUR-GBP had the most influence on the regression analysis, 
followed by EUR-JPY, EUR-RUB, EUR-CHF, etc. In this study, we allow an overlapping of 
the updated independent variables due to delay in connection time to 2% of the test data. 
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Table 6.7 Fitted coefficients from the three simulations: ‘OLS’, ‘MCMC only’ and 
‘MCMC with aIMF’, in order of their effects on the regression analysis 
Ranking of parameters ‘OLS’ ‘MCMC only’ 
‘MCMC with 
aIMF’ 
Intercept –26.7058 –26.7058 –22.8429 
EUR-GBP    
first-order 26.89638 26.8676 23.77421 
second-order –34.54480 –34.5125 –30.52500 
third-order 14.46664 14.45461 12.77488 
EUR-JPY    
first-order –9.16868 –9.20465 –9.69228 
second-order 11.58272 11.63333 12.22853 
third-order –4.714700 –4.737800 –4.988540 
EUR-RUB    
first-order 47.65642 47.63708 42.00598 
second-order –26.47700 –26.46630 –23.35750 
third-order 4.868978 4.867001 4.299252 
15-year Jap. Gov. bond    
first-order –0.081160 –0.081740 –0.105160 
second-order 0.088515 0.089135 0.110232 
third-order –0.023770 –0.0239 –0.028460 
 
20-year Jap. Gov. bond    
first-order 0.044339 0.045038 0.055326 
second-order –0.019500 –0.020080 –0.029690 
third-order 0.006967 0.007087 0.008531 
1-year Aus. Gov. bond    
first-order 0.379371 0.378906 0.346932 
second-order –0.078150 –0.078060 –0.071330 
third-order 0.004985 0.004980 0.004552 
10-year Aus. Gov. bond    
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first-order –0.073820 –0.073240 –0.076640 
second-order –0.011790 –0.011870 –0.008110 
third-order 0.001644 0.001647  0.001288 
20-year UK gilts    
first-order –0.047970 –0.028390 0.046761 
second-order 0.012273 0.007959 –0.010230 
third-order –0.000490 –0.000170 0.001190 
EUR-CHF    
first-order –0.385040 –0.384680 –0.340860 
second-order 0.012748 0.012739 0.011309 
third-order –0.000130 –0.000130 –0.000110 
Silver    
first-order 0.018439 0.0184840 0.014841 
second-order –0.001020 –0.001020 –0.000860 
third-order 1.46E-05 1.46E-05 1.27E-05 
EUR-CNY    
first-order –0.033950 –0.034060 –0.036150 
second-order 0.000200 0.000200 0.000218 
third-order –3.31E-07 –3.32E-07 –3.85E-07 
 Gold    
first-order –0.000580 –0.000580 –0.000380 
second-order 9.50E-07 9.51E-07 7.72E-07 
third-order –3.48E-10 –3.49E-10 –2.96E-10 
 
To simplify the presentation, we plotted 100 sets from the overall datasets, as shown in 
Fig. 6.5, which contains plots of ‘OLS’, ‘MCMC only’ and ‘MCMC with aIMF’ compared 
with the test datasets.  
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Fig. 6.5 The plot of the regression analysis of ‘MCMC with aIMF’ is 
compared with the plots of the original test datasets, ‘OLS’ and 
‘MCMC only’. 
 
This figure shows that the plot of ‘MCMC with aIMF’ is adjacent to that of the test 
datasets, whereas the plot of ‘OLS’ is most distant, followed by the plot of ‘MCMC only’. 
Similar to the plot of the MSR models, four plots are shown in Fig. 6.5 where the x-axis 
represents 100 test data points from the time series and the y-axis represents the EUR-USD 
exchange rates. We ignored to plot 696 test data points because we would not see the 
difference of those four graphs. The original datasets trended upward in the middle of the 
data rank and dropped a few times for a period, before moving up again. This trend reflected 
EUR-USD trading. The three plots shows the simulations of the models, i.e., ‘MCMC with 
aIMF’, ‘OLS’ and ‘MCMC only’, which moved together with the plot of the original 
datasets. It is apparent that the difference between the plot of ‘MCMC with aIMF’ and the 
plot of the original test datasets is the smallest. 
 The next step was to measure the performance of ‘MCMC with aIMF’  using a variety 
of loss estimators, i.e., MSE, MAE, MAPE, R2, AIC, BIC, and Accuracy count, which was 
the upward and downward movements relative to the mean reversion points of the outcomes 
compared with the graph of the original datasets.  After analysing Fig. 6.5, Table 6.7 and 
Table 6.8, we found that the R2 values of the three models, i.e., ‘MCMC with aIMF’, ‘OLS’ 
and ‘MCMC only’, were 0.9775, 0.8983 and 0.9549, respectively. The AIC and BIC values 
of these results appeared to comply with the standard used by econometrics models. 
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Accuracy count of ‘MCMC with aIMF’ was much better than those of ‘’OLS’ and ‘MCMC 
only’, i.e., 82.33%, 65.38% and 75.14%, respectively. Moreover, the loss estimators were 
extremely low compared with those of the MSR model. Thus, we recommend that ‘MCMC 
with aIMF’, which is the MCMC regression using aIMF algorithm as a filter, is one of the 
strongest alternative models for predicting nonlinear, nonstationary time series data, such as 
the EUR-USD exchange rates.  
 
Table 6.8 Simulation results with the proposed ‘MCMC with aIMF’, which used the original 
test datasets as a reference, compared with simulations of ‘OLS’ and ‘MCMC only’ 
Estimators ‘MCMC with aIMF’ ‘OLS’ ‘MCMC only’ 
MSE 0.00022812 0.00080471 0.00035774 
MAE 0.01472000 0.02208200 0.01199100 
MAPE 0.84662700 1.57921800 1.12895100 
R2 0.9775 0.8983 0.9549 
AIC –4030.75 –2979.97 –3546.51 
BIC –4017.12 –2966.34 –4017.12 
Accuracy count (%) 82.33 65.38 75.14 
 
6.7 Multiclass SVR Model 
This section introduces applications of machine Learning, the background and history of 
which was discussed in Section 3.3. We introduce the concept of supervised learning, which 
leads to theoretical considerations of SVM for classification and regression, and a new novel 
for optimization based on the multiclass SVM model with reversion using the coefficient of 
variation. The simulations and results are provided for the multiclass SVR model using the 
original datasets, i.e., EUR-USD, and the datasets filtered using the aIMF algorithm 
introduced in Chapter 5. 
 
6.7.1 Machine Learning Applications  
Definitions for ‘machine learning’ include: a ‘field of study that gives computers the 
ability to learn without being explicitly programmed’ (Samuel, 1960) and ‘a computer 
program is said to learn from experience E with respect to some task T and some 
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performance measure P, if its performance on T, as measured by P, improves with experience 
E’ (Mitchell, 1998). In artificial intelligence, machine learning algorithms are classified into 
supervised learning, unsupervised learning, decision tree learning, artificial neural networks, 
naïve Bayes, Bayesian net structures, instance-based learning, reinforcement learning, 
genetic algorithms, SVMs, explanation-based learning, and inductive logic programming.  
Applications for machine learning emerged from the idea that relationships and 
correlations can be hidden within large amounts of data. Machine learning and/or data 
mining may be able to find these relationships. The environment changes over time, so the 
amount of knowledge available about certain tasks might be too large for explicit encoding 
by humans. We classify the major areas where machine learning can play major roles as 
follows: 
i) Statistics:  use samples drawn from unknown probability distributions to support a 
decision when selecting an appropriate distribution  
ii) Brain models: nonlinear elements with weighted inputs, e.g., ANN algorithms, can 
be used to map biological neurons 
iii) Adaptive control theory: support the control of a process with unknown parameters 
that must be estimated during operation 
iv) Psychology: create a model of human performance during various learning tasks 
v) Artificial intelligence: write algorithms to acquire knowledge in a similar way to 
human behaviour 
vi) Evolutionary models: model certain aspects of biological evolution to improve the 
performance of computer programs. 
 
6.7.2 Supervised Learning 
 Ullrich (2009) stated that the field of machine learning is concerned with the question 
of how to construct computer programs that automatically improve with experience. More 
specifically, it is a mechanism for reading, understanding; following a programming 
instruction and accumulating the executed instructions so they can be used again.  Let y = f 
(x) denote an unknown functional relationship of an input x and an output y. The function f of 
machine learning will learn from a limited number of training examples. We refer to the 
examples of input/output derived from the function f as training data, which are given by  
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{ }1(( , ),...,( , )), , 1, 1i m m nD y y R y= ∈ ∈ − +x x x
 
(6.33) 
where ix is the n-dimensional real vector and iy is the class of ix . 
During supervised learning, it is assumed that a functional relationship f, which is also 
known as the target function, is implicitly reflected in the input/output pairing. The 
estimation of the target function that is learnt or output by the learning algorithm is known as 
the solution to the learning problem. During classification, this function is referred to as the 
decision function h. The decision function partitions the underlying vector space into two 
sets, i.e., one for each class. The classifier will classify all of the points on one side of the 
decision boundary as belonging to one class and all those on the other side as belonging to 
the other class. If the decision function is a hyperplane, the classification problem is linear 
and the classes are linearly separable. The decision function is chosen from a set of candidate 
functions, which are also known as hypotheses H that map from the input space to the output 
domain. The choice of the set of hypotheses determines the hypothesis space and represents 
the first important concept in the learning strategy. The algorithm takes the training data as 
an input and selects a hypothesis from the hypothesis space, which is known as a learning 
algorithm, and it represents the second important ingredient. 
To obtain a reliable estimate of h using the learning algorithm, several aspects must be 
considered. First, the learnt function should be able to explain the examples, i.e., h(x1) = y1, 
h(x2) = y2, h(xl) = yl , as well as possible. Fig. 6.6 shows that the dotted function, as opposed 
to the linear function, should represent less error of the plot than the straight line (Ullrich, 
2009). Machine learning is designed to solve the complexity of the hypothesis space. The 
formalization of this insight provides the core of statistical learning theory where the 
generalization ability is commonly quantified with respect to some error measure for the 
underlying function in the target space. This error measure is termed the generalization error, 
which represents the sum of the approximation and estimation errors that may arise in the 
following two cases visualized in Fig. 6.7 (Ullrich, 2009). 
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Fig. 6.6 Picture of comparison of linear and nonlinear classifiers 
where the units of both axes are absolute value 
 
Case 1: the underlying function may lie outside the hypothesis space. A poor choice of model 
space will result in a model mismatch, which is measured using the approximation error. 
 
Case 2: The technique for selecting a model from the hypothesis space is not optimal. Thus, 
an error is attributed to the learning procedure. This type of error is referred to as the 
estimation error. 
 
Fig. 6.7 Picture shows areas of approximation,  
generalisation and estimation errors 
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If we need to consider the importance of choosing an appropriate hypothesis space, we 
can introduce a binary classification problem (BCP), which is summarized as follows. Given 
a set of decision functions H ∈ {±1}X, where X is a n-dimensional real vector and a set of 
training examples based on (6.33), which are randomly generated according to a fixed 
unknown probability distribution P(x,y). The goal is to choose a function h∗ that best reflects 
the relationship between x and y for a set of test examples drawn from the same probability 
distribution. The relationship between x and y is modelled as a probability distribution P(x,y), 
which contains as a special case the possibility of a deterministic relationship y = f (x). The 
best function is that reproducing the relationship between x and y on average. This function 
can be found by minimizing the expected risk, which is defined as the average probability of 
misclassified test examples (Ullrich, 2009).    
 
1 ( ) ( , )
2
R f f x y dP x y= −∫  (6.34)
 
However, the true probability distribution that generates the relationship between x and y 
is unknown, so an inference procedure is required to at least approximate the function based 
on the observed training data. 
 
6.7.3 Structural Risk Minimisation 
Structural risk minimisation (SRM) is an inductive principle used in machine learning, 
which is a generalized model selected from a finite data set that experiences the consequent 
problem of over fitting. The SRM principle addresses this problem by balancing the model's 
complexity against its success at fitting the training data using the Vapnik–Chervonenkis 
(VC) dimension (Vapnik, 1995). 
Dimmona (2012) described an SRM mechanism for selecting the best estimation 
function, which measured the discrepancy between a true classification of x as Y(x) = y 
while an estimated classification ˆ ( , )y f x a=
 
was assigned. We can write the expected value 
of loss with respect to an estimation function ( , )f x a  as   
( ) ( , ( , ))  ( , )R L y f x d P x yα α= ∫   (6.35) 
where ( , ) ( ) ( | )P x y P x P y x= .  
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The aim is to find the function 0( , )f x α for  α ∈ Λ that minimizes the risk ( )R α . 
However, a difficulty is that ( , )P x y is unknown. Let us define a training set
1 1{( ,y ), ... , ( , )}l lx x y to 1{ ,  ... , }lz z  where the loss function ( , ( , ))L y f x α  will be ( , )Q z α . The 
empirical risk
em p (R α ) function converges uniformly to the actual risk over the set of loss 
functions ( , , for Q z α α) ∈ Λ in both directions in (6.36) and (6.37), which are given by 
emplim ( (l R Rα α→∞ ) = )   (6.36) 
and 
emplim min ( min (l R Rα αα α→∞ ∈Λ ∈Λ) = )  . (6.37) 
According to the Vapnik-Chervonenkis (VC) learning theory (Vapnik, 1995), the VC 
dimension is a scalar value that measures the capacity of a set of functions, which is defined 
as h if and only if there exists a set of points 1{ }i hix = such that these points can be separated in 
all 2h possible configurations and that no set 1{ }i qix = exists where q h> satisfies this property.  
When estimating the upper bound for risk, a set of linear indicator functions in n-dimensional 
space has a VC dimension equal to n + 1. In Fig. 6.8, we show that three points in the plane 
can be shattered by the set of linear indicator functions whereas four points cannot. 
Therefore, the risk value ( )lR α from (6.35) can be expressed as:                                       
emp( ) ( )l l
lR R
h
α α
 ≤ + Φ 
 
  (6.38) 
where 
l
h
 Φ  
 
 is the confidence interval and h is the VC dimension.  
 
 
Fig. 6.8 VC dimension space is always equal to n+1 where n is the linear 
              indicator function where the x and y-axis are without unit term.  
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Theoretically, ERM only minimizes
emp ( )lR α  and 
l
h
 Φ  
 
 is fixed based on the VC 
dimension of the set of functions ( ),   f y,α α ∈ Λ , which is determined a priori. To avoid 
under fitting or over fitting the data, ERM must tune l
h
 Φ  
 
 to the problem and attempt to 
minimize emp ( )l
lR
h
α
 
+ Φ 
 
 in (6.39), where ( )lR α
 
is dependent on a specific function error 
and the second depends on the VC dimension of the space h. It is anticipated that the VC 
dimension is the controlling variable. Let us define a hypothesis space S as the set of 
functions ( , ),   Q z α α ∈ Λ , which is the hypothesis space of the VC dimension such that
1 2 ... ...nS S S⊂ ⊂ ⊂ . For a set of observations 1,  ... , lz z , SRM chooses the function ( , )klQ z α  
that minimizes the empirical risk in subset sk for which the guaranteed risk is minimal. We 
conclude that SRM defines a trade-off between the quality of the approximation of the given 
data and the complexity of the approximating function. Clearly, when the VC dimension 
increases, the minima of the empirical risks 
em p ( )R α decrease but not the confidence interval
l
h
 Φ  
 
. SRM is more accurate than ERM because it uses the subset, VC dimension h, where 
minimizing 
em p ( )R α yields the best bound on ( )R α . The benefit of SRM over ERM is that a 
faulty local minimum does not exist. The principal of SRM is to separate two classes using a 
linear indicator function, which is induced from available examples, so support vector 
classification is always equipped with the ERM algorithm because it can produce a classifier 
that will work well for unseen examples. 
 
6.7.4 Theoretical Considerations Related to the SVM Classification Model 
Yu and Kim (2012) wrote a tutorial article, ‘SVM tutorial: SVM Tutorial: Classification, 
Regression, and Ranking’, which we used as the main reference for this section. Binary 
SVMs discriminate data points into two categories and they are classifiers. An n-dimensional 
vector can be representative of each data point, which belongs to only one of two classes. An 
example of this linear classifier is shown in Fig. 6.9 where the linear classifier separates these 
data points using a hyperplane. To maximize the separation between the two classes, SVM 
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selects the hyperplane with the largest margin, which sums the shortest distance from the 
separating hyperplane to the nearest data point in both categories. 
 
 
Fig. 6.9 Picture of Linear classifiers (hyperplane) in two-dimensional space  
(image from Yu and Kim, 2012). 
 
SVMs map from input space to feature space, which supports both linear and nonlinear 
classification problems. For a nonlinear system, it would be useful to negate the exact 
formulation of a mapping function using a kernel trick. Mapping the input vectors to a higher 
dimensional space and constructing a maximal separating hyperplane would allow SVMs to 
perform linear classification in the feature space, which is equivalent to nonlinear 
classification in the feature space.  
 
 6.7.4.1 Hard-margin SVM Classification  
In hard-margin SVM, the training data is free of noise and it is classified using a linear 
function. According to (6.33), the data points or training data D can be re-stated as follows: 
{ }2 2( , ),( , ),...,( , )i i m mD y y y= x x x   (6.40) 
where ix is an n-dimensional real vector and iy is either 1 or -1, which denotes the class to 
which the point ix belongs. The SVM classification function F( x ) can be expressed as  
(F b⋅ −x) = w x
 
(6.41) 
where w is the weight vector and b is the bias, which will be computed by SVM during the 
training process.  
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First, to classify the training set correctly, F( ⋅ ) must return positive numbers for 
positive data points and negative numbers otherwise, for every point ix in D. A constraint of 
(6.4.1) is that  
0i b⋅ − <w x if iy =1,  (6.42) 
and 
0i b⋅ − >w x if iy = − 1. 
These conditions can be revised to: 
) 0, ( , ) .(w x xi i i iy b y D⋅ − > ∀ ∈   
If there exists a linear function F that correctly classifies each point in D or satisfies 
(6.42), D is known as ‘linearly separable’. Second, F (or the hyperplane) needs to maximise 
the ‘margin’, which is the distance from the hyperplane to the closest data points. An 
example of this type of hyperplane is shown in Fig. 6.10. To achieve this, (6.42) must be 
revised to (6.43) 
) 1, ( , )i i i iy b y D⋅ − ≥ ∀ ∈(w x x
 
(6.43) 
and the distance from the hyperplane to a vector ix is formulated as
(F x)
w
. Thus, the margin 
becomes (Yu and Kim 2012) 
1
margin .
w
=
 (6.44) 
 
 
Fig. 6.10 Picture of the hyperplane that maximizes the margin in a 
two-dimensional space (Yu and Kim, 2012). 
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When ix are the closest vectors, (F x)  will return 1 according to (6.42). The closest 
vectors that satisfy (6.43) with an equal sign, are known as ‘support vectors’. Thus, 
maximizing the margin becomes minimizing w . Therefore, the training problem for SVM 
becomes an optimization problem, as follows: 
21
minimise: Q( )
2
=w w  (6.45) 
subject to: ) 1, ( , )i i i iy b y⋅ − ≥ ∀(w x x  (6.46) 
where the factor 1
2
is used for mathematical convenience.
 
 
6.7.4.2 Solving the Constrained Optimisation Problem 
Equations (6.45) and (6.46) are known collectively as the ‘primal problem’ and together 
they represent the constrained optimization problem, which has the following characteristics. 
i) The objective function (6.45) is a convex function of w . 
ii) The constraints are linear in w . 
The constrained optimization problem can be solved using Lagrange multipliers. We 
begin with the construct of a Lagrange function: 
{ }
1
1( , , ) ( ) 1
2
m
i i i
i
J b y bα α
=
= ⋅ − ⋅ − −∑w w w w x   (6.47)                          
where the auxiliary non-negative variablesα are known as Lagrange multipliers. The saddle 
point of the Lagrange function ( , , )J b αw yields the solution to the constrained optimization 
problem. The Lagrange function is minimized with respect to and maximized with respect to
α . Differentiating ( , , )J b αw with respect to w and b and setting the results equal to zero 
yielded the following two conditions of optimality: 
( , , )Condition1: 0J b α∂ =
∂
w
w
 (6.48) 
( , , )Condition2 : 0J b
b
α∂
=
∂
w
 (6.49) 
rearranging the terms, Condition 1 yields 
  
 
Prediction Models 120 
 
 
1
,
m
i i i
i
yα
=
= ∑w x  (6.50) 
and Condition 2 yields 
1
0.
m
i i
i
yα
=
=∑  (6.51) 
The solution vector w in (6.50) is defined as an expansion that involves the m training 
examples. The primal problem involves a convex cost function and linear constraints, which 
makes it possible to construct another problem known as the ‘dual problem’ that has the 
same optimal value as the primal problem, but the Lagrange multipliers provide the optimal 
solution. Constructing the dual problem, we first expand (6.47) term by term, as follows: 
 
1 1 1
1( , , )
2
m m m
i i i i i i
i i i
J b y b yα α α α
= = =
= ⋅ ⋅ − +∑ ∑ ∑w w w - w x  (6.52) 
and by  substituting (6.51), (6.52) into (6.50), we obtain  
  
1 1 1
1
.
2
m m m
i i i j i j i j
i i j
y y yα α α
= = =
= ⋅ = ⋅∑ ∑∑w w x w w - x x    (6.53) 
From (6.47), we define ( , , ) Q( )J b α α=w and rearrange (6.53), so                                       
1 1
1Q( )
2
m m
i i j i j ii i j
y yα α α α
= =
= Σ − ∑∑ x x   (6.54) 
where iα are non-negative. Thus, we can re-state the dual problem as 
 
1
maximise: Q( )
2i i j i j i ji i j
y yα α α α= Σ − Σ Σ x x  (6.55) 
where Q( )α depends only on the input patterns of the dot product { }( , ) 1mi j i j =⋅x x , which is 
subject to (6.56) and (6.57), and this is given by 
0i ii yαΣ =  (6.56) 
0.α ≥  (6.57) 
We introduce Lagrange multipliers to solve (6.50) and re-write it as 
* *
i i ii
yα= Σw x
 (6.58) 
where *iα is the Lagrange multiplier that solves the dual problem, which satisfies the Kuhn-
Tucker conditions (Kuhn and Tucker, 1951), and is given by 
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{ }* *( ) 1 0i i iy bα ⋅ − − =w x
  
for i=1,2,…,m  (6.59) 
where *iα or its corresponding constraint { }*( ) 1i iy b⋅ − −w x  must be zero, so ix and iα in 
(6.58) will not affect *w  so *w will depend only on the support vectors where the coefficients 
are nonnegative. After we compute the nonnegative *iα and their corresponding support 
vectors, we can compute b as follows: 
* *1 .w x ib = − ⋅   (6.60)  
Finally, the classification in (6.41) becomes                      
( .x) = x xi i iiF y bαΣ ⋅ −   (6.61) 
 
6.7.4.3 Soft-margin SVM Classification 
The constrained optimization problem (6.45) and (6.46) will yield a solution only if D is 
linearly separable. For non-linearly separable cases, soft-margin SVM allows mislabelled 
data points that still maximize the margin using slack variables ξ , which measure the degree 
of misclassification. The optimization problem for soft-margin SVM can be expressed as 
follows: 
minimise: 21 1 1
1( , , )
2 i
Q w b Cξ ξ= + ∑w  (6.62) 
subject to: 1( ) 1 ,   ( , )i i i iy b y Dξ⋅ − ≥ − ∀ ∈w x x   (6.63) 
1 0.ξ ≥  (6.64) 
It is anticipated that data points can be misclassified for 1ξ  in (6.63) and that the amount 
of misclassification will be minimized while maximizing the margin according to (6.62). C is 
a parameter that determines the trade-off between the margin size and the amount of error in 
the training data. As with hard-margin SVM, the primal problem can be expressed as a dual 
problem using Lagrange multipliers as follows: 
maximise: Q( 2) i i j i j i ji i j y yα α α α= Σ − Σ Σ x x  (6.65)  
subject to (6.66) and (6.67), these are 
0i ii yαΣ =
 
 (6.66)  
0.C α≥ ≥   (6.67) 
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Comparing the maximized equations of hard-margin SVM with the soft-margin, the only 
difference is that iξ  and C parameters are introduced in the hard-margin. This C constraint is 
more stringent in (6.67) than those in (6.57). According to (6.58) and (6.59), the slack 
variableς is taken into an account when computing the hard-margin SVM. As a result, 
(6.59) is arranged to 
 
{ }* *( ) 1 0i i i iy bα ξ⋅ − − + =w x  for i=1,2,…,m  (6.68) 
and 
0i iµξ =  for i=1,2,…,m  (6.69) 
where iµ  are Lagrange multipliers used to enforce the non-negativity of iξ  while the C 
parameter is equal to 
i iC α µ= +
.
 (6.70) 
By combining (6.69) and (6.70), we find 
 if i Cα <x  (6.71) 
and 
0 if .i i Cξ α≥ =  (6.72) 
To express the related effects of iα , iξ and C, the graphs in Fig. 6.11 illustrate four data 
points located in different locations, i.e., data-points outside the margin have iα and iξ  = 0, 
data on the margin line have 0C a> >  and 0iξ = , data-points within the margin have 
i Cα =
 
with 1> iξ >0, and data-points that are misclassified have iξ >1. 
 
 
Fig. 6.11 Picture of four square points with pointer in different locations 
have different iα , iξ
 
and C values. (Yu and Kim, 2012). 
  
 
Prediction Models 123 
 
 
Taking all of the equations in 6.6.4.4, we can finally compute b and determine F( x ), 
which is similar to (6.60) and (6.61). 
 
6.7.4.4 Kernel Trick for Nonlinear Classification 
A kernel trick is a mathematical tool that can be applied to any algorithm, which 
depends solely on the dot product between two vectors. If a dot product is used, it is replaced 
by a kernel function. When applied correctly, candidate linear algorithms are transformed 
into nonlinear algorithms (sometimes with little effort or reformulation). These non-linear 
algorithms are equivalent to their linear originals operating in the range space of a feature 
space φ. Because kernels are used, however, the φ function never needs to be computed 
explicitly. This is highly desirable because, as noted previously, this higher-dimensional 
feature space could even be infinite-dimensional so it is infeasible to compute. There are also 
no constraints on the nature of the input vectors. Dot products could be defined between any 
structures, such as trees or strings2. 
The properties of kernel functions must be continuous, symmetric and preferably have a 
positive (semi-) definite Gram matrix. Kernels that are said to satisfy Mercer's theorem are 
positive semi-definite, which means that their kernel matrices have no non-negative eigen 
values. The use of a positive definite kernel ensures that the optimization problem will be 
convex and that its solution will be unique. No straight hyperplane can separate training data 
that is not linearly separable. To classify nonlinear separable data, linear SVMs must be 
extended to nonlinear SVMs. Two steps are required to find classification functions using 
nonlinear SVMs. First, we introduce ( )ϕ ⋅ to map input vectors to high-dimensional feature 
vectors where the training data are linearly separated. Next, the SVMs are used to find the 
hyperplane of the maximal margin in the feature space. The separating hyperplane becomes a 
linear function in the transformed feature space but a nonlinear function in the original input 
space. Thus, (6.55) is inserted with dot products, which is given by  
1Q( )
2i i j i j i ji i j
y yα α α α ϕ ϕ= Σ − Σ Σ ⋅x x  (6.73) 
                                                 
2
 Online Prediction Wiki Contributors. "Kernel Methods." Online Prediction Wiki. 
http://onlineprediction.net/?n=Main.KernelMethods (accessed March 3, 2010). 
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where feature mapping uses the dot products, e.g., ( ) ( )i jϕ ϕ⋅x x and ( )jϕ x is the inner 
products between the pairs of vectors in the transformed feature space. However, computing 
( )jϕ x appears to be complex and it suffers from the curse of dimensionality problem. To 
avoid this phenomenon, a kernel trick is introduced to compute the inner product in the 
transformed space instead, which can be expressed as  
( ) ( ) ( )K ϕ ϕ= ⋅u, v u v  (6.74) 
where K satisfies Mercer’s theorem if and only if  the following is true: 
( ) ( ) ( ) 0K dxdyψ ψ ≤∫ u, v u v   (6.75) 
when  
2( ) 0.x dψ ≤∫ x   (6.76)  
Mercer’s theorem ensures that the kernel function can always be expressed as the inner 
product between pairs of input vectors in some high-dimensional space. Thus, the inner 
product can be calculated using the kernel function only with input vectors in the original 
space without transforming the input vectors into the high-dimensional feature space. Using 
the kernel function, the dual problem from (6.55) is now redefined as: 
maximise: 1Q2( ) )
2i i j i j i ji i j
y yα α α α= Σ − ΣΣ ⋅K(x x  (6.77) 
subject to (6.56) and (6.57), these are:
 
0i ii yαΣ =  0.α ≥  
Finally, we can compute b and find F( x ), similar to (6.60) and (6.61).  Thus, the 
classification function becomes: 
( ( .x) = x x)i i iiF y K bαΣ ⋅ −   (6.78) 
The commonly used kernel functions applied in our simulations were as follows 
(Genton, 2001):              
i) Gaussian: ( ) ( )2, ' 'k x x exp x xσ= − −  
ii) Polynomial: ( , ) ( , )degreek x x scale x x offest′ ′= ⋅ +  
iii) Linear: ( , ) ,k x x x x′ ′=  
iv) Laplace: ( ) ( ), ' 'k x x exp x xσ= − −  
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v) Bessel : ( ) ( )( ) ( )
1
1
'
, ' .
'
n
v
n v
Bassel x x
k x x
x x
σ
σ
+
− +
− −
=
− −
 
 
6.7.5 Theoretical Considerations Related to the SVM Regression (SVR) Model 
 Prior to select regression analysis using SVR, we tested EUR-USD exchange rates with 
the SVM classification model having the training:test data at 90:5 for 50 steps. By using 
Accuracy count under out-of-sampling classification, in which measures upward and 
downward of data resulted from the simulations, we have found that Accuracy count is 
slightly over 50%. Thus, we denied choosing the SVM classification as a solution for 
prediction. 
 This section then introduces a generic SVM model and optimizes multiple kernel 
parameters according to the logic in Section 2.4. When using SVR for prediction, we referred 
to the SVR model (Premanode and Toumazou, 2012) and a tutorial article, ‘SVM tutorial: 
SVM Tutorial: Classification, Regression, and Ranking’, by Yu and Kim (2012). According 
to (6.40), ( ) ( ) ( ){ }1 1 2 2, , , , , ,m mD y y y= x x w…  is defined as a set of training data where ix  is 
an n-dimensional vector and y is the real number of each ix . The SVR function ( )F x  maps 
an input vector ix  to the target iy , which takes the form: 
( )F b⇒ ⋅ −x w x  (6.79) 
where w  is the weight vector and b  is the bias.  
The goal is to estimate the parameters ( w and b ) of the function that provide the best 
fit for the data. A SVR function ( )F x  approximates all pairs ( ),i iyx  while maintaining the 
differences between the estimated values and real values under precision
 
ε . Therefore, for 
every input vector x  in D : 
i iy b ε− ⋅ − ≤w x  (6.80) 
.i ib y ε⋅ + − ≤w x   (6.81) 
According to (6.45), the margin is 
1
margin =
w
 (6.82) 
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so by minimizing 2w to maximize the margin, the training of SVR becomes a constrained 
optimization problem that, subject to (6.80) and (6.81), is given by 
( ) 21minimise :  .
2
w wL =  (6.83) 
The solution of this problem does not allow any errors. To allow for some errors and 
deal with noise in the training data, the soft margin SVR uses slack variables, ξ
 
and ˆξ . 
Thus, the optimization problem can be revised to 
( ) ( )2 2 21 ˆminimise :  , , , 02 i iiL C Cξ ξ ξ= + >∑w w  (6.84) 
subject to 
( ), ,i i i i iy b y Dε ξ− ⋅ − ≤ + ∀ ∈w x x   
( )ˆ , ,i i i i iw b y y Dε ξ⋅ + − ≤ + ∀ ∈x x      
ˆ
, 0iξ ξ ≥        
where the constant 0C >
 
is the trade-off parameter between the margin size and the amount 
of errors. The slack variables ξ  and ˆξ  deal with infeasible constraints on the optimization 
problem by imposing a penalty on excess deviations that are larger than .ε  
To solve the optimization problem in (6.83), we can construct a Lagrange function from 
the objective function using Lagrange multipliers, which is given by 
( ) ( ) ( )2 2 21 ˆ ˆˆminimise :  , , ,2 i i i i i ii iL C Cξ ξ ξ ηξ ηξ= + −∑ ∑w w   
( )i i i i
i
y bα ε η− + − + ⋅ +∑ w x  
( )ˆ ˆi i i i
i
y bα ε η− + + − ⋅ −∑ w x  (6.85) 
subject to 
ˆ, 0iη η ≥ and ˆ, 0iα α ≥        
 
where ˆ ˆ,  and ,i iη η α α  are the Lagrange multipliers that satisfy the positive constraints. The 
following is the process used to find the saddle point with the partial derivatives of L  with 
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respect to each Lagrangian multiplier when minimizing the function L , which is expressed 
by  
( )ˆ 0i i
i
L
b
α α
∂
= − =
∂ ∑  (6.86) 
( ) ( )ˆ ˆ0,i i i i i i
i i
L
wα α α α
∂
= − − = = −
∂ ∑ ∑w x xw  (6.87) 
ˆ ˆ ˆ ˆ0,
ˆ
i i i i
i
L C Cα η η αξ
∂
= − − = = −
∂
.
 (6.88) 
The optimization problem with inequality constraints can be changed to the following 
dual optimization problem by substituting (6.86), (6.87) and (6.88) into (6.85), and we obtain 
( ) ( ) ( )ˆ ˆminimise :  i i i i i
i i
L yα α α ε α α= − − +∑ ∑     
( )( )1 ˆ ˆ2 i i j j i ji j x xα α α α− − −∑∑  (6.89) 
subject to 
( )ˆ 0i i
i
α α− =∑   
and    
ˆ0 , .Cα α≤ ≤       
By replacing (6.85) with (6.89), the dual variables ˆ, iη η  are eliminated. Thus, (6.87) and 
(6.88) can be rewritten as 
( )ˆi i i i
i
y α α= −∑w x  (6.90) 
i iCη α= −  (6.91) 
ˆ ˆi iCη α= −  (6.92) 
where w is represented by a linear combination of the training vectors ix . Thus, the SVR 
function ( )F x  becomes  
( ) ( )ˆi i i
i
F x bα α⇒ − +∑ x x
.
 (6.93) 
We can map (6.93) using the training vectors to target real values while allowing some 
errors, although it cannot handle the nonlinear SVR case. The same kernel trick can be 
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applied by replacing the inner product of two vectors ,i jx x with a kernel function ( ),i jK x x . 
The transformed feature space is usually high-dimensional and the SVR function in this 
space becomes nonlinear in the original input space. Using the kernel function K , the inner 
product in the transformed feature space can be computed as fast as the inner product ,i jx x in 
the original input space.  
After replacing the original inner product with a kernel function K , the remaining 
process used to solve the optimization problem is very similar to that for the linear SVR. The 
linear optimization function can be changed using the kernel function, as follows. 
( ) ( ) ( )ˆ ˆminimize :  i i i i i
i i
L yα α α ε α α= − − +∑ ∑    
( ) ( ) ( )1 ˆ ˆ ,2 i i j j i ji j Kα α α α− − −∑∑ x x   (6.94)
 
subject to  
( )ˆ 0i i
i
α α− =∑       
where ˆ0 , Cα α≤ ≤ and ˆ 0, 0.i iα α≥ ≥  Finally, the SVR function ( )F x becomes the 
following  
( ) ( ) ( )ˆ , .i i i
i
F x K bα α⇒ − +∑ x x  (6.95) 
6.7.6 Proposed Data Classification Using Mean Reversion and CV 
In a generic SVM model, a single set of parameters is normally selected for a kernel 
function from the many available kernel functions, i.e., Gaussian, polynomial, linear, 
Laplace, Bessel and ANOVA RBF. This can cause an error in scenarios where the data input 
into the SVM model are highly volatile, nonlinear and strictly nonstationary. To minimise the 
error, it may be possible to optimize that parameter set or use multiclass techniques that 
allow many parameter sets, which are suitable for handle these complex datasets. In this 
section, we describe the background of mean reversion, which is a fundamental framework 
for creating multiclass SVMs (Premanode, Vongprasert, Sopipan, and Toumazou, 2013) to 
address nonlinear, nonstationary time series data. As mentioned earlier, there are theoretical 
considerations when obtaining multi-set kernel parameters, but simulations demonstrated the 
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advantage of the proposed multiclass SVM compared with simulations of SVM without a 
multiclass technique.  
 
6.7.6.1 Mean Reversion Background 
There are many definitions of mean reversion. In general, it is an asset model, which 
shows that the asset price tends to fall (or rise) after hitting a maximum (or minimum). The 
process of mean reversion is a diffusion, but the variance does not growing in proportion to 
the time interval. The variance grows at the start and sometimes it stabilizes at a certain 
value. The most basic mean reversion model is the (arithmetic) Ornstein and Uhlenbeck 
(1930), which is a stochastic process that describes the velocity of a massive Brownian 
particle under the influence of friction. However, this process is stationary, Gaussian and 
Markovian. In another approach, it was an AR process where the value drifted to its mean in 
the long run. 
Currently, two main methodologies are used for measuring the mean reversion, i.e., i) 
variance ratio and ii) regression. Cochrane (1988) used the variance ratio to measure the 
relative importance of the random walk component. Poterba and Summers (1988) and Lo and 
Mackinlay (1988) compared the relative variability of returns over different time horizons 
using the variance ratio in discrete time series. Bali and Demirtas (2006) confirmed these 
reports by showing that in a ‘high variance’ scenario, mean reversion caused negative drift 
and vice versa. Using regression tests, Fama and French (1992) determined the correlation 
with currency asset returns, while Chen and Jeon (2000) measured its mean reversion 
behaviour and found that the returns were positively auto correlated over shorter periods but 
negatively auto correlated over longer periods.  
 
6.7.6.2 Theoretical Considerations Related to Data Classification Using Mean Reversion 
and CV  
We introduce a novel multiclass algorithm for using with the SVM family, known as a 
‘multiclass kernel’. The multiclass kernel utilises mean reversion and CV to partition the 
time horizon (span) of datasets that decomposed using the aIMF algorithm. The typical curve 
of exchange rates tends to shift towards the mean, so the point of reversal can be used to 
determine changes in its direction, i.e., from up to down, and vice versa. The datasets are 
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partitioned at the reversal point.  The standard deviations of a nonstationary datasets are not 
the same, so we measure the datasets between each reversal points and input them into the 
SVR model shown in Section 6.7.5. The procedure for using mean reversion and CV are as 
follows (Premanode, Vongprasert and Toumazou, 2013). 
i) Compute the mean µn(t)
 
of random variables Xn(t). 
ii) Compute the variance Vn(t) of Xn(t).  
iii) After normalizing each Vn(t) using µn(t), we obtain   
iv) In an upward scenario where  or a downward scenario where  
a) if 2 1
2 1
( ) ( )
( ) ( )
V t V t
t tµ µ
= or 2 1
2 1
( ) ( )
( ) ( )
V t V t
t tµ µ
> , mark the intercept point on the x-axis and denote 
it as M1, i.e., the value is Xrn(t) where r = 1,2,…,c and c is the last class generated 
by CV or 
b) if 2 1
2 1
( ) ( )
( ) ( )
V t V t
t tµ µ
= , ignore to mark any intercept point on the x-axis.  
v) Repeat iv) and stop when becomes the last data point (n). Next, plot 
2,..., .nM M  
vi)  Compute CV for the data Xrn(t) between the blocks of  M1, M2,…, Mn, where n-1 is  
      the number of  partitions/blocks.  
The original datasets Xn(t) was classified into different CV classes. The next step aims to 
simulate Xn(t) individually using the SVR model for each CV group. This creates multiple 
sets of kernel parameters. We then integrate all the blocks partitioned by the mean reversion 
and classified by the CV. 
 
6.7.7 Cross Validation Methods 
Schneider and Moore (1997) classified model evaluation into many methods, e.g., 
judging the model quality based on the residuals, black box model selection and cross-
validation. According to their report, cross-validation is a model evaluation method that 
separates training and test data, which uses the test data to test the performance after the 
( )
( )
n
n
V t
tµ
1 2V (t) <V (t),...,n,
( )
( )
n
n
V t
tµ
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training data have been trained or computed by any statistical model. Cross-validation mainly 
uses the following three main methods (Schneider and Moore, 1997). 
 
i) Holdout 
The Holdout method is the simplest type of cross-validation. The datasets is separated 
into two sets: the training set and the test set. The estimation model fits the training set only 
and leaves the test data blind. The performance of the Holdout method can be quantified 
using a variety of loss estimators, e.g., MSE, MAE, MAPE, R2, AIC and BIC. This method is 
usually preferable to the residual method and it does not take much longer to compute. 
However, its evaluation can have a high variance, which may depend greatly on how the 
training and test data are divided. In our studies later in this chapter, we select and divide 
datasets using different ratios of the training data and test data, i.e., 30:70, 50:50 and 70:30, 
respectively. 
 
ii) K-fold  
K-fold was proposed to improve the Holdout method. The K-fold method divides the 
whole datasets into k subsets and uses the Holdout method k times. In each subset, the 
training data are computed using the model and tested with the test data. Thus, the average 
error is computed across all k trials. The advantage of this method is that it is less important 
how the data is divided. Every data point is used in the test set exactly once and in a training 
set k-1 times. The variance of the estimate is reduced to k is increased. The disadvantage of 
this method is that the training algorithm has to be rerun from scratch k times, which means it 
requires k times as many computation to make an evaluation. A variant of this method is to 
randomly divide the data into a test and training set k different times. 
 
iii) Leave-one-out  
 The name Leave-one-out explains itself. This method applies bootstrap sampling by 
taking one particle (data unit) out of the overall training and test datasets whereas the 
remaining data are used for reference. The advantage is that the accuracy of the outcome but 
this is traded-off by the massive computational power requirements when handling large 
  
 
Prediction Models 132 
 
 
input datasets. Moreover, this method was designed only for model evaluation or in-sample 
forecasting so it is rather difficult to apply this method to test forecasting. 
 
6.7.8 Simulation Work 
Sections 6.7.1–6.7.7 introduced theoretical considerations related to the SVR model and 
its background in supervised learning and structure risk minimisation. Prior to partitioning 
the datasets with the mean reversion and CV technique, we selected the Holdout model, 
which is part of the model evaluation used to segregate training and test datasets. The 
Holdout model is practical because it does not require a high computational time.  
As we have presented the novel technique using mean reversion and CV to partition and 
determine coefficient of variance, leading to construct a multiclass for the SVM and SVR 
models. In this section, we present the:  i) simulation procedure, ii) simulation process, iii) 
simulation results, and iv) the performance measurement. We also introduce R programming 
scripts, which are the main part of the simulation and data analysis, including comparisons of  
the outcomes using the multiclass SVR model and the results of other simulations covered in 
Sections 6.2–6.6, i.e., ARIMA, STAR, MS-GARCH, MSR and MCMC.  
 
6.7.8.1 Simulation Procedure  
In this section, we describe the simulation procedure used by the multiclass SVR model, 
as shown in Fig. 6.1.3. The step-by-step description of the workflow is as follows. 
i) Retrieve two groups of datasets from Table 4.5 in Chapter 5, i.e., the original 
EUR-USD datasets and the datasets produced after using the aIMF algorithm to 
filter the original datasets. These groups are used as dependent variables in the 
multiclass SVR model. We also retrieved 12 independent variables from Chapter 
5. 
ii) According to Fig. 6.1.3, we use the Holdout method to separate the two groups of 
dependent variables and a group of independent variables into the training and test 
data. After separation, each group has a ratio of 30:70, 50:50 and 70:30. The 30% 
dependent variables are used as references whereas the 30% independent variables 
are used in the multiclass SVR model as test data. 
iii)  At the reversal point of the curves resulted from the mean reversion, we use the 
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CV to partition each group of dependent variables, as described in Section 6.7.6, 
which yields a number of subgroups. 
iv)  From iii), we simulate the multiclass SVR model using the R programming scripts 
(Kim and Oh, 2013). This fits the multiclass kernel functions and parameters for 
each subgroup of the dependent variables. During this stage, we obtain many 
kernel parameters for each group partitioned, as shown in Table 6.9. 
v)  Integrate all of the results from iv) in the time series domain. Finally, we produce 
two new groups of datasets, which have been simulated by the multiclass SVR 
model, i.e., one produce from the original datasets and another from the datasets 
filtered using the aIMF algorithm. 
vi)  Perform the next simulation of the multiclass SVR model using the same scripts in 
4) where the model inputs are: i) multiple kernel parameters from 4, and ii) the 
lagged datasets after updating the independent variables, which are shown in Fig. 
6.12.  
vii)  Continue the simulation until the last data point of the independent datasets has 
been updated.  
viii)  Compare and analyse the simulation results in vi) and vii) to complete the out-of-  
         sample forecasting process. 
ix) Quantify the performance of the multiclass SVR model using a variety of loss 
estimators, i.e., MSE, MAE, MAPE, R2, AIC, BIC and Accuracy count, and 
compare them with the original EUR-USD datasets and the datasets filtered using 
the aIMF algorithm, i.e., the original datasets in 1). 
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Fig. 6.12 Diagram showing the multiclass SVR model and the updated 
independent variables. 
 
We note that this procedure may be cumbersome for a user because of the errors when 
predicting events that cannot be updated with the independent variables while performing 
simulations. The rationale underlying this approach is that the parameters of the kernel 
function, which is a key algorithm in any SVR model, can be out-of-date so the correlation 
with the training data (70%) can deviate greatly from that with the test data (30%). 
Theoretically, the regression analysis will function accurately if we use a predetermined 
distribution and the parameters of the independent variables. However, the nonlinear, 
nonstationary time series data used in this study are exchanges rates, so it would be difficult 
to predetermine their distributions and parameters. Normally, we can update independent 
variables by connecting the main server used for simulations with a front-end computer that 
updates independent variables from the data source, e.g., Bloomberg. Another scenario that 
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avoids online connection with any data terminal can pre-estimate independent variables using 
a stochastic model, e.g., MS-GARCH, Bayesian inference, etc. In this study, we allow an 
overlapping of the updated independent variables due to delay in connection time to 2% of 
the test data.  
Alternatively, we present a multiclass SVR model without updating independent 
variables. This category is useful for long-term prediction where up-to-date independent 
variables do not exist.  This can be achieved by substituting the ‘update’ procedure in Fig. 
6.12 with a new model that can predict the future of the independent variables. In this 
example, we propose the MS-GARCH model as a prediction tool, as shown in Fig. 6.13, 
which is similar to Fig. 6.12. 
 
 
Fig. 6.13 Diagram of the multiclass SVR model with MS-GARCH  for estimating 
expected dependent variables. 
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6.7.8.2 Simulation Results from Data Calssification Using Mean Reversion and CV 
Using procedures 1) and 2) in 6.7.8.1, we retrieved the original datasets and the datasets 
filtered by the aIMF algorithm from Table 4.5, and the next step was to introduce the 
Holdout method to segregate the training and test data using different ratios, i.e., 30:70, 
50:50 and 70:30, which was followed by CV classification, as described in 6.7.6. A total of 
48 blocks/partitions were separated into six CV classes, which are shown in Table 6.9.  
 
Table 6.9 Classification of the CV ranking for each block, the CV and their 
related values, and the number of blocks counted by mean reversion and CV. 
Block 
no. 
Data ranking CV class no. 
No. of data 
points 
CV value 
1 1st to 12th  2 12 0.02592 
2 13th to 16th  1 4 0.02278 
3 17th to 23rd  2 7 0.02592 
4 24th to 25th  1 2 0.02278 
5 26th to 26th  2 1 0.02592 
6 27th to 38th  1 12 0.02278 
7 39th to 46th  2 8 0.02592 
8 47th to 181st  1 135 0.02278 
9 182nd to 184th  2 3 0.02592 
10 185th to  361st  1 177 0.02278 
11 362nd to 504th  2 143 0.02592 
12 505th to 505th  3 1 0.02077 
13 506th to 506th  2 1 0.02592 
14 507th to 603rd  3 97 0.02077 
15 604th to 656th  4 53 0.05361 
16 657th to 657th  3 1 0.02077 
17 658th to 658th  2 1 0.02592 
18 659th to 680th  4 22 0.05361 
19 681st to 696th  3 16 0.02077 
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20 697th to 701st  4 5 0.05361 
21 702nd to 702nd  3 1 0.02077 
22 703rd to 1748th  4 1046 0.05361 
23 1749th to 1749th  5 1 0.01840 
24 1750th to 1750th  4 1 0.05361 
25 1751st to 1759th  5 9 0.01840 
26 1760th to 1760th  4 1 0.05361 
27 1761st to 1861st  5 101 0.01840 
28   1762nd to1978th  6 217 0.01259 
29 1980th to 2001st  5 22 0.01840 
30 2002nd to 2003rd  4 2 0.05361 
31 2004th to 2016th  5 13 0.01840 
32 2017th to 2071st  4 55 0.05361 
33 2072nd to 2073rd  5 2 0.01840 
34 2074th to 2188th  4 115 0.05361 
35 2089th to 2193rd  5 105 0.01840 
36 2194th to 2197th  4 4 0.05361 
37 2198th to 2198th  5 1 0.01840 
38 2199th to 2211th  4 13 0.05361 
39 2212th to 2212th  5 1 0.01840 
40 2213th to 2221st  4 9 0.05361 
41 2222nd to 2231st  5 10 0.01840 
42 2232nd to 2233rd  4 2 0.05361 
43 2234th to 2244th  5 11 0.01840 
44 2245th to 2245th  4 1 0.05361 
45 2246th to 2316th  5 71 0.01840 
46 2317th to 2317th  6 1 0.01259 
47 2318th t0 2320th  5 3 0.01840 
48 2321st to 2322nd  6 1 0.01259 
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Fig. 6.14 Classification using mean reversion and CV to group and calculate 
coefficient of variance for the original datasets and the datasets 
filtered using the aIMF algorithm. 
 
Table 6.9 was used to plot a graph and Fig. 6.14 which illustrates the distribution of the 
six CV classes where the x-axis represents 50 blocks/partitions and the y-axis represents the 
CV values of the different classes. The figures in brackets show the number of data points 
per CV class. Each block/partition contained different numbers of data points, depending on 
the change in the curve direction, i.e., upward to downward or vice versa. At this point, we 
had classified the two datasets into different multiple classes. The next step was to run 
simulations of the SVR models for both types, which updated the independent variables and 
used MS-GARCH to predict the independent variables. The results of those simulations are 
provided in the next section.  
 
6.7.8.3 Simulation Results of the Multiclass SVR model 
We fitted the kernel distribution functions and their parameters. The outcomes shown in 
Table 6.10 using different sets of kernel functions, i.e., radial, polynomial, linear, Laplacian, 
hyperbolic, Bessel and ANOVA RBF, were different. Moreover, number of support vectors, 
parameters and training error were presented. 
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Table 6.10 Parameters for each class of kernel functions 
Class of 
kernel 
function/ 
Parameters 
No. of 
Support 
Vectors 
Sigma Degree Scale Offset Order 
Objective 
Function 
Value 
Training  
error 
Radial         
1 77 0.09 N.A. N.A. N.A. N.A. − 18.62 0.02 
2 53 0.16 N.A. N.A. N.A. N.A. − 13.34 0.03 
3 38 0.17 N.A. N.A. N.A. N.A. − 7.91 0.01 
4 265 0.12 N.A. N.A. N.A. N.A. − 46.51 0.01 
5 51 0.44 N.A. N.A. N.A. N.A. − 27.54 0.12 
6 28 0.07 N.A. N.A. N.A. N.A. −12.14 0.05 
Polynomial         
1 53 N.A. 1.00 1.00 1.00 N.A. −13.50 0.03 
2 30 N.A. 1.00 1.00 1.00 N.A. −9.51 0.03 
3 23 N.A. 1.00 1.00 1.00 N.A. −2.26 0.01 
4 196 N.A. 1.00 1.00 1.00 N.A. −108.63 0.13 
5 40 N.A. 1.00 1.00 1.00 N.A. −38.47 0.41 
6 23 N.A. 1.00 1.00 1.00 N.A. −4.87 0.03 
Linear         
1 53 N.A. N.A. N.A. N.A. N.A. −13.50 0.03 
2 30 N.A. N.A. N.A. N.A. N.A. −9.51 0.03 
3 23 N.A. N.A. N.A. N.A. N.A. −2.26 0.01 
4 196 N.A. N.A. N.A. N.A. N.A. −108.63 0.13 
5 40 N.A. N.A. N.A. N.A. N.A. −38.47 0.41 
6 23 N.A. N.A. N.A. N.A. N.A. −4.87 0.03 
Laplacian         
1 73 0.08 N.A. N.A. N.A. N.A. −26.78 0.02 
2 42 0.13 N.A. N.A. N.A. N.A. −17.01 0.06 
3 39 0.19 N.A. N.A. N.A. N.A. −9.67 0.01 
4 372 0.12 N.A. N.A. N.A. N.A. −59.43 0.01 
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5 46 0.16 N.A. N.A. N.A. N.A. −35.79 0.25 
6 25 0.09 N.A. N.A. N.A. N.A. −16.76 0.17 
Hyperbolic         
1 49 N.A. N.A. 1.00 1.00 N.A. −431.65 110.29 
2 26 N.A. N.A. 1.00 1.00 N.A. −140.27 51.68 
3 18 N.A. N.A. 1.00 1.00 N.A. −48.33 12.76 
4 188 N.A. N.A. 1.00 1.00 N.A. −7391.51 2373.01 
5 36 N.A. N.A. 1.00 1.00 N.A. −197.83 65.98 
6 19 N.A. N.A. 1.00 1.00 N.A. −53.53 16.25 
Bessel         
1 70 1.00 1.00 N.A. N.A. 1.00 −29.68 0.07 
2 41 1.00 1.00 N.A. N.A. 1.00 −15.55 0.07 
3 28 1.00 1.00 N.A. N.A. 1.00 −8.57 0.02 
4 41 1.00 1.00 N.A. N.A. 1.00 −15.55 0.07 
5 42 1.00 1.00 N.A. N.A. 1.00 −32.32 0.21 
6 29 1.00 1.00 N.A. N.A. 1.00 −12.95 0.07 
ANOVA 
RBF 
        
1 92 1.00 1.00 N.A. N.A. N.A. −10.62 0.01 
2 60 1.00 1.00 N.A. N.A. N.A. −5.42 0.01 
3 50 1.00 1.00 N.A. N.A. N.A. −2.53 0.00 
4 50 1.00 1.00 N.A. N.A. N.A. −2.53 0.00 
5 56 1.00 1.00 N.A. N.A. N.A. −18.71 0.06 
6 44 1.00 1.00 N.A. N.A. N.A. −4.81 0.01 
 
Definitions of the parameters given in the Table 6.10 are as follows. 
i) Sigma: the inverse kernel width used by the Gaussian, Laplacian, Bessel and 
ANOVA RBF kernel functions. 
ii) Degree: the degree of the polynomial, Bessel or ANOVA RBF kernel 
functions, i.e., a positive integer. 
iii) Scale: the scaling parameter of the polynomial and tangent kernel functions is 
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a convenient way of normalizing patterns without any need to modify the data 
itself.  
iv) Offset: the offset used in polynomial or hyperbolic tangent kernel functions. 
v) Order: the order of the Bessel function. 
Next, we used loss estimators, i.e., MSE, MAE and MAPE, to measure the performance 
of each kernel functions in all CV classes for the two groups of datasets. The results given in 
Table 6.11 show that the Laplacian kernel function performed the best with the datasets 
filtered using the aIMF algorithm compared with other kernel functions in all CV classes. 
 
Table 6.11 Performance evaluations for all kernel functions using data filtered 
with the aIMF algorithm. 
Kernel function MSE MAE MAPE 
Radial 3.84E-05 0.0048831 0.375369 
Polynomial 0.000520 0.0159646 1.212167 
Linear 0.000520 0.0159676 1.212442 
Laplacian 3.24E-05 0.0046254 0.360253 
Hyperbolic 6.192284 1.5028091 113.5211 
Bessel 0.000483 0.0128695 0.985140 
ANOVA RBF 0.000103 0.0072116 0.547114 
 
Having successfully simulated the SVM with Laplacian kernel functions and 
parameters, in conclusion there were six CV classes in 48 blocks/partitions and each block 
had a different number of data points. Table 6.12 summarizes the CV classification and the 
Laplacian kernel functions and parameters.  At this stage, we completed simulations required 
for building up the training data. 
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Table 6.12 Details of the number of blocks per CV class, the parameters of the CV class and 
its value 
Class Blocks Parameter of Laplacian kernel function CV 
1 5 ( ) ( ), exp 0.880257537388077TF b′= − − +w x w x x  0.02278 
2 8 ( ) ( ), exp 0.126109678105003TF b′= − − +w x w x x  0.02592 
3 5 ( ) ( ), exp 0.187274405077155TF b′= − − +w x w x x  0.02077 
4 14    ( ) ( ), exp 0.120770384940063TF b′= − − +w x w x x  0.05361 
5 13    ( ) ( ), exp 0.156375637970856TF b′= − − +w x w x x  0.01840 
6 3 
 
( ) ( ), exp 0.880257537388077TF b′= − − +w x w x x  0.01259 
 
The next step was to introduce the Laplacian kernel functions and parameters into a new 
simulation of the multiclass SVR model. This stage was ‘test data’ stage and it was intended 
to be used for prediction. The simulation results of the two groups of datasets are as follows. 
 
I) Results for the multiclass SVR model with updating independent variables (observations) 
Fig. 6.15 a) and b) show that the predictions of the multiclass SVR model indicated by 
the solid line agreed with the plot for the original datasets (dotted line), where the x-axis 
represents the number of data points used for prediction (test data) and the y-axis is the EUR-
USD exchange rates. In Fig. 6.15 a), the graph shows that all of the test data, i.e., 696 test 
data points, were almost on exactly the same line as the original datasets. To simplify the 
presentation, Fig. 6.15 b) shows the 1st to 100th points for both plots and it is clear that the 
difference between the original test datasets and the multiclass SVR model was less than 5%. 
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a) 
 
 
b) 
Fig. 6.15 Performance of the multiclass SVR model with updating independent variables 
compared with the original datasets. a) The graph is plotted at full scale on the x-
axis with 696 test data points, and b) to simplify the presentation, the graph shows 
the 1st to100th tests. 
 
To verify the performance of the multiclass using the ‘mean reversion and CV’ 
technique, we added a third graph, which shows the simulation result for the multiclass SVR 
model without segregating the filtered datasets into CV classes. The two graphs after 
simulations with and without multiclass look almost identical. However, the performance 
measurement showed that they were significantly different, as shown in Table 6.13. Using 
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the Laplacian kernel function and a training:test data ratio of 70:30, we compared Accuracy 
count using the multiclass SVR model, which was 86.92%, whereas the multiclass SVR 
model without the multiclass technique yielded Accuracy count of 80.52%, as shown in 
Table 6.13. The estimation losses for the model without multiclass were evaluated using loss 
estimators, i.e., MSE, MAE, MAPE, R2, AIC and BIC, which showed that simulations with 
the multiclass SVR model performed better, as shown in Table 6.13.  
 
Table 6.13 Simulation results using the multiclass SVR model compared with simulations 
using the SVR model without multiclass, where the original test datasets was the reference 
Loss estimators 
aIMF and 
SVR 
aIMF and 
multiclass SVR 
Accuracy count (%)   
30:70 77.66 85.11 
50:50 79.81 85.33 
70:30 80.52 86.92 
MSE 0.0001448 1.089E-05 
MAE 0.0097964 0.0025102 
MAPE 0.6735869 0.3602532 
R2 0.9981 0.9999 
AIC −5738.339 −3173.644 
BIC −5724.703       −3161.903 
 
During the simulations, the independent variables were updated using a front-end 
computer connected to the data source. We also optimised the trade-off between the number 
of trained data used and the time consumed by simulations, which were based on the 
condition that the link speed between the front-end computer and the data source terminal 
was not <1 MB/s, while we found that the length of input data points should be at least 500 
units. After testing the online update, we also found that percentage of overlapping data 
points between the front-end and the data terminal computers could be tolerated up to 2%. 
Thus, in the scenario were a time constraint was updating the independent variables, we 
could connect a front-end computer to the data source terminal. An example is given of 
  
 
Prediction Models 145 
 
 
forecasting at an hourly rate where update can occur at night time the market is closed. 
 
II) Results for the multiclass SVR model using the MS-GARCH model estimating independent 
variables 
Based on Fig. 6.13, we applies the same simulation methods using the multiclass SVR 
model with updating independent variables, as described earlier in this section, to generate 
new predictions using MS-GARCH to generate the expected independent variables. At the 
beginning, we generated the 12 expected independent variables in Table 4.5 using the same 
simulation MS-GARCH model described in Section 6.7.2. The prediction procedure for the 
12 independent variables was as follows. 
i) Divide each of the 12 independent variables using a 70:30 ratio where the first data 
point of the numerator in each set was the first data point of the independent 
variables. 
ii) Compute the mean and standard deviation.  
iii) Predict the values of the 30% remaining independent variables. 
iv) Classify the simulation methods as follows. 
a) According to (6.11), where ( )2; . . 0,
t tt s t s t t t
y u u i i dµ ε µ σ σ= + = + ∼ , assume the 
tε distribution of  the mean is zero with a fixed standard deviation and use the 
data from 3) to compute the kth state of regime-switching for the mean 
ts
µ . Next, 
we simulated this model using the same R programming script mentioned in 
Section 6.7.3. 
b) According to (6.11), fix the mean to tµ  and compute the kth state of regime- 
switching for tε  to obtain (6.94).  Next, we simulated the model using the same 
R programming script mentioned in Section 6.7.3, where the predicted value of 
the model is given by 
( )2; ~ . . 0, .
t t tt t s t s t s
y u i i dµ ε µ σ σ σ= + = +  (6.96) 
v) The results produced by 4a) and 4b) are the datasets predicted using MS-GARCH. 
Next, we compare these results with 30% of the remaining datasets from the original 
datasets. 
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vi) Select the best prediction results from the simulations in 4a) and 4b) and used them 
as independent variables for the multiclass SVR model. 
We simulated the multiclass SVR model using MS-GARCH to generate independent 
variables according to the earlier procedures 1) to 7) and Fig. 6.16 and Table 6.14 show the 
outcomes of the two versions of the MS-GARCH model simulations, i.e., one assumes the 
tε distribution of the mean is zero with a fixed standard deviations, known as ‘mean–regime- 
switching’, whereas the other fixed the mean and computed the kth state of regime-switching 
for tε , known as ‘variance–regime-switching’. Our analysis showed that the results of this 
simulation were relatively poor, i.e., Accuracy count were about 57% and R2 was only 0.844, 
compared with the results where the model used updated independent variables where 
Accuracy count was about 87% and  R2 approached 1. Fig. 6.16 plots all of the test datasets 
(696 data points) for the three scenarios, i.e., the original datasets and the results of the MS-
GARCH models using mean regime-switching, including variance regime-switching. The 
analysis of the graphs showed that the curves generated by the MS-GARCH model were 
rather flat at the beginning, before jumping to match the line of the original test datasets then 
dropping down with a few spikes in between. This was because the MS-GARCH model 
tended to stick to the mean after a long prediction. This demonstrated that the prediction 
capacity of AR methods such as the MS-GARCH model is lower compared with that when 
the effects of independent variables are considered during the regression analysis. Thus, we 
rejected the simulations of the multiclass SVR model using MS-GARCH to generate 
independent variables.  
 
 
 
 
 
 
  
 
Prediction Models 147 
 
 
 
Fig. 6.16 Comparison of the multiclass SVR model using MS-GARCH to estimate 
independent variables: a) with mean regime-switching and b) with variance 
regime-switching. 
 
6.7.8.4 Performance Measurements of the multiclass SVR model using both data from 
observation and the MS-GARCH model to generate independent variables  
We applied loss estimators to measure the prediction performance of the proposed 
multiclass SVR models, i.e., MSE, MAE, MAPE, R2, AIC, BIC and Accuracy count, which 
was used to compare upward and downward movements of the predicted outcome compared 
with the original datasets. In Table 6.14, we refer to results of the Laplacian kernel functions 
and parameters listed in Table 6.12.  Using a training:test data ratio of 70:30, the multiclass 
SVR model with updating independent variables and datasets filtered by the aIMF algorithm 
delivered a performance of Accuracy count of 86.92% compared with 73.21% for the 
multiclass SVR simulation using the original datasets. The R2 of the model with updating 
independent variables approached 1 whereas that with the model using MS-GARCH was 
0.80. The other loss estimators, i.e., MSE, MAE, MAPE, AIC and BIC also showed that the 
simulations using the aIMF algorithm were the best.  
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Table 6.14 Simulation results for the multiclass SVR models using four different methods 
Loss estimator 
Multiclass SVR model with 
updating independent variables 
Multiclass SVR model 
using MS-GARCH 
aIMF 
algorithm 
Original 
datasets 
Mean1 Variance1 
Accuracy count (%)       
30:70 85.11 70.26 N.A. N.A. 
50:50 85.33 70.60 N.A. N.A. 
70:30 86.92 73.21 56.896 57.758 
MSE 1.089E-05 0.0001429 0.0074445 0.0074547 
MAE 0.0025102 0.0098611 0.0628318 0.0628295 
MAPE 0.3602532 0.6946638 4.5722136 4.57267630 
R2 0.9999 0.9827 0.84370 0.8441 
AIC −3173.644 −4213.836 −2681.333 −2683.083 
BIC −3161.903 −4200.200 −2667.697 −2669.447 
1
 regime-switching 
 
Table 6.14 presents the results from four different simulations, which were generated by 
the multiclass SVR model with updating independent variables using i) the datasets filtered 
by the aIMF algorithm and the original test dataset, and ii) MS-GARCH with mean and 
variance regime-switching. The result using the aIMF algorithm with updating independent 
variables outperformed the simulations of without using the aIMF algorithm (original 
datasets) or using the MS-GARCH model for estimating independent variables. For example, 
at 70:30 training  to test data ratio, Accuracy count of  the aIMF and  multiclass SVR model 
was 86.92%,  compared with those of the multiclass SVR model only (without using the 
aIMF algorithm) and the multiclass SVR models using MS-GARCH (for both mean regime- 
switching and variance regime-switching) which are 73.21%, 56.896%, and 57.758%, 
respectively. The reasons why the aIMF and  multiclass SVR model outperformed other 
model are as follows: i) the aIMF algorithm filtered noise out of the input signals; thus, the 
estimation is better than the simulations without using the aIMF algorithm, and ii) the 
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multiclass employed mean reversion and CV helped to optimise the kernel function resided 
in the SVR model. 
On conclusion, we recommend the aIMF and multiclass SVR model with updating 
independent variables as a candidate for forecasting nonlinear nonstationary time series 
datasets, i.e., EUR-USD exchange rates.  
 
6.8 Performance Analysis of all Models 
The development of all the models simulated and tested in Sections 6.4.2–6.4.7 were 
related the idea of predicting nonlinear, nonstationary time series data, e.g., EUR-USD. We 
classified those models into two types, i.e., one employed an AR method and the other used 
regression analysis with support for independent variables. Overall, each method had 
advantages and disadvantages, e.g., the regression analysis using independent variables 
provided better accuracy when the independent variables were highly correlated with the 
dependent variables. In circumstances were we cannot find an accurate independent variable, 
the AR method inevitably provided the only solution. To fit any parameters to methods 
suited to nonlinear, nonstationary time series, the distribution of stochastic modelling in the 
probabilistic domain plays an important role because the only aim is to avoid 
predetermination, which may be unrealistic. In our case, we introduced a variety of stochastic 
models, i.e., Markov chain, Monte Carlo, smooth transition, and SVM using kernel functions. 
Table 6.15 shows our proposed models from Sections 6.2–6.7. Functionally, ARIMA, STAR 
and MS-GARCH were regression models that did not use independent variables whereas 
MSR, MCMC regression and SCR employed independent variables. Supporting functions 
that bind regression techniques to the moving average with smooth transitions are suitable for 
linear distributions, whereas the Markov chain uses conditional probability theory to justify 
the next variables and the kernel function is a probability density function. However, Monte 
Carlo is a computational algorithm that relies upon the repetition of random sampling.  
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Table 6.15 Classification of the proposed models and methods, including their functions 
Model/method Type Function 
ARIMA Autoregressive  Integrated moving average  
STAR Autoregressive Smooth transition  
MS-GARCH Autoregressive  Markov Chain 
MSR Regression with independent Markov Chain 
MCMC regression Regression with independent Markov Chain Monte Carlo 
SVR Regression with independent Kernel function  
 
The performance measurements of each model are shown in Table 6.16, which used 
MSE, MAE, MAPE, R2, AIC, BIC and Accuracy count to estimate out-of-sample forecasting 
by comparing the results of each model measured by the loss estimators with 30% of the 
original datasets that had never been used during the model build-up.  Tables 6.1, 6.2, 6.3, 
6.5, 6.8 and 6.13 show the results of the performance measurements for the following 
models: ARIMA, STAR, MS-GARCH, MSR, MCMC regression, multiclass SVR with 
updating and MS-GARCH, respectively, which we  compared in Table 6.16. To simplify the 
presentation and analysis, all figures were rounded up to three decimal points. The analysis 
that the MSE, MAE and MAPE of the multiclass SVR model with updating of independent 
variables had the lowest values compared with the results for other models. The MSE, MAE 
and MAPE values of the MCMC regression model were also very low, followed by (in 
order): i) the multiclass SVR without updating but using MS-GARCH to generate 
independent variables, ii) MSR, iii) MS-GARCH, iv) STAR and v) ARIMA. The R2 of the 
multiclass SVR model with updating was approximately 1, followed by the MCMC 
regression models, MS-GARCH, MSR, multiclass SVR with and without updating, STAR 
and ARIMA, which were 0.978, 0.970, 0.871, 0844, 0,243, and almost 000, respectively. 
When using AIC and BIC as estimators, the results were similar to R2 values, where the 
lowest was with multiclass SVR with updating. In terms of Accuracy count, the multiclass 
SVR model with updating and MCMC regression were the best, i.e., 86.92% and 82.33%, 
respectively. The middle rank included MSR, i.e., 68.10%, followed by multiclass SVR 
using MS-GARCH to generate  independent variables, STAR, MS-GARCH and ARIMA, 
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which all scored approximately 50%. Using the results of SVR with MS-GARCH to generate 
independent variables was better than MS-GARCH alone. 
 
Table 6.16 Comparison of the performance of the models proposed in Sections 6.2–6.7 
Model/loss 
estimator 
MSE MAE MAPE R2 AIC BIC 
Accuracy 
count 
ARIMA 0.009 0.076 5.292 0.000 –1389.633 –1375.997 50.290 
STAR 0.011 0.088 6.289 0.243 –11657.49  –11641.32 52.155 
MS-GARCH 0.006 0.073 5.283 0.970 –3833.042 –3819.406 51.580 
MSR 0.012 0.083 5.942 0.871 –1468.813 –1455.177 68.100 
MCMC 
regression 
0.000 0.015 0.847 0.978 –4030.750 –4017.120 82.330 
SVR with 
updating 
0.000 0.003 0.360 1.000 −3173.644 −3161.903 86.920 
SVR with MS-
GARCH 
(mean1) 
0.007 0.063 4.572 0.844 −2681.333 −2667.697 56.896 
SVR with MS-
GARCH 
(variance1) 
0.007 0.063 4.572 0.844 −2683.08 −2669.45 57.777 
1
regime-switching 
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Fig. 6.17 Comparison of the plots of the nine models where Y1 represents EUR-
USD. The plots of 'After SVR using mean regime-switching' and variance 
regime-switching are displayed on Y2. 
 
Fig. 6.17 shows the performance of all the models we simulated compared with the 
original test datasets. To ease viewing of the presentation, instead of plot the results from 
each forecasting model, we assign the x-axis representing just 100 test data points in the time 
series whereas the Y1 and Y2 axis represent EUR-USD. Nine models used two different 
methods, i.e., AR and regression with independent variables. ARIMA, STAR and MS-
GARCH models used AR whereas MSR, MCMC regression and SVR used regression with 
independent variables. The x-axis shows the ranking of the test data, which used 30% of the 
total input data, i.e., the original datasets, the data filtered with the aIMF algorithm and 12 
independent variables.  
To simplify the presentation, we plotted approximately 100 data points from the 2001st 
to 2101st. All of the curves representing the models from Sections 6.2–6.7 exhibited the same 
trend moving from left to right and they corresponded with the original datasets. The curves 
that used AR methods had straight lines comparing with those that used independent 
variables, which were nonlinear. The curves of multiclass SVR using MS-GARCH to 
generate independent variables appeared to stray from the mean, which is why we plotted 
them on the Y2-axis. As mentioned in 6.7.8.3 iii), using MS-GARCH to predict independent 
variables yielded a large number of errors. The final outcome was probably unacceptable 
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when incorporating the errors of predicted independent variables into the multiclass SVR 
model.  
This section showed that the multiclass SVR with updating independent variables 
performed outstandingly well, i.e., Accuracy count was 86.92%, but it was still possible to 
increase its performance.  
 
6.9 Improvements to the Multiclass SVR Model with Updating 
Independent Variables 
Our studies have shown that the multiclass SVR model with updating yielded the 
highest Accuracy count.  In this section, we optimize Accuracy count via the use of 30% of 
the following datasets: i) the original datasets, ii) the datasets filtered using the aIMF 
algorithm, and iii) 12 independent variables as an input for the multiclass models simulated 
in Section 6.7. For the training:test data ratio, higher denominators in the ratio will not 
consume more computational power in practice than other ratios during simulations, although 
the likelihood of long-term prediction is relatively lower. Our hypothesis is that if there is a 
need to increase prediction accuracy, the number of training data should be increased using a 
small number of test data. The drawbacks of this method are issues with high computational 
power requirements and longer processing time.  We optimized the number of test data used 
in the model and found that Accuracy count was still high with a lower number of test data. 
For example, with the first 10% of the training data used, the accuracy was lumped to 
92.60%. However, using more test data, e.g., 20%, meant Accuracy count were reduced to 
87.81%, as shown in Fig. 6.18. For long-term forecasting, the training data need not be 
updated periodically, which could be a major problem. In our case, the prediction frequency 
is optimal if the independent variables are updated from time to time, but the training:test 
data ratio should not be more than 70:30. If possible, a front-end computer should be linked 
to a data source terminal to allow online updating. This will ensure that the independent 
variables are fresh, thereby avoiding a high number of errors. According to the optimization 
of the cross validation described in Section 6.7.7, the amount of data that lags between the 
front-end computer and the data source can be tolerated for up to 2% of the trained data. We 
set sample of forecasting for every hour and the update could occur at night while the market 
was closed, which took no more than 5 minutes.  In conclusion, we recommend using a 
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training:test data ratio of 90:10 with online updating of the independent variables. 
 
 
Fig. 6.18 Optimization of test data based on the percentage accuracy versus the 
percentage test data. 
 
6.10  Conclusion and Discussion 
At the beginning of this chapter we summarised Chapters 2–5, i.e., the introduction to 
digital filters, the data, forecasting methods and a new digital filter, respectively. We 
classified the prediction models into two types and we introduced a variety of models, i.e., 
ARIMA, STAR, MS-GARCH and MSR, that are used by econometrics, while MCMC 
regression and multiclass SVR models were introduced from the area of statistical learning 
theory. The proposed models can handle nonlinear, nonstationary time series data, i.e., data 
retrieved from Bloomberg from the year 2001 to 2011. The R programming scripts for all 
simulations were retrieved from the Journal of Statistical Software. In addition, we made 
modifications to suit our requirements, i.e.,  in the multiclass SVR model, we added  a set of  
scripts for the mean revision and CV technique to classify the filtered datasets, regression 
algorithms for use with MCMC and SVR, etc. During this study, some of the R programming 
scripts were superseded by new versions. Thus, before finalizing of this chapter, we re-
visited these amendments and updated them in the R programming libraries. For hardware, 
we used a server, i.e., Intel(R) Xeon(R), with 2 ×2.4 GHz E5620 CPUs, 3.99 GB RAM, and a 
64-bit Microsoft Windows Operating System. The execution of the simulations of each 
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model, with the exception of MCMC regression, took less than 1 minute to complete, 
excluding the models that used the aIMF algorithm and the multiclass SVR model.  Based on 
the simulations and the comprehensive analysis of all the studies required to complete this 
chapter (Prediction Models), we recommend that multiclass SVR with updating as the best 
candidate, followed by MCMC regression.  In the next chapter, we will address the 
robustness of testing using multiclass SVR models.  
 
6.11 Task Summary  
This section presents two diagrams, Fig. 6.19 and Fig. 6.20, connected together as a 
single diagram which represents all the tasks in Chapter 6. 
 
 
Fig. 6.19 Task summary of Section 6.1-6.4 showing Introduction and model building up, in 
which consist of ARIMA, STAR and MS-GARCH, respectively. 
 
  
 
Prediction Models 156 
 
 
 
 
Fig. 6.20 Continue from the chart in Fig. 6.19. Task summary of Section 6.5-6.10 showing 
model building up, which consist of MSR, MCMC Regression, Multiclass SVR, 
Performance Analysis of All Models, Improvements to the Multiclass SVR Model 
with Updating and Conclusion and Discussion, respectively. 
 
Fig 6.19 and Fig 6.20 together provide a diagrammatic summary that traces the 
introduction of prediction models (section 6.1), building up progressively, beginning with 
ARIMA, STAR, MS-GARCH, MSR, MCMC Regression as described in sections 6.2 to 6.6, 
and finally leading to the final aIMF with multiclass SVR model (section 6.7). The build up 
process of each of the models provides a review of its background, theoretical considerations, 
data classification, algorithm, simulations and results, and trend analysis. 
Performance measurement was done for each of the models, and a performance analysis 
was conducted by way of tabulation (Table 6.16) and evaluation of all  the loss estimators 
such as MSE, MAE, MAPE, R2, AIC, BIC and Accuracy count. 
 
  
 
 
 
 
 
 
Chapter 7 
Robustness Testing 
 
Robustness testing is any quality assurance methodology focused on testing the 
consistent accuracy of software. In this Chapter, we test the software models introduced in 
Chapter 5 and Chapter 6, i.e., the aIMF algorithm and the multiclass SVR. The testing 
strategy used different input dependent variables other than the EUR-USD exchange rates 
used in Chapter 6, as a new series of inputs for the prediction model, the multiclass SVR. 
 
7.1 Testing the aIMF Algorithm 
In Chapter 4, 65 sets of financial data from Bloomberg were collected and tested their 
nonlinearity and nonstationary distributions, including testing their inter- and intra-
correlations. In this section, we tested the robustness of the multiclass SVR model by creating 
four new scenarios where each scenario used EUR-JPY, EUR-RUB, EUR-CHF and EUR-
GBP as input dependent variables; the remaining 64 datasets plus EUR-USD, were the 
independent variables. We did not select EUR-CHY as one of the independent variables 
because the Yuan currency had few volume trade transactions and was fixed against the USD 
exchange rates in early 2000’s. Thus, it would have had an unrealistic correlation with other 
independent variables. We began to test the new four dependent variables with 64 
independent variables (including EUR-USD). This is to determine the characteristics of all 
datasets whether they were i) nonlinear and nonstationary distributions, and ii) correlation 
with the new four dependent variables. The same test statistic used in Chapter 4 was 
introduced, i.e., Anderson-Darling, Smirnov-Cramer-Von Mises, Lilliefors (Kolmogorov-
Smirnov), Pearson's Chi-squared, Augmented Dickey-Fuller, Elliott-Rothenberg-Stock, and 
Granger causality test. 
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After completion of testing the new four exchange rates as dependent variables and 
another 64 independent variables, we have found that all datasets are nonlinear and 
nonstationary; and each four dependent variables correlated with the 64 independent 
variables. Next, we perform robustness testing using the following scenarios:  
i) EUR-GBP as dependent variables and the remaining 12 datasets as independent 
variables shown in Table 4.5, which included EUR-USD; 
ii) ii) EUR-RUB as dependent variables and the remaining 12 datasets as 
independent variables shown in Table 4.5, which included EUR-USD; 
iii)  EUR-JPY as dependent variables and the remaining 12 datasets as independent 
variables shown in Table 4.5, which included EUR-USD; 
iv) EUR-CHF as dependent variables and the remaining 12 datasets as independent 
variables shown in Table 4.5, which included EUR-USD. 
At this stage, we simulate the EUR-GBP, EUR-JPY, EUR-RUB and EUR-CHF 
exchange rates using the same methods described in Section 5.2 (The EMD and aIMF 
algorithm) and Section 5.3 (Creating the aIMF algorithm). Next, we conduct the normality 
and unit root tests using the same procedures described in Section 4.2 and Section 4.3 for 
each aIMF (the original datasets minus the averaged IMF in the time series) that belong to the 
four sets of dependent variables. For the last sample where EUR-USD exchange rates were 
assigned as dependent variables, which are addressed in Section 5.2, the maximum IMF was 
seven (7). However, the number of IMFs decomposed by the EMD process could be 
different, depending on the characteristics and distribution of the input data. In these 
particular simulations, the total number of IMFs generated from EUR-GBP, EUR-JPY, EUR-
RUB and EUR-CHF were eight (8) each.  
Before measuring the aIMF performances of the four exchange rates, we grouped the 
last simulation of aIMF for EUR-USD, giving a total of five exchange rates i.e., EUR-USD, 
EUR-GBP, EUR-JPY, EUR-RUB and EUR-CHF. We then measured the performance of 
those five variables using loss estimators, i.e., MSE, MAE and MAPE.   
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Table 7.1 aIMFs of the five exchange rates, including EUR-USD, 
which were evaluated using MSE, MAE and MAPE 
Exchange rate 
aIMF 
MSE MAE MAPE 
EUR-USD 8.20211E-05 0.007190301 0.570850966 
EUR-JPY 73.10660355 6.264152991 4.517038182 
EUR-CHF 5.4144E-05 0.00553261 0.318225367 
EUR-RUB 5.4144E-05 0.00553261 0.016500988 
EUR-GBP 5.4144E-05 0.00553261 0.769554168 
 
Table 7.1 showed the results of testing the five exchange rates filtered with the aIMF 
algorithm. By using loss estimators, MSE, MAE and MAPE, we found that the values 
measured by those loss estimators were extremely low, except the MSE value of EUR-JPY 
was relatively high. This effect was verified by re-simulation using the aIMF algorithm for 
EUR-JPY, but the results remained the same. We continued to trace the reason for this 
deviation by plotting the aIMFs of the EUR-JPY exchange rates and its original dataset, and 
we found a few high jumps around the at 541st data points and between the 1531st and 2061st. 
These jumps may be caused by overfitting the aIMF algorithm, which is shown in Fig. 7.1. 
 
           
Fig. 7.1 Graphs showing the over-smoothing of the aIMF for EUR-JPY. 
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 To confirm the robustness of the aIMF algorithm, we conducted the trend analysis using 
SPSS statistics and aimed to measure R2. The results were summarised in Table 7.2 as the 
following: 
 
Table 7.2 Trend analysis of five exchange rates ‘before’ and ‘after’ robustness 
testing using the aIMF algorithm 
Exchange rates 
  aIMF 
Trend R2 F-statistic Significant 
EUR-USD     
Before Cubic 0.861 4780.902 0.000 
After Cubic 0.882 5760.919 0.000 
EUR-JPY     
Before Cubic 0.886 5988.361 0.000 
After Cubic 0.894 6486.049 0.000 
EUR-RUB     
Before Cubic 0.209 204.397 0.000 
After Cubic 0.212 231.257 0.000 
EUR-CHF     
Before Cubic 0.886 5983.810 0.000 
After Cubic 0.887 5979.782 0.000 
EUR-GBP     
Before Cubic 0.884 5886.001 0.000 
After Cubic 0.890 6271.012 0.000 
  
 i)   all of the tests passed significantly 
ii)   all of the trends were cubic in the ‘before’ and ‘after’ scenarios, and 
 iii) the R2 values of the datasets simulated using the aIMF algorithm were better 
than the simulations using the original datasets as inputs, although the EUR-
RUB R2 value was relatively low.  
Next, we trace the reasons why the R2 was low for EUR-RUB and found that the EUR-
RUB exchange rates were fairly consistent at the beginning of the 2000s. This was because 
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the RUB currency was practically fixed with many international currencies after the crisis in 
Russia in 1998. After testing the aIMF algorithm using many methods in this section, we 
concluded that this algorithm was fairly robust.  
 
7.2 Testing the Multiclass SVR Model 
In this section, we used trend analysis and loss estimators, i.e., MSE, MAE, MAPE, R2, 
AIC and BIC, to test the robustness of the SVR model. Table 7.3 shows the results of testing 
the aIMF algorithm, which show that: i) all of the tests passed significantly; ii) all of the 
trends were cubic in the ‘before’ and ‘after’ scenarios; and iii) the R2 values of the datasets 
simulated using the multiclass SVR model were better than those simulated using the original 
datasets as the input.  
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Table 7.3 Trend analysis of five exchange rates ‘before’ and ‘after’ robustness 
testing using the multiclass SVR model 
Exchange rate 
Tested data after the multiclass SVR model 
Trend R2 F-statistic Sig. 
EUR-USD     
Before Cubic 0.507 2236.953 0.000 
After Cubic 0.511 2241.435 0.000 
EUR-JPY     
Before Cubic 0.902 2112.897 0.000 
After Cubic 0.915 2480.754 0.000 
EUR-RUB     
Before Cubic 0.692 518.804 0.000 
After Cubic 0.702 542.313 0.000 
EUR-CHF     
Before Cubic 0.789 862.563 0.000 
After Cubic 0.799 915.318 0.000 
EUR-GBP     
Before Cubic 0.903 2141.504 0.000 
After Cubic 0.911 2356.061 0.000 
 
In Section 7.1, we simulated the multiclass SVR model using the same procedure 
described in Chapter 6 and found that the Laplacian kernel function performed very well 
compared with other kernel functions. To simplify the presentation, we plotted 50 data points 
from the test data.  Figures 7.2 a), b), c), and d) show the four plots of the different dependent 
variables simulated using the multiclass SVR model. In each figure, there are differences 
between the two graphs, which represent errors in the model. After analysing the deviations 
of the test data in the simulations compared with the original datasets, each error at any data 
point had a deviation of less than 1%. 
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a) b) 
  
c) (d) 
Fig. 7.2 To simplify the presentation, we plotted 50 data points from the test data. The four 
graphs show simulation results for: a) EUR-JPY, b) EUR-CHF, c) EUR-RUB and d) 
EUR-GBP using the multiclass SVR model with the new dependent variables 
compared with the graphs for their corresponding original datasets. 
We used loss estimators to measure the prediction performance of the proposed aIMF 
and multiclass SVR, i.e., MSE, MAE, MAPE, R2, AIC, BIC and an accuracy count. Using 
Laplacian kernel functions and a training:test data ratio of 70:30, the performance Accuracy 
counts were: i) EUR-USD = 86.92%, ii)  EUR-JPY = 81.18%, iii) EUR-CHF = 88.50%, iv) 
EUR-RUB = 83.33%, and v) EUR-GBP = 84.19%. This suggests that the proposed multiclass 
SVR model was fairly robust; because the degrees of error for all of the exchange rates in 
Table 7.4 had fairly consistent loss estimators with an accuracy count of 81.18–88.5%. 
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Table 7.4 Simulation results for the multiclass SVR model using five dependent variables as 
an input compared with their corresponding original datasets 
Estimators EUR-USD EUR-JPY EUR-CHF EUR-RUB EUR-GBP 
MSE 1.089E-05 1.594129064 0.000115822 0.213858861 0.213858861 
MAE 0.0025102 0.815677713 0.005985487 0.140293456 0.001606438 
MAPE 0.3602532 0.565511583 0.338472120 0.337532199 0.196598220 
R2 0.9999 0.9945 0.9937 0.9873          0.9989 
AIC −3173.644 −2294.993 −4374.498 −896.4742 −6176.207 
BIC −3161.903 −2308.629 −4360.862 −910.1102 −6162.571 
Accuracy 
count (%) 
86.92 81.18 88.50 83.33 84.19 
 
It is noted that the robustness tests in this research applied for the different currency sets 
rather than the different periods of time. This was because there were adequate number of 
datasets i.e., 2322 sets used in the aIMF and multiclass SVR model. Moreover, the SVR 
model executed the output in time series. Therefore in every new dataset entering into the 
model, there are repetitive mechanisms to validate the output.  
 
7.3 Test Cycle 
The test planning commenced with assigning the filters and models from Chapter 5 and 
Chapter 6, respectively, i.e., EKF, EMD-WT, PF, aIMF, ARIMA, STAR, MS-GARCH, 
MSR, MCMC regression, multiclass SVR with updating, multiclass SVR with MS-GARCH-
mean  and multiclass SVR with MS-GARCH-variance. Next, we test these methods one by 
one using 10 random variables. We used an Intel(R) Xeon(R) server with 2 ×2.4 GHz E5620 
CPUs, 3.99 GB RAM and a 64-bit Microsoft Windows Operating System as the main 
processor and Sony Visio, Sony L2412M1EB Desktop with an Intel Core i5, 2.5 GHz, 8 GB 
RAM, and a 64-bit Microsoft Windows Operating System as the front-end connection to the 
data terminal from Bloomberg via web access using a Citrix client. The application programs, 
which are the R programming scripts, were R programs retrieved via web access and stored 
in the server, in addition to SPSS and Excel. We amended some R programming scripts to 
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suit our requirements. Table 7.5 presents the test scores, their execution time and number of 
iterations, and we found no bugs in the software scripts. The next step was to test 10 
iterations using the following scenario: 
i) aIMF using the multiclass SVR model with updating 
ii) aIMF using the multiclass SVR with MS-GARCH mean regime-switching to 
generate independent variables 
iii) aIMF using the multiclass SVR with MS-GARCH variance regime-switching to 
generate independent variables. 
The results shown that there were no bugs in the software scripts with an average 
execution time of 3 seconds per model, except running the MCMC regression model for 
10000 iterations took 17 seconds. However, some processes, e.g., inserting the results of 
SPSS and Excel into the server had to be carried out manually.  
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Table 7.5 Execution times of the models in seconds  
Model 
 Execution time in seconds 
Iterations Training 
data 
Test data Training and 
test data 
EKF 10 N.A. N.A. 2  
EMD-wavelet 10 N.A. N.A. 2  
Particle filter 10 N.A. N.A. 4  
aIMF 10 N.A. N.A. 4 
ARIMA 10 N.A. N.A. 2  
STAR 10 N.A. N.A. 6  
MS-GARCH 10 N.A. N.A. 2  
MSR 10 N.A. N.A. 2  
MCMC regression 10000 N.A. N.A. 17  
Multiclass SVR with 
updating 
10 3 4  N.A. 
Multiclass SVR with MS-
GARCH-mean 1 
10 2  2  N.A. 
Multiclass SVR with MS-
GARCH-variance 1 
10 2  2  N.A. 
1 regime-switching 
 
Overall, we conclude that the proposed multiclass SVR model, which comprised the 
aIMF algorithm, the multiclass with ‘mean reversion and CV’ technique and the SVR 
algorithm was very robust.   
  
 
 
 
 
 
 
 
 
Chapter 8  
Conclusions and Suggestions for Future Research  
 
Forecasting nonlinear nonstationary time series has been a challenge for the financial 
industry and econometrics, as well as for other areas such as signal processing and statistical 
learning theory. Classical forecasting techniques developed for linear processes are 
inadequate when it comes to nonlinear nonstationary time series data, which requires 
advanced data transformation and filtering techniques. Many of lives and natural processes 
are nonlinear nonstationary time series events, such as climate change and genetic mutations.  
There is a dire need in life sciences, in natural disaster risk mitigation (where forecast of life 
threatening typhoons and tsunamis is crucial) and most recently in the financial industry 
amongst others, for proven forecasting models that are adept at handling nonlinear 
nonstationary time series data.  Currently, the subject has become interdisciplinary, involving 
econometricians, digital signal processing and learning machine engineers, and statisticians. 
Forecasting no longer resides only in the realm of mathematicians and statisticians. 
Pharmaceutical, medical, financial, transportation and the logistics industries and even urban 
centre planners now fully embrace nonlinear nonstationary time series forecasting 
methodology as part of their core operations.  
 In this study, we discovered two novels. The first novel finding was related to the 
signal processing area where we enhanced the EMD process and made it a digital filter, 
which is suitable for nonlinear nonstationary time series data distributions. This study 
highlighted the crucial role of digital filtering when applied to prediction models involving 
nonlinear nonstationary time series data. It is important to understand the limitations of each 
type of digital filter and its trade-offs. In this study, it was found that the novel aIMF 
algorithm, which is based on a cubic spline signal decomposition technique and HHT, and 
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which can extract random deterministic noise is appropriate and outperformed  other standard 
digital filter. The aIMF algorithm based on EMD and HHT was able to provide sufficient 
filter upfront to minimise the noise in the voluminous daily exchange rate data which is a 
manifestation of a nonlinear nonstationary time series. The performance of aIMF when 
compared with standard digital filters such as EKF, EMD-wavelet and PF, showed that the 
aIMF algorithm performed significantly better when filtering a nonlinear nonstationary time 
series. Other performance measures, i.e., MSE, MAE, MAPE and R2 showed that the aIMF 
algorithm outperformed these standard digital filters as well.  
Digital filters are increasingly playing a major role in the development of a solid estimator 
for nonlinear nonstationary time series data. It is recommended that more research be done on 
other advanced signal transformation and decomposition techniques, which hopefully will lead 
to more efficient digital filtering algorithms. 
The second novel finding was to introduce a novel data classification method that benefits 
the multiclass SVM and SVR models and new series of multiclass techniques for the SVM 
family using mean reversion and CV. We have examined the results of the simulation and 
analysis of models, i.e., ARIMA, STAR, MS-GARCH, MSR, MCMC regression and multiclass 
SVR.  
In this study, we have brought together the proposed new digital filter based on the aIMF 
algorithm and the multiclass SVM/SVR, culminating in a new conceptual aIMF and multiclass 
SVR model for predicting nonlinear nonstationary time series data. After combining these two 
novel approaches and applying them in a new model for prediction, we produced a very high 
prediction yield and we then compared this method with the standard SVM model, which was 
executed without the proposed filtering method and the multiclass SVR. 
Forecasting nonlinear nonstationary time series is still in its infancy and needs 
considerable nurturing to ensure it reaches maturity and realises its full potential. Looking 
back over this research and looking forward to future developments, the next few pages 
summarise mandatory steps that will lead to a quantum improvement in the accuracy and 
reliability of forecasting.   
In conclusion, I would like to report that this research has yielded satisfactory results and 
it met its objective, i.e., to conceptualise a new forecasting model using a novel digital filter, 
aIMF and a multiclass SVR model (Premanode, Toumazou, 2013) and (Premanode, 
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Vongprasert, and Toumazou, 2013), which addresses the problems and limitations of 
forecasting nonlinear and nonstationary time series data. There is still much more work that 
can be done to improve the accuracy of the proposed forecasting model given the limited 
scope of this research. I hope that this thesis will stimulate further interest and research into 
this subject, and that the proposed forecasting model will be refined to the extent that it will 
not just remain within the confines of academia, but instead that it can be applied to solving 
practical problems. 
 
8.1 Strengths and Limitations of the Research  
Imperial College London provides a superb study atmosphere and supportive environment 
for applied research. I would like to express my appreciation to the College in the following 
quotation:  
“From central library to Ethos, new recreation centre, from 1GB high speed internet at our 
office in London to Virtual Private Network (VPN) at home, of which our remote study and 
research work have never been interrupted; from search engine software starting with IEEE 
explore to Science Direct; and second to none support offered by my supervisors, lecturers and 
friends, including in-house seminars and a number of world-class conferences where our 
technical papers were presented”.  
However, there are limited resources in certain areas for this type of interdisciplinary 
research, i.e., a small number of published financial engineering journals, books in the Central 
library have limited coverage and some are not updated due to the rapid changes in technology 
in DSP and statistic learning theory. Certain journals, e.g., on PubMed or from Springer, cannot 
be accessed. To generate the data collections, we had to purchase financial data because some 
of them are not readily available for free download.  Finally, the multidisciplinary nature of this 
research inevitably means that there are differences in the definitions and interpretations of 
many technical terms, although they refer to the same things.  
I have always viewed limitations as challenges rather hindrances and am glad that I 
surmounted these challenges and persevered until the end.  
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8.2 Future Avenues of Research 
The interdisciplinary nature of this thesis and the limitations in the treatment of the 
multiple disciplines involved provides scope for further research. The following sections 
provide a summary of the different areas where further research is recommended. 
 
8.2.1 Areas Related to Digital Filters  
One idea for consideration is using a field programmable gate array (FPGA) function as a 
slave to process the EMD algorithm and using a digital signal processor (DSP) function as a 
master to manage the slave, thereby communicating using any existing embedded technology, 
i.e., pattern recognition, and missing data/images for mobile phones. This could lead to the 
development of a single chipset for filtering and smoothing nonlinear nonstationary time series 
data.  
 
8.2.2 Areas Related to the Multiclass SVR Model 
To increase the accuracy of prediction, we may consider optimizing the kernel functions 
using adaptive feedback. Another area that merits due consideration is the use of ‘smart’ trained 
data to optimize kernel parameters. This can be done by collecting the trained data, recycling 
them and comparing them with the underlying observations from time to time. This will allow a 
comparison lookup table to be created, which could expedite the iterative process.  
 
8.2.3 The Combined Model 
The multiclass SVR model combined two novel approaches: the aIMF algorithm and the 
multiclass for the SVM and SVR model using ‘mean reversion and CV’. It would be 
worthwhile to explore whether these different scripts could be integrated into a single user-
friendly Windows-based application. This would greatly reduce the complexity and time needed 
to execute the prediction model. We hope that such an integrated model would overcome any 
deterrent effects on users and it could lead to a greater appreciation, as well as applications in 
the general public domain. 
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1. Nonparametric tests 
1.1 Ljung–Box test 
There are a large number of tests of randomness (e.g., the runs tests). Autocorrelation plots 
are one common method test for randomness. The Ljung-Box test is based on the 
autocorrelation plot. However, instead of testing randomness at each distinct lag, it tests the 
"overall" randomness based on a number of lags. For this reason, it is often referred to as a 
"portmanteau" test. The Ljung-Box test is commonly used in ARIMA modeling. Note that it 
is applied to the residuals of a fitted ARIMA model, not the original series. 
Equation: 
H0:  The data are random.  
Ha:  The data are not random.  
Test 
Statistic:  
The test statistic is:  
 
QLB = n(n + 2)
ρ2 ( j)
n − jj=1
h
∑  
where n is the sample size, r(j) is the autocorrelation at lag j, and h is the 
number of lags being tested.  
Significance 
Level:  
α
 
Critical 
Region:  
The hypothesis of randomness is rejected if  
 
 
QLB > χ21−α  
where 2χ  is the per cent point function of the chi-square distribution.  
 
Reference:  
http://www.itl.nist.gov/div898/software/dataplot/refman1/auxillar/ljungbox.htm 
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1.2 Q-Statistic of Squared Residuals 
McLeod and Li (1983) apply the Ljung–Box statistics to the squared residuals of an 
ARMA(p, q) model to check for model inadequacy. 
Equation: 
 
a
t
2
= β0 + β1at−12 + ...+ βmat−m2 + et  
H0:  
 
β1 = ... = βm = 0  
Ha:  
 
∃i, β i ≠ 0  
Test 
Statistic:  
The test statistic is:  
 
Q(m) = T (T + 2) ρ

i
2
(a
t
2 )
T − ii=1
m
∑ ,  
where  T  is the sample size, m is a properly chosen number of 
autocorrelations used in test, 
 
a
t
 denotes the residual series, and 
 
ρ i(at2 )is the lag-I ACF of 
 
a
t
2
. 
Significance 
Level:  
α
 
Critical 
Region:  
The hypothesis of randomness is rejected if 
 
Q(m) > χ22  
where 
 
χ 2
2 is the per cent point function of the chi-square distribution 
with 
 
m − p − q
 degree of freedom.  
 
Reference:  
McLeod, A. I. and Li, W. K. (1983). Diagnostic checking ARMA time series models 
using squared-residual autocorrelations. Journal of Time Series Analysis 4 : 
269–273. 
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1.3 Granger causality test 
The most common way to test the causal relationships between two variables is the Granger-
Causality proposed by Granger (1969). The test involves estimating the following simple 
vector autoregressions (VAR):  
 
X
t
= α iYt− i
i=1
n
∑ + β j
j=1
n
∑ X t− j + µ1t
Y
t
= λiYt− i
i=1
m
∑ + δ j
j=1
m
∑ X t− j + µ2t
 
where it is assumed that the disturbances 
 
µ1t  and 
 
µ2 t  are uncorrelated. The first equation 
represents that variable X is decided by lagged variable Y and X, so does the second equation 
except that its dependent variable is Y instead of X. 
Equation: 
H0:  
 
α i∑ = 0, λi∑ = 0
 
Ha:  
 
α i∑ ≠ 0, λi∑ ≠ 0
 
Test Statistic:  The test statistic is: F test 
Significance Level:  α
 
 
Reference:  
Granger, C. W. J. (1969). Investigating causal relations by econometric models and 
cross-spectral methods. Econometrica 37(3): 424–438. 
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1.4 Bispectral test 
This test can be used to test for linearity and Gaussianity. It depends on the result that a 
properly normalized bispectrum of a linear time series is constant over all frequencies and 
that the constant is zero under normality. The bispectrum of a time series is the Fourier 
transform of its third-order moments. For a stationary time series 
 
x
t
 as follow: 
 
x
t
= µ + ψ i
i=0
∞
∑ at−i ,  
the third-order moment is defined as: 
 
c(u,v) = g ψ kψ k +uψ k+v
k=−∞
∞
∑ ,  
where u,v are integer, 
 
g = E(a
t
3),ψ 0 = 1,and 
 
ψ k = 0 for k < 0.  
Equation: 
H0:  
 
g = 0
 
Ha:  
 
g ≠ 0
 
Test Statistic:  The test statistic is: Hotelling’s T2 
Significance Level:  α
 
 
Reference:  
Priestley, M. B. (1988). Non-linear and non-stationary time series analysis. Academic 
Press, London. 
 
Subba Rao, T. and Gabr, M. M. (1984). An introduction to bispectral analysis and 
bilinear time series models, Lecture notes in statistics, 24. Springer-Verlag, 
New York. 
 
Hinich, M. (1982). Testing for gaussianity and linearity of a stationary time series. 
Journal of Time Series Analysis 3: 169–176. 
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1.5 Brock, Dechert and Scheinkman test 
BDS test was first devised by W.A. Brock, W. Dechert and J. Scheinkman in 1987 (Brock, 
Dechert & Scheinkman, 1987). BDS test is a powerful tool for detecting serial dependence in 
time series. It tests the null hypothesis of independent and identically distributed (I.I.D.) 
against an unspecified alternative. BDS test cannot test chaos directly, but only nonlinearity, 
provided that any linear dependence has been removed from the data (e.g. using traditional 
ARIMA-type models or taking a first difference of natural logarithms). Nevertheless, 
nonlinearity is one of the indications of chaos, we may use BDS test to detect such indication. 
Define the correlation integral of sample as: 
 
Cl (δ ,T ) =
2
Tk (Tk −1)
Iδ ( X i*, X j*)
i< j
∑ ,   l =1,k,  
where 
 
Tl = T − l + 1 and 
 
X i
*
= xi  if  l =1 and 
 
X i
*
= X i
k
 if  l = k  . 
H0:  
 
x
t
is independent and identically distributed (I.I.D.) against an unspecified 
alternative.  
Ha:  
 
x
t
is not independent and identically distributed (I.I.D.) against an unspecified 
alternative.  
Test 
Statistic:  
The test statistic is:  
 
Dk (δ ,T ) = T{Ck (δ ,T ) − [C1(δ ,T )]k }/ σ k (δ ,T ),  
where  
 
σ k
2(δ ) = 4(N k + 2 N k− jC2 j
j=1
k−1
∑ + (k −1)2 C2k − k 2 NC2k−2 ),  
 
C = [F(z +δ ) − F(z −δ )]dF(z)∫  and 
 
N = [F(z +δ ) − F(z −δ )]2 dF(z)∫ . 
  
 
Appendix I Definition of Models 189 
 
 
 
 
Significance 
Level:  
α
 
Critical 
Region:  
The hypothesis of randomness is rejected if 
 
Dk (δ ,T ) : N (0,1)  
 
Reference: 
Hsieh, D. A. (1989). Testing for nonlinear dependence in daily foreign exchange 
rates. Journal of Business. 62: 339–368. 
 
Brock, W., Hsieh, D. A. and LeBaron, B. (1991). Nonlinear dynamics, chaos and 
instability: statistical theory and economic evidence. MIT Press, Cambridge, 
MA. 
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2. Parametric tests 
2.1 RESET test 
In statistics, the Ramsey Regression Equation Specification Error Test (RESET) test 
(Ramsey, 1969) is a general specification test for the linear regression model. More 
specifically, it tests whether non-linear combinations of the fitted values help explain the 
response variable. The intuition behind the test is that if non-linear combinations of the 
explanatory variables have any power in explaining the response variable, the model is mis-
specified. This is executed by estimating the following linear regression 
 
y = ax + γ 1 y
$2 + ...+ γ k y$
2
+ e  
H0:  
 
γ 1 = .... = γ k = 0  
Ha:  
 
∃i,γ i ≠ 0  
Test Statistic:   The test statistic is: F-test 
Significance Level:  α
 
 
Reference:  
Ramsey J. B. (1969). Tests for specification errors in classical linear least squares 
regression analysis. Journal of the Royal Statistical Society Series B. 31: 350–
371. 
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2.2 The F-test 
To improve the power of Keenan’s test and the RESET test, Tsay (1986) uses a different 
choice of the regressor 
 
M
t −1 . Specifically, he suggests using 
 
M
t−1 = vech( X t−1, X t−1/ )  
where vech(A) denotes the half-stacking vector of the matrix A using elements on and below 
the diagonal only. 
Equation: 
H0:  
 
γ 1 = .... = γ k = 0  
Ha:  
 
∃i,γ i ≠ 0  
Test Statistic:   The test statistic is: F-test 
Significance Level:  α
 
 
Reference:  
Tsay, R. S. (1986). Nonlinearity tests for time series. Biometrika. 73: 461–466. 
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2.3 Lagrange multiplier test 
The Lagrange Multiplier (LM) test is a general principle for testing hypotheses about 
parameters in a likelihood framework. The hypothesis under test is expressed as one or more 
constraints on the values of parameters. To perform an LM test only estimation of the 
parameters subject to the restrictions is required. This is in contrast with Wald tests, which 
are based on unrestricted estimates, and likelihood ratio tests which require both restricted 
and unrestricted estimates.  
Equation: 
H0:  
 
h(θ) = 0
 
Ha:  
 
h(θ) ≠ 0
 
Test 
Statistic:  
 The test statistic is:  
 
LM = q%
/
I%
−1
q%= λ%
/
H 
/
I%
−1
H λ% 
where  
 
q(θ) = ∂L(θ)∂θ ,
I(θ) = −E ∂
2 L(θ)
∂θ∂θ /





 .
 
Significance 
Level:  
α
 
Critical 
Region:  
Under suitable regularity conditions, the large-sample 
distribution of the LM statistic converges to a chi-
square distribution with k − r degrees of freedom  
 
Reference:  
Silvey, S. D. (1959). The lagrangian multiplier test. Annals of Mathematical Statistics. 
30: 389-407.  
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3. Normality tests 
3.1 D'Agostino's K-squared test 
In statistics, D’Agostino’s K2 test is a goodness-of-fit measure of departure from normality 
that is the test aims to establish whether or not the given sample comes from a normally 
distributed population. The test is based on transformations of the sample kurtosis and 
skewness, and has power only against the alternatives that the distribution is skewed and/or 
kurtosis. 
Equation: 
H0:  The data are normal distribution 
Ha:  The data are not normal distribution 
Test 
Statistic:  
The test statistic is:  
 
Z1(g1) = δ ⋅ ln(
g1
α µ2
+
g1
2
α 2µ2
+1),  
where  
 
W 2 = 2γ 2 + 4 −1,
δ = 1/ ln(W ),
α 2 = 2 / (W 2 −1),
  
and 
 
µ2 is the variance of 
 
g1  and 
 
γ 2  is the kurtosis. 
 
Z2 (g2 ) =
9A
2
{1− 2
9A
− ( 1− 2 / A
1+
g2 − µ1
µ2
2 / ( A− 4)
)1/3},
 
where 
 
A = 6 + 8γ 1
( 2γ 1
+ 1+ 4 / γ 1
2 ),
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Compute: 
 
K 2 = Z1(g1)2 + Z2 (g2 )2  
Significance 
Level:  
α
 
Critical 
Region:  
The hypothesis of randomness is rejected if  
 
K 2 > χ2
2
 
where 
 
χ 2
2 is the per cent point function of the chi-square distribution 
with 2 degree of freedom.  
 
Reference:  
Anscombe F. J. and Glynn William J. (1983). Distribution of the kurtosis statistic b2 
for normal statistics. Biometrika. 70(1): 227–234. 
 
D’Agostino and Ralph B. (1970). Transformation to normality of the null distribution 
of g1. Biometrika. 57(3): 679–681.  
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3.2 Jarque–Bera test 
Jarque–Bera test is a goodness-of-fit test of whether sample data have the skewness and 
kurtosis matching a normal distribution. The test is named after Carlos Jarque and Anil K. 
Bera (1987). The test statistic JB is defined as 
Equation: 
H0:  The data are normal distribution 
Ha:  The data are not normal distribution 
Test 
Statistic:  
The test statistic is:  
 
JB = S
ɵ
2
(r)
6 / T
+
(K(r) − 3)2
24 / T
 
where 
 
Sɵ(r)  is the sample skewness of r, 
 
K (r)  is the sample kurtosis 
of r, T is the sample size. 
Significance 
Level:  
α
 
Critical 
Region:  
The hypothesis of randomness is rejected if 
 
JB > χ2
2
 
where 
 
χ 2
2 is the per cent point function of the chi-square distribution 
with 2 degree of freedom.  
 
Reference:  
Jarque C. M. and Bera A. K. (1987). A test of normality of observations and 
regression residuals. International Statistical Review 55: 163–172. 
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3.3 Anderson–Darling test 
The Anderson–Darling test is a statistical test of whether a given sample of data is drawn 
from a given probability distribution. In its basic form, the test assumes that there are no 
parameters to be estimated in the distribution being tested, in which case the test and its set of 
critical values is distribution-free. However, the test is most often used in contexts where a 
family of distributions is being tested, in which case the parameters of that family need to be 
estimated and account must be taken of this in adjusting either the test-statistic or its critical 
values. When applied to testing if a normal distribution adequately describes a set of data, it 
is one of the most powerful statistical tools for detecting most departures from normality. 
Equation: 
H0:  The data are normal distribution 
Ha:  The data are not normal distribution 
Test 
Statistic:  
The test statistic is: 
 
A2 = −n − S,  
where  
 
S = 2k −1
n
[ln(F(Yk )) + ln(1− F(Yn+1−k ))]
k=1
n
∑  and F is 
cumulative distribution function (CDF), n is the sample size. 
Significance 
Level:  
α
 
Critical 
Region:  
The hypothesis regarding the distributional form is rejected at the chosen 
significance level (alpha) if the test statistic, A2, is greater than the 
critical value obtained from a table. 
 
Reference:  
Anderson T. W. and Darling D. A. (1954). A test of goodness-of-fit. Journal of the 
American Statistical Association. 49: 765–769. 
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3.4 Cramér–von Mises criterion 
In statistics the Cramér–von Mises criterion is a criterion used for judging the goodness of fit 
of a cumulative distribution function  compared to a given empirical distribution function , or 
for comparing two empirical distributions. It is also used as a part of other algorithms, such as 
minimum distance estimation. 
Equation: 
H0:  The data are normal distribution 
Ha:  The data are not normal distribution 
Test 
Statistic:  
Let 
 
x1 ,x2 , ..., xn be the observed values, in increasing order. Then the 
statistics is  
 
T = 1
12n
+
2i −1
2n
− F (xi )






i=1
n
∑
2
.   
and F(x) is cumulative distribution function (CDF), n is the sample size. 
Significance 
Level:  
α
 
Critical 
Region:  
If this value is larger than the tabulated value the hypothesis that the data 
come from the distribution F can be rejected. 
 
Reference:  
Anderson T. W. (1962). On the distribution of the two-sample Cramer–von mises 
criterion. The Annals of Mathematical Statistics (Institute of Mathematical 
Statistics). 33(3): 1148–1159. 
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3.5 Lilliefors (komogorov-Smirnov) test 
In statistics, the Kolmogorov–Smirnov test (K–S test) is a nonparametric test for the equality 
of continuous, one-dimensional probability distributions that can be used to compare a 
sample with a reference probability distribution (one-sample K–S test), or to compare two 
samples (two-sample K–S test). The Kolmogorov–Smirnov statistic quantifies a distance 
between the empirical distribution function of the sample and the cumulative distribution 
function of the reference distribution, or between the empirical distribution functions of two 
samples 
Equation: 
H0:  the sample comes from the hypothesized distribution F(x), 
Ha:  the sample not comes from the hypothesized distribution F(x), 
Test 
Statistic:  
The test statistic is:  
 
nD
n
n→∞
 → sup
t∈[0,1]
B(F(t))
 
where B(t) is the Brownian bridge, n is sample size and  
 
D
n
= sup
x
F
n
(x) − F (x)  
Significance 
Level:  
α
 
Critical 
Region:  
The goodness-of-fit test or the Kolmogorov–Smirnov test is constructed 
by using the critical values of the Kolmogorov distribution. The null 
hypothesis is rejected at level α  if 
 
nD
n
> K
α
 
where Kα is found from 
 
Pr( K ≤ K
α
) = 1− α . 
The asymptotic power of this test is 1. 
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Reference:  
Kolmogorov A. (1933). Sulla determinazione empirica di una legge di distribuzione". 
G. Inst. Ital. Attuari 4: 83. 
 
Smirnov N. V. (1948). Tables for estimating the goodness of fit of empirical 
distributions. Annals of Mathematical Statistics 19: 279. 
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3.6 Shapiro–Wilk test 
In statistics, the Shapiro–Wilk test tests the null hypothesis that a sample 
 
x1 , ..., xn came 
from a normally distributed population. 
Equation: 
H0:  the sample comes from a normal distribution. 
Ha:  the sample not comes from a normal distribution. 
Test 
Statistic:  
The test statistic is:  
 
W =
( aixi
i=1
n
∑ )2
(xi − x)2
i=1
n
∑
 
where  
 
a ' = (a1, a2 ,..., an ) = m 'V −1[m 'V −1V −1m]−1/2 ,
 
m ' = (m1 , m2 , ..., mn )  is the vector of expected values of standard 
normal order statistics, V is the n by n covariance matrix, 
 
x ' = (x1 , x2 , ..., xn )  is a random sample, and 
 
x1 < x2 < ... < xn . 
Significance 
Level:  
α
 
Critical 
Region:  
The hypothesis of randomness is rejected if  
p-value= P(
 
W
table <W)  where 
 
W
table  from Percentage point of the W test  
 
Reference:  
Shapiro S. S. and Wilk M. B. (1965). An analysis of variance test for normality 
(comlete samples). Biometrika. 52(3-4): 591–611. 
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3.7 Shapiro–Francia test 
The Shapiro-Francia W’ test is an approximate test that modifies the Shapro-Wilk W. The S-
F statistic uses 
 
b ' = (b1,b2 ,...,bn ) = m '(m ' m)−1/2  instead of a’. The statistic was 
developed by Shapiro and Francia (1972) and Royston (1983).  
 
Reference: 
Shapiro S. and Francia R. (1972). An approximation analysis of variance test for 
normality. Journal of the American Statistical Association. 67: 215–216.  
 
Royston J. (1983). A simple method for evaluating the Shapiro-Francia W test of non- 
normality. Statistician. 32: 297–300.  
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3.8 Pearson's chi-squared test 
Pearson's chi-squared test (χ2) is the best-known of several chi-squared tests (Yates, 
likelihood ratio, portmanteau test in time series, etc.) – statistical procedures whose results 
are evaluated by reference to the chi-squared distribution. Its properties were first 
investigated by Karl Pearson in 1900. 
Equation: 
H0:  the sample comes from a normal distribution. 
Ha:  the sample not comes from a normal distribution. 
Test 
Statistic:  
The test statistic is:  
 
χ 2 = (xi − µi )
2
σ i
2
i=1
n
∑  
where 
 
µ i  as mean and 
 
σ i
2
 as variance of sample i. 
Significance 
Level:  
α
 
Critical 
Region:  
The hypothesis of randomness is rejected if  
 
χ 2 ≥ χ
α
2
with k-1 degrees of freedom and a significance level of . 
 
Reference:  
Bennett Carl A. and Franklin Norman L. (1954). Statistical analysis in chemistry and 
the chemical industry. 
 
Press William H. et al. (1992). Numerical recipes in C-The Art of Scientific 
Computing, 2nd Ed. Cambridge University Press, New York. 
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4. Unit-root tests 
4.1 Dickey-Fuller test 
To test whether the log price 
 
p
t
 of an asset follows a random walk or a random walk with 
drift, we employ the models: 
 
p
t
= ϕ1 pt−1 + εt
p
t
= ϕ0 +ϕ1 pt−1 + εt
 
where 
 
ε
t
 denotes the error term. 
Equation: 
H0:  
 
ϕ1 = 1  (non-stationary) 
Ha:  
 
ϕ 1 < 1  (stationary) 
Test 
Statistic:  
The test statistic is:  
 
DF ≡ t − ratio = ϕ
ɵ
1 −1
std(ϕɵ1)
=
p
t−1ε t
t=1
T
∑
σ ε pt−1
2
t=1
T
∑
, 
which 
 
ϕ1

=
pt−1 pt
t=1
T
∑
pt−1
2
t=1
T
∑
,   and  σ ε
2
=
( pt −ϕ1 pt−1)2
t=1
T
∑
T −1
, 
where 
 
p0 = 0  and  T is sample size. 
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Significance 
Level:  
α
 
Critical 
Region:  
The hypothesis of randomness is rejected if 
 
DF < t
α
. 
 
Reference:  
Dickey D. A. and Fuller W. A. (1979). Distribution of the estimates for autoregressive 
timeseries with a unit root. Journal of the American Statistical Association. 74: 
427–431. 
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4.2 Augmented Dickey-Fuller test 
For many economic time series, ARIMA(p, d, q) models might be more appropriate 
than the simple model. In the econometric literature, AR(p) models are often used. Denote 
the series by 
 
x
t
. To verify the existence of a unit root in an AR(p) process: 
 
x
t
= c
t
+ βx
t−1 + φi∆xt−i
i=1
p−1
∑ + εt . 
Equation: 
H0:  
 
β = 1 (non-stationary) 
Ha:  
 
β <1 (stationary) 
Test 
Statistic:  
The test statistic is:  
 
ADF ≡ t − ratio = β

−1
std(β ) .
 
Significance 
Level:  
α
 
Critical 
Region:  
The hypothesis of randomness is rejected if 
 
ADF < t
α
 . 
 
Reference:  
Dickey D. A. and Fuller W. A. (1979). Distribution of the estimates for autoregressive 
time series with a unit root. Journal of the American Statistical Association, 
74: 427–431. 
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4.3 KPSS test 
An important argument against the use of tests for the null hypothesis of stationarity is the 
difficulty to control their size when the process is stationary, but highly autoregressive. 
Probably the best known test for stationarity in econometrics, the so called KPSS test 
introduced by Kwiatkowski, Phillips, Schmidt and Shin (1992) is oversized in that case: it 
rejects the true hypothesis of stationarity too often, again leading to undue preference for the 
hypothesis if unit root nonstationarity. 
Equation: 
H0:  
 
σ
ε
2
= 0  
Ha:  
 
σ
ε
2 > 0 . 
Test 
Statistic:  
The test statistic is:  
 
KPSS = 1
T 2
⋅
St
2
t=1
T
∑
σ ∞
2 ,
 
where: 
 
S
t
= e
ɵ
s
s=1
t
∑ and   σ ∞
2
 is a HAC estimator of the variance of   e
ɵ
t  
Significance 
Level:  
α
 
Critical 
Region:  
The hypothesis of randomness is rejected if 
 
KPSS > KPSS
table  . 
 
Reference:  
Kwiatkowski D., Phillips P. C. B., Schmidt P. and Shin Y. (1992): Testing the null 
hypothesis of stationarity against the alternative of a unit root. Journal of 
Econometrics. 54: 159–178. 
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4.4 Co-integration test 
If two or more series are individually integrated (in the time series sense) but some linear 
combination of them has a lower order of integration, then the series are said to be 
cointegrated. A common example is where the individual series are first-order integrated 
(I(1)) but some (cointegrating) vector of coefficients exists to form a stationary linear 
combination of them. For instance, a stock market index and the price of its associated 
futures contract move through time, each roughly following a random walk. Testing the 
hypothesis that there is a statistically significant connection between the futures price and the 
spot price could now be done by testing for the existence of a cointegrated combination of the 
two series. (If such a combination has a low order of integration in particular if it is I(0), this 
can signify an equilibrium relationship between the original series, which are said to be 
cointegrated.) 
The Engle-Granger two-step method 
a. If two time series 
 
x
t
 and 
 
y
t
 are cointegrated, a linear combination of them must be 
stationary. In other words:
 
y
t
− β x
t
= µ
t
, where 
 
µ
t
 is stationary. 
b. If we knew
 
µ
t
, we could just test it for stationarity with something like a Dickey-
Fuller test, and be done. But because we don't know β , we must estimate this first, 
generally by using Ordinary Least Squares, and then run our stationarity test on the 
estimated 
 
µ
t
 series, often denoted 
 
µµt . This is the Engle-Granger two-step method. 
 
Reference: 
Clive Granger. (1981). Some properties of time series data and their use in 
econometric model specification. Journal of Econometrics. 16: 121-130. 
Engle Robert F. and Granger Clive W. J. (1987). Co-integration and error correction: 
representation, estimation and testing. Econometrica. 55(2): 251-276. 
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4.5 Portmanteau test 
A portmanteau test is a type of statistical hypothesis test in which the null hypothesis is well 
specified, but the alternative hypothesis is more loosely specified. Tests constructed in this 
context can have the property of being at least moderately powerful against a wide range of 
departures from the null hypothesis. Thus, in applied statistics, a portmanteau test provides a 
reasonable way of proceeding as a general check of a model's match to a dataset where there 
are many different ways in which the model may depart from the underlying data generating 
process. Use of such tests avoids having to be very specific about the particular type of 
departure being tested. 
Equation: 
H0:  Nonlinearity 
Ha:  Linearity 
Test 
Statistic:  
The classical portmanteau test statistic is the one proposed by Box and 
Pierce. The test statistic is:  
 
QBP = n rɵ k
2
k=1
m
∑ , 
where:  r
ɵ
k  is the sample autocorrelation of order k  
Significance 
Level:  
α
 
Critical 
Region:  
The hypothesis of randomness is rejected if 
 
QBP > χ 2  with  (m-p-q) 
degree of freedom. 
 
Reference:  
Brooks C. (1999). Portmanteau model diagnostics and tests for nonlinearity: A 
comparative Monte Carlo study of two alternative methods. Computational 
Economics. 13(3): 249–263.  
Kwan A. C. and Yangru W. (1996). Further results on the finite-sample distribution of 
Monti’s portmanteau test for the adequacy of an ARMA (p,q) model. 
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Departmental Working Papers 075, Chinese University of Hong Kong, 
Department of Economics.  
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5. Multicolinearlity 
5.1 The variance inflation factor (VIF). 
Some authors have suggested a formal detection-tolerance or the variance inflation factor 
(VIF) for multicollinearity: 
 
VIF = 1
1− R j
2  
where 
 
R j
2
 is the coefficient of determination of a regression of explanator j on all the other 
explanators. A tolerance of less than 0.20 or 0.10 and/or a VIF of 5 or 10 and above indicates 
a multicollinearity problem (but see O'Brien 2007). 
Reference:  
O'Brien Robert M. (2007). A caution regarding rules of thumb for variance inflation 
factors. Quality and Quantity. 41(5): 673-690. 
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5.2 Condition number test 
The standard measure of ill-conditioning in a matrix is the condition index. It will indicate 
that the inversion of the matrix is numerically unstable with finite-precision numbers 
(standard computer floats and doubles). This indicates the potential sensitivity of the 
computed inverse to small changes in the original matrix. The Condition Number is 
computed by finding the square root of (the maximum eigenvalue divided by the minimum 
eigenvalue). If the Condition Number is above 30, the regression is said to have significant 
multicollinearity. 
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5.3 Farrar-Glauber test 
Farrar and Glauber (1967) also proposed a procedure for detecting multicollinearity 
comprised of three tests. The first one examines whether collinearity is present, the second 
one determines which regressors are collinear and the third one determines the form of 
multicollinearity. Based on the assumption that X is multivariate normal the authors propose 
the following:  
Equation: 
H0:  The X’s are orthogonal 
Ha:  The X’s are not orthogonal 
Test 
Statistic:  
The test statistic is:  
 
χ
*
2
= − T −1− 1
6
(2p + 5)




 ln X
/ X .
 
where p is the number of independent variables and T is sample size. 
Significance 
Level:  
α
 
Critical 
Region:  
The hypothesis of randomness is rejected if 
 
χ
*
2 > χ 2  with  ½(p(p-1)) 
degree of freedom. 
 
Reference:  
Farrar Donald E. and Glauber Robert R. (1967). Multicollinearity in regression 
analysis: The problem revisited. The Review of Economics and Statistics. 
49(1): 92-107. 
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