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Jie Gao, Sergiy A. Vorobyov, Hai Jiang, Jianshu Zhang, and Martin Haardt
Abstract
In Part II of this two-part paper, a sum-rate-maximizing power allocation with minimum power consumption is
found for multiple-input multiple-output (MIMO) decode-and-forward (DF) two-way relaying (TWR) in a network
optimization scenario. In this scenario, the relay and the source nodes jointly optimize their power allocation strategies
to achieve network optimality. Unlike the relay optimization scenario considered in part I which features low
complexity but does not achieve network optimality, the network-level optimal power allocation can be achieved in
the network optimization scenario at the cost of higher complexity. The network optimization problem is considered
in two cases each with several subcases. It is shown that the considered problem, which is originally nonconvex,
can be transferred into different convex problems for all but two subcases. For the remaining two subcases, one for
each case, it is proved that the optimal strategies for the source nodes and the relay must satisfy certain properties.
Based on these properties, an algorithm is proposed for finding the optimal solution. The effect of asymmetry in
the number of antennas, power limits, and channel statistics is also considered. Such asymmetry is shown to have a
negative effect on both the achievable sum-rate and the power allocation efficiency in MIMO DF TWR. Simulation
results demonstrate the performance of the proposed algorithm and the effect of asymmetry in the system.
I. INTRODUCTION
Two-way relaying (TWR) is a promising protocol featuring high spectral efficiency [1]. Optimizing transmit
strategies such as power allocation of the participating nodes in a TWR helps to maximize the spectral efficiency
in terms of sum-rate [2]- [7]. As shown in Part I of this two-part paper [2], achieving the maximum sum-rate
in TWR, however, does not necessarily demand the consumption of all the available power at all participating
nodes. As a result, it is of interest to find the power allocation which minimizes the power consumption of the
participating nodes among all power allocations that achieve the maximum sum-rate in TWR. For brevity, this
objective of optimizing the power allocation at the participating nodes is called the sum-rate maximization with
minimum power consumption. In Part I of this two-part paper, the problem of relay optimization for multiple-input
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2multiple-output (MIMO) decode-and-forward (DF) TWR is investigated, in which the relay optimizes its own power
allocation to achieve sum-rate maximization with minimum power consumption given the power allocation of the
source nodes. The solution of the relay optimization problem derived in Part I gives the optimal power allocation of
the relay in a MIMO DF TWR system in the case when there is no coordination between the relay and the source
nodes. Although this power allocation is in general sub-optimal on the network level, it is a viable and preferable
solution for power allocation when the considered MIMO DF TWR system has limitation on the computational
capability of finding the power allocation strategy. If the participating nodes have sufficient computational capability,
a better performance than that in the relay optimization scenario can be achieved. In such a case, the relay and
the source nodes can jointly optimize their power allocation strategies for sum-rate maximization with minimum
power consumption.
Joint optimization of transmit strategies of the relay and source nodes for MIMO TWR has been studied in
[4]- [7]. Transmit strategies for maximizing the weighted sum-rate of a TWR system are studied in [4], in which
the optimal solution is found through alternative optimization over the transmit strategies of the relay and source
nodes. In [5], a low-complexity sub-optimal design of relay and source node transmit strategies is derived for either
sum-rate maximization or power consumption minimization under quality-of-service requirements. The joint source
node and relay precoding design for minimizing the mean-square-error in a MIMO TWR system is studied in [6].
The optimal solution is found through an alternative optimization of several sub-problems obtained from the original
non-convex problem. The authors in [7] solve the robust joint source and relay optimization problem for a MIMO
TWR system with imperfect channel state information. Deriving the optimal solution for the joint optimization
problem generally requires alternative optimization over the transmit strategies of the relay and the source nodes,
which leads to high complexity [4], [6], [7]. All the above works consider MIMO amplify-and-forward (AF) TWR.
Considering the fact that DF TWR may achieve better performance than AF TWR, especially at low signal-to-
noise ratio (SNR) [8], and the fact that DF TWR has the flexibility of performing separate power allocation/precoding
for relaying the communication on each direction, it is of interest to study the problem of joint optimization over
the power allocation strategies of the relay and the source nodes for MIMO DF TWR. If we further consider the
power efficiency, the problem becomes more complicated. Part II of this two-part paper studies the problem of
sum-rate maximization with minimum power consumption for MIMO DF TWR when the relay and the source
nodes jointly optimize their power allocations. This scenario is referred to as network optimization scenario. The
objective of this part is to find the joint optimal power allocation of the relay and the source nodes while reducing
the complexity of finding the optimal solution. The contributions of Part II are as follows.
First, we show that the considered network optimization problem is nonconvex. Based on the comparison of the
maximum achievable sum-rates of the multiple-access (MA) and broadcasting (BC) phases, the network optimization
problem is considered for the case that the maximum achievable sum-rate of the MA phase is lager than or equal to
that of the BC phase and the case that the maximum achievable sum-rate of the MA phase is less than that of the BC
phase, respectively. In each case, we show that the original problem can be transferred, under certain conditions, into
equivalent convex problem(s) which can be solved with low complexity. Accordingly, the above two cases are further
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3analyzed in terms of subcases. For the subcases in which the original problem can be transferred into equivalent
convex problems, the problem of sum-rate maximization and the problem of power consumption minimization are
decoupled so that the sum-rate in one of the MA or BC phase is maximized while the power consumption in the
other phase is minimized. The complexity of finding the optimal solution of the network optimization problem in
the above subcases is therefore low.
Second, for the remaining two subcases in which the original problem cannot be transferred to a convex form,
we prove properties that the optimal solution must satisfy. Based on these properties, we propose algorithms for
finding the joint optimal power allocations for the relay and the source nodes. While the proposed algorithms find
the optimal solution in iterations, the optimization problems that the rely and source nodes need to solve in each
iteration are convex and simple. As a result, the complexity of the proposed algorithms for finding the optimal
solution of the nonconvex joint optimization problem is acceptable in these two subcases.
Third, we demonstrate the effect of asymmetry on MIMO DF TWR in the network optimization scenario. Similar
to the relay optimization scenario, we show that asymmetry in power limits, number of antennas, and channel
statistics can lead to performance degradation in both the achievable sum-rate and the power allocation efficiency.
Specifically, we show that the optimal power allocation in both of the aforementioned two subcases in which the
original problem cannot be transferred to a convex problem is not as efficient as that in other subcases. Then, it is
shown through analysis and simulation that the asymmetry in the power limits, number of antennas, and channel
statistics leads to a larger occurrence probability of the above-mentioned two subcases. As a result, we show that
asymmetry leads to performance degradation in the MIMO DF TWR system.
The rest of the paper is organized as follows. Section II gives the system model of this work. The network
optimization problem is studied in Section III. Simulation results are shown in Section IV, and Section V concludes
the paper. Section VI “Appendix” provides proofs for the lemmas and theorems.
II. SYSTEM MODEL
A TWR with two source nodes and one relay is considered, where source node i (i = 1, 2) and the relay have
ni and nr antennas, respectively. The information symbol vector and the precoding matrix of source node i are
denoted as si and Wi, respectively, where si is a complex Gaussian vector with E{si} = 0, E{sisHi } = I, and
E{sis
H
j } = 0 in which the superscript (·)H stands for the conjugate transpose and I denotes the identity matrix.1
The channels from source node i to the relay and from the relay to source node i are denoted as Hir and Hri,
respectively. It is assumed that source node i knows Hri and the relay knows Hir, ∀i. It is also assumed that the
relay knows Hri, ∀i by using either channel reciprocity or channel feedback. For example, if the system works
in the time-division duplex mode, Hri, ∀i are known at the relay due to channel reciprocity. Otherwise, when the
system works in the frequency-division duplex mode, the relay needs feedback from the source nodes to obtain
Hri, ∀i.
1It is assumed as default throughout the paper that the user index i and j satisfy i 6= j.
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4In the MA phase, source node i transmits the signal Wisi to the relay. The sum-rate of the MA phase, denoted
as Rma(D), is bounded by [10]
Rma(D) = log
∣∣∣∣I+(H1rD1HH1r+H2rD2HH2r)(σ2r )−1
∣∣∣∣ (1)
where Di =WiWHi , ∀i, D = [D1,D2] and σ2r I is the noise covariance matrix at the relay.
The relay decodes s1 and s2 from the received signal, performs precoding for each of them, and then forwards the
superposition of the precoded information symbols to the source nodes in the BC phase. Note that the Exclusive-OR
(XOR) based network coding is adopted at the relay in some works (for example [11]). While XOR based network
coding may achieve better performance in terms of sum-rate than the symbol-level superposition, it relies largely on
the symmetry of the traffic from the two source nodes. The asymmetry in the traffic in the two directions can lead
to significant degradation in the performance of XOR in TWR [12], [13]. As the general case of TWR is considered
and there is no guarantee of traffic symmetry, the simple approach of symbol-level superposition is assumed here
at the relay as it is considered in [1].
With the receiver side channel knowledge and the knowledge of the relay precoder, each source node is able to
subtract its self-interference from the received signal. Denote Tri as the relay precoding matrix for relaying the
signal from source node j to source node i. Let Bi = TriTHri, ∀i and B = [B1,B2]. Then the information rate for
the communication from the relay to source node i, denoted as Rˆri(Bi), is expressed as
Rˆri(Bi) = log |I+ (HriBiH
H
ri)(σ
2
i )
−1| (2)
where σ2i I is the noise covariance matrix at source node i. The sum-rate of the BC phase, denoted as Rbc(B), is
Rbc(B) = Rˆr1(B1) + Rˆr2(B2). (3)
The end-to-end information rate from source node j to source node i, denoted as Rji(Bi,Dj), is bounded by
Rji(Bi,Dj) =
1
2
min{Rˆri(Bi), R¯jr(Dj)} (4)
where
R¯jr(Dj) = log |I+ (HjrDjH
H
jr)(σ
2
r )
−1|. (5)
Then the sum-rate for communication over both MA and BC phases for the considered DF TWR can be written
as [1]
Rtw(B,D) =
1
2
min{Rma(D), R(B,D)} (6)
where
R(B,D) = min{Rˆr1(B1), R¯2r(D2)}
+min{Rˆr2(B2), R¯1r(D1)}. (7)
Denote the singular value decomposition (SVD) of Hri as Hri = UriΩriVHri. We assume that the first rri
(rri ≤ min(ni, nr)) diagonal elements of Ωri, denoted as ωri(1), . . . , ωri(rri), are non-zero. Since the source nodes
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5can subtract their self-interference in the BC phase and the relay has channel knowledge of Hri, ∀i, the power
allocation of the relay for relaying the signal in either direction should be based on waterfilling regardless of how
the relay distributes its power between relaying the signals in the two directions. The actual water-levels used by
the relay for relaying the signal from source node j to source node i is denoted as 1/λi, ∀i. With water-level 1/λi,
Bi can be given as Bi = VriPri(λi)VHri where Pri(λi) = diag
((
1
λi
− 1
αi(1)
)+
, . . . ,
(
1
λi
− 1
αi(rri)
)+
, 0, . . . , 0
)
in which diag(·) stands for making a diagonal matrix using the given elements, (·)+ stands for projection to the
positive orthant, αi(k) = |ωri(k)|2/σ2i , and there are (nr− rri) zeros on the main diagonal of Pri(λi).2 It holds
that
Rˆr1(B1) =
∑
k∈I1
log
(
1 +
(
1
λ1
α1(k)− 1
)+)
(8a)
Rˆr2(B2) =
∑
k∈I2
log
(
1 +
(
1
λ2
α2(k)− 1
)+)
(8b)
where Ii = {1, . . . , rri}. Therefore, the rate Rˆri(Bi) obtained using water-level 1/λi is alternatively denoted as
Rˆri(λi).
From equation (6), it can be seen that the maximization of the sum-rate using minimum power potentially involves
balancing between Rma(D) and R(B,D) and between Rˆri(Bi) and R¯jr(Dj), ∀i. However, it is not explicit how
such rate balancing affects the power allocation of the relay and the source nodes. In order to adjust the above
rates through power allocation, we introduce the relative water-levels. Same as in Part I, 1/µ1(D1), 1/µ2(D2), and
1/µma(D) are defined as ∑
k∈I2
log
(
1 +
(
1
µ1(D1)
α2(k)− 1
)+)
= R¯1r(D1) (9a)
∑
k∈I1
log
(
1 +
(
1
µ2(D2)
α1(k)− 1
)+)
= R¯2r(D2) (9b)
∑
i
∑
k∈Ii
log
(
1 +
(
1
µma(D)
αi(k)− 1
)+)
= Rma(D). (9c)
Given the above definition, if waterfilling is performed on ωrj(k)’s, ∀k ∈ Ij using the water-level 1/µi(Di),
then the information rate of the transmission from the relay to source node j using the resulting power allocation
achieves precisely R¯ir(Di). If waterfilling is performed on ωri(k)’s, ∀k ∈ Ii, ∀i using the water-level 1/µma(D),
then the sum-rate of the transmission from the relay to the two source nodes using the resulting power allocation
achieves precisely Rma(D). For brevity, µ1(D1), µ2(D2), and µma(D) are denoted hereafter as µ1, µ2 and µma,
respectively. The same markers/superscripts on Di and/or D are used on µi and/or µma to represent the connection.
For example, µi(D0i ) and µma(D˜) are briefly denoted as µ0i and µ˜ma, respectively.
For the network optimization scenario considered here, the relay and the source nodes jointly maximize the
sum-rate in (6) with minimum total transmission power in the network.3 Similar to the relay optimization scenario,
2Details on waterfilling based solution of power allocation can be found, for example, in Section III.A in [14].
3The term ‘sum-rate’ by default means Rtw(B,D) when we do not specify it to be the sum-rate of the BC or MA phase.
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6the relay needs to know W1 and W2 while both source nodes need to know Tr1 and Tr2. It is preferable that the
TWR is able to operate in a centralized mode in which the relay can serve as a central node that carries out the
computations. If the system works in a decentralized mode, it may lead to high overhead because of the information
exchange during the iterative optimization process.
Given the above system model, we next solve the network optimization problem.
III. NETWORK OPTIMIZATION
In the network optimization scenario, the relay and the source nodes jointly optimize their power allocation to
achieve sum-rate maximization with minimum total power consumption in the system for the MIMO DF TWR.
Compared to the optimal solution of the relay optimization problem in Part I, the optimal solution of the network
optimization problem achieves larger sum-rate and/or less power consumption at the cost of higher computational
complexity.
The sum-rate maximization part can be formulated as the following optimization problem4
max
{B,D}
Rtw(B,D) (10a)
s.t. Tr{Di} ≤ Pmaxi , ∀i (10b)
Tr{B1 +B2} ≤ Pmaxr (10c)
where Pmaxi and Pmaxr are the power limits for source node i and the relay, respectively. The above problem is a
convex problem which can be rewritten into the standard form by introducing variables t, t1, t2 as follows
max
{t,t1,t2,B,D}
t (11a)
s.t. t ≤ Rma(D), t ≤ t1 + t2 (11b)
ti ≤ Rˆrj(Bj), ti ≤ R¯ir(Di), ∀i (11c)
Tr{Di} ≤ Pmaxi , ∀i, Tr{B1 +B2} ≤ P
max
r . (11d)
If transmission power minimization is also taken into account, the following constraints are necessary
Rˆri(Bi) ≤ R¯jr(Dj), ∀i. (12a)
Rma(D) = R(B,D). (12b)
The reason why the above constraints are necessary if transmission power minimization also needs to be taken into
account is as follows. Given the fact that Rma(D) < R¯1r(D1)+R¯2r(D2) whenever Tr{D1}+Tr{D2} > 0, it can be
shown that the power consumption of the relay can be reduced by reducing Tr{Bi} without decreasing the sum-rate
Rtw(B,D) in (6) if Rˆri(Bi) > R¯jr(Dj). Therefore, the constraint (12a) is necessary. Subject to (12a), Rtw(B,D)
4The positive semi-definite constraints Di  0, ∀i and Bi  0, ∀i are assumed as default and omitted for brevity in all formations of
optimization problems in this paper.
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7in (6) can be written as min{Rma(D), Rˆr1(B1)+ Rˆr2(B2)}/2. Using the fact that Rma(D) < Rˆr1(B1)+ Rˆr2(B2)
when Rˆr1(B1) = R¯2r(D2) and Rˆr2(B2) = R¯1r(D1), it can be shown that the power consumption of at least one
source node can be reduced without decreasing Rtw(B,D) if Rma(D) > R(B,D) while the power consumption
of the relay can be reduced without decreasing Rtw(B,D) if Rma(D) < R(B,D). Thus, the constraint (12b) is
also necessary.
Considering the constraints (12a) and (12b), the problem of finding the optimal power allocation already becomes
nonconvex. Relating (9a)-(9c) with (8a)-(8b), the above two constraints (12a) and (12b) can be rewritten as
λi ≥ µj , ∀i (13a)∑
i
∑
k∈Ii
log
(
1+
(
1
λi
αi(k)−1
)+)
=
∑
i
∑
k∈Ii
log
(
1+
(
1
µma
αi(k)−1
)+)
. (13b)
It should be noted that the constraints (12a) and (12b), or equivalently (13a) and (13b), are not sufficient in general.
Due to the intrinsic complexity of the considered problem, it is too complicated to formulate the general sufficient
and necessary condition for optimality for the original problem of sum-rate maximization with minimum power
consumption. Instead, we will show the sufficient and necessary optimality condition for the equivalent problems in
the subcases in which the original problem can be transferred into equivalent convex problems. For other subcases,
we will develop important properties based on the above necessary conditions which can significantly reduce the
computational complexity of searching for the optimal solution.
In the scenario of network optimization, the three nodes aim at finding the optimal matrices D and B that
minimize Tr{D1} + Tr{D2} + Tr{B1 + B2} among all D and B that achieve the maximum of the objective
function in (10). Considering the fact that the optimal B and D depend on each other, solving the considered
problem generally involves alternative optimization of B and D. It is of interest to avoid such alternative process,
when it is possible, due to its high complexity. Next we use an initial power allocation5 to classify the problem of
finding the optimal B and D for network optimization into two cases, each with several subcases.
Consider the following initial power allocation of the source nodes and the relay, which decides the maximum
achievable sum-rates of the MA and BC phases, respectively. The source nodes solve the following problem
max
D
Rma(D) (14a)
s.t. Tr{Di} ≤ Pmaxi , ∀i. (14b)
It is worth mentioning that the problem (14) is a basic power allocation problem on multiple-access channels
studied in [14]. Denote the optimal solution of the above problem as D0 = [D01,D02]. The relay allocates Pmaxr
on αi(k)’s, ∀k ∈ Ii, ∀i based on the waterfilling procedure. Denote the initial water level as 1/λ0. The case when
Rma(D0) ≥ Rˆr1(λ
0) + Rˆr2(λ
0), i.e., when the maximum achievable sum-rate of the MA phase is lager than or
5Note that the initial power allocation is not the solution to the considered problem and it is only used for enabling classification.
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8equal to that of the BC phase, is denoted as Case I and the case when Rma(D0) < Rˆr1(λ0) + Rˆr2(λ0), i.e., when
the maximum achievable sum-rate of the MA phase is less than that of the BC phase, is denoted as Case II. The
joint optimization over B and D will be studied in each of these cases. The following lemma that applies to both
cases is introduced for subsequent analysis.
Lemma 1: Given D1 and D2 with Pmax1 ≥ Tr{D1} > 0 and Pmax2 ≥ Tr{D2} > 0, if 1/µi > 1/µma > 1/µj ,
then the following two results hold true: 1). 1/µma(D˜) ≤ 1/µj where D˜ = [D˜1, D˜2] with D˜i = 0 and D˜j = Dj ,
2). there exists t ∈ [0, 1) such that with D̂i = tDi and D̂j = Dj , we have 1/µi(D̂i) > 1/µma(D̂) = 1/µj where
D̂ = [D̂1, D̂2].
Proof: See Subsection VI-A in Appendix. 
Lemma 1 relates the source nodes transmit strategy D with the relative water-levels 1/µ1, 1/µ2, and 1/µma. It
shows a range in which the relative water-level 1/µma can change when fixing Dj and changing Di given that
1/µi > 1/µma > 1/µj .
Lemma 2: The optimal solution of the network optimization problem has the following property
λj = µi > µma if λi < λj or µi > µma. (15)
Proof: See Subsection VI-B in Appendix. 
Lemma 2 develops a property of the optimal solution that follows from the constraints (13a) and (13b). This
property is needed for future analysis.
We next study the problem of maximizing Rtw(B,D) with minimum power consumption and find the optimal
power allocation for Cases I and II, respectively, in the following subsections.
A. Finding the optimal solution in Case I, i.e., Rma(D0) ≥ Rˆr1(λ0) + Rˆr2(λ0)
Since Rma(D0) ≥ Rˆr1(λ0)+Rˆr2(λ0), it can be shown that 1/λ0 ≤ 1/µ0ma. In this case, the sum-rate Rtw(B,D)
in (6) is upper-bounded by the sum-rate Rˆr1(λ0) + Rˆr2(λ0). The following two subcases should be considered
separately.
Subcase I-1: The following convex optimization problem is feasible
min
D
Tr{D1}+ Tr{D2} (16a)
s.t. Rma(D) ≥ Rˆr1(λ
0) + Rˆr2(λ
0) (16b)
R¯1r(D1) ≥ Rˆr2(λ
0) (16c)
R¯2r(D2) ≥ Rˆr1(λ
0) (16d)
Tr(Di) ≤ Pmaxi , ∀i. (16e)
In this subcase, the maximum sum-rate Rtw(B,D) can achieve Rˆr1(λ0)+Rˆr2(λ0). In order to achieve this maximum
sum-rate, it is necessary that λ1 = λ2 = λ0. Therefore, the relay should use up all available power Pmaxr at
optimality, and the optimal Bi, ∀i is equal to VriPri(λ0)VHri where Pri(λi) is given in Section II. As a result, the
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9original problem simplifies to finding the optimal D1 and D2 such that Rtw(B,D) achieves Rˆr1(λ0) + Rˆr2(λ0)
with minimum power consumption. Using equations (6) and (7), it can be shown that the sufficient and necessary
condition for D to be optimal in this subcase is that D is the optimal solution to the convex optimization problem
(16). Denoting the optimal solution to the problem (16) as D⋆ = [D⋆1,D⋆2], the total power consumption in this
subcase is Pmaxr + Tr{D⋆1}+ Tr{D⋆2}.
It can be seen that the optimal solution of B and D described above satisfies the necessary condition (13a) as
the constraints (16c) and (16d) are considered in the problem (16). It can also be shown that the above optimal
solution in Subcase I- 1 satisfies the necessary condition (13b), as stated in the following theorem.
Theorem 1: The optimal solution in Subcase I-1 satisfies µ⋆ma = λ0 where µ⋆ma = µma(D⋆), and thereby satisfies
(13b) given that λ1 = λ2 = λ0 at optimality.
Proof: See Subsection VI-C in Appendix.
Considering the constraints (16b)-(16e), it can be seen that the problem (16) is feasible if and only if the optimal
solution to the following problem
max
D
R¯jr(Dj) (17a)
s.t. R¯ir(Di) ≥ Rˆrj(λ
0) (17b)
Rma(D) ≥ Rˆr1(λ
0) + Rˆr2(λ
0) (17c)
Tr(Di)≤Pmaxi , ∀i (17d)
denoted as D∗, satisfies R¯jr(D∗j ) ≥ Rˆri(λ0).6 However, it is possible that R¯jr(D∗j ) < Rˆri(λ0). It is also possible
that the problem (17) is not even feasible. In both of the above two situations the problem (16) is infeasible. This
leads to the second subcase of Case I.
Subcase I-2: The problem (16) is infeasible.
Unlike Subcase I-1, the maximum sum-rate Rtw(B,D) in this subcase cannot achieve Rˆr1(λ0) + Rˆr2(λ0). As
mentioned above, there are two possible situations when the problem (16) is infeasible: (i) R¯jr(D∗j ) < Rˆri(λ0),
and (ii) the problem (17) is infeasible. Using Lemma 1 in Part I of this two-part paper [2] and the fact that
Rma(D0) ≥ Rˆr1(λ
0)+Rˆr2(λ
0) for Case I, it can be shown that if the problem (17) is infeasible for specific values of
i and j, then it is feasible (but R¯jr(D∗j ) < Rˆri(λ0)) when the values of i and j are switched. Therefore, the problem
(16) is infeasible if and only if there exists at least one specific value of j in {1, 2} such that R¯jr(D∗j ) < Rˆri(λ0)
in the problem (17). It infers, based on the definitions (9a)-(9c), that 1/µj < 1/λ0 whenever 1/µma ≥ 1/λ0 and
1/µi ≥ 1/λ
0
. As a result, whenever 1/µma ≥ 1/λ0, or equivalently, Rma(D) ≥ Rˆr1(λ0) + Rˆr2(λ0), the sum-rate
Rtw(B,D) is bounded by Rˆr1(λ1) + Rˆr2(λ2) (according to equation (6)), which is less than Rˆr1(λ0) + Rˆr2(λ0)
when 1/µj < 1/λ0 (according to the constraint (13a)). Moreover, whenever 1/µma < 1/λ0, or equivalently,
Rma(D) < Rˆr1(λ
0)+ Rˆr2(λ
0), the sum-rate Rtw(B,D) is bounded by Rma(D) (according to equation (6)), which
6Note that if R¯jr(D∗j ) ≥ Rˆri(λ0) for i = 1, j = 2 in (17) then it also holds that R¯jr(D∗j ) ≥ Rˆri(λ0) for i = 2, j = 1 and vice versa.
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is also less than Rˆr1(λ0) + Rˆr2(λ0). Therefore, the maximum sum-rate Rtw(B,D) in this subcase cannot achieve
Rˆr1(λ
0) + Rˆr2(λ
0).
We specify j for this subcase so that the problem (17) is feasible but R¯jr(D∗j ) < Rˆri(λ0). The following theorem
characterizes the optimal solution in this subcase.
Theorem 2: Denote the optimal Dl in Subcase I-2 as D∗l , ∀l ∈ {1, 2} and the optimal λl as λ∗l , ∀l. The optimal
strategies for the source nodes and the relay satisfy the following properties:
1. min
l
{1/µ∗l } < 1/µ
∗
ma < 1/λ
0;
2. The relay uses full power Pmaxr ;
3. D∗ maximizes min
l
{1/µl} among all D’s that satisfy
Rma(D) ≥ Rma(D∗) (18a)
Tr(Dl) ≤ Pmaxl , ∀l (18b)
4. 1/µ∗j < 1/µ∗i .
Proof: Please see Subsection VI-D in Appendix.
While the original problem cannot be simplified into an equivalent form in this subcase, the properties in the above
theorem help to significantly reduce the complexity of searching for the optimal solution by narrowing down the set
of qualifying power allocations. Denote the Dj that maximizes R¯jr(Dj) subject to the constraints µj ≥ µma and
Tr{Dj} ≤ Pmaxj as Dlj and the corresponding µj as µlj . According to Theorem 2, if Rˆri(λ¯i)+ Rˆrj(λ¯j) ≤ Rma(D¯),
where
λ¯i = µ
l
j (19a)
Tr{P(λ¯i)}+ Tr{P(λ¯j)} = Pmaxr (19b)
and D¯ is the optimal solution of the following problem
max
D
Rma(D) (20a)
s.t. R¯jr(Dj) ≥ R¯jr(D
l
j) (20b)
Tr(Dl)≤Pmaxl , ∀l (20c)
then the optimal Bl, ∀l in Subcase I-2 is given by Bl = VrlPrl(λ¯l)VHrl and the optimal D is the solution to the
following power minimization problem
min
D
Tr{D1}+ Tr{D2} (21a)
s.t. Rma(D) ≥
∑
l
Rˆrl(λ¯l) (21b)
R¯ir(Di) ≥ Rˆrj(λ¯j) (21c)
R¯jr(Dj) ≥ Rˆri(λ¯i) (21d)
Tr(Dl)≤Pmaxl , ∀l. (21e)
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If Rˆri(λ¯i)+ Rˆrj(λ¯j) > Rma(D¯), then according to Theorem 2, the optimal solution can be found by maximizing
the objective Rtw(B,D), denoted as Robj, that can be achieved by both Rma(D) and ∑
l
Rˆrl(λl) subject to the
following two constraints: 1). 1/λi = 1/µ˜j (according to Lemma 2, Properties 1 and 4 of Theorem 2); 2). 1/λj
is obtained by waterfilling the remaining power on αrj(k), ∀k ∈ Ij (Property 2 of Theorem 2), where 1/µ˜j is the
optimal value of the objective function in the following optimization problem (Property 3 of Theorem 2)
max
D
1
µj
(22a)
s.t. Rma(D) ≥ Robj (22b)
Tr(Dl) ≤ Pmaxl , ∀l. (22c)
Since maximizing 1/µj is equivalent to maximizing R¯jr(Dj), the objective function of the above problem can be
substituted by R¯jr(Dj), and 1/µ˜j can be obtained from the optimal value of R¯jr(Dj) in the above problem using
(9a) or (9b). As mentioned at the beginning of Subcase I-2, the optimal Rtw(B,D) is less than∑
l
Rˆrl(λ
0). Therefore,
starting from the point by setting Robj =
∑
l
Rˆrl(λ
0), we can adjust Robj to achieve the optimal Rtw(B,D) by
solving the following problem
max
D
R¯jr(Dj) (23a)
s.t. Rma(D) ≥ Robj (23b)
Tr(Dl) ≤ Pmaxl , ∀l (23c)
and obtain the resulting 1/µ˜j from the above problem. Setting 1/λi = 1/µ˜j and allocating all the remaining power
on αrj(k)’s, ∀k ∈ Ij , if the resulting
∑
l
Rˆrl(λl) is less than Robj, then Robj should be decreased and the above
process should be repeated. If the resulting
∑
l
Rˆrl(λl) is larger than Robj, then Robj should be increased and the
above process should be repeated. The optimal solution is found when the resulting
∑
l
Rˆrl(λl) is equal to Rma(D).
With an appropriate step size of increasing/decreasing Robj, Robj converges to the optimal Rtw(B,D) in the above
procedure.
After obtaining the optimal Robj, 1/µ˜j and λi, the source nodes need to solve the problem of power minimization,
which is
min
D
Tr{D1}+ Tr{D2} (24a)
s.t. Rma(D) ≥ Robj (24b)
R¯ir(Di) ≥ Rˆrj(λj) (24c)
R¯jr(Dj) ≥ Rˆri(λi) (24d)
Tr(Dl) ≤ Pmaxl , ∀l. (24e)
However, it can be shown that if R¯jr(D˜j) is not the maximum that R¯jr(Dj) can achieve subject to the constraint
(22c) (without the constraint (22b)), then B and D remain the same after solving the above problem.
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TABLE I: Algorithm for finding the optimal solution for Case I
1. Check if the problem (16) is feasible. If yes, find the optimal
D from the problem (16). The optimal B is given by Bi =
VriPri(λ
0)VHri,∀i. Otherwise, specify j so that the problem (17)
is feasible but R¯jr(D∗j ) < Rˆri(λ0) and proceed to Step 2.
2. Obtain Dlj and µlj . Calculate λ¯l,∀l using (19). Check if
∑
l
Rˆrl(λ¯l) ≤ R
ma(D¯). If yes, the optimal B is given by Bl =
VrlPrl(λ¯l)V
H
rl
,∀l. Find the optimal D from (21). Otherwise,
proceed to Step 3.
3. Set Rmax =
∑
l
Rˆrl(λ
0) and Rmin = 0. Initialize Robj = Rmax
and proceed to Step 4.
4. Solve the problem (23) and obtain D and 1/µ˜j . Set 1/λi =
1/µ˜j . Allocate all the remaining power on αrj(k)′s,∀k ∈ Ij using
waterfilling and obtain 1/λj . Check if |
∑
l
Rˆrl(λl)−R
ma(D)| < ǫ,
where ǫ is the positive tolerance. If yes, proceed to Step 6 with Robj
and λl,∀l. Otherwise, proceed to Step 5.
5. If Rma(D)−
∑
l
Rˆrl(λl) > ǫ, set Rmax = Robj. If
∑
l
Rˆrl(λl)−
Rma(D) > ǫ, set Rmin = Robj. Let Robj = (Rmax + Rmin)/2
and go back to Step 4.
6. Solve the power minimization problem (24). Output D and Bl =
VrlPrl(λl)V
H
rl
,∀l.
Using Property 2 of Theorem 2, it can be seen from (21) and (24) that the minimization of total power consumption
becomes the minimization of the source node power consumption in Subcase I-2 since the relay always needs to
consume all its available power for achieving optimality.
The complete procedure of finding the optimal solution in Case I is summarized in the algorithm in Table I. The
algorithm finds the optimal solution either in one shot (Steps 1 and 2) or through a bisection search for the optimal
Robj (Steps 3 to 5). Denoting ∆ = Rmax − Rmin, the worst case number of iterations in the bisection search is
log(∆/ǫ). Within each iteration, a convex problem, i.e., problem (23), is solved followed by a simple waterfilling
procedure (linear complexity) for the given Robj. Therefore, the complexity of the proposed algorithm is low.
Subcases I-1 and I-2 cover all possible situations for Case I that Rma(D0) ≥ Rˆr1(λ0) + Rˆr2(λ0).
B. Finding the optimal solution in Case II, i.e., Rma(D0) < Rˆr1(λ0) + Rˆr2(λ0)
Since Rma(D0) < Rˆr1(λ0)+Rˆr2(λ0), it can be seen using (8a), (8b) and (9c) that 1/λ0 > 1/µ0ma. The following
four subcases are possible.
Subcase II-1: 1/µ0ma ≤ min{1/µ01, 1/µ02}. In this subcase, the maximum Rtw(B,D) is bounded by Rma(D0).
The optimal D is D0, and consequently both source nodes use all their available power at optimality. It can be
shown that the sufficient and necessary condition for B to be optimal in this subcase is that B is the optimal
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solution to the following convex optimization problem
min
B
Tr{B1 +B2} (25a)
s.t. Rˆr1(B1) + Rˆr2(B2) ≥ R
ma(D0). (25b)
The solution of (25) can be found in closed-form and it is given by Bi = VriPri(µ0ma)VHri, ∀i.
Subcase II-2: there exist i and j such that 1/µ0j ≤ 1/µ0ma < 1/µ0i ≤ 1/λ0. In this subcase, the maximum
Rtw(B,D) is also bounded by Rma(D0). Therefore, the optimal D is D0 and both source nodes use all their
available power at optimality. It can be shown that the sufficient and necessary condition for B to be optimal in
this subcase is that B is the optimal solution to the following convex optimization problem
min
B
Tr{B1 +B2} (26a)
s.t. Rˆr1(B1) + Rˆr2(B2) ≥ R
ma(D0) (26b)
Rˆri(Bi) = R¯jr(D
0
j ). (26c)
The solution of (26) can also be expressed in closed-form. The optimal Bi is given by Bi = VriPri(µ0j)VHri and
the optimal Bj is given by Bj = VrjPrj(λj)VHrj , where λj satisfies Rˆrj(λj) = Rma(D0)− R¯jr(D0j ).
Subcase II-3: there exist i and j such that 1/µ0j ≤ 1/µ0ma < 1/λ0 < 1/µ0i and there exists λj such that
Rˆrj(λj) ≥ R
ma(D0)− R¯jr(D
0
j ) (27a)
Tr{Prj(λj)} ≤ Pmaxr − Tr{Pri(µ
0
j)}. (27b)
The optimal solutions of B and D in this subcase are the same as those given in Subcase II-2.
In the above three subcases, the maximum achievable Rtw(B,D) is Rma(D0). Therefore, the original problem
of maximizing Rtw(B,D) with minimum total power consumption in the network simplifies to the problem that
the relay uses minimum power consumption to achieve the BC phase sum-rate Rˆr1(B1) + Rˆr2(B2) that is equal
to Rma(D0).
Subcase II-4: there exist i and j such that 1/µ0j ≤ 1/µ0ma < 1/λ0 < 1/µ0i and there is no λj that satisfies
the conditions in (27). In this subcase, the maximum R(B,D) cannot achieve Rma(D0) although Rma(D0) <
Rˆr1(λ
0) + Rˆr2(λ
0).
Theorem 3: Denote the optimal Dl as D∗l , ∀l and the optimal λl as λ∗l , ∀l. In Subcase II-4, the optimal strategies
for the source nodes and the relay satisfy the following properties:
1. min
l
{1/µ∗l } < 1/µ
∗
ma < 1/µ
0
ma;
2. Properties 2-4 in Theorem 2 also apply for Subcase II-4.
Proof: See Subsection VI-E in Appendix.
According to Theorem 3, the original problem of maximizing Rtw(B,D) with minimum total power consumption
becomes the problem that the source nodes and the relay jointly find the maximum achievable Rtw(B,D) with
the relay using all its available power and the source nodes using minimum power. From Theorem 3, it can be
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TABLE II: Summary of the overall algorithm for network optimization.
1. Initial power allocation. The source nodes solve the MA sum-
rate maximization problem (14) and obtain D0, R¯ir(D0i ), ∀i, and
Rma(D0). The relay obtains λ0 and Rˆri(λ0), ∀i.
2. Determining the cases. Check if Rma(D0) ≥
∑
i
Rˆri(λi). If yes,
proceed to Step 3. Otherwise, proceed to Step 4.
3. Case I. Determine the subcase based on µ01, µ02, µ0ma, and λ0. For
Subcase I-1, the relay’s optimal strategy is Bi = VriPri(λ0)VHri
while the source nodes solve problem (16) for transmission power
minimization. For Subcase I-2, use Steps 2 to 6 of the algorithm in
Table I for deriving the optimal strategies for both the source nodes
and the relay.
4. Case II. Determine the subcase based on µ01, µ02, µ0ma, and λ0. For
Subcases II-1, II-2, and II-3, the optimal strategy for source i is D0i
and the relay minimizes its transmission power via solving the prob-
lems (25) or (26). For Subcase II-4, substitute Rmax = ∑
l
Rˆrl(λ
0)
in Step 3 of Table I by Rmax = Rma(D0) and use Steps 2 to 6 of
the algorithm in Table I for finding the optimal strategies for both the
source nodes and the relay.
seen that the optimal solutions in the Subcases I-2 and II-4 share very similar properties. There is also an intuitive
way to understand the similarity. Although Subcases I-2 and II-4 are classified to opposite cases according to the
initial power allocation, it is the same for them that R(B,D) cannot achieve Rma(D0). As a result, the relay
needs to use as much power as possible and the source nodes need to decrease Rma(D) from Rma(D0) until
the maximum R(B,D) can achieve Rma(D). This similarity leads to the common properties of the above two
subcases. Moreover, due to this similarity between Theorems 2 and 3, Steps 2 to 6 of the algorithm in Table I can
be used to derive the optimal solution in Subcase II-4 if the part of Rmax =
∑
l
Rˆrl(λ
0) in Step 3 is substituted by
Rmax = Rma(D0).
Concluding Case I and Case II, the complete procedure of deriving the optimal solution to the problem of sum-
rate maximization with minimum transmission power for the scenario of network optimization is summarized in
Table II.
C. Discussion: efficiency and the effect of asymmetry
In the previous two subsections, we find solutions of the network optimization problem in different subcases.
Given the solutions found in the previous subsections, these subcases can now be compared and related to each
other for more insights.
The solutions found in all subcases are optimal in the sense that they achieve the maximum achievable sum-rate
with the minimum possible power consumption. However, the optimal solutions in different subcases may not be
equally good from another viewpoint which is power efficiency at the relay and the source nodes. Specifically,
although the power allocation of the source nodes and the relay jointly maximizes the sum-rate of the TWR over
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the MA and BC phases at optimality, the power allocation of these nodes may not be optimal in their individual
phase of transmission, which is MA phase for the source nodes and BC phase for the relay. In fact, the power
allocations in the two phases have to compromise with each other in order to achieve optimality over two phases. It
is so because of the rate balancing constraints (12a) and (12b). It infers that there is a cost of coordinating the relay
and source nodes to achieve optimality over two phases. This cost can be very different depending on the specific
subcase. In order to show the difference in this cost, we use the metric efficiency defined next. A given power
allocation of the relay (source nodes) is considered as efficient if it maximizes the BC (MA) phase sum-rate with
the actual power consumption of this power allocation. For example, if the power allocation of the relay consumes
the power of Pr ≤ Pmaxr at optimality and achieves sum-rate Rbc in the BC phase, then this power allocation is
efficient if Rbc is the maximum achievable sum-rate in the BC phase with power consumption Pr. It is inefficient
otherwise. It can be shown that the chance that the optimal power allocation is efficient for both the relay and the
source nodes is small (such situation is guaranteed to happen in Subcase II-1 and it is possible only in one another
subcase, i.e., Subcase I-1). Therefore, a joint power allocation of the relay and source nodes is considered to be
inefficient if it is inefficient for both the relay and the source nodes, and it is considered to be efficient otherwise.
The following conclusions can be drawn for the scenario of network optimization.
First, it can be shown that the optimal power allocation is efficient in Subcase I-1 and generally inefficient in
Subcase I-2. Specifically, the optimal power allocation of the relay is always efficient in Subcase I-1 while the
optimal power allocation of the source nodes can be either efficient or inefficient. In contrast, the optimal power
allocation of the relay is always inefficient in Subcase I-2 while the optimal power allocation of the source nodes
is also inefficient in general. For Case II, the optimal power allocation is efficient in Subcases II-1, II-2, and II-3
and generally inefficient in Subcase II-4. Specifically, the optimal power allocation of the source nodes is efficient
in Subcases II-1, II-2, and II-3 and generally inefficient in Subcase II-4 while the optimal power allocation of the
relay is efficient in Subcase II-1 and inefficient in Subcases II-2, II-3, and II-4.
Second, the optimal power allocation in Subcase I-1 achieves Rˆr1(λ0) + Rˆr2(λ0). In this subcase, the source
nodes minimize their power consumption while achieving the maximum sum-rate and in general they do not use up
all their available power at optimality. Unlike Subcase I-1, both source nodes may use up their available power in
Subcase I-2 while the achieved sum-rate is smaller than Rˆr1(λ0)+ Rˆr2(λ0). Similarly, the optimal power allocation
in Subcases II-1, II-2, and II-3 achieves Rma(D0) while the relay not necessarily uses up its available power. In
contrast, the optimal power allocation in Subcase II-4 consumes all the available power of the relay while the
achieved sum-rate is smaller than Rma(D0). Therefore, it can be seen that for Subcase I-1 and Subcases II-1, II-2,
and II-3, in which the optimal power allocation is efficient, either the maximum possible sum-rate of the MA phase
or that of the BC phase can be achieved at optimality. Moreover, the source nodes and the relay generally do not
both use up their available power. In Subcases I-2 and II-4, in which the optimal power allocation is inefficient,
the achieved sum-rate is however smaller than either the maximum possible sum-rate of the MA phase or that of
the BC phase, while it is possible that all nodes use up their available power.
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Fig. 1: Illustration of the algorithm in Table I.
Third, it can be shown for Case I that the difference between max
i
{1/µ0i } and min
i
{1/µ0i } increases in general
as the subcase changes from Subcase I-1 to Subcase I-2. Similar result can be observed in Case II. As the subcase
changes from Subcase II-1, via Subcases II-2 and II-3, to Subcase II-4, the difference between max
i
{1/µ0i } and
min
i
{1/µ0i } increases.
Last, from the definitions of µ0i , ∀i, it can be seen that large difference between max
i
{1/µ0i } and min
i
{1/µ0i } can
be, and most likely is, a result of asymmetry in the number of antennas, available power, and/or channel statistics
at the two source nodes. It will also be shown in detail later in the simulations that such asymmetry can increase
the occurrence of Subcases I-2 and II-4. In contrary, if the two source nodes have same number of antennas, same
available power and same channel matrices, then 1/µ01 = 1/µ02 > 1/µ0ma. As a result, only Subcase I-1 and Subcase
II-1 are possible, in which the optimal power allocation is efficient. Combining this fact with the observations in
the above three paragraphs, it can be seen that the asymmetry in the number of antennas, available power, and/or
channel statistics at the two source nodes can lead to a degradation in the power allocation efficiency for the
considered scenario of network optimization. As efficiency reveals the cost of coordination between the relay and
source nodes required to achieve optimality over the two phases in the network optimization scenario, it can be
seen that such cost is low in the case of source node symmetry and high otherwise.
IV. SIMULATIONS
In this section, we provide simulation examples for some results presented earlier and demonstrate the proposed
algorithm for network optimization in Table I. The general setup is as follows. The elements of the channels Hri and
Hir, ∀i are generated from complex Gaussian distribution with zero mean and unit covariance. The noise powers
σ2i , ∀i and σ2r are set to 1. The rates Rma(D), R¯ir(Bi), and Rˆri(Di) are briefly denoted as Rma, R¯ir and Rˆri,
respectively, in all figures.
Example 1: The process of finding the optimal solution for network optimization Subcase I-2 using the proposed
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(b) percentage of the decrease in power consumption at optimality
Fig. 2: Improvements as compared to relay optimization
algorithm in Table I. The specific setup for this example is as follows. The number of antennas n1, n2, and nr
are set to be 6, 4 and 8, respectively. Power limits for the source nodes are Pmax1 = 2, Pmax2 = 2.5. The relay’s
power limit is set to Pmaxr = 3. Since the optimality of the solution derived using the algorithm has been proved
analytically by Theorem 3, we focus on demonstrating the iterative process and the convergence of the algorithm.
Fig. 1a shows instantaneous Rtw(B,D), Rma(D) and R(B,D) versus the number of iterations. From the figure, it
can be seen that the above three rates converge very fast. Fig. 1b shows the instantaneous R¯ir(Di), Rˆri(λi), ∀i and
the power consumption of the source nodes 1 and 2, denoted as P1 and P2, respectively. Two observations can be
drawn from Fig. 1b. First, Rˆr2(λ2) < R¯1r(D1) and Rˆr1(λ1) = R¯2r(D2) in the optimal solution since the sum-rate
is bounded by Rma(D) < R¯1r(D1) + R¯2r(D2). Second, both source nodes use all available power in the optimal
solution. The latter observation verifies the conclusion that for Case I the optimal power allocation in Subcase I-2
is inefficient for using possibly more power and achieving less sum-rate.
Example 2: Comparison with relay optimization in Part I. The specific setup for this example is as follows. The
number of antennas at the relay, i.e., nr, is set to be 5. The power limit of the relay, i.e., Pmaxr is set to be 3. The
total number of antennas at both source nodes is fixed so that n1+n2 = 5. The total available power at both source
nodes is also fixed so that Pmax1 + Pmax2 = 2. Given the above total number of antennas and total available power
at the source nodes, both the relay optimization and the network optimization problems are solved for different n1,
n2, P
max
1 , and Pmax2 for 100 channel realizations. The percentage of the increase in the average sum-rate and the
percentage of the decrease in the average power consumption at optimality of the network optimization problem
compared to those at optimality of the relay optimization problem are plotted in Figs. 2a and 2b, respectively.
These percentages are shown versus the difference between the number of antennas and the difference between
the power limits at the source nodes. From these two figures, it can be seen that although the optimal solution
of the network optimization problem on average consumes much less power than that of the relay optimization
problem, it still achieves larger sum-rate. Moreover, it can also be seen that the improvements, in either sum-rate or
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Fig. 3: The number of times that Subcases I-2 and II-4 appear with asymmetry in source nodes’ power limits.
power consumption of the optimal solution of the network optimization problem as compared to that of the relay
optimization problem, become more obvious when there is more asymmetry in the system. This is because the
source nodes and the relay can jointly optimize their power allocations and therefore cope with (to some extent)
the negative effect of the asymmetry in the system in the network optimization scenario. In contrast, the relay
optimization scenario does not has such capability to combat the negative effect of asymmetry.
Example 3: The effect of asymmetry in the scenario of network optimization. First, we solve the network
optimization problem for different Pmax1 and Pmax2 given that Pmaxr is fixed. The number of antennas of the
relay is set to 8 and the number of antennas of both source nodes is set to 4. For each combination of Pmax1 and
Pmax2 , we use 200 channel realizations and solve the resulting 200 network optimization problems. The number
of times that Subcases I-2 and II-4 appear are plotted in Fig. 3. In this figure, the points in the upper surface
correspond to the counts of Subcase I-2 while the points in the lower surface correspond to the counts of Subcase
II-4. From Fig. 3, it can be seen that in general the count of either Subcase I-2 or Subcase II-4 is the smallest
when Pmax1 = Pmax2 . Moreover, for any given Pmax1 or Pmax2 , the largest count of either Subcase I-2 or Subcase
II-4 mostly happens where the difference between Pmax1 and Pmax2 is the largest.7 The above two observations
are accurate for most of the times in Fig. 3, which shows that the asymmetry of Pmaxi leads to the rise of the
occurrence of Subcases I-2 and II-4.
Next we demonstrate the effect of asymmetry in the number of antennas at the source nodes. The number of
antennas of the relay is still 8 and Pmaxr is still 4. However, the number of antennas of sources nodes 1 and 2 are
first set to 4 and 6 and then 6 both, respectively. The network optimization problem is solved for different Pmax1 and
Pmax2 and the sum of the counts of Subcases I-2 and II-4 in 200 channel realizations is plotted in Fig. 4 for each
combination of Pmax1 and Pmax2 . From Fig. 4a, it can be seen that the sum of the counts of Subcases I-2 and II-4
7Note, however, that subcases are also determined by the ratio of the number of antennas at the relay to the number of antennas at the source
nodes, the ratio of Pmaxr to Pmaxi ,∀i, the channel realizations and other factors, instead of only by Pmaxi ,∀i.
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Fig. 4: Illustration of the effect of asymmetry in the number of antennas at the source nodes.
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Fig. 5: Illustration of the effect of asymmetry in channel statistics.
substantially increases when n1 = 4 and n2 = 6 as compared to the sum of the counts in Fig. 3 on most of the
points. However, as shown in Fig. 4b, when n1 = n2 = 6, the sum of the counts of Subcases I-2 and II-4 drops
to the same level as the sum of the counts in Fig. 3. Therefore, it can be seen that asymmetry in the number of
antennas at the source nodes leads to larger chance of Subcases I-2 and II-4.
Lastly, we show the effect of asymmetry in channel statistics. Instead of generating the real and imaginary parts
of each element of Hir, ∀i from Gaussian distributions with zero mean and unit variance, here we use Gaussian
distribution with zero mean and variance vi to generate the real and imaginary parts of each element of Hir, ∀i. For
each combination of v1 and v2, we use 200 channel realizations and solve the resulting 200 network optimization
problems. The number of antennas at the relay is set to 6 and the number of antennas at both source nodes is set
to 4. The power limits are Pmaxr = 5 and Pmaxi = 3, ∀i. The sum of the counts of Subcases I-2 and II-4 is plotted
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in Fig. 5 versus v1 and v2. Fig. 5a corresponds to the case without assuming channel reciprocity, in which the real
and imaginary parts of each element of Hri, ∀i are generated from Gaussian distributions with zero mean and unit
variance. Fig 5b corresponds to the case of reciprocal channels, i.e., Hri = HTir, ∀i where (·)T represents transpose.
It can be seen from both Fig. 5a and Fig. 5b that the sum of the counts of Subcases I-2 and II-4 tends to increase
when the difference between v1 and v2 becomes larger. Therefore, Fig. 5 clearly shows that the asymmetry in the
channel statistics also leads to larger chance of Subcases I-2 and II-4.
V. CONCLUSION
In Part II of this two-part paper, we have solved the problem of sum-rate maximization using minimum trans-
mission power for MIMO DF TWR in the scenario of network optimization. For finding the optimal solution, we
study the original problem in two cases each of which has several subcases. It has been shown that for all except
two subcases, the original problem can be simplified into corresponding convex optimization problems. For the
remaining two subcases, we have found the properties that the optimal solution must satisfy and have proposed the
algorithm to find the optimal solution based on these properties. We have shown that the optimal power allocation
in these two subcases are inefficient in the sense that it always consumes all the available power of the relay (and
sometimes all the available power of the source nodes as well) yet cannot achieve the maximum sum-rate of either
the MA or BC phase. We have also shown that the asymmetry in the number of antennas, power limits, and channel
statistics leads to a higher probability of the above-mentioned two subcases. Combining with Part I of this work,
we have provided a complete and detailed study of sum-rate maximization using minimum power consumption for
MIMO DF TWR.
VI. APPENDIX
A. Proof of Lemma 1
Proof for claim 1: Given D˜ as defined in the lemma, it follows that Rma(D˜) = R¯jr(D˜j). From the definitions
(9a)-(9c), it can be seen that Rma(D˜) > R¯jr(D˜j) = R¯jr(Dj) if 1/µma(D˜) > 1/µj . Therefore, it is necessary that
1/µma(D˜) ≤ 1/µj .
Proof for claim 2: First, note that Rma(D̂) is a continuous and strictly increasing function of t in [0, 1]. Second,
based on the definition (9c), it follows that Rma(D̂) is a strictly increasing function of 1/µma(D̂) when 1/µma(D̂) >
min{1/αi(k), ∀i, ∀k}, or equivalently, Rma(D̂) > 0. Since Tr{D1} > 0 and Tr{D2} > 0, we have Rma(D̂) > 0
for all t ∈ [0, 1]. Thus, given the fact that 1/µma(D˜)≤ 1/µj when t=0 and that 1/µma(D˜) = 1/µma(D) > 1/µj
when t = 1, it can be seen that there exists t̂ ∈ [0, 1) such that 1/µma(D̂) = 1/µj when t = t̂. Using Lemma 1 in
Part I of this two-part paper [2], i.e., 1/µma<max{1/µ1, 1/µ2}, it can be seen that 1/µi(D̂i) > 1/µma(D̂) = 1/µj
when t = t̂. 
B. Proof of Lemma 2
Consider the first part of constraint (15), i.e., λj = µi > µma if λi < λj . Using Lemma 2 in Part I [2], it can
be seen that λi, ∀i satisfy λ1 = λ2 if min{1/µi} ≥ 1/µma at optimality. Therefore, we have min{1/µi} < 1/µma
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given that λ1 6= λ2. Using the same lemma and the constraint (13a), it can be further concluded that 1/µi < 1/µma
at optimality given that λi < λj . Otherwise, the constraint (13b) cannot be satisfied. Therefore, 1/µj > 1/µma
according to Lemma 1 in Part I [2]. Due to the constraint (13a), we must have 1/λj ≤ 1/µi at optimality. Moreover,
from Lemma 2 in Part I and the assumption that λi < λj , it can be seen that 1/λj < 1/µi is not optimal. Therefore,
1/λj = 1/µi if λi < λj . Following the same approach, the second part, i.e., λj = µi > µma if µi > µma can be
proved similarly.
C. Proof of Theorem 1
Recall the definitions of µ1, µ2, and µma in (9a)-(9c). Considering the constraints (16b)-(16d) in the problem
(16), it can be seen that at optimality we must have µ⋆ma ≤ λ0, µ⋆1 ≤ λ0, and µ⋆2 ≤ λ0. Otherwise, the above
mentioned constraints cannot be satisfied. We will prove Theorem 1 by contradiction.
Assume that µ⋆ma 6= λ0 at optimality, then µ⋆ma < λ0 according to the above paragraph. Using Lemma 1 in Part I
of this two-part paper [2], i.e, 1/µma < max{1/µ1, 1/µ2}, and given that µ⋆1 ≤ λ0 and µ⋆2 ≤ λ0, there are only two
possible cases as follows: a) max{1/µ⋆1, 1/µ⋆2} > 1/µ⋆ma > min{1/µ⋆1, 1/µ⋆2} ≥ 1/λ0 and b) max{1/µ⋆1, 1/µ⋆2} ≥
min{1/µ⋆1, 1/µ
⋆
2} ≥ 1/µ
⋆
ma > 1/λ
0
. Assume without loss of generality that max{1/µ⋆1, 1/µ⋆2} = 1/µ⋆1 and
min{1/µ⋆1, 1/µ
⋆
2} = 1/µ
⋆
2. If it is Case a), then we have 1/µ⋆1 > 1/µ⋆ma > 1/µ⋆2 ≥ 1/λ0. Use Lemma 1 (of
Part II) with D̂i = tD⋆1 and D̂j = D⋆2. As proved in Lemma 1, there exists t ∈ [0, 1) such that µ1(tD⋆1) >
1/µma([tD
⋆
1,D
⋆
2]) = 1/µ
⋆
2. Since 1/µ⋆2 ≥ 1/λ0, we have µ1(tD⋆1) > 1/µma([tD⋆1,D⋆2]) = 1/µ⋆2 ≥ 1/λ0, which
indicates that Dˆ = [tD⋆1,D⋆2] also satisfies (16b)-(16e) while Tr{tD⋆1}+Tr{D⋆2} < Tr{D⋆1}+Tr{D⋆2}. It contradicts
the fact thatD⋆ = [D⋆1,D⋆2] is the optimal solution to the problem (16). Therefore, Case a) is impossible. If it is Case
b), there exist two following possible subcases: subcase b-1) there exists i ∈ {1, 2} such that 1/µma(D̂) = 1/λ0
and 1/µi(D̂i) ≥ 1/µma(D̂) where D̂ = [D̂1, D̂2] with D̂i = tiD⋆i and D̂j = D⋆j for some ti ∈ [0, 1) and subcase
b-2) there does not exist ti ∈ [0, 1) such that 1/µma(D̂) = 1/λ0 and 1/µi(D̂i) ≥ 1/µma(D̂) where D̂ = [D̂1, D̂2]
with D̂i = tiD⋆i and D̂j = D⋆j for either i = 1 or i = 2. In subcase b-1), it can be seen that D̂ satisfies (16b)-(16e)
while Tr{tiD⋆i }+Tr{D⋆j} < Tr{D⋆1}+Tr{D⋆2}. It contradicts the fact that D⋆ = [D⋆1,D⋆2] is the optimal solution
to the problem (16). Therefore, subcase b-1) is impossible. If it is subcase b-2), it indicates that with ti ∈ [0, 1),
for either i = 1 or i = 2, such that 1/µma(D̂) = 1/λ0, we have 1/µi(D̂i) = 1/µi(tiD̂⋆i ) < 1/µma(D̂) = 1/λ0.
As a result, there exists t′i ∈ (ti, 1) such that 1/µi(t′iD⋆i ) = 1/λ0 and 1/µma(D′) > 1/λ0 where D′ = [D′1,D′2]
with D′i = t′iD⋆i and D′j = D⋆j . Note that 1/µma(D′) > 1/λ0 because if 1/µi(D′i) = 1/λ0 and 1/µma(D′) =
1/λ0 then it is subcase b-1) instead of subcase b-2). Recalling that 1/µj(D⋆j ) > 1/µma(D⋆) > 1/µma(D′), we
have 1/µj(D⋆j ) > 1/µma(D′) > 1/µi(D′i) = 1/λ0. It indicates that by changing D⋆i in the optimal solution to
D
′
i = t
′
iD
⋆
i (and thus using less power than Tr{D⋆1}+Tr{D⋆2} while satisfying (16b)-(16e)), subcase b-2) changes
to Case a). As it is proved that Case a) is impossible at optimality, so it is subcase b-2).
Therefore, it is proved that the assumption µ⋆ma 6= λ0 must lead to either of two cases while both of them are
impossible at optimality. Thus, it is impossible that µ⋆ma 6= λ0. As a result, we must have µ⋆ma = λ0. This completes
the proof. 
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D. Proof of Theorem 2
Proof of property 1. First we show that 1/µ∗ma < 1/λ0. Since the maximum R¯jr(Dj), as the objective function of
the problem (17), cannot achieve Rˆri(λ0) in Subcase I-2, it can be seen that 1/µj < 1/λ0 whenever 1/µma ≥ 1/λ0
and 1/µi ≥ 1/λ0. As a result, any D such that 1/µma ≥ 1/λ0 is not optimal. The reason is that in such a case
the optimal relay power allocation requires 1/λi = 1/µj < 1/λ0 according to Lemma 2 and such relay power
allocation leads to a BC phase sum-rate
∑
l
Rˆrl(λl) which is less than Rˆr1(λ0) + Rˆr2(λ0) according to Lemma 2
in Part I [2]. Since 1/µma ≥ 1/λ0 implies that Rma(D) ≥ Rˆr1(λ0) + Rˆr2(λ0), it can be seen that the constraint
(12b) is not satisfied and therefore such strategies cannot be optimal. Next we show that min
l
{1/µ∗l } < 1/µ
∗
ma.
Assuming that 1/µ∗ma ≤ min
l
{1/µ∗l }, it leads to 1/µ∗ma < 1/λ0 given that the problem (16) is infeasible. Moreover,
it also leads to the result that λ∗l = µ∗ma, ∀l. However, it is not difficult to see that Rma(D),
∑
l
Rˆrl(λl) and
eventually Rtw(B,D) can be increased in this case through appropriately increasing 1/µma, which is feasible since
1/µ0ma > 1/λ
0 > 1/µ∗ma, and at least one of 1/λi and 1/λj , which is also feasible since 1/λ∗i = 1/µ∗ma < 1/λ0,
given that 1/µ∗ma ≤ min
l
{1/µ∗l } and 1/µ∗ma < 1/λ0. It contradicts the assumption that D∗ and B∗ are the optimal
solution. Therefore, 1/µ∗ma > min
l
{1/µ∗l }.
Proof of property 2. Given the fact that 1/µ∗ma < 1/λ0, the problem boils down to finding the maximum
1/µma such that the corresponding rate Rma(D) can also be achieved by the BC phase sum-rate
∑
l
Rˆrl(λl)
subject to the first constraint in (10) and the constraint that min
l
{1/λl} = min
l
{1/µl} as stated in Lemma 2.
Since the maximum
∑
l
Rˆrl(λl) cannot achieve Rma(D) subject to the above-mentioned constraints as long as
1/µma ≥ 1/λ
0
, the problem is equivalent to finding the maximum achievable
∑
l
Rˆrl(λl) subject to the constraints
that min
l
{1/λl} = min
l
{1/µl} and that Rma(D) =
∑
l
Rˆrl(λl). Since Rma(D) can achieve up to Rma(D0), it is
not difficult to see that the maximum achievable
∑
l
Rˆrl(λl) subject to the above-mentioned constraints demands
the relay to use full transmission power Pmaxr .
Proof of property 3. Define the index i− such that min
l
{1/µl} = 1/µi− . Recall from the proof of property 1
that 1/µ∗ma < 1/λ0. As a result, Rma(D∗) is not the maximum Rma(D) that can be achieved, which implies that
there exists Ds such that Rma(Ds) > Rma(D∗) and R¯i−r(Dsi− ) > R¯i−r(D
∗
i−
)− δ where δ is a positive number.
Define Z = H1rD1HH1r+H2rD2HH2r. It can be seen that Rma(D) is a concave function of Z. If D∗ is not the
optimal solution to the problem of maximizing min
l
{1/µl} subject to the constraints in (18), there exists Dq such
that Rma(Dq) ≥ Rma(D∗) and R¯i−r(Dqi−) > R¯i−r(D
∗
i−
). Then, for any 0 < α < 1, these exists Dc such that
D
c
l = αD
q
l + (1− α)D
s
l , ∀l. Moreover, for any α such that
R¯i−r(D
∗
i−
)− R¯i−r(D
s
i−
)
R¯i−r(D
q
i−
)− R¯i−r(D
s
i−
)
< α < 1, (28)
it can be shown that R¯i−r(Dci−) > R¯i−r(D∗i−) using the fact that R¯lr(Dl) is concave with respect to Dl, ∀l.
Denoting Zq = H1rDq1HH1r+H2rD
q
2H
H
2r and Zs = H1rDs1HH1r+H2rDs2HH2r, it can be shown that Dcl , ∀l lead to
Z
c = αZq+(1−α)Zs and therefore Rma(Dc) ≥ αRma(Dq)+(1−α)Rma(Ds) > Rma(D∗). Therefore, if D∗ does
not maximize R¯i−r(Di−) subject to the constraints in (18), then R¯i−r(Di−) and Rma(D) can be simultaneously
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increased. The fact that R¯i−r(Di− ) can be increased means that min
l
{1/µl} can be increased, which implies that
the BC phase sum-rate
∑
l
Rˆrl(λl) can be increased according to Lemma 2 in Part I [2] subject to the constraint
that min
l
{1/λl} = min
l
{1/µl} as stated in Lemma 2. Given this result, the fact that Rma(D) can be simultaneously
increased suggests that Rtw(B,D) can be increased. This contradicts the fact that D∗ is the optimal solution that
maximizes Rtw(B,D) with D∗ subject to the related constraints. Therefore, D∗ must maximize min
l
{1/µl} subject
to (18).
Proof of property 4. It can be seen that the maximum achievable 1/µj subject to the constraints
Rma(D)≥Robj, Tr(Dl)≤Pmaxl , ∀l (29)
is a non-increasing function of Robj. If 1/µ∗i ≤ 1/µ∗j , according to property 1 of this theorem and the fact that
1/µma < max
l
{1/µl}, it can be shown that 1/µ∗j > 1/µ∗ma. Since 1/µ0ma > 1/µ0j and the maximum achievable 1/µj
is a non-increasing function of Robj, there exists D˜ such that 1/µ∗j ≥ 1/µ˜j and 1/µ˜j = 1/µ˜ma ≥ 1/µ∗ma. Using
1/µma < max
l
{1/µl} from Lemma 1 in Part I [2], it can be shown that 1/µ˜i > 1/µ˜j = 1/µ˜ma at this point. Since
the maximum R¯jr(Dj) cannot achieve Rˆri(λ0) in the problem (17), it can be seen that 1/µ˜j = 1/µ˜ma < 1/λ0.
In such a case, the optimal strategy of the relay is to use 1/λl = 1/µ˜ma < 1/λ0, ∀l, which does not consume the
full power of the relay. Therefore, according to property 2 of this theorem, the Rtw(B,D) that can be achieved,
specifically Rma(D˜), in the case that 1/µ˜j = 1/µ˜ma is not the maximum that Rtw(B,D) can achieve. Moreover,
since 1/µ˜ma ≥ 1/µ∗ma, it can be seen that Rma(D∗) ≤ Rma(D˜). As a result, Rtw(B∗,D∗) = Rma(D∗) ≤ Rma(D˜).
Using the above-proved fact that Rma(D˜) is not the maximum that Rtw(B,D) can achieve, this result obtained under
the assumption 1/µ∗i ≤ 1/µ∗j contradicts the assumption that B∗ and D∗ are optimal. Therefore, the assumption
that 1/µ∗i ≤ 1/µ∗j must be invalid. 
E. Proof of Theorem 3
The proof follows the same route as the proof of Theorem 2.
Proof of property 1. As there exists no λj which satisfies the constraints in (27), it can be seen that
∑
l
Rˆrl(λl)
cannot achieve Rma(D0) subject to the constraint λi = µ0j , which is necessary as stated in Lemma 2. Therefore,
it is necessary that 1/µ∗ma < 1/µ0ma. Given that 1/µ∗ma < 1/µ0ma, it can be shown that the resulting Rtw(B,D) is
not maximized if 1/µ∗ma ≤ min
l
{1/µ∗l }. Therefore, it is necessary that 1/µ∗ma > min
l
{1/µ∗l }.
Proof of properties 2-3 from Section VI-D can be applied here after we substitute all λ0 therein to µ0ma. Proof
of property 4 of Theorem 2 can be directly applied here. Thus, property 2 of Theorem 3 is proved. 
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