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Over the last fifty years much progress has been made in the investigation of the
hyperconvex hull of a metric space. In particular, Dress, Espinola, Isbell, Jawhari,
Khamsi, Kirk, Misane, Pouzet published several articles concerning hyperconvex
metric spaces. The principal aim of this thesis is to investigate the existence of
an injective hull in the categories of T0-quasi-metric spaces and of T0-ultra-quasi-
metric spaces with nonexpansive maps. Here several results obtained by others for
the hyperconvex hull of a metric space have been generalized by us in the case of
quasi-metric spaces. In particular we have obtained some original results for the
q-hyperconvex hull of a T0-quasi-metric space; for instance the q-hyperconvex hull
of any totally bounded T0-quasi-metric space is joincompact. Also a construction
of the ultra-quasi-metrically injective (= u-injective) hull of a T0-ultra-quasi-
metric space is provided. Furthermore, we show that the u-injective hull of a
totally bounded T0-ultra-quasi-metric space is joincompact. We prove that a
commuting family of nonexpansive maps on a bounded q-hyperconvex T0-quasi-
metric space into itself has a common fixed point and the common fixed point set
is q-hyperconvex. Some interesting examples related to the q-hyperconvex hull
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The concept of “hyperconvexity” for metric spaces was first introduced by Aron-
szajn and Panitchpakdi [4](1956) who proved that a hyperconvex metric space
is a nonexpansive absolute retract, i.e. it is a nonexpansive retract of any met-
ric space in which it is isometrically embedded. The hyperconvex metric spaces
called injective metric spaces were fully characterized by these authors. In par-
ticular they pointed out the connection to the classical Hahn-Banach Theorem
in normed spaces. As the term “hyperconvex” suggests, this characterization in-
volves a type of convexity which turns out to be stronger than metric convexity.
Although this fact, and mainly the properties that are deduced from this concept,
might tell us that since hyperconvex spaces enjoy nice properties there might be
a few such spaces, Isbell [29] has shown that every metric space has an envelope
(injective hull) which is hyperconvex. In particular, a metric space and its com-
pletion have exactly the same hyperconvex hull. The corresponding theory for
normed linear spaces was developed by Gleason, Goodner, Kelley and Nachbin
(see for instance [44]). In the nonlinear theory interesting fixed point theorems
were proved for nonexpansive mappings in bounded hyperconvex metric spaces
[32].
Isbell [29], Dress [20], and Chrobak and Larmore [12] independently established
that every metric space (X, d) has an injective hull, which is compact if X is











Such a space is called the injective envelope (denoted by ε(X)) by Isbell, the
convex hull by Chrobak and Larmore, and the maximal tight extension or tight
span (denoted by TX) by Dress.
Since one of the most interesting concepts in the theory of hyperconvex metric
spaces is the notion of the injective hull of a metric space [29], it is very natural to
wonder about the existence of an injective hull in the field of generalized metric
spaces.
In this thesis we continued some investigations originally started by Salbany and
Kemajou (a former student of my supervisor) on a reasonable concept of hyper-
convexity in T0-quasi-metric spaces (compare [33]). It is proved by Salbany in
[53] that a T0-quasi-metric space is q-hyperconvex if and only if it is metrically
convex and q-hypercomplete.
The main purpose of this thesis is to investigate the hyperconvex hull of a T0-
quasi-metric space, which we call the q-hyperconvex hull of the T0-quasi-metric
space. The main result is that the q-hyperconvex hull of a T0-quasi-metric space
is unique up to isometries and we show that the q-hyperconvex hull of any totally
bounded T0-quasi-metric space is joincompact. Secondly we investigate the ultra-
quasi-metrically injective hull of a T0-ultra-quasi-metric space in parallel to the
q-hyperconvex hull of a T0-quasi-metric space. The main result is that a T0-ultra-
quasi-metric space is ultra-quasi-metrically injective [which we call u-injective]
if and only if is it q-spherically complete (see Definition 5.3.1). We present an
explicit construction of the u-injective hull of a T0-ultra-quasi-metric space and
we also show that the u-injective hull of a totally bounded T0-ultra-quasi-metric
space is joincompact. Note that the q-hyperconvex hull and the u-injective hull
of an ultra-quasi-metric space need not coincide. And of course, we achieve all
this by tackling several interesting questions, and as expected this leads us to











A Brief Outline of The Thesis
Chapter 0. In the first chapter we give a brief overview of certain well-known ba-
sic concepts from the theory of quasi-pseudometric and ultra-quasi-pseudometric
spaces. Some interesting examples of T0-quasi-metric spaces and T0-ultra-quasi-
metric spaces (see Example 0.2.1) to be used throughout the thesis are presented.
Chapter 1. In this chapter we collect the fundamental results about hypercon-
vex metric spaces. We begin by defining metrical convexity, hyperconvexity and
metrical injectivity. We recall that a metric space is hyperconvex if and only if
it is injective (see Theorem 1.1.1) and any hyperconvex space is complete (see
Proposition 1.1.1). In the second section we present Isbell’s ideas about the con-
struction of the injective hull of a metric space. In the last section we summarize
the well-known tight span construction. We remember in Remark 1.3.1 that the
tight span and injective hull or hyperconvex hull of a metric space are equivalent.
Chapter 2. The notion of hyperconvexity is well-known and developed for met-
ric spaces (see previous chapter). In [8] Bayod and Mart́ınez-Maurica presented
a related notion (namely, spherical completeness) suitable for the category of
ultra-metric spaces. In the first section, we begin by recalling, the extension
property and the definition of spherical completeness. Then we recall that an
ultra-metric space is spherically complete if and only if it has the extension prop-
erty (see Theorem 2.1.1). The ultra-metrically tight extension is presented in
the second section and in the last section we summarize the construction of the
ultra-metrically injective envelope of an ultra-metric space.
Chapter 3. In this chapter we start our own investigations into the q-hyperconvex
hull of a T0-quasi-metric space. In the first section we introduce concepts of
convexity in T0-quasi-metric spaces, namely q-hyperconvexity in T0-quasi-metric
spaces and q-hypercompleteness in T0-quasi-metric spaces. We provide an inter-
esting example of a q-hyperconvex T0-quasi-metric space (see Example 3.1.1) and











lary 3.1.3.) In the second section we study the space of nonnegative function pairs
of a T0-quasi-metric space. We define an extended T0-quasi-metric D on the set
of these function pairs (see Definition 3.2.1) and we show that the set of all func-
tion pairs equipped with D is q-hyperconvex. Therefore Ds = max{D,D−1} is
complete (see Remark 3.2.1). The third section deals with detailed investigations
of the concept of a q-injective hull or q-hyperconvex hull of a T0-quasi-metric
space. We show that a T0-quasi-metric space is q-hyperconvex if and only if it is
q-injective (see Theorem 3.3.1). In Proposition 3.3.4 we show that for a metric
space the hyperconvex hull is embedded in its q-hyperconvex hull and we suc-
cessfully prove that the q-hyperconvex hull of a T0-quasi-metric space is unique
up to isometries. Let us mention that total boundedness is preserved by the
q-hyperconvex hull of a T0-quasi-metric space. At the end of this chapter we
compute two examples (see Example 3.3.1 and Example 3.3.2) of q-hyperconvex
hulls.
Chapter 4. This chapter deals with further properties of q-hyperconvex spaces.
In Theorem 4.1.1, we show that the fixed point set of a nonexpansive map
into itself of a bounded q-hyperconvex T0-quasi-metric space is nonempty and
q-hyperconvex. In the last two sections we introduce respectively the theory of
approximation of fixed points in q-hyperconvex spaces and a new concept called
external q-hyperconvexity.
Chapter 5. In this chapter we investigate the concept of the ultra-quasi-metrically
injective hull of a T0-ultra-quasi-metric space. In Section 1 we introduce the no-
tion of strongly tight function pairs. We define an extended T0-ultra-quasi-metric
space N on the set of all such function pairs (see Definition 5.1.1). The second
section deals with the construction of the injective hull of a T0-ultra-quasi-metric
space. In the third section we introduce the notion of q-spherical completeness.
In Example 5.3.1 we provide an interesting example of a q-spherically complete
space. We show that any q-spherically complete T0-ultra-quasi-metric space is











metric space is q-spherically complete if and only if it is u-injective. In Proposi-
tion 5.3.4 we show that for an ultra-metric space the injective hull is embedded in
its u-injective hull and Theorem 5.3.6 establishes that the ultra-quasi-metrically
injective hull of a T0-ultra-quasi-metric space is unique up to isometries. In the
last section we treat total boundedness in T0-ultra-quasi-metric spaces.
Chapter 6. In this last chapter we conclude this work by reflecting on the
main results of the thesis and highlight some connections of this current work
with old work in the literature. Furthermore we mention some open problems
which can constitute the topics for further research. The study of q-hyperconvex
T0-quasi-metric spaces and ultra-quasi-metrically injective T0-ultra-quasi-metric
spaces leads to many open problems. For instance one could investigate whether
the theory of q-hyperconvex and u-injective spaces can be applied to asymmet-
rically normed linear spaces. The construction of the q-hyperconvex hull of an
asymmetric normed linear space, with all of its related areas may be an interest-
ing application of our theory to the theory of asymmetric normed linear spaces
(see [15]).
The notion of T -theory was introduced by A. Dress, V. Moulton and W. Terhalle
[22]. T -theory is the name that they adopted for the theory of trees, injective
envelopes of metric spaces, and all areas that are connected with those topics,
which have been developed over the last 27–32 years. Similarly one can guess













In this chapter, firstly we recall the definition, notation and some properties
of quasi-metric spaces. We refer the reader to [27] or [37]. Secondly we also
summarize facts about the ultra-quasi-metric spaces which are often called non-
achimedean quasi-pseudometric spaces (see e.g. [26]) and we establish some in-
teresting examples (Examples 0.2.1, Examples 0.2.3) and results (Lemma 0.2.1,
Corollary 0.2.2) that help us to construct the ultra-quasi-metrically injective hull
of a T0-ultra-quasi-metric space.
0.1 Concepts of quasi-pseudometrics
We start this section by recalling some basic concepts from the theory of quasi-
pseudometric spaces.
0.1.1 Definition. Let X be a set and let d : X×X −→ [0,∞] be a function
mapping into the set [0,∞] of the non-negative reals plus infinity. Then d is called











(a) d(x, x) = 0 whenever x ∈ X,
(b) d(x, z) ≤ d(x, y) + d(y, z) whenever x, y, z ∈ X
(where for d attaining the value ∞ the triangle inequality is interpreted in the
obvious way).
We shall say that d is an (extended) T0-quasi-metric provided that d also satisfies
the following condition: For each x, y ∈ X,
d(x, y) = 0 = d(y, x) implies that x = y.
Furthermore we shall say that d is a quasi-pseudometric provided that d maps
X ×X into [0,∞).
We are mainly interested in quasi-pseudometrics in the following.
0.1.1 Remark. Let d be a(n extended) quasi-pseudometric on X, then
d−1 : X × X −→ [0,∞] defined by d−1(x, y) = d(y, x) whenever x, y ∈ X is
also a(n extended) quasi-pseudometric, called the conjugate quasi-pseudometric
of d. As usual, a(n extended) quasi-pseudometric d on X such that d = d−1
is called a(n extended) pseudometric. Note that for any quasi-pseudometric d,
ds = max{d, d−1} = d ∨ d−1 is a pseudometric.
Let (X, d) be a(n extended) quasi-pseudometric space. For each x ∈ X and ε > 0,
Bd(x, ε) = {y ∈ X : d(x, y) < ε} denotes the open ε ball at x. The collection of
all “open” balls yields a base for a topology τ(d). It is called the topology induced
by d on X.
Similarly we set for each x ∈ X and ε > 0, Cd(x, ε) = {y ∈ X : d(x, y) ≤ ε}.
Note that this set is τ(d−1)-closed, but not τ(d)-closed in general.
If a, b ∈ [0,∞) we shall put a−̇b = max{a−b, 0}. The set [0,∞) will be equipped











A map f : (X, d) −→ (Y, e) between two quasi-pseudometric spaces (X, d) and
(Y, e) is called an isometric map or isometry provided that e(f(x), f(y)) = d(x, y)
whenever x, y ∈ X. Observe that if f : X −→ Y is an isometric map between
two quasi-pseudometric spaces X and Y and X is a T0-quasi-metric space, then
f is injective (see [36, Lemma 4]).
Two quasi-pseudometric spaces (X, d) and (Y, e) will be called isometric provided
that there exists a bijective isometry f : (X, d) −→ (Y, e).
A map f : (X, d) −→ (Y, e) between two quasi-pseudometric spaces (X, d) and
(Y, e) is called nonexpansive provided that e(f(x), f(y)) ≤ d(x, y) whenever x, y ∈
X.
The following result is well-known and immediate (see [52]).
0.1.1 Proposition. A T0-quasi-metric space (X, d) is bicomplete if and only
if the metric space (X, ds) is complete.
0.2 Concept of ultra-quasi-pseudometrics
Let us mention that the ultra-quasi-pseudometric spaces should not be confused
with quasi-ultra-metric spaces as they are discussed in the theory of dissimilarities
(see e.g. [19]).
In this thesis we shall consider sup A for many subsets A ⊆ [0,∞). In particular
recall that sup A = 0, if A = ∅.
0.2.1 Definition. Let X be a set and let u : X×X −→ [0,∞) be a function
mapping into the set [0,∞) of the nonnegative reals. Then u is an ultra-quasi-
pseudometric on X if











(b) u(x, z) ≤ max{u(x, y), u(y, z)} whenever x, y, z ∈ X.
Note that the so-called conjugate u−1 of u, where u−1(x, y) = u(x, y) whenever
x, y ∈ X, is an ultra-quasi-metric, too.
If u also satisfies the condition
(c) for any x, y ∈ X, u(x, y) = 0 = u(y, x) implies that x = y, then u is called a
T0-ultra-quasi-metric.
Observe that then us = u ∨ u−1 is an ultra-metric on X.
0.2.1 Remark. In [51, Definition 1], Seda mentions that a T0-quasi-metric
space (X, d) is called a T0-ultra-quasi-metric if it satisfies the strong triangle
inequality: d(x, y) ≤ max{d(x, z), d(z, y)} for all x, y, z ∈ X.
0.2.1 Example. Let X = [0,∞) be equipped with n(x, y) = x if x > y and
n(x, y) = 0 if x ≤ y. It is easy to check that (X, n) is a T0-ultra-quasi-metric
space: We verify the strong triangle inequality n(x, z) ≤ max{n(x, y), n(y, z)}
whenever x, y, z ∈ X. The case that n(x, y) = x is trivial, since then n(x, z) ≤
n(x, y). Similarly the case n(x, y) = 0 and n(y, z) = y are obvious, since then
x ≤ y and n(x, z) ≤ n(y, z). In the remaining case that n(x, y) = 0 = n(y, z), we
see by transitivity of ≤ that we have that x ≤ z, and thus n(x, z) = 0. It is also
obvious that n satisfies that T0-condition (c).
Note also that for x, y ∈ [0,∞) we have ns(x, y) = max{x, y} if x 6= y and
n(x, y) = 0 if x = y. Observe that the ultra-metric ns is complete on [0,∞).
Note that 0 is the only non-isolated point of τ(ns). Indeed A = {0}∪{ 1
n
: n ∈ N}
is a compact subspace of ([0,∞), ns).
In some cases we need to replace [0,∞) by [0,∞] (where for an ultra-quasi-
pseudometric u attaining the value ∞ the strong triangle inequality (b) is inter-











quasi-pseudometric. In the following we sometimes apply concepts from the the-
ory of (ultra-)quasi-pseudometrics to extended (ultra-)quasi-pseudometrics (with-
out changing the usual definitions of these concepts).
0.2.1 Lemma. [9, Proposition 2.1] Let a, b, c ∈ [0,∞). Then the following
conditions are equivalent:
(a) n(a, b) ≤ c;
(b) a ≤ max{b, c}.
Proof. (a) ⇒ (b): In order to reach a contradiction, suppose that a > max{b, c}.
Since a > b, then n(a, b) = a ≤ c by (a) and the definition of n. Thus a ≤
max{b, c} < a—a contradiction.
(b) ⇒ (a): In order to reach a contradiction suppose that n(a, b) > c. Then
n(b, c) = a and a > b by definition of n. Thus a > c, which implies that
a > max{b, c}. But a ≤ max{b, c} by (b)—a contradiction. 2
0.2.1 Corollary. Let (X, u) be an ultra-quasi-pseudometric space. Consider
f : X → [0,∞) and let x, y ∈ X. Then the following are equivalent:
(a) n(f(x), f(y)) ≤ u(x, y);
(b) f(x) ≤ max{f(y), u(x, y)}. 2
0.2.2 Corollary. Let (X, u) be an ultra-quasi-metric space.
(a) Then f : (X, u) → ([0,∞), n) is a contracting map if and only if f(x) ≤
max{f(y), u(x, y)} whenever x, y ∈ X.
(b) Then f : (X, u) → ([0,∞), n−1) is a contracting map if and only if f(y) ≤
max{f(x), u(x, y)} whenever x, y ∈ X. 2











0 whenever x ∈ X and u(x, y) = 1 whenever x 6= y. Observe that u is an ultra-
metric on X.
0.2.3 Example. Let X = {0, 1} endowed with u(0, 1) = 0, u(1, 0) = 1,












On hyperconvex metric spaces
It is hard to believe that hyperconvex metric spaces have already been investigated
for more than fifty years. Let us recall that the concept of hyperconvex metric
spaces was introduced in [4] and was investigated later by many authors (see
[20],[25],[29], [30], [31], [34]).
In this chapter we mainly give an overview of the terminology and some elemen-
tary results about hyperconvex metric spaces, most of which already appear in
the literature, to be generalized throughout the thesis to quasi-metric spaces. For
more on these basics, the reader is referred to, among others, [25] and [34].
1.1 Hyperconvexity
In this section we summarize the concept of hyperconvexity.
The following recalls the definition of a metrically convex space.











metrically convex or Menger convex if for any points x, y ∈ X and nonnegative
real numbers α and β such that d(x, y) ≤ α + β, there exists z ∈ X such that
d(x, z) ≤ α and d(z, y) ≤ β, or equivalently z ∈ Cd(x, α) ∩ Cd(y, β).
1.1.1 Remark. ([25]) Let (X, d) be a metric space. Using the triangle
inequality, we have Cd(x, α) ∩ Cd(y, β) 6= ∅ implies d(x, y) ≤ α + β for any
x, y ∈ X and nonnegative real numbers α, β. The converse is true on the real line
and corresponds to the concept of “metrically convex” in a metric space.
We next recall the definition of an injective metric space.
1.1.2 Definition. ([34]) A metric space (X, d) is said to be injective if
it has the following extension property: Whenever Z is a subspace of a metric
space Y and f : Z −→ X is nonexpansive, then f has a nonexpansive extension
f̃ : Y −→ X.
We next define the concept of a hyperconvex metric space which was first in-
troduced by Aronszajn and Panitchpakdi (see [4]). It will be generalized to
quasi-metric spaces later (see Definition 3.1.1).
1.1.3 Definition. ([34]) A metric space (X, d) is called hyperconvex if for
any indexed family of closed balls Cd(xi, ri), i ∈ I, of X which satisfy d(xi, xj) ≤
ri + rj where i, j ∈ I, it is necessarily the case that
⋂
i∈ICd(xi, ri) 6= ∅.
Any hyperconvex metric space is complete and similarly later it will be shown
that any q-hyperconvex T0-quasi-metric space will be bicomplete (see Corollary
3.1.3).
1.1.1 Proposition. ([34, Proposition 4.4]) Let (X, d) be a hyperconvex met-
ric space. Then (X, d) is complete.
Proof. Let {xn} be a Cauchy sequence in a hyperconvex space (X, d). For each











ρn ≤ ρn + ρm. Thus by hyperconvexity there exists a point z in the intersection⋂
n≥1Cd(xn, ρn). Since limn−→∞ρn = 0, then limn−→∞xn = z. 2
1.1.1 Theorem. ([25, Theorem 4.2]) Let (X, d) be a metric space. The
following statements are equivalent:
(a) (X, d) is hyperconvex.
(b) (X, d) is injective.
Proof. [25, Theorem 4.2] See also Theorem 3.3.1, where this proof has been
generalized in the case of quasi-metric spaces. 2
1.2 Isbell’s hyperconvex hull of a metric space
The notion of the hyperconvex hull was introduced by Isbell in [29]. In this
section, we will discuss Isbell’s ideas for the construction of the hyperconvex hull
of a metric space. (In the light of Theorem 1.1.1 we may use terms “injective”
and “hyperconvex” interchangeably, see [25], [29] and [34]).
1.2.1 Definition. Let (X, d) be a metric space. For any x ∈ X, we define
the positive real-valued function hx : X −→ [0,∞) by hx(y) = d(x, y) whenever
y ∈ X.
1.2.1 Remark. Let (X, d) be a metric space. By using the triangle inequal-
ity and for any a ∈ X, we get d(x, y) ≤ ha(x)+ha(y) and ha(x) ≤ d(x, y)+ha(y)
for all x, y ∈ X.
1.2.2 Definition. ([20]) Let (X, d) be a metric space. A function f : X →
[0,∞) is called tight if d(x, y) ≤ f(x) + f(y) whenever x, y ∈ X.
1.2.1 Lemma. Let (X, d) be a metric space and a function f : X −→ [0,∞)
be such that d(x, y) ≤ f(x) + f(y), for all x, y ∈ X. Let a ∈ X. If f(x) ≤ ha(x)











Proof. For a fixed a ∈ X, assume that f(x) ≤ ha(x), for all x, y ∈ X. Indeed,
first we have f(a) ≤ ha(a) = 0, which implies f(a) = 0. Then ha(x) = d(x, a) ≤
f(x) + f(a) = f(x), for all x ∈ X, combined with f(x) ≤ ha(x), we get f(x) =
ha(x), whenever x ∈ X. 2
1.2.3 Definition. Let (X, d) be a metric space and A ⊆ X. Let a function
f : A −→ [0,∞) be such that d(x, y) ≤ f(x) + f(y) for all x, y ∈ A. We say that
f is extremal, if g : A −→ [0,∞) such that d(x, y) ≤ g(x)+g(y) and g(x) ≤ f(x)
for all x ∈ A, then we must have f = g.
1.2.4 Definition. Let (X, d) be a metric space and A ⊆ X. We denote
by ε(A), the set of all extremal functions defined on A,which will be called the
injective envelope or hyperconvex hull of A.
In particular from Lemma 1.2.1 ha ∈ ε(A) for any a ∈ A.
1.2.2 Remark. Let (X, d) be a metric space and A ⊆ X. Consider the map
e : A −→ ε(A), defined by e(a) = ha for all a ∈ A. Then e is an isometry. In
other words, we have
d∞(e(a), e(b)) = supx∈A | ha(x)− hb(x) |= supx∈A | d(a, x)− d(b, x) |= d(a, b).
So A and e(A) are isometric spaces and we may identify A and e(A) via a ←→
e(a).
To show that ε(A) is hyperconvex, we will need the following lemma.
1.2.2 Lemma. ([34, Lemma 4.4]) Let (X, d) be a metric space and A ⊆ X.
Let r : A −→ [0,∞) be such that d(x, y) ≤ r(x) + r(y) for any x, y ∈ A.
Then there exists R : X −→ [0,∞) which extends r such that











Moreover, there exists an extremal function f defined on X such that f(x) ≤ R(x)
for any x ∈ X.
Proof. The proof will be presented for the more general case of quasi-metric
spaces in Proposition 3.3.7. 2
The next proposition shows that ε(A) is compact if A is compact. A similar
result is given for quasi-metric spaces (see Corollary 3.3.2), but the proof is very
different.
1.2.1 Proposition. ([34, Proposition 4.6]) Let (X, d) be a metric space and
A ⊆ X. The following statements are true.
(1) If f ∈ ε(A), then f(x) ≤ d(x, y) + f(y) for all x, y ∈ A.
Moreover, we have f(x) = supy∈A | f(y)− hx(y) |= d∞(f, e(x)).
(2) For any f ∈ ε(A), δ > 0, and x ∈ A, there exists y ∈ A such that f(x)+f(y) <
d(x, y) + δ.
(3) If A is compact, then ε(A) is compact.
(4) If s is an extremal function on the metric space ε(A), then s ◦ e is extremal
on A.
Proof. See [34, Proposition 4.6] for the proof of (1), (2) and (4). They will be
presented later in the quasi-metric setting.
(3). From the property 1, we get | f(x)− f(y) |≤ d(x, y) for any x, y ∈ A. This
implies ε(A) ⊆ Lip1(A), where Lip1(A) is the space of all Lipschitzian real-valued
functions with Lipschitz constant equal 1. Hence, the set of extremal functions is
equicontinuous. Also, it is quite easy to show that the pointwise-limit of extremal
functions is an extremal function. Since A is compact, the Arzela-Ascoli theorem











1.2.3 Lemma. ([20]) Let (X, d) be a metric space. For any f, g ∈ ε(X) we
have:
d∞(f, g) = sup{f(x)− g(x) : x ∈ X}.
Proof. See [20, Theorem 3]. 2
The following proposition makes a link between Isbell’s ideas and hyperconvexity.
1.2.2 Proposition. ([34, Proposition 4.7]) Let (X, d) be a metric space and
A ⊆ X. The following statements are true.
(1) ε(A) is hyperconvex.
(2) ε(A) is an injective envelope of A, that is, no proper subset of ε(A) which
contains A (metrically) is hyperconvex. Moreover, any hyperconvex metric space
H which contains A metrically and is minimal (i.e., any proper subset of H which
contains A is not hyperconvex), is isometric to ε(A).
Proof. See [34, Proposition 4.7]. The proof for the quasi-metric case is given in
Proposition 3.3.6. 2
In the following we recall the definition of the hyperconvex hull.
1.2.5 Definition. Let (X, d) be a metric space and A ⊆ X. The hypercon-
vex space ε(A) is called the hypercovex hull of (X, d).
We next mention the definition of a fixed point set.
1.2.6 Definition. ([25]) Let (X, d) be a metric space. If T : X −→ X is a
map, then x ∈ X is a fixed point of T if T (x) = x.
Moreover we denote the fixed point set of T by Fix(T ), where Fix(T ) = {x ∈ X :











The next theorem describes an important connection between hyperconvexity
and fixed point theory.
1.2.1 Theorem. ([25, Theorem 6.1]) Let H be a bounded hyperconvex met-
ric space. Any nonexpansive map T : H −→ H has a fixed point. Moreover, the
fixed point set of T is hyperconvex.
Proof. [25, Theorem 6.1]. See also Theorem 4.1.1, where this proof is presented
in the case of quasi-metric spaces. 2
We have the following uniqueness property of hyperconvex hulls (the second state-
ment of Proposition 1.2.2) which we prove next using fixed point theory.
1.2.3 Proposition. ([25, Proposition 5.6]) Let (X, d) be a metric space.
Assume that H1, H2 are two hyperconvex hulls of (X, d). Then H1 and H2 are
isometric.
Proof. Since H1 and H2 are hyperconvex and from Theorem 1.1.1, we see that
they are injective. So there exists a nonexpansive map T1 : H1 −→ H2 such that
the restriction of T1 to X is the identity map. Keep in mind that H1 as well as
H2 contains X isometrically. Similarly, there exists another nonexpansive map
T2 : H2 −→ H1 such that the restriction of T2 to X is the identity map.
The map T1 ◦T2 is defined on H2 into H2. Its restriction to X is the identity map
of X. So we have X ⊆ Fix(T1 ◦ T2), by Theorem 1.2.1, T1 ◦ T2 is nonexpansive
and Fix(T1 ◦ T2) is nonexpansive and contains X. By minimality of H2, we have
Fix(T1 ◦T2) = H2, hence T1 ◦T2 is the identity map of H2. By a similar argument
we have T2 ◦ T1 is the identity map of H1. So T1 and T2 are inverse of each other
and are nonexpansive. Therefore both are isometric maps. 2
1.2.3 Remark. Though hyperconvex hulls are not unique, the previous











is a metric space and ε(X) its hyperconvex hull such that X is subset of a hyper-
convex space H, then X ⊆ ε(X) ⊆ H.
1.3 The T -construction
In this section we are going to discuss the notion of the T -construction. The
notion of the T -construction was introduced by Dress (see [20], [21] and [22])
independently of Isbell’s ideas (see Section 1.2 and [29]).
1.3.1 Definition. ([20]) Let (X, d) be a metric space. We denote by PX
and TX the sets
PX := {f : X → R | d(x, y) ≤ f(x) + f(y) for all x, y ∈ X}
and
TX := {f : X → R | f(x) = supy∈X(d(x, y)− f(y)) for all x, y ∈ X}.
For any f, g ∈ TX ,
d∞(f, g) := supx∈X(| f(x)− g(x) |).
We next recall the tight extension definition.
1.3.2 Definition. ([20]) Let (X, d) be a metric space. An extension (Y, d
′
)
of (X, d) is defined to be a tight extension if for any pseudo-metric d” : Y ×Y → R
satisfying the conditions
d”(x1, x2) = d(x1, x2), whenever x1, x2 ∈ X
and
d”(y1, y2) ≤ d′(y1, y2), whenever y1, y2 ∈ Y,
one necessarily has d”(y1, y2) = d
′











The next theorem characterizes the tightness of a metric extension. For any
metric space (X, d) there exists an essentially unique maximal tight extension,
which will be called the tight span or metric envelope of (X, d).
1.3.1 Theorem. Let (X, d) be a metric space. Let (Y, d
′
) be an extension
of (X, d). Then (Y, d
′
) is tight if and only if
d
′
(y1, y2) = supx1,x2∈X(d(x1, x2)− d(x1, y1)− d(y2, x2))
holds whenever y1, y2 ∈ Y .
Proof. [20, Theorem 1] See also Remark 3.3.2, where this proof has been gener-
alized in the case of quasi-metric spaces. 2
In the following we make a connection between the injective hull or hyperconvex
hull and the tight span or metric envelope.
1.3.1 Remark. Theorem 1.1.1, Proposition 1.2.2 and Remark 1.2.2 tell us
that for any metric space (X, d) the map hX : X → TX is an injective envelope
of X, that is,
(i) For any metric space X there exists an injective envelope, and
(ii) TX together with the map hX can be characterized–up to canonical isomorphism–














In this chapter we discuss the theory of ultra-metrically injective spaces. Ultra-
metric spaces used to raise interest only among pure mathematicians; this sit-
uation has changed recently, when the concept of ultra-metricity appeared in a
natural way in several physical modellings of natural phenomena (see [42]). Let
us mention that ultra-metric paces and hyperconvex metric spaces share many
common properties, yet they are quite different in very distinctive ways. The
most striking similarity has to do with the injective extension property; the most
striking difference is likely the fact that while hyperconvex metric spaces are al-













In this section we are going to define ultra-metric spaces, the extension property
and spherical completeness.
The following definition can be found in ([8], [34] and [51]).
2.1.1 Definition. A metric space (X, d) is an ultra-metric space if, in ad-
dition to the usual metric axioms, the following property called strong triangle
inequality holds for each x, y, z ∈ X:
d(x, z) ≤ max{d(x, y), d(y, z)}.
This condition strengthens the triangle inequality.
2.1.2 Definition. ([34]) An ultra-metric space (X, d) is said to have the
extension property if given any ultra-metric space (Y, e) and any subspace Z
of Y , every nonexpansive mapping f : Z −→ X has a nonexpansive extension
F : Y −→ X.
We next recall the definition of an ultra-metric spherically complete space.
2.1.3 Definition. ([8]) An ultra-metric space (X, d) is said to be spheri-
cally complete if every collection of closed balls in X with the binary intersection
property has a nonempty intersection.
The next theorem characterizes spherical completeness and is similar to Theorem
1.1.1.
2.1.1 Theorem. ([34, Theorem 5.10]) An ultra-metric space is spherically
complete if and only if it has the extension property.
Proof. [34, Theorem 5.10]. The proof has been generalized to the ultra-quasi-











2.2 Ultra-metrically tight extensions
The notion of an ultra-metrically tight extension was introduced by Bayod and
Mart́ınez-Maurica in [8].
2.2.1 Definition. Let (Y, d) be an ultra-metric space and X ⊆ Y . We say
that Y is an ultra-metrically tight extension of X if for every map d
′
: Y ×Y −→
[0,∞), the following properties imply d′ = d over Y × Y :
(a) d
′
(x, y) = d(x, y) whenever x, y ∈ Y ;
(b) d
′










) = d(x, x
′
) whenever x, x
′ ∈ X.
The following recalls the definition of a basis of a metric space (see [8]).
2.2.2 Definition. Let (Y, d) be a metric space and X ⊆ Y . Then X is said
to be a basis of Y if d(x, z) = d(x, y) whenever x ∈ X implies z = y.
The following recalls the definition of an immediate extension of a metric space
(see [8]).
2.2.3 Definition. Let (Y, d) be a metric space and X ⊆ Y such that X is
a closed subset of (Y, d). Then Y is said to be an immediate extension of X if
d(y, X) < d(y, x) whenever x ∈ X and y ∈ Y \X.
The proof of the following result can be found in [8, Theorem 1].
2.2.1 Theorem. Let (Y, d) be an ultra-metric space and let X be a closed











(1) Y is an ultra-metrically tight extension of X.
(2) X is a basis of Y and Y is an immediate extension of X.
(3) Cd(y, d(y, X)) = {y} whenever y ∈ Y \X.
Proof. See [8, Theorem 1]. Compare Problem 6.1.1, where we hope that it should
be generalized to the case of ultra-quasi-metric spaces in future research. 2
The following is another characterization of spherical completeness (see [8, The-
orem 2]).
2.2.2 Theorem. Let (X, d) be a complete ultra-metric space. Then the
following properties are equivalent:
(1) (X, d) is spherically complete.
(2) Every X-valued uniformly continuous mapping from a subset of any ultra-
metric space Z can be extended, with the same modulus of continuity (see below),
to Z.
(3) (X, d) is ultra-metrically injective.
(4) Every isometric embedding T : Y −→ X can be extended to an isometric
embedding T : Z −→ X where Z is any ultra-metrical extension.
(5) (X, d) has no proper ultra-metrically tight extension of Y .
(6) (X, d) has no proper immediate extension.
Proof. [8, Theorem 2] (1) =⇒ (2). Let T : Y −→ X be a uniformly continuous
mapping with Y ⊆ Z and consider the modulus of continuity of T , i.e., the map
δT : (0,∞) → (0,∞) defined by











Let Θ be the set of all possible X-valued uniformly continuous maps S defined
on a subspace of Z which contains Y and satisfy: S|Y = T and δS = δT .
For the usual ordering, Θ satisfies the hypothesis of Zorn’s lemma. Let T : Y → X
be a maximal element of Θ. We only need to prove that Y = Z. Otherwise, take
z ∈ Z \ Y and consider the collection of balls in X,
Cd[T (y), δT (d(z, y))], y ∈ Y .
For any y, y
′ ∈ Y we have
d(T (y), T (y
′
)) ≤ δT (d(y, y′)) ≤ δT (max{d(y, z), d(y′ , z)})
= max{δT (d(y, z), δT (d(y′ , z))}.
So, by the spherical completeness of X, we can take an x ∈ ⋂ Cd[T (y), δT (d(z, y))].
Now we extend T to T
′
: Y ∪ {z} → X by defining T ′(z) = x. Then T ′ ∈ Θ, and
this contradicts the maximality of T .
(2) =⇒ (3), (3) =⇒ (4) and (4) =⇒ (5) are obvious.
(5) =⇒ (6). If Y is a proper immediate extension of X, take y ∈ Y \ X. By
Theorem 2.2.1, X ∪ {y} is a proper ultra-metrically tight extension of X.
(6) =⇒ (1). Assume that X is not spherically complete, and let Cd(xα, rα) (α ∈
A) be a system of closed balls in X with Cd(xα, rα) ∩ Cd(xβ, rβ) 6= ∅ and thus
Cd(xα, rα) ⊆ Cd(xβ, rβ) or Cd(xβ, rβ) ⊆ Cd(xα, rα) whenever α, β ∈ A, but⋂
Cd(xα, rα) = ∅. Note that for x ∈ X \ (Cd(xα, rα) ∪ Cd(xβ, rβ)) one has
d(x, xα) = d(x, xβ). Hence we may define an immediate extension Y = X ∪ {y}
of X by choosing for each x ∈ X some α ∈ A with x /∈ Cd(xα, rα) which exists in
view of
⋂











2.3 Ultra-metrically injective envelopes
In this section we recall the construction of the ultra-metrically injective envelope
for any given ultra-metric space. This direct construction follows the spirit of
similar ideas used by Dress in the context of arbitrary metric spaces and it is
similar for the case of ultra-metric spaces to Section 1.3.
2.3.1 Definition. Let (X, d) be an ultra-metric space. Then we define UPX
and UTX by:
UPX = {f : X −→ [0,∞) for all x, y ∈ X such that d(x, y) ≤ max{f(x), f(y)}}
and
UTX = {f ∈ UPX for all x ∈ X such that f(x) = sup{d(x, y) : f(y) < d(x, y)}}
(where the last sup is understood to be zero in case f(y) ≥ d(x, y) for every
y ∈ X).
The following lemmas are useful in the proof of Theorem 2.3.1.
2.3.1 Lemma. ([8, Lemma 3]) Let (X, d) be an ultra-metric space. Then
the following are true:
(a) For any z ∈ X, we define the positive real-valued function hz : X −→ [0,∞)
by hz(x) = d(x, z). Then hz ∈ UTX .
(b) Let f ∈ UTX . Then f is exactly a minimal element of UPX with respect to
the pointwise ordering.
Proof. [8, Lemma 3]. 2











2.3.2 Lemma. ([8, Lemma 4]) Let (X, d) be an ultra-metric space. Then
the following are true:
(a) If f ∈ UPX and x, y ∈ X, the map h : X −→ [0,∞) defined by h(z) =
f(z) if z 6= x, h(x) = max{d(x, y), f(y)}, is also in UPX .
(b) For f ∈ UTX and x, y ∈ X one has f(x) ≤ max{d(x, y), f(y)} and therefore
one has either f(x) = f(y) ≤ d(x, y) or f(x) = d(x, y) > f(y) or f(y) = d(x, y) >
f(x).
Proof. [8, Lemma 3]. 2
The following theorem is similar to Theorem 5.2.1 for ultra-quasi-metric spaces.
2.3.1 Theorem. ([8, Theorem 5]) Let (X, d) be an ultra-metric space. For
any f, g ∈ UTX , we define E by
E(f, f) = 0
and
E(f, g) = infx∈X{max{f(x), g(x)}} if f 6= g.
Then we have:
(a) For any f ∈ UTX and z ∈ X, E(f, hz) = f(z).
(b) E is an ultra-metric on UTX .
(c) The map i : X −→ UTX , i(z) = hz, is an isometric embedding of X into
UTX which maps X onto {f ∈ UTX : f−1(0) 6= ∅}.
Proof. [8, Theorem 5] See also Theorem 5.2.1, where this proof has been gener-
alized in the case of ultra-quasi-metric spaces. 2
2.3.2 Definition. ([8]) Let (X, d) and (Y, u) be two ultra-metric spaces and











of X or spherical completion of X if Y is spherically complete, e is an isometric
embedding and no spherically complete proper subspace of Y contains e(X).
2.3.2 Theorem. ([8, Theorem 6]) Given any ultra-metric space (X, d), then
(UTX , E) is an ultra-metrically injective envelope of X.
Proof. [8, Theorem 6]. 2
The next theorem will be generalized to the ultra-quasi-metric space setting (see
Proposition 5.3.6).
2.3.3 Theorem. ([8, Theorem 7]) Let (X, d) be any ultra-metric space.
(a) For any two ultra-metrically injective envelopes (or spherical completions) Y
and Z of X there exists always a unique isometry of Y onto Z over X.
(b) There exists an ultra-metrically injective envelope of X within every spheri-
cally complete ultra-metric space which contains X.













The q-hyperconvex hull of a
T0-quasi-metric space
In this chapter we start our own investigation. We study the concept of q-
hyperconvexity. An explicit construction of the corresponding hull (called q-
hyperconvex hull of a T0-quasi-metric space) will be given. Our investigation
develops quite naturally in parallel with the well-known metric theory of hyper-
convexity presented in Chapter 1. While many classical ideas about hyperconvex-
ity can be generalized properly from the metric to the quasi-pseudometric setting,
these generalizations are not always trivial and sometimes the asymmetric setting
requires interesting new variations of old arguments; compare with [33].












In this section we shall define q-hyperconvexity and q-hypercompleteness in a
quasi-pseudometric space.
3.1.1 Definition. A (n extended) quasi-pseudometric space (X, d) will be
called q-hyperconvex provided that for each family (xi)i∈I of points in X and
families of non-negative real numbers (ri)i∈I and (si)i∈I the following condition
holds:
If d(xi, xj) ≤ ri + sj whenever i, j ∈ I, then
⋂
i∈ICd(xi, ri) ∩ Cd−1(xi, si) 6= ∅.
3.1.1 Remark. In the following we are interested in working in T0-quasi-
metric spaces. So we do not require that ri or si (where i ∈ I) attain only
positive values in Definition 3.1.1. We also note that we can assume without loss
of generality that the points xi (i ∈ I) are pairwise distinct in Definition 3.1.1:
Indeed if this is not the case, then for each x ∈ X, set T (x) = {i ∈ I : xi =
x} and consider only those points x of X that satisfy T (x) 6= ∅. Furthermore
set r(x) = inf{ri : i ∈ T (x)} and s(x) = inf{si : i ∈ T (x)}. Then we have
d(x, y) ≤ ri + sj whenever i ∈ T (x) and j ∈ T (y). Thus d(x, y) ≤ r(x) + sj
whenever j ∈ T (y), and consequently d(x, y) ≤ r(x)+s(y). Applying the definition
of q-hyperconvexity to the family (x)T (x)6=∅ of pairwise distinct points of X and
the families (r(x))T (x) 6=∅ and (s(x))T (x)6=∅ of nonnegative reals we find that ∅ 6=⋂
T (x)6=∅(Cd(x, r(x)) ∩ Cd−1(x, s(x))) ⊆
⋂
i∈I(Cd(xi, ri) ∩ Cd−1(xi, si)). Hence the
apparently weaker condition is indeed equivalent to our definition.
The following examples are not surprising, but they are so important that we
have to mention them.
3.1.1 Example. Let the set R of the reals be equipped with the T0-quasi-











Proof. Note that Cr(x, ε) = [x − ε,∞) and Cr−1(x, ε) = (−∞, x + ε] whenever
x ∈ R and ε ≥ 0.
Let (xi)i∈I be a family of points in R and (ri)i∈I and (si)i∈I be families of non-
negative real numbers such that r(xi, xj) ≤ ri + sj whenever i, j ∈ I. Sup-
pose that
⋂
i∈F (Cr(xi, ri) ∩ Cr−1(xi, si)) = ∅ for some finite subset F of I. It
follows that min{xi − ri : i ∈ F} > max{xi + si : i ∈ F}. Consequently
there are i0, j0 ∈ F such that xi0 − ri0 > xj0 + sj0 . In particular xi0 > xj0 .
Thus r(xi0 , xj0) = xi0 − xj0 > ri0 − sj0 —a contradiction. We conclude that⋂
i∈F (Cr(xi, ri) ∩ Cr−1(xi, si)) 6= ∅ whenever F is a finite subset of I. Since
for any i ∈ I, Cr(xi, ri) ∩ Cr−1(xi, si) is compact with respect to the topology
τ(rs) on R, we conclude that
⋂
i∈I(Cr(xi, ri) ∩ Cr−1(xi, si)) 6= ∅. Hence (R, r) is
q-hyperconvex. 2
3.1.1 Corollary. The subspace [0,∞) of (R, r) is q-hyperconvex.
Proof. In the proof above we can work with the balls Cr(x, ε) ∩ [0,∞) and
Cr−1(x, ε) ∩ [0,∞), where x ∈ [0,∞) and ε ≥ 0. 2
3.1.2 Example. Let R be equipped with its standard metric
rs(x, y) =| x− y | whenever x, y ∈ R. Then (R, rs) is not q-hyperconvex.
Proof. For any i ∈ [0, 1] set ri = 14 and si = 34 . Then for any i, j ∈ [0, 1] we have
that rs(i, j) ≤ 1 = ri + sj.
But
⋂
i∈[0,1](Crs(i, ri) ∩ Crs(j, sj)) ⊆ Crs(0, 14) ∩ Crs(1, 14) = [−14 , 14 ] ∩ [34 , 54 ] = ∅.2
3.1.3 Example. Consider the product of (R, r) and (R, r−1), hence the plan
R2 is equipped with D((α, β), (α′ , β ′)) = (α−α′)∨ (β ′−β)∨0. Then the diagonal
{(α, α) : α ∈ R} in this T0-quasi-metric space is isometric to (R, rs).
We next generalize the concept of metric convexity (see Definition 1.1.1) to quasi-











3.1.2 Definition. A quasi-pseudometric space (X, d) will be called metri-
cally convex (or radially convex) if for any point x, y ∈ X and nonnegative num-
bers r and s such that d(x, y) ≤ r + s, there exists z ∈ X such that d(x, z) ≤ r
and d(z, y) ≤ s.
We next give an example of a space which is not metrically convex.
3.1.4 Example. We consider the so-called Sorgenfrey quasi-pseudometric
on R which is defined for each x, y ∈ R as follows:
d(x, y) = x− y if x ≥ y and d(x, y) = 1 otherwise.
Then d is not metrically convex. Indeed we have d(1
2





is no z ≤ 1
2
and z ≥ 1.
Furthermore d(1
2
, a) = 1
2
has a unique solution a = 0, but d(a, 1) 6= 1
2
.
3.1.3 Definition. Let (X, d) be a(n extended) quasi-pseudometric space. A
family of balls (Cd(xi, ri),Cd−1(xi, si))i∈I with ri, si ≥ 0 and xi ∈ X is said to have
the mixed binary intersection property if for all indices i, j ∈ I,
Cd(xi, ri) ∩ Cd−1(xj, sj) 6= ∅.
3.1.4 Definition. A (n extended) quasi-pseudometric space is called q-
hypercomplete if every family (Cd(xi, ri),Cd−1(xi, si))i∈I of balls with the mixed
binary intersection property has
⋂
i∈I(Cd(xi, ri) ∩ Cd−1(xi, si)) 6= ∅.
3.1.1 Lemma. A quasi-pseudometric space (X, d) is q-hyperconvex if and
only if it is metrically convex and q-hypercomplete.
Proof. Suppose that (X, d) is q-hyperconvex. Let x1, x2 ∈ X, r1, s2 ≥ 0 such
that d(x1, x2) ≤ r1 + s2. By q-hyperconvexity of (X, d) we have Cd(x1, r1) ∩
Cd−1(x2, s2) 6= ∅. Then this implies that there is z ∈ X such that d(x1, z) ≤ r1











have the mixed binary intersection property. Thus d(xi, xj) ≤ ri + sj, i, j ∈ I.
Then
⋂
i∈I(Cd(xi, ri) ∩ Cd−1(xi, si)) 6= ∅ by q-hyperconvexity of (X, d). So (X, d)
is q-hypercomplete.
For the converse, assume that (X, d) is metrically convex and q-hypercomplete.
Suppose that (xi)i∈I is a family of points in X, and (ri)i∈I , and (si)i∈I are fam-
ilies of nonnegative reals such that d(xi, xj) ≤ ri + sj whenever i, j ∈ I. Then
(Cd(xi, ri),Cd−1(xi, si))i∈I has the mixed binary intersection property by metric
convexity of (X, d). Therefore
⋂
i∈I(Cd(xi, ri) ∩ Cd−1(xi, si)) 6= ∅. Hence (X, d)
is q-hyperconvex. 2
3.1.1 Proposition. (a) If (X, d) is a q-hyperconvex (resp. q-hypercomplete,
radially convex) quasi-pseudometric space, then (X, d−1) is q-hyperconvex (resp.
q-hypercomplete, radially convex).
(b) If (X, d) is a q-hyperconvex (resp. q-hypercomplete) quasi-pseudometric space,
then (X, ds) is hyperconvex (resp. hypercomplete). The corresponding statement
for “metrically convex” or “radially” convex does not hold.
Proof. (a) Assume (X, d) is q-hyperconvex. Let (xi)i∈I be a family of points
in X and (ri)i∈I , (si)i∈I two families of nonnegative real numbers, such that
d−1(xi, xj) ≤ ri + sj whenever i, j ∈ I. Find x ∈ Cd−1(xi, ri) ∩ Cd(xi, si) for
any i ∈ I. By the q-hyperconvexity of (X, d), d−1(xi, xj) = d(xj, xi) ≤ ri + sj
whenever i, j ∈ I implies that there exists x0 ∈ Cd(xi, si) ∩ Cd−1(xi, ri). Take
x = x0 and then (X, d
−1) is q-hyperconvex.
Assume (X, d) is q-hypercomplete. Let a family of balls (Cd−1(xi, ri),Cd(xi, si))i∈I
be given with the mixed binary intersection property. Since (X, d) is q-hypercomplete,
(Cd−1(xi, ri),Cd(xi, si))i∈I with the mixed binary intersection property, has
⋂
i∈I(Cd−1(xi, ri)











Assume that (X, d) is metrically convex. We shall show that (X, d−1) is metrically
convex. Let x, y ∈ X, r1, s2 ∈ [0,∞) be such that d−1(x, y) ≤ r1 + s2. By the
radial convexity of (X, d) and d(y, x) = d−1(x, y) ≤ r1 + s2 we have Cd(y, s2) ∩
Cd−1(x, r1) 6= ∅. Then (X, d−1) is metrically convex.
(b) Assume (X, d) is q-hyperconvex. Let (xi)i∈I be a family of points in X
and (ri)i∈I and (si)i∈I be two families of nonnegative real numbers such that
ds(xi, xj) ≤ ri + sj whenever i, j ∈ I. By q-hyperconvexity of (X, d) we have
∅ 6= ⋂i∈I(Cd(xi, ri) ∩ Cd−1(xi, ri)) =
⋂
i∈ICds(xi, ri). It follows that (X, d
s) is
hyperconvex.
Suppose that (X, d) is q-hypercomplete. Let the family of balls (Cds(xi, ri))i∈I
have the binary intersection property. Then (Cd(xi, ri), Cd−1(xi, ri))i∈I has the
mixed binary intersection property. Consequently ∅ 6= ⋂i∈ICds(xi, ri). Thus
(X, ds) is hypercomplete. The final statement follows from Example 3.1.5 below.2
3.1.2 Corollary. Each metric space (X, m) that is q-hyperconvex
(q-hypercomplete) is hyperconvex (hypercomplete).
Proof. The assertion is obvious by Proposition 3.1.1(b). 2
3.1.3 Corollary. Each q-hyperconvex T0-quasi-metric space (X, d) is bi-
complete.
Proof. By Proposition 3.1.1 ds is hyperconvex. Since hyperconvex metric spaces
are complete, we conclude that the T0-quasi-metric space (X, d) is bicomplete.2
3.1.5 Example. Consider the points of the unit circle in the Euclidean
plane C. The distance d(p1, p2) from p1 to p2 ∈ C is set equal to the arc length
measured counter clockwise from p1 to p2. Note that d is a T0-quasi-metric on C,
which is clearly metrically convex: Suppose that d(x, y) ≤ r+s where r, s ∈ [0,∞).











that d(x, z) = r
r+s
d(x, y) ≤ r and d(x, z) = s
r+s
d(x, y) ≤ s, which proves the
assertion. But ds is not metrically convex, since evidently ds does not admit any
values between 0 and π. 2
3.2 A space of nonnegative function pairs of the
T0-quasi-metric space (X, d)
3.2.1 Definition. Let (X, d) be a quasi-pseudometric space and let FP(X, d)
be the set of all pairs of functions f = (f1, f2) where fi : X −→ [0,∞) (i = 1, 2).
We define an extended T0-quasi-metric D on FP(X, d) as follows:
D(f, g) = supx∈X(f1(x)−̇g1(x)) ∨ supx∈X(g2(x)−̇f2(x))
whenever f, g ∈ FP(X, d). (For clarity we may also write Dd instead of D.)
3.2.1 Remark. We note that (Ds)(f, g) = supx∈X |(f1(x)−g1(x))|∨supx∈X |(f2(x)−
g2(x))| whenever f, g ∈ FP(X, d) is a complete extended metric. Furthermore
(FP(X, d), D) is q-hyperconvex. Hence Ds is complete by Corollary 3.1.3.
Proof. In Definition 3.2.1 it is straightforward to check that D is an extended
T0−quasi-metric on PF(X, d). Therefore q-hyperconvexity of (FP(X, d), D) fol-
lows from q-hyperconvexity of the factors ([0,∞), r) and ([0,∞), r−1) in this prod-
uct (see Example 3.1.1 and Proposition 3.1.1): Indeed suppose that ((fi)1, (fi)2)i∈I
is a family of points in FP(X, d) and (ri)i∈I and (si)i∈I are two families of non-
negative reals such that
supx∈X((fi)1(x)−̇(fj)1(x)) ∨ supx∈X((fj)2(x)−̇(fi)2(x)) ≤ ri + sj
whenever i, j ∈ I.
Then for each x ∈ X there is g2(x) ∈ ∩i∈I(Cr((fi)2(x), ri) ∩ Cr−1((fi)2(x), si))












(g1, g2) ∈ ∩i∈I(CD((fi)1, (fi)2, ri) ∩ CD−1((fi)1, (fi)2, si)).
Consequently (PF(X, d), D) is q-hyperconvex. 2
The following defines the canonical function pairs, compare with Definition 1.2.1.
3.2.2 Definition. Let (X, d) be a quasi-pseudometric space. We define
eX : (X, d) −→ (FP(X, d), D), a 7→ eX(a)
where
eX(a) : (X, d) −→ [0,∞)2, x 7→ eX(a)(x) = (d(a, x), d(x, a)).
The following result is similar to Remark 1.2.2.
3.2.1 Lemma. For any a ∈ X, set fa(x) := f{a}(x) = (d(a, x), d(x, a))
whenever x ∈ X. For any a, b ∈ X we have d(a, b) = D(fa, fb). Therefore eX
is an isometric embedding. In case that (X, d) is a T0-quasi-metric space, e is
injective.
Proof. Obviously supx∈X(d(a, x)− d(b, x)) = d(a, b), as we see by setting x = b
and using the triangle inequality. Similarly supx∈X(d(x, b) − d(x, a)) = d(a, b)
whenever a, b ∈ X. Hence eX is an isometric map. If for a, b ∈ X we have that
eX(a) = eX(b), then 0 = d(a, a) = d(a, b) and d(b, a) = d(b, b) = 0. Consequently
a = b by the T0-property. 2
A generalization of this kind of function leads to the Hausdorff quasi-pseudometric,
as we show next.
3.2.1 Example. Let (X, d) be a quasi-pseudometric space and let P0(X) be











and (fA)2(x) = d(x, A) whenever x ∈ X where, as usual, for instance d(A, x) =
inf{d(a, x) : a ∈ A}. We shall call d(A, x) also dist(A, x) later.
Then for fA = ((fA)1, (fA)2) we see that (fA)1 is nonexpansive on (X, d
−1) and
(fA)2 is nonexpansive on (X, d).
Proof. It is well-known that for any x, y ∈ X and A ∈ P0(X), d(A, x)−d(A, y) ≤
d(y, x) = d−1(x, y). Similarly d(x,A)− d(y,A) ≤ d(x, y) whenever x, y ∈ X. 2
The following uses the Hausdorff quasi-pseudometric of a quasi-pseudometric
space introduced by G. Berthiaume [7].
3.2.2 Remark. (compare [46, Lemma 3.1]) We note that dH(A,B) =
D(fA, fB) whenever A,B ∈ P0(X) where dH(A, B) = supb∈Bd(A, b)∨supa∈Ad(a,B)
is the extended Hausdorff quasi-pseudometric on P0(X).
Proof. It suffices to prove that for given A,B ∈ P0(X), ρ1(A,B) := supb∈Bd(A, b)
is equal to ρ2(A,B) := supx∈X(d(A, x)−̇d(B, x)).
Let b ∈ B. Then d(A, b)− 0 ≤ d(A, b)− d(B, b) ≤ ρ1(A,B) and thus ρ2(A,B) ≤
ρ1(A,B). For the converse choose a sequence (xn)n∈N ∈ X such that ρ1(A,B) =




. Hence for each n ∈ N, d(A, xn)−d(B, xn) ≤ d(A, bn)+d(bn, xn)−
d(B, xn) ≤ ρ2(A,B) + 1n+1 . Thus ρ1(A, B) ≤ ρ2(A,B).
For the converse choose a sequence (xn)n∈N ∈ X such that
ρ1(A,B) = limn−→∞d(A, xn)−̇d(B, xn)
For each n ∈ N find bn ∈ B such that d(bn, xn) ≤ d(B, xn) + 1n+1 . Hence for each
n ∈ N,













Thus ρ2(A,B) ≤ ρ1(A,B). 2
3.3 The q-hyperconvex hull εq(X, d) of a T0-quasi-
metric space (X, d)
3.3.1 Definition. We say that a pair f ∈ PF(X, d) is q-tight if for all
x, y ∈ X, we have d(x, y) ≤ f2(x) + f1(y).
The set of all q-tight function pairs on a T0-quasi-metric space (X, d) will be
denoted by Tq(X, d).
3.3.1 Lemma. For each a ∈ X, fa is q-tight function pair.
Proof. Indeed d(x, y) ≤ (fa)2(x) + (fa)1(y) = d(x, a) + d(a, y). 2
We say that a pair f is minimal or extremal (among the q-tight pairs) if it is q-
tight and if g is q-tight such that for each x ∈ X, g1(x) ≤ f1(x) and g2(x) ≤ f2(x)
then f = g.
3.3.2 Lemma. Any minimal q-tight function pair f satisfies f1(x)−f1(y) ≤
d−1(x, y) whenever x, y ∈ X and f2(x) − f2(y) ≤ d(x, y) whenever x, y ∈ X.
(Hence f1 is nonexpansive on (X, d
−1) and f2 is nonexpansive on (X, d), when
considered as maps into ([0,∞), r), where r denotes the restriction of the T0-
quasi-metric considered in Example 3.1.1. (In particular for each minimal q-tight
function pair f , the function f1 is τ(d)-upper semi-continuous and τ(d
−1)-lower
semi-continuous, and f2 is τ(d)-lower semi-continuous and τ(d
−1)-upper semi-
continuous. For these concepts see [24].))
Proof. Let us consider f2. Suppose that x0, y0 ∈ X such that f2(x0) > d(x0, y0)+











(f1, g2) < (f1, f2). Let x, y ∈ X. Then d(x, y) ≤ f2(x) + f1(y) = g2(x) + g1(y) if
x 6= x0.
So assume x = x0 and y ∈ X. Then d(x, y) = d(x0, y) ≤ d(x0, y0) + d(y0, y) ≤
d(x0, y0) + f2(y0) + f1(y) ≤ g2(x) + f1(y). It is q-tight and we have reached a
contradiction.
Similarly one shows that f1(x)− f1(y) ≤ d−1(x, y) whenever x, y ∈ X. 2
Let (X, d) be a T0-quasi-metric space. In the following by εq(X, d) (or more
briefly by εq(X)) we shall denote the set of all minimal q-tight function pairs in
Tq(X, d). We shall show that (εq(X, d), D) is isometric to the q-injective hull of
(X, d), where, for convenience, D also denotes the restriction of D to εq(X, d).
3.3.1 Proposition. Let f = (f1, f2) be a q-tight function pair on a T0-
quasi-metric space (X, d) such that f1 is nonexpansive on (X, d
−1) and f2 is
nonexpansive on (X, d) (compare Lemma 3.3.2).
Furthermore suppose that there is a sequence (an)n∈N in X with limn−→∞f1(an) =
0 and limn−→∞f2(an) = 0. Then f is a minimal q-tight pair.
Proof. Suppose otherwise. Then there is a q-tight pair g such that g < f , say
there is x0 ∈ X such that g2(x0) < f2(x0) and g1 = f1. (The second case is dealt
with analogously.) Then by nonexpansiveness and q-tightness of g, we have that
f2(x0)− f2(an) ≤ d(x0, an) ≤ g2(x0) + g1(an) ≤ f2(x0) + f1(an) whenever n ∈ N.
Thus limn−→∞d(x0, an) = g2(x0).
So g cannot be a q-tight function pair, since otherwise f2(x0) = limn−→∞d(x0, an) ≤
g2(x0) + limn−→∞f1(an)—a contradiction. Hence f is a minimal q-tight function
pair. 2












3.3.2 Proposition. Let (X, d) be a T0-quasi-metric space. If (f1, f2) ∈
εq(X, d) then
f1(x) = supy∈X(d
−1(x, y)−̇f2(y)) = supy∈X((fx)2(y)−̇f2(y))
and
f2(x) = supy∈X(d(x, y)−̇f1(y)) = supy∈X((fx)1(y)−̇f1(y))
whenever x ∈ X.
Proof. Since (f1, f2) ∈ εq(X, d), we have d(y, x) ≤ f2(y) + f1(x) whenever
x, y ∈ X, which implies that supx∈X(d−1(x, y)− f2(y)) ≤ f1(x) whenever x ∈ X.
Suppose that there is x0 such that supx∈X(d
−1(x0, y)−̇f2(y)) < f1(x0). Set
k1(x) = f1(x) if x ∈ X and x 6= x0, and k1(x0) = supy∈X(d−1(x0, y)−̇f2(y)).
Then (k1, f2) is q-tight: Indeed for any y ∈ X we have d(y, x0) − f2(y) ≤
supa∈X(d(a, x0)− f2(a)). Thus
d−1(x0, y) ≤ f2(y) + supa∈X(d−1(x0, a)−̇f2(a)) = f2(y) + k1(x0)
whenever y ∈ X. It follows that (h1, f2) is q-tight and (k1, f2) < (f1, f2), but
(f1, f2) is minimal q-tight. We have reached a contradiction and conclude that
f1(x) = supy∈X(d(x, y)−̇f2(y)) whenever x ∈ X. Given x ∈ X, the definition
of fx (see Lemma 3.2.1) yields the second equality supy∈X(d
−1(x, y)−̇f2(y)) =
supy∈X((fx)2(y)−̇f2(y)).
Similarly one shows that f2(x) = supy∈X(d(x, y)−̇f1(y)) whenever x ∈ X. 2
The next result gives a formula for the distance between two minimal q-tight
function pairs.
3.3.3 Lemma. Let (f1, f2), (g1, g2) be minimal q-tight pairs on a T0-quasi-













D((f1, f2), (g1, g2) = supx∈X(f1(x)−̇g1(x)) = supx∈X(g2(x)−̇f2(x)).
Proof. Let x, a ∈ X. Then f1(x) − g1(x) ≤ d(a, x) − g1(x) + f1(x) − d(a, x) ≤
g2(a) + f1(x) − d(a, x), because (g1, g2) is q-tight. Given x ∈ X and ε > 0
we can find a ∈ X such that f1(x) − ε ≤ d(a, x) − f2(a), because f1(x) =
supy∈X(d(x, y)− f2(y)) by Lemma 3.3.2. Hence given x ∈ X, there is a ∈ X such
that f1(x)− g1(x) ≤ g2(a) + f1(x)− d(a, x) ≤ g2(a)− f2(a)− ε ≤ supa∈X(g2(a)−
f2(a))+ε. Consequently supx∈X(f1(x)−g1(x)) ≤ supa∈X(g2(a)−f2(a))+ε. Since
ε was arbitrary, we have that supx∈X(f1(x) − g1(x)) ≤ supx∈X(g2(x) − f2(x)).
Similarly, 0 < supx∈X(g2(x)− f2(x)) which implies that supx∈X(g2(x)− f2(x)) ≤
supx∈X(f1(x)− g1(x)).
Therefore supx∈X(f1(x)−̇g1(x)) = supx∈X(g2(x)−̇f2(x)). 2
The following gives the distance between the canonical q-tight function pair with
any minimal q-tight function pair and is similar to Proposition 1.2.1(1).
3.3.4 Lemma. Let (X, d) be a T0-quasi-metric space. Consider a minimal
q-tight pair f and a ∈ X. Then D(f, fa) = f1(a) and D(fa, f) = f2(a).
Proof. We have f1(a) ≤ supx∈X(f1(x)− d(a, x)), since d(a, a) = 0. Furthermore
for any x ∈ X, f1(x) − f1(a) ≤ d−1(x, a), since f1 is nonexpansive on (X, d−1).
Thus f1(x)− d(a, x) ≤ f1(a) whenever x ∈ X. Hence supx∈X(f1(x) − d(a, x)) =
f1(a). Furthermore d(x, a) − f2(x) ≤ f1(a) whenever x ∈ X, since f is q-tight.
So supx∈X((fa)2(x)−̇f2(x)) ≤ f1(a). (In fact it is stated in Lemma 3.3.2 that
equality holds in the last inequality.) According to the definition of D, certainly
D(f, fa) = f1(a).
Similarly one verifies that f2(a) = supx∈X(f2(x)−d(x, a)) and supx∈X(d(a, x)−̇f1(x)) ≤
f2(a), where indeed by Lemma 3.3.2 the last equality is an inequality. In partic-











3.3.1 Remark. We note that D(f, g) < ∞ whenever f, g ∈ εq(X, d). Indeed
we have for any a ∈ X, D(f, g) ≤ D(f, fa) + D(fa, g) ≤ f1(a) + g2(a) by Lemma
3.3.4. Hence D is a T0-quasi-metric space on εq(X, d).
The following lemma should be compared with Proposition 1.2.1.
3.3.5 Lemma. For each a ∈ X, the pair fa belongs to εq(X, d).
Proof. This follows from Proposition 3.3.1 in the light of Example 3.2.1, since
(fa)1(a) = 0 = (fa)2(a). 2
3.3.6 Lemma. Suppose that (X, d) is a T0-quasi-metric space and (f1, f2) ∈
εq(X, d) such that f1(a) = 0 = f2(a) for some a ∈ X. Then (f1, f2) = eX(a).
Proof. By q-tightness of (f1, f2) we have d(x, a) ≤ f2(x) + 0 and d(a, x) ≤
0 + f1(x) whenever x ∈ X. Therefore eX(a) ≤ (f1, f2) and thus eX(a) = (f1, f2),
since (f1, f2) is minimal. 2
In the next remark, we state the basic ideas of a tight extension in the asymmetric
setting similarly to Theorem 1.3.1.
3.3.2 Remark. For all f, g ∈ εq(X, d) we have
D(f, g) = supx1,x2∈X [d(x1, x2)− f2(x1)− g1(x2)] ∨ 0 :
Assume first that for some f, g ∈ εq(X) we have D(f, g) > 0. Then for each ε > 0
there is x1 ∈ X such that g2(x1) − f2(x1) > 0 and D(f, g) − ε ≤ g2(x1) − f2(x1)
by Lemma 3.3.3. Since g1(x1) > 0, by Lemma 3.3.2 there is x2 ∈ X such that
g1(x1)− ε ≤ d(x1, x2)− g1(x2) and hence g2(x1)− d(x1, x2) ≤ −g1(x1) + ε.
Thus g2(x1)−f2(x1) ≤ d(x1, x2)−f2(x1)+g2(x1)−d(x1, x2) ≤ d(x1, x2)−f2(x1)−











Consequently D(f, g) ≤ supx1,x2∈X [(D(fx1 , fx2)−D(fx1 , f)−D(g, fx2)]∨0, which
also holds in the remaining case where for f, g ∈ εq(X) we have D(f, g) = 0.
Furthermore D(fx1 , fx2)−D(fx1 , f)−D(g, fx2) ≤ D(f, g) whenever f, g ∈ εq(X)
and x1, x2 ∈ X by the triangular inequality. Thus [D(fx1 , fx2) − D(fx1 , f) −
D(g, fx2)] ∨ 0 ≤ D(f, g) whenever f, g ∈ εq(X) and x1, x2 ∈ X, which establishes
the claimed equality D(f, g) = supx1,x2∈X [d(x1, x2)−f2(x1)−g1(x2)]∨0 whenever
f, g ∈ εq(X).
It follows from this formula that the isometric map eX : (X, d) → (εq(X, d), D)
has the following “tightness” property: If q is any quasi-pseudometric on εq(X, d)
such that q ≤ D and q(eX(x), eX(y)) = D(eX(x), eX(y)) whenever x, y ∈ X, then
D(f, g) = q(f, g) whenever f, g ∈ εq(X, d): In fact let f, g ∈ εq(X, d). Then
D(f, g) = supx1,x2∈X [D(fx1 , fx2)−D(fx1 , f)−D(g, fx2)] ∨ 0 ≤
supx1,x2∈X [q(fx1 , fx2)− q(fx1 , f)− q(g, fx2)] ∨ 0 ≤ q(f, g).
Therefore q(f, g) = D(f, g) whenever f, g ∈ εq(X, d).
The following defines the concept of a q-injective T0-quasi-metric space similarly
to Definition 1.1.2.
3.3.2 Definition. Let (Y, dY ) be a T0-quasi-metric space. Then it is called
q-injective provided that for any T0-quasi-metric space (X, dX), any subspace A
of (X, d) and any nonexpansive map f : A −→ (Y, dY ), f can be extended to a
nonexpansive map g : (X, dX) −→ (Y, dY ).
The following result is analogous to Theorem 1.1.1.












Proof. First assume that X is a q-hyperconvex T0-quasi-metric space. Let A
be a T0-quasi-metric space and T : A −→ X be a nonexpansive map. Let M
be a T0-quasi-metric space containing A quasi-metrically. Consider the following
set C = {(TF , F ) : TF : F −→ X, A ⊆ X ⊆ M , as a quasi-metric subspace}
where TF is a nonexpansive extension of T . We have (T, A) ∈ C. Therefore, C is
nonempty. On the other hand, one can partially order C by (TF , F ) ≤ (TG, G) if
and only if F ⊆ G and the restriction of TG to F is TF . It is easy to see that C
satisfies the hypothesis of Zorn’s Lemma. Therefore, C has a maximal element.
Let (T1, F1) be a maximal element of C.
Let us show that F1 = M . Assume not. Let z ∈ M but z /∈ F1 and set
F = F1 ∪ {z1}. Let us extend T1 to F . The problem is to find a point z1,
which will play the role of the value of the extension at z. Since we need
the extension to be nonexpansive, we must have d(T1(x), z1) ≤ d(x, z) for all
x ∈ F1 and d(z1, T1(x)) ≤ d(z, x) for all x ∈ F1. Consider the family of balls
(Cd(T1(x), d(x, z)), Cd−1(T1(y), d
−1(y, z)))x∈F1 . Since d(T1(x), T1(y)) ≤ d(x, y) ≤
d(x, z) + d(z, y) for all x, y ∈ F1, the q-hyperconvexity of X implies that
⋂
x∈F1(Cd(T1(x), d(x, z)) ∩ Cd−1(T1(x), d−1(x, z))) 6= ∅.
Let z1 be any fixed point in this intersection. Set T
∗ : F −→ X.
For arbitrary x ∈ F ,
set T ∗(x) = T1(x) if x 6= z, T ∗(x) = z1 if x = z. We have for all x, y ∈ F ,
d(T ∗(x), T ∗(y)) = d(T1(x), T1(y)) if x 6= z,
d(T ∗(x), T ∗(y)) = d(z1, T1(y)) if x = z,
and











Then, we can see that for arbitrary x, y ∈ F , d(T ∗(x), T ∗(y)) ≤ d(x, y) and
d(T ∗(y), T ∗(x)) ≤ d(y, x). Therefore, T ∗ is a nonexpansive extension of T , thus
(T ∗, F ) belongs to C, hence (T1, F1) ≤ (T ∗, F ) and (T1, F1) 6= (T ∗, F ). This
contradicts the maximality of (T1, F1). Therefore F1 = M and hence T has a
nonexpansive extension to M . Consequently, X is q-injective.
For the converse, assume that X is q-injective. We want to prove that X is
q-hyperconvex. Suppose that there is given (xi)i∈I , a family of pairwise distinct
points in X, and two families of nonnegative real numbers (ri)i∈I and (sj)j∈I such
that d(xi, xj) ≤ ri + sj for any i, j ∈ I.
Similarly as before, consider the set PF(A, d) of all nonnegative real-valued pair
functions f = (f1, f2) defined on the set A = {xi : i ∈ I} such that d(xi, xj) ≤
f2(xi) + f1(xj) for all i, j ∈ I. The distance between the elements of A is the one
inherited from X. The pair of functions (r, s) such that:
r : A −→ [0,∞), xi 7→ r(xi)
s : A −→ [0,∞), si 7→ s(xi)
belongs to PF(A, d).
The set PF(A, d) is partially ordered by the afore-mentioned pointwise order on
the pair functions. Obviously, any descending chain of elements of PF(A, d) has
a lower bound. Hence, Zorn’s Lemma implies the existence of a minimal element
(f1, f2) ∈ PF(A, d) smaller than (r, s), i.e. f1(xi) ≤ s(xi) = si, f2(xi) ≤ r(xi) = ri
whenever i ∈ I.
Using the minimality of (f1, f2), it follows that, for any i, j ∈ I, f1(xi) ≤
d(xj, xi) + f1(xj) and f2(xi) ≤ d(xi, xj) + f2(xj), see Lemma 3.3.2.















(Cd(xi, ri) ∩ Cd−1(xi, si)) 6= ∅.
Case 2: (f1, f2) 6= eX(a) whenever a ∈ A.
Let w be a point from X not in the set A. Consider A∗ = A ∪ {w}. For the
new point w, set d(w, xi) = f1(xi) and d(xi, w) = f2(xi), for any i ∈ I, as well as
d(w, w) = 0. Since for any a ∈ A, f1(a) or f2(a) is positive by Lemma 3.3.1, A∗
is a T0-quasi-metric space which contains A as a quasi-metric subspace.
Then according to our assumption, there exists a nonexpansive extension R of
the inclusion map (defined from A to X). It is clear that
d(R(xi), R(w)) = d(xi, R(w)) ≤ d(xi, w) = f2(xi) ≤ ri, whenever i ∈ I and
d(R(w), R(xi)) = d(R(w), xi) ≤ d(w, xi) = f1(xi) ≤ ri, whenever i ∈ I.
Thus R(w) ∈ ⋂i∈I(Cd(xi, ri) ∩ Cd−1(xi, si)) 6= ∅. We have shown that X is
q-hyperconvex. 2
Our next result shows that the q-hyperconvex hull of a T0-quasi-metric space is
isometric to the conjugate space of the q-hyperconvex hull of its conjugate.
3.3.3 Proposition. Let (X, d) be a T0-quasi-metric space. Then (f1, f2) ∈
εq(X, d) implies that (f2, f1) ∈ εq(X, d−1). It follows that
s : (εq(X, d), Dd) −→ (εq(X, d−1), Dd−1)
where Dd−1 = Dd
−1, defined by s((f, g)) = (g, f) whenever (f, g) ∈ εq(X, d) is a
bijective isometric map.
Proof. Suppose that (f1, f2) ∈ εq(X, d). Then d−1(x, y) = d(y, x) ≤ f1(x) +
f2(y) = f2(y)+f1(x) whenever x, y ∈ X. Obviously (f2, f1) is minimal q-tight on











it is evident that s is a bijection. It is an isometry, since D−1(s(f1, f2), s(g1, g2)) =
D((g2, g1), (f2, f1)) = D((f1, f2), (g1, g2)) whenever (f1, f2), (g1, g2) ∈ εq(X, d). 2
The next result makes a connection between hyperconvex and q-hyperconvex
hulls.
3.3.4 Proposition. Let (X,m) be a metric space. Then h(f) = (f, f)
defines an isometric embedding of (εm(X, m), E) into (εq(X, m), D).
Proof. Given f ∈ εm(X,m), it is evident that the pair (f, f) is q-tight. Suppose





) is a q-tight function pair, too. Thus k1+k2
2
is a tight
function on (X, m). By minimality of f , k1+k2
2
= f . But then k1 = f and k2 = f ,
since k1 ≤ f and k2 ≤ f . Thus (f, f) ∈ εq(X, m). Let f, g ∈ εm(X, m).
Then
d∞(f, g) = supx∈X | f(x)− g(x) |= supx∈X(f(x)−̇g(x)) ∨ supx∈X(g(x)−̇f(x))
= D((f, f), (g, g)).
Hence h : (εm(X,m), E) −→ (εq(X, m), D) is an isometric embedding, where
h(f) = (f, f) whenever f ∈ εm(X,m). 2.
The following auxiliary result will be useful in the following.
3.3.7 Lemma. Let A be a nonempty subset of a T0-quasi-metric space
(X, d), let (r1, r2) : A −→ [0,∞) be such that ∀x, y ∈ A, d(x, y) ≤ r2(x) + r1(y).
Then there exists (R1, R2) : X −→ [0,∞) which extends the pair (r1, r2) such that
for all x, y ∈ X, d(x, y) ≤ R2(x) + R1(y). Moreover, there exists a minimal pair
of functions (f1, f2) defined on X such that for all x ∈ X, f1(x) ≤ R1(x) and
f2(x) ≤ R2(x).











R1(x) = r1(x) if x ∈ A and R1(x) = d(x0, x) + r1(x0) if x /∈ A
and
R2(x) = r2(x) if x ∈ A and R2(x) = d(x, x0) + r2(x0) if x /∈ A. We next check
our claim that (R1, R2) is tight. Let x, y ∈ X : We consider 4 cases.
Case 1: x, y ∈ A ⇒ d(x, y) ≤ R2(x) + R2(y) by assumption.
Case 2: x /∈ A, y ∈ A ⇒ d(x, y) ≤ d(x, x0) + d(x0, y) by the triangle inequality
⇒ d(x, y) ≤ d(x, x0) + r2(x0) + r1(y) by assumption
⇒ d(x, y) ≤ R2(x) + R1(y) by definitions.
Case 3: x ∈ A, y /∈ A ⇒ d(x, y) ≤ d(x, x0) + d(x0, y)
⇒ d(x, y) ≤ r2(x) + r1(x0) + d(x0, y) as in Case 2.
⇒ d(x, y) ≤ R2(x) + R1(y)
Case 4: x /∈ A, y /∈ A ⇒ d(x, y) ≤ d(x, x0) + d(x0, y) by the triangle inequality
⇒ d(x, y) ≤ d(x, x0) + r2(x0) + d(x0, y) + r1(x0) by assumption
⇒ d(x, y) ≤ R2(x) + R1(y) by definitions.
Then (R1, R2) : X −→ [0,∞) extends (r1, r2) such that for all
x, y ∈ X, d(x, y) ≤ R2(x) + R1(y).
So (R1, R2) is a q-tight pair on X. Since (FP(X, d), D) is partially ordered by
the pointwise order on function pairs, Zorn’s Lemma implies the existence of a
minimal pair element f = (f1, f2) defined on X such that f1(x) ≤ R1(x) and











The following result is useful to show that the q-hyperconvex hull of a T0-quasi-
metric space is unique up to isometries and is similar to Theorem 1.2.1(4).
3.3.5 Proposition. Let (X, d) be a T0-quasi-metric space. If s = (s1, s2)
is a minimal q-tight pair of functions on the T0-quasi-metric space εq(X), then
s ◦ eX is a minimal q-tight pair of functions on X.
Proof. Let s = (s1, s2) be a minimal q-tight pair of functions on the T0-quasi-
metric space εq(X). Note that for any x, y ∈ X, we have d(x, y) = D(fx, fy) =
D(eX(x), eX(y)) ≤ s2(eX(x)) + s1(eX(y)), because (s1, s2) is q-tight on εq(X).
Assume that s ◦ eX is not a minimal q-tight pair of functions on X. Then there
exists a pair (h1, h2) ∈ εq(X) such that h1(x) ≤ s1(eX(x)) and h2(x) ≤ s2(eX(x))
whenever x ∈ X, and one of the inequalities is strict at some point x0 ∈ X.
In the following we shall consider the case that h1(x0) ≤ s1(eX(x0)). (The case
h2(x0) ≤ s2(eX(x0)) can be dealt with similarly.) Define the function pair (t1, t2)
on εq(X) where t2(f) = s2(f) whenever f ∈ εq(X), and for f ∈ εq(X), f1(f) =
s1(f) if f 6= eX(x0) and f1(f) = s1(f) if f = eX(x0).
Let us show that (t1, t2) satisfies the inequality D(f, g) ≤ t2(f) + t1(g) whenever
f, g ∈ εq(A), which will contradict the fact that (s1, s2) is a minimal q-tight pair of
functions on εq(X) so that our assumption that (h1, h2) exists is false. Since each
(t1, t2) and (s1, s2) is a q-tight pair of functions, we only need to prove the above
inequality for g = eX(x0) and f 6= eX(x0), i.e. D(f, eX(x0)) ≤ t2(f)+ t1(eX(x0)).
We distinguish two cases: Case 1: f1(x0) = 0. Then D(f, eX(x0)) = f1(x0) = 0
by Lemma 3.3.2 and our claim is obviously satisfied.
Case 2: f1(x0) > 0. By Proposition 3.3.2 f1(x) = supy∈X(d(y, x0) − f2(y)).
Therefore for any δ > 0 there exists y ∈ X such that f1(x0)− δ ≤ d(y, x0)−f2(y)
and, thus, f2 + f1(x0) ≤ d(y, x0) + δ. If y = x0, then we must have f1(x0) < δ.











On the other hand, if y 6= x0 and f 6= eX(x0), then f2(y) + D(f, eX(x0)) − δ =
f2(y)+f1(x0)−δ < d(y, x0) and d(y, x0) ≤ h2(y)+h1(x0) ≤ t2(eX(y))+t1(eX(x0)).
Since (s1, s2) is a minimal q-tight pair of functions on εq(X), then by Lemma
3.3.2 t2(eX(y)) = s2(eX(y)) ≤ s2(f) + D(eX(y), f) = t2(f) + f2(y) whenever
f ∈ εq(X), where we have used the fact that f = (f1, f2) is a minimal q-tight pair
of functions on X. So we have the two inequalities f2(y) + D(f, eX(x0)) − δ <
t2(eX(y)) + t1(eX(x0)) and t2(eX(y)) ≤ t2(f) + f2(y).
Adding the two inequalities, we get f2(y) + D(f, eX(x0)) − δ + t2(eX(y)) <
t2(eX(y)) + t1(eX(x0)) + t2(f) + f2(y) which leads to D(f, eX(x0))− δ ≤ t2(f) +
t1(eX(x0)). Since δ is arbitrary, we get the desired inequality D(f, eX(x0)) ≤
t2(f) + t1(eX(x0)). We conclude that s ◦ eX ∈ εq(X). 2
Our next result shows that the q-hyperconvex hull is unique up to isometries.
3.3.6 Proposition. The following statements are true for any T0-quasi-
metric space (X, d).
(a) εq(X) is q-hyperconvex;
(b) εq(X) is a q-injective hull of X, i.e. no proper subset of εq(X) which contains
X as a quasi-metric subspace is q-hyperconvex. The q-hyperconvex hull of the
T0-quasi-metric space (X, d) is unique up to isometries.
Proof. (a) In order to prove that εq(X) is q-hyperconvex, let (f)i∈I be a family
of pairwise distinct points fi = ((fi)1, (fi)2) ∈ εq(X) and (ri)i∈I and (si)i∈I be
two families of nonnegative real numbers such that D(fi, fj) ≤ ri + sj whenever
i, j ∈ I. Set Y = {fi : i ∈ I}. Define a map s : Y −→ [0,∞) by s(fi) = si and
r : Y −→ [0,∞) by r(fi) = ri whenever i ∈ I. By Lemma 3.3.7, we extend r and
s to (R,S) on the entire set εq(X) such that D(f, g) ≤ R(f) + S(g) whenever











Using Lemma 3.3.7, there exists a minimal q-tight pair h = (h1, h2) of functions
on εq(X) such that h2 ≤ R and h1 ≤ S where R and S are the extensions of r
and s, respectively.
Using the property established in Proposition 3.3.5 for a minimal q-tight pair of
functions on εq(X), we know that h ◦ eX ∈ εq(X). It is then easy to see that
h ◦ eX ∈
⋂
f∈εq(X)




(CD(fi, ri) ∩ CD−1(fi, si)) :
Indeed, the distance D between h ◦ eX and f = (f1, f2) ∈ εq(X) is defined by
D(h ◦ eX , f) = supx∈X{h1(eX(x))−̇f1(x)} ∨ supx∈X{f2(x)−̇h2(eX(x))}.
Using Lemma 3.3.4, we can write f1(x) = D(f, eX(x)) and f2(x) = D(eX(x), f).
Furthermore, since h = (h1, h2) is a minimal q-tight pair of functions on εq(X)
and using Lemma 3.3.2, we have:
h1(eX(x))−D(f, eX(x)) ≤ h1(f).
By q-tightness of (h1, h2), we see hat
D(eX(x), f)− h2(eX(x)) ≤ h1(f).
By the choice of h = (h1, h2), we have
h1(f) ≤ S(f).
Therefore we get that
D(h ◦ eX , f) ≤ h1(f) ≤ S(f)
whenever f = (f1, f2) ∈ εq(X). Similarly we see that











whenever f = (f1, f2) ∈ εq(X). The proof is therefore complete.
(b) Let H be a subset of εq(X) such that X ⊆ H. Assume that H is q-
hyperconvex, hence q-injective by Theorem 3.3.1. There exists a nonexpansive
map (R1, R2) extending the inclusion map i : X −→ H such that
R = (R1, R2) : εq(X) −→ H
f = (f1, f2) 7−→ (R1(f), R2(f)).
Using Lemma 3.3.4 and nonexpansivity of R = (R1, R2), we have
(R1(f))(x) = D(R(f), fx) = D(R(f), R(fx)) ≤ D(f, fx) = f1(x)
whenever x ∈ X. Similarly (R2(f))(x) ≤ f2(x) whenever x ∈ X.
Since f = (f1, f2) is a minimal q-tight pair of functions on X, we must have
R1(f) = f1 and R2(f) = f2. This implies that R is the identity map and
H = εq(X). Consequently, no proper subset of εq(X) which contains X is q-
hyperconvex.
Let H be any q-hyperconvex T0-quasi-metric space which contains X as a sub-
space such that no proper subset of H which contains X as a subset is q-
hyperconvex. Consider a nonexpansive map φ : εq(X) −→ H extending the
inclusion map i : eX(X) −→ H defined by i(eX(x)) = x whenever x ∈ X.
Furthermore consider a nonexpansive map ϕ : H −→ εq(X) extending the map
i−1 : X −→ εq(X). Then the contraction ϕ ◦ φ : εq(X) −→ εq(X) extends the
identity map on eX(X). The argument described in the preceding step of the
proof implies that ϕ ◦ φ is the identity map on εq(X). Hence ϕ is surjective. It
also follows that φ and ϕ are isometries, because φ and ϕ are nonexpansive. Hence
ϕ is also injective, since H is a T0-space by [25, Lemma 4]. Thus ϕ is bijective












3.3.1 Corollary. The following statements are equivalent for a T0-quasi-
metric space (X, d):
(a) (X, d) is q-hyperconvex.
(b) For each f ∈ εq(X) there is x ∈ X such that f1 = (fx)1 and f2 = (fx)2.
(c) For each f ∈ εq(X) there is x ∈ X such that f1(x) = f2(x) = 0.
Proof. This a consequence of Proposition 3.3.6 and Lemma 3.3.6. 2
We next show that total boundedness is preserved by the q-hyperconvex hull.
3.3.7 Proposition. If (X, d) is a totally bounded T0-quasi-metric space,
then the T0-quasi-metric space (εq(X, d), D) is totally bounded, too.
Proof. By total boundedness of (X, d) there are k ∈ N and y1, ..., yk ∈ X
such that for each x ∈ X, there is i ∈ {1, ..., k} such that ds(x, yi) ≤ 1. It
follows from the triangle inequality that for any x, y ∈ X we have d(x, y) ≤ b :=
max{d(yi, yj)+2 : i, j ∈ {1, ..., k}}, that is, d is bounded. Obviously boundedness
of d by b implies that f1(X), f2(X) ⊆ [0, b], whenever (f1, f2) is a minimal tight
pair of functions.
Let ε > 0. By total boundedness of (X, d), there exist x1, ..., xn ∈ X such that
for any x ∈ X, there exists i ∈ {1, ..., n} such that ds(x, xi) < ε.
There are c1, ..., cm ∈ [0, b] such that for any c ∈ [0, 1] there is i ∈ {1, ..., m} such
that | c− ci |≤ ε.
Consider any pair (ψ1, ψ2) ∈ {1, ..., m}{1,...,n}×{1, ..., m}{1,...,n}. Define λ(ψ1,ψ2) =
{(f1, f2) ∈ εq(X, d) : sup1≤i≤n(| f1(xi) − cψ1(i) | ∨ | f2(xi) − cψ2(i) |)}. Note that














For (ψ1, ψ2) ∈ {1, ..., m}{1,...,n} × {1, ...,m}{1,...,n}, let (f1, f2), (g1, g2) ∈ λ(ψ1,ψ2).
For given x ∈ X, there exists i ∈ {1, ..., n} such that ds(x, xi) ≤ ε. Then we have
f1(x)−̇g1(x) ≤ (f1(x)−̇f1(xi)) + (f1(xi)−̇cψ1(i)) + (cψ1(i)−̇g1(xi)) + (g1(xi)−̇g1(x))
which implies that f1(x)−̇g1(x) ≤ 4ε. Hence supx∈X(f1(x)−̇g1(x)) ≤ 4ε.
Analogously one shows that supx∈X(g2(x)−̇f2(x)) ≤ 4ε.
We conclude that D((f1, f2), (g1, g2)) ≤ 4ε. Hence we are done. 2
3.3.2 Corollary. If (X, d) is a T0-quasi-metric space such that τ(d
s) is
compact, then Ds induces a compact topology on εq(X, d).
Proof. If τ(ds) is compact, then the T0-quasi-metric d is totally bounded. By
Proposition 3.3.7 (εq(X, d), D) is totally bounded. The result follows, since the
metric Ds is always complete on εq(X, d), because (εq(X, d), D) is q-hyperconvex.2
In the following, we are going to compute for two simple T0-quasi-metric spaces
their q-hyperconvex hulls.
3.3.1 Example. Let X = {0, 1} be equipped with the discrete metric d(x, x) =
0 whenever x ∈ X and d(x, y) = 1 whenever x 6= y. As expected, the q-
hyperconvex hull εq(X, d) of (X, d) is strictly larger than the (metric) hyperconvex
hull εm(X, d) of (X, d).
For each (α, β) ∈ [0, 1]2 define (α, β) = ((α, β)1, (α, β)2) as follows: (α, β)1(0) =
α, (α, β)1(1) = β, (α, β)2(0) = 1−β and (α, β)2(1) = 1−α. It is readily checked
that these are exactly the minimal tight pairs belonging to εq(X, d).




)) = (α−̇α′)∨(β−̇β ′) whenever (α, β), (α′ , β ′) ∈ [0, 1]2.
Hence the quasi-metric q-hyperconvex hull εq(X, d) of (X, d) can be identified with
([0, 1] × [0, 1], D). Obviously the (metric) hyperconvex hull εm(X, d) is isometric











α ∈ [0, 1]}.
3.3.2 Example. Let X = {0, 1} and d(0, 1) = 0, d(1, 0) = 1, d(0, 0) = 0
and d(1, 1) = 0. For each α ∈ [0, 1] set (fα)1(0) = α, (fα)1(1) = 0, (fα)2(0) = 0
and (fα)2(1) = 1− α.
It is readily checked that in this way we get εq(X, d) = {fα : α ∈ [0, 1]}. Note that
D(fα, fα′ ) = α−̇α
′
whenever α, α
′ ∈ [0, 1]. Thus (εq(X, d), D) is isometric to the















We first summarize some of the properties of the hyperconvex metric spaces,
which were investigated by many authors see ([4], [20], [25], [29], [32], and [34]).
Secondly we start an investigation of the properties of q-hyperconvex quasi-metric
spaces; for instance, the intersection of any descending family of q-hyperconvex
quasi-metric spaces is a q-hyperconvex quasi-metric space. We have tried to in-
dicate where possible the correspondence (or lack thereof) between the results
obtained for q-hyperconvexity and those obtained for hyperconvexity. The ap-
proximation of the concept of a fixed point of nonexpansive map and the class of











4.1 Intersection of q-hyperconvex spaces and fixed
point theorems
In this section we begin by generalizing some notations (refer to [34, p. 79]),
which are useful in proving some properties of q-hyperconvex spaces. But note
that the definition of the bicover of a set A is new.
Let (X, d) be a T0-quasi-metric space. For a nonempty bounded subspace A of
X, we set:
rx(A)d := sup{d(x, y) : y ∈ A}, where x ∈ X and
rx(A)d−1 := sup{d−1(x, y) : y ∈ A}, where x ∈ X.
Moreover let rx(A) := rx(A)d ∨ rx(A)d−1 where x ∈ X.
rX(A) := inf{rx(A) : x ∈ X} and r(A) := inf{rx(A) : x ∈ A}.
Also set diam(A) := sup{d(x, y) : x, y ∈ A}.
Furthermore C(A) := {x ∈ A : rx(A) = r(A)} and CX(A) := {x ∈ X : rx(A) =
r(A)}.
Finally cov(A)d := ∩{Cd(x, r) : A ⊆ Cd(x, r), x ∈ X, r ≥ 0} and
cov(A)d−1 := ∩{Cd−1(x, s) : A ⊆ Cd−1(x, s), x ∈ X, s ≥ 0} and
bicov(A) := cov(A)d ∩ cov(A)d−1 .
Note that the values of diam(A),rx(A), r(A), CX(A), C(A) do not change when
defined for the space (X, ds) instead of (X, d).
rX(A) is called the radius of A (relative to X), diam(A) is called the diameter of











center of A, r(A) is called the Chebyshev radius of A and bicov(A) is called the
bicover of A.
4.1.1 Remark. Let (X, d) be a T0-quasi-metric space. Let A be a nonempty
bounded subset in X. Then
cov(A)ds = ∩{Cds(x, r) : A ⊆ Cds(x, r), x ∈ X, r ≥ 0}.
Obviously we have bicov(A) ⊆ cov(A)ds .




] be equipped with the T0-quasi-metric




)) = (α−̇α′) ∨ (β−̇β ′) whenever (α, β), (α′ , β ′) ∈ X.




)} ⊆ X. Then bicov(A) is equal to the line segment
from x = (0, 1
2
) to y = (1, 1
2
). This follows from the fact that for each ε ∈ [0, 1
4
],
y ∈ CD(x, ε) = [0, 1] × [12 − ε, 34 ] and x ∈ CD−1(y, ε) = [0, 1] × [14 , 12 + ε] and
that segment is a subset of any set of the form CD(a, r) ∩ CD−1(b, s) for which
{x, y} ⊆ CD(a, r) ∩ CD−1(b, s). Indeed assume that z belongs to this segment.
Then D(z, y) = 0 = D(x, z) and therefore z ∈ CD(a, r) ∩ CD−1(b, s) by the
triangle inequality.
On the other hand cov(A)ds = X, since {x, y} ⊆ CDs(z, ε) with z ∈ X implies
that ε ≤ 1
2
. Indeed assume that z = (a, b). Then a ≤ Ds((a, b), (0, 1
2
)) ≤ ε and
1 − a ≤ Ds((a, b), (a, 1
2
)) ≤ ε. Thus ε ≥ max{a, 1 − a} ≥ 1
2
. It follows that
X ⊆ CDs(z, ε), because the interval [14 , 34 ] has length 12 . Therefore covDs(A) = X.
The following lemma should be compared with [34, Lemma 4.1].
4.1.1 Lemma. Let A be a nonempty bounded subspace of a q-hyperconvex
T0-quasi-metric space (X, d). Then:
(1) bicov(A) =
⋂
x∈X(Cd(x, rx(A)d) ∩ Cd−1(x, rx(A)d−1)).











(3) r(bicov(A)) = r(A).
(4) r(A) = 1
2
diam(A).
(5) diam(bicov(A)) = diam(A).
Proof. (1) Let x ∈ X. For y ∈ A, we have d(x, y) ≤ sup{d(x, y) : y ∈ X}.
Then d(x, y) ≤ rx(A)d which implies y ∈ Cd(x, rx(A)d). Hence A ⊆ Cd(x, rx(A)d)
whenever x ∈ X. It must therefore be the case that cov(A)d ⊆ Cd(x, rx(A)d)
whenever x ∈ X.
Similarly one can show that A ⊆ Cd−1(x, rx(A)d−1) whenever x ∈ X. We then





(Cd(x, rx(A)d) ∩ Cd−1(x, rx(A)d−1)). (4.1)
On the other hand, suppose that A ⊆ Cd(x, r) and A ⊆ Cd−1(x, s) for some
x ∈ X and r, s ≥ 0. For any y ∈ A, we have d(x, y) ≤ r and d−1(x, y) ≤ s which
implies ry(A)d ≤ r and ry(A)d−1 ≤ s. Thus Cd(x, rx(A)d) ⊆ Cd(x, r). Hence
Cd(x, rx(A)d) ⊆ cov(A)d whenever x ∈ X.
Similarly one can show that Cd(x, rx(A)d−1) ⊆ cov(A)d−1 whenever x ∈ X.




(Cd(x, rx(A)d) ∩ Cd−1(x, rx(A)d−1)) ⊆ bicov(A). (4.2)















(2) By (1) we have that rx(bicov(A)) = sup{d(x, y) : y ∈
⋂
x∈X(Cd(x, rx(A)d) ∩
Cd−1(x, rx(A)d−1)). In particular, y ∈ bicov(A) implies that y ∈ Cd(x, rx(A)d)
and y ∈ Cd−1(x, rx(A)d−1) whenever x ∈ X.
Hence d(x, y) ≤ rx(A)d and d−1(x, y) ≤ rx(A)d−1 , which implies
rx(bicov(A))d ≤ rx(A)d ≤ rx(A)
and
rx(bicov(A))d−1 ≤ rx(A)d−1 ≤ rx(A).
Altogether we have rx(bicov(A)) = rx(bicov(A))d∨rx(bicov(A))d−1 ≤ rx(A). The
reverse inequality is obvious since A ⊆ bicov(A).
(3) This is immediate from the definition of r and property (2).
The proof of (4) and (5) can be completed similarly as in the proof of [34, Lemma
4.1]. Moreover r(A) and diam(A) are concepts from symmetric topology. 2
We next define a q-admissible subset of a T0-quasi-metric space similarly to [34,
Definition 4.2].
4.1.1 Definition. Let (X, d) be a T0-quasi-metric space. A nonempty bounded
subset D of X is q-admissible if D = bicov(D).
The collection of all q-admissible subsets of a T0-quasi-metric space (X, d) will be
denoted by Aq(X).
4.1.2 Remark. Let (X, d) be a T0-quasi-metric space.
(a) Note that a subset of X is q-admissible if and only if it can be written as the
intersection of a family of sets of the form Cd(x, r)∩Cd−1(x, s) with r, s ≥ 0 and



















) ∩ Cd−1(a, δ
2
)) ∩ A ∈ Aq(X).
Moreover, diam(C(A)) ≤ diam(A)/2. So we have A = C(A) if and only if
A ∈ Aq(X) and diam(A) = 0, i.e. A is reduced to one point.
Indeed, let y ∈ ⋂a∈A(Cd(a, δ2)∩Cd−1(a, δ2))∩A. Then d(a, y) ≤ δ2 and d−1(a, y) ≤
δ
2
. Therefore ry(A)d ≤ δ2 and ry(A)d−1 ≤ δ2 , hence ry(A) ≤ δ2 whenever y ∈ A.
From Lemma 4.1.1(4), we have that δ
2
= rX(A) ≤ r(A) = ry(A) ≤ δ2 whenever
y ∈ A. Then for any y ∈ A, ry(A) = r(A) = δ2 . Therefore y ∈ C(A).
On the other hand, consider t ∈ C(A). Then t ∈ A and rt(A) = r(A). From
Lemma 4.1.1(4), δ
2
= rX(A) ≤ r(A) = rt(A) for any t ∈ A. But by rt(A) =
r(A) = inf{ry(A) : y ∈ A} = δ2 we have that rt(A)d ≤ δ2 and rt(A)d−1 ≤ δ2 . Hence









)) ∩ A. 2
The following result shows that any q-admissible subset of a T0-quasi-metric space
is q-hyperconvex. It should be compared with [34, Proposition 4.5].
4.1.1 Proposition. Suppose (X, d) is a q-hyperconvex T0-quasi-metric space.
Then D ∈ Aq(X) is itself q-hyperconvex.
Proof. Since D ∈ Aq(X) implies that D is q-admissible, so we can write D =⋂
i∈I(Cd(xi, ri) ∩ Cd−1(xi, si)) 6= ∅, xi ∈ X, ri and si are nonnegative real numbers
whenever i ∈ I .
Let (Cd(xα, rα),Cd−1(xα, sα))α∈A be a family of balls, where xα ∈ D whenever
α ∈ A and d(xα, xβ) ≤ rα + sβ whenever α, β ∈ A. Then by q-hyperconvexity of
X,
⋂
α∈A(Cd(xα, rα) ∩ Cd−1(xα, sα)) 6= ∅.











((Cd(xα, rα))α∈A, (Cd−1(xα, sα))α∈A, ((Cd(xi, ri))i∈I , (Cd−1(xi, si))i∈I).
We have for each α ∈ A and i ∈ I,
d(xα, xi) ≤ si ≤ rα + si
and
d(xi, xα) ≤ ri ≤ ri + sα.
Furthermore for all i, j ∈ I and any α ∈ A we have that
d(xi, xj) ≤ d(xi, xα) + d(xα, xj) ≤ ri + sj,
so it again follows from the q-hyperconvexity of X that
(
⋂
α∈A(Cd(xα, rα) ∩ Cd−1(xα, sα))) ∩ (
⋂
i∈I(Cd(xi, ri) ∩ Cd−1(xi, si)))
= (
⋂
α∈A(Cd(xα, rα) ∩ Cd−1(xα, sα))) ∩D 6= ∅.
Hence the subspace D of X is q-hyperconvex. 2
4.1.1 Corollary. Let (X, d) be a q-hyperconvex T0-quasi-metric space. Let
A be a nonempty bounded subset in X. Then (bicov(A), d) is q-hyperconvex, while
(cov(A)ds , d
s) is hyperconvex, but not q-hyperconvex.
Proof. This a consequence of Lemma 4.1.1 and Proposition 3.1.1. 2
The proposition below is the quasi-metric space analogue of [34, Theorem 4.8] for
metric spaces.
4.1.1 Theorem. If (X, d) is a bounded q-hyperconvex T0-quasi-metric space
and if T : X −→ X is nonexpansive, then the fixed point set Fix(T ) is nonempty
and q-hyperconvex.
Proof. Consider a nonexpansive map T : (X, d) −→ (X, d). We first show that











By nonexpansivity of T , we have
d(T (x), T (y)) ≤ d(x, y) ≤ ds(x, y)
and
d−1(T (x), T (y)) ≤ d−1(x, y) ≤ ds(x, y) whenever x, y ∈ X.
Then ds(T (x), T (y)) ≤ ds(x, y) whenever x, y ∈ X. Hence T : (X, ds) −→
(X, ds) is a nonexpansive map and (X, ds) is bounded, since (X, d) bounded. By
Proposition 3.1.1 (b) (X, ds) is a hyperconvex metric space. Since (X, ds) is a
bounded hyperconvex space and T : (X, ds) −→ (X, ds) is a nonexpansive map
by [34, Theorem 4.8], we have that Fix(T ) 6= ∅.
We need now to show that Fix(T ) is q-hyperconvex. Let (Cd(xi, ri),Cd−1(xi, si))i∈I
be a family of balls, where xi ∈ Fix(T ) such that d(xi, xj) ≤ ri + sj, for i, j ∈ I,




(Cd(xi, ri) ∩ Cd−1(xi, si)) 6= ∅.
Let z ∈ X0. Then ri ≥ d(xi, z) ≥ d(T (xi), T (z)) = d(xi, T (z)) which implies
T (z) ∈ Cd(xi, ri), and by a similar argument T (z) ∈ Cd−1(xi, si). Therefore
T (X0) ⊆ X0.
Moreover X0 is a bounded q-hyperconvex T0-quasi-metric space by Proposition
4.1.1. So the first part of the proof implies that T has a fixed point in X0, which
implies
Fix(T ) ∩ [
⋂
i∈I
(Cd(xi, ri) ∩ Cd−1(xi, si))] 6= ∅.
This proves that Fix(T ) is q-hyperconvex. 2
In the next theorem we successfully show that the intersection of a descending
family of q-hyperconvex spaces is as well q-hyperconvex. It should be compared











4.1.2 Theorem. (compare [6, Theorem 7]) Let (X, d) be a bounded T0-
quasi-metric space. Let {Hi}i∈I be a descending family of nonempty bounded
q-hyperconvex subsets of X, where we suppose that I is totally ordered by i ≤
j ⇔ Hj ⊆ Hi. Then
⋂
i∈IHi is nonempty and q-hyperconvex.
Proof. We begin by showing that H =
⋂
i∈IHi 6= ∅. Consider (X, d) a bounded
T0-quasi-metric space and let {(Hi, d|Hi)}i∈I be a descending family of nonempty
bounded q-hyperconvex subsets of X such that i ≤ j ⇔ Hj ⊆ Hi whenever
i, j ∈ I.
By Proposition 3.1.1 (b) (Hi, (d|Hi)
s) is a bounded hyperconvex metric space
whenever i ∈ I. By Baillon’s theorem (see [6, Theorem 7]) H = ⋂i∈IHi 6= ∅.
In order to complete the proof, we need to show that H =
⋂
i∈IHi is q-hyperconvex.
Let a family (xα)α∈Γ of points in H and families of nonnegative real numbers
(rα)α∈Γ and (sα)α∈Γ be given such that d(xα, xβ) ≤ rα + sβ whenever α, β ∈ Γ.
Since Hi is a q-hyperconvex space for each i ∈ I and xα ∈ Hi whenever α ∈ Γ,
therefore Di =
⋂
α∈Γ(Cd(xα, rα) ∩ Cd−1(xα, sα)) ∩Hi 6= ∅.
Since i ≤ j ⇔ Hj ⊆ Hi whenever i, j ∈ I we have Dj ⊆ Di whenever i ≤ j.
{Di}i∈I is a decreasing family subsets of X .


















since {Di}i∈I is descending. This proves that H =
⋂
i∈IHi is q-hyperconvex. 2
4.1.2 Corollary. If {Hi}i∈I is a family of bounded q-hyperconvex subsets of
a T0-quasi-metric space X with the finite intersection property, then the intersec-
tion
⋂











Proof. Consider: Ψ = {Λ ⊆ I : for any Ω finite, Ω ⊆ I, ⋂Λ∪ΩHi is nonempty
and q-hyperconvex}. Observe that Ψ 6= ∅ since ∅ ∈ Ψ, and then Ψ satisfies the
hypothesis of Zorn’s Lemma by Theorem 4.1.2. Let Λ be maximal in Ψ. So
Λ ∪ {i} ∈ Ψ whenever i ∈ I. By maximality of Λ, we have that i ∈ Λ whenever
i ∈ I. 2
4.1.2 Definition. Let (X, d) be a T0-quasi-metric space and let a family of
nonexpansive maps {Ti}i∈I , with Ti : X −→ X be given. We say that {Ti}i∈I is
a commuting family if Ti ◦ Tj = Tj ◦ Ti whenever i, j ∈ I.
The next result is a consequence of Theorems 4.1.1 and 4.1.2. It is similar to [25,
Theorem 6.2].
4.1.3 Theorem. Let (X, d) be a bounded q-hyperconvex T0-quasi-metric
space. Any commuting family of nonexpansive maps {Ti}i∈I , with Ti : X −→ X,




Proof. We know that Fix(Ti) is q-hyperconvex whenever i ∈ I by Theorem 4.1.1.
By Corollary 4.1.2, it suffices to show that
⋂
i∈F Fix(Ti) 6= ∅ and q-hyperconvex
for any finite subset F of I. Suppose F = {1, 2, ..., n}. Then Fix(Ti)i∈F =
{Fix(T1), ..., F ix(Tn)}. Since T1 and T2 commute, it is immediate that T2 :
Fix(T1) → Fix(T1). Thus Fix(T1) ∩ Fix(T2) 6= ∅. Proceeding step by step one
concludes that
⋂
i∈F Fix(Ti) 6= ∅ and q-hyperconvex. 2
4.2 Approximate fixed points
In this section we are investigating the approximation of fixed points of a nonex-
pansive self-map in a q-hyperconvex T0-quasi-metric space by generalizing some











The following defines an ε1, ε2-parallel set of a T0-quasi-metric subspace similar
to [34, p. 89] for ε1, ε2 ≥ 0.
4.2.1 Definition. Let (X, d) be a T0-quasi-metric space. For a quasi-metric




(Cd(a, ε2) ∩ Cd−1(a, ε1)).
(Note that for each ε > 0 in particular Nε,ε(A) =
⋃
a∈A(Cds(a, ε)).
Thus x ∈ Nε1,ε2(A) if and only if there exists a ∈ A such that d(a, x) ≤ ε2 and
d−1(a, x) ≤ ε1.
We next give a characterization of Nε1,ε2(A) if A is a q-admissible set in a q-
hyperconvex T0-quasi-metric space.
4.2.1 Lemma. (compare [34, Lemma 4.2]) Let (X, d) be a q-hyperconvex
T0-quasi-metric space. Let A be a q-admissible subset of X, say ∅ 6= A =⋂
i∈I(Cd(xi, ri) ∩ Cd−1(xi, si)) with xi ∈ X and ri, si nonnegative reals whenever




(Cd(xi, ri + ε2) ∩ Cd−1(xi, si + ε1)).
Proof. Suppose y ∈ Nε1,ε2(A). Then d(a, y) ≤ ε2 and d(y, a) ≤ ε1 for some
a ∈ A. But for each i ∈ I,
d(xi, y) ≤ d(xi, a) + d(a, y) ≤ ri + ε2
and
d(y, xi) ≤ d(y, a) + d(a, xi) ≤ ε1 + si.
Then for each i ∈ I, we have that y ∈ Cd(xi, ri + ε2) and y ∈ Cd−1(xi, si + ε1)
which imply that Nε1,ε2(A) ⊆
⋂











Now, let us consider y ∈ ⋂i∈I(Cd(xi, ri + ε2)∩Cd−1(xi, si + ε1)) and let i ∈ I. We
have that
d(xi, y) ≤ ri + ε2
and
d(y, xi) ≤ ε1 + si.
Since A is nonempty and by definition of A, we must have for any i, j ∈ I,
d(xi, xj) ≤ d(xi, a) + d(a, xj) ≤ ri + sj.




(Cd(xi, ri) ∩ Cd(y, ε1)) ∩
⋂
i∈I




(Cd(xi, ri) ∩ Cd−1(xi, si)) ∩ (Cd(y, ε1) ∩ dd−1(y, ε2))
= A ∩ (Cd(y, ε1) ∩ Cd−1(y, ε2)).
Therefore, there is a ∈ A such that d(y, a) ≤ ε1 and d(a, y) ≤ ε2. Hence y ∈
Nε1,ε2(A) and the proof is complete. 2
We next recall the well-known definition of a retraction of a quasi-metric space
to a subset.
4.2.2 Definition. Let (X, d) be a quasi-metric space and Y subset of X. A
map f : X → Y is said to be a nonexpansive retraction if
1. For each x ∈ Y , f(x) = x; that is, f is the identity function on its image, and
2. For any x, y ∈ X, d(f(x), f(y)) ≤ d(x, y); that is, f is nonexpansive.
4.2.2 Lemma. (compare [34, Lemma 4.3]) Suppose (X, d) is a q-hyperconvex
T0-quasi-metric space and let A be a nonempty q-admissible subset of X. Then
for each ε1, ε2 ≥ 0 there is a nonexpansive retraction R of Nε1,ε2(A) onto A which











Proof. Assume ∅ 6= A = ⋂i∈I(Cd(xi, ri) ∩ Cd−1(xi, si)) with I 6= ∅. By Lemma
4.2.1 we know that Nε1,ε2(A) is q-admissible in (X, d) and so Nε1,ε2(A) is itself q-
hyperconvex by Proposition 4.1.1. Consider the family F = {(D, RD) : A ⊆ D ⊆
Nε1,ε2(A) and RD : D −→ A is a nonexpansive retraction such that d(x,R(x)) ≤
ε1 and d(R(x), x) ≤ ε2 for each x ∈ D}.
Note that (A, IA) ∈ F , where IA is the identity map on A. So F 6= ∅. If one
orders F in the usual way ((D, RD) ¹ (H, RH) if and only if D ⊆ H and RH is
an extension of RD) then each chain in (F ,¹) is bounded above, so by Zorn’s
Lemma F has a maximal element which we again denote by (D, RD). We need
to show that D = Nε1,ε2(A). Suppose there exists x ∈ Nε1,ε2(A) such that x /∈ D,
and consider the set
C = [
⋂
w∈DCd(RD(w), d(w, x))∩Cd−1(RD(w), d(x,w))]∩[
⋂
i∈I(Cd(xi, ri)∩Cd−1(xi, si))]∩
[Cd(x, ε1) ∩ Cd−1(x, ε2)].
First we show that C 6= ∅, and in order to do this we need only to show that C
has the mixed binary intersection property.
If w1, w2 ∈ D then
d(RD(w1), RD(w2)) ≤ d(w1, w2) ≤ d(w1, x) + d(x, w2).
This proves that
Cd(RD(w1), d(w1, x))∩Cd−1(RD(w2), d(x,w2)) 6= ∅ by metric convexity of (X, d),
so C has the mixed binary intersection property for the first family. Also for
each w ∈ D, RD(w) ∈ A =
⋂
i∈I(Cd(xi, ri) ∩ Cd−1(xi, si)). So the mixed binary
intersection property is satisfied for the second family.
Since
x ∈ Nε1,ε2(A) =
⋂
i∈I
(Cd(xi, ri + ε2) ∩ Cd−1(xi, si + ε1))











i ∈ I. Finally, if w ∈ D, then
d(RD(w), x) ≤ d(RD(w), w) + d(w, x) ≤ ε2 + d(w, x)
and
d(x,RD(w)) ≤ d(x,w) + d(w, RD(w)) ≤ d(x,w) + ε1.
Thus by metric convexity of (X, d) we have that
Cd(RD(w), d(w, x)) ∩ Cd−1(x, ε2) 6= ∅
as well as
Cd−1(RD(w), d(x,w)) ∩ Cd(x, ε1) 6= ∅.
Of course, Cd(x, ε1) and Cd−1(x, ε2) intersect.
We have shown that the family [Cd(RD(w), d(w, x))w∈D, (Cd(xi, ri))i∈I , Cd(x, ε1);
Cd−1(RD(w), d(x,w))w∈D, (Cd−1(xi, si))i∈I , Cd−1(x, ε2)] of double balls has the mixed
binary intersection property.
We conclude therefore that ∅ 6= C ⊆ A. Now let u ∈ C and define R′ : D∪{x} −→
A by setting R
′











(x)) = d(R(w), u) ≤ d(w, u).
So R
′
is nonexpansive. Also d(R
′
(x), x) = d(u, x) ≤ ε2 and d(x,R′(x)) =
d(x, u) ≤ ε1. With this we conclude that the pair (D ∪ {x}, R′) contradicts
the maximality of (D, RD) in (F ,¹). Therefore, D = Nε1,ε2(A) and the proof is
complete. 2












4.2.3 Definition. ([35]) Let (X, d) be a T0-quasi-metric space and T : X →
X a nonexpansive map. We say that T has approximate fixed points if
inf{ds(x, T (x)) : x ∈ X} = 0.
4.2.4 Definition. Let (X, d) be a T0-quasi-metric space. For a map T :
X −→ X we use Fε1,ε2 to denote the set of ε1, ε2-fixed points of T ; that is
Fε1,ε2(T ) = {x ∈ X : d(x, T (x)) ≤ ε2 and d(T (x), x) ≤ ε1}, for ε1, ε2 ≥ 0.
4.2.1 Theorem. (compare [34, Theorem 4.11]) Suppose (X, d) is a q-
hyperconvex T0-quasi-metric space and suppose T : X −→ X is nonexpansive.
Furthermore suppose that for some ε1, ε2 ≥ 0 we have that Fε1,ε2(T ) is nonempty.
Then the set Fε1,ε2(T ) is q-hyperconvex.
Proof. Clearly we may suppose Fε1,ε2(T ) 6= ∅. For each i in some nonempty
index set I, let xi ∈ Fε1,ε2(T ), and let ri ≥ 0 and si ≥ 0 satisfy
d(xi, xj) ≤ ri + sj.




(Cd(xi, ri) ∩ Cd−1(xi, si))] ∩ Fε1,ε2(T ) 6= ∅.
We know that ∅ 6= J = ⋂i∈I(Cd(xi, ri) ∩ Cd−1(xi, si)) is q-hyperconvex according
to Proposition 4.1.1, since (X, d) is q-hyperconvex. Furthermore J is obviously
bounded in (X, d).
Also if x ∈ J then for each i ∈ I,
d(xi, T (x)) ≤ d(xi, T (xi)) + d(T (xi), T (x)) ≤ ε2 + d(xi, x) ≤ ε2 + ri
and











This proves that T (x) ∈ Nε1,ε2(J). Now, by Lemma 4.2.2, there is a nonexpansive
retraction R of Nε1,ε2(J) onto J for which d(R(x), x) ≤ ε2 and d(x,R(x)) ≤ ε1 for
each x ∈ Nε1,ε2(J). Also since R ◦ T is a nonexpansive map of J into J , it must
have a fixed point by Theorem 4.1.1.
Suppose (R ◦ T )(x0) = x0 for x0 ∈ J . Then
d(x0, T (x0)) = d((R ◦ T )(x0), T (x0)) ≤ ε2
and
d(T (x0), x0) = d(T (x0), (R ◦ T )(x0)) ≤ ε1.
Thus the proof is complete, since x0 ∈ J ∩ Fε1,ε2(T ). 2
4.3 External q-hyperconvexity
In this section we introduce the notion of external q-hyperconvexity in analogy
to the notion of external hyperconvexity in a metric space (see [25]).
We begin this section by defining external q-hyperconvexity similarly to [4, Defin-
tion 3] and [25, Definition 3.5]. Note that this concept is stronger than q-
hyperconvexity.
4.3.1 Definition. (compare [34, Definition 3.5]) Let (X, d) be a quasi-
pseudometric space. A quasi-pseudometric subspace E of X is said to be ex-
ternally q-hyperconvex (relative to X) if given any family (xi)i∈I of points in X
and families of nonnegative real numbers (ri)i∈I and (si)i∈I the following condition
holds:
If d(xi, xj) ≤ ri + sj whenever i, j ∈ I and dist(xi, E) ≤ ri and dist(E, xi) ≤ si
whenever i ∈ I, where dist(x,E) := inf{d(x, y) : y ∈ E} and dist(E, x) :=
inf{d(y, x) : y ∈ E}, then ⋂i∈I(Cd(xi, ri) ∩ Cd−1(xi, si)) ∩ E 6= ∅. (Compare











4.3.1 Example. (compare [4, Theorem 7]) Let E be externally q-hyperconvex
in a T0-quasi-metric space (X, d) and let x be any point of X. Set dist(x, E) = r
and dist(E, x) = s. Then by applying external q-hyperconvexity to the pair of
balls (Cd(x, r), Cd−1(x, s)), we conclude that there is p ∈ Cd(x, r)∩Cd−1(x, s)∩E.
Thus d(x, p) = dist(x,E) and d(p, x) = dist(E, x).
4.3.1 Lemma. (compare [25, Lemma 3.8]) Let (X, d) be a q-hyperconvex
space and let x ∈ X. Furthermore let ∅ 6= A = ⋂i∈I(Cd(xi, ri) ∩ Cd−1(xi, si))
where (xi)i∈I is a nonempty family of points in X and (ri)i∈I and (si)i∈I are
families of nonnegative reals. Then there is p ∈ A such that dist(x,A) = d(x, p)
and dist(A, x) = d(p, x).
Proof. Evidently for ε > 0 and x ∈ X
[(Cd(xi, ri))i∈I , Cd(x, dist(x,A) + ε); (Cd−1(xi, si))i∈I , Cd−1(x, dist(A, x) + ε)]
satisfies the mixed binary intersection property.
Thus there is p ∈ A ∩ Cd(x, dist(A, x)) ∩ Cd−1(x, dist(A, x)) by q-hyperconvexity
of (X, d). Obviously p then satisfies the stated condition. 2
The following lemma will be useful in the proof of Theorem 4.3.1. Considering
the case that E = X, we see that Lemma 4.3.2 improves on Proposition 4.1.1.
4.3.2 Lemma. (compare [6, Lemma 2]) Let (X, d) be a q-hyperconvex T0-
quasi-metric space. Suppose E ⊆ X is externally q-hyperconvex relative to X and
suppose A is a q-admissible subset of X such that E ∩ A 6= ∅. Then E ∩ A is
externally q-hyperconvex relative to X.
Proof. Suppose the existence of a family (xα)α∈Γ of points in X and families of
nonnegative real numbers (rα)α∈Γ and (sα)α∈Γ that satisfy d(xα, xβ) ≤ rα + sβ











Since A is q-admissible, ∅ 6= A = ⋂i∈I(Cd(xi, ri) ∩ Cd−1(xi, si)) with xi ∈ X and
ri, si ≥ 0 whenever i ∈ I, and since dist(xα, E∩A) ≤ rα and dist(E∩A, xα) ≤ sα
whenever α ∈ Γ, it follows that for each i ∈ I and for z ∈ A chosen according to
Lemma 4.3.1 we have
d(xα, xi) ≤ d(xα, z) + d(z, xi) ≤ rα + si
and
d(xi, xα) ≤ d(xi, z) + d(z, xα) ≤ ri + sα.
Also, since A ⊆ Cd(xi, ri) ∩ Cd−1(xi, si), it follows that
dist(xi, E) ≤ ri
and
dist(E, xi) ≤ si,
and that d(xi, xj) ≤ ri + sj whenever i, j ∈ I. Trivially we have dist(xα, E) ≤ rα
and dist(E, xα) ≤ sα whenever α ∈ Γ.




(Cd(xi, ri) ∩ Cd−1(xi, si))] ∩ [
⋂
α∈Γ




(Cd(xα, rα) ∩ Cd−1(xα, sα)) ∩ (E ∩ A) 6= ∅.
Thus the proof is complete. 2
We next show that the intersection of a descending family of externally q-hyperconvex
nonempty subspaces of a bounded q-hyperconvex T0-quasi-metric space is exter-
nally q-hyperconvex.
4.3.1 Theorem. (compare [25, Theorem 5.4]) Let (X, d) be a bounded q-
hyperconvex T0-quasi-metric space. Let {Xi}i∈I be a descending family of nonempty
externally q-hyperconvex subsets of X, where we suppose that I is totally or-
dered such that i ≤ j ⇔ Xj ⊆ Xi. Then
⋂












Proof. Theorem 4.1.2 assures that D =
⋂
i∈IXi 6= ∅. In order to show that
D is externally q-hyperconvex, let a family (xα)α∈Γ of points in X and families
of nonnegative real numbers (rα)α∈Γ and (sα)α∈Γ be given such that d(xα, xβ) ≤
rα + sβ and dist(xα, D) ≤ rα, and dist(D, xα) ≤ sα whenever α, β ∈ Γ.
Since X is q-hyperconvex, we know that A =
⋂
α∈Γ(Cd(xα, rα)∩Cd−1(xα, β)) 6= ∅.
Also, since for each α ∈ Γ dist(xα, D) ≤ rα and dist(D, xα) ≤ sα, we have
dist(xα, Xi) ≤ rα and dist(Xi, xα) ≤ sα for each i ∈ I. So, by external q-
hyperconvexity of Xi, we conclude A ∩Xi 6= ∅ whenever i ∈ I.
By Lemma 4.3.2 {A ∩Xi}i∈I is a descending chain of nonempty (externally) q-
hyperconvex subsets of X, so that again by Theorem 4.1.2
⋂













The u-injective hull of a
T0-ultra-quasi-metric space
In Chapter 3 we constructed the so-called q-hyperconvex hull of a T0-quasi-metric
space. In this chapter we continue these investigations by presenting a similar
construction for T0-ultra-quasi-metric spaces. Comparable studies in the area of
ultra-metric spaces have been presented in Chapter 2. In this chapter we shall
show how the investigation in Chapter 3 can be modified in order to obtain a
theory that is suitable for T0-ultra-quasi-metric spaces.
5.1 Strongly tight function pairs
In this section we are going to define strongly tight function pairs and minimal
strongly tight function pairs and to provide some properties of these function
pairs.
5.1.1 Definition. Let (X, u) be an T0-ultra-quasi-metric space and let FP(X, u)











(for the definition of n see Example 0.2.1).
For any such pairs (f1, f2) and (g1, g2) we set
N((f1, f2), (g1, g2)) = max{supx∈Xn(f1(x), g1(x)), supx∈Xn(g2(x), f2(x))}.
It is obvious that N is an extended T0-ultra-quasi-metric on the set FP(X, u) of
these function pairs.
5.1.2 Definition. Let (X, u) be a T0-ultra-quasi-metric space. We say that
a pair f ∈ PF(X, u) is strongly tight if for all x, y ∈ X, we have
u(x, y) ≤ max{f2(x), f1(y)}.
The set of all strongly tight function pairs on a T0-ultra-quasi-metric space (X, u)
will be denoted by UT (X, u).
5.1.1 Lemma. Let (X, u) be a T0-ultra-quasi-metric space. For each a ∈ X,
fa := (u(a, x), u(x, a)) whenever x ∈ X is a strongly tight pair in UT (X, u).
Proof. Indeed u(x, y) ≤ max{(fa)2(x), (fa)1(y)} = max{u(x, a), u(a, y)}. 2
Let (X, u) be a T0-ultra-quasi-metric space. We say that a function pair f =
(f1, f2) is minimal among the strongly tight pairs on (X, u) if it is a strongly
tight pair and if g = (g1, g2) is a strongly tight pair on (X, u) and for each x ∈ X,
g1(x) ≤ f1(x) and g2(x) ≤ f2(x), then f = g. Minimal strongly tight function
pairs are also called extremal strongly tight function pairs. By νq(X, u) (or more
briefly, νq(X)) we denote the set of all minimal strongly tight function pairs in
(X, u) equipped with the restriction of N to νq(X), which we shall denote again
by N . We note that the restriction of N to νq(X) is indeed a T0-ultra-quasi-
metric on νq(X) (see Corollary 5.2.1). In the following we shall call νq(X) the











5.1.2 Lemma. Let (X, u) be a T0-ultra-quasi-metric space and let f ∈
νq(X, u). For all x, y ∈ X, (f1(x) > f1(y) implies that f1(x) ≤ u−1(x, y)) and
(f2(x) > f2(y) implies that f2(x) ≤ u(x, y)).
Proof. Let us consider the stated result for f2. Suppose the contrary. Then
there are x0, y0 ∈ X such that f2(x0) > u(x0, y0) and f2(x0) > f2(y0). Set
g2(x) = f2(x) if x ∈ X and x 6= x0, and g2(x) = max{u(x0, y0), f2(y0)} if x = x0.
Clearly (f1, g2) < (f1, f2). Let x, y ∈ X. Then u(x, y) ≤ max{f2(x), f1(y)} =
max{g2(x), f1(y)} if x 6= x0. So assume that x = x0 and consider any y ∈ X.
Then
u(x, y) = u(x0, y) ≤ max{u(x0, y0), u(y0, y)} ≤
max{u(x0, y0), f2(y0), f1(y)} ≤ max{g2(x0), f1(y)}.
It follows that (f1, g2) is strongly tight and we have reached a contradiction to
the minimal strong tightness of (f1, f2).
Similarly one shows that for each x, y ∈ X we have f1(x) ≤ u−1(x, y) whenever
f1(x) > f1(y). 2
5.1.1 Corollary. Let (X, u) be a T0-ultra-quasi-metric space. If f is min-
imal strongly tight, then f1(x) ≤ max{f1(y), u−1(x, y)} whenever x, y ∈ X and
f2(x) ≤ max{f2(y), u(x, y)}. Thus f1 : (X, u) → ([0,∞), n−1) and f2 : (X, u) →
([0,∞), n) are contracting maps (see Corollary 0.2.2). 2
Our next result shows among other things that the two functions of a minimal
strongly tight pair of functions on a T0-ultra-quasi-metric space determine each
other.
5.1.1 Proposition. Let (X, u) be a T0-ultra-quasi-metric space. Suppose
that f = (f1, f2) is an extremal strongly tight function pair on (X, u). Then












f2(x) = sup{u(x, y) : for all y ∈ X such that f1(y) < u(x, y)} whenever x ∈ X.
Proof. Since (f1, f2) is a strongly tight function pair, sup{u−1(x, y) : for all
y ∈ X such that f2(y) < u−1(x, y)} ≤ f1(x) whenever x ∈ X.
Suppose that there is x0 ∈ X such that sup{u−1(x0, y) : for all y ∈ X such that
f2(y) < u
−1(x0, y)} < f1(x0). Set g1(x) = f1(x) if x ∈ X and x 6= x0, and
g1(x0) = sup{u−1(x0, y) : for all y ∈ X such that f2(y) < u−1(x0, y)}. Thus
(g1, f2) is strongly tight : Indeed for any y ∈ X with f2(y) < u−1(x0, y) we have
u−1(x0, y) ≤ sup{u−1(x0, a) : for all a ∈ X such that f2(a) < u−1(x0, a)}. Thus
u−1(x0, y) ≤ max{f2(y), sup{u−1(x0, a) : for all a ∈ X such f2(a) < u−1(x0, a)}} ≤
max{f2(y), g1(x0)} whenever y ∈ X. It follows that (f1, f2) is strongly tight and
(g1, f2) < (f1, f2), but (f1, f2) was an extremal strongly tight function pair. We
have reached a contradiction and conclude that f1(x) = sup{u−1(x, y) : for all
y ∈ X such that f2(y) < u−1(x, y)} whenever x ∈ X.
Similarly one can show that f2(x) = sup{u(x, y) : for all y ∈ X such f1(y) <
u(x, y)} whenever x ∈ X. 2
5.1.2 Proposition. Let (X, u) be a T0-ultra-quasi-metric space. If f is a
strongly tight function pair on (X, u), then f1(x) ≤ max{f1(y), u−1(x, y)} and
f2(x) ≤ max{f2(y), u(x, y)} whenever x, y ∈ X. Furthermore suppose that there
is a sequence (an)n∈N in X with limn→∞f1(an) = 0 and limn→∞f2(an) = 0. Then
f is a minimal strongly tight pair.
Proof. Suppose otherwise. There is a strongly tight pair g such that g < f .
Without loss of generality we assume that there is x0 ∈ X such that g2(x0) <
f2(x0). (The case for f1 is dealt with analogously.) Therefore by our non-











whenever n ∈ N. Thus there is n0 ∈ N such that 0 < f2(x0) ≤ u(x0, an)
whenever n ∈ N and n > n0. By strong tightness of g, we have u(x0, an) ≤
max{g2(x0), f1(an)} whenever n ∈ N. Hence there is n1 ∈ N such that for all n ∈
N with n ≥ n1 we have u(x0, an) ≤ g2(x0). We conclude that f2(x0) ≤ g2(x0)—a
contradiction. Therefore we deduce that the pair f is minimal strongly tight. 2
Our next result describes the distance between extremal strongly tight function
pairs. It shows that our definition of N was unnecessarily complicated if we are
only interested in the distance between pairs of functions defined on a T0-ultra-
quasi-metric space (X, u) belonging to νq(X, u).
5.1.3 Lemma. (compare Lemma 3.3.3)
Let (f1, f2), (g1, g2) be minimal strongly tight pairs of functions on a T0-ultra-
quasi-metric space (X, u). Then
N((f1, f2), (g1, g2)) = supx∈Xn(f1(x), g1(x)) = supx∈Xn(g2(x), f2(x)).
Proof. Suppose that for some x ∈ X, we have that n(f1(x), g1(x)) > 0. Then
f1(x) > g1(x). Consider any ε > 0 such that f1(x) − g1(x) > ε. In particular
f1(x) > 0. Then there is a ∈ X wi h u(a, x) > f2(a) and f1(x)−ε < u(a, x), since
f1(x) = sup{u(a, x) : for all a ∈ X such that f2(a) < u(a, x)}. Therefore f1(x) =
(f1(x)− u(a, x)) + u(a, x) < ε + u(a, x) ≤ ε + u(a, x) ≤ ε + max{g2(a), g1(x)} ≤
ε + g2(a), because g is strongly tight and g1(x) < f1(x).
In order to reach a contradiction, suppose that g2(a) ≤ f2(a). Hence g2(a) ≤
f2(a) < u(a, x) ≤ max{g2(a), g1(x)} = g1(x) < f1(x) − ε ≤ g2(a). Thus we have
reached the contradiction that g2(a) < g2(a) and conclude that g2(a) > f2(a).
Since the inequality above holds for any sufficiently small ε > 0 we get that
supx∈Xn(f1(x), g1(x)) ≤ supx∈Xn(g2(x), f2(x)). Similarly 0 < supx∈Xn(g2(x), f2(x))











We conclude that supx∈Xn(f1(x), g1(x)) = supx∈Xn(g2(x), f2(x)) in any case. 2
The following result is a consequence of Proposition 5.1.1 and Lemma 5.1.3.
5.1.2 Corollary. Let (X, u) be a T0-ultra-quasi-metric space. Any minimal
strongly tight function pair f on X satisfies the following conditions:
f1(x) = supy∈Xn(u
−1(x, y), f2(y)) = supy∈Xn(f1(y), u(x, y))
and
f2(x) = supy∈Xn(u(x, y), f1(y)) = supy∈Xn(f2(y), u
−1(x, y))
whenever x ∈ X. 2
5.2 Envelopes or u-injective hulls of a T0-ultra-
quasi-metric space
In the following section we present an explicit construction of the ultra-quasi-
metrically injective hull of a T0-ultra-quasi-metric space.
The following lemma is analogous to Lemma 3.3.5.
5.2.1 Lemma. (compare Lemma 3.3.5)
Let (X, u) be a T0-ultra-quasi-metric space. For each a ∈ X, the pair fa belongs
to νq(X, u).
Proof. Let (g1, g2) ∈UT (X, u) be such that g1(x) ≤ u(a, x) and g2(x) ≤ u(x, a)
for all x ∈ X.
Since u(a, x) ≤ max{g2(a), g1(x)} and g2(a) = 0 imply that u(a, x) ≤ g1(x), we











Similarly one can show that u(x, a) = g2(x) for all x ∈ X. 2
5.2.2 Lemma. Suppose that (X, u) is a T0-ultra-quasi-metric space and
(f1, f2) ∈ νq(X, u) such that f1(a) = 0 = f2(a) for some a ∈ X. Then (f1, f2) =
eX(a).
Proof. By strong tightness of (f1, f2) we have u(x, a) ≤ max{f2(x), 0} and
u(a, x) ≤ max{0, f1(x)} ≤ f2(x), and u(a, x) ≤ f1(x) whenever x ∈ X. Thus
eX(a) = (f1, f2). 2
The next theorem shows that the canonical map fa is an isometric embedding.
5.2.1 Theorem. (compare Lemma 3.3.4 and Lemma 3.2.1)
Let (X, u) be a T0-ultra-quasi-metric space.
(a) For f ∈ νq(X, u) and a ∈ X, N(f, fa) = f1(a) and N(fa, f) = f2(a).
(b) The map i : (X, u) −→ (νq(X, u), N), defined by i(a) = fa whenever a ∈ X is
an isometric embedding.
Proof. (a) Consider the case that f1(a) 6= 0. We have that f1(a) ≤ sup{f1(x) :
u(a, x) < f1(x)}, since u(a, a) = 0. The latter inequality holds if f1(a) = 0. We
have f1(a) ≤ supx∈Xn(f1(x), u(a, x)).
Furthermore supx∈Xn(f1(x), u(a, x)) = sup{f1(x) : for all x ∈ X such that
u(a, x) < f1(x)} ≤ f1(a), since the existence of an x ∈ X with f1(x) > f1(a)
and f1(x) > u(a, x) contradicts that f1(x) ≤ max{u(a, x), f1(a)} because f1(x) ≤
u(a, x) if f1(x) > f1(a) whenever x ∈ X.
Thus f1(a) = supx∈Xn(f1(x), u(a, x)).
Similarly, sup{u(x, a) : for all x ∈ X such that f2(x) < u(x, a)} ≤ f1(a), since











and since therefore the existence of an x ∈ X with f2(x) < u(x, a) implies that
u(x, a) ≤ f1(a). In fact we have equality according to the definition of N , so
certainly N(f, fa) = f1(a).
Similarly one verifies that N(fa, f) = f2(a).
(b) Obviously sup{u(a, x) : u(b, x) < u(a, x), x ∈ X} = u(a, b), as we see by
setting x = b. Similarly sup{u(x, b) : u(x, a) < u(x, b), x ∈ X} = u(a, b) whenever
a, b ∈ X. Hence i is an isometric map. If for a, b ∈ X we have that i(a) = i(b),
then 0 = u(a, a) = u(a, b) and 0 = u(b, b) = u(b, a). Consequently a = b by the
T0-property. 2
5.2.1 Corollary. Let (X, u) be a T0-ultra-quasi-metric space. Then N is
indeed a T0-ultra-quasi-metric on νq(X, u).
Proof. By Definition 5.1.1 we only have to prove that N is not attaining infinity.
Let f, g ∈ νq(X, u) and x ∈ X. Then N(f, g) ≤ max{N(f, fx), N(fx, g)} =
max{f1(x), g2(x)}. 2
Our next lemma gives another distance formula between two extremal strongly
tight function pairs.
5.2.3 Lemma. Let (X, u) be a T0-ultra-quasi-metric space. Then for any
f, g ∈ νq(X, u) we have that
N(f, g) = sup{u(x1, x2) : x1, x2 ∈ X, f2(x1) < u(x1, x2) and g1(x2) < u(x1, x2)}.
Proof. Assume first that for some f, g ∈ νq(X, u) we have N(f, g) > 0. So
N(f, g) = sup{g2(x) : x ∈ X and g2(x) > f2(x)} by Lemma 5.1.3. Then for
each ε > 0 there is x1 ∈ X such that g2(x1) > f1(x1) and N(f, g) − ε < g2(x1).
Set ε2 = min{g2(x1)− f2(x1), ε} > 0. Since g2(x1) > 0, by Lemma 5.1.1 there is
x2 ∈ X with u(x1, x2) > g1(x2) and g2(x1)−ε2 < u(x1, x2). Thus N(f, g)−ε−ε2 <











Since ε was arbitrary, we have shown that N(f, g) ≤ sup{u(x1, x2) : x1, x2 ∈ X,
u(x1, x2) > f2(x1) and u(x1, x2) > g1(x2)}, which also holds in the remaining case
where f, g ∈ νq(X) and we have N(f, g) = 0.
By the strong triangle inequality, we have
N(fx1 , fx2) ≤ max{N(fx1 , f), N(f, g), N(g, fx2)} = max{f2(x1), N(f, g), g1(x2)}
whenever f, g ∈ νq(X) and x1, x2 ∈ X. Thus N(fx1 , fx2) ≤ N(f, g) whenever
N(fx1 , fx2) > f2(x1) and N(fx1 , fx2) > g1(x2). We have shown that supx1,x2{u(x1, x2) :
x1, x2 ∈ X, f2(x1) < u(x1, x2) and g1(x2) < u(x1, x2)} ≤ N(f, g). This establishes
the claimed equality N(f, g) = sup{u(x1, x2) : x1, x2 ∈ X, f2(x1) < u(x1, x2) and
g1(x2) < u(x1, x2)} whenever f, g ∈ νq(X, u). 2
5.2.1 Remark. (compare Remark 3.3.2)
It follows from this formula that the isometry eX : (X, u) → (νq(X), N) has the
following tightness property (compare Theorem 1.3.1 and Remark 3.3.2): If q is
an ultra-quasi-pseudometric on νq(X, u) such that q ≤ N and q(eX(x), eX(y)) =
N(eX(x), eX(y)) whenever x, y ∈ X, then N(f, g) = q(f, g) whenever f, g ∈
νq(X, u):
Indeed let q be any ultra-quasi-pseudometric on νq(X, u) such that q ≤ N . We
have N(f, g) = sup{N(fx1 , fx2) : x1, x2 ∈ X, q(fx1 , fx2) > q(fx1 , f) and q(fx1 , fx2) >
q(g, fx2)} ≤ sup{q(fx1 , fx2) : x1, x2 ∈ X, q(fx1 , fx2) > q(fx1 , f) and q(fx1 , fx2) >
q(g, fx1)} ≤ q(f, g) in the light of the strong triangle inequality q(fx1 , fx2) ≤
max{q(fx1 , f), q(f, g), q(g, fx2)} (x1, x2 ∈ X). Thus q = N .
5.3 q-spherical completeness
In this section we introduce the notion of q-spherical completeness and we char-











5.3.1 Lemma. Let (X, u) be a T0-ultra-quasi-metric space. Let x, y ∈ X
and r, s ≥ 0. Then Cu(x, r) ∩ Cu−1(y, s) 6= ∅ if and only if u(x, y) ≤ max{r, s}.
Proof. Suppose that Cu(x, r) ∩ Cu−1(y, s) 6= ∅. Then there is z ∈ X such that
u(x, z) ≤ r and u(z, y) ≤ s. Thus u(x, y) ≤ max{r, s}. In order to prove the
converse, suppose that u(x, y) ≤ max{r, s} = s, that is x ∈ Cu(x, r) ∩Cu−1(y, s).
If max{r, s} = r, then y ∈ Cu(x, r)∩Cu−1(y, s). Therefore Cu(x, r)∩Cu−1(y, s) 6= ∅
in either case. 2
5.3.1 Definition. (compare Definition 3.1.1) Let (X, u) be an ultra-quasi-
pseudometric space. Let (xi)i∈I be a family of points in X and let (ri)i∈I and
(si)i∈I be families of nonnegative reals numbers.
We say that (Cu(xi, ri), Cu−1(xi, si))i∈I has the mixed binary intersection prop-
erty provided that u(xi, xj) ≤ max{ri, sj} whenever i, j ∈ I (compare to Lemma
5.3.1). We say that (X, u) is q-spherically complete provided that each family
(Cu(xi, ri), Cu−1(xi, si))i∈I possessing the mixed binary intersection property sat-
isfies
⋂
i∈I(Cu(xi, ri) ∩ Cu−1(xi, si)) 6= ∅.
The following useful remark should be compared with Remark 3.1.1.
5.3.1 Remark. We can assume without loss of generality that the points
xi (i ∈ I) are pairwise distinct in Definition 5.3.1: Indeed if this is not the
case, then for each x ∈ X, set T (x) = {i ∈ I : xi = x} and consider only
those points x of X that satisfy T (x) 6= ∅. Furthermore set r(x) = inf{ri : i ∈
T (x)} and s(x) = inf{si : i ∈ T (x)}. Then we have u(x, y) ≤ max{ri, sj}
whenever i ∈ T (x) and j ∈ T (y). Thus u(x, y) ≤ max{r(x), sj} whenever
j ∈ T (y), and consequently u(x, y) ≤ max{r(x), s(y)}. Applying the definition
of q-spherical completeness to the family (x)T (x)6=∅ of pairwise distinct points of
X and the families (r(x))T (x)6=∅ and (s(x))T (x)6=∅ of nonnegative reals we find that
∅ 6= ⋂T (x)6=∅(Cu(x, r(x)) ∩ Cu−1(x, s(x))) ⊆
⋂
i∈I(Cu(xi, ri) ∩ Cu−1(xi, si)). Hence











We next give a useful example of a q-spherically complete space.
5.3.1 Example. The T0-ultra-quasi-metric space ([0,∞), n) is q-spherically
complete.
Proof. Let x ∈ [0,∞) and ε > 0. Then Cn(x, ε) = [x,∞) if x > ε and Cn(x, ε) =
[0,∞) if x ≤ ε.
Furthermore Cn−1(x, ε) = [0, x] if x > ε and Cn−1(x, ε) = [0, ε] if x ≤ ε. Note that
for any x, s ∈ [0,∞), therefore Cn−1(x, s) = [0, x ∨ s).
Let (xi)i∈I be a family of points in X and let (ri)i∈I and (si)i∈I be two families of
nonnegative reals such that for each i, j ∈ I we have Cn(xi, ri)∩Cn−1(xj, sj) 6= ∅.
Then it is readily checked that ∅ = ⋂i∈I(Cn(xi, ri) ∩ Cn−1(xi, si)) implies that
there are j, k ∈ I such that [0, xk ∨ sk] ∩ [xj,∞) = ∅—a contradiction. We have
shown that ([0,∞), n) is q-spherically complete. 2
Let νs(X) be the set of minimal strongly tight functions on an ultra-metric space
(X, m) equipped with E(f, g) = supx∈Xn
s(f(x), g(x)) whenever f, g ∈ νs(X).
It is known that the ultra-metric space (νs(X), E) yields the ultra-metrically
injective hull of (X, m) (see Theorem 2.3.1) with the isometric embedding x 7→
m(x, ·) where x ∈ X.
5.3.2 Lemma. Let (X, m) be an ultra-metric space and let f, g ∈ νm(X).
Furthermore let x, y ∈ X be such that f(x) 6= g(x). Then max{f(x), g(x)} ≤
max{f(y), g(y)}.
Proof. In case (1) suppose that f(x) > g(x). Then using nonexpansivity of f
and strong tightness of g we get
max{f(x), g(x)} = f(x) ≤ max{f(y),m(x, y)} ≤











Analogously, if in case (2), g(x) ≥ f(x), then using nonexpansivity of g and
strong tightness of g we get
max{f(x), g(x)} = g(x) ≤ max{g(y),m(x, y)} ≤
max{g(y), f(x), f(y)} = max{f(y), g(y)}.
Note that in particular if also g(x) 6= g(y), then we get max{f(x), g(x)} =
max{f(y), g(y)}. 2
5.3.1 Corollary. Let (X,m) be an ultra-metric space. Let f, g ∈ νs(X)
with f 6= g. Then
infx∈X max{f(x), g(x)} = supx∈Xns(f(x), g(x)).
Proof. Since f 6= g, there is x0 ∈ X such that f(x0) 6= g(x0). Hence by definition
of ns and Lemma 5.3.2 supx∈Xn
s(f(x), g(x)) = max{f(x0), g(x0)}.
Suppose that there is x ∈ X such that f(x) = g(x). By Lemma 5.3.2 f(x) =
g(x) ≥ max{f(x0), g(x0)} and it follows that
infx∈X max{f(x), g(x)} = max{f(x0), g(x0)}.
Therefore the stated equality is established. 2
Hence the two approaches to the distance E presented in Theorem 2.3.1 and the
distance N presented in Definition 5.1.1 are equivalent.
We next establish a connection between a q-spherically complete ultra-quasi-
pseudometric space and its conjugate.
5.3.1 Proposition. (compare Proposition 3.1.1) (a) Let (X, u) be an ultra-












(b) Let (X, u) be a T0-ultra-quasi-metric space. If (X, u) is q-spherically complete,
then (X, us) is spherically complete.
Proof. (a) The statement immediately follows from the definition.
(b) Let the family of balls (Cus(xi, ri))i∈I (where xi ∈ X and ri ∈ [0,∞) whenever
i ∈ I) have the mixed binary intersection property. Then (Cu(xi, ri), Cu−1(xi, ri))i∈I
has the mixed binary intersection property. Consequently ∅ 6= ⋂i∈ICus(xi, ri).
Thus (X, us) is spherically complete. 2
5.3.2 Proposition. (compare Corollary 3.1.3) Each q-spherically complete
T0-ultra-quasi-metric space (X, u) is bicomplete.
Proof. By Proposition 5.3.1 us is spherically complete. Since spherically com-
plete ultra-metric spaces are complete (see [23, Corollary 3]), we conclude that
the T0-ultra-quasi-metric space (X, u) is bicomplete. 2
We next define the concept of an u-injective space.
5.3.2 Definition. (compare Definition 1.1.2 and Definition 3.3.2) A T0-
ultra-quasi-metric space (X, u) is said to be u-injective if it has the following
extension property: Whenever Y is a subspace of a T0-ultra-quasi-metric-space Z
and f : Y −→ X is nonexpansive, then f has a nonexpansive extension f̄ : Z −→
X.
The next result states that q-spherical completeness is analogous to u-injectivity
and is similar to Theorem 3.3.1.
5.3.1 Theorem. Let (X, u) be a T0-ultra-quasi-metric space.Then the fol-
lowing properties are equivalent:
1. X is q-spherically complete.











Proof. (1) =⇒ (2). First assume that X is a q-spherically complete T0-ultra-
quasi-metric space. Let A be a T0-ultra-quasi-metric space and T : A −→ X be a
non-expansive map. Let (M, q) be a T0-ultra-quasi-metric space containing A as a
subspace. Consider the following set C = {(TF , F ) : TF : F −→ X, A ⊆ F ⊆ M ,
F is a subspace of M and TF is a non-expansive extension of T} . We have
(T, A) ∈ C. Therefore, C is nonempty.
On the other hand, one can partially order C by (TF , F ) ≤ (TG, G) if and only if
F ⊆ G and the restriction of TG to F is TF . It is easy to see that C satisfies the
hypothesis of Zorn’s Lemma. Therefore, C has a maximal element. Let (T1, F1)
be a maximal element of C.
Let us show that F1 = M . Assume not. Let z ∈ M but z /∈ F1 and set
F = F1 ∪ {z1}. Let us extend T1 to F . Consider the family of closed balls
(Cu(T1(x), q(x, z)), Cu−1(T1(x), q
−1(x, z)))x∈F1 .
Note that u(T1(x), T1(y)) ≤ q(x, y) ≤ max{q(x, z), q(z, y)} for all x, y ∈ F1. Thus
(Cu(T1(x), q(x, z)), Cu−1(T1(x), q
−1(x, z)))x∈X has the mixed binary intersection
property. The q-spherical completeness of X implies that
⋂
x∈F1 [Cu(T1(x), q(x, z)) ∩ Cu−1(T1(x), q−1(x, z))] 6= ∅.
Let z1 be any point in this intersection. Set T
∗ : F −→ X as follows: T ∗(x) =
T1(x) if x ∈ F and x 6= z, T ∗(x) = z1 if x = z.
For all x, y ∈ F we have
u(T ∗(x), T ∗(y)) = u(z1, T1(y)) if x = z, y 6= z; furthermore u(T ∗(x), T ∗(y)) =
u(T1(y), T1(x)) if x, y 6= z, and u(T ∗(y), T ∗(x)) = u(T1(y), z1) if x = z, y 6= z.
Then, we can see that for arbitrary x, y ∈ F , u(T ∗(x), T ∗(y)) ≤ q(x, y). There-











(T1, F1) ≤ (T ∗, F ) and (T1, F1) 6= (T ∗, F ). This contradicts the maximality of
(T1, F1). Therefore F1 = M and hence T has a nonexpansive extension to M .
Consequently, (X, u) is u-injective.
(2) =⇒ (1) Assume that (X, u) is u-injective. We want to prove that X is q-
spherically complete. Suppose that there is given a family (xi)i∈I of pairwise
distinct points in X and two families of nonnegative real numbers (ri)i∈I and
(sj)j∈I such that u(xi, xj) ≤ max{ri, sj} for any i, j ∈ I. We want to show that⋂
i∈I(Cu(xi, ri) ∩ Cu−1(xi, si)) 6= ∅.
Similarly as before, consider the set PF(A, u) of all nonnegative real-valued pair
functions f = (f1, f2) defined on the set A = {xi : i ∈ I} such that u(xi, xj) ≤
max{f2(xi), f1(xj)} whenever i, j ∈ I. The distance u between the elements of A
is the one inherited from X. As before, here we write u for the restriction of u
to A. By assumption the pair (s, r) of functions such that:
r : A −→ [0,∞), xi 7→ r(xi)
s : A −→ [0,∞), si 7→ s(xi)
belongs to PF(A, u).
The set PF(A, u) is partially ordered by the afore-mentioned pointwise order on
the pair functions. Obviously, any descending chain of elements of PF(A, u) has
a lower bound. Hence, Zorn’s Lemma implies the existence of a minimal strongly
tight element (f1, f2) ∈ PF(A, u) smaller than (r, s), i.e. f1(xi) ≤ s(xi) = si,
f2(xi) ≤ r(xi) = ri whenever i ∈ I.
Case 1: There is a ∈ A such that (eX(a))(x) = (u(a, x), u(x, a)) = (f1, f2) =
(u(a, x), u(x, a)) whenever x ∈ X. Then











Case 2: (f1, f2) 6= eX(a) whenever a ∈ A. Using the strong minimality of (f1, f2),
it follows from Proposition 5.1.2 that for any i, j ∈ I, f1(xi) ≤ max{f1(xj), u(xj, xi)}
and f2(xi) ≤ max{u(xi, xj), f2(xj)}. Let w be a point from X not in the set
A. Consider A∗ = A ∪ {w}. For the new point w, set u(w, xi) = f1(xi) and
u(xi, w) = f2(xi) whenever i ∈ I, as well as u(w,w) = 0. Making use of minimal
strong tightness of f , it is readily checked that u satisfies the strong triangle in-
equality on A∗. Because for any a ∈ A, f1(a) or f2(a) is positive by Lemma 5.2.2,
(A∗, u) is a T0-ultra-quasi-metric space which contains A as a subspace.
According to u-injectivity of (X, u), there exists a nonexpansive extension R :
A∗ → X of the inclusion map (defined from A to X). It is clear that u(R(xi), R(w)) =
u(xi, R(w)) ≤ u(xi, w) = f2(xi) ≤ ri, whenever i ∈ I and u(R(w), R(xi)) =
u(R(w), xi) ≤ u(w, xi) = f1(xi) ≤ si, whenever i ∈ I.
Consequently R(w) ∈ ⋂i∈I(Cu(xi, ri)∩Cu−1(xi, si)) 6= ∅. We have shown that X
is q-spherically complete. 2
The result shows that the u-injective hull of a T0-ultra-quasi-metric space is iso-
metric to the conjugate space of the u-injective hull of its conjugate.
5.3.3 Proposition. Let (X, u) be an ultra-quasi-metric space. Then (f1, f2) ∈
νq(X, u) implies that (f2, f1) ∈ νq(X, u−1). It follows that
s : (νq(X, u), N) → (νq(X, u−1), N−1)
where s is defined by s((f, g)) = (g, f) whenever (f, g) ∈ νq(X, u) is a bijective
isometry. (Hence the u-injective hull of (X, u) is isometric to the conjugate space
of the u-injective hull of (X, u−1).)
Proof. Suppose that (f1, f2) ∈ νq(X, u). Let x, y ∈ X. Then u(x, y) ≤
max{f2(x), f1(y)}. Therefore u−1(x, y) ≤ max{f1(x), f2(y)} whenever x, y ∈ X.
Obviously (f2, f1) is an extremal strongly tight function pair on (X, u
−1), since











and (u−1)−1 = u, it is evident that s : (νq(X, u), N) → (νq(X, u−1), N−1) is a
bijection. Therefore s is an isometry, since
N−1(s(f1, f2), (g1, g2)) = N((g2, g1), (f2, f1)) = N((f1, f2), (g1, g2))
whenever (f1, f2), (g1, g2) ∈ νq(X, u). 2
For an ultra-metric space, the connection between injective hull and u-injective
hull is established in the following result.
5.3.4 Proposition. (compare Proposition 3.3.4 ) Let (X, m) be an ultra-
metric space. Then h(f) = (f, f) defines an isometric embedding of (νm(X, m), E)
into (νq(X, m), N).
Proof. Given f ∈ νm(X, m), it is evident that the pair (f, f) is u-tight on
(X, m). Suppose that (g1, g2) is a strongly tight function pair on (X, m) and
g1 ≤ f and g2 ≤ f . Assume also that there is x0 ∈ X such that g1(x0) < f(x0).
(The second case is similar.) Set h(x) = g1(x) if x = x0 and h(x) = f(x)
otherwise. Let us check that m(x, y) ≤ max{h(x), h(y)} whenever x, y ∈ X.
Since m(x, y) ≤ max{f(x), f(y)} whenever x, y ∈ X and m(x0, x0) = 0, the only
interesting cases are (1) x = x0 and y 6= x0, and (2) x 6= x0 and y = x0. In case
(1) we have m(x0, y) = m(y, x0) ≤ max{g2(y), g1(x0)} ≤ max{f(y), g1(x0)} =
max{h(x0), h(y)}. In case (2) m(y, x0) ≤ max{f(y), g1(x0)} ≤ max{h(y), h(x0)}.
We conclude that h is strongly tight on (X, m) and h < f —a contradiction to
f ∈ νm(X, m). Therefore (g1, g2) cannot exist and (f, f) is an extremal strongly
tight function pair on (X,m). We have shown that (f, f) ∈ νq(X,m).
Let f, g ∈ νm(X, m). Then E(f, g) = supx∈Xns(f(x), g(x)) = supx∈Xn(f(x), g(x))∨
supx∈Xn(g(x), f(x)) = N((f, f), (g, g)). Hence p : (νm(X,m), E) → (νq(X,m), N)
is an isometric embedding, where p(f) = (f, f) whenever f ∈ νm(X, m). 2
5.3.3 Lemma. (compare Lemma 3.3.7) Let A be a nonempty subset of a











all x, y ∈ A, u(x, y) ≤ max{r2(x), r1(y)}. Then there exists (R1, R2) : X →
[0,∞) which extends the pair (r1, r2) such that for all x, y ∈ X, u(x, y) ≤
max{R2(x), R1(y)}. Moreover, there exists a minimal strongly tight pair of func-
tions (f1, f2) defined on X such that for all x ∈ X, f1(x) ≤ R1(x) and f2(x) ≤
R2(x).
Proof. Choose x0 ∈ A fixed. Define (R1, R2) : X −→ [0,∞) by setting
R1(x) = r1(x) if x ∈ A and R1(x) = max{u(x0, x), r1(x0)} if x /∈ A
and
R2(x) = r2(x) if x ∈ A and R2(x) = max{u(x, x0), r2(x0)} if x /∈ A. We next
check our claim that (R1, R2) is tight. Let x, y ∈ X : We consider four cases.
Case 1: x, y ∈ A ⇒ u(x, y) ≤ max{R2(x), R1(y)} by assumption.
Case 2: x /∈ A, y ∈ A ⇒ u(x, y) ≤ max{u(x, x0), u(x0, y)} by the strong triangle
inequality
⇒ u(x, y) ≤ max{u(x, x0), r2(x0), r1(y)} by assumption
⇒ u(x, y) ≤ max{R2(x), R1(y)} by definitions.
Case 3: x ∈ A, y /∈ A ⇒ u(x, y) ≤ max{u(x, x0), u(x0, y)}
⇒ u(x, y) ≤ max{r2(x), r1(x0), u(x0, y)} as in Case 2.
⇒ u(x, y) ≤ max{R2(x), R1(y)}
Case 4: x /∈ A, y /∈ A ⇒ u(x, y) ≤ max{u(x, x0), u(x0, y)} by the strong triangle
inequality











⇒ u(x, y) ≤ max{R2(x), R1(y)} by definitions.
Then (R1, R2) : X −→ [0,∞) extends (r1, r2) such that for all
x, y ∈ X, u(x, y) ≤ max{R2(x), R1(y)}.
So (R1, R2) is a strongly tight pair on X. Since FP(X, u) is partially ordered by
the pointwise order on function pairs, Zorn’s Lemma implies the existence of a
minimal strongly tight pair f = (f1, f2) defined on X such that f1(x) ≤ R1(x)
and f2(x) ≤ R2(x) for any x ∈ X. 2
5.3.5 Proposition. (compare Proposition 3.3.5) Let (X, u) be a T0-ultra-
quasi-metric space. If s = (s1, s2) is a minimal strongly tight pair of functions
on the T0-ultra-quasi-metric space νq(X), then s ◦ eX is a minimal strongly tight
pair of functions on (X, u).
Proof. Let s = (s1, s2) be a minimal strongly tight pair of functions on the
T0-ultra-quasi-metric space νq(X). Note that for any x, y ∈ X, we have u(x, y) =
N(fx, fy) = N(eX(x), eX(y)) ≤ max{s2(eX(x)), s1(eX(y))}, because (s1, s2) is
strongly tight on νq(X). Assume that s ◦ eX is not a minimal strongly tight
pair of functions on X. Then there exists a pair (h1, h2) ∈ νq(X) such that
h1(x) ≤ s1(eX(x)) and h2(x) ≤ s2(eX(x)) whenever x ∈ X, and one of the
inequalities is strict at some point x0 ∈ X.
In the following we shall consider the case that h1(x0) ≤ s1(eX(x0)). (The case
h1(x0) ≤ s1(eX(x0)) can be dealt with similarly.) Define the function pair (t1, t2)
on νq(X) where t2(f) = s2(f) whenever f ∈ νq(X), and for any f ∈ νq(X),
t1(f) = s1(f) if f 6= eX(x0) and t1(f) = s1(f) if f = eX(x0).
Let us show that (t1, t2) satisfies the inequality N(f, g) ≤ max{t2(f), t1(g)} when-
ever f, g ∈ νq(X), which will contradict the fact that (s1, s2) is a minimal strongly











Since (t1, t2) and (s1, s2) coincide almost everywhere and (s1, s2) is a strongly tight
pair of functions, we only need to prove the above inequality for g = eX(x0) and
f 6= eX(x0), i.e. N(f, eX(x0)) ≤ max{t2(f), t1(eX(x0))}.
We distinguish two cases: Case 1: f1(x0) = 0. Then N(f, eX(x0)) = f1(x0) = 0
by Theorem 5.2.1 and our claim is obviously satisfied.
Case 2: f1(x0) > 0. By Proposition 5.1.1 f1(x) = sup{u−1(x0, y) : y ∈ X and
f2(y) < u
−1(x0, y)}. Therefore for any δ > 0 there exists y ∈ X such that
f1(x0)− δ ≤ u(y, x0) and f2(y) < u(y, x0).
Then N(f, eX(x0))− δ = f1(x0)− δ ≤ max{s2(eX(y)), t1(eX(x0))}.
Since (s1, s2) is a minimal strongly tight pair of functions on νq(X), then by Corol-
lary 5.1.1 t2(eX(y)) = s2(eX(y)) ≤ max{s2(f), N(eX(y), f)} = max{t2(f), f2(y)}
whenever f ∈ νq(X). So we have the two inequalities
N(f, eX(x0))− δ < max{s2(eX(y)), t1(eX(x0))}
and
s2(eX(y)) ≤ max{t2(f), f2(y)}.
We then get N(f, eX(x0))−δ ≤ max{t2(f), f2(y), t1(eX(x0))} = max{t2(f), t1(eX(x0))},
since f2(y) < u(y, x0) ≤ max{t2(f), f2(y), t1(eX(x0)}, which implies
N(f, eX(x0))− δ ≤ max{t2(f), t1(eX(x0))}.
Since δ is arbitrary, we get the desired inequality
N(f, eX(x0)) ≤ max{t2(f), t1(eX(x0)).
We conclude that s ◦ eX ∈ νq(X). 2












5.3.6 Proposition. (compare Proposition 3.3.6) The following statements
are true for any T0-ultra-quasi-metric space (X, u).
(a) νq(X) is q-spherically complete.
(b) νq(X) is an ultra-quasi-metrically injective hull of X, i.e. no proper subset of
νq(X) which contains X as a subspace is q-spherically complete. The ultra-quasi-
metrically injective hull of the T0-ultra-quasi-metric space (X, u) is unique up to
isometries.
Proof. (a) In order to prove that νq(X) is q-spherically complete, let (f)i∈I be a
family of pairwise distinct points fi = ((fi)1, (fi)2) ∈ νq(X) and (ri)i∈I and (si)i∈I
be two families of nonnegative real numbers such that N(fi, fj) ≤ max{ri, rj}
whenever i, j ∈ I. Set Y = {fi : i ∈ I}. Define a map s : Y −→ [0,∞) by s(fi) =
si and r : Y −→ [0,∞) by r(fi) = ri whenever i ∈ I. By Lemma 5.3.3, we extend
r and s to (R, S) onto the entire set νq(X) such that N(f, g) ≤ max{R(f), S(g)}
whenever f, g ∈ νq(X).
Using Lemma 5.3.3, there exists an extremal strongly tight pair h = (h1, h2)
of functions on εq(X) such that h2 ≤ R and h1 ≤ S where R and S are the
extensions of r and s, respectively.
Using the property established in Proposition 5.3.5 for extremal strongly tight
pairs of functions on νq(X), we know that h ◦ eX ∈ νq(X). It is then easy to see
that
h ◦ eX ∈
⋂
f∈νq(X)




(CN(fi, ri) ∩ CN−1(fi, si)) :
Indeed, the distance D between h ◦ eX and f = (f1, f2) ∈ νq(X) is defined by
N(h ◦ eX , f) = supx∈X [n(h1(eX(x)), f1(x)) ∨ n(f2(x), h2(eX(x)))].
Using Theorem 5.2.1, we can write f1(x) = N(f, eX(x)) and f2(x) = N(eX(x), f)











Moreover, since h = (h1, h2) is an extremal strongly tight pair of functions on
νq(X) and using Corollary 5.1.1, we have that for each x ∈ X,
h1(eX(x)) ≤ max{h1(f), N(f, eX(x))} = max{h1(f), f1(x)}.
By strong tightness of (h1, h2), we see that for each x ∈ X,
f2(x) = N(eX(x), f) ≤ max{h2(eX(x)), h1(f)}.
Furthermore by the choice of h = (h1, h2), we have
h1(f) ≤ S(f).
Therefore we get that N(h ◦ eX , f) = sup{h1(eX(x)) : x ∈ X and f1(x) <
h1(eX(x))} ∨ sup{f2(x) : x ∈ X and f2(x) > h2(eX(x))} ≤ h1(f) ≤ S(f)
whenever f = (f1, f2) ∈ νq(X). Similarly we see that
N(f, h ◦ eX) ≤ h2(f) ≤ R(f)
whenever f = (f1, f2) ∈ νq(X). The proof is therefore complete.
(b) Let H be a subset of νq(X) such that X ⊆ H. Assume that H is q-spherically
complete, hence u-injective by Theorem 5.3.1. There exists a nonexpansive map
(R1, R2) extending the inclusion map i : X −→ H such that
R = (R1, R2) : νq(X) −→ H
f = (f1, f2) 7−→ (R1(f), R2(f)).
Using Theorem 5.2.1 and nonexpansivity of R = (R1, R2), we have
(R1(f))(x) = N(R(f), fx) = N(R(f), R(fx)) ≤ N(f, fx) = f1(x)
whenever x ∈ X. Similarly (R2(f))(x) ≤ f2(x) whenever x ∈ X.
Since f = (f1, f2) is an extremal strongly tight pair of functions on X, we must











and H = νq(X). Consequently, no proper subset of νq(X) which contains X is
q-spherically complete.
Let H be a q-spherically complete T0-ultra-quasi-metric space which contains X
as a subspace such that no proper subset of H which contains X as subset is q-
spherically complete. Consider a nonexpansive map φ : νq(X) −→ H extending
the isometric map i : eX(X) −→ H defined by i(eX(x)) = x whenever x ∈ X.
Furthermore consider a nonexpansive map ϕ : H −→ νq(X) extending the map
i−1 : X −→ νq(X). Then the nonexpansive ϕ ◦ φ : νq(X) −→ νq(X) extends
the identity map on eX(X). The argument described in the preceding step of
the proof implies that ϕ ◦ φ is the identity map on νq(X). This implies that ϕ is
injective isometry, because φ and ϕ are nonexpansive. Therefore φ(νq(X)) is a q-
spherically complete subspace of H containing X. We deduce that φ(νq(X)) = H,
and thus φ is bijective and φ−1 = ϕ. We have shown that νq(X) and H are
isometric T0-ultra-quasi-metric spaces. 2
5.3.2 Corollary. The following statements are true for any T0-ultra-quasi-
metric space (X, u).
(a) νq(X) is q-spherically complete.
(b) If f ∈ νq(X) then there is x ∈ X such that f1 = (fx)1 and f2 = (fx)2.
(c) If f ∈ νq(X) then there is x ∈ X such that f1(x) = 0 = f2(x).
Proof. This is a consequence of Proposition 5.3.6 and Lemma 5.2.2. 2
5.3.2 Remark. Let (X, u) be a T0-ultra-quasi-metric space and let νq(X, u)
be bicomplete. By Proposition 5.3.2 the τ(N s)-closure of eX(X) in νq(X, u) yields
a subspace of νq(X, u) that is isometric to the (quasi-metric bicompletion) of
(X, u). Of course, f ∈ νq(X, u) belongs to the τ(N s)-closure of eX(X) if and
only if there is a sequence (an)n∈N in X such that limn→∞N
s(fan , f) = 0. In the











equivalent to the existence of a sequence (an)n∈N in X such that limn→∞f1(an) = 0
and limn→∞f2(an) = 0.
5.4 Total boundedness in ultra-quasi-metric spaces
In this last section of Chapter 5, we are going to investigate total boundedness
of the u-injective hull of a totally bounded T0-ultra-quasi-metric space.
The following lemma is useful for showing that an u-injective hull is totally
bounded.
5.4.1 Lemma. Let (X, u) be a T0-ultra-quasi-metric space that is totally
bounded and let ε > 0. Then there is a finite subset E of X such that
{f1(x) : f ∈ νq(X), x ∈ X, f1(x) > ε} ∪ {f2(x) : f ∈ νq(X), x ∈ X, f2(x) > ε} =
{u(e, e′) : e, e′ ∈ E, u(e, e′) > ε}.
Proof. By total boundedness of (X, u) we can find a finite set E ⊆ X such
that for all a ∈ X, there is e ∈ E such that us(e, a) < ε. Let us show first that
{u(x, y) : x, y ∈ X, u(x, y) > ε} = {u(e, e′) : e ∈ E, e′ ∈ E, u(e, e′) > ε}.
Consider any x, y ∈ X such that u(x, y) > ε. First note that there are ex ∈ X
and ey ∈ E such that us(ex, x) ≤ ε and us(ey, x) ≤ ε. Then ε < u(x, y) ≤
max{u(x, ex), u(ex, ey), u(ey, x)}. Thus ε < u(x, y) ≤ u(ex, ey). Moreover ε <
u(ex, ey) ≤ max{u(ex, x), u(x, y), u(y, ey)}. Therefore u(ex, ey) ≤ u(x, y), and
thus u(x, y) = u(ex, ey). Hence the first assertion is verified.
Fix f ∈ νq(X). Recall that by Lemma 5.1.1 f2(x) = sup{u(x, y) : y ∈ X and
u(x, y) > f1(y)} and f1(x) = sup{u−1(x, y) : y ∈ X and u−1(x, y) > f2(y)}











supremum of an increasing sequence of values u(x, yn) all of which are larger than
ε. By the result just proved that sequence must be eventually constant. Hence
f2(x) = u(x, y) for some x, y ∈ X. The analogous result holds for the values f1(x)
with x ∈ X and f1(x) > ε. Hence {f1(x) : f ∈ νq(X), x ∈ X, f1(x) > ε}∪{f2(x) :
f ∈ νq(X), x ∈ X, f2(x) > ε} ⊆ {u(x, y) : x, y ∈ X, u(x, y) > ε} = {(fx)1(y) : x ∈
X, y ∈ X, (fx)1(y) > ε}, where the latter set is finite by the previous paragraph.2
The next result shows that total boundedness is preserved by the ultra-quasi-
metrically injective hull of a T0-ultra-quasi-metric space.
5.4.1 Proposition. (compare Proposition 3.3.7) If (X, u) is a totally bounded
T0-ultra-quasi-metric space, then the T0-ultra-quasi-metric space (νq(X, u), N) is
totally bounded, too.
Proof. Let ε > 0. There is a finite set E ⊆ X such that for each x ∈ X there
is ex ∈ E with us(ex, x) < ε. By the proof of Lemma 5.4.1 D = {f1(e) : f ∈
νq(X), e ∈ E, f1(e) > ε}∪{f2(e) : f ∈ νq(X), e ∈ E, f2(e) > ε} ⊆ {u(x, y) : x, y ∈
E, u(x, y) > ε}. Set V = D ∪ {0}.
Consider any pair (ψ1, ψ2) ∈ V E × V E. Define
λ(ψ1,ψ2) = {(f1, f2) ∈ νq(X, u) : supe∈E(ns(f1(e), ψ1(e)) ∨ ns(f2(e), ψ2(e)) ≤ ε}.
Note that νq(X, u) is the union of the finitely many sets λ(ψ1,ψ2). Indeed given
f ∈ νq(X) and i ∈ {1, 2} we set ψi(e) = fi(e) if fi(e) > ε, and ψi(e) = 0 if
fi(e) ≤ ε. Hence (ψ1, ψ2) ∈ V E × V E and f ∈ λ(ψ1,ψ2).
















For (ψ1, ψ2) ∈ V E × V E let (f1, f2), (g1, g2) ∈ λ(ψ1,ψ2). Given x ∈ X, there
exists e ∈ E such that us(e, x) ≤ ε. Then by the strong triangle inequal-
ity we have n(f1(x), g1(x)) ≤ n(f1(x), f1(e)) ∨ n(f1(e), ψ1(e)) ∨ n(ψ1(e), g1(e)) ∨
n(g1(e), g1(x)) which implies by Corollary 5.1.1 that n(f1(x), g1(x)) ≤ ε. Thus
supx∈Xn(f1(x), g1(x)) ≤ ε. Analogously one can show that
supx∈Xn(g2(x), f2(x)) ≤ ε
(or use Lemma 5.1.3). By definition of N we conclude that N((f1, f2), (g1, g2)) ≤
ε. Hence we are done. 2
5.4.1 Corollary. If (X, u) is a T0-ultra-quasi-metric space such that τ(u
s)
is compact, then N s induces a compact topology on νq(X, u).
Proof. If τ(us) is compact, then the T0-quasi-m tric d is totally bounded.
By Proposition 5.4.1 (νq(X, d), N) is totally bounded. The result follows, since
the ultra-metric N s is always complete on νq(X, u), because (νq(X, d), N) is q-
spherically complete and thus bicomplete by Proposition 5.3.2. 2
5.4.2 Corollary. Let (X, m) be an ultra-metric totally bounded space. Then
the completion of (X, m) is isometric to (νq(X, u), E).
Proof. The completion of (X, m) sits inside its u-injective hull (νs(X), E) and is
joincompact and hence spherically complete. Thus the u-injective hull of X must
be equal to the completion of (X, m). 2
5.4.1 Example. Let X = {0, 1} be equipped with the discrete metric u,
Then (X, u) is not q-spherically complete, although it is spherically complete.























∅. Hence (X, u) is not q-spherically complete.
We now compute the ultra-quasi-metrically injective hull of (X, u). If f =
(f1, f2) ∈ νq(X) is strongly tight, then we have 1 = u(0, 1) ≤ max{f2(0), f1(1)}
and 1 = u(1, 0) ≤ max{f2(1), f1(0)}. If f is also minimal strongly tight, then we
find four point pairs ((f1(0), f1(1)), (f2(0), f2(1))) determined as follows:
((0, 1), (0, 1)), ((1, 1), (0, 0)), ((0, 0), (1, 1)), ((1, 0), (1, 0)).
Identifying these points f = (f1, f2) according to (f1(0), f1(1)) = (α, β) with
α, β ∈ {0, 1} we obtain N((α, β), (α′ , β ′)) = 1 if (α = 1 and α′ = 0) or (β = 1
and β
′




)) = 0 otherwise.
5.4.2 Lemma. Let (X, u) be a T0-ultra-quasi-metric space. Let f ∈ νq(X)
be such that there is a ∈ X with f1(a) ≤ infx∈Xf2(x). Then f1(a) = 0. (Note
that result remains true if f1 and f2 are interchanged in the statement.)
Proof. Set h1(x) = f1(x) if x ∈ X and x 6= a, and h1(a) = 0. Then (h1, f2)
is a strongly tight pair: Indeed for any x, y ∈ X we have to show u(x, y) ≤
max{f2(x), h1(y)}. The inequality holds for any x ∈ X and any y ∈ X with y 6= a,
but it holds also for any x ∈ X and y = a, since u(x, a) ≤ max{f2(x), f1(a)} =
f2(x) = max{f2(x), 0}. Hence (h1, f2) < (f1, f2) is strongly tight, and since
(f1, f2) is minimal strongly tight therefore h1 = f1. 2
5.4.3 Lemma. Let (X, u) be a joincompact T0-ultra-quasi-metric space and
let f ∈ νq(X). Then there is x ∈ X such that f1(x) = 0 or f2(x) = 0.
Proof. Let us first show that a = infx∈Xf1(x) is attained. If a > 0 this is
obvious by Lemma 5.4.1 because of total boundedness of u. If a = 0, then there
is a sequence (xn)n∈N in X such that (f1(xn))n∈N converges to 0 (with respect to











(xnk)k∈N of (xn)n∈N and y ∈ X such that us(y, xnk) → 0. Then by Corollary 5.1.1
f1(y) ≤ max{u(xnk , y), f1(xnk)} whenever k ∈ N and thus f1(y) = 0. Similarly
we see that f2 attains infx∈Xf2(x).
It remains to exclude the case that both the infima of f1 and f2 on [0,∞) are
positive. But then we have reached a contradiction, since Lemma 5.4.3 implies













In this thesis many aspects of the q-hyperconvex hull of a T0-quasi-metric space
and the u-injective hull of a T0-ultra-quasi-metric space have been described. In
the last chapter of this work, we want to present the conclusion of our investigation
and underline some open problems encountered throughout the present work that
may constitute the topics of further research.
Firstly in this thesis, we have achieved the task of presenting an explicit method
to construct the q-hyperconvex hull of a T0-quasi-metric space. In the second
part of the work, we provided some interesting properties of the q-hyperconvex
subsets of a T0-quasi-metric space and we discussed the new concept of external
q-hyperconvex subsets. In the third part of the thesis, we presented an explicit
construction of the u-injective hull of a T0-ultra-quasi-metric space in parallel
with the q-hyperconvex hull of a T0-quasi-metric space.
In the following we give a summary of the work which we studied in each chapter
of the thesis and then suggest two important areas of future research which are











6.1 Summary of the achieved work
The first three chapters recalled well-known results from the literature. In Chap-
ter 0, we presented some preliminaries and an overview of certain well-known
definitions from the theory of quasi-metric spaces. We also summarized facts
about ultra-quasi-metric spaces and gave some interesting examples related to
ultra-quasi-metric spaces.
In Chapter 1, we presented an overview of certain results dealing with the concept
of hyperconvexity. We presented the well-known Isbell hyperconvex hull of a
metric space and recalled the T -theory introduced by Dress. We also summarized
the following results: A metric space is hyperconvex if and only if it is metrically
convex and hypercomplete, and any hyperconvex metric hull is injective. We
pointed out the connection between the injective hull, the hyperconvex hull, and
the tight span or the metric envelope.
In Chapter 2, we summarized the concept of ultra-metric injectivity. We started
by recalling the definition of spherical completeness in ultra-metric spaces. We
also discussed the construction of the ultra-metrically injective hull of an ultra-
metric space.
Chapter 3, was the main chapter of the thesis where we showed that a quasi-
pseudometric space is q-hyperconvex if and only if it is metrically convex and
q-hypercomplete. We also proved that any q-hyperconvex space is bicomplete.
“q-hyperconvex” has been characterized as “q-injective”. We constructed the
q-hyperconvex hull of a T0-quasi-metric space. We have proved that the q-
hyperconvex hull of a T0-quasi-metric space is unique up to isometries and for any
totally bounded T0-quasi-metric space its q-hyperconvex hull is totally bounded
too.











T0-quasi-metric space. This chapter was devoted to some interesting properties
of q-hyperconvexity. We introduced the q-admissibility concept. We have shown
that a q-admissible subset of a q-hyperconvex space is itself q-hyperconvex. We
also showed that the intersection of any descending family of nonempty bounded
q-hyperconvex subsets of a q-hyperconvex space is q-hyperconvex. The notion of
the ε1, ε2-approximate fixed points of a nonexpansive self-map on a q-hyperconvex
space has been investigated and we have introduced the concept of externally q-
hyperconvex subspaces.
In Chapter 5, we constructed the u-injective hull of a T0-ultra-quasi-metric space.
We introduced the concept of q-spherical completeness. We showed that a T0-
ultra-quasi-metric space is u-injective if and only if it is q-spherically complete.
Furthermore we have proved that any q-spherically complete T0-ultra-quasi-metric
space is bicomplete. We also showed that the u-injective hull of a T0-ultra-quasi-
metric space is unique up to isometries and for any totally bounded T0-ultra-
quasi-metric space its u-injective hull is totally bounded, too.
In Chapter 6, the last chapter of this thesis, we concluded this work by reflecting
on the main results of the thesis and highlighted some connections of this current
work with older work in the literature, which we believe also provides a rich mine
for future exploration.
The following problem is related to our investigations in Chapter 5.
6.1.1 Problem. Investigate the ultra-quasi-metrically tight extensions of an
ultra-quasi-metric space (see Section 2.2)?
The theory of q-hyperconvexity may have some interesting applications in other
structures of mathematics. In the following we point out two areas where the
theory of q-hyperconvexity can lead to reasonable applications, namely in asym-











6.2 Two possible areas for future work
6.2.1 The q-hyperconvex hull of asymmetrically normed
linear spaces
The injective envelope or hyperconvex hull theory of a real Banach space was
studied by several authors: In [16], H. Cohen constructed the injective envelope
of Banach spaces and showed that the injective hull is unique up to a linear
isometry.
In [44], N. V. Rao showed that the injective hull of a Banach space X in the
category of metric spaces with contractions as morphisms coincides with the
injective hull of X in the category of real normed spaces with linear contractions
as morphisms.
The theory of the q-hyperconvex hull may have some applications in asymmet-
rically normed linear spaces, too. However, we point out that the linearly q-
hyperconvex hull of an asymmetrically real normed space may be different from
the q-hyperconvex hull of an asymmetrically normed linear space since the prod-
uct of a q-tight function pair by a real scalar or the sum of two q-tight function
pairs is not necessarily a q-tight function pair. But note that similar difficulties
already occur in the symmetric case (see [44]). So we have the following question:
6.2.1 Problem. Let (X, q) be an asymmetrically normed linear space. Does
there exist an injective hull of (X, q) in the category of asymmetrically normed
linear spaces and linear contractions? Furthermore does εq(X, d) coincide with











6.2.2 T -theory in quasi-metric setting
We recall (see [22] and [p. 5] of this thesis) that T -theory is the name that A.
Dress, V. Moulton and W. Terhalle adopted for the theory of trees, injective
envelopes of metric spaces, and all of the areas that are connected with these
topics. Its motivation was originally and still is today to a large extent the
development of mathematical tools for reconstructing phylogenetic trees. Then
we have the following question:
6.2.2 Problem. Is it possible to develop a kind of T -theory for trees or
similar structures in the asymmetric setting?
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