Details of the explosion mechanism of core-collapse supernovae (CCSNe) are not yet fully understood. There is an increasing number of numerical examples by ab-initio core-collapse simulations leading to an explosion. Most, if not all, of the ab-initio core-collapse simulations represent a 'slow' explosion in which the observed explosion energy (∼ 10 51 ergs) is reached in a timescale of 1 second. It is, however, unclear whether such a slow explosion is consistent with observations. In this work, by performing nuclear reaction network calculations for a range of the explosion timescale t grow , from the rapid to slow models, we aim at providing nucleosynthetic diagnostics on the explosion timescale. We employ one-dimensional hydrodynamic and nucleosynthesis simulations above the proto-neutron star core, by parameterizing the nature of the explosion mechanism by t grow . The results are then compared to various observational constraints; the masses of 56 Ni derived for typical CCSNe, the masses of 57 Ni and 44 Ti observed for SN 1987A, and the abundance patterns observed in extremely metal-poor stars. We find that these observational constraints are consistent with the 'rapid' explosion (t grow 250 ms), and especially the best match is found for a nearly instantaneous explosion (t grow 50 ms). Our finding places a strong constraint on the explosion mechanism; the slow mechanism (t grow 1000 ms) would not satisfy these constraints, and the ab-inito simulations will need to realize a rapid explosion.
INTRODUCTION
Core-collapse supernovae (CCSNe) occur at the end of the lives of massive stars (M ZAMS > 8M ⊙ ). As the core of the star gravitationally collapses to a neutron star or a black hole, a shock wave is triggered on a newlyformed compact remnant, leading to the SN explosion (Baade & Zwicky 1934) . However, the detailed nature of the explosion mechanism remains unclear. The most promising scenario is the delayed neutrino-driven explosion (Bethe & Wilson 1985) . While an SN explosion had not been reproduced by numerical simulations for a few decades (e.g., Rampp & Janka 2000; Sumiyoshi et al. 2005) , the situation has changed recently. There are now an increasing number of numerical examples leading to an explosion, even with ab-initio simulations in which multi-dimensional hydrodynamics equations are coupled with a detailed treatment of neutrino transport (see e.g., Janka 2012 and references therein). However, the abinitio simulations have some limitation. Especially, it is unclear whether the nature of the explosion shown by these simulations is consistent with observations, because a multi-dimensional, especially three-dimensional, simulation with a detailed treatment of microphysics is computationally too expensive to allow long-term investigations.
Such a long-term simulation is required to address the consistency with observations, in particular, to predict nucleosynthetic yields of supernovae. Recently, thus, there are also a number of 'artificial-explosion' simulations, that is, the readily calculable supernova simulations in which the neutrino transfer is solved but with the neutrino luminosity calibrated to match to some well-studied SNe (e.g., Perego et al. 2015; Sukhbold et al. 2016) . These studies, especially spherically symmetric models, can be calculated systematically for various progenitor models, from the onset of the explosion up to several hundred seconds after core bounce, and have succeeded in explaining observational properties of individual SN events (e.g., SN 1987A; Perego et al. 2015) , as well as the Galactic chemical evolution highlighted by the abundance patterns of extremely metal-poor (EMP) stars (e.g., Curtis et al. 2019) . Therefore, these simulations support that the neutrino-driven model is promising as a standard explosion mechanism of CCSNe.
However, it is unclear how the results in 'artificialexplosion' simulations can overlap the nature of the explosion found in the ab-initio simulations, due to the complexity of the physics to be calibrated. Indeed, a rational strategy would be first to identify the major differences, if they would exist, between the 'artificialexplosion' models and the 'ab-initio' simulations, and then to investigate a key ingredient that might be still missing in the ab-initio simulations. In this respect, many lessons can be obtained by studying the nature of the classical 'thermal bomb' or 'piston' explosion models (e.g., Woosley & Weaver 1995; Thielemann et al. 1996; Umeda & Nomoto 2008) , which form a basic background of the SN nucleosynthesis and have been extremely successful to explain many observational data for SNe and the chemical evolution.
It has been suggested that the successes of the classical thermal bomb/piston models and the calibrated neutrino-driven models would be mainly attributed to the rapid nature of the explosion in these simulations (Suwa et al. 2019) . The classical models assume that the energy injection is nearly instantaneous. The 'artificial-explosion' simulations also show that the explosion energy grows 'rapidly', especially at the initiation of the explosion; this is required as the outcome of the 'calibration' (e.g., to explain the explosion energy of individual SNe). The timescale, in which the explosion energy reachs to 10 51 erg, estimated from the linear extrapolation is about 300 msec in these models. On the other hand, most, if not all, of the ab-initio simulations represent an explosion in which the observed explosion energy (∼ 10 51 ergs) is reached in a timescale of at least ∼1 second, or even longer (see Table. 1 of Suwa et al. 2019; e.g., Marek & Janka 2009; Suwa et al. 2010; Takiwaki et al. 2012; Müller et al. 2012; Bruenn et al. 2016; Nakamura et al. 2015) . Namely, the current abinitio simulations predict the 'slow explosion', while the artificially-tuned models to satisfy some observational constraints require the 'rapidly' explosion.
However, little attention has been paid to the impact of the explosion timescales on the nucleosynthesis products; in this paper, we aim to show that a key ingredient leading to the success of the artificially calibrated models to explain various observations data is the explosion timescale. There are suggestions that the products via complete silicon burning, especially 56 Ni, is sensitive to the energy deposition rate rather than the total explosion energy itself; there is a tendency that the slow explosion model suppresses the production of 56 Ni (Maeda & Tominaga 2009; Suwa & Tominaga 2015; Suwa et al. 2019 ). There were however a few limitations in these studies. (1) In these previous studies, the mass of synthesized 56 Ni was crudely estimated without performing detailed nuclear reaction network calculations.
(2) the hydrodynamic behavior and various uncertainties related to the progenitor mass and the so-called mass cut (i.e., the boundary which separates the collapsing remnant and the SN ejecta) were not examined except for Suwa et al. (2019) . Additionally, the effects and uncertainties of the finite growth timescale have been studied by Young & Fryer (2007) and Morozova et al. (2015) ; however, Young & Fryer (2007) represents an extreme black-hole forming SN and thus their results cannot be immediately compared to observations of typical CCSNe or the chemical evolution. The model of Morozova et al. (2015) represents a steep energy growth, especially at the initiation of the explosion, and considers the amount of 56 Ni as a parameter. In this paper, by performing the nuclear reaction network calculation for a range of the explosion timescale, from the rapid to slow models, we aim at providing nucleosynthetic diagnostics on the explosion timescale. In doing this, we compare abundances of various elements/isotopes found in the models with those inferred from various observations.
In this paper, we simulate one-dimensional hydrodynamic and nucleosynthesis above the proto-neutron star core, by parameterizing the nature of the explosion mechanism by the energy growth timescale (t grow ; the timescale in which the explosion energy is reached to 10 51 ergs since the initiation of the explosion). We compare our numerical results to various observational constraints; the masses of 56 Ni derived for typical CC-SNe, the masses of 57 Ni and 44 Ti observed for SN 1987A, and the abundance patterns observed in the EMP stars. By these comparisons, we discuss the appropriate energy growth timescale for typical CCSN explosion mechanism, i.e., an important constraint on the nature of the explosion. In Section 2 we describe the treatment of two important ingredients in our modeling; the energy growth timescale and the mass cut. In Section 3, we de-scribe our simulation framework, the progenitor model, and post-processing analysis. Our results are summarized in Section 4, followed by detailed comparisons to various observational data in Section 5. Conclusions are presented in Section 6.
MODELS

Explosion Models
In order to mimic the results of ab-initio multi-D simulations for a standard neutrino-driven delayed explosion, we consider a situation where the SN explosion is energized by a continuous energy input at the central core, rather than an instantaneous energy input. Additionally, since the purpose of this study is to clarify the impact of the energy growth timescale t grow on nucleosynthesis, our simulation needs to be able to manipulate a broad range of energy growth timescales explicitly. Therefore, our simulation is opted to remove the proto-neutron star (PNS) core and drive an explosion by injecting energy at the PNS surface.
Here, the input energy is assumed to increase linearly, i.e., the energy input rate is taken to be constant. The energy input is terminated when a desired explosion energy (E exp ) is reached. This prescription is motivated by the result of the recent ab-inito simulations, where the diagnostic energy is found to increase linearly to the first approximation (e.g. Nakamura et al. 2016) . The constant energy input rate is thus modeled as follows:
where E final is the final energy of the supernova, and E exp is the total injected energy. t grow is defined as the energy growth timescale in which the explosion energy (i.e., the injected energy subtracted by the bound energy) is reached to the canonical energy of the explosion in normal CCSNe, which is defined as E ref ≡ 10 51 ergs. Therefore, equations (1) and (2) show that t exp corresponds to the energy growth timescale up to E final (Figure 1 ). In this paper, we treat t grow and E final as free parameters which reflect the nature of the explosion mechanism. The detail method of how the energy is injected is described in §3.
Treatment of the mass cut
In the real CCSN explosion, a fraction of materials in the deepest layer may remain gravitationally bound and fallback onto the compact remnant. This fallback effect, however, cannot be directly computed in the 1D thermal-bomb or piston driven models. Nevertheless, the ejection of even small amounts of iron core material results in a broad variation in the abundance patterns (e.g., Arnett 1996) . In order to capture this fallback effect, traditional SN nucleosynthesis studies adopt a prescription called the 'mass cut', which artificially separates the ejecta from the collapsing core. Since the 1D nucleosynthesis models commonly show a strong variation of the neutron excess as a function of depth near the Fe-core surface, the resulting abundance patterns, especially those of neutron-rich Fe-peaks, are sensitive to the choice of the mass cut (e.g., Thielemann et al. 1996) . Inversely, the mass cut can be chosen phenomenologically as guided by a particular set of observational constraints.
Here we use the following criteria to constrain the mass cut position: (1) The 'deep ejecta model'; all the materials above the outermost edge of the energy injection region are ejected. The deeper mass cut leads to a larger amount of newly synthesized species ejected at the explosion; therefore this model is regarded as the maximum limit in terms of the amount of newly synthesized elements ejected by the explosion. Since our constraints in the following sections are mostly on the capability of the models to produce a sufficient amount of nucleosynthesis products, this choice allows a conservative constraint on t grow .
To test the uncertainty associated with the choice of the mass cut, we also examine the following case: (2) The 'EMP ratio model'; the masscut is set to reproduce the Ni/Fe ratios observed in the EMP stars. As described in §5.3, it can be assumed that the EMP stars preserve individual CCSN abundance patterns. Therefore, the abundance patterns of the EMP stars have been adopted to constrain the nature of population III or II massive stars and their SN explosions (e.g., Tominaga et al. 2007; Heger & Woosley 2010) . We follow this approach and require that the CCSN ejecta must match the abundance patterns of the EMP stars. However, we note that it is difficult to fine-tune all the abundance patterns of the EMP stars at a single mass cut position . In this study, therefore, we consider the range of the abundance patterns obtained by the two treatments of the masscut reflects the uncertainty. The detail on the result related to the choice of the mass cut is described in §4.2.
NUMERICAL METHOD
Numerical set-up
To simulate the explosion, we employ a 1D Lagrangian code based on blcode 1 , which solves Newtonian hydrodynamics and is a prototype code of SNEC (Morozova et al. 2015) . Basic equations under spherically symmetric configuration as we perform in this paper are given as follows:
where r is radius, M r is mass coordinate, t is time, ρ is density, v is radial velocity, P is pressure, ǫ is specific internal energy,Ṡ is the local energy generation rate per unit mass, and D/Dt ≡ ∂/∂t + v r ∂/∂r. Artificial viscosity by Von Neumann & Richtmyer (1950) is employed to capture a shock. The system of equations (3)-(5) is closed with the Helmholtz equation of state (Timmes & Swesty 2000) , which describes the stellar plasma as a mixture of arbitrarily degenerate and relativistic electrons and positrons, blackbody radiation, and ideal Boltzmann gases of a defined set of fully ionized nuclei, taking into account corrections for the Coulomb effects. It includes a nuclear burning to follow the energy generation, by solving a 21 α-isotope reaction network 2 which is derived from Weaver et al. Ni. For a more accurate assessment of the nucleosythesis, a post-processing analysis is performed with a nuclear reaction network including 640nuclear species as described in Timmes (1999) .
The pre-explosion structure as an input to our simulations is solar-metallicity, non-rotating stellar models obtained by the stellar evolution code MESA (Paxton et al. 2015) . Since the nucleosynthesis from CCSNe can vary significantly across the ZAMS mass range, we generate the 3 pre-explosion models by evolving a zero-age main sequence (ZAMS) star, with the initial mass of 15.0, 20.0, and 25.0 M ⊙ , to the point of the iron core collapse. The final stellar mass is ≈14 M ⊙ in all models. These models cover a range of the initial masses for different type of SNe, including the progenitor of SN 1987A (e.g., Utrobin 2005) . We note, however, that our simulation is not tuned to model any peculiar SNe like SN 1987A. Figure 2 shows the density profiles of the progenitor models. In all the models, the computational domain extends from a minimum radius near the outer edge of the PNS (at the enclosed mass of M r,min ≈ 1.1 − 1.3M ⊙ ) up to the photosphere of the progenitors (at M r,max ≈ 14M ⊙ ). The grid has logarithmic spacing, with 2000 cells in the radial direction. The minimal radius is determined by the location where the electron mass fraction is Ye = 0.48., which we assume to represent the edge of the PNS 3 . In order to check the impact of this choice, we additionally performed simulations where the inner boundary is deeper or shallower by 0.05 M ⊙ , and we found no significant difference in the hydrodynamic behaviors from our reference models. At the inner boundary, we opted to remove the PNS and drive an explosion by injecting energy in the innermost zones ( §3.2 for details).
Method of injecting the energy
Our simulations are performed by injecting the energy into the innermost 20 zones (≡ 0.005M ⊙ , at the outer edge of the PNS). The energy growth timescale (t grow ) and the final energy (E final ), which correspond to the duration and magnitude of these artificial explosions, are treated as free parameters. The energy growth timescale is converted to t exp by eq.(2) and the energy is injected at a constant lateĖ exp = E exp /t exp for t ≦ t exp . To further reduce the number of free parameters, we assume that the energy injection at the innermost region is dominated by the thermal energy (so-called 'thermal bomb'). We setĖ kin /Ė exp ≦ 0.01 (whereĖ kin indicates the kinetic energy content). We note that the energy equitation is quickly reached behind the shock, and thus the result would not be sensitive to the ratio of kinetic energy content; the thermal bomb and piston models provide similar results (Young & Fryer 2007) .
To limit a range of a possible value for t grow , we impose the condition that the pressure of the injected materials (P exp , which is a function of t grow ) must overcome the ram pressure of the infalling progenitor material (P ram ), i.e.,
Here, ρ pg and v pg are the density and velocity of the pre-collapse initial values for the progenitor material at the inner boundary where the energy is injected. For the set of our model parameters, equation (6) leads to the following criterion on t grow ; t grow < 2500 ms. Therefore, we select t grow =10, 50, 100, 200, 250, 400, 500, 1000, 2000 [ms] in our simulations. Finally, in the selected range of t grow , we confirmed that the shock wave propagates through the stellar core to the outer layer. Fig.3 shows the time evolution of the shock wave with t grow = 10 and 1000 ms. It is confirmed that the behavior of the shock wave in the outer layer does not depend on t grow .
To check the effect of the diversity in E final , we inves-
for the 20.0M ⊙ pre-explosion model. The nature of the explosion, particularly in the nucleosynthesis, may be sensitive to E final , and the range of E final can be broad in observed canonical CCSNe, from 0.8 to 3.0 ×10 51 ergs . Note that t grow is defined in a way so that it is independent from E final , since this is the timescale in which the explosion energy is reached to E ref ≡ 10 51 ergs. . The shock wave is successful to propagate through the stellar core to the outer layer for both tgrow. Also, it was confirmed that the behavior of the shock wave in the outer layer does not depend on tgrow.
RESULTS
Dynamics and Abundance distribution
Temperature profiles
In order to describe how hydrodynamical behaviors are affected by the energy growth timescale, we will use the model with M ZAMS = 20M ⊙ and E final = 1.0 × 10 51 ergs as an example throughout §4. How M ZAMS and E final affect the outcomes will be discussed in §5. Figure 4 shows the temperature evolution just behind the shock wave, for t grow =10, 100, 250, 500, 1000 ms. The model with t grow =10 ms is set up to mock up an instantaneous explosion, while the models with t grow ≧500 ms represent a slow explosion. There is a clear difference in the mass coordinate that the shock wave sweeps until the temperature decreases below T ∼ 5 × 10 9 K (shown by the dark gray region). This region undergoes the complete Si-burning (hereafter the complete Si-burning region). In the instantaneous explosion model (t grow =10 ms), a strong shock propagates up to M r ≈ 1.22M ⊙ Figure 4 . The peak temperature evolution behind the shock wave as a function of the enclosed mass Mr, for the energy growth timescale tgrow=10, 100, 250, 500, 1000 msec, for the model with MZAMS = 20M⊙ and E final = 1.0 × 10 51 ergs. The dark-grey region corresponds to T > 5×10 9 K (complete Si-burning region, which is one of the criteria to synthesize 56 Ni), and the light-grey region to 4 × 10 9 < T < 5 × 10 9 K (incomplete Si-burning region).
keeping a high temperature (T > 5 × 10 9 K) to trigger the complete Si-burning. On the other hand, in the slow explosion model (e.g., t grow =1000 ms), the shock is weak, and the temperature decreases to T < 5 × 10 9 K before a shock reaches to M r ≈ 1.10M ⊙ . That is, it is estimated that the complete Si-burning product in the slow explosion model would be by ∼ 0.1M ⊙ less than that in the instantaneous explosion model. This can be understood by the following simplified analytic estimate. For simplicity, we consider that a uniform fireball is created behind the shock wave. We further assume spherical symmetry and a constant expansion (shock) velocity (v shock ). The post-shock region is dominated by radiation and contains the energẏ E exp · t ≦ E exp . Then, the following approximate relation holds for the properties of the shocked region:
where r sh (t) = R Ye=0.48 + v shock · t is the shock radius, and R Ye=0.48 is the radius of the inner boundary (set by Ye= 0.48). Adopting R Ye=0.48 = 10 8 cm and v shock = const. = 10 9 cm s −1 , we estimate that the shock wave can expand to r sh ∼ 3.7 × 10 8 cm with T > 5 × 10 9 K, for the case of t grow = 10 ms, and this estimate is consistent with Woosley et al. (2002) , in which the similar expression is derived for an instantaneous energy deposition. This estimate suggests that the complete Si burning is active until the shock radius reaches to ∼ 3.7 × 10 8 cm, that is, ∼ 270 ms after the initiation of the explosion. Moreover, if t grow ≧500 ms, this radius is reduced to r sh < 2.4 × 10 8 cm, which is smaller than the case of the instantaneous explosion. From this simple analytic relation, it is seen that t grow ∼270 ms is the criterion above which the result becomes different from that found in the instantaneous explosion model, which has been successful to explain many observational data for SNe and the chemical evolution (e.g., Woosley & Weaver 1995) .
Abundance distribution
Fig .5 shows the abundance distribution as a function of the enclosed mass M r for t grow =10, 250 and 1000 msec, with M ZAMS = 20M ⊙ and E final = 1.0×10 51 ergs. The characteristic burning region can be reviewed by the distribution of 56 Ni, 57 Ni, and 28 Si. The model with t grow =10 ms shows the following; (a) 56 Ni and 57 Ni are predominantly synthesized up to M r ∼ 1.22M ⊙ , where the peak temperature reaches to T > 5 × 10 9 K (see Fig.4 ). This region, which contains ∼ 0.2M ⊙ , undergoes the complete Si-burning. (b) 28 Si is abundantly synthesized at the incomplete Si-burning region, which extends from 1.22M ⊙ to ∼ 1.3M ⊙ outside the complete Si-burning region. (c) Beyond 1.3M ⊙ , the pre-SN abundance is largely conserved (no-burning region).
The distributions of these different layers are affected by t grow . The model with t grow =250 ms shows the following; (a) The complete Si burning region is narrower than the model with t grow =10 ms, and extends only up to M r ∼ 1.15M ⊙ . (b) The incomplete Si-burning region extends to M r ∼ 1.22M ⊙ . These distributions are consistent with the regions which reach to T > 5 × 10 9 K and T > 4 × 10 9 K, respectively, in the model with t grow = 250 ms as seen in Figure 4 . (c) Beyond 1.25M ⊙ , the pre-SN abundance is largely conserved.
The abundance distribution is further changed dramatically for the slowest model with t grow =1000 ms; (a) there is virtually no complete Si-burning region (M r 1.1M ⊙ ), and (b) even the incomplete Si-burning region shrinks in the mass coordinate drastically, covering only up to M r ∼ 1.17M ⊙ . Namely, the explosive nucleosynthesis is strongly suppressed due to a decrease in the peak temperature (see Fig.4 and section 4.1.1) for the slowest explosion model. Consequently, (c) almost all the ejecta (M r 1.17M ⊙ ) are composed of pre-SN abundance for the slowest model (t grow =1000 ms). In §4.2, the dependence of the amount of iron peak element on the mass cut position will be discussed based on the results of nucleosynthesis.
Mass cut position
Mass fraction log 10 (X)
Mass fraction log 10 (X) In this study, the fallback of matter onto the compact remnant, which affects the mass and composition of the ejecta, is artificially modeled as a 'mass cut', as described in section 2.2. The uncertainty related to the mass cut is taken into account in the subsequent section 5, where we compare the amount and ratio of each isotope in the ejecta with observations. Here, we discuss the dependence of yields on the mass cut position, M cut . Then, we describe the result of the mass cut position which is constrained phenomenologically with the nucleosynthesis through the Ni/Fe ratio within the ejecta. Note that our model assumes the solar metallicity. Therefore, in order to compare with the EMP stars, here we focus on the region that experienced explosive nuclear burning. By focusing only on this region and omitting the metal content which has already been contained at ZAMS (i.e., solar abundance). We define the region that experienced explosive nuclear combustion by the condition that the peak temperature is T > 1.0×10 9 K. According to this definition, the heavy-element abundance ratios [X/Fe] is given as follows;
where M (X) T peak >1.0×10 9 K is the mass of element under consideration in the region that satisfies T reak > 1.0 × 10 9 K, and (X/Fe) ⊙ is the corresponding ratio at the solar abundance. As seen in Firure 4, the region that satisfies T > 1.0 × 10 9 K converges to ≈ 2M ⊙ regardless of t grow . Figure 6 shows the result of [Ni/Fe] and the mass of 56 Ni as a function of M cut for t grow =10 and 1000 msec. This result assumes that all the materials outside the mass cut position are ejected. The red and blue dotted lines in the figure correspond to the mass cut positions selected in the 'EPM ratio model' and the 'Deep ejecta model', respectively ( §2.2). It can be seen that [Ni/Fe] increases as the mass cut is deeper (i.e., M cut is smaller) for any t grow in the figure. In the SN ejecta, (stable) Ni is dominated by 58 Ni, and Fe is by 54 Fe and the decay product of 56 Ni. Therefore, the ratio of Ni/Fe is expressed roughly by the ratio of 58 Ni /( 56 Ni + 54 Fe) (Jerkstrand et al. 2015) . As seen in Figure 5 , 58 Ni is synsthesised in the innermost region. On the other hand, 56 Ni and 54 Fe are synsthesised in the outer region. Consequently, the fraction of [Ni/Fe] is larger if the mass cut is taken at a deeper position (i.e., M cut is smaller). Figure 6 also shows that the amount of ejected 56 Ni is larger if the mass cut is deeper.
In the case of the 'EPM ratio model', the mass cut position is selected so that the ejecta reproduces the composition of Ni/Fe observed in the EPM stars ([Ni/Fe] = 0.2; e.g., Cayrel et al. 2004) , as this is the constraint we impose. Note that the distribution of the explosive nucleosynthesis products differs for a different value of t grow . Therefore, we adjusted the mass cut position to [Ni/Fe] = 0.2 for each energy growth timescale and for each progenitor models, as shown by the red dotted line in Figure 6 . On the contrary, in the case of the 'Deep ejected model' (in which the mass cut position is chosen to be at the innermost boundary since it is assumed that all the materials outside the surface of PNS are ejected), [Ni/Fe] becomes about unity or even larger, as shown by the blue dotted line in Figure 6 . In this study, we define the edge of the PNS as the location where the electron mass fraction is Ye = 0.48, which is the deepest position that can be taken as a masscut position. The resulting value, [Ni/Fe] ∼ 1 is too large to represent 'normal' SN explosions, as this is inconsistent with the Galactic chemical evolution. Therefore, this deep ejected mass cut should be regarded to be an extreme case, which produces the maximally allowed amount of newly synthesized isotopes. In other words, this case provides an extremely conservative upper limit, when using the amount of nucleosynthesis products to constrain t grow .
As described above, we should note that this masscut position in the 'Deep ejected model' is taken as deep as possible and does not necessarily correspond to the edge of the actual PNS. We summarize in Table 1 the mass cut position adopted for each combination of M ZAMS , E final , and t grow .
In the following discussion, we adopt the 'Deep ejected model' in §5.1 & 5.2 where we are interested in the maximum amounts of the elements/isotopes which can be ejected by each explosion. In §5.3, we use both options on the mass cut to evaluate the uncertainty, in comparing the model predictions to the abundance patterns of the EMP stars. The amount of 56 Ni ejected in individual SNe, which drives supernova brightness, is an important diagnosing indicator of the supernova explosion. It can be measured for many supernovae through light curve analyses with reasonable accuracy (e.g., Hamuy 2003) . A typical amount of 56 Ni thus obtained for well-studied SNe is ∼ 0.07M ⊙ (e.g., SN 1987A, SN 1994I, SN 2002ap; Arnett et al. 1989; Iwamoto et al. 1994; Mazzali et al. 2002) . Recently, the statistical analysis for more than 50 events of CCSNe has also suggested that the amount of 56 Ni is around 0.07M ⊙ at the median (Prentice et al. 2019) . Therefore, in 'typical supernovae', on average ∼ 0.07M ⊙ of 56 Ni should be synthesized. Figure 7 shows the relation between the energy growth timescale t grow and the synthesized 56 Ni mass. The gray line represents the typical 56 Ni mass in individual CCSNe, i.e., 0.07M ⊙ . Note that this figure adopts the deep ejected mass cut model, which is regarded to produce the maximally allowed amount of newly synthesized isotopes (see §2.2 & 4.2). It can be clearly seen that there is a decreasing tendency of M ( 56 Ni) for increasing t grow . For M ZAMS = 15M ⊙ , the models with t grow = 10−100 ms can reproduce the typical 56 Ni mass. For M ZAMS = 20M ⊙ , even the instantaneous explosion model (t grow ∼ 10 ms) does not produce the typical 56 Ni mass. For M ZAMS = 25M ⊙ , 56 Ni is synthesized abundantly, and the condition to produce 0.07M ⊙ of 56 Ni is satisfied with a wide range of t grow (t grow = 10 − 500 ms). Since ∼ 0.07M ⊙ of 56 Ni corresponds to the 'average' mass ejected in various SNe, we can see that the explosion models of t grow = 10 − 500 ms are consistent with the typical 56 Ni mass.
The effect of different final/total energy on the amount of 56 Ni is also shown in Figure 7 . The amount of 56 Ni is mainly determined by t grow , and is insensitive to E final . Most importantly, since the synthesized amount of 56 Ni roughly converges for t grow ≧ 100 ms regardless of E final , it is understood that the synthesis of 56 Ni is roughly determined by the explosion dynamics within 100ms after the initiation of the explosion. This result is roughly consistent with the analytical estimates described in §4.1.1 (see also Maeda & Tominaga 2009 ). Note that we use the model with M ZAMS = 20M ⊙ and E final = 1.0 × 10 51 ergs for this discussion, but we have seen the same effect for M ZAMS = 15M ⊙ and 25M ⊙ .
The decreasing trend of M ( 56 Ni) can be understood as follows. 56 Ni is mainly synthesized by the complete Si-burning at T > 5 × 10 9 K. As can be seen in Fig.4 , the peak temperature reached in the innermost region is decreased for increasing t grow . This is also confirmed by Figure 5 . The argument presented for M ( 56 Ni) strongly supports the rapid explosion (t grow < 500 ms), and especially the best match is found for a nearly instantaneous explosion (t grow 100 ms). This result regarding the 56 Ni production is consistent with the finding by Suwa et al. (2019) , where further discussion is given especially on the connection of the 56 Ni production with the initiation of the explosion.
We should also mention that the 'neutrino-driven wind', which is the mass outflow from the PNS surface, may increase in the amount of 56 Ni (Wanajo et al. 2018 ). However, since the amount of 56 Ni from the neutrino-driven wind is at most 0.005M ⊙ in the literature, this would not strongly affect our conclusions. Consequently, in the slow explosion model (t grow ≧ 1000 ms), it is difficult to explain the broad range of M ( 56 Ni) inferred for normal type II supernovae (0.005 to 0.28 M ⊙ ; Müller et al. 2017) . We conclude that the production of 56 Ni is a strong constraint on the CCSN explosion mechanism; the slow explosion mechanism (t grow 1000 ms) would be inconsistent with observations for the typical CCSNe, for any progenitor masses and explosion energies.
44
Ti and 57 Ni produced in SN1987A Production of radioactive nuclei (such as 44 Ti and 57 Ni), which are assembled in the innermost region of an SN explosion, is sensitive to the condition in the innermost region of the exploding star, and is then sensitive to the dynamics of the SN explosion in the earliest phase. In addition to 56 Ni, 44 Ti and 57 Ni can be detected directly or indirectly in some SNe and young SN remnants. This is the case for SN 1987A. The observational properties of SN 1987A have been extensively studied (e.g., Woosley 1988; Arnett et al. 1989; Shigeyama & Nomoto 1990; Kozma & Fransson 1998a; Kozma & Fransson 1998b; Seitenzahl et al. 2014) . They provide observational estimates for the ejected masses of 57 Ni and 44 Ti. In this section, we discuss the appropriate timescale which must have been realized in the explosion of SN 1987A, as the best-studied CCSN, by comparing the synthesized masses of 44 Ti and 57 Ni in our models to the observational estimates. For the observational estimates, we adopt those provided by Seitenzahl et al. (2014) , which were obtained from a least square fit of the synthesized light curve (with different amounts of 57 Ni and 44 Ti) to the bolometric light curve of SN 1987A. We note a caveat in our analysis; our simulation is not tuned to model SN 1987A. While our study covers a range of the initial masses (15 − 25M ⊙ ), the progenitor of SN1987A might evolve in a non-standard way (∼ 15 − 20M ⊙ ; see, e.g., Shigeyama & Nomoto 1990; Podsiadlowski et al. 2007 ). Therefore, while this would not strongly affect our conclusions, the constraint in this section should be regarded as being qualitative. Figures 8 and 9 show the relation between the energy growth timescale t grow and the synthesized 57 Ni and 44 Ti masses. The gray regions in the figures correspond to the observational estimate (M ( 57 Ni) = 0.0041 ± 0.0018M ⊙ , and M ( 44 Ti) = 0.55 ± 0.17 × 10 −4 M ⊙ ; Seitenzahl et al. 2014) . For both of 44 Ti and 57 Ni, we find there is a clear decreasing trend for increasing t grow similarly to the case of 56 Ni. Furthermore, the synthesized mass deviates from the observational estimates of SN 1987A, as t grow increases. as shown in Figure 9 . Figure 9 shows that the synthesized amount of 57 Ni ( 44 Ti) converges for t grow ≧ 100 ms. This result is attributed to the decrease in the peak temperature in the central region (Figs.4 & 5) , following the same discussion for 56 Ni. The iron group elements are mainly produced through the complete/incomplete Si-burning, which takes place in the innermost region with a very high temperature.
We should mention that our model can only marginally explain the mass of 44 Ti even for the best case with small t grow . As mentioned above, the result may be influenced by M ZAMS , and the influence is not monotonous to M ZAMS (see Figure 8 ). Therefore, M ZAMS , which is optimal for reproducing the observation of SN1987A, may exist in the parameter not adopted by this study. Furthermore, multi-dimensional effects in the explosion may also be a key in the synthesis of 44 Ti; for example, a jet-like explosion is suggested to increase the amount of 44 Ti (Nagataki et al. Figure 9 . Same as Fig.8 , but for dependence on E final (for given MZAMS = 20M⊙).
1998; . However, these effects would not be sufficiently strong to remedy the large discrepancy we find here. Indeed, the jet-like explosion can lead to the high ratio of 44 Ti/ 56 Ni, but the mass of 44 Ti itself tends to decrease for a decreasing amount of 56 Ni (Maeda & Nomoto 2003) 4 . Consequently, a combined analysis of 57 Ni, 44 Ti and 56 Ni is taken as a strong constraint; the slow explosion mechanism (especially t grow 1000 ms) is disfavored to explain the properties of SN 1987A.
Comparison to the abundances of the extremely metal-poor stars
In the early phase of the galaxy formation when the metallicity was still low, the entire galaxy was not yet chemically mixed substantially. Therefore, a local metal abundance of the gas is believed to be represented by a single supernova event (e.g., Audouze & Silk 1995) . Low mass stars formed in such an early phase of the galaxy formation survive until today, and they are observed as extremely metal-poor (EMP) stars. We can, therefore, assume that the EMP stars preserve abundance patterns of individual CCSNe in the early Universe. This strategy has been adopted to constrain the nature of population III or II massive stars and their SN explosions (e.g., Tominaga et al. 2007; Heger & Woosley 2010) . We follow this approach, by requiring that the typical CCSN yields should be consistent with the abundance patterns of the EMP stars, and consider to constrain the explosion mechanism of 'typical supernovae'.
In this section, by comparing our results to [X/Fe] observed in the EMP stars (i.e., [Fe/H] −2.5), we aim at constraining an appropriate range of t grow . Note that our model assumes the solar metallicity. Therefore, here we focus on the elements produced via explosive burning, which tend to be insensitive to the progenitor metallicity (see Figure 1 -5 in Kobayashi et al. 2006) , noting that we omit the metal content already having existed at ZAMS (see section 4.2). Despite the caveat, this is a useful exercise; if the range of t grow would turn out to be completely inconsistent with the EMP star constraints, even with the additional parameters (M ZAMS , E final and metallicity Z ZAMS ), such a model should still experience a major difficulty in reproducing the abundances of the EMP stars.
Here, we consider the elements from Mn to Zn. As discussed in the later section 6, the composition of the light elements (Ti, Cr) turn out to be relatively insensitive to t grow , compared to other parameters. This section focus on Mn, Co, and Zn which are sensitive to t grow . Figures  10-12 show the heavy-element abundance ratios [X/Fe] as a function of the energy growth timescale t grow . The instantaneous explosion model (t grow 100 ms) reproduces observational data fairly well. On the contrary, the slow explosion model (t grow 400 ms) results in the abundance ratios totally different from those observed in the EMP stars. In the following subsections, we discuss the details for each element. Figure 10 shows the relation between the energy growth timescale and [Zn/Fe]. The gray region in the figure corresponds to −0.2 <[Zn/Fe]< 0.6, which is the range observed for the EMP stars (McWilliam et al. 1995; Ryan et al. 1996; Cayrel et al. 2004; Honda et al. 2004) . The error bar corresponds to the uncertainty due to the amount of fallback, i.e. the mass cut position. The instantaneous explosion model (t grow = 10-50 ms) is consistent with [Zn/Fe] observed for the EMP stars. (McWilliam et al. 1995; Ryan et al. 1996; Cayrel et al. 2004; Honda et al. 2004 ). For each model, there are two model yields as shown by the filled circles connected by a line with the same color, for the two choices of the mass cut (see section.2.2). We regard this range as a model uncertainty in this analysis.
Zn
We can see that the production of Zn is very sensitive to t grow . If t grow ≥ 400 ms, there is virtually no production of Zn, resulting in [Zn/Fe] −3 and thus a large discrepancy from the observations. While we have tested different values of M ZAMS and the mass cut position, as seen in Figure 10 , this large difference is not remedied by changing these parameters. In addition, within our formalism, E final does not affect the value of [Zn/Fe] as also shown in Figure 10 .
Dependence of [Zn/Fe] on the electron fraction Ye (that is, implicitly the metallicity of the progenitor) may require further consideration. For larger Ye (∼ 0.5), the amount of 64 Ge (→ 64 Zn) will be enhanced, and likewise 56 Ni (→ 56 Fe) production will be enhanced. Therefore, the resulting ratio of Zn/Fe depends to some extent on Ye but not strongly. Kobayashi et al. (2006) indicate that this effect of the initial metallicity on [Zn/Fe] is within ±0.2. Thus, this discrepancy would not be remedied by simply changing the metallicity of the progenitor. This tendency can be understood as follows. In the model, Zn is dominated by 64 Zn as a decay product of 64 Ge. This isotope is mainly produced through the α-rich freeze-out, which takes place in the innermost region with the very high temperature. Therefore the production of Zn is suppressed for the slow explosion. Consequently, we conclude that Zn/Fe is an important indicator of the explosion mechanism, as it responds sensitively to the nature of the explosion in the central region.
Co and Mn
The relation between t grow and [Mn/Fe] is shown in Figure 11 . The same for [Co/Fe] is shown in These elements, Mn and Co, are dominated by the decay products of 55 Co and 59 Cu, respectively. 59 Cu is an isotope with neutron excess, and synthesized mainly by the complete Si-burning in the deepest layer of the ejecta. Following our discussion on the extent of different burning layers ( §4.1.2), the production of Co (and, thus, [Co/Fe] ) is suppressed for the slow explosion model. In contrast, 55 Co is also an isotope with neutron excess but formed through the incomplete Si-burning in the outer layer. [Mn/Fe] is increased for increasing t grow , due to the suppression in the production of 56 Ni.
Despite the ambiguity in M ZAMS and E final , this general trend will not be altered significantly by adopting a range of these parameters, as seen in Figures 11 and 12 . Regarding the ambiguity in Ye (that is, implicitly the metallicity of the progenitor), both of 55 Co and 59 Cu are neutron rich isotopes, so both of [Mn/Fe] and [Co/Fe] will tend to be smaller for larger Ye. Therefore, a better match to both isotopes by changing Ye would never be obtained. These opposite trends strongly support the rapid explosion model (t grow 250 ms). In summary, we conclude that Mn/Fe and Co/Fe are important indicators which reflect the nature of the explosion regardless of the natures of the progenitor stars (i.e., mass M ZAMS and metallicity Z ZAMS ).
SUMMARY AND DISCUSSION
In this paper, we have studied the CCSN explosive nucleosynthesis by parameterizing the nature of the explosion mechanism by the timescale t grow . t grow is defined as the energy growth timescale in which the explosion energy is reached to 10 51 ergs since the initiation of the explosion. By using 1D-hydrodynamics and nucleosynthesis calculations, we have shown how the nucleosynthesis products are affected by t grow . We have then compared our numerical results to various observational constraints; the masses of 56 Ni derived for typical CCSNe, the masses of 57 Ni and 44 Ti observed for SN 1987A, and the abundance patterns observed in extremely metalpoor stars. We find that these observational constraints are consistent with the 'rapid' explosion (t grow < 250 msec), and especially the best match is found for a nearly instantaneous explosion (t grow 50 msec). The discrepancy is larger for larger t grow . Indeed, the synthesis of Fe-group elements is roughly determined by the explosion dynamics within 100 msec after the initiation of the explosion. Even if we take into account the uncertainties in the natures of the progenitor (e.g., ZAMS masses M ZAMS and metallicity Z ZAMS ), it is very unlikely that the slow explosion model (t grow 1000 msec) can satisfy all these constraints. Therefore, as a robust conclusion, the slow explosion mechanism (t grow 1000 msec), which is seen in recent ab-initio simulations, is strongly disfavored as an explosion mechanism of typical CCSNe (Figure 14) .
The final energy of the explosion (E final ) has been adopted from the canonical value (E ref ≡ 10 51 ergs) to twice the value in this paper. Observationally, there is a broad range of E final in CCSNe. Note that t grow is defined in a way so that it is independent from E final ; this is the timescale in which the explosion energy is reached to E ref ≡ 10 51 ergs since the initiation of the explosion. Namely, t grow can be translated to the en-ergy deposition rateĖ exp through a one-to-one relation regardless of E final . For each progenitor model with the binding energy E bind , the energy deposition rateĖ exp is therefore obtained asĖ exp ≡ (E ref + |E bind |)/t grow . If the timescale of the explosion is defined this way, then the slow model (t grow 1000 msec) for M ZAMS = 20M ⊙ representsĖ exp < 1.31 × 10 51 erg s −1 , and our analysis rejects such models to represent the typical CCSNe explosion mechanism.
We emphasize that the amount of Fe-peak elements produced by our models converges for t grow ≧ 100 msec. Therefore, it is understood that the synthesis of 56 Ni (and generally the complete Si burning products) is roughly determined in the explosion dynamics within 100msec after the initiation of the explosion. Namely, the need of the 'rapid' explosion means that the explosion mechanism should realize the rapid increase of the explosion energy within the first 100 msec (Figure 14) ; the later evolution is indeed not important in terms of the Fe-peak element synthesis. This result is consistent with the analytical estimate described by Maeda & Tominaga (2009) ). The further discussed the dependence of M ( 56 Ni) on E exp andĖ exp analytically. For a given E exp , M ( 56 Ni) is saturated above a certain critical value ofĖ exp . Below the critical value (Ė cr ), M ( 56 Ni) is smaller for smallerĖ exp . This critical value here (Ė cr ) is given byĖ cr,51 (E exp ) = (2.9/T 9 ) −10/3 ρ −1/2 6 E 2/3 exp,51 , wherė E cr,51 =Ė cr /10 51 erg/s, E exp,51 = E exp /10 51 erg, T 9 = T /10 9 K and ρ 6 = ρ/10 6 g · cm −3 . By noting thaṫ E(t) = E(t)/t, where E(t) is the energy released by time t, we can draw a dividing line in the t − E plain which characterize the evolution of the explosion energy growth ( Figure 14) ; below this line, the production of 56 Ni (and Fe-peaks) is suppressed as compared to the instantaneous explosion. This line is defined as E exp = (2.9/T 9 ) −10 ρ −3/2 6 ·t 3 . The present conclusion can then be rephrased as follows; the energy growth must be sufficiently rapid so that the production of 56 Ni (and Fepeaks) is saturated to the value expected in the instantaneous explosion. Otherwise, the production of these elements/isotopes is suppressed as compared to the instantaneous explosion, leading to the discrepancies to various observations. Therefore, in testing the validity of the ab-initio simulations in view of the nucleosynthesis yields, a focus must be placed on the evolution of the energy in the first ∼ 100 msec after the initiation of the explosion (Figure 14) .
To further expand the discussion in §5.3 for the abundances of the EMP stars, here we discuss the abundance of Ti and Cr. The lighter elements from O to Ca are not discussed here; these elements are mainly included in the outer layer, and thus the abundance ratio of (some of) these elementals to iron can be highly dependent not only on their fraction but also the iron fraction at ZAMS (i.e., metallicity). The dependences of [Ti/Fe] and [Cr/Fe] on t grow are shown in Figure 13 . For both Ti and Cr, the ratios are relatively insensitive to t grow , and they are affected more substantially by the progenitor mass M ZAMS and the mass cut position. Here, Figure 13 shows that the [Ti/Fe] realized in our model is below the observational constrain, which cannot be improved by changing our parameters (t grow , E final , M ZAMS , and mass cut position). As described in the discussion for 44 Ti in §5.2, this may be remedied by a jetlike explosion with high entropy (Nagataki et al. 1998; . This is indeed a problem generally seen Galactic chemical evolution study (Kobayashi et al. 2006) . It is anyway concluded that the ratio of Ti and Cr to iron is insensitive to the nature of the explosion, especially to the explosion timescale t grow . In summary, we conclude that considering these ratios would not alter our conclusions. Indeed, we emphasize that these ratios are inappropriate to be an indicator of the explosion mechanism.
Our findings are summarized as follows:
1. The amount of synthesized 56 Ni serves as a strong constraint on the CCSN explosion mechanism (which confirms the suggestion by Suwa et al. 2019 ); the slow explosion mechanism (that is, an increase of t grow ) tends to suppress the production of 56 Ni and would not satisfy various observational constraints, even taking into account the main uncertainties, such as the mass-cut position, M ZAMS and E final . Especially, the argument related to M ( 56 Ni) strongly supports the rapid explosion (t grow < 500 msec), and the models with t grow 1000 msec would never explain the nature of typical CCSNe. The amount of synthesized 56 Ni is important for diagnosing the explosion timescale t grow .
2. In view of the observational properties of SN1987A, we have found that the masses of synthesized 57 Ni and 44 Ti provide strong constraints to the CCSN explosion mechanism; the instantaneous explosion model (t grow 100 msec) can roughly satisfy these constraints, while the increase of t grow tends to suppress the synthesized amounts of these isotopes. Note that this simulation is not tuned to mimic SN1987A and multi-dimensional effects in the explosion may also be a key in the synthesis of 44 Ti (Nagataki et al. 1998; . However, we find that combined analysis of 56 Ni, 57 Ni, and 44 Ti strongly disfavors the slow explosion model with t grow 1000 msec as the CCSNe explosion mechanism. 3. By comparing the model yields to [Zn, Co, Mn/Fe] of the EMP stars, we have found that the discrepancy from the observational properties is more significant for larger t grow . These abundance patterns in the EMP stars strongly support the instantaneous explosion model (t grow 50 msec); the slow explosion mechanism (especially t grow 1000 msec) is unable to explain the chemical enrichment in the Galaxy. While we have tested different values of M ZAMS , E final and the mass cut position, this large difference could not be remedied by changing these parameters. Indeed, the different trends (either increasing or decreasing) as a function of t grow for some elements' ratios (e.g., [Mn/Fe] vs. [Co/Fe]) as a function of t grow make it nearly impossible to remedy the discrepancy found for the slow explosion models by changing these parameters. Consequently, we suggest that Zn/Fe, Mn/Fe, and Co/Fe are important indicators for the nature of the explosion. In addition, we also suggest that the ratio of either Ti or Cr to Fe would not be a good indicator for the explosion mechanism.
While our analysis is based on various simplifications following the classical thermal bomb-type simulations, we believe that our conclusions are robust. Indeed, the classical thermal bomb models have been very successful in explaining the basic features of the SN nucleosynthesis and the Galactic chemical evolution ( §1 and references therein). The success of the new generation '1D calibrated' neutrino-driven models can be naturally understood as the outcome of the rapid explosion, in terms of the explosion timescale. Therefore, requiring the rapid explosion is a simple and straightforward solution for the SN mechanism to satisfy all these constraints, without fine tuning. Rather, it will be extremely fine-tuning if one would try to satisfy all the observational constraints in the context of the slow explosion. Figure 14 . Summary of our results in terms of the time evolution of the explosion energy. The x-axis corresponds to time after the initiation of the explosion, and y-axis to the explosion energy Eexp generated by that moment. The gray dotted and dashed lines show the time evolution of the explosion energy by Sukhbold et al. (2016) ('artificial' explosion) and that by Takiwaki et al. (2016) (ab-initio explosion), respectively. The hatched region shows the region where the production of the Fe-group elements is suppressed as compared to the instantaneous explosion, following an analytic treatment by Maeda & Tominaga (2009) . The slow model (tgrow ≥ 1000 msec), which corresponds toĖexp ≦ 1.3 × 10 51 erg s −1 in our formalism, is rejected as the typical CCSNe explosion mechanism.
Our results are summarized in Figure 14 . Figure  14 illustrates various observational constraints on the energy-time plane. The gray dotted and dashed lines show the time evolution of the explosion energy by Sukhbold et al. (2016) ('artificial' explosion) and that by Takiwaki et al. (2016) (ab-initio explosion), respectively. The hatched region shows the region where the production of the Fe-group elements is suppressed as compared to the instantaneous explosion, following an analytic treatment by Maeda & Tominaga (2009) . It is seen that the region in the evolution of the explosion energy we reject from the present study is largely overlapping with their estimate. Figure 14 shows that energy growth must be sufficiently rapid so that its history passes above this hatched region. Otherwise, the peak temperature will already fall below 5 × 10 9 K when reaching to this region, and subsequent energy growth will not affect the iron group element synthesis. Therefore, Figure 14 shows that the nucleosynthesis yields are characterized by the energy generation in the first ∼100 msec after the initiation of the explosion. It is thus naturally understood that the observational success of the new generation '1D calibrated' neutrino-driven models is the outcome of the rapid explosion. On the other hand, the slow mechanism (t grow = 1000 msec), which is suggested by the recent ab-initio simulations, passes through the region in the evolution of the energy which does not satisfy the observational constraints.
In summary, various observational constraints are consistent with the 'rapid' explosion (t grow ≦ 250 msec), and especially the best match is found for a nearly instantaneous explosion (t grow 50 msec). Our finding places a strong constraint on the explosion mechanism; the slow mechanism (t grow 1000 msec), which is suggested by recent ab-initio simulations, is rejected from these constraints ( Figure 14) . We emphasize that we are not arguing against the standard framework of the delayed neutrino explosion scenario. We rather suggest that there must be a key ingredient still missing in the ab-initio simulations, which should lead to the rapid explosion. .48 is adopted as the mass cut position in the 'Deep ejected model '. b Mcut,X corresponds to the mass cut position in mass coordinate (Mr), in the 'EPM ratio model' for tgrow= X ms.
