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Abstract: The goal of this paper is to study the path-following method for univariate polyno-
mials. We propose to study the complexity and condition properties when the Newton method
is applied as a correction operator. Then we study the geodesics and properties of the condition
metric along those curves. Last, we compute approximations of geodesics and study how the
condition number varies with the quality of the approximation.
Key words: univariate polynomial, path-following method, condition number, geodesic approx-
imation.
1 Introduction
The path-following method is known under a number of different names: homotopy method,
numerical path-following, prediction-correction method, continuation method,... The basic idea
is to find a path in the space of problems joining the problem we want to solve to a problem
which is easy to solve and has the same structure. Then we follow the path starting from the
easy problem and we use a correction operator to compute the solutions of the problems along
the path. Finally, we end with an approximation of the solution to the problem we want to
solve. This is a widely used method in optimization and system solving, as well as for interior-
point methods. We refer to [1] for a general presentation. Here the problem we consider is
root-finding for univariate polynomials. The complexity of this "king of methods" is linked to
the conditioning of the polynomials along the chosen path, as shown in the work of Shub, Smale
and many others. We refer to the survey by Dedieu [2] for this part. Recently, for linear systems,
Beltran, Dedieu, Malajovich, and Shub studied geodesics for the condition metric (and proved
some convexity results).
This work focuses on some aspects of the path-following method applied to the particular case
of univariate polynomial root-finding. In Section 2, we review some basic notions and notations
that we will use throughout this paper, such as Bernstein polynomials, polynomial resultant and
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2discriminant, we also review some elements of differential geometry. Then we introduce condition
number for a univariate polynomial, and we also review the Newton method for univariate
polynomials. Next, we study geodesics from the definition and some examples, and we give the
definitions of condition metric. We give some examples about the condition length of different
curves in a space of polynomials and we derive conjectures on the approximation of geodesic with
respect to the condition length. In this work, we want to approximate condition geodesics by
Bézier curves. We, therefore, need to study and compute the condition length of a bézier curve.
To do the numerical computations in Matlab for the condition length of a Bézier curve, we give
the definition of general Bézier curve and its derivative, and prove the differentiability and twice
differentiability of the condition length. All of this is presented in Section 3. Finally, in Section
4, we study the approximations of geodesics. We compute the length of condition geodesics
approximated by Bézier curves in the space of univariate polynomials of finite degree. This is
done through a minimization process. We study two cases: the space of univariate polynomials
of degree 2 and the space of univariate polynomials of degree 3. We end by studying the link
between the complexity (the number of steps, required by the prediction-correction method) and
the condition length of a curve to explain why it is interesting to study the condition metric.
2 Preliminaries
We start by reviewing some notations and basic notions that will be needed later. Denote as
R [t]d the vector space of real polynomials of degree less than or equal to d. Then we have the
definition of Bernstein polynomials and some properties (refer [5, Chapter 1]).
Definition 1. Bernstein polynomials
Let d ∈ N and let i ∈ {0, . . . , d}, we define
bi,d(t) =
(
d
i
)
(1− t)d−i ti, (1)
where
(
d
i
)
= d!i!(d−i)! are the binomial coefficients.
Proposition 1. {b0,d, b1,d, . . . , bd,d} is a basis of R [t]d, where bi,d, i = 0, . . . , d are defined as in
(1).
Corollary 1. Every polynomial parametrization of a curve can be seen as a Bézier parametriza-
tion.
Denote as C [z]n the vector space of complex polynomials of degree less than or equal to n.
3Consider
p(z) = zn + an−1zn−1 + . . .+ a1z + a0, (2)
where ai ∈ C, i = 0, 1, . . . , n− 1 (here an = 1).
Then we have
p′(z) = nzn−1 + (n− 1)zn−2 + . . .+ 2a2z + a1.
Definition 2. Let u(z) =
m∑
j=0
ujz
j , v(z) =
n∑
j=0
vjz
j in C [z]. The Sylvester matrix associated
with u and v is
S(u, v) =

um um−1 um−2 . . . u1 u0 0 . . . . . . 0
0 um um−1 um−2 . . . u1 u0 0 . . . 0
...
...
0 . . . 0 um um−1 um−2 . . . u1 u0
vn vn−1 vn−2 . . . v1 0 . . . . . . 0
0 vn vn−1 vn−2 . . . v1 0 . . . 0
...
...
0 0 . . . 0 vn vn−1 vn−2 . . . v0

∈ C(m+n)×(m+n)
Definition 3. The resultant R(u, v) of two polynomials is the determinant of the associated
Sylvester matrix:
R(u, v) = det (S(u, v)) .
Then we have the definition of the Resultant and the Discriminant of p(z).
Remark 1. The Resultant R(p, p′) of p(z) (defined in (2)) and its derivative is the determinant
of the (2n− 1)× (2n− 1) Sylvester matrix, given by
R(p, p′) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 an−1 an−2 . . . a1 a0 0 . . . . . . 0
0 1 an−1 an−2 . . . a1 a0 0 . . . 0
...
...
0 . . . 0 1 an−1 an−2 . . . a1 a0
n (n− 1)an−1 (n− 2)an−2 . . . a1 0 . . . . . . 0
0 n (n− 1)an−1 (n− 2)an−2 . . . a1 0 . . . 0
...
...
0 0 . . . 0 n (n− 1)an−1 (n− 2)an−2 . . . a1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(3)
4Definition 4. The discriminant D(p) of p(z) is given by
D(p) = (−1)n(n−1)2 R(p, p′). (4)
Throughout this paper, we use the notations: C(I), with I ∈ R, be the class of real continuously
differentiable functions; and [0, l] = I, where l ∈ R. We also denote as S a regular and oriented
surface; Tp(S) is the tangent space to S at point p ∈ S.
We refer to [4] to review some more preliminary notations. Let x : U ⊂ R2 → S be a parametriza-
tion in the orientation of S, consider a parametrized curve α(t) = x (u(t), v(t)), t ∈ (−, ),
p = α(0) = x (u(0), v(0)) and N is the normal vector to S at p. Let xu and xv be the derivatives
of x. By expressing the derivatives of the vectors xu, xv and N in the basis {xu, xv, N}, we
obtain
xuu = Γ
1
11xu + Γ
2
11xv + L1N,
xuv = Γ
1
12xu + Γ
2
12xv + L2N,
xvu = Γ
1
21xu + Γ
2
21xv + L¯2N, (5)
xvv = Γ
1
22xu + Γ
2
22xv + L3N,
Nu = a11xu + a21xv,
Nv = a12xu + a22xv,
(with denote as L¯2 the conjugate of L2)
where the values of aij are obtained from:
a11F+a21G = 〈Nu, xv〉 , a12E+a22F = 〈Nv, xu〉 , a11E+a21F = 〈Nu, xu〉 , a12F+a22G = 〈Nv, xv〉 .
E, F , and G are determined by
E = 〈xu, xu〉 , F = 〈xu, xv〉 , G = 〈xv, xv〉 ,
and are the coefficients of the first fundamental form in the basis {xu, xv} of Tp(S). The coeffi-
cients Γkij , i, j, k = 1, 2, are called the Christoffel symbols of S in the parametrization x. Since
xuv = xvu, we imply that Γ112 = Γ121 and Γ212 = Γ221.
By taking the inner product of the first four relations in (5) with N , we obtain L1 = e,
L2 = L¯2 = f and L3 = g, where e, f , g are the coefficients of the second fundamental form of
5S, as follows
e = −〈Nu, xu〉 = 〈N, xuu〉 ,
f = −〈Nv, xu〉 = 〈N, xuv〉 = 〈N, xvu〉 = −〈Nu, xv〉 ,
g = −〈Nv, xv〉 = 〈N, xvv〉 .
To determine the Christoffel symbols, we take the inner product of the first four relations in (5)
with xu and xv, obtaining the system Γ111E + Γ211F = 〈xuu, xu〉 = 12Eu,Γ111F + Γ211G = 〈xuu, xv〉 = Fu − 12Ev,
 Γ112E + Γ212F = 〈xuv, xu〉 = 12Ev,Γ112F + Γ212G = 〈xuv, xv〉 = 12Gu, Γ122E + Γ222F = 〈xvv, xu〉 = Fv − 12Gu,Γ122F + Γ222G = 〈xvv, xv〉 = 12Gv.
We next give the definition of a vector field.
Definition 5. A vector field in an open set U ∈ R2 is a map which assigns to each q ∈ U a vector
w(q) ∈ R2. The vector field w is said to be differentiable at q ∈ U if, for some parametrization
x(u, v) at q, the functions a(u, v) and b(u, v) given by
w(q) = a(u, v)xu + b(u, v)xv,
are differentiable functions at q.
Then we recall the definition of the covariant derivative of a vector field.
Definition 6. [4, Definition 1, p. 238] Let w be a differentiable vector field in an open set U ∈ S
and p ∈ U . Let y ∈ Tp(S). Consider a parametrized curve
α : (−, )→ U,
with α(0) = p and α′(0) = y, and let w(t), t ∈ (−, ), be the restriction of the vector field w
to the curve α. The vector obtained by the normal projection of dwdt (0) onto the plane Tp(S) is
called the covariant derivative at p of the vector field w relative to the vector y. This covariant
derivative is denoted by Dwdt (0) or Dyw(p).
To show that covariant differentiation is a concept of the intrinsic geometry and that it does not
depend on the choice of the curve α, we shall obtain its expression in terms of a parametrization
6x(u, v) of S in p. Let x (u(t), v(t)) = α(t) be the expression of the curve α and let
w(t) = a (u(t), v(t))xu + b (u(t), v(t))xv = a(t)xu + b(t)xv
be the expression of w(t) in the parametrization x(u, v). Then
dw
dt
= a
(
xuuu
′ + xuvv′
)
+ b
(
xvuu
′ + xvvv′
)
+ a′xu + b′xv,
where prime denotes the derivative with respect to t.
Since Dwdt is the component of
dw
dt in the tangent plane, we use the expression (5) for xuu, xuv
and xvv, and by dropping the normal component, we obtain
Dw
dt
=
(
a′ + Γ111au
′ + Γ112av
′ + Γ112bu
′ + Γ122bv
′)xu+(b′ + Γ211au′ + Γ212av′ + Γ212bu′ + Γ222bv′)xv.
(6)
Definition 7. [4, Definition 4, p. 240] Let w be a differentiable vector field along α : I → S.
The expression of Dwdt (t), t ∈ I, is well defined and is called the covariant derivative of w at t.
Definition 8. [4, Definition 5, p. 241] A vector field w along a parametrized curve α : I → S
is said to be parallel if Dwdt (t) = 0 for every t ∈ I.
Now we review some definitions about polynomial root-finding: condition number and iterative
method.
2.1 Condition number
Let p(x) be a univariate polynomial of degree d in the space of real polynomials: p(x) =
d∑
i=0
aix
i.
Suppose that α is a root of p(x). Set p˜(x) =
d∑
i=0
|ai|
∣∣xi∣∣. We define the condition number for
polynomial p(x) as follows:
µ(p, α) =
|p˜(α)|
|α| |p′(α)| (7)
(refer to [3] for more details)
Remark 2. To understand more, we consider the simple case where p(x) = x2 + bx + c. This
polynomial has two roots, denoted as α and β. Then we compute the condition number (7) and
we obtain:
µ(p, α) =
|α|2 + |b| |α|+ |c|
|α| |2α+ b| =
|α|2 + |−α− β| |α|+ |αβ|
|α| |2α− α− β| =
|α|+ |α+ β|+ |β|
|α− β|
Since µ→∞ when α = β, we conclude that polynomials with close roots are ill-conditioned.
72.2 Newton method for univariate polynomials
Given a polynomial p(x) ∈ R [x] and its derivative p′(x), we begin with a first guess x0 which is
closed enough to a root of the polynomial p. The next iterate x1 is defined as
x1 = x0 − p(x0)
p′(x0)
The process is repeated as
xn+1 = xn − p(xn)
p′(xn)
until sufficient accuracy is reached.
3 Geodesics and properties of the condition metric
A geodesic is a locally length-minimizing curve. Geodesics depend on the chosen metric. There
are many definitions of geodesics. We refer to [4] for the following presentation.
Definition 9. [4, Definition 8, p. 245] A nonconstant, parameterized curve γ : I → S is said to
be a geodesic at t ∈ I if the field of its tangent vectors γ′(t) is parallel along γ at t, that is
Dγ′(t)
dt
= 0,
γ is a parameterized geodesic if it is a geodesic for all t ∈ I.
The notion of a geodesic is clearly local. Now we consider the definition of geodesic to subsets
of S that are regular curves.
Definition 10. [4, Definition 8a, p. 246] A regular connected curve C in S is said to be a
geodesic if, for every p ∈ S, the parameterization α(s) of a coordinate neighborhood of p by the
arc length s is a parameterized geodesic; that is, α′(s) is parallel vector field along α(s).
Example 3.1. Geodesics in Euclidean space
For the Euclidean metric, geodesics are line segments.
Example 3.2. Geodesics on the sphere
The great circles of a sphere S2 are geodesics. Indeed, the great circles C are obtained by
intersecting the sphere with a plane that passes through the center O of the sphere. The
principal normal at the point p ∈ C lies in the direction of the line that connects p to O because
C is a circle of center O. Since S2 is a sphere, the normal lies in the same direction, which
verifies our assertion.
8Through each point p ∈ S and tangent to each direction in Tp(S) there passes exactly one great
circle, which is a geodesic. Therefore, by uniqueness, the great circles are the only geodesics of
a sphere.
(a) Great circle (b) A triangle geodesic ABC
Figure 1: Geodesics on the sphere
Example 3.3. Geodesics on the Poincaré plane
Consider the Poincaré plane. The sequence of arrows indicates how a tangent vector is rotated
upon parallel transport along the curve. Vertical lines are geodesics, as are all semicircles which
intersect the horizontal axis at a right angle.
Figure 2: Geodesics on the Poincaré plane
9From the definition of condition number (see in (7)), we give the definitions of the condition
metric specific to some different cases. The general idea is that the condition metric should how
large near the singular locus of the problem. When defining the condition metric, we essentially
divide the Euclidean metric by the distance to the nearest singular system. See some examples
below for more details.
Example 3.4. Denote as X = R2 \ {(00)}, consider x = (x1x2), y = (y1y2) . We consider the
distance d1 : X ×X → [0,∞) by
d1(x, y) = (x1 − y1)2 + (x2 − y2)2,
The singular locus here is 0¯ =
(
0
0
)
. The condition number of x ∈ X is exactly the distance
between x and 0¯, given by
cdn(x) = d1(x, 0¯) = x
2
1 + x
2
2,
The Euclidean metric d : X ×X → [0,∞) is given by
d(x, y) =
√
(x1 − y1)2 + (x2 − y2)2.
Then we define the condition metric dk : X ×X → [0,∞) by
dk(x, y) =
d(x, y)
cdn(x− y) =
√
(x1 − y1)2 + (x2 − y2)2
(x1 − y1)2 + (x2 − y2)2 =
1√
(x1 − y1)2 + (x2 − y2)2
.
Therefore the condition norm on X is given by
‖x‖k =
d(x, 0¯)
cdn(x)
=
1√
x21 + x
2
2
, (8)
(See Example 3.7 for using this norm.)
Example 3.5. Denote as R [x]2 the space of real univariate polynomials of degree 2, consider
p = x2 + p1x+ p2 and q = x2 + q1x+ q2. In term of vectors, p =
(
p1
p2
)
and q =
(
q1
q2
)
. We consider
the distance d : R [x]2 × R [x]2 → [0,∞) by
d(p, q) =
∣∣∣∣√(p1 − q1)2 − 4 |p2 − q2|∣∣∣∣ ,
Then the condition number of p is exactly the distance from p to the singularity 0¯ =
(
0
0
)
on
R [x]2, is given by
cdnc(p) = d(p, 0¯) =
∣∣∣∣√p21 − 4p2∣∣∣∣ .
10
The Euclidean metric d : R [x]2 × R [x]2 → [0,∞) is given by
d(p, q) =
√
(p1 − q1)2 + (p2 − q2)2,
Then we can define the condition metric on R [x]2 by
dc(p, q) =
d(p, q)
cdnc(p− q) =
√
(p1 − q1)2 + (p2 − q2)2∣∣∣∣√(p1 − q1)2 − 4 |p2 − q2|∣∣∣∣
Hence, the condition norm on R [x]2 is given by
‖p‖c =
d(p, 0¯)
cdnc(p)
=
√
p21 + p
2
2∣∣∣√p21 − 4p2∣∣∣ . (9)
(See Example 3.8 for using this norm.)
Example 3.6. Denote as C [z]n the space of complex univariate polynomials of degree n, con-
sider p(z) = zn + an−1zn−1 + . . . + a1z + a0 and q = zn + bn−1zn−1 + . . . + b1z + b0, where
ai, bi ∈ C, i = 0, 1, . . . , n− 1. In term of vectors,
p =
[
an−1, an−2, . . . . a1, a0
]T
, and q =
[
bn−1, bn−2, . . . , b1, b0
]T
.
The Euclidean metric d : C [z]n × C [z]n → [0,∞) is given by
d(p, q) =
√√√√n−1∑
i=0
(ai − bi)2
Then we can define the condition metric on C [z]n by
dcn(p, q) =
d(p, q)
cdncn(p− q) =
√
n−1∑
i=0
(ai − bi)2∣∣∣ n√D(p− q)∣∣∣ ,
where D(.) is defined in (4).
The condition norm on C [z]n is given by
‖p‖cn =
d(p, 0¯)
cdncn(p)
=
(
n−1∑
i=0
a2i
) 1
2
∣∣∣ n√D(p)∣∣∣ (10)
11
where 0¯ = [0 0 . . . 0 0]T and D(.) is defined in (4).
(See Example 3.9 for using this norm.)
3.1 Some examples about condition length - conjecture geodesics
Now we study some examples to see how to conjecture geodesics. In which, the condition length
holds an important role.
Example 3.7. We give a toy example for the geodesics of condition metric. The space of
systems is identified with R2 (as in Example 3.4) and the singular systems are reduced to the
point
(
0
0
)
and hence the condition number of the system
(
x
y
)
is 1
x2+y2
. So what are the geodesics
in this case?
Take A,B ∈ R2 \ {(00)}, let γ ∈ C ([0, 1] ,R2 \ {(00)}) be a path between A and B avoiding (00).
The length of γ for the metric is
lk(γ) =
1∫
0
dt
‖γ(t)‖2k
.
Consider a simple case where A =
(−1
0
)
, B =
(
1
0
)
and C =
(
0
1
)
(see Figure 3). First, we want to
compute the condition length of γ.
We consider two paths. One is the piecewise segment path
γ1(t) =
 γ1,1(t) = (1− 2t)A+ 2tC, t ∈
[
0, 12
]
γ2,1(t) = (2− 2t)C + (2t− 1)B, t ∈
[
1
2 , 1
]
=
 γ1,1(t) =
(
2t−1
2t
)
, t ∈ [0, 12]
γ2,1(t) =
(
2t−1
2t−2
)
, t ∈ [12 , 1]
The second one is the arc of unit circle going through C
γ2(t) = e
ipi(t−1) =
(
cos(pi(t− 1))
sin(pi(t− 1))
)
, t ∈ [0, 1]
Then we have,
lc(γ1) =
1∫
0
dt
‖γ1(t)‖2k
=
pi
2
, and lc(γ2) = 1.
So for the condition metric, we conclude that
lc(γ1) =
pi
2
' 1.6 ≥ 1 = lc(γ2).
But for the Euclidean metric, it’s easy to see that l(γ1) = 2
√
2 ' 2.83 ≤ 3.14 ' pi = l(γ2). This
12
x
1
x2+y2
y
(S)
A B
C
γ1
γ2
Figure 3: The geodesics of condition metric and its "lifting" visualization.
is one of the reasons why we are interested in the condition metric.
In other to have a better visualize for this example, we consider the surface (S) parameterized
by
(
x, y, 1
x2+y2
)
in R3. Then we can "lift" the paths γ1 and γ2 on (S) as on Figure 3. In fact,
"lifting on (S)" sends the condition metric in R2 to the metric induced on (S) by the Euclidian
metric in R3.
With this interpretation, we can see the clear difference in length between two paths. Therefore
we conjecture that γ2 is a geodesic for the condition metric.
Example 3.8. In the space of real polynomials of degree 2, let p1(x) = x2 + b1x + c1, and
p2(x) = x
2 + b2x+ c2. Given a path joining two polynomials, we want to compute its condition
length.
The linear homotopy path between p1 and p2 is given by
γ(t, x) = (1− t)p1(x) + tp2(x) (11)
We see that each polynomial p(x) = x2 + bx + c can be seen as a point (b, c) ∈ R2. So we just
identify p1(x) to (b1, c1) and p2(x) to (b2, c2).
The linear homotopy (11) can be written as
γ(t, x) = (1− t)p1(x) + tp2(x) = x2 + ((1− t)b1 + tb2)x+ ((1− t)c1 + tc2)
or, as a vector in R2
γt = ((1− t)b1 + tb2, (1− t)c1 + tc2)
13
Figure 4: Example 3.8
(It is represented by the segment of line joining p1 and p2).
The condition length of segment p1p2 is equal to
I =
1∫
0
‖γ˙(t)‖c dt
=
1∫
0
∥∥∥∥(b2 − b1c2 − c1
)∥∥∥∥ dt∣∣∣∣√((1− t)b1 + tb2)2 − 4 ((1− t)c1 + tc2)∣∣∣∣
=
√
(b2 − b1)2 + (c2 − c1)2
1∫
0
dt∣∣∣∣√((1− t)b1 + tb2)2 − 4 ((1− t)c1 + tc2)∣∣∣∣
For instance, we want to compute the condition length path between p(x) = x2 − x − 1 and
q(x) = x2 +x−1. In term of vectors (in R2), p = (−1−1) and q = ( 1−1). Let us consider two paths.
The first one is the arc of circle going through r =
(
0
−2
)
is parameterized by
γ1(t) =
(
cos (pi(t− 1))
−1 + sin (pi(t− 1))
)
, t ∈ [0, 1]
The second one is the piecewise segment path going through p, r and q, which is given by
γ2(t) =
 γ1,2(t) = (1− 2t)p+ 2tr, t ∈
[
0, 12
]
γ2,2(t) = (2− 2t)r + (2t− 1)q, t ∈
[
1
2 , 1
]
=
 γ1,2(t) =
(
2t−1
1−2t
)
, t ∈ [0, 12]
γ2,2(t) =
(
2t−1
2t−3
)
, t ∈ [12 , 1]
14
Hence,
lc(γ1) =
1∫
0
‖γ˙1(t)‖c dt
=
1∫
0
∥∥∥∥(−pi sin (pi(t− 1))pi cos (pi(t− 1))
)∥∥∥∥ dt∣∣∣√cos2 (pi(t− 1))− 4 (−1 + sin (pi(t− 1)))∣∣∣
= pi
1∫
0
dt∣∣∣√cos2 (pi(t− 1))− 4 (−1 + sin (pi(t− 1)))∣∣∣
' 1.191
And,
lc(γ2) =
1
2∫
0
‖γ˙1,2(t)‖c dt+
1∫
1
2
‖γ˙2,2(t)‖c dt
= 2
√
2
1
2∫
0
dt∣∣∣√(2t− 1)2 − 4(1− 2t)∣∣∣ + 2
√
2
1∫
1
2
dt∣∣∣√(2t− 1)2 − 4(2t− 3)∣∣∣
' 1.586
So for the condition metric, we conclude that
lc(γ2) ≥ lc(γ1),
By the same way and the similar interpretation as at the end of Example 3.7, we conjecture
that γ1 is a geodesic for the condition metric.
Now we take into account the more general case as follows.
Example 3.9. In the space of complex polynomials of degree n (n ≥ 2), let p(z) = zn +
an−1zn−1 + . . .+ a1z + a0, and q(z) = zn + bn−1zn−1 + . . .+ b1z + b0. Given a path joining two
polynomials, we want to compute its condition length.
In term of vectors (in Cn), p = [an−1 an−2 . . . a1 a0]T and q = [bn−1 bn−2 . . . b1 b0]T .
The linear homotopy path between p and q is given by
f(t) = (1− t)p+ tq, t ∈ [0, 1]
=
[
(1− t)an−1 + tbn−1, (1− t)an−2 + tbn−2, . . . (1− t)a1 + tb1, (1− t)a0 + tb0
]T
, t ∈ [0, 1] .
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Then we have
f ′(t) =
[
bn−1 − an−1, bn−2 − an−2, . . . b1 − a1, b0 − a0
]T
, t ∈ [0, 1] .
The condition length of f is equal to
I =
1∫
0
‖f ′(t)‖
cdncn (f(t))
dt =
1∫
0
√
n−1∑
i=0
(bi − ai)2∣∣∣ n√D(f)∣∣∣ dt
where D(.) as defined in (4).
3.2 Bézier curves and its condition length
A Bézier curve is defined by a set of control points P0, P1, . . . , Pd, where d is called the de-
gree of the curve (d = 1 for linear, d = 2 for quadratic, d = 3 for cubic, etc.). Denotes
B ([P0, P1, . . . , Pd] , t) the parameterization of Bézier curve of degree d, d = 0, 1, . . . , d, associ-
ated with P0, P1, . . . , Pd.
i. For all t ∈ [0, 1], B ([P0] , t) = P0.
ii. Linear Bézier curves
Given points P0 and P1, a linear Bézier curve is simply a line segment between those two points.
The curve is given by
B ([P0, P1] , t) = (1− t)P0 + tP1, t ∈ [0, 1] ,
and is equivalent to linear interpolation.
iii. Quadratic Bézier curves
A quadratic curve is the path traced by the function B(t), given points P0, P1 and P2,
B ([P0, P1, P2]) = (1− t)B ([P0, P1] , t) + tB ([P1, P2] , t) , t ∈ [0, 1] ,
which can be interpreted as the linear combination of the linear Bézier curve from P0 to P1 and
the linear Bézier curve from P1 to P2. Rearranging the above equation yields:
B ([P0, P1, P2]) = (1− t)2P0 + 2(1− t)tP1 + t2P2, t ∈ [0, 1] .
iv. Cubic Bézier curves
Four points P0, P1, P2 and P3 in the plane or in the higher-dimensional space define a cubic
16
Bézier curve. The cubic Bézier curve can be defined as a linear combination of two quadratic
Bézier curves:
B ([P0, P1, P2, P3] , t) = (1− t)B ([P0, P1, P2]) + tB ([P1, P2, P3]) , t ∈ [0, 1] .
The explicit form of the curve is:
B ([P0, P1, P2, P3] , t) = t
3P0 + 3(1− t)2tP1 + 3(1− t)t2P2 + t3P3, t ∈ [0, 1] .
v. General definition
Bézier curves can be defined for any degree d. The Bézier curve of degree d is a point-to-point
linear combination of a pair of corresponding points in two Bézier curves of degree d− 1
B ([P0, P1, . . . , Pd] , t) = (1−t)B ([P0, P1, . . . , Pd−1] , t)+tB ([P1, P2, . . . , Pd] , t) , t ∈ [0, 1] . (12)
Then, by combining Definition 1, Proposition 1 and Corollary 1, the formula (12) can be ex-
pressed explicitly as follows
Proposition 2. We have:
B ([P0, P1, . . . , Pd] , t) =
d∑
i=0
Pibi,d(t). (13)
where bi,d(t), i = 0, 1, . . . , d, are the Bernstein polynomials defined in (1).
Proof. See in Appendix A.
Remark 3. Based on the formula (13), the derivative for a Bézier curve of degree d is given by
B′(t) =
d
dt
B([P0, P1, . . . , Pd], t) = d
d−1∑
i=0
bi,d−1(t) (Pi+1 − Pi) . (14)
From formula (13) in Proposition 2 and equation (14) in Remark 2, we could obtain the param-
eterization of a Bézier curve and its derivative.
Then, we can compute its condition length (in the space of polynomials of degree 2, using con-
dition norm (9)).
For a more general setting, by using condition norm (10), we can compute the condition length
of a Bézier curve in the space of univariate polynomials of degree n, where n ≥ 2.
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3.3 Properties of the condition length
Consider the Bézier curve
Γ(t) = B ([P0, P1, . . . , Pd] , t) =
d∑
i=1
(
d
i
)
(1− t)d−itiPi, t ∈ [0, 1] .
where Pi ∈ C [z]d, i = 0, 1, . . . , d, i.e. each control point Pi, i = 0, 1, . . . , d, is a degree n complex
polynomial. Suppose that Pi = zn + Pi,n−1zn−1 + . . .+ Pi,1z + Pi,0, i = 0, 1, . . . , d, i.e. in term
of vectors, we consider:
Pi =
[
Pi,n−1 Pi,n−2 . . . Pi,1 Pi,0
]T
The condition length of Γ is given by the function lc (Γ) as below
lc (Γ) = lc (P0, P1, . . . , Pd) =
1∫
0
∥∥Γ′(t)∥∥
cn
dt =
1∫
0
‖Γ′(t)‖
cdncn (Γ(t))
dt (15)
Proposition 3. The function lc (as defined in (15)) is a differentiable function with respect to
the coordinates of P0, P1, . . . , Pd.
Proof. See in Appendix B.
Moreover, we have
Proposition 4. The function lc (as defined in (15)) is a twice differentiable function with respect
to the coordinates of P0, P1, . . . , Pd.
Proof. See in Appendix C.
From the results of Proposition 3 and Proposition 4, we can implement the first and second
derivatives of the condition length of a Bézier curve in C [z]d, where d ≥ 2.
4 Approximations of geodesics
4.1 In the space of univariate polynomials of degree 2
To understand more about the condition length of the Bézier curve, we study some examples
below, where we use the Bézier curve defined by these control points as an initial guess for
an optimization process that approximates the condition geodesic of end points
(−1
−1
)
and
(
1
−1
)
.
Note that the end points are kept fixed throughout the optimization process.
Example 4.1. Consider the set of control points
{(−1
−1
)
,
(
0
−2
)
,
(
1
−1
)}
which we denote using a
matrix:
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p =
-1 0 1
-1 -2 -1
(here we mean that this control points for the control polygon of a Bézier curve of degree 2)
The condition length of the Bézier curve defined by p is equal to
>> lc(p)
1.4524
Then we obtain the optimal value, together with the matrix of control points x_opt for the
Bézier curve that realizes the minimum and its condition length fval
x_opt =
-1.0000 -0.0000 1.0000
-1.0000 -1.4407 -1.0000
fval =
1.3948
Now we are going to perturb the optimal control points a little to see how large is the variation
of the optimal condition length. Let’s consider other sets of control points
{(−1
−1
)
,
(
0
−1.4
)
,
(
1
−1
)}
and
{(−1
−1
)
,
(
0
−1.5
)
,
(
1
−1
)}
, which we denote using matrices p1 and p2 as below
p1 =
-1.0000 0 1.0000
-1.0000 -1.4000 -1.0000
p2 =
-1.0000 0 1.0000
-1.0000 -1.5000 -1.0000
Then we have the values of the condition length of the Bézier curves defined by p1 and p2
>> lc(p1)
1.3952
>> lc(p2)
1.3956
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By estimate
>> norm(p1-x_opt)
0.0407
>> norm(p2-x_opt)
0.0593
>> norm(lc(p1)-fval)
3.7227e-004
>> norm(lc(p2)-fval)
7.6385e-004
We can conclude that with pi=x_opt±i, i=1,2, where ‖i‖ < 0.1, i=1,2, the optimal value of
the condition length does not change much (< 0.01).
(a) Starting control points p, q1, q2, and its
Bézier curve
(b) The optimal control points x_opt and its
approximate geodesic
Figure 5: Degree 2
On the other hand, we are going to perturb the initial control points a little to see how large is the
variation of the condition length. We consider other sets of control points
{(−1
−1
)
,
(
0
−1.9
)
,
(
1
−1
)}
and
{(−1
−1
)
,
(
0
−2.1
)
,
(
1
−1
)}
, which we denote using matrices q1 and q2 as follow
q1 =
-1.0000 0 1.0000
-1.0000 -1.9000 -1.0000
q2 =
-1.0000 0 1.0000
-1.0000 -2.1000 -1.0000
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The condition length of the Bézier curves are defined by q1 and q2 is equal to
>> lc(q1)
1.4350
>> lc(q2)
1.4721
By evaluate
>> norm(p-q1)
0.1000
>> norm(p-q2)
0.1000
>> norm(lc(p)-lc(q1))
0.0174
>> norm(lc(p)-lc(q2))
0.0197
We can conclude that with qi=p±εi, i=1,2, where ‖εi‖ ≤ 0.1, i=1,2, the condition length does
not change much (≤ 0.02).
Example 4.2. We are going to use a Bézier curve of degree 3. Consider the set of control points{(−1
−1
)
,
(−0.5
−2
)
,
(
0.5
−2.5
)
,
(
1
−1
)}
which we denote using a matrix:
p =
-1.0000 -0.5000 0.5000 1.0000
-1.0000 -2.0000 -2.5000 -1.0000
(here we mean that this control points for the control polygon of a Bézier curve of degree 3)
The condition length of the Bézier curve defined by p is equal to
>> lc(p)
1.5090
Then we approximate a condition geodesic joining
(−1
−1
)
and
(
1
−1
)
, we obtain the optimal value
of the control points x_opt and the condition length fval of the geodesic as below
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>> [x_opt,fval]=cl(p)
x_opt =
-1.0000 -0.3753 0.3753 1.0000
-1.0000 -1.2910 -1.2909 -1.0000
fval =
1.2398
Now we are going to perturb the optimal control points a little to see how large is the variation of
the optimal condition length. Let’s consider other sets of control points
{(−1
−1
)
,
(−0.3753
−1.2
)
,
(
0.3753
−1.2
)
,
(
1
−1
)}
,{(−1
−1
)
,
(−0.3753
−1.35
)
,
(
0.3753
−1.35
)
,
(
1
−1
)}
and
{(−1
−1
)
,
( −0.4
−1.25
)
,
(
0.38
−1.26
)
,
(
1
−1
)}
, which we denote using matri-
ces p1, p2 and p3 as below
p1 =
-1.0000 -0.3753 0.3753 1.0000
-1.0000 -1.2000 -1.2000 -1.0000
p2 =
-1.0000 -0.3753 0.3753 1.0000
-1.0000 -1.3500 -1.3500 -1.0000
p3 =
-1.0000 -0.4000 0.3800 1.0000
-1.0000 -1.2500 -1.2600 -1.0000
Then we have the values of the condition length of the Bézier curves defined by p1, p2 and p3
>> lc(p1)
1.2437
>> lc(p2)
1.2414
>> lc(p3)
1.2404
By estimate
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>> norm(x_opt-p1)
0.1286
>> norm(x_opt-p2)
0.0835
>> norm(x_opt-p3)
0.0544
>> norm(fval-lc(p1))
0.0039
>> norm(fval-lc(p2))
0.0015
>> norm(fval-lc(p3))
5.6546e-004
We can conclude that with pi=x_opt±i, i=1,2,3, where ‖i‖ < 0.1, i=1,2,3, the optimal value
of the condition length does not change much (< 0.01).
On the other hand, we are going to perturb the initial control points a little to see how large is the
variation of the condition length. We consider other sets of control points
{(−1
−1
)
,
(−0.5
−1.9
)
,
(
0.5
−2.4
)
,
(
1
−1
)}
and
{(−1
−1
)
,
(−0.5
−2.1
)
,
(
0.5
−2.6
)
,
(
1
−1
)}
, which we denote using matrices q1 and q2 as below
q1 =
-1.0000 -0.5000 0.5000 1.0000
-1.0000 -1.9000 -2.4000 -1.0000
q2 =
-1.0000 -0.5000 0.5000 1.0000
-1.0000 -2.1000 -2.6000 -1.0000
The condition length of the Bézier curves defined by q1 and q2 is equal to
>> lc(q1)
1.4686
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(a) Starting control points p, q1 and q2, and
its Bézier curve of degree 3
(b) The optimal control points x_opt and its
approximate geodesic
Figure 6: Degree 3
>> lc(q2)
1.5508
By evaluate
>> norm(p-q1)
0.1414
>> norm(p-q2)
0.1414
>> norm(lc(p)-lc(q1))
0.0404
>> norm(lc(p)-lc(q2))
0.0418
We can conclude that with qi=p±εi, i=1,2, where ‖εi‖ ≤ 0.15, i=1,2, the condition length does
not change much (≤ 0.05).
Example 4.3. We are going to use Bézier curves of degree 10 and degree 20. Consider a set of
control points
{(−1
−1
)
,
(−0.9
0
)
,
(−0.6
−2
)
,
(−0.4
−1
)
,
(−0.2
−3
)
,
(
0
0
)
,
(
0.2
−1
)
,
(
0.4
−2
)
,
(
0.6
0
)
,
(
0.8
−3
)
,
(
1
−1
)}
(here we mean
that this control points for the control polygon of a Bézier curve of degree 10), which we denote
using a matrix:
p =
Columns 1 through 9
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-1.0000 -0.8000 -0.6000 -0.4000 -0.2000 0 0.2000 0.4000 0.6000
-1.0000 0 -2.0000 -1.0000 -3.0000 0 -1.0000 -2.0000 0
Columns 10 through 11
0.8000 1.0000
-3.0000 -1.0000
Then, after approximate 3 minutes to compute by Matlab, we obtain the approximate optimal
values of the control points x_opt and the condition length fval of geodesic joining
(−1
−1
)
and(
1
−1
)
>> [x_opt,fval]=cl(p)
Local minimum possible.
x_opt =
Columns 1 through 9
-1.0000 -0.9745 0.1422 -0.7599 -0.1195 -0.1148 -0.4413 0.1192 0.5731
-1.0000 -1.0126 -1.5427 -0.7061 -1.6850 -0.9115 -1.2465 -1.3693 -1.2046
Columns 10 through 11
0.9932 1.0000
-1.0031 -1.0000
fval =
1.0228
On the other hand, we consider another set of control points q (here we mean that this control
points for the control polygon of a Bézier curve of degree 20) which we denote using a matrix
q =
Columns 1 through 9
-1.0000 -0.9000 -0.8000 -0.7000 -0.6000 -0.5000 -0.4000 -0.3000 -0.2000
-1.0000 0 -2.0000 -3.0000 -4.0000 -2.0000 0 -3.0000 -5.0000
Columns 10 through 18
-0.1000 0 0.1000 0.2000 0.3000 0.4000 0.5000 0.6000 0.7000
-1.0000 -3.0000 -2.0000 -5.0000 -1.0000 -2.0000 0 -2.0000 0
Columns 19 through 21
0.8000 0.9000 1.0000
-3.0000 -2.0000 -1.0000
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Then, after approximate 15 minutes to compute by Matlab, we obtain the approximate optimal
values of the control points x_opt and the condition length fval of geodesic joining
(−1
−1
)
and(
1
−1
)
x_opt =
Columns 1 through 9
-1.0000 -0.6830 -0.8573 -1.2679 -0.2138 -0.2424 -0.6579 -0.5008 -0.1139
-1.0000 -1.1473 -1.0050 -1.0339 -1.0363 -1.8057 -0.4658 -1.1808 -2.2698
Columns 10 through 18
-0.0601 -0.2262 -0.1579 0.2623 0.6582 0.5991 0.2084 0.2630 0.9391
0.2984 -2.4573 -0.2764 -2.4519 0.2642 -2.4288 -0.2884 -1.7412 -0.8721
Columns 19 through 21
0.2065 0.6006 1.0000
-1.2538 -1.1871 -1.0000
fval =
0.9764
Conclusion: From the values of fval in the Example 4.1, Example 4.2 and Example 4.3, we
imply a table with minimum length corresponding to various degrees:
Degree of Bézier curve Minimum condition length
2 1.3948
3 1.2398
10 1.0228
20 0.9764
(a) Control points & approximations of geodesics (b) Zoom at approximations of geodesics
Figure 7: Comparison
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Based on the above table and Figure 7, we conclude that with more control points, in the space
of univariate polynomials of degree 2, the value of its condition length is better, but above a
certain degree the improvement is small (do not change much).
4.2 In the space of univariate polynomials of degree n (n ≥ 2)
We implement the Matlab code to compute the optimal value of the condition length of the
Bézier curve. To understand more about it, we study some examples below, where we use the
Bézier curve defined by these control points as initial guess for an optimization process that
approximates the condition geodesic of end points (−1,−1, 2)T and (1,−1, 2)T in the space of
univariate polynomials of degree 3. Note that the end points are kept fixed throughout the
optimization process.
Example 4.4. Consider the set of control points
{
(−1,−1, 2)T , (0,−2, 2)T , (1,−1, 2)T
}
which
we denote using a matrix:
p =
-1 0 1
-1 -2 -1
2 2 2
(here we mean that these control points for the control polygon of a Bézier curve of degree 2)
The condition length of the Bézier curve defined by p is equal to
>> mlc(p)
0.7622
Then we obtain the optimal value, together with the matrix of control points x_opt for the
Bézier curve that realizes the minimum and its condition length fval
>> [x_opt,fval]=mcl(p)
x_opt =
-1.0000 -0.0381 1.0000
-1.0000 -0.9521 -1.0000
2.0000 2.3306 2.0000
fval =
0.6341
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Now we are going to perturb the optimal control points a little to see how large is the variation
of the optimal condition length. Let’s consider other sets of control points{
(−1,−1, 2)T , (0,−0.9521, 2.3306)T , (1,−1, 2)T
}
,
{
(−1,−1, 2)T , (−0.0381,−1, 2.3306)T , (1,−1, 2)T
}
and
{
(−1,−1, 2)T , (−0.0381,−0.9521, 2.2)T , (1,−1, 2)T
}
, which we denote using matrices p1,
p2 and p3 as below
p1 =
-1.0000 0 1.0000
-1.0000 -0.9521 -1.0000
2.0000 2.3306 2.0000
p2 =
-1.0000 -0.0381 1.0000
-1.0000 -1.0000 -1.0000
2.0000 2.3306 2.0000
p3 =
-1.0000 -0.0381 1.0000
-1.0000 -0.9521 -1.0000
2.0000 2.2000 2.0000
Then we have the values of the condition length of the Bézier curves defined by p1, p2 and p3
>> mlc(p1)
0.6341
>> mlc(p2)
0.6343
>> mlc(p3)
0.6359
By estimate
>> norm(p1-x_opt)
0.0381
>> norm(p2-x_opt)
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0.0479
norm(p3-x_opt)
0.1306
>> norm(mlc(p1)-fval)
9.2920e-006
>> norm(mlc(p2)-fval)
2.4545e-004
>> norm(mlc(p3)-fval)
0.0018
We can conclude that with pi=x_opt±i, i=1,2,3, where ‖i‖ < 0.15, i=1,2,3, the optimal value
of the condition length does not change much (< 0.01).
On the other hand, we are going to perturb the initial control points a little to see how large is
the variation of the condition length. We consider other sets of control points{
(−1,−1, 2)T , (0,−1.9, 2)T , (1,−1, 2)T
}
,
{
(−1,−1, 2)T , (0,−2.1, 2)T , (1,−1, 2)T
}
,{
(−1,−1, 2)T , (0.1,−2, 2)T , (1,−1, 2)T
}
and
{
(−1,−1, 2)T , (−0.1,−2, 2)T , (1,−1, 2)T
}
, which
we denote using matrices q1, q2, q3 and q4 as follow
q1 =
-1.0000 0 1.0000
-1.0000 -1.9000 -1.0000
2.0000 2.0000 2.0000
q2 =
-1.0000 0 1.0000
-1.0000 -2.1000 -1.0000
2.0000 2.0000 2.0000
q3 =
-1.0000 0.1000 1.0000
-1.0000 -2.0000 -1.0000
2.0000 2.0000 2.0000
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q4 =
-1.0000 -0.1000 1.0000
-1.0000 -2.0000 -1.0000
2.0000 2.0000 2.0000
The condition length of the Bézier curves defined by q1, q2, q3, and q4 equal to
>> mlc(q1)
0.7425
>> mlc(q2)
0.7833
>> mlc(q3)
0.7605
>> mlc(q4)
0.7646
By evaluate
>> norm(p-q1)
0.1000
>> norm(p-q2)
0.1000
>> norm(p-q3)
0.1000
>> norm(p-q4)
0.1000
>> norm(mlc(p)-mlc(q1))
0.0197
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>> norm(mlc(p)-mlc(q2))
0.0211
>> norm(mlc(p)-mlc(q3))
0.0017
>> norm(mlc(p)-mlc(q4))
0.0024
We can conclude that with qi=p±εi, i=1,2,3,4, where ‖εi‖ ≤ 0.1, i=1,2,3,4, the condition length
does not change much (≤ 0.03).
Example 4.5. In this example we are going to use a Bézier curve of degree 3. Consider the set
of control points
{
(−1,−1, 2)T , (−0.5,−2, 2)T , (0.5,−2.5, 2)T , (1,−1, 2)T
}
, which we denote
using a matrix:
p =
-1.0000 -0.5000 0.5000 1.0000
-1.0000 -2.0000 -2.5000 -1.0000
2.0000 2.0000 2.0000 2.0000
(here we mean that this control points for the control polygon of a Bézier curve of degree 3)
The condition length of the Bézier curve defined by p is equal to
>> mlc(p)
0.8881
Then we approximate a condition geodesic joining (−1,−1, 2)T and (1,−1, 2)T , we obtain the
optimal value of the control points x_opt and the condition length fval of the geodesic as below
>> [x_opt,fval]=mcl(p)
x_opt =
-1.0000 -0.4513 0.2635 1.0000
-1.0000 -0.9453 -0.9944 -1.0000
2.0000 2.1910 2.2461 2.0000
fval =
0.5635
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Now we are going to perturb the optimal control points a little to see how large is the variation
of the optimal condition length. We consider other sets of control points p1, p2, p3, and p4,
which we denote using matrices as below
p1 =
-1.0000 -0.5513 0.1635 1.0000
-1.0000 -0.9453 -0.9944 -1.0000
2.0000 2.1910 2.2461 2.0000
p2 =
-1.0000 -0.3513 0.3635 1.0000
-1.0000 -0.9453 -0.9944 -1.0000
2.0000 2.1910 2.2461 2.0000
p3 =
-1.0000 -0.4513 0.2635 1.0000
-1.0000 -0.8453 -0.8944 -1.0000
2.0000 2.1910 2.2461 2.0000
p4 =
-1.0000 -0.4513 0.2635 1.0000
-1.0000 -1.0453 -1.0044 -1.0000
2.0000 2.1910 2.2461 2.0000
Then we have the values of the condition length of the Bézier curves defined by p1, p2, p3,
and p4
>> mlc(p1)
0.5637
>> mlc(p2)
0.5636
>> mlc(p3)
0.5657
>> mlc(p4)
0.5646
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By estimate
>> norm(p1-x_opt)
0.1414
>> norm(p2-x_opt)
0.1414
>> norm(p3-x_opt)
0.1414
>> norm(p4-x_opt)
0.1005
>> norm(mlc(p1)-fval)
1.5350e-004
>> norm(mlc(p2)-fval)
1.3685e-004
>> norm(mlc(p3)-fval)
0.0022
>> norm(mlc(p4)-fval)
0.0011
We can conclude that with pi=x_opt±i, i=1,2,3,4, where ‖i‖ < 0.15, i=1,2,3,4, the optimal
value of the condition length does not change much (< 0.005).
On the other hand, we are going to perturb the initial control points a little to see how large is
the variation of the condition length. We consider other sets of control points q1, q2, q3, and
q4, which we denote using matrices as follow
q1 =
-1.0000 -0.6000 0.4000 1.0000
-1.0000 -2.0000 -2.5000 -1.0000
2.0000 2.0000 2.0000 2.0000
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q2 =
-1.0000 -0.5000 0.5000 1.0000
-1.0000 -2.1000 -2.6000 -1.0000
2.0000 2.0000 2.0000 2.0000
q3 =
-1.0000 -0.4000 0.6000 1.0000
-1.0000 -2.0000 -2.5000 -1.0000
2.0000 2.0000 2.0000 2.0000
q4 =
-1.0000 -0.5000 0.5000 1.0000
-1.0000 -1.9000 -2.4000 -1.0000
2.0000 2.0000 2.0000 2.0000
By evaluate
>> norm(p-q1)
0.1414
>> norm(p-q2)
0.1414
>> norm(p-q3)
0.1414
>> norm(p-q4)
0.1414
>> norm(mlc(p)-mlc(q1))
0.0093
>> norm(mlc(p)-mlc(q2))
0.0431
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>> norm(mlc(p)-mlc(q3))
0.0068
>> norm(mlc(p)-mlc(q4))
0.0408
We can conclude that with qi=p±εi, i=1,2,3,4, where ‖εi‖ ≤ 0.15, i=1,2,3,4, the condition
length does not change much (≤ 0.05).
Example 4.6. In this example we are going to use Bézier curves of higher degrees, here are
degree 10 and degree 20.
Consider a set of control points p (here we mean that this control points for the control polygon
of a Bézier curve of degree 10), which we denote using a matrix:
p =
Columns 1 through 8
-1.0000 0.6294 0.8116 -0.7460 0.8268 0.2647 -0.8049 -0.4430
-1.0000 0.9298 -0.6848 0.9412 0.9143 -0.0292 0.6006 -0.7162
2.0000 2.0000 2.0000 2.0000 2.0000 2.0000 2.0000 2.0000
Columns 9 through 11
0.0938 0.9150 1.0000
-0.1565 0.8315 -1.0000
2.0000 2.0000 2.0000
Then, after approximate 16 minutes to compute by Matlab, we obtain the approximate optimal
values of the control points x_opt and the condition length fval of geodesic joining (−1,−1, 2)T
and (1,−1, 2)T
>> [x_opt,fval]=mcl(p)
x_opt =
Columns 1 through 8
-1.0000 -0.2445 0.0509 -1.1190 0.6417 0.3709 -0.3367 0.4317
-1.0000 -0.9259 -1.0548 -0.8673 -1.0736 -0.9279 -1.0007 -0.9813
2.0000 2.2647 2.0639 2.1550 2.2810 2.0668 2.1561 2.2539
Columns 9 through 11
0.6332 0.5116 1.0000
-0.9926 -0.9951 -1.0000
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2.0346 2.1632 2.0000
fval =
0.4649
On the other hand, we consider another set of control points q (here we mean that this control
points for the control polygon of a Bézier curve of degree 20) which denote using a matrix as
below
q =
Columns 1 through 8
-1.0000 0.5844 0.9190 0.3115 -0.9286 0.6983 0.8680 0.3575
-1.0000 -0.3658 0.9004 -0.9311 -0.1225 -0.2369 0.5310 0.5904
2.0000 2.0000 2.0000 2.0000 2.0000 2.0000 2.0000 2.0000
Columns 9 through 16
0.5155 0.4863 -0.2155 0.3110 -0.6576 0.4121 -0.9363 -0.4462
-0.6263 -0.0205 -0.1088 0.2926 0.4187 0.5094 -0.4479 0.3594
2.0000 2.0000 2.0000 2.0000 2.0000 2.0000 2.0000 2.0000
Columns 17 through 21
-0.9077 -0.8057 0.6469 0.3897 1.0000
0.3102 -0.6748 -0.7620 -0.0033 -1.0000
2.0000 2.0000 2.0000 2.0000 2.0000
Then, after approximate 80 minutes to compute by Matlab, we obtain the approximate optimal
values of the control points x_opt and the condition length fval of geodesic joining (−1,−1, 2)T
and (1,−1, 2)T
x_opt =
Columns 1 through 8
-1.0000 -0.3013 -0.1632 -1.3171 0.6966 0.4633 -0.5298 -0.3239
-1.0000 -0.9316 -1.0445 -0.8891 -1.0337 -0.9462 -1.0328 -0.9272
2.0000 2.2428 2.0583 2.0917 2.3671 2.0814 2.0501 2.2592
Columns 9 through 16
0.0083 0.7210 0.7007 -0.9750 0.5664 0.5808 -0.0583 1.0567
-0.9042 -1.2569 -0.5426 -1.5498 -0.3760 -1.4563 -0.7693 -1.0160
2.2444 2.0851 2.0956 2.2166 2.2046 2.1124 2.1334 2.1553
Columns 17 through 21
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0.0677 0.4384 0.6902 0.6497 1.0000
-1.0314 -0.9565 -1.0044 -0.9956 -1.0000
2.0731 2.2154 2.0572 2.1176 2.0000
fval =
0.4438
Conclusion: From the values of fval in the Example 4.4, Example 4.5 and Example 4.6, we
write a table with minimum length corresponding to various degrees:
Degree of Bézier curve Minimum condition length
2 0.6341
3 0.5635
10 0.4649
20 0.4438
Based on the above table, we conclude that with more control points, in the space of univariate
polynomial of degree 3, the value of its condition length is better, but above a certain degree
the improvement is small (do not change much).
4.3 Comparison and conclusion
@
@
@
@d
n
2 3
2 1.3948 0.6341
3 1.2398 0.5635
10 1.0228 0.4649
20 0.9764 0.4438
Therein d is the degree of a Bézier curve and n is the dimension of the space of univariate
polynomials.
Based on the above table, we conclude that when we increase the degree of Bézier curve and
unchanged the dimension of space, the condition length is better (but do not change much), and
on the other hand, when we keep stable the degree of Bézier curve and increase the dimension
of space, the improvement of condition length is significant.
4.4 The link between the complexity and the condition length
We are going to study what is the link between k (number of steps of the homotopy method)
and the condition length. We refer to [2] for the following presentation.
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Consider multi-variate polynomial mappings:
f = (f1, . . . , fn) : Kn → Kn
where fi = fi(z1, . . . , zn) is a polynomial with coefficients in K of degree di (here K = R or C).
We define the associated homogeneous system of f by
F = (F1, . . . , Fn) : Kn+1 → Kn
with
Fi (z0, z1, . . . , zn) = z
di
0 f
(
z1
z0
, . . . ,
zn
z0
)
Denote as Hd the space of the homogeneous systems F with deg(Fi) = di, d = (d1, . . . , dn). We
denote D = max {di : 1 ≤ i ≤ n}.
Consider the problems-solutions variety
V = {(F, z) ∈ P (Hd)× Pn(C) : F (z) = 0}
and two associated restriction projections Π1 and Π2 on the coordinate spaces:
Π1 : (F, z) ∈ P (Hd)× Pn (C)→ F ∈ P (Hd)
and
Π2 : (F, z) ∈ P (Hd)× Pn (C)→ z ∈ Pn (C) .
Let Σ′ ⊆ V be the set of all critical points of Π1 and Σ := Π1 (Σ′) the set of critical values.
Given (F, z) ∈ V \ Σ′, we see that
DΠ1(F, z) : T(F,z)V → TFP (Hd)
is an isomorphism, so by the inverse function theorem, we can locally reverse the projection Π1.
By composition with the projection Π2 one obtains the solution application
S(F,z) = Π2 ◦Π1 : VF ⊂ P (Hd)→ Vz ⊂ Pn (C) ,
where VF and Vz are neighborhoods of F in P (Hd) and of z in Pn (C), respectively.
The variations in the first order of z in term the variations of F are described by the derivative
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DS(F,z)(F ) which is given by
DS(F,z)(F ) : TFP (Hd)→ TzPn (C) , z˙ = DS(F,z)(F )(F˙ ) = − (DF (z) |z⊥)−1 F˙ (z).
The condition number of F on z is the norm of the operator DS(F,z)(F ):
µ (F, z) = max
F˙∈TF P(Hd)
∥∥∥DS(F,z)(F )(F˙ )∥∥∥
z∥∥∥F˙∥∥∥
F
= ‖F‖
∥∥∥(DF (z) |z⊥)−1 Diag(‖z‖di−1)∥∥∥ ,
where the last norm is the operator norm defined on Cn and Cn+1. We also see that µ(F, z) =∞
when DF (z) |z⊥ .
The normalized condition number is a variant of µ(F, z) defined by
µnorm(F, z) = ‖F‖
∥∥∥(DF (z) |z⊥)−1 Diag(‖z‖di−1 d1/2i )∥∥∥ .
Given a system F1 ∈ P (Hd), we want to find a solution z1 ∈ Pn (C), the homotopy method
consists in including this particular problem into a family Ft ∈ P (Hd), 0 ≤ t ≤ 1.
Theorem 1. [2, Theorem 3.1, p. 9] Given a curve Ft ∈ P (Hd) \ Σ, 0 ≤ t ≤ 1, of class C1 and
a solution z0 ∈ Pn (C) of F0, there exists a unique curve zt ∈ Pn (C) which is C1 and which
satisfies (Ft, zt) ∈ V.
Within the homogeneous background we have chosen, we see the basic equation
Ft(zt) = 0, F0 and z0 given,
is equivalent to the initial condition problem
d
dt
Ft(zt) = F˙t(zt) +DFt(zt)(z˙t) = 0, z0 given,
(here F˙t and z˙t are the derivatives with respect to t), i.e,
z˙t = −
(
DFt(zt) |z⊥t
)−1
F˙t(zt), z0 given.
We discretize this equation by replacing the interval [0, 1] by the sequence 0 = t0 < t1 < . . . <
tk = 1, the solutions zti by the approximations xi and the derivatives with respect to t by divided
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differences. One obtains
xi+1 − xi
ti+1 − ti = −
(
DFi+1(xi) |x⊥i
)−1 Fi+1(xi)− Fi(xi)
ti+1 − ti
and as Fi(xi) is close to zero we obtain
xi+1 = xi −
(
DFi+1(xi) |x⊥i
)−1
Fi+1(xi)
which we denote
xi+1 = NFi+1(xi).
Algorithm 1. The prediction-correction algorithm is stated as follows:
• Input: Fi, 0 ≤ i ≤ k, and x0 with F0(x0) = 0,
• Iteration: xi+1 = NFi+1(xi), 1 ≤ i ≤ k − 1,
• Output: xk.
The complexity of the Algorithm 1 is measured by the number k of steps necessary to obtain
an approximate solution xk of Fk.
The following result provides a bound for the number of steps k needed.
Theorem 2. [2, Theorem 3.4, p. 13] Given a curve Ft ∈ P(Hd) \Σ, 0 ≤ t ≤ 1, a solution z0 of
F0 and the corresponding lifted curve (Ft, zt) ∈ V \ Σ′, there exists a subdivision
0 = t0 < t1 < . . . < tk = 1
such that the sequence xi built by the above prediction-correction algorithm is made up of ap-
proximate zeros of Fi corresponding to solutions zi and
k ≤ CD3/2µnorm (F, z)2 LF .
C is a universal constant, LF the length of the curve Ft in P (Hd)
LF =
1∫
0
∥∥∥F˙t∥∥∥
Ft
dt,
and
µnorm (F, z) = sup
0≤t≤1
µnorm (Ft, zt)
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is the condition number of the lifted curve.
The condition metric is a natural tool to measure the complexity of a homotopy path method.
As
Lκ (F, z) ≤ µnorm (F, z)L (F, z) ≤ µnorm (F, z)µ (F, z)LF ≤ µnorm (F, z)2 LF ,
where
L(F, z) =
1∫
0
∥∥∥∥ ddt (Ft, zt)
∥∥∥∥
(Ft,zt)
dt,
with ∥∥∥(F˙ , z˙)∥∥∥2
(F,z)
=
∥∥∥F˙∥∥∥2
‖F‖2 +
‖z˙‖2
‖z‖2 ,
and
Lκ(F, z) =
1∫
0
∥∥∥∥ ddt (Ft, zt)
∥∥∥∥
(Ft,zt)
µnorm (Ft, zt) dt,
we obtain from Theorem 2 a better bound (see general result in [6, Theorem 3]) as follows:
Theorem 3. [2, Theorem 4.1, p. 16] Given a curve of class C1, (Ft, zt) ∈ V \ Σ′, 0 ≤ t ≤ 1,
then
k ≤ CD3/2Lκ (F, z)
steps of the prediction-correction algorithm are sufficient to achieve our approximate zero calcu-
lation.
Remark 4. In our application, D is the degree of the polynomial we want to solve and C is
considered as a universal constant, so the bound on the number of steps of prediction-correction
depends linearly on Lκ(F, z).
Here we can wonder how the condition length Lκ(F, z) depends on the degree of the approxi-
mation of the geodesic we chose. That is the purpose of the examples below.
In the next examples, we use the approximation k ' CD3/2lcn(Γ) from Theorem 3, where lcn(Γ)
denotes the condition length of a curve Γ.
Example 4.7. In the space of univariate polynomials of degree 2, we consider two polynomials
p1(x) = x
2 − x − 1 and p2(x) = x2 + x − 1. In term of vectors, p1 =
(−1
−1
)
and p2 =
(
1
−1
)
.
We obtain the condition length of the geodesic joining p1 and p2. Combining with the results
of Example 4.1, Example 4.2 and Example 4.3, we have a table (with D = 2 and c2 > 0 is a
universal constant) as follows
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Bézier curve condition length of geodesic number of steps
linear 1.9248 k1 = 5.4442c2
quadratic 1.3948 k2 = 3.9451c2
cubic 1.2398 k3 = 3.5067c2
degree 4 1.1623 k4 = 3.2875c2
degree 5 1.1158 k5 = 3.1560c2
degree 10 1.0228 k10 = 2.8929c2
degree 20 0.9764 k20 = 2.7617c2
Table 1
On the other hand, consider two polynomials p3(x) = x2 − x− 0.1 and p4(x) = x2 + x− 0.1. In
term of vectors, p3 =
( −1
−0.1
)
and p4 =
(
1
−0.1
)
. Observe that in this example the polynomials are
closer to the singular locus, compared to the previous example. Then we obtain the condition
length of the geodesic joining p3 and p4 as in a table (with D = 2 and c2 > 0 is a universal
constant) as follows
Bézier curve condition length of geodesic number of steps
linear 4.9558 k1 = 14.0171c2
quadratic 2.4309 k2 = 6.8756c2
cubic 2.15 k3 = 6.0811c2
Table 2
Remark 5. From Table 1 and Table 2, we conclude that
• kjki < 1, where j > i. In other words, higher degree approximations of the geodesic yield a
shorter condition length and therefore a smaller number of step for the homotopy method.
• By comparing the columns "number of steps" in Table 1 with in Table 2, we conclude that
we need more steps when we take a homotopy path that is closer to the discriminant.
Example 4.8. In the space of univariate polynomials of degree 3, consider two polynomials
q1(x) = x
3 − x2 − x + 2 and q2(x) = x3 + x2 − x + 2. In term of vectors, q1 = (−1,−1, 2)T
and q2 = (1,−1, 2)T . Then we obtain the condition length of the geodesic joining q1 and q2.
Combine with the results of Example 4.4, Example 4.5 and Example 4.6, we have results (where
D = 3 and c3 > 0 is a universal constant) as in Table 3. From the Table 3, we imply that
kj
ki
< 1, where j > i and we will decrease significantly the number of steps when increasing the
degree of the Bézier curve.
Remark 6. From Table 1 and Table 3, we have a figure (see Figure 8) to show the relation
between the degree of Bézier curve and the number of steps: we can conjecture that it is an
exponential behavior.
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Bézier curve condition length of geodesic number of steps
linear 0.8621 k1 = 4.4796c3
quadratic 0.6341 k2 = 3.2949c3
cubic 0.5635 k3 = 2.9280c3
degree 4 0.5283 k4 = 2.7451c3
degree 5 0.5072 k5 = 2.6355c3
degree 10 0.4649 k10 = 2.4157c3
degree 20 0.4438 k20 = 2.3060c3
Table 3
(a) The result from Table 1 & Example 4.7 (b) The result from Table 3 & Example 4.8
Figure 8: The link between the degree of Bézier curve and the number of steps
5 Summary and conclusion
In this paper, we are concerned with an overview of the path homotopy method for univariate
polynomials by the Newton method. The present work defines the condition length of a path
joinings two polynomials. For these, the Bézier curves are used to obtain the approximation of
geodesics.
As a further development, it would be interesting to perform a similar analysis for the case where
the correction operator is chosen as the Weierstrass method and all the roots are simultaneously
approximated. Moreover, future work may examine the optimization process by the Bézier
surfaces in the space of multivariate polynomials.
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A Proof of Proposition 2
Proof. For t ∈ [0, 1], we have:
B ([P0] , t) = P0 = b0,0(t)P0.
B ([P0, P1] , t) = (1− t)P0 + tP1 = b0,1(t)P0 + b1,1P1.
B ([P0, P1, P2] , t) = (1− t2)P0 + 2(1− t)tP1 + t2P2 = b0,2(t)P0 + b1,2P1 + b2,2P2.
Suppose that (13) is true for d− 1, i.e.
B ([P0, P1, . . . , Pd−1] , t) =
d−1∑
i=0
Pibi,d(t).
We will prove that (13) is true for d. Indeed, we have:
B ([P0, P1, . . . , Pd] , t) = (1− t)B ([P0, P1, . . . , Pd−1, t]) + tB ([P1, P2, . . . , Pd, t])
= (1− t)
d−1∑
i=0
Pibi,d(t) + t
d∑
i=1
Pibi−1,d−1(t)
= (1− t)b0,d−1P0 +
d∑
i=1
((1− t)bi,d−1 + tbi−1,d−1)Pi
= b0,d(t)P0 +
d∑
i=1
((
d− 1
i
)
(1− t)d−iti +
(
d− 1
i− 1
)
(1− t)d−iti
)
Pi
= b0,d(t)P0 +
d∑
i=1
(
d
i
)
(1− t)d−itiPi
= b0,d(t)P0 +
d∑
i=1
bi,d(t)Pi
=
d∑
i=0
Pibi,d(t).
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B Proof of Proposition 3
Proof. We have: ∥∥Γ′(t)∥∥ = ∥∥∥∥∥d
d−1∑
i=0
(
d− 1
i
)
(1− t)d−1−iti (Pi+1 − Pi)
∥∥∥∥∥
We see that
• Γ′(t) is a differentiable function with respect to the coordinates of P0, P1, . . . , Pd.
• Γ′(t) 6= 0, so the composed function ‖Γ′(t)‖ is also differentiable.
Furthermore,
cdncn (Γ(t)) = cdncn
(
d∑
i=0
(
d
i
)
(1− t)d−itiPi
)
is a non-zero differentiable function.
Therefore lc (Γ) is a differentiable function with respect to the coordinates of P0, P1, . . . , Pd.
C Proof of Proposition 4
Proof. From Proposition 3, we have that lc is a differentiable function. Hence, for any i =
0, 1, . . . , d; j = 0, 1, . . . , n− 1, we have:
∂
∂Pi,j
lc (Γ) =
∂
∂Pi,j
1∫
0
‖Γ′(t)‖
cdncn (Γ(t))
dt =
1∫
0
∂
∂Pi,j
( ‖Γ′(t)‖
cdncn (Γ(t))
)
dt.
We see that ∂∂Pi,j
( ‖Γ′(t)‖
cdncn(Γ(t))
)
, for any i = 0, 1, . . . , d, j = 0, 1, . . . , n − 1, is a rational function
where numerator and denominator are differentiable functions (and moreover the denominator
is nonzero), hence ∂∂Pi,j
( ‖Γ′(t)‖
cdncn(Γ(t))
)
is a differentiable function for any i = 0, 1, . . . , d, j =
0, 1, . . . , n− 1.
Therefore ∂∂Pi,j lc (Γ) is a differentiable function for any i = 0, 1, . . . , d, j = 0, 1, . . . , n− 1, i.e, lc
is a twice differentiable function with respect to coordinates of P0, P1, . . . , Pd.
