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Optimized Lepton Universality Tests in B → V `ν¯ decays
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1Physik-Institut, Universita¨t Zur¨ich, CH-8057 Zu¨rich, Switzerland
We propose improved Lepton Flavor Universality (LFU) ratios in semileptonic P → V `ν¯ decays,
when comparing µ and τ modes, that minimize the theoretical form-factor uncertainties. These
optimized ratios are obtained with simple cuts or reweighting of the dilepton mass distributions,
which imply a minimum loss of signal on the rare tauonic modes while maximizing the cancellation of
theoretical uncertainties among the two modes. We illustrate the usefulness of these observables in
Bc → J/ψ, Bc → ψ(2S), B → D∗ and Bs → D∗s transitions, showing that in all cases we can reach
O(1%) uncertainties on the SM predictions of the improved LFU ratios employing conservatives
form-factor uncertainties.
I. INTRODUCTION
The hints of Lepton Flavor Universality (LFU) viola-
tion in charged-current semi-leptonic b→ c`ν decays [1–
7], as well as in b→ s`` transitions [8–12], represent one
of the most fascinating challenges in particle physics. Re-
cent data confirm numerous discrepancies from the Stan-
dard Model (SM) predictions in both sectors. At present
there is not a single measurement with a high statisti-
cal significance, but the global picture is very consistent.
These hints seem to indicated a LFU violation of short-
distance origin, encoded in the four-fermion semileptonic
interaction.
In this letter we focus the attention on the LFU tests
in b → c`ν transitions, which so far is the sector with
the lowest statistical significance [13]. Beside improving
the measurements of RD and RD∗ , it would be desirable
to add more observables able to probe the same under-
lying partonic transition. A first step in this direction
has been undertaken by LHCb collaboration [14] with
the measurement of the RJ/ψ ratio in Bc-meson decays,
obtaining
RJ/ψ
.
=
B(Bc → J/ψτν¯)
B(Bc → J/ψµν¯) = 0.71± 0.17stat ± 0.18syst .
(1)
This result has to be compared with a SM prediction
ranging between 0.25 and 0.28 [15–20], with an error es-
timated to be around 10% in [20]. The large experimen-
tal error, as well as the sizable theoretical uncertainty in
the SM prediction, do not allow us to draw significant
conclusions from this result at present.
The source of the SM error on RJ/ψ and, partially,
also of the systematic error in the experimental result, is
the poor knowledge of the Bc → J/ψ hadronic form fac-
tors. The knowledge of the latter is expected to improve
soon thanks to lattice QCD calculations [21]. However,
it is desirable to develop alternative methods to reduce
this source of uncertainty. The purpose of this letter is
to propose improved LFU ratios on Bc → J/ψ`ν¯ and,
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more generally, any P → V `ν¯ decay suffering of large
form-factor uncertainties, which would allow us to mini-
mize the error on the corresponding SM predictions. As
we will show, in these channels we can reduce the theory
error on appropriate LFU ratios – at fixed form-factor un-
certainty – taking into account that: i) the only intrinsic
theory error (i.e. the uncertainty associated to the non-
universal part of the amplitude) is the one induced by the
scalar form factor; ii) the scalar form factor generates a
subleading contribution to the decay rate that vanishes
at large dilepton invariant mass.
II. P → V `ν¯ DECAYS
A. General description
We consider a generic process of the type P → V `ν¯,
based on the underlying partonic transition b → c`ν¯,
where P and V denote a pseudoscalar and vector meson.
Within the SM, the branching fraction for this process
can be written as,
dB
dq2
(P → V `ν¯) = Φ(q2)ω`(q2)
[
H2V +
(
H`S
)2 ]
, (2)
where q2 is the dilepton invariant mass squared, and M
and m denote the initial and final state meson masses,
respectively. The phase-space factors are
Φ(q2)
.
= B0 q2
√
λV (q2) , (3)
ω`(q
2)
.
=
(
1− m
2
`
q2
)2(
1 +
m2`
2q2
)
, (4)
λV (q
2)
.
=
[
q2 − (M −m)2] [q2 − (M +m)2] , (5)
where B0 = τP G2F |Vcb|2/(192pi3M3). The hadronic ma-
trix elements are fully encapsulated in the helicity am-
plitudes HV and H
`
S ,
H2V = H
2
V + +H
2
V − +H
2
V 0 , (6)(
H`S
)2
=
3m2`
m2` + 2q
2
HV t , (7)
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HV ± = (M +m)A1(q
2)∓
√
λV (q2)
M +m
V (q2) , (8)
HV 0 =
M +m
2m
√
q2
[
− (M2 −m2 − q2)A1(q2) (9)
+
λV (q
2)
(M +m)2
A2(q
2)
]
,
HV t = −
√
λV (q2)
q2
A0(q
2) , (10)
where V , A0, A1 and A2 are the P → V form-factors
collected in Appendix A.
B. LFU ratios
The usual LFU ratios are defined as the ratio of the in-
clusive rates (or branching fractions) for different lepton
modes,
RV
.
=
Γ(P → V τν¯)
Γ(P → V µν¯) , (11)
such that
RSMV =
∫ q2max
m2τ
dq2 Φ(q2)ωτ (q
2)
[
H2V + (H
τ
S)
2 ]
∫ q2max
m2µ
dq2 Φ(q2)ωµ(q
2)
[
H2V
] , (12)
where q2max = (M −m)2. In (12) we have neglected the
scalar helicity amplitude in the denominator since it is
suppressed by the muon mass. Within the SM, RV is
not equal to unity because of three different effects:
(i) The different integration ranges in the numerator
and denominator.
(ii) The different weights ω` of the HV contributions
for µ and τ modes.
(iii) The scalar contribution H`S , which is numerically
relevant only for the τ mode.
Due to these three effects, there is only a partial cancel-
lation of the hadronic uncertainties in RV . In particular,
only the overall normalization error on the leading HV
term cancels between numerator and denominator, but
not the error associated to its q2 dependence. On the
other hand, it is clear that the uncertainties associated
to the effects (i) and (ii) can be eliminated if, in addition
to the total rate, also the q2 spectrum were experimen-
tally accessible. The lepton mass dependence induced
by (i) and (ii) is indeed a know function of q2. The only
irreducible error is the one associated to (iii), which can
also be reduced via a differential q2 measurement noting
that the relative contribution of H`S to the decay rate de-
creases at large q2. These observations are at the basis of
the improved LFU observables that we introduce below.
C. Improved LFU ratios
The first improvement with respect to the usual defini-
tion is to use the same integration range in the numerator
and denominator,
RcutV
(
q2min
) .
=
∫ q2max
q2min
dq2
dΓ
dq2
(P → V τν¯)∫ q2max
q2min
dq2
dΓ
dq2
(P → V µν¯)
, (13)
where q2min ≥ m2τ . This simple modification allows to
eliminate the source of error (i) listed above. More pre-
cisely, using the same integration range we get rid of the
uncertainty on the muon mode arising from the (non-
interesting) kinematical region where we cannot compare
it to the tau mode. This point was noted first in [22, 23],
where the measurement of R˜V
.
= RcutV (m
2
τ ) was proposed.
We note here that setting q2min > m
2
τ can be more con-
venient since it allow us to partially addressing also the
points (ii) and (iii) listed above, at the price of a (minor)
increase of the statistical error on the measurement. In-
deed, for large q2 the weights ω`(q
2) converge to unity,
for all lepton flavors, and H`S becomes negligible.
Beside choosing a common phase space region for nu-
merator and denominator in the ratio, a further reduc-
tion of the theory error can be obtained by a suitable
q2-dependent reweighting of the light-lepton rate. More
precisely, we propose to measure the following optimized
observable:
RoptV
(
q2min
) .
=
∫ q2max
q2min
dq2
dΓ
dq2
(P → V τν¯)∫ q2max
q2min
dq2
[
ωτ (q
2)
ωµ(q2)
]
dΓ
dq2
(P → V µν¯)
. (14)
By construction, the reweighting of the muon rate in RoptV
is such that the leading HV term appear with the same
coefficient, for any q2 bin, in both numerator and denom-
inator. The corresponding SM prediction is
RoptV
(
q2min
)∣∣
SM
=
∫ q2max
q2min
dq2 Φ(q2)ωτ (q
2)
[
H2V + (H
τ
S)
2 ]
∫ q2max
q2min
dq2 Φ(q2)ωτ (q
2)
[
H2V
] ,
(15)
addressing completely the points (i) and (ii) in sec-
tion II B. As for RcutV
(
q2min
)
, the point (iii) can be par-
tially addressed, at the price of an increase of the statis-
tical error, setting q2min > m
2
τ . As expected by a theo-
retically clean LFU ratio, RoptV (q
2
min) is predicted to be
close to unity in absence of non-standard sources of LFU
violations and, as we will demonstrate below, its SM the-
oretical error is proportional to |RoptV (q2min)− 1|.
3D. Theory uncertainty estimation
To compare the theoretical uncertainty in the SM pre-
dictions for RcutV and R
opt
V , we use a simplified notation
for the q2-integral,
〈
f
〉
`
.
=
∫
dq2 Φ(q2)ω`(q
2) f(q2)∫
dq2 Φ(q2)ω`(q
2)
, (16)
where f(q2) is a generic function, and the same inte-
gration ranges q2 ∈ (q2min, q2max) in the numerator and
denominator are understood. We expand the square of
the helicity functions around their central values,
H2V → H2V + δH2V ,
(HτS)
2 → (HτS)2 + δ(HτS)2 .
(17)
The relative error on RcutV induced by (δH
τ
S)
2 and δH2V ,
expanding to first order, reads
δRcutV
RcutV
∣∣∣∣
S
=
1
RcutV
〈
δ(HτS)
2
〉
τ〈
H2V
〉
µ
,
δRcutV
RcutV
∣∣∣∣
V
=
1
RcutV
〈
δH2V
〉
τ〈
H2V
〉
µ
−
〈
δH2V
〉
µ〈
H2V
〉
µ
. (18)
The total uncertainty is obtained by combining these two
terms in quadrature and accounting for possible correla-
tions among them. The choice of the same integration
region for numerator and denominators implies a cancel-
lation of the two δH2V terms in (18) which is not exact,
but it improves for large q2min where 〈δH2V 〉µ → 〈δH2V 〉τ .
Performing the same expansion on the optimized LFU
ratio in Eq. (15) we obtain
δRoptV
RoptV
∣∣∣∣∣
S
=
1
RoptV
〈
δ(HτS)
2
〉
τ〈
H2V
〉
τ
=
RoptV − 1
RoptV
〈
δ(HτS)
2
〉
τ〈
(HτS)
2
〉
τ
,
δRoptV
RoptV
∣∣∣∣∣
V
=
1−RoptV
RoptV
〈
δH2V
〉
τ〈
H2V
〉
τ
. (19)
As can be seen, in this case we necessarily have an error
proportional to |1 − RoptV |, i.e. an error proportional to
the effective small breaking of LFU implied by the non-
vanishing HτS amplitude. This is the minimum error one
can expect.
III. IMPROVED LFU RATIOS IN SPECIFIC
CHANNELS
In the following we illustrate the usefulness of
RcutV (q
2
min) and R
opt
V (q
2
min) with concrete examples in se-
lected decay modes, with conservative assumptions on
form factor errors.
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FIG. 1. Bc → J/ψ helicity amplitudes as a function of q2,
using the form-factors from Ref. [20] The bands denote the
1σ region. The gray dashed line denotes the differential q2
distribution of Bc → J/ψτν¯ in arbitrary units.
q2min m
2
τ 5 GeV
2 7 GeV2 form factors
R cutJ/ψ 0.34(2) 0.42(2) 0.48(1)
[20]
R optJ/ψ 1.11(4) 1.10(3) 1.06(2)
TABLE I. SM predictions for RcutJ/ψ and R
opt
J/ψ defined in
Eq. (13) and (15), respectively, for different values of q2min.
a. Bc → J/ψ`ν¯. Using the Bc → J/ψ form factors
from Ref. [20] we obtain the bands shown in Fig. 1 for
the Bc → J/ψ`ν¯ helicity amplitudes. As can be seen,
the errors are quite large. However, as anticipated, the
contribution of HτS vanishes for large q
2 → q2max.
The standard definition of RJ/ψ in (1) leads to a ≈ 10%
error: RSMJ/ψ = 0.25(3) [20]. Using the same form fac-
tors, the corresponding predictions for RcutJ/ψ and R
opt
J/ψ,
for different values of q2min, are shown in Table I: setting
q2min = m
2
τ the error drops to less than 6% and 4% for
RcutJ/ψ and R
opt
J/ψ, respectively; the error further drops to
about 2% in both cases (i.e. to about 1/5 of the error
on RJ/ψ) setting q
2
min = 7 GeV
2. As can be seen by the
grey line in Fig. 1, a lower cut at 7 GeV2 retains about
85% of the Bc → J/ψτν¯ rate, hence the corresponding
increase of statistical error is marginal compared to the
drastic reduction of the theory error.
A detailed differential comparison of RcutJ/ψ(q
2
min) and
RoptJ/ψ(q
2
min), as a function of q
2
min, is shown in Fig. 2. As
4can be seen from the right panel, the difference among the
two observables is more pronounced for small q2min values,
while they become almost equivalent at large q2min values.
b. B → D∗`ν¯. Despite the form factor uncertainty
in B → D∗`ν¯ is quite small [24–30], in view of future
high-statistics measurements it is worth analysing the im-
pact of the improved ratios also in this case. Here the SM
prediction can be obtained by using the shapes of the A1,
A2 and V form-factors that are constrained experimen-
tally in the CLN parameterization [31], combined with
the estimate of the ratio A0(q
2)/A1(q
2) obtained in [27]
to which we assign a conservative 10% error. With these
inputs, we obtain RSMD∗ = 0.252(5) with a ≈ 2% uncer-
tainty. As shown in Table II, this error can be halved by
using the improved LFU ratios with a q2 cut at 7 GeV2
that, similarly to the Bc → J/ψτν¯ case, would retain
a large fraction of the signal. At this level of accuracy,
QED corrections, that so far we have neglected, could be
become a relevant source of uncertainty.
c. Bs → D∗s`ν¯. Proceeding in a similar manner we
study the Bs → D∗s transition [32]. Form-factor uncer-
tainties are sizable in this case since lattice QCD results
are not yet available at nonzero recoil [33]. We consider
the conservative form-factor estimate in Ref. [20], from
which we obtain the prediction RD∗s = 0.20(2) for the
standard definition. Using the same form factors, we ob-
tain the predictions for the improved observables shown
in Table II. Already at q2min = m
2
τ , we see that the un-
certainty drops to ≈ 4% and ≈ 3% for RcutD∗s and R
opt
D∗s
, re-
spectively, which becomes even smaller as q2min increases.
d. Bc → ψ(2S)`ν¯. As a final example we discuss the
Bc → ψ(2S)`ν¯ case, which might represent an interesting
channel at hadron colliders. Here no precise estimates of
the form factors exist at present. While this fact pre-
vent obtaining precise predictions of the standard LFU
ratio, we can still obtain quite reliable predictions for
the improved ratios under rather conservative assump-
tions. In particular, we employ the form factor estimated
in Ref. [20] for the Bc → J/ψ case, replacing the mass
[mJ/ψ → mψ(2S)] and doubling all the errors. Doing so,
we obtain the values shown in Table II. Given the smaller
q2 range (q2max ≈ 6.8 GeV2) here we only quote the ra-
tios up to q2min = 5 GeV
2. There we reach a ≈ 3% error
on both improved LFU ratios, which is quite remarkable
given the large inputs errors.
IV. DISCUSSION
The examples presented above provide a clear illustra-
tion of the virtues of the improved LFU ratios in obtain-
ing SM predictions with a reduced theoretical error, both
for cases where the error on the standard ratio is small,
such as RD∗ , as well as in cases where this error is very
q2min m
2
τ 5 GeV
2 7 GeV2 form factors
R cutD∗ 0.343(7) 0.429(8) 0.496(6) [27, 31]
R optD∗ 1.11(2) 1.09(2) 1.06(1) (see text)
R cutD∗s 0.29(1) 0.378(8) 0.451(5) [20]
R optD∗s
1.09(3) 1.07(2) 1.04(1)
R cutψ(2S) 0.16(1) 0.27(1) – [20]
R optψ(2S) 1.10(6) 1.06(4) – (see text)
TABLE II. Predictions for the RcutV and R
opt
V ratios in differ-
ent B → V `ν modes, for different values of q2min.
large, such as Rψ(2S). In this section we address three
points which might appear more problematic compared
to the standard case, namely the impact of QED cor-
rections, the experimental error, and the sensitivity to
physics beyond the SM.
a. QED corrections. QED corrections do represent
an additional source of LFU breaking within the SM. If
not properly corrected for, the effects of soft and collinear
radiation can become relevant in light-lepton decays be-
ing of O[α log(mµ/mB)] (see e.g. [35, 36]). Such collinear
logs vanish for inclusive measurements. However, they
also vanishes at the differential level in the q20 spec-
trum [36, 37], where
q20 ≡ (pB − pV )2 , (20)
which does not coincide with the dilepton invariant mass
spectrum in presence of QED radiation. Hence we do
not expect any specific problem in the extraction of the
improved LFU ratios, as far as QED corrections are con-
cerned, provided they are defined in term of q20 rather
than q2.
b. Experimental accessibility. The need of a differ-
ential measurement makes the experimental extraction
of the improved LFU ratios potentially more challenging
at hadron colliders. However, some information on the
q20 distribution is partially available also in these exper-
imental setup, via the effective determination of the B
meson momentum (see e.g. [6, 34]). Actually an effective
lower cut on q20 is unavoidable in the busy environment
of hadron colliders in order to reduce the background of
B → X`ν, where X(→ V ) is an excited hadronic state of
higher mass. As a result, we do not expect a significant
increase of the error, at least for the extraction of R cutV ,
and maybe even an advantage given no extrapolation of
the signal in a background-dominated region is necessary.
c. Sensitivity to physics beyond the SM. On gen-
eral grounds, the different weight of vector and scalar
amplitudes in RcutV and R
opt
V vs. RV imply a different
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FIG. 2. SM predictions for RcutJ/ψ (black) and R
opt
J/ψ (blue), with 1σ error band, as a function of q
2
min (left panel). These
ratios are normalized by the values at q2max, namely R
cut
J/ψ(q
2
max) = 0.549 and R
opt
J/ψ(q
2
max) = 1. The comparison of the relative
theoretical uncertainty is shown in the right panel.
sensitivity to physics beyond the SM of the improved
LFU ratios compared to the standard one. However, this
is by no means a drawback. First of all, we note that
the sensitivity to a lepton non-uniniversal amplitude
with the same helicity structure as the SM one, which so
far is the most favored explanation of the RD and R
∗
D
anomalies, is unchanged. Second, we note that for large
q2min values the improved LFU ratios tend to reduce
the (already small) sensitivity of B → V `ν decays to
non-standard scalar-type amplitudes. These observables
can thus be considered very clean and sensitive probes of
possible non-universal effects associated to vector-type
interactions.
In conclusion, we believe the improved observables we
have proposed in this letter do represent a valuable tool
to reduce the overall error of theoretical origin in a wide
class of P → V `ν¯ decays. Their measurement could shed
some light on the hints of LFU violations in charged-
current interactions.
ADDED NOTE
During the completion of this work, a new lattice esti-
mate of the Bc → J/ψ form factors appeared [38]. The
results in [38] are perfectly compatible with those in [20]
that we have adopted in our numerical analysis, but have
significantly smaller errors. These new results diminish
the need of improved LFU ratios in Bc → J/ψ`ν; how-
ever, similarly to the B → D∗`ν case, the observables we
have proposed can still be used as an independent method
to reduce and crosscheck the overall error of theoretical
origin. In this perspective, for illustrative purposes, we
find it still useful to use the conservative errors from [20]
to analyse the power of the method. For completeness,
we report here the predictions for the improved LFU ra-
tios obtained using the Bc → J/ψ form factors in [38]:
RcutJ/ψ(m
2
τ ) = 0.331(2) , (21)
RoptJ/ψ(m
2
τ ) = 1.073(4) . (22)
Appendix A: Form-factors
For completeness, we provide our definition for the
P → V form-factors,
〈K¯∗(k)|c¯γµ(1− γ5)b|B¯(p)〉 = εµνρσε∗νpρkσ 2V (q
2)
M +m
− iε∗µ(mB +mK∗)A1(q2)
+ i(p+ k)µ(ε
∗ · q) A2(q
2)
M +m
+ iqµ(ε
∗ · q)2m
q2
[A3(q
2)−A0(q2)] , (A1)
where 2mA3(q
2) = (M+m)A1(q
2)−(M−m)A2(q2) and
we have used the convention ε0123 = +1.
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