We consider the solution u(x, t) to a stochastic heat equation. For fixed x, the process F (t) = u(x, t) has a nontrivial quartic variation. It follows that F is not a semimartingale, so a stochastic integral with respect to F cannot be defined in the classical Itô sense. We show that for sufficiently differentiable functions g, a stochastic integral g(F ) dF exists as a limit in distribution of discrete, midpoint style Riemann sums. Moreover, we show that this integral satisfies a change of variables formulas with a correction term that is an ordinary Itô integral with respect to a Brownian motion that is independent of F .
Introduction
Let u(x, t) denote the solution to the stochastic heat equation u t = 1 2 u xx +Ẇ (x, t), with initial conditions u(x, 0) ≡ 0, whereẆ is a space-time white noise on R × [0, ∞). That is, u(x, t) = R× [0,t] p(x − y, t − r)W (dy × dr), (1.1) where p(x, t) = (2πt) −1/2 e −x 2 /2t is the heat kernel. Let F (t) = u(x, t), where x ∈ R is fixed. In the prequel to this paper [11] , it is shown that F is a continuous, centered Gaussian process with covariance function ρ(s, t) = EF (s)F (t) = (2π) −1/2 (|t + s| 1/2 − |t − s| 1/2 ), (1.2) and that F has a nontrivial quartic variation. In particular,
It follows that F is not a semimartingale, so a stochastic integral with respect to F cannot be defined in the classical Itô sense. In this paper, we complete the construction of a stochastic integral with respect to F which is a limit of discrete Riemann sums.
Given a positive integer n, let ∆t = n −1 , t j = j∆t, and ∆F j = F (t j ) − F (t j−1 ). Let x denote the greatest integer less than or equal to x. We will be primarily concerned with the midpoint-type sum I n (g, t) = nt/2 j=1 g(F (t 2j−1 ))(F (t 2j ) − F (t 2j−2 )), (1.3) where g ∈ C k (R) for sufficiently large k. We show that I n (g, ·) converges in distribution in D R [0, ∞), the Skorohod space of cadlag functions, to a continuous limit. If we use t 0 g(F (s)) dF (s) to denote a process with this limiting distribution, then our main result (Theorem 6.2) is the following change of variables formulas: g(F (t)) = g(F (0)) + Here, κ is an explicit, positive constant (see (2.10) ) and B is a standard Brownian motion, independent of F . The above equality, of course, is equality in distribution. In the course of analyzing this convergence, we will also obtain the asymptotic behavior of the trapezoid-type sum,
I
T n (g, t) = nt j=1 g(F (t j−1 )) + g(F (t j )) 2 ∆F j .
(1.5)
We shall see (Corollary 4.4) that I T n (g , t) → g(F (t)) − g(F (0)) uniformly on compacts in probability (ucp).
The process F shares many of its properties with B 1/4 , the fractional Brownian motion (fBm) with Hurst parameter H = 1/4. Several different stochastic integrals with respect to fBm have been developed, and there is a wide body of literature on this topic. See, for example, Decreusefond [2] and the references therein for a survey of many of these constructions.
It is instructive to contrast our approach to stochastic integration with the approach of Russo, Vallois, and coauthors [5, 6, 9, 10] , who use a regularization procedure to transform these Riemann sums into integrals before passing to the limit. For instance, the regularized midpoint sum is 1 2ε (g (F (s)) + g (F (s + ε))(F (s + ε) − F (s)) ds.
Asymptotically, as ε → 0, there is no difference between these two integrals. Hence, under the regularization procedure, the midpoint and trapezoid sums exhibit the same limiting behavior. In the case that F = B 1/4 , Gradinaru, Russo, and Vallois [6] have shown that the above integrals converge ucp as ε → 0 to g(F (t)) − g(F (0)). In fact, this result holds for any Hurst parameter H > 1/6, which was proven independently by Gradinaru, Nourdin, Russo, and Vallois [5] , and Cheridito and Nualart [1] .
Under the discrete approach which we are following, we see new behavior for the midpoint sum, namely, the emergence of a correction term which is a classical Itô integral against an independent Brownian motion.
In Section 3, we use standard arguments involving Taylor expansions and telescoping sums to show that I n (g , t) ≈ g(F (t)) − g(F (0)) − 1 2 nt/2 j=1 g (F (t 2j−1 ))(∆F Similar results hold also when the sum is taken over only the odd or only the even indices. Since these limits are equal in magnitude and of opposite sign, they cancel each other in the Riemann sum expansions, yielding I n (g , t) ≈ g(F (t)) − g(F (0) T n (g , t) ≈ g(F (t)) − g(F (0)). This will give us the previously mentioned result on the limiting behavior of the trapezoid sums.
For the midpoint sums, let Recall from [11] that
j converges in law to κB, where κ is an explicit, positive constant, and B is a standard Brownian motion, independent of F . More specifically, the joint law of (F, J n (1, ·)) converges to the joint law of (F, κB). In Section 5, we show that the sequence {J n (g , ·)} is relatively compact in D R [0, ∞); and in Section 6, we show that the joint law of (F, J n (1, ·), J n (g , ·)) converges to the joint law of (F, κB, κ g (F ) dB). This will give us the convergence in law of I n (g , t), as well as the change of variables formula (1.4). It should be noted that all of these convergence results are dependent on the fact that F is a quartic variation process. That is,
where H = 1/4. For example, the convergence of J n (1, t) to a Brownian motion is made plausible by the fact that it is a sum of terms of the form ∆F 2 2j − ∆F 2 2j−1 , each of which is approximately mean zero with an approximate variance of ∆t. If we replace F with a rougher process which satisfies (1.7) for some H < 1/4, then the midpoint sums will evidently diverge. On the other hand, the ucp convergence of the trapezoid sums I T n (g , t) → g(F (t)) − g(F (0)) remains plausible for any H > 1/6. This is consistent with the analogous results in [1, 5] for regularized sums.
The critical case for the trapezoid sum is H = 1/6. At the time of this writing, we know of only one result in this case. If g(x) = x 3 , then
Nualart and Ortiz [8] have shown that, for F = B 1/6 , this last sum converges in law to a Brownian motion. It is natural to conjecture that a result analogous to (1.4) holds in this case as well. In general, the extension of our results to a larger family of processes, including fBm, is a natural direction for future research in this area.
Preliminaries

Tools for cadlag processes
Let D R d [0, ∞) denote the space of cadlag functions from [0, ∞) to R d endowed with the Skorohod topology. We use the notation x(t−) = lim s↑t x(s) and ∆x(t) = x(t) − x(t−). Note that if F n (t) = F ( nt /n), then ∆F n (t j ) = F (t j ) − F (t j−1 ). As in Section 1, we shall typically use ∆F j as a shorthand notation for ∆F n (t j ).
We note for future reference that if x is continuous, then x n → x in the Skorohod topology if and only if x n → x uniformly on compacts. For our convergence results, we shall use the following moment condition for relative compactness, which is a consequence of Theorem 3.8.8 in [4] .
Suppose that for each T > 0, there exists ν > 0, β > 0, C > 0, and θ > 1 such that
Then {X n } is relatively compact.
for all n and all 0 ≤ s, t ≤ T . Then {X n } is relatively compact.
Proof. We apply Theorem 2.1. By hypothesis, Condition (iii) holds. Taking s = 0 and t = δ in (2.1) gives Condition (ii). By Hölder's inequality,
If ϕ 1 (n)h < 1/2, then the right hand side of the above inequality is zero. Assume that
which verifies Condition (i).
2 In general, the relative compactness in D R [0, ∞) of {X n } and {Y n } does not imply the relative compactness of {X n + Y n }. This is because addition is not a continuous operation from
Proof. By Lemma 6.2 in [7] , v n → v in D R [0, ∞) if and only if the following conditions hold.
Let z n = x n + y n and z = x + y. Suppose t n → t. Since ∆x(t)∆y(t) = 0, either t is a continuity point of x or it is a continuity point of y. By symmetry, suppose it is a continuity point of x. In this case, choose strictly increasing, surjective λ n : [0, ∞) → [0, ∞) such that λ n (t) → t and x n (t) − x(λ n (t)) → 0 uniformly on compacts. Then
Since λ n (t n ) → t and t is a continuity point of x, it follows that x n (t n ) → x(t). Hence,
Since (i) holds for {y n }, this goes to zero, which verifies (i) for {z n }. Now suppose s n ≥ t n , s n , t n → t, and z n (t n ) → z(t). Again, by symmetry, assume t is a continuity point of x. We then have that y n (t n ) = z n (t n ) − x n (t n ) → z(t) − x(t) = y(t). Hence, by (ii), we must have y n (s n ) → y(t). But this implies z n (s n ) = x n (s n ) + y n (s n ) → x(t) + y(t) = z(t) and this verifies (ii) for {z n }.
2
Proof. Given a subsequence of {(X n , Y n )}, there exists a further subsequence and a random
By the Skorohod representation theorem (see Theorem 3.1.8 in [4] ), we may assume the convergence is a.s. Since Y is continuous,
2 The following lemma is Problem 3.22(c) in [4] . We will also need the following lemma, which connects relative compactness and convergence in probability. This is Lemma A2.1 in [3] . Lemma 2.6 Let {X n }, X be processes with sample paths in D R d [0, ∞) defined on the same probability space. Suppose that {X n } is relatively compact in D R d [0, ∞) and that for a dense set H ⊂ [0, ∞), X n (t) → X(t) in probability for all t ∈ H.
Our primary tool is the following theorem, which is a special case of Theorem 2.2 in [7] . Theorem 2.7 For each n, let Y n be a cadlag, R m -valued semimartingale with respect to a filtration {F n t }. Suppose that Y n = M n + A n , where M n is an {F n t }-local martingale and A n is a finite variation process, and that
for each t ≥ 0, where V t (A n ) is the total variation of A n on [0, t] and [M n ] is the quadratic variation of M n . Let X n be a cadlag, {F n t }-adapted, R k×m -valued process and define
Then Y is a semimartingale with respect to a filtration to which X and Y are adapted, and
where
Remark 2.8 In the setting of Theorem 2.7, if {V n } is another sequence of cadlag adapted processes and
This can be seen by applying Theorem 2.7 to (X n , Y n ), where X n = (V n , X n ) and
Estimates from the prequel
We now recall some of the basic estimates from [11] . Here and in the remainder of this paper, C shall denote a constant whose value may change from line to line. By (2.6) in [11] , for all s and t,
Hence, 
and note that
Some related estimates are
which is (2.8) in [11] , and
which precedes (2.10) in [11] .
Proof. By the above estimates,
Hence,
which proves the first claim.
For the second and third claims, it is easy to see that they hold when i ≥ j − 1. Assume
, which proves the third claim. Combining this with the first claim gives
which proves the second claim. 2 Recall γ j , defined by (2.7). Let
and define
By Propositions 3.5 and 4.7 in [11] ,
for all s and t. Recall that F (t) = u(x, t), where u is given by (1.1). Let m denote Lebesgue measure and define the filtration
In the proof of Lemma 3.6 in [11] , it was shown that G and F have the same law, and that G is independent of F τ . In particular, of j > c and ∆F j = ∆F j − E[∆F j |F tc ], then ∆F j is independent of F tc and equal in law to ∆F j−c . According to the display equation above (3.32) in [11] , if 0 ≤ τ ≤ s ≤ t, then
(2.14)
In particular,
, which, together with (2.5) and Hölder's inequality, implies
Finally, we recall the main result of interest to us, which is Proposition 4.7 in [11] .
Theorem 2.10 Let {B n } be given by (2.11) and let B be a standard Brownian motion,
A formula for Gaussian products
A partition of a set S is a collection of pairwise disjoint, nonempty subsets of S whose union is S. Let A be a partition of {1, 2, . . . , 2n}. We will call A a pair-partition if each set A ∈ A has exactly two elements. Let A = A n denote the set of all pair-partitions of {1, 2, . . . , 2n}.
Lemma 2.11 If X 1 , . . . , X 2n are jointly Gaussian with EX j = 0 and EX
Using Itô's formula, we have
Theorem 2.12 If X 1 , . . . , X 2n are jointly Gaussian, then
Proof. Without loss of generality, we may assume EX 2 j = 1 for all j. If n = 1, the claim is trivial. Suppose the formula holds for n − 1. For each i and j, define A ij = {A ∈ A n : {i, j} ∈ A} and B ij = {A \ {{i, j}} : A ∈ A ij }. Note that B ij is simply the set of pair-partitions of {1, . . . , 2n} \ {i, j}. By Lemma 2.11 and the inductive hypothesis,
Since each partition in A n is counted exactly n times in the above double sum, this completes the proof.
2 Corollary 2.13 If X 1 , . . . , X 2n are jointly Gaussian, then
Proof. By Theorem 2.12,
Since B 1k is the set of pair-partitions of {1, . . . , 2n} \ {1, k}, a second application of Theorem 2.12 completes the proof. 2
Multi-indices and Taylor's theorem
We recall here the standard multi-index notation. A multi-index is a vector α ∈ Z d + , where
We use e j to denote the multi-index with e j j = 1 and e
Note that by convention, 0 0 = 1. Also note that |x α | = y α , where y j = |x j | for all j. Taylor's theorem with integral remainder states that if g ∈ C k+1 (R), then
Taylor's theorem in higher dimensions is the following.
For integers a and b with a ≥ 0, we adopt the convention that
We define
for any multi-indices γ and α. Later in the paper, we shall need the following two combinatorial lemmas. Proof. The proof is by induction on a. For a = 0, the lemma is trivial. Suppose the lemma holds for a − 1. Since the lemma clearly holds for c = 0 or c = a, we may assume 0 < c ≤ a − 1. In that case,
and the proof is complete. 2 
Applying Lemma 2.15 completes the proof. 2
3 Fourth order integrals
where the convergence is ucp.
Proof. We prove only the first limit. The proofs for the other limits are nearly identical. Let F n (t) = F ( nt /n) and
By (2.6), V n (t) → 3t/π ucp. Also, by the continuity of F , F n → F ucp. Finally, note that the expected total variation of V n on [0, t] is uniformly bounded in n. That is,
By Theorem 2.7, (3.1) holds with the convergence being in probability in D R [0, ∞). Since convergence in the Skorohod space to a continuous function is equivalent to uniform convergence on compact sets, this shows that
where I n (g, t) is given by (1.3).
Proof. By (2.16),
,
Hence, it will suffice to show that ε n (g, t) → 0 ucp. First assume that g and all its derivatives are bounded. By the continuity of g and the almost sure continuity of F ,
ucp. An application of Theorem 3.1 completes the proof that ε n (g, t) → 0 ucp, in the case that g and all its derivatives are bounded.
To deal with the general case, we use the following truncation argument, which we will make use of several times throughout this paper. Fix T > 0 and η > 0. Choose L > 0 so large that
Choose h ∈ C 5 (R) such that h is bounded with bounded derivatives and h = g on [−L, L]. By the above, we may choose n 0 such that
for all n ≥ n 0 , which shows that ε n (g, t) → 0 ucp and completes the proof.
where I T n (g, t) is given by (1.5). Proof. Let g ∈ C 5 (R). Define
The proof of Theorem 3.2 can be easily adapted to show that
Note that
Also note that
By the continuity of F and g , this shows that
2 .
By (3.2) and Theorem 3.2,
Since g ∈ C 5 (R), we may use the Taylor expansion
3 ) with f = g , which completes the proof. 2
Third order integrals
To analyze the third order integrals, we shall need a Taylor expansion of a different kind. That is, we shall need an expansion for the expectation of functions of jointly Gaussian random variables. For this Gaussian version of Taylor's theorem, we first introduce some terminology. We shall say that a function g : R d → R has polynomial growth if there exist positive constants K and r such that
for all x ∈ R d . If k is nonnegative integer, we shall say that a function g has polynomial growth of order k if g ∈ C k (R d ) and there exist positive constants K and r such that
for all x ∈ R d and all |α| ≤ k.
Theorem 4.1 Let k be a nonnegative integer. Suppose h : R → R is measurable and has polynomial growth, and f ∈ C k+1 (R d ) has polynomial growth of order k+1, both with common constants K and r. Let ξ ∈ R d and Y ∈ R be jointly normal with mean zero. Suppose that EY 2 = 1 and Eξ
where |R| ≤ C|ρ| k+1 and C depends only on K, r, ν, k, and d.
Proof. Let U = ξ − ρY and define ϕ :
Since h, f , and all its derivatives have polynomial growth, we may differentiate under the expectation and conclude that ϕ ∈ C k+1 (R d ). Hence, by Theorem 2.14 and the fact that U and Y are independent,
Since |ρ| 2 ≤ νd, this completes the proof. Recursively define the sequences {a
Proof. We will show that for all 0 ≤ n ≤ k + 1,
where |R| ≤ C|ρ| k+1 and C depends only on K, r, ν, k, and d. The case n = k+1 corresponds to the conclusion of the corollary.
We prove (4.2) by induction on n. The case n = 0 is given by Theorem 4.1. Suppose (4.2) holds for some n < k + 1. Fix α such that |α| = n. Applying Theorem 4.2 to ∂ α f with h(y) = 1 gives
where | R| ≤ C|ρ| k+1−n . Hence, by (4.2),
Making the change of index γ = α + β and using Lemma 2.16 gives
Substituting this into (4.3) and using (4.1) shows that
which completes the induction. where the convergence is ucp.
Proof. We prove only the case for odd indices. The proof for even indices is nearly identical.
To abbreviate notation, we shall not explicit indicate that the indices are odd in the subscript of the summation symbol. Using the truncation argument in the proof of Theorem 3.2, we may assume that g and all its derivatives are bounded. Fix T > 0. Let 0 ≤ s ≤ t ≤ T be arbitrary. Let
We may write
) and define h(x) = x 3 . By Corollary 4.2 with k = 2,
where |R| ≤ C|ρ| 3 . Hence,
By (2.8), (2.9), and Lemma 2.9,
) and h(x) = x 3 . As above,
Combining these results, we have
Since t − s ≤ T , this shows
Taking s = 0 verifies Condition (iii) of Theorem 2.1. Hence, by Corollary 2.2, {I n } is relatively compact. Since X n − Y n → 0 in L 2 it will suffice, by Lemma 2.6, to show that
g (F (s)) ds in probability. For this, observe that by (2.4) and (2.9),
almost surely, this completes the proof of (4.4). For (4.5), note that since g ∈ C 4 (R),
Applying (4.4) and Theorem 3.1 completes the proof.
2 As a reminder, X n (t) ≈ Y n (t) means that X n − Y n → 0 ucp.
where I n (g, t) and J n (g, t) are given by (1.3) and (1.6), respectively. Moreover,
is given by (1.5). Proof. By Theorems 3.2, 3.3, and 4.3, it will suffice to show that
As before, we may assume g and all its derivatives are bounded. Note that
The proof is completed by using the Taylor expansion
3 ) with f = g and applying Theorem 4.3. 2
Relative compactness
The main result of this section is Theorem 5.1 below, from which the relative compactness of {J n (g, ·)} will follow as a corollary. (Recall that {J n (g, ·)} is defined in (1.6).) We will again need Theorem 5.1 later in Section 6, when we show that J n converges weakly to an ordinary Itô integral.
Theorem 5.1 Let a be a nonnegative integer and define δ a (t) = F (t)−F (t a ). Let g ∈ C 7 (R) have polynomial growth of order 7 with constants K and r. Fix T > 0 and let a ≤ c ≤ d with 0 ≤ t c < t d ≤ T . If a = 0 or g is a polynomial, then
where C depends only on K, r, and T .
Consider the simple case a = c = 0 and g(x) = x. In that case, the above expectation is
Using Corollary 4.2, we can remove the ∆F 2 factors from inside the expectation. The leading term in the resulting expansion would be roughly
We could now use (2.8) to analyze these expectations and prove the theorem in this simple case.
If we are to follow this strategy, then we shall need an estimate analogous to (2.8) which applies to functions of F . The estimate in (2.8) was originally arrived at through direct computations with the covariance function. Unfortunately, such direct computations are not tractable for a general function of F . There is, however, an alternative derivation of (2.8). Specifically, if we observe that |∂ st ρ(s, t)| ≤ C|t − s| −3/2 , where ∂ st is the mixed second partial derivative, then we may conclude that |E[
Based on these heuristics, we begin with the following. Theorem 5.2 Let X(t) be a centered Gaussian process with continuous covariance function ρ 1 (s, t) and define V 1 (t) = ρ 1 (t, t). Suppose that ρ 1 (s, t) is a C 2 function on the set {0 < s < t}, and that V 1 (t) is a C 1 function on {t > 0}. Let G and H be polynomials, define ρ 2 (s, t) = E[G(X(s))H(X(t))], and V 2 (t) = ρ 2 (t, t). Consider the conditions
for all 0 < s < t ≤ T , where C depends on only T , G, and H. If (5.1) holds for j = 1, then (5.1) holds for j = 2.
Proof. Suppose (5.1) holds for j = 1. Without loss of generality, we may assume
In either case, the conclusion is trivial. We may therefore assume d ≥ 2 is even.
First note that V 2 (t) = CV 1 (t) d/2 . Hence, since V 1 is continuous, and therefore bounded on compact intervals, |V 2 (t)| ≤ C|V 1 (t)| ≤ Ct −1/2 . Next, if m = 0, then ρ 2 (s, t) = V 2 (t), and (5.1) holds for j = 2. We may therefore assume m ≥ 1.
By Corollary 2.13,
. By induction, we may assume (5.1) holds for j = 3 and j = 4. Note that all of the above functions are continuous, and therefore bounded on compact intervals. Hence,
For the mixed partial, first note that
Next, note that
As above, this gives
which completes the proof. 2 Theorem 5.3 Let G, H ∈ C 2 (R) have polynomial growth of order 2 with common constants
for all 0 < s < t ≤ T , where C depends only on K, r, and T .
Proof. Fix 0 < s < t ≤ T . Recall the covariance function (1.2). Define V (t) = ρ(t, t) = π −1/2 t 1/2 . Let
Note that X 1 and X 2 are independent N (0, 1) random variables, and that
Since G and H have polynomial growth of order 2, we may compute ∂ st f by differentiating under the expectation. We have
and
To bound this, we must bound the partial derivatives of a.
. Hence,
This gives A ≤ Cs 3/2 t −1 ≤ Cε r/2 . Also, it is easy to check that
Hence, |∂ t a 1 | = 2
Next,
which bounds the first term in (5.3) . From (5.7), we have
which bounds the second term in (5.3).
For the third term, we use (5.6) to obtain
Using (5.6) and (5.7), we have
Hence, by (5.9)
This, together with (5.9) gives
Using ( 
for all t a ≤ s, t ≤ T , where C depends only on K, r, p, and T .
Proof. We write
Since F is a Gaussian process, an application of Hölder's inequality, together with (2.3), completes the proof. 2
Lemma 5.5 Assume the hypotheses of Theorem 5.1. Recall that σ
and, by Hölder's inequality,
Hence, by Lemma 5.4,
As for S, we first assume, without loss of generality, that c and d are both even. In that case,
Hence, E|S| 2 ≤ C∆t(S 1 + S 2 ), where
and 
Proof. By Lemma 2.9 and (2.9),
Hence, by Lemma 2.9,
is the same as in the proof of Lemma 5.5. 2
Proof of Theorem 5.1. For brevity, let X(t) = g(δ a (t)) − g(δ a (t c )), and write
) has polynomial growth of order 6 with constant K and r that depend only on K and r, and not on θ. Hence, f has polynomial growth of order 6 and, without loss of generality, we may assume it has constants K and r. Thus, by Corollary 4.2 with 
where σ c,j = E[δ c (t j−1 )∆F j ] and
Using (2.3) and Lemma 2.9, we have
Note that the above factors of |j − i| are actually (|j − i| ∨ 1), though we have omitted this to simplify the notation. These estimates now yield
Since |j − c| ≤ |j − i| + |i − c|, this gives
and therefore,
By (5.11), we are now reduced to considering the sums
which will require another application of Corollary 4.2. 
As before,
which gives
and shows that
where R 4 also satisfies (5.14). Note that | σ| ≤ C∆t 7/4 |i−c| 1/4 . Since this is a better estimate than the one we use for |σ|, the estimates above also give
By (5.12), (5.13), (5.15), (5.16), and (5.17), we are reduced to considering the sums
Note that this can be simplified to
By Lemmas 5.5 and 5.6, this completes the proof. 2
Corollary 5.7 If g ∈ C 7 (R) has polynomial growth of order 7, then {J n (g, ·)} is relatively compact in D R [0, ∞).
Proof. We shall apply Corollary 2.2 with β = 3. First note that q(x + y)
By Theorem 5.1, Hölder's inequality, and (2.12),
. By Corollary 2.2, {J n } is relatively compact. 2
Convergence to a Brownian integral
Recall that J n (g, t) is given by (1.6) and B n (t) is given by (2.11). Note that J n (g, t) = κ t 0 g(F n (s−)) dB n (s), where F n (t) = F ( nt /n). In light of Theorem 2.10, we would like to apply Theorem 2.7. Unfortunately, though, {B n } cannot be decomposed in a way that satisfies (2.2) . This is essentially due to the numerous local oscillations of B n . To overcome this difficulty, we consider a modified version of B n .
The process B n has a jump after every ∆t units of time. To "smooth out" this process, we shall restrict it so that it jumps only after every ∆t 1/4 units of time. Define
where m = n 1/4 .
Lemma 6.1
The sequence {B n } given by (6.1) satisfies (2.2), and B n − B n → 0 ucp.
ξ k , where
, where F t is given by (2.13). Let
ξ k is a martingale. Let A n = B n − M n . We must now verify (2.2).
Since
has the same law as {∆F j } ∞ j=1 , (2.12) implies
E|ξ k | 2 ≤ Ct for all n. Also, by (2.15),
It follows that EV
E|ξ k − ξ k | ≤ Ctn −1/16 , and {B n } satisfies (2.2). By (2.12),
By Corollary 2.2, {B n } is relatively compact. By Lemma 2.4 and Theorem 2.10, {B n − B n } is relatively compact. Hence, by Lemma 2.6, in order to show that B n − B n → 0 ucp, it will suffice to show that B n (t) − B n (t) → 0 in probability for each fixed t.
For this, note that n
Letting n → ∞ finishes the proof.
2 With these lemmas in place, we are finally ready to prove our main result. Theorem 6.2 Let I n (g, t) be given by (1.3) and κ, B n by (2.10) and (2.11), respectively. Let B be a standard Brownian motion, independent of F . If g ∈ C 11 (R), then Proof. By Lemma 6.1 and Theorem 2.10, B n → B in law. Define F n (t) = F (2m 3 mt/2 /n). By continuity, g (F n ) → g (F ) a.s. Hence, by Lemmas 2.4 and 2.5, (F, g (F n ), B n ) → (F, g (F ) , B) in law in D R 3 [0, ∞). Therefore, by Lemma 6.1, Theorem 2.7, and Remark 2.8, Hence, it will suffice to show that ζ n → 0 ucp. By (6.1), B n jumps only at times of the form s = 2k/m, where k is an integer. At such a time, F n (s−) = F (2m 3 (k − 1)/n). Using the notation in the proof of Lemma 6.1, this gives Hence, by (1.6), ζ n (t) = mt/2 k=1 S k + ε n , where
g (F (t j−1 )) − g (F (t c )) ∆F By the truncation argument in the proof of Theorem 3.2, we may assume that g and all its derivatives are bounded. Hence, by Corollary 5.7, {J n (g , ·)} is relatively compact, so by Lemma 2.4 and (6.3), {ζ n } is relatively compact. Therefore, by Lemma 2.6, it will suffice to show that ζ n (t) → 0 in probability for fixed t. If M = 2m 3 mt/2 and N = 2 nt/2 , then
g (F (t j−1 )) − g (F (t M )) ∆F As in (6.2), this goes to zero as n → ∞. Also, by Theorem 5.1,
Hence ε n → 0 in probability and it remains only to check that mt/2 k=1 S k → 0 in probability. Recall that δ c (t) = F (t) − F (t c ). By (2.16), since g ∈ C 11 (R), Hence, it will suffice to show that mt/2 k=1 g (h+2) (F (t c ))X (h) k → 0 in probability for each h ∈ {1, . . . , 8}.
Fix h ∈ {1, . . . , 8}. Still using the notation from the proof of Lemma 6.1, let 
As above, the first summation goes to zero. For the second summation, Theorem 5.1, (6.4), and the fact that d − c = 2m k → 0 in probability, which completes the proof of theorem. It remains only to prove (6.6). By (6.4) and (6.5), 
