In a virtual environment with multiple partic ipants, it is necessary that the user's actions be repli cated by synthetic human forms. Whole body digitizers would be the most realistic solution for capturing the individual participant's human form, however the best of the digitizers available are not interactive and are therefore not suitable for real-time interaction. Usu ally, a limited number of St!nsors are used as constraints on the synthetic human fo: rm. Inverse kinematics algo rithms are applied to sati, �fy these sensor constraints. These algorithms result in slower interaction because of their iterative nature, especially when there are a large number of participants. To support real-time in teraction in a virtual environment, there is a need to generate closed form solut1:ons and fast searching algo rithms.
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Abstract
In a virtual environment with multiple partic ipants, it is necessary that the user's actions be repli cated by synthetic human forms. Whole body digitizers would be the most realistic solution for capturing the individual participant's human form, however the best of the digitizers available are not interactive and are therefore not suitable for real-time interaction. Usu ally, a limited number of St!nsors are used as constraints on the synthetic human fo: rm. Inverse kinematics algo rithms are applied to sati, �fy these sensor constraints. These algorithms result in slower interaction because of their iterative nature, especially when there are a large number of participants. To support real-time in teraction in a virtual environment, there is a need to generate closed form solut1:ons and fast searching algo rithms.
In this paper, a new closed form solution for the D.rms (and legs) is developed using two magnetic sensors. In developing this solution, we use the biome chanical relationship between the lower arm and the upper arm to provide an analytical, non-iterative solu tion. We have also outlined a solution for the whole hu man body by using up to ten magnetic sensors to break the human skeleton into smaller kinematic chains. In developing our algorithms, we use the knowledge of nat ural body postures to generate faster solutions for real time interaction.
1
Motivation
The aim of Virtual Reality (VR) research is to provide real-time interaction and immersion in a Vir tual Environment (VE) . The existence of (at least) sev enteen senses has been described in the book by Rivlin and Gravelle [1] . However, the foeu:; of virtual reality research at this time is to provide human-computer in teraction [2] using mainly visual (graphics), force and 
Modeling human form and multiple sensors
Consider the complexity of modeling the hu man form. The human body has some 206 bones acted upon by over 600 pairs of skeletal muscles [12] . All of these muscles and bones have complex 3D shapes. In addition, there is a certain amount of variation in the structure of the human body from person to person.
Some of the smaller muscles are known to not even ex ist for certain percentages of the population. For this reason, the avatar issue, that of enslaving a synthetic human form to the participant's action, is an enormous computation and technical challenge.
To meet this challenge, a four-layered ap proach [13] has been used by several researchers [14, 15, 16] . These four layers are: skeletal, muscular, skin, and clothing layers.
The skeletal layer defines the human body by a set of joints. These joints are connected by line seg ments resulting in an articulated (or stick) figure (See Figure 1) . Motion algorithms specify the position and orientation of the joints for the synthetic human-fi gure based on the length of the limbs, the degrees of free dom of the skeletal system, and the underlying muscle models. There are several motion techniques available to determine the position of joints. A recent survey of these algorithms is in [17] . The following are some examples: 3D-Keyframing [18, 19, 20] , forward and in verse kinematics [20] , forward and inverse dynamics [21, 22, 23] , goal directed motion [24] , rotoscopy using video analysis [22, 25] , and Artificial Neural Networks [26] .
Once the position and orientation of the human-form has been estimated, skin and clothes [19, 24] are wrapped around the skeleton to provide a realistic appearance for the synthetic human-form. Once the joint positions are specified, the shape is gen erated by surrounding the skeleton with polygons or free form parametric surfaces. Usually, a polygonal mesh covering the human body is used for this purpose [14, 17, 27] . Bezier surfaces [28], S-patches [15, 29] , and generalized cylinders [15] are some examples of para metric surfaces used for human animation [30] . Range data [31] , and metaballs [32] have also been used to render human forms.
Accurate representation of the musculoskeletal geometry is important for a biomechanical model of the human form, and for visualizing the three-dimensional geometric relationship between the muscles and bones [33, 34] . Chen and Zeltzer describe a robust and gen eral biomechanical model for muscles using the finite element method [33] . Line of action is the focus for bio-mechanical human animation in the works of [34] .
As the synthetic human form moves, surface deformations are usually simulated by changing the vertices of the polygons or the control points that de fine the surface [15, 27] . The works of Carignan and Thalmann et. al. [35] are excellent examples of model ing the clothing layer and associated deformations [27] .
Sometimes it is necessary that a large number of sensors on the human body be tracked. Commercial software (for example, available from PeakPerformance technology) essentially allows the user to digitize key body landmarks from video tapes, and then perform kinematic analysis from the resulting stick figures. At times the whole human body is digitized (e.g. using the Cyberware digitizer) to provide life-like synthetic forms, e.g. in the movies Terminator 2 and Jurassic Park. On the other hand, the work by Eadler et. al.
[10] uses four sensors to map the user's actions. 3 A vatars in a distributed environment A shared virtual environment is being devel oped at Sandia National Laboratories for situational and close quarters training. The system is a distributed and shared VE [6, 7, 8] . We have been using a system of four magnetic trackers to map the participant's po sition to that of the avatar. In Figure 2 , these sensors are marked A-D. These position trackers are placed on the participant's palms, head, and lower back (lower torso). Similar to the solution in [10J, the position and orientation of these trackers is used as a constraint to the JackG's motion algorithm which uses the inverse kinematics algorithm to satisfy these constraints. The distributed system runs on a variety of SGI platforms across the local area network using multi-casting. A detailed explanation of VR Station and the VR/IS1 network I/O support can be found in [6, 8, 9] . Here we briefl y explain the overall functioning of the system. (See Figure 3) .
The VR Station process is responsible for dis playing the avatar. The VR/IS model format (also called the .hi format) defines the avatar's skeleton-tree hierarchy, and the associated body parts. This .hi for mat for an avatar is known to all the processes in the distributed system. Therefore only joint orientations are needed to define the posture of an avatar. These joint positions (a set of transformations) are sent over the network in a packet called the VR/IS packet.
By using multi-casting, each avatar can have its own own J ackGserver for applying inverse kine matic algorithms to satisfy the sensor constraints. The conversion from the Peabody hierarchy of JackG[24J to VR/IS model format is by means of a separate con version utility.
Our focus now is on using eight to ten sen sors for a full body implementation of the avatar. See Figure 2 for the placement of the sensors (A to J). The main idea is that up to ten sensors are enough to break the human skeleton into smaller, manageable portions; yet they are only slightly more encumbering than the four sensor solution developed in [10J. However, a ma jor advantage is that we are not using the iterative, slower inverse kinematics algorithms as in [10] . Instead we have developed a closed form, analytic solution for arms and legs of the skeleton. For example, we use two sensors for the human arm to provide an analytical so lution.
In the following sections, we first explain the mapping from one coordinate system to another in our distributed environment. We then present a closed form solution for an arm using two sensors. This solu tion is easily extensible to both the arms and legs. A solution for the whole body positioning has also been proposed.
Mapping of the coordinate systems
Working in such a distributed environment, the first task is to understand the issue of moving the information from one coordinate system to another. Although the transformations are simple, one has to determine the proper sequence (see also Figure 4 ):
1. The position and orientation of the FastTrak mag netic sensors is available in the coordinate system for the physical space (room). This physical space is defined in inches in a right handed coordinate system (RHCS) whose y-axis is perpendicular to the floor of the room. The orientation of a mag netic sensor is specified by its own local coordinate system (LeS). Figure 5(a) shows the three axes of the LCS for the two sensors. These sensors are strapped to the user's upper arm and palm. The z-axis of these sensors lies along the length of the limb, from one joint to another. The y axis is per pendicular and points away from the center of the limb.
2. The Avatar Server (See Figure 4) also uses a RHCS with its y-axis perpendicular to the floor in the virtual world, and works in ems.
3. The VR Station process displays the avatar's present posture. The VR/IS model format (also called .hi format) is a RHCS, with the z-axis per pendicular to the floor and works in inches.
In the Avatar Server, we use a routine (called the traverseTree routine) in our implementation to compute the coordinates and orientation of the joints in the VR/IS model format. This routine goes through the skeleton-tree, uses the lower torso value as the root, and can determine the position of any joint on any part of the tree. It can build the information for every joint, depending upon the respective local coordinate system orientation. Thus, this routine provides a convenient way to determine the joint positions and orientation for a posture at any time.
The matrices, obtained by using the traverse Tree routines, are in VR/IS model format, i.e. z-axis is pointing upwards from the floor, and is in inches. When we want to convert values from Avatar Server format to the VRjIS model format, we first transform the z-axis to point up (using the zUp transform), and then scale from cms to inches. To convert the traver seTree matrices from VR/IS model format to Avatar Server format, we scale from inches to cms, and then use the inverse of the z Up transformation. These trans formations ensure that the values are in the proper co ordinate system in which we are working, and provide mapping of the physical room and the virtual space.
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Using two sensors to solve for the arm For clarity, we revisit the VR/IS model for mat. It defines the human-skeleton by creating a tree, with the root as the lower torso (joint 4 in Figure 1) . The kinematic chains for the lower and upper body em anate from the lower torso (root). The dimension and geometry of the human-body parts are already known as they are defined in the VR/IS model format. The only thing one has to determine to specify a posture is 180 K z-elbow Figure 5 : Solution using two sensors the orientation of the local coordinate system for line segments (limbs) in the tree. This orientation is cap tured by animate_transform for a joint, which is a 4X4 homogeneous, orthonormal matrix with zero transla tion. The convention is that the z-axis of this RHCS lies along the line-segment from one joint to another.
We work in the Avatar Server coordinate sys tem which is in ems with the y-axis pointing upwards perpendicular to the floor in the virtual world. Once we find the orientation of the local coordinate system for the joints of the arm, then these animate transforms can be plugged into the VR/IS model format, and the posture can be displayed (See Figure 4) . This is done by sending the animate transforms over the network in the VR/IS packet. These values are in turn picked up by the VR Station process for displaying the avatar. Once the animate-transforms are found, the VR Sta tion process uses the VRjIS model format to draw the posture of the avatar at any given moment.
The method for finding the orientation of the local coordinate system for the joints of the arm is as follows (See Figure 5 ):
• Translate the sensor frame (sl) on the upper arm, along P1P2 towards PI by moving a defined dis tance distance ToShoulder. This gives the position of the shoulder, and the animate transform (i.e. the orientation of the local coordinate system) for the shoulder.
• Translate the sensor frame (sl) along PIP2 to wards P2 by moving a defined distance distance ToElbow. This defines the position of the elbow; but we still need to find the orientation (animate transform) for the elbow, which in turn is based on the wrist position.
• Use defined distance disianceTo Wrist to translate the sensor frame (s2) on the palm along the neg ative z-axis of the sensor frame 82, and find the position and the orientation of the wrist's local coordinate system (i . . e. the animate transform for the wrist).
• Next find the animat' e transform for the elbow. We know the elbow position, wrist-position, and the shoulder position. First, define the z-axis as the unit vector from elbow to the wrist, call it Zelbow.
Use the shoulder's y axis to be another vector (Yl). These two vectors are sufficient to defi ne a right handed coordinate system or the animate trans form of the elbow, by using two cross products.
We observe that the movement of the joint at the elbow is such that the Shoulder's y axis (or Yl vector) and the elbow's y-axis should make ninety degrees in the worst case. This angle is denoted by (} in Figure 5 (b). When the arms are comfortably on the side near the thighs in a natural standing pose, this angle () is zero in our convention and these two y-axes are parallel to each other. When the arm is moved, the flexion/extension about the elbow, the rotation of the lower arm about the el bow with respect to the upper arm, or the supina tion/pronation of the hand � all of these actions change the relationship between these two y-axes (and so the angle e). However the angle e between these two y-axes rema ,ins less than ninety degrees in all cases (unless the person is unusually fl exi ble). If the angle is more than ninety degrees by the above calculation, we swap the two vectors be fore taking the cross product. This ensures that the angle between the two y-axes is not more that ninety degrees. This musculoskeletal constraint provides the animate transform for the elbow joint (lower arm). This completes our closed form so lution for the arm calculation using two sensors. We note that this sollution does not restrict any degree of freedom for the elbow or the wrist joint (as in Tolani's closed form solution [36] ).
• The calculated position of the shoulder, elbow and the wrist also provide the scaling information for the VR Station. The scaling is performed along the z-axis. The limbs could be scaled along the z-axis of the local coordinate system for the joint, based upon these estimated values. Thus the dif ference between the length of the limbs of the in dividual participants could be reflected in their avatar, by comparing with the corresponding de fault limb-lengths, and scaling that limb along the z-direction appropriately.
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While running the experiments, we found that one could also make minor adjustments, and fine tune the physical appearance of the avatar by moving the position of the sensor on the upper-arm, physically along the sensor's z-axis (which is by our design paral lel to the z-axis of the limb's local coordinate system). Any change in the values of these sensors can have an effect on the estimated position of the shoulder, elbow and the wrist joints for the avatar using the above al gorithm. In other words, the user could fine tune the avatar's dimensions interactively, if desired. Figure 6 shows various postures for our solution. Within the working volume of the magnetic trackers, the solution works well as the avatar's arm interactively replicates the user's arm in a variety of postures.
We note that the solution presented above, is directly applicable to the four kinematic chains for arms and legs which are shown in Figure 2 . These chains are � from the left shoulder to the left palm, from the right shoulder to the right palm, from the left hip to the left toe, and from the right hip to the right toe. We could easily extend the above solution for both the legs for our ten sensors orientation shown in Figure  2 . We are now developing algorithms to find the location and orientation of the human joints in the upper-body, surrounded by the head position sensor, the lower torso sensor, and the two shoulder joints, in the kinematic chain hierarchy (see Figure 7) . We plan to use a geometric and localized searching algorithm. This algorithm would eliminate several orientations of the limbs which are not possible, but are geometrically feasible. For example, note that joint 16 would always be inside at least one of the three 2D-convex hulls cre ated by projecting the following four points onto x y, y-z, and z-x planes: the position of left and right shoulders, the waist, and the head position. Therefore search outside this area could be limited. Since the length of the limbs is known, as well as the head po sition (sensor B in Figure 2) , and the positions of the left and right shoulders have been estimated, we now have three kinematic chains. All three chains end at joint number 16 starting from the head Position (sensor B), the left, and the right shoulders respectively. This algorithm is currently under development.
We are also looking into working with eight sensors by eliminating the two thigh sensors, using the lower torso position, and applying a geometric search- mg algorithm similar to that mentioned above. We could also use our two sensor closed form solution for the eight sensor case by moving the sensor on the feet to just above the ankles to obtain a chain similar to that for the arm.
Lastly, the position of the joints of the spine need. to be estimated. Intricate and realistic postures of avatar mimicking the participant are only possible by determining the exact simulation of the spine-joints. However, real-time interaction is the driving focus for our research, and therefore, as in Badler's work [10J, a reasonable linear interpolation algorithm is planned. A linear interpolation algorithm could start from joint 16 and end at the lower torso, in turn varying the corre sponding axes linearly between the two end positions.
We could also use a hermite curve [37J, by defining three curves (one for each of the 3 axes). The two end points could still be the joint number 16 and the lower torso, and the two end-vectors are the respective vectors at the two end points. Similarly two hermite curves would be defined for the other two axes. The parameter (t) values could be based upon the values of the avatar's dimensions of the joints in the spine, scaled by the user's limbs dimensions.
Conclusions and future research
In this paper, we have provided a new closed form solution for the avata.r's arms and legs. This so lution does not restrict any degree of freedom for the human-arm as in [36J. The novelty of this method is that it uses musculoskeletal constraints to solve for the arms (or legs) with two sensors. We have also laid the groundwork for providing a solution for the whole hu-183 man skeleton using eight or ten sensors. Using eight sensors, we have obtained promising results as a vari ety of complex human postures can be mimicked by the avatar, including crossed legs or arms. We believe that our work will lead to a new class of motion algorithms where only a limited number of sensors need to be used for real-time representation of the human form in a vir tual environment with multiple participants. We have also proposed a new notion of geometric searching al gorithms with culling based on natural constraints of the human posture. By breaking the human skeleton in smaller sub-chains, we have opened the possibility of finding solutions in parallel for these sub-chains in our distributed environment. We believe that this will lead to a real-time solution.
