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H Hamiltonian function
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FL Legendre transformation
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Introduction
As it is well know, symplectic geometry is the natural arena to develop classical mechanics; indeed,
a symplectic manifold is locally as a cotangent bundle T ∗Q of a manifold Q, so that the canonical
coordinates (qi, pi) can be used as coordinates for the position (q
i) and the momenta (pi). The symplectic
form is just ω = dqi ∧ dpi, and a simple geometric tool permits to obtain the Hamiltonian vector field
XH for a Hamiltonian H = H(q
i, pi). The integral curves of XH are just the solution of the Hamilton
equations
dqi
dt
=
∂H
∂pi
,
dpi
dt
= −∂H
∂qi
.
In classical field theory, the Hamiltonian function is of the form
H = H(xα, qi, pαi )
where (x1, . . . , xk) ∈ Rk, qi represent the components of the fields and pαi are the conjugate momenta.
In the Lagrangian description, the Lagrangian function is
L = L(xα, qi, viα)
where now viα represent the derivations of the fields with respect to the space-time variables (x
α).
At the end of the sixties and the beginning of the seventies of the past century, there are some
attempts to develop a convenient geometric framework to study classical field theories. This geometric
setting was the so-called multisymplectic formalism, developed in a parallel but independent way by the
Polish School led by W.M. Tulczyjew (see, for instance, [?, 161]); H. Goldschmidt and S. Sternberg [57]
and the Spanish School by P.L. Garcia and A. Pe´rez-Rendo´n [49, 50].
The idea was to consider, instead of the cotangent bundle T ∗Q of a manifold Q, its bundle of k-forms,∧k
Q. Indeed,
∧k
Q is equipped with a tautological k-form where its differential is just a multisymplectic
form. This approach was revised, among others, by G. Martin [116, 117] and M. Gotay et al [58, 59, 60,
61, 62] and, more recently, by F. Cantrijn et al [18, 19] or M. Mun˜oz-Lecanda et al [42, 43, 44, 45, 38],
among others.
An alternative approach is the so-called k-symplectic geometry, which is based on the Whitney sum of
k copies of the cotangent bundle T ∗Q instead of the bundle of exterior k-forms
∧k
Q. The k-symplectic
formalism is a natural generalization to field theories of the standard symplectic formalism in Mechanics.
This formalism was developed in a parallel way in equivalent presentations by C. Gu¨nther in [66], A.
Awane [5, 6, 7], L. K. Norris [123, 131, 132, 133, 134] and de M. de Leo´n et al [85, 98, 99]. In this sense,
the k-symplectic formalism is used to give a geometric description of certain kinds of field theories: in a
local description, those theories whose Lagrangian does not depend on the base coordinates, (x1, . . . , xk)
(typically, the space-time coordinates); that is, the k-symplectic formalism is only valid for Lagrangians
L(qi, viα) and HamiltoniansH(q
i, pαi ) that depend on the field coordinates q
i and on the partial derivatives
of the field viα, or the corresponding momenta p
α
i .
Gu¨nther’s paper [66] gave a geometric Hamiltonian formalism for field theories. The crucial device
is the introduction of a vector-valued generalization of a symplectic form called a polysymplectic form.
ix
One of the advantages of this formalism is that one only needs the tangent and cotangent bundle of a
manifold to develop it. In [127] this formalism has been revised and clarified.
Let us remark here that the polysymplectic formalism developed by I.V. Kanatchikov [72] and the
polysymplectic formalism developed by G. Sardanashvily et al [51, 52, 112, 151, 152], based on a vector-
valued form defined on some associated fiber bundle, is a different description of classical field theories
of first order that the polysymplectic (or k-symplectic) formalism proposed by C. Gu¨nther.
This book is devoted to review two of the most relevant approaches to the study of classical field
theories of first order, say k-symplectic and k-cosymplectic geometry.
The book is structured as follows. Chapter 1 is devoted to review the fundamentals of Hamilton
and Lagrangian Mechanics; therefore, the Hamilton and Euler-Lagrange equations are derived on the
cotangent and tangent bundles of the configurations manifold, and both are related through the Legendre
transformation.
In Part II we develop the geometric machinery behind the classical field theories of first order when
the Hamiltonian or the Lagrangian function do not depend explicitly on the space-time variables. The
geometric scenario is the so-called k-symplectic geometry. Indeed, instead to consider the cotangent
bundle T ∗Q of a manifold Q, we take the Whitney sum of k-copies of T ∗Q and investigate its geometry.
This study led to the introduction to a k-symplectic structure as a family of k closed 2-forms and a
distribution satisfying some compatibility relations.
k-symplectic geometry allows us to derive the Hamilton-de Donder-Weyl equations. A derivation of
these equations using a variational method is also included for the sake of completeness.
This part of the book also discusses the case of Lagrangian classical theory. The key geometric
structure here is the so-called tangent bundle of k1-covelocities, which can be defined using theory of
jets, or equivalently as the Whitney sum of k copies of the tangent bundle TQ of a manifold Q. This
geometric bundle TQ⊕ k). . . ⊕TQ lead us to define a generalization of the notion of vector fields, that is,
a k-vector field on Q as a section of the canonical fibration TQ⊕ k). . . ⊕TQ→ Q. k-vector fields will play
in classical field theories the same role that vector fields on classical mechanics.
Additionally, tangent bundles of k-velocities have its own geometry, which is a natural extension of the
canonical almost tangent structures on tangent bundles. Both descriptions, Hamiltonian and Lagrangian
ones, can be related by an appropriate extension of the Legendre transformation.
In this part we also include a recent result on the Hamilton-Jacobi theory for classical field theories
in the framework of k-symplectic geometry.
Part III is devoted to extend the results in Part II to the case of Hamiltonian and Lagrangian functions
depending explicitly on the space-time variables.
The geometric setting is the so-called k-cosymplectic manifolds, which is a natural extension of cosym-
plectic manifold. Let us recall that cosymplectic manifolds are the odd-dimensional counterpart of sym-
plectic manifolds.
Finally, in Part IV we relate the k-symplectic and k-cosymplectic formalism with the multisymplectic
theory.
The book ends with two appendices where the fundamentals notions on symplectic and cosymplectic
manifolds are presented.
Along this book, manifolds are smooth, real, paracompact, connected and C∞. Maps are C∞. Sum
over crossed repeated indices is understood.
x
Part I
A review of Hamiltonian and
Lagrangian Mechanics
1

CHAPTER 1
Hamiltonian and Lagrangian Mechanics
In this chapter we present a brief review of Hamiltonian and Lagrangian Mechanics; firstly on the cotan-
gent bundle of an arbitrary manifold Q (the Hamiltonian formalism) and then on the tangent bundle (the
Lagrangian formalism). Finally, we consider the general theory on an arbitrary symplectic manifold.
In the last part of this chapter we give a review of the non autonomous Mechanics using cosymplectic
structures.
A complete description of Hamiltonian and Lagrangian Mechanics can be found in [1, 3, 4, 55, 56, 69,
70, 108, 105]. There exists an alternative description of the Lagrangian and Hamiltonian dynamics using
the notion of Lagrangian submanifold, this description can be found in [162, 163].
1.1 Hamiltonian Mechanics
In this section we present a review of the Hamiltonian Mechanics on the cotangent bundle of an arbitrary
manifold Q. Firstly we review some results on vector spaces.
1.1.1 Algebraic preliminaries
By an exterior form (or simply a form) on a vector space V , we mean an alternating multilineal function
on that space with values in the field of scalars. The contraction of a vector v ∈ V and an exterior form
ω on V will be denoted by ιvω.
Let V be a real vector space of dimension 2n, and ω : V × V → R a skew-symmetric bilinear form.
This form allows us to define the map
♭ : V → V ∗
v → ♭(v) = ιvω = ω(v,−) .
If ω is non degenerate (i.e., ω(v, w) = 0, ∀w⇒ v = 0) then ω is called a symplectic form and, V is
said to be a symplectic vector space.
Let us observe that when ω is non degenerate, the map ♭ is injective. In fact,
♭(v) = 0⇔ ω(v, w) = 0, ∀w ∈ V ⇔ v = 0 .
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In this case, since ♭ is an injective mapping between vector spaces of the same dimension, we deduce
that it is an isomorphism. Let us observe that the matrix of ♭ coincide with the matrix (ωij) of ω with
respect to an arbitrary basis {ei} of V . The inverse isomorphism will be denoted by ♯ : V ∗ → V .
The proof of the following proposition is a direct computation.
Proposition 1.1 Let (V, ω) be a symplectic vector space. Then there exists a basis (Darboux basis)
{e1, . . . , en, u1, . . . , un} of V , such that
(1) ω =
n∑
i=1
ei ∧ ui.
(2) The isomorphisms ♭ and ♯ associated with ω are characterized by
♭(ei) = u
i, ♭(ui) = −ei,
♯(ei) = −ui, ♯(ui) = ei .
1.1.2 Canonical forms on the cotangent bundle.
Let Q be a manifold of dimension n and T ∗Q the cotangent bundle of Q, with canonical projection
π : T ∗Q→ Q defined by π(νq) = q.
If (qi) is a coordinate system on U ⊆ Q, the induced fiber coordinate system (qi, pi) on T ∗U is defined
as follows
qi (νq) = q
i (q) , pi (νq) = νq
(
∂
∂qi
∣∣∣
q
)
, 1 ≤ i ≤ n , (1.1)
being νq ∈ T ∗U .
The canonical Liouville 1-form θ on T ∗Q is defined by
θ (νq)
(
Xνq
)
= νq
(
π∗ (νq)
(
Xνq
))
(1.2)
where νq ∈ T ∗Q, Xνq ∈ Tνq (T ∗Q) and π∗ (νq) : Tνq (T ∗Q)→ TqQ is the tangent mapping of the canonical
projection π : T ∗Q→ Q at νq ∈ T ∗qQ.
In canonical coordinates, the Liouville 1-form θ is given by
θ = pi dq
i . (1.3)
The Liouville 1-form let us define the closed two form
ω = −dθ (1.4)
which is non degenerate (at each point of T ∗Q), such that (Tνq (T
∗Q), ω(νq)) is a symplectic vector space.
This 2-form is called the canonical symplectic form on the cotangent bundle. From (1.3) and (1.4)
we deduce that the local expression of ω is
ω = dqi ∧ dpi . (1.5)
The manifold T ∗Q with its canonical symplectic form ω is the geometrical model of the symplectic
manifolds which will be studied in Appendix A.
For each νq ∈ T ∗Q, ω(νq) is a bilinear form on the vector space Tνq (T ∗Q), and therefore we can define
a vector bundle isomorphism
♭ : T (T ∗Q) → T ∗(T ∗Q)
Zνq → ♭νq (Zνq ) = ιZνqω(νq) = ω(νq)(Zνq ,−)
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with inverse ♯ : T ∗(T ∗Q)→ T (T ∗Q) .
Thus we have an isomorphism of C∞(T ∗Q)-modules between the corresponding spaces of sections
♭ : X(T ∗Q) −→ ∧1(T ∗Q)
Z 7→ ♭(Z) = ιZω
and its inverse is denoted by ♯ :
∧1
(T ∗Q) −→ T (T ∗Q).
Taking into account Proposition 1.1 (or by a direct computation) we deduce the following Lemma
Lemma 1.2 The isomorphisms ♭ and ♯ are locally characterized by
♭
( ∂
∂qi
)
= dpi, ♭
( ∂
∂pi
)
= −dqi ,
♯(dqi) = − ∂
∂pi
, ♯(dpi) =
∂
∂qi
.
(1.6)
1.1.3 Hamilton equations
Let H : T ∗Q → R be a function, usually called Hamiltonian function. Then there exists an unique
vector field XH ∈ X(T ∗Q) such that
♭(XH) = ιXHω = dH (1.7)
or, equivalently, XH = ♯(dH).
From (1.5) and (1.7) we deduce the local expression of XH
XH =
∂H
∂pi
∂
∂qi
− ∂H
∂qi
∂
∂pi
. (1.8)
XH is called the Hamiltonian vector field corresponding to the Hamiltonian function H .
From (1.8) we obtain the following theorem.
Proposition 1.3 Let c : R → T ∗Q be a curve with local expression c(t) = (qi(t), pi(t)). Then c is an
integral curve of the vector field XH if and only if c(t) is solution of the following system of differential
equations.
dqi
dt
∣∣∣
t
=
∂H
∂pi
∣∣∣
c(t)
,
dpi
dt
∣∣∣
t
= −∂H
∂qi
∣∣∣
c(t)
, 1 ≤ i ≤ n (1.9)
which are known as the Hamilton equations of the Classical Mechanics.
So equation (1.7) is considered the geometric version of Hamilton equations.
We recall that Hamilton equations can be also obtained from the Hamilton Principle, for more details
see for instance [1].
1.2 Lagrangian Mechanics
The Lagrangian Mechanics allows us to obtain the Euler-Lagrange equations from a geometric approach.
In this case we work over the tangent bundle of the configuration space. In this section we present a brief
summary of the Lagrangian Mechanics; a complete description can be found in [1, 3, 55, 56, 69, 70].
6 1 Hamiltonian and Lagrangian Mechanics
1.2.1 Geometric preliminaries.
In this section we recall the canonical geometric ingredients on the tangent bundle, TQ, of a manifold Q,
as well as other objects defined from a Lagrangian L. We denote by τ : TQ→ Q the canonical projection
τ(vq) = q.
If (qi) is a coordinate system on U ⊆ Q the induced coordinate system (qi, vi) on TU ⊆ TQ is given
by
qi (vq) = q
i (q) , vi (vq) =
(
dqi
)
q
(vq) = vq(q
i), 1 ≤ i ≤ n (1.10)
being vq ∈ TU .
We now recall the definition of some geometric elements which are necessary for the geometric de-
scription of the Euler-Lagrange equations.
Vertical lift of vector fields.
The structure of vector space of each fibre TqQ of TQ allows us to define the vertical lifts of tangent
vectors.
Definition 1.4 Let Xq ∈ TqQ be a tangent vector at the point q ∈ Q. We define the mapping
TqQ −→ Tvq (TQ)
vq → (Xq)vvq =
d
dt
∣∣∣
t=0
(vq + tXq) .
Then, the tangent vector (Xq)
v
vq is called the vertical lift of Xq to TQ at the point vq ∈ TQ, and it is
the tangent vector at 0 ∈ R to the curve α(t) = vq + tXq ∈ TqQ ⊂ TQ.
In local coordinates, if Xq = a
i ∂
∂qi
∣∣∣
q
, then
(Xq)
v
vq = a
i ∂
∂vi
∣∣∣
vq
. (1.11)
The definition can be extended for a vector field X on Q in the obvious manner.
The Liouville vector field.
Definition 1.5 The Liouville vector field △ on TQ is the infinitesimal generator of the flow given by
dilatations on each fiber, it is Φ : (t, vq) ∈ R× TQ −→ et vq ∈ TQ
Since Φvq (t) = (q
i, et vi) we deduce that, in bundle coordinates, the Liouville vector field is given by
△ = vi ∂
∂vi
. (1.12)
Canonical tangent structure on TQ.
The vertical lifts let us construct a canonical tensor field of type (1, 1) on TQ in the following way
Definition 1.6 A tensor field J of type (1, 1) on TQ is defined as follows
J(vq) : Tvq (TQ) → Tvq (TQ)
Zvq → J(vq)
(
Zvq
)
=
(
τ∗ (vq)
(
Zvq
))v
(vq)
(1.13)
where Zvq ∈ Tvq (TQ) and vq ∈ TqQ.
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This tensor field is called the canonical tangent structure or vertical endomorphism of the tangent
bundle TQ.
From (1.11) and (1.13) we deduce that in canonical coordinates J is given by
J =
∂
∂vi
⊗ dqi . (1.14)
1.2.2 Second order differential equations.
In this section we shall describe a special kind of vector fields on TQ, known as second order differential
equations, semisprays and semigerbes (in French) [63, 64, 65, 160]. For short, we will use the term sodes.
Definition 1.7 Let Γ be a vector field on TQ, i.e. Γ ∈ X(TQ). Γ is a sode if and only if it is a section
of the map τ∗ : T (TQ)→ TQ, that is
τ∗ ◦ Γ = idTQ (1.15)
where idTQ is the identity function on TQ and τ : TQ→ Q the canonical projection.
The tangent lift of a curve α : I ⊂ R → Q is the curve α˙ : I → TQ where α˙(t) is the tangent vector to
the curve α. Locally if α(t) = (qi(t)) then α˙(t) = (qi(t), dqi/dt).
A direct computation show that the local expression of a sode is
Γ = vi
∂
∂qi
+ Γi
∂
∂vi
,
and as consequence of this local expression one obtains that its integral curves are tangent lifts of curves
on Q.
Proposition 1.8 Let Γ be a vector field on TQ. Γ is a sode if and only if its integral curves are tangent
lifts of curves on Q.
Proof :
Let us suppose Γ a sode, then locally
Γ = vi
∂
∂qi
+ Γi
∂
∂vi
where Γi ∈ C∞(TQ), and let φ(t) = (qi(t), vi(t)) be an integral curve of Γ. Then
dqi
dt
∣∣∣
t
∂
∂qi
∣∣∣
φ(t)
+
dvi
dt
∣∣∣
t
∂
∂vi
∣∣∣
φ(t)
= Γ(φ(t)) = φ∗(t)
( d
dt
∣∣∣
t
)
= vi(φ(t))
∂
∂qi
∣∣∣
φ(t)
+ Γi(φ(t))
∂
∂vi
∣∣∣
φ(t)
,
thus
dqi
dt
∣∣∣
t
= vi(φ(t)) = vi(t) , Γi(φ(t)) =
d2qi
dt
∣∣∣
t
and we deduce that φ(t) = α˙(t) where α(t) = (τ ◦ φ)(t) = (qi(t)), and this curve α(t) is a solution of the
following second order differential system
d2qi
dt2
∣∣∣
t
= Γi
(
qi(t),
dqi
dt
∣∣∣
t
)
, 1 ≤ i ≤ n . (1.16)
The converse is proved in an analogous way. 
As a consequence of (1.12) and (1.14), a sode can be characterized using the tangent structure as
follows.
Proposition 1.9 A vector field X on TQ is a sode if and only if
J X = △ (1.17)
where △ is the Liouville vector field and J the vertical endomorphism on TQ.

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1.2.3 Euler-Lagrange equations.
In this subsection we shall give a geometric description of the Euler-Lagrange equations. Note that these
equations can be also obtained from a variational principle.
The Poincare´-Cartan forms on TQ.
Given a Lagrangian function, that is, a function L : TQ→ R, we consider the 1-form on TQ
θL = dL ◦ J (1.18)
that is
θL(vq) : Tvq (TQ)
J(vq) // Tvq (TQ)
dL(vq) // R
at each point vq ∈ TQ.
Now we define the 2-form on TQ
ωL = − dθL . (1.19)
From (1.10) and (1.14) we deduce that
θL =
∂L
∂vi
dqi, (1.20)
and from (1.19) y (1.20) we obtain that
ωL = dq
i ∧ d
( ∂L
∂vi
)
=
∂2L
∂vi∂qj
dqi ∧ dqj + ∂
2L
∂vi∂vj
dqi ∧ dvj . (1.21)
This 2-form ωL is closed, and it is non degenerate if and only if the matrix
(
∂2L
∂vi∂vj
)
is non singular;
indeed the matrix of ωL is just  ∂
2L
∂qj∂vi
− ∂
2L
∂qi∂vj
∂2L
∂vi∂vj
− ∂
2L
∂vi∂vj
0
 .
Definition 1.10 A Lagrangian function L : TQ → R is said to be regular if the matrix
(
∂2L
∂vi∂vj
)
is
non singular.
When L is regular, ωL is non degenerate (and hence, symplectic) and thus we can consider the
isomorphism
♭L : X(TQ) −→
∧1
TQ
Z 7→ ♭L(Z) = ιZωL
with inverse mapping ♯ :
∧1(TQ) −→ X(TQ).
Definition 1.11 Given a Lagrangian function L, we define the energy function EL as the function
EL = ∆(L)− L : TQ→ R.
From (1.12) we deduce that EL has the local expression
EL = v
i ∂L
∂vi
− L. (1.22)
We now consider the equation
♭L(XL) = ιXLωL = dEL . (1.23)
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If we write locally XL as
XL = A
i ∂
∂qi
+Bi
∂
∂vi
, (1.24)
where Ai, Bi ∈ C∞(TQ) then XL is solution of the equation (1.23) if and only if Ai and Bi satisfy the
following system of equations:(
∂2L
∂qi∂vj
− ∂
2L
∂qj∂vi
)
Aj − ∂
2L
∂vi∂vj
Bj = vj
∂2L
∂qi∂vj
− ∂L
∂qi
,
∂2L
∂vi∂vj
Aj =
∂2L
∂vi∂vj
vj .
(1.25)
If the Lagrangian is regular, then Ai = vi and we have
∂2L
∂qj∂vi
vj +
∂2L
∂vi∂vj
Bj =
∂L
∂qi
. (1.26)
Therefore when L is regular there exists an unique solutionXL, and it is a sode. Let α˙(t) = (q
i(t),
dqi
dt
)
be an integral curve of XL where α : t ∈ R→ α(t) = (qi(t)) ∈ Q.
From (1.16) we know that
d2qi
dt2
∣∣∣
t
= Bi(qj(t),
dqj
dt
∣∣∣
t
)
and from (1.16) and (1.26) we obtain that the curve α(t) satisfies the following system of equations
∂2L
∂qj∂vi
∣∣∣
α˙(t)
dqj
dt
∣∣∣
t
+
∂2L
∂vi∂vj
∣∣∣
α˙(t)
d2qj
dt2
∣∣∣
t
=
∂L
∂qi
∣∣∣
α˙(t)
1 ≤ i ≤ n (1.27)
The above equations are known as the Euler-Lagrange equations. Let us observe that its solutions
are curves on Q.
Proposition 1.12 If L is regular then the vector field XL solution of (1.23) is a sode, and its solutions
are the solutions of the Euler-Lagrange equations.
Usually the Euler-Lagrange equations defined by L are written as
d
dt
∣∣∣
t
(
∂L
∂vi
◦ α˙
)
− ∂L
∂qi
◦ α = 0 , 1 ≤ i ≤ n (1.28)
whose solutions are curves α : R→ Q. Let us observe that (1.27) are just the same equations that (1.28),
but written in an extended form.
Equation (1.23) is the geometric version of the Euler-Lagrange equations, which can be obtained from
Hamilton’s principle, see for instance [1].
1.3 Legendre transformation
The Hamiltonian and Lagrangian formulations of Mechanics are related by the Legendre transformation.
Definition 1.13 Let L : TQ→ R be a Lagrangian function; then the Legendre transformation asso-
ciated to L is the map
FL : TQ → T ∗Q
vq → FL(vq) : TqQ→ R
defined by
[FL(vq)] (wq) =
d
dt
∣∣∣
0
L (vq + t wq) (1.29)
where vq, wq ∈ TQ.
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A direct computation shows that locally
FL
(
qi, vi
)
=
(
qi,
∂L
∂vi
)
(1.30)
From (1.5), (1.21) and (1.30) we deduce the following relation between the canonical symplectic form
and the Poincare´-Cartan 2-form.
Proposition 1.14 If ω is the canonical symplectic 2-form of the cotangent bundle T ∗Q and ωL is the
Poincare´-Cartan 2-form defined in (1.19) then
FL∗ ω = ωL . (1.31)
Proposition 1.15 The following statements are equivalent
(1) L : TQ→ R is a regular Lagrangian.
(2) FL : TQ→ T ∗Q is a local diffeomorphism.
(3) ωL is a nondegenerate, and then, a symplectic form.
Proof : The Jacobian matrix of FL is  In ∗
0
∂2L
∂vi∂vj

thus FL local diffeomorphism if and only if L is regular.
On the other hand we know that ωL is non degenerate if and only if L is regular. 
Definition 1.16 A Lagrangian L : TQ → R is said to be hyperregular if the Legendre transformation
FL : TQ→ T ∗Q is a global diffeomorphism.
The following result connects the Hamiltonian and Lagrangian formulations.
Proposition 1.17 Let L : TQ → R be a hyperregular Lagrangian, then we define the Hamiltonian H :
T ∗Q→ R by H ◦ FL = EL. Therefore, we have
FL∗(XL) = XH . (1.32)
Moreover if α : R→ TQ is an integral curve of XL then FL ◦ α is an integral curve of XH .
Proof : (1.32) is a consequence of the following: the Euler-Lagrange equation (1.23) transforms into the
Hamilton equation (1.7) via the Legendre transformation, and conversely. 
1.4 Non autonomous Hamiltonian and Lagrangian Mechanics
In this section we consider the case of time-dependent Mechanics. Now we shall give a briefly review
of the geometric description of the dynamical equations in this case. As in the autonomous case this
description can be extended to general cosymplectic manifolds. Thus, in Appendix B we recall the notion
of cosymplectic manifolds.
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1.4.1 Hamiltonian Mechanics
Let H : R × T ∗Q → R be a time-dependent Hamiltonian. If π : R × T ∗Q → T ∗Q denotes the canonical
projection, we consider ω˜ = π∗ω the pull-back of the canonical symplectic 2-form on T ∗Q. We shall
consider bundles coordinates (t, qi, pi) on R× T ∗Q.
Let us take the equations
ιEHdt = 1 , ιEHΩ = 0 , (1.33)
where Ω = ω˜ + dH ∧ dt.
A direct computation using that locally ω˜ = dqi ∧ dpi shows that
EH =
∂
∂t
+
∂H
∂pi
∂
∂qi
− ∂H
∂qi
∂
∂pi
.
EH is called the evolution vector field corresponding to Hamiltonian function H . Consider now
an integral curve c(s) = (t(s), qi(s), pi(s)) of the evolution vector field EH : this implies that c(s) should
satisfy the following system of differential equations
dt
ds
= 1,
dqi
ds
=
∂H
∂pi
,
dpi
ds
= −∂H
∂qi
.
Since
dt
ds
= 1 implies t(s) = s+ constant, we deduce that
dqi
dt
=
∂H
∂pi
,
dpi
dt
= −∂H
∂qi
,
since t is an affine transformation of s, which are the Hamilton equations for a non-autonomous
Hamiltonian H .
1.4.2 Lagrangian Mechanics
Let us consider that the Lagrangian L(t, qi, vi) is time-dependent, then L is a function R× TQ→ R.
Let us denote also by ∆ the canonical vector field (Liouville vector field) on R × TQ. This
vector field is the infinitesimal generator of the following flow
R× (R× TQ) −→ R× TQ
(s, (t, v1q, . . . , vkq)) −→ (t, esv1q, . . . , esvkq) ,
and in local coordinates it has the form ∆ = vi ∂
∂vi
.
Now we shall characterize the vector fields on R × TQ such that their integral curves are canonical
prolongations of curves on Q.
Definition 1.18 Let α : R→ Q be a curve, we define the first prolongation α[1] of α as the map
α[1] : R −→ R× TQ
t −→ (t, α˙(t))
In an obvious way we shall consider the extension of the tangent structure J to R × TQ which we
denote by J and it has the same local expression J =
∂
∂vi
⊗ dqi.
Definition 1.19 A vector field X on R×TQ is said to be a second order partial differential equa-
tion (SODE for short) if :
ιXdt = 1, J(X) = ∆ .
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From a direct computation in local coordinates we obtain that the local expression of a sode X is
X(t, qi, vi) =
∂
∂t
+ vi
∂
∂qi
+X i
∂
∂vi
. (1.34)
As in the autonomous case, one can prove the following
Proposition 1.20 X is a sode if and only if its integral curves are prolongations of curves on Q.
In fact, if φ : R→ R× TQ is an integral curve of X then φ is the first prolongation of τ ◦ φ.
The tensor J allows us to introduce the forms ΘL and ΩL on R × TQ as follows: ΘL = dL ◦ J and
ΩL = −dΘL with local expressions
ΘL =
∂L
∂vi
dqi , ΩL = dq
i ∧ d
(
∂L
∂vi
)
. (1.35)
Let us consider the equations
ιXdt = 1 , ιXL Ω˜L = 0 , (1.36)
where Ω˜L = ΩL + dEL ∧ dt is the Poincare´-Cartan 2-form. The Lagrangian is said to be regular if
(∂2L/∂vi∂vj) is not singular. In this case, equations (1.36) has a unique solution X .
Theorem 1.21 Let L be a non-autonomous regular Lagrangian on R×TQ and X the vector field given
by (1.36). Then X is a sode whose integral curves α[1](t) are the solutions of
d
dt
(
∂L
∂vi
◦ α[1]
)
=
∂L
∂qi
◦ α[1] ,
which are Euler-Lagrange equations for L.
Remark 1.22 The Lagrangian and Hamiltonian Mechanics can be obtained from the unified Skinner-
Rusk approach, [31]. On the other hand, in [128] the authors study the non-autonomous Lagrangian
invariant by a vector field. ⋄
Part II
k-symplectic formulation of Classical
Field Theories
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The symplectic geometry allows us to give a geometric description of Classical Mechanics (see chapter
1). On the contrary, there exist several alternative models for describing geometrically first-order Classical
Field Theories. From a conceptual point of view, the simplest one is the k-symplectic formalism, which
is a natural generalization to field theories of the standard symplectic formalism.
The k-symplectic formalism (also called polysymplectic formalism of C. Gu¨nther in [66]) is used to
give a geometric description of certain kind of Classical Field Theories: in a local description, those whose
Lagrangian and Hamiltonian functions do not depend on the coordinates on the basis (that is, the space-
time coordinates). Then, the k-symplectic formalism is only valid for Lagrangians and Hamiltonians that
depend on the field coordinates (qi) and on the partial derivatives of the field (viα) or the corresponding
momenta (pαi ). The foundations of the k-symplectic formalism are the k-symplectic manifolds introduced
by A. Awane in [5, 6, 7], the k-cotangent structures introduced by M. de Leo´n et al. in [85, 100, 101] or
the n-symplectic structures on the frame bundle introduced by M. McLean and L.K. Norris [123, 131,
132, 133, 134].
In a first chapter of this part of the book, we shall introduce the notion of k-symplectic manifold
using as a model the cotangent bundle of k1-covelocities of a manifold, that is, the Whitney sum of
k-copies of the cotangent bundle. Later in chapter 3 we shall describe the geometric equations using the
k-symplectic structures. This formulation can be applied to the study of Classical Field Theories as we
shall see in chapters 4 and 6. We present these formulations and several physical examples which can
be described using this approach. Finally, we establish the equivalence between the Hamiltonian and
Lagrangian formulations when the Lagrangian function satisfies some regularity property. Moreover, we
shall discuss the Hamilton-Jacobi equation in the k-symplectic setting (see chapter 5).

CHAPTER 2
k-symplectic geometry
The k-symplectic formulation is based in the so-called k-symplectic geometry. In this chapter we introduce
the k-symplectic structure which is a generalization of the notion of symplectic structure.
We first describe the geometric model of the called k-symplectic manifolds, that is the cotangent
bundle of k1-covelocities and we introduce the notion of canonical geometric structures on this manifold.
The formal definition of the k-symplectic manifold is given in Section 2.2.
2.1 The cotangent bundle of k1-covelocities
We denote by (T 1k )
∗Q the Whitney sum with itself of k-copies of the cotangent bundle of a manifold Q
of dimension n, that is,
(T 1k )
∗Q = T ∗Q⊕Q k. . . ⊕QT ∗Q .
An element νq of (T
1
k )
∗Q is a family (ν1q, . . . , νkq) of k covectors at the same base point q ∈ Q. Thus
one can consider the canonical projection
πk : (T 1k )
∗Q → Q
(ν1q, . . . , νkq) 7→ πk(ν1q, . . . , νkq) = q .
(2.1)
If (qi), with 1 ≤ i ≤ n, is a local coordinate system defined on an open set U ⊆ Q, the induced local
(bundle) coordinates system (qi, pαi ) on (T
1
k )
∗U = (πk)−1(U) is given by
qi(ν1q, . . . , νkq) = q
i(q), pαi (ν1q, . . . , νkq) = ναq
(
∂
∂qi
∣∣∣
q
)
, (2.2)
for 1 ≤ α ≤ k and 1 ≤ i ≤ n.
These coordinates are called the canonical coordinates on (T 1k )
∗Q. Thus, (T 1k )
∗Q is endowed with
a smooth structure of differentiable manifold of dimension n(k + 1).
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The following diagram shows the notation which we shall use along this book:
(T 1k )
∗Q
πk,α //
πk
""❋
❋❋
❋❋
❋❋
❋❋
❋❋
❋❋
❋❋
T ∗Q
π

Q
where
πk,α : (T 1k )
∗Q → T ∗Q
(ν1q, . . . , νkq) 7→ ναq
, (2.3)
is the canonical projection on each copy of the cotangent bundle T ∗Q, for each 1 ≤ α ≤ k.
Remark 2.1 The manifold (T 1k )
∗Q can be described using 1-jets, (we refer to [156] for more details
about jets).
Let σ : Uq ⊂ Q → Rk and τ : Vq ⊂ Q → Rk be two maps defined in an open neighborhoods Uq and
Vq of q ∈ Q, respectively, such that σ(q) = τ(q) = 0. We say that σ and τ are related at 0 ∈ Rk if
σ∗(q) = τ∗(q), which means that the partial derivatives of σ and τ coincide up to order one at q ∈ Q.
The equivalence classes determined by this relationship are called jet of order 1, or, simply, 1-jets
with source q ∈ Q and the same target.
The 1-jet of a map σ : Uq ⊂ Q→ Rk is denoted by j1q,0σ where σ(q) = 0. The set of all 1-jets at q is
denoted by
J1(Q,Rk)0 =
⋃
q∈Q
J1q, 0(Q,R
k) =
⋃
q∈Q
{j1q,0σ |σ : Q→ Rk smooth, σ(q) = 0} .
The canonical projection β : J1(Q,Rk)0 → Q is defined by β(j1q,0σ) = q and J1(Rk, Q)0 is called the
cotangent bundle of k1-covelocities, [46, 77].
Let us observe that for k = 1, J1(Q,Rk)0 is diffeomorphic to T
∗Q.
We shall now describe the local coordinates on J1(Rk, Q)0. Let U be a chart ofQ with local coordinates
(qi), 1 ≤ i ≤ n, σ : U0 ⊂ Q → Rk a mapping such that q ∈ U and σα = xα ◦ σ. Then the 1-jet j1q,0σ is
uniquely represented in β−1(U) by
(qi, p1i , . . . , p
k
i ) , 1 ≤ i ≤ n
where
qi(j1q,0σ) = q
i(q) , pαi (j
1
q,0σ) =
∂σα
∂qi
∣∣∣
q
= dσα(q)
(
∂
∂qi
∣∣∣
q
)
. (2.4)
The manifolds (T 1k )
∗Q and J1(Rk, Q)0 can be identified, via the diffeomorphism
J1(Rk, Q)0 ≡ T ∗Q⊕ k. . . ⊕T ∗Q = (T 1k )∗Q
j1q,0σ ≡ (dσ1(q), . . . , dσk(q))
(2.5)
where σα = πα ◦ σ : Q −→ R is the α-th component of σ and πα : Rk → R the canonical projections for
each 1 ≤ α ≤ k. ⋄
We now introduce certain canonical geometric structures on (T 1k )
∗Q. These structures will be used
in the description of the Hamiltonian k-symplectic formalism, see chapter 3.
Definition 2.2 We define the canonical 1-forms θ1, . . . , θk on (T 1k )
∗Q as the pull-back of Liouville’s
1-form θ (see (1.2)), by the canonical projection πk,α (see (2.3)), that is, for each 1 ≤ α ≤ k
θα = (πk,α)∗θ ;
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the canonical 2-forms ω1, . . . , ωk are defined by
ωα = −dθα
or equivalently by ωα = (πk,α)∗ω being ω the canonical symplectic form on the cotangent bundle T ∗Q.
If we consider the canonical coordinates (qi, pαi ) on (T
1
k )
∗Q (see (2.2)), then the canonical forms θα, ωα
have the following local expressions:
θα = pαi dq
i , ωα = dqi ∧ dpαi , (2.6)
with 1 ≤ α ≤ k.
Remark 2.3 An alternative definition of the canonical 1-forms θ1, . . . , θk is through the composition:
Tνq ((T
1
k )
∗Q)
(πk)∗(νq) //
θα(νq)
''
TqQ
ναq // R
That is,
θα(νq)
(
Xνq
)
:= ναq
(
(πk)∗(νq)(Xνq )
)
(2.7)
for Xνq ∈ Tνq ((T 1k )∗Q), νq = (ν1q, . . . , νkq) ∈ (T 1k )∗Q and q ∈ Q. ⋄
Let us observe that the canonical 2-forms ω1, . . . , ωk are closed forms (indeed, they are exact). An
interesting property of these forms is the following: for each 1 ≤ α ≤ k, we consider the kernel of each
ωα, i.e., the set
kerωα = {X ∈ T ((T 1k )∗Q) | ιXωα = 0} ;
then from (2.6) it is easy to check that
ωα
∣∣∣
V×V
= 0 and
k⋂
α=1
kerωα = {0} , (2.8)
where V = ker(πk)∗ is the vertical distribution of dimension nk associated to π
k : (T 1k )
∗Q → Q. This
vertical distribution is locally spanned by the set{
∂
∂p11
, . . . ,
∂
∂pk1
,
∂
∂p12
, . . . ,
∂
∂pk2
, . . . ,
∂
∂p1n
, . . . ,
∂
∂pkn
}
. (2.9)
The properties (2.8) are interesting because the family of the manifold (T 1k )
∗Q with the 2-forms
ω1, . . . , ωk and the distribution V is the model for a k-symplectic manifold, which will be introduced in
the following section.
2.2 k-symplectic geometry
A natural generalization of a symplectic manifold is the notion of the so-called k-symplectic manifold.
The canonical model of a symplectic manifold is the cotangent bundle T ∗Q, while the canonical model
of a k-symplectic manifold is the bundle of k1-covelocities, that is, (T 1k )
∗Q.
The notion of k-symplectic structure was independently introduced by A. Awane [5, 7], G. Gu¨nther
[66], M. de Leo´n et al. [85, 98, 100, 101], and L.K. Norris [123, 131]. Let us recall that k-symplectic
manifolds provide a natural arena to develop Classical Field Theory as an alternative to other geometrical
settings which we shall comment in the last part of this book.
A characteristic of the k-symplectic manifold is the existence of a theorem of Darboux type, therefore
all k-symplectic manifolds are locally as the canonical model.
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2.2.1 k-symplectic vector spaces
As we have mentionated above, the k-symplectic manifolds constitute the arena for the geometric study
of Classical Field Theories. This subsection considers the linear case as a preliminary step for the next
subsection.
Definition 2.4 A k-symplectic vector space (V, ω1, . . . , ωk,W) is a vector space V of dimension n(k+
1), a family of k skew-symmetric bilinear forms ω1, . . . , ωk and a vector subspace W of dimension nk such
that
k⋂
α=1
ker ωα = {0} , (2.10)
where
ker ωα = {u ∈ V|ωα(u, v) = 0, ∀v ∈ V}
denotes the kernel of ωα and
ωα
∣∣
W×W
= 0 ,
for 1 ≤ α ≤ k.
The condition (2.10) means that the induced linear map
♯ω : V → V∗× k· · · ×V∗
v 7→ (ιvω1, . . . , ιvωk)
(2.11)
is injective, or equivalently, that it has maximal rank, that is, rank ♯ω = dim V = n(k + 1).
Note that for k = 1 the above definition reduces to that of a symplectic vector space with a given
Lagrangian subspace W1.
Example 2.5 We consider the vector space V = R3 with the family of skew-symmetric bilinear forms
ω1 = e1 ∧ e3 and ω2 = e2 ∧ e3 ,
and the subspace
W = span{e1, e2},
where {e1, e2, e3} is the canonical basis of R3 and {e1, e2, e3} its dual basis. It is easy to check that
ωα
∣∣
W×W
= 0 , α = 1, 2 .
Moreover,
ker ω1 = span{e2} and ker ω2 = span{e1}
and therefore ker ω1 ∩ ker ω2 = {0}, that is, (ω1, ω2,W) is a 2-symplectic structure on R3.
Example 2.6 We consider the vector space V = R6 with the subspace
W = span{e1, e2, e4.e5}
and the family of skew-symmetric bilinear forms
ω1 = e1 ∧ e3 + e4 ∧ e6 and ω2 = e2 ∧ e3 + e5 ∧ e6
where {e1, e2, e3, e4, e5, e6} is the canonical basis of R6 and {e1, e2, e3, e4, e5, e6} the dual basis. It is easy
to check that
ker ω1 = span{e2, e5} and ker ω2 = span{e1, e4}
1A subspace W of V is called a Lagrangian subspace if W ⊂ W⊥, there exits another subspace U such that U ⊂ U⊥ and
V = W⊕ U, (for more details see [106]).
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and therefore ker ω1 ∩ ker ω2 = {0}. Moreover
ωα
∣∣
W×W
= 0 , α = 1, 2 .
That is, (ω1, ω2,W) is a 2-symplectic structure on R6.
Another k-symplectic structure on R6 is given by the family of 2-forms ωα = eα∧ e6, with 1 ≤ α ≤ 5,
and W = span{e1, e2, e3, e4, e5} which is a 5-symplectic structure on R6.
Example 2.7 It is well-known that for any vector space V , the space V × V ∗ admits a canonical sym-
plectic form ωV given by
ωV ((v, ν), (w, η)) = η(v)− ν(w) ,
for v, w ∈ V and ν, η ∈ V ∗ (see for instance [1]). This structure has the following natural extension to
the k-symplectic setting. For any k, the space V = V × V ∗× k· · · ×V ∗ can be equipped with a family of
k canonical skew-symmetric bilinear forms (ω1V , . . . , ω
k
V ) given by
ωαV ((v, ν1, . . . , νk), (w, η1, . . . , ηk)) = ηα(v)− να(w) , (2.12)
for v, w ∈ V and (ν1, . . . , νk), (η1, . . . , ηk) ∈ V ∗× k· · · ×V ∗. Now if we consider the subspace W =
{0}×V ∗× k. . . ×V ∗ a simple computation shows that (V ×V ∗× k. . . ×V ∗, ω1V , . . . , ωkV ,W) is a k-symplectic
vector space. In fact, this is a direct consequence of the computation of the kernel of ωαV for 1 ≤ α ≤ k,
i.e.,
kerωαV = {(v, ν1, . . . , νk) ∈ V | v = 0 and να = 0} .
Let us observe that if we consider the natural projection
prα : V × V ∗× k· · · ×V ∗ → V × V ∗
(v, ν1, . . . , νk) 7→ (v, να),
then the 2-form ωαV is exactly (prα)
∗ωV .
Definition 2.8 Let (V1, ω
1
1 , . . . , ω
k
1 ,W1) and (V2, ω
1
2, . . . , ω
k
2 ,W2) be two k-symplectic vector space and
let φ : V1 → V2 be a linear isomorphism. The map φ is called a k-symplectomorphism if it preserves
the k-symplectic structure, that is
(1) φ∗ωα2 = ω
α
1 ; for each 1 ≤ α ≤ k,
(2) φ(W1) = W2
An important property of the k-symplectic structures is the following proposition, which establish a
theorem of type Darboux for this generalization of the symplectic structure. A proof of the following
result can be found in [5, 106].
Proposition 2.9 Let (ω1, . . . , ωk,W) be a k-symplectic structure on the vector space V. Then there
exists a basis (Darboux basis) (ei, fαi ) of V (with 1 ≤ i ≤ n and 1 ≤ α ≤ k), such that for each 1 ≤ α ≤ k
ωα = ei ∧ fαi .
2.2.2 k-symplectic manifolds
We turn now to the globalization of the ideas of the previous section to k-symplectic manifolds.
Definition 2.10 Let M be a smooth manifold of dimension n(k + 1), V be an integrable distribution
of dimension nk and ω1, . . . , ωk a family of closed differentiable 2-forms defined on M . In such a case
(ω1, . . . , ωk, V ) is called a k-symplectic structure on M if and only if
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(1) ωα
∣∣∣
V×V
= 0, 1 ≤ α ≤ k ,
(2)
k⋂
α=1
kerωα = {0} .
A manifold M endowed with a k-symplectic structure is said to be a k-symplectic manifold.
Remark 2.11 In the above definition, the condition dimM = n(k+1) with n, k ∈ N implies that, for an
arbitrary manifold M of dimension m, only can exist a k-symplectic structure if there is a couple (n, k)
such that M = n(k + 1). Thus, for instance, if M = R6 there isn’t a 3-symplectic structure for instance;
in fact, only can exist k-symplectic structures if k ∈ {1, 2, 5}. ⋄
Definition 2.12 Let (M1, ω
1
1 , . . . , ω
k
1 , V1) and (M2, ω
1
2 , . . . , ω
k
2 , V2) be two k-symplectic manifolds and let
φ : M1 →M2 be a diffeomorphism. φ is called a k-symplectomorphism if it preserves the k-symplectic
structure, that is if
(1) φ∗ωα2 = ω
α
1 ; for each 1 ≤ α ≤ k,
(2) φ∗(V1) = V2.
Remark 2.13 Note that if (M,ω1, . . . , ωk, V ) is a k-symplectic manifold then (TxM,ω
1(x), . . . , ωk(x),
TxV ) is a k-symplectic vector space for all x ∈M . ⋄
Example 2.14 Let (T 1k )
∗Q be the cotangent bundle of k1-covelocities, then from (2.8) and (2.9) one
easy checks that (T 1k )
∗Q, equipped with the canonical forms and the distribution V = ker(πk)∗, is a
k-symplectic manifold.
Remark 2.15 For each νq ∈ (T 1k )∗Q = T ∗Q⊕
k· · · ⊕T ∗Q, the k-symplectic vector space (Tνq ((T 1k )∗Q),
ω1(νq), . . . , ω
k(νq), TνqV ) associated to the k-symplectic manifold ((T
1
k )
∗Q,ω1, . . . , ωk, V ) is k-symplec-
tomorphic to the canonical k-symplectic structure on TqQ × T ∗qQ×
k· · · ×T ∗qQ described in example 2.7
with V = TqQ. ⋄
The following theorem is the differentiable version of Theorem 2.9. This theorem has been proved in
[5, 100].
Theorem 2.16 (k-symplectic Darboux theorem) Let (M,ω1, . . . , ωk, V ) be a k-symplectic mani-
fold. About every point of M we can find a local coordinate system (xi, yαi ), 1 ≤ i ≤ n, 1 ≤ α ≤ k,
called adapted coordinate system, such that
ωα =
n∑
i=1
dxi ∧ dyαi
for each 1 ≤ α ≤ k, and
V = span
{ ∂
∂yαi
, 1 ≤ i ≤ n, 1 ≤ α ≤ k
}
.
Remark 2.17 Notice that the notion of k-symplectic manifold introduced in this chapter coincides with
the one given by A. Awane [5, 7], and it is equivalent to the notion of standard polysymplectic structure2
of C. Gu¨nter [66] and integrable p-almost cotangent structure introduced by M. de Leo´n et al. [98, 100].
2A k-polysymplectic form on an n(k + 1)-dimensional manifold N is an Rk-valued closed nondegenerated two-form on
N of the form
Ω =
k∑
i=1
ηi ⊗ ei ,
where {e1, . . . , ek} is any basis of R
k . The pair (N,Ω) is called a k-polysymplectic manifold.
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Observe that when k = 1, Awane’s definition reduces to the notion of polarized symplectic manifold,
that is a symplectic manifold with a Lagrangian submanifold. For that, in [106] we distinguish between
k–symplectic and polarized k–symplectic manifolds.
By taking a basis {e1, . . . , ek} of Rk, every k-symplectic manifold (N,ω1, . . . , ωk) gives rise to a
polysymplectic manifold (N,Ω =
∑k
i=1 ω
i ⊗ ei). As Ω depends on the chosen basis, the polysymplecic
manifold (N,Ω) is not canonically constructed. Nevertheless, two polysymplectic forms Ω1 and Ω2 in-
duced by the same k-symplectic manifold and different bases for Rk are the same up to a change of basis on
Rk. In this case, we say that Ω1 and Ω2 are gauge equivalent. In a similar way, we say that (N,ω
1, . . . , ωk)
and (N, ω˜1, . . . , ω˜k) are gauge equivalent if they give rise to gauge equivalent polysymplectic forms, [109].
⋄

CHAPTER 3
k-symplectic formalism
In this chapter we shall describe the k-symplectic formalism. As we shall see in the following chapters,
using this formalism we can study Classical Field Theories in the Hamiltonian and Lagrangian cases.
One of the most important elements in the k-symplectic approach is the notion of k-vector field.
Roughly speaking, it is a family of k vector fields. In order to introduce this notion in section 3.1, we
previously consider the tangent bundle of k1-velocities of a manifold, i.e. the Whitney sum of k copies of
its tangent bundle with itself. In section 6.1 we shall describe this manifold with more details.
Here we shall introduce a geometric equation, called the k-symplectic Hamiltonian equation, which
allows us to describe Classical Field Theories when the k-symplectic manifold is the cotangent bundle of
k1-covelocities or its Lagrangian counterpart under some regularity condition satisfied by the Lagrangian
function.
3.1 k-vector fields and integral sections
We shall devote this section to introduce the notion of k-vector field and discuss its integrability. This
notion is fundamental in the k-symplectic and k-cosymplectic approaches.
Consider the tangent bundle τ : TM → M of an arbitrary n-dimensional smooth manifold M and
consider the space1.
T 1kM = TM⊕ k. . . ⊕TM ,
as the Whitney sum of k copies of the tangent bundle TM . Let us observe that an element vp of T
1
kM is a
family of k tangent vectors (v1p, . . . , vkp) at the same point p ∈M . Thus one can consider the canonical
projection
τk : T 1kM → M
vp = (v1p, . . . , vkp) 7→ p .
(3.1)
Definition 3.1 A k-vector field X on M is a section of the canonical projection τk : T 1kM →M . We
denote by Xk(M) the set of k-vector fields on M .
Since T 1kM is the Whitney sum TM⊕ k. . . ⊕TM of k copies of TM , a k-vector field X on M defines
a family of k vector fields (X1, . . . , Xk) on M through the projection of X onto every factor TM of the
1A completed description of this space T 1
k
M can be found in section 6.1.
25
26 3 k-symplectic formalism
T 1kM , as it is showed in the following diagram for each 1 ≤ α ≤ k:
T 1kM
τk,α

M
X
==④④④④④④④④④④④④④ Xα // TM
where τk,α denotes the canonical projection over the αth component of T 1kM , i.e.
τk,α : T 1kM → TM
(v1p, . . . , vkp) 7→ vαp
.
In what follows, we shall use indistinctly the notation X or (X1, . . . , Xk) to refer a k-vector field.
Let us recall that given a vector field, we can consider the notion of integral curve. In this new setting
we now introduce the generalization of this concept for k-vector fields: integral sections of a k-vector
field.
Definition 3.2 An integral section of a k-vector field X = (X1, . . . , Xk), passing through a point
p ∈M , is a map ϕ : U0 ⊂ Rk →M , defined in some neighborhood U0 of 0 ∈ Rk such that
ϕ(0) = p, ϕ∗(x)
( ∂
∂xα
∣∣∣
x
)
= Xα(ϕ(x)) , (3.2)
for all x ∈ U0 and for all 1 ≤ α ≤ k.
If there exists an integral section passing through each point of M , then (X1, . . . , Xk) is called an
integrable k-vector field.
Using local coordinates (U, yi) on M we can write
ϕ∗(x)
(
∂
∂xα
∣∣∣
x
)
=
∂ϕi
∂xα
∣∣∣
x
∂
∂yi
∣∣∣
ϕ(x)
, Xα = X
i
α
∂
∂yi
where ϕi = yi ◦ ϕ.
Thus ϕ is an integral section of X = (X1, . . . , Xk) if and only if the following system of partial
differential equations holds:
∂ϕi
∂xα
∣∣∣
x
= X iα(ϕ(x)) (3.3)
where x ∈ U0 ⊆ Rk, 1 ≤ α ≤ k and 1 ≤ i ≤ n.
Let us remark that if ϕ is an integral section of a k-vector field X = (X1, . . . , Xk), then each curve
on M defined by ϕα(s) = ϕ(seα), with {e1, . . . , ek} the canonical basis on Rk and s ∈ R, is an integral
curve of the vector field Xα on M . However, given k integral curves of X1, . . . , Xk respectively, it is not
possible in general to reconstruct an integral section of (X1, . . . , Xk).
We remark that a k-vector field X = (X1, . . . , Xk) with {X1, . . . , Xk} linearly independent, is inte-
grable if and only if [Xα, Xβ ] = 0, for each α, β, that is, X is integrable if and only if the distribution
generated by {X1, . . . , Xk} is integrable. This is the geometric expression of the integrability condition
of the preceding differential equation (see, for instance, [35] or [79]).
Remark 3.3 k-vector fields in a manifold M can also be defined in a more general way as sections of the
bundle ΛkM → M (i.e., the contravariant skew-symmetric tensors of order k in M). Starting from the
k-vector fields X = (X1, . . . , Xk) defined in Definition 3.1, and making the wedge product X1 ∧ . . .∧Xk,
we obtain the particular class of the so-called decomposable or homogeneous k-vector fields, which can
be associated with distributions on M . (See [43] for a detailed exposition on these topics). ⋄
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Example 3.4 Consider M = (T 13 )
∗
R and a 3-vector field (X1, X2, X3) with local expression
Xα = p
α ∂
∂q
+ (Xα)
β ∂
∂pβ
, 1 ≤ α ≤ 3 ,
where the functions (Xα)
β with 1 ≤ α, β ≤ 3 satisfy
(X1)
1 + (X2)
2 + (X3)
3 = −4πr
r being a constant.
Then ϕ : U0 → (T 13 )∗R with components ϕ(x) = (ψ(x), ψα(x)) is an integral section of (X1, X2, X3)
is and only if (see (3.3))
ψα =
∂ψ
∂xα
, α = 1, 2, 3,
4πr = −
(∂ψ1
∂x1
+
∂ψ2
∂x2
+
∂ψ3
∂x3
)
,
which are the electrostatic equations (for more details about these equations, see section 7.1).
3.2 k-symplectic Hamiltonian equation
Let
(
M,ω1, . . . , ωk, V
)
a k-symplectic manifold and H a Hamiltonian function defined on M , that is, a
function H :M → R
Definition 3.5 The family (M,ωα, H) is called k-symplectic Hamiltonian system.
Given a k-symplectic Hamiltonian system (M,ωα, H) we define a vector bundle morphisms ♭ω as
follows:
♭ω : T
1
kM → T ∗M
(v1, . . . , vk) 7→ ♭ω(v1, . . . , vk) = trace(ιvβωα) =
k∑
α=1
ιvαω
α .
(3.4)
The above morphism induce a morphism of C∞(M)-modules between the corresponding space of sections
♭ω : X
k(M)→ ∧1(M).
Lemma 3.6 The map ♭ω is surjective.
Proof : This result is a particular case of the following algebraic assertion: If V is a vector space with a
k-symplectic structure (ω1, . . . , ωk,W), then the map
♭ω : V× k. . . ×V → V ∗
(v1, . . . , vk) 7→ ♭ω(v1, . . . , vk) = trace(ιvβωα) =
k∑
α=1
ιvαω
α
is surjective.
Indeed, we consider the identification
F : V ∗× k. . . ×V ∗ ∼= (V× k. . . ×V )∗
(ν1, . . . , νk) 7→ F (ν1, . . . , νk) ,
(3.5)
where F (ν1, . . . , νk)(v1, . . . , vk) = trace
(
να(vβ)
)
=
k∑
α=1
να(vα), and we consider the map ♯ω defined in
(2.11).
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We recall that as (ω1, . . . , ωk,W) is a k-symplectic structure, ♯ω is injective and therefore the dual
map ♯∗ω is surjective.
Finally, using the identification (3.5) it is immediate to prove that ♭ω = −♯∗ω and thus ♭ω is surjective.

Let (M,ωα, H) be a k-symplectic Hamiltonian system and X ∈ Xk(M) a k-vector field solution of
the geometric equation
♭ω(X) =
k∑
α=1
ιXαω
α = dH . (3.6)
Given a local coordinate system
(
qi, pαi
)
, each Xα is locally given by
Xα = (Xα)
i ∂
∂qi
+ (Xα)
β
i
∂
∂pβi
, 1 ≤ α ≤ k .
Now, since
dH =
∂H
∂qi
dqi +
∂H
∂pαi
dpαi ,
and
ωα = dqi ∧ dpαi
we deduce that the equation (3.6) is locally equivalent to the following equations
∂H
∂qi
= −
k∑
β=1
(Xβ)
β
i ,
∂H
∂pαi
= (Xα)
i , (3.7)
with 1 ≤ i ≤ n and 1 ≤ α ≤ k .
Let us suppose now that the k-vector field X = (X1, . . . , Xk), solution of (3.6), is integrable and
ϕ : Rk −→ M
x → ϕ(x) = (ψi(x), ψαi (x))
is an integral section of X, i.e. ϕ satisfies (3.2) which in this case is locally equivalent to the following
system of partial differential equations (condition (3.3))
∂ψi
∂xα
∣∣∣
x
= (Xα)
i(ϕ(x)) ,
∂ψβi
∂xα
∣∣∣
x
= (Xα)
β
i (ϕ(x)) . (3.8)
From (3.7) and (3.8) we obtain
∂H
∂qi
∣∣∣
ϕ(x)
= −
k∑
β=1
∂ψβi
∂xβ
∣∣∣
x
,
∂H
∂pαi
∣∣∣
ϕ(x)
=
∂ψi
∂xα
∣∣∣
x
(3.9)
where 1 ≤ i ≤ n , 1 ≤ α ≤ k.
This theory can be summarized in the following
Theorem 3.7 Let (M,ωα, H) be a k-symplectic Hamiltonian system and X = (X1, . . . , Xk) an integrable
k-vector field on M solution of the equation (3.6).
If ϕ : Rk → M is an integral section of X, then ϕ is a solution of the following systems of partial
differential equations
∂H
∂qi
∣∣∣
ϕ(x)
= −
k∑
β=1
∂ψβi
∂xβ
∣∣∣
x
,
∂H
∂pαi
∣∣∣
ϕ(x)
=
∂ψi
∂xα
∣∣∣
x
.
From now, we shall call this equation (3.6) as k-symplectic Hamiltonian equation.
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Definition 3.8 A k-vector field X = (X1, . . . , Xk) ∈ Xk(M) is called a k-symplectic Hamiltonian
k-vector field for a k-symplectic Hamiltonian system (M,ωα, H) if X is a solution of (3.6). We denote
by XkH(M) the set of k-vector fields which are solution of (3.6), i.e.
X
k
H(M) : = {X = (X1, . . . , Xk) ∈ Xk(M) | ♭ω(X) = dH} . (3.10)
One can guarantee the existence of the solution of the k-symplectic Hamiltonian equation (3.6), but
the solution is not unique. In fact, let H ∈ C∞(M) be a function on M . As dH ∈ Ω1(M) and the map
♭ω is surjective, then there exists a k-vector field X
H = (XH1 , . . . , X
H
k ) satisfying
♭ω(X
H
1 , . . . , X
H
k ) = dH , (3.11)
i.e. (XH1 , . . . , X
H
k ) is a k-vector field solution of the k-symplectic Hamiltonian equation (3.6).
For instance one can define X = (X1, . . . , Xk) locally as
X1 =
∂H
∂p1i
∂
∂qi
− ∂H
∂qi
∂
∂p1i
Xα =
∂H
∂pαi
∂
∂qi
, 2 ≤ α ≤ k
(3.12)
and using a partition of the unity one can find a k-vector field X = (X1, . . . , Xk) defined globally and
satisfying (3.6).
Now we can assure the existence of solutions of (3.6) but not its uniqueness. In fact, let us observe
that given a particular solution (X1, . . . , Xk) then any element of the set (X1, . . . , Xk) + ker ♭ω is also a
solution, since given (Y1, . . . , Yk) ∈ ker ♭ω then we have
Y iβ = 0,
k∑
α=1
(Yα)
α
i = 0 , (3.13)
where each Yα is locally given by
Yα = Y
i
α
∂
∂qi
+ (Yα)
β
i
∂
∂pβi
,
for 1 ≤ α ≤ k.
Another interesting remark is that a k-vector field solution of the equation (3.6) is not necessarily
integrable but in order to obtain the result of the theorem 3.7 it is necessary the existence of integral
sections. We recall that an integrable k-vector field is equivalent to the condition [Xα, Xβ] = 0 for all
1 ≤ α, β ≤ k.
Remark 3.9 Using the k-symplectic formalism presented in this chapter we can study symmetries and
conservation laws on first-order classical field theories, see [145, 147]. A large part of the discussion
of the paper [145] is a generalization of the results obtained for non-autonomous mechanical systems
(see, in particular, [113, 91]). The general problem of a group of symmetries acting on a k-symplectic
manifold and the subsequent theory of reduction has been analyzed in [114, 127]. We further remark
that the problem of symmetries in field theory has been analyzed using other geometric frameworks, see
for instance [44, 61, 62, 93]. About this topic, Noether’s theorem associates conservation laws to Cartan
symmetries, however, these kinds of symmetries do not exhaust the set of symmetries. Different attempts
have been made to extend Noether’s theorem in order to include the so-called hidden symmetries and
the corresponding conserved quantities, see for instance [153] in Mechanics, [44] in multisymplectic field
theories or [146] in the k-symplectic setting.
The k-symplectic formalism described here can be extended to another geometrical approaches. For
instance:
• The k-symplectic approach can be also studied when one consider classical field theories subject
to nonholonomic constraints [95]. The procedure developed in [95] extends that by Bates and
Sniatycki [10] for the linear case. The interest of the study of nonholonomic constraints has been
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stimulated by its close connection to problems in control theory (see, for instance, [14, 15, 28]. In
the literature, one can distinguish mainly two different approaches in the study of systems subjected
to a nonholonomic constraints. The first one is based on the d’Alembert’s principle and the second
is a constrained variational approach. As is well know, the dynamical equation generated by both
approaches are in general not equivalent [30]. The nonholonomic field theory has been studied using
another geometrical approaches, (see, for instance [12, 83, 84, 90, 94, 164, 165, 167, 168]).
• Another interesting setting is the category of the Lie algebroids [110, 111]. For further information
on groupoids and lie algebroids and their roles in differential geometry see [17, 68]. Let us remember
that a Lie algebroid is a generalization of both the Lie algebra and the integrable distribution. The
idea of using Lie algebroids in mechanics is due to Weinstein [170]. His formulation allows a
geometric unified description of dynamical systems with a variety of different kinds of phase spaces:
Lie groups, Lie algebras, Cartesian products of manifolds, quotients manifolds,.... Two good surveys
of this topic are [29, 89]. In [96] we describe the k-symplectic formalism on Lie algebroids.
• The Skinner-Rusk approach [157] can be considered in the k-symplectic formalism. This topic was
studied in [141] in the k-symplectic approach and in [144] in the k-cosymplectic approach.
• Another interesting topic is the study of Lagrangian submanifolds in the k-symplectic setting [106].
In this paper, we extend the well-know normal form theorem for Lagrangian submanifolds proved
by Weinstein in symplectic geometry to the setting of k-symplectic manifolds. ⋄
3.3 Example: electrostatic equations
Consider the 3-symplectic Hamiltonian equations
ιX1ω
1 + ιX2ω
2 + ιX3ω
3 = dH , (3.14)
where H is the Hamiltonian function given by
H : (T 13 )
∗R −→ R
(q, p1, p2, p3) → 4πrq + 1
2
3∑
α=1
(pα)2 .
(3.15)
Let us observe that in this example the k-symplectic manifold is the cotangent bundle of 3-covelocities
of the real line (T 13 )
∗R with its canonical 3-symplectic structure.
If (X1, X2, X3) is a solution of (3.14) then, since
∂H
∂q
= 4πr ,
∂H
∂pα
= pα ,
and from (3.7) we deduce that each Xα, with 1 ≤ α ≤ 3, has the local expression
Xα = p
α ∂
∂q
+ (Xα)
β ∂
∂pβ
,
where the functions components (Xα)
β with 1 ≤ α, β ≤ 3 satisfy the identity
4πr = −
(
(X1)
1 + (X2)
2 + (X3)
3
)
.
Let us suppose that (X1, X2, X3) is integrable, that is, in this particular case, the functions (Xα)
β
with 1 ≤ α, β ≤ k satisfies
(Xα)
β = (Xβ)
α
and
X1((X2)
β) = X2((X1)
β), X1((X3)
β) = X3((X1)
β), X2((X3)
β) = X3((X2)
β) .
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Under the assumption of integrability of (X1, X2, X3), if
ϕ : R3 −→ (T 13 )∗R
x → ϕ(x) = (ψ(x), ψ1(x), ψ2(x), ψ3(x))
is an integral section of a 3-vector field (X1, X2, X3) solution of (3.14), then we deduce that
(ψ(x), ψ1(x), ψ2(x), ψ3(x))
is a solution of
ψα = ∂ψ
∂xα
,
−
(
∂ψ1
∂x1
+ ∂ψ
2
∂x2
+ ∂ψ
3
∂x3
)
= 4πr .
(3.16)
which is a particular case of the electrostatic equations (for a more detail description of these equations,
see section 7.1).

CHAPTER 4
Hamiltonian Classical Field Theory
In this chapter we shall study Hamiltonian Classical Field Theories, that is, we shall discuss the Hamilton-
De Donder-Weyl equations (these equations will be called also the HDW equations for short) which have
the following local expression
∂H
∂qi
∣∣∣
ϕ(x)
= −
k∑
α=1
∂ψαi
∂xα
∣∣∣
t
,
∂H
∂pαi
∣∣∣
ϕ(x)
=
∂ψi
∂xα
∣∣∣
x
, (4.1)
where H : (T 1k )
∗Q→ R is a Hamiltonian function.
A solution of these equations is a map
ϕ : Rk −→ (T 1k )∗Q
x → ϕ(x) = (ψi(x), ψαi (x))
where 1 ≤ i ≤ n, 1 ≤ α ≤ k.
In a classical view these equations can be obtained from a multiple integral variational problem. In
this chapter we shall describe this variational approach and then we shall give a new geometric way
of obtaining the HDW equations using the k-symplectic formalism described in chapter 3 when the k-
symplectic manifolds is the canonical model of these structures: the manifold ((T 1k )
∗Q,ω1, . . . , ωk, V )
described in section 2.1.
4.1 Variational approach
In Hamiltonian Mechanics, the Hamilton equations are obtained from a variational principle. This can
be generalized to Classical Field Theory, where the problem consist to find the extremal of a variational
problem associated to multiple integrals of Hamiltonian densities.
In this subsection we shall see that the Hamilton-De Donder-Weyl equations (4.1) are equivalent a
one variational principle on the space of smooth maps with compact support; we denote this set by
C∞C (R
k, (T 1k )
∗Q).
To describe this variational principle we need the notion of prolongation of diffeomorphisms and vector
fields from Q to the cotangent bundle of k1-covelocities, which we shall introduce in the sequel.
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4.1.1 Prolongation of diffeomorphism and vector fields
Given a diffeomorphism between two manifolds M and N we can consider an induced map between
(T 1k )
∗N and (T 1k )
∗M . This map allows us to define the prolongation of vector fields from Q to the
cotangent bundle of k1-covelocities.
Definition 4.1 Let f : M → N be a diffeomorphism. The natural or canonical prolongation of f
to the corresponding bundles of k1-covelocities is the map
(T 1k )
∗f : (T 1k )
∗N → (T 1k )∗M
defined as follows:
(T 1k )
∗f(ν1f(x), . . . , νkf(x)) = (f
∗(ν1f(x)), . . . , f
∗(νkf(x)))
= (ν1f(x) ◦ f∗(x), . . . , νkf(x) ◦ f∗(x))
where (ν1f(x), . . . , νkf(x)) ∈ (T 1k )∗N and m ∈M .
The canonical prolongation of diffeomorphism allows us to introduce the canonical or complete lift of
vector fields from Q to (T 1k )
∗Q.
Definition 4.2 Let Z be a vector field on Q, with 1-parameter group of diffeomorphism {hs}. The
canonical or complete lift of Z to (T 1k )
∗Q is the vector field ZC∗ on (T 1k )
∗Q whose local 1-parameter
group of diffeomorphism is {(T 1k )∗(hs)}.
Let Z be a vector field on Q with local expression Z = Zi
∂
∂qi
. In the canonical coordinate system
(2.2) on (T 1k )
∗Q, the local expression of ZC∗ is
ZC∗ = Zi
∂
∂qi
− pαj
∂Zj
∂qk
∂
∂pαk
. (4.2)
The canonical prolongation of diffeomorphisms and vector fields from Q to (T 1k )
∗Q have the following
properties.
Lemma 4.3
(1) Let ϕ : Q → Q be a diffeomorphism and Φ = (T 1k )∗ϕ the canonical prolongation of ϕ to (T 1k )∗Q.
Then:
(i) Φ∗θα = θα and (ii)Φ∗ωα = ωα, (4.3)
where 1 ≤ α ≤ k.
(2) Let Z ∈ X(Q) be and ZC∗ the complete lift of Z to (T 1k )∗Q. Then
(i) LZC∗θ
α = 0 and (ii)LZC∗ω
α = 0, (4.4)
with 1 ≤ α ≤ k.
Proof :
(1) (i) is a consequence of the commutativity of the following diagram
(T 1k )
∗Q
(T 1k )
∗ϕ //
πk,α

(T 1k )
∗Q
πk,α

T ∗Q
ϕ∗ // T ∗Q
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for each 1 ≤ α ≤ k, that is,
πk,α ◦ (T 1k )∗ϕ = ϕ∗ ◦ πk,α.
In fact, using the above identity one has[
(T 1k )
∗ϕ
]∗
θα =
[
(T 1k )
∗ϕ
]∗
((πk,α)∗θ) =
(
πk,α ◦ (T 1k )∗ϕ
)∗
θ
= (ϕ∗ ◦ πk,α)∗θ = (πk,α)∗((ϕ∗)∗θ) = (πk,α)∗θ = θα ,
where we have used the identity (ϕ∗)∗θ = θ (see [1], pag. 180).
The item (ii) is a direct consequence of (i) and the definition of the closed 2-forms ω1, . . . , ωk.
(2) Since the infinitesimal generator of ZC∗ is the canonical prolongation of the infinitesimal generator
of Z, then from item (1) of this lemma one obtains that (??) holds.

4.1.2 Variational principle
Now we are in conditions to describe the multiple integral problem from which one obtains the Hamilton-
De Donder-Weyl equations.
We denote by dkx the volume form on Rk given by dx1 ∧ . . . ∧ dxk and dk−1xα is the (k − 1)-form
defined by
dk−1xα = ι∂/∂xαd
kx ,
for each 1 ≤ α ≤ k.
Before describing the variational problem in this setting we recall the following result:
Lemma 4.4 Let G denote a fixed simply-connected domain in the k-dimensional space, bounded by a
hypersurface ∂G. If Φ(x) is a continuous function in G and if∫
G
Φ(x)η(x)dkx = 0
for all function η(x) of class C1 which vanish on the boundary ∂G of G, then
Φ(x) = 0
in G.
A proof of this lemma can be found in [149].
Definition 4.5 Denote by C∞C (R
k, (T 1k )
∗Q) the set of maps
ϕ : U0 ⊆ Rk → (T 1k )∗Q,
with compact support defined on an open set U0. Let H : (T
1
k )
∗Q → R be a Hamiltonian function, then
we define the integral action associated to H by
H : C∞C (R
k, (T 1k )
∗Q) → R
ϕ 7→
∫
Rk
( k∑
α=1
(ϕ∗θα) ∧ dk−1xα − (ϕ∗H)dkx
)
.
Definition 4.6 A map ϕ ∈ C∞C (Rk, (T 1k )∗Q) is an extremal of H if
d
ds
∣∣∣
s=0
H(τs ◦ ϕ) = 0
for each flow τs on (T
1
k )
∗Q such that τs(ν1q, . . . , νkq) = (ν1q, . . . , νkq) for all (ν1q, . . . , νkq) on the boundary
of ϕ(U0) ⊂ (T 1k )∗Q, that is, we consider the variations of ϕ given by the composition by elements of one-
parametric group of diffeomorphism which leaves invariant the boundary of the image of ϕ.
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Let us observe that the flows τs : (T
1
k )
∗Q→ (T 1k )∗Q considered in the above definition are generated
by vector fields on (T 1k )
∗Q which are zero on the boundary of ϕ(U0).
The variational problem here considered consists in finding the extremals of the integral action H.
The following proposition gives us a characterization of the extremals of the integral action H asso-
ciated with the Hamiltonian H .
Proposition 4.7 Let H : (T 1k )
∗Q → R be a Hamiltonian function and ϕ ∈ C∞C (Rk, (T 1k )∗Q). The
following statements are equivalents:
(1) ϕ : U0 ⊂ Rk → (T 1k )∗Q is an extremal of the variational problem associated to H.
(2) For each vector field Z on Q, such that its complete lift ZC∗ to (T 1k )
∗Q vanishes on the boundary
of ϕ(U0), the equality ∫
Rk
(
[ϕ∗(LZC∗ θ
α)] ∧ dk−1xα − [ϕ∗(LZC∗H)]dkx
)
= 0 ,
holds.
(3) ϕ is solution of the Hamilton-De Donder-Weyl equations, that is, if ϕ is locally given by ϕ(x) =
(ψi(x), ψαi (x)), then the functions ψ
i, ψαi satisfy the system of partial differential equations (4.1).
Proof : First we shall prove the equivalence between items (1) and (2) (1⇔ 2).
Let Z ∈ X(Q) be a vector field on Q satisfying the conditions in (1), and with one-parameter group
of diffeomorphism {τs}. Then, from the definition of the complete lift we know that ZC∗ generates the
one-parameter group {(T 1k )∗τs}.
Thus,
d
ds
∣∣∣
s=0
H((T 1k )
∗τs ◦ ϕ)
=
d
ds
∣∣∣
s=0
∫
Rk
( k∑
α=1
([(T 1k )
∗τs ◦ ϕ]∗θα) ∧ dk−1xα − ([(T 1k )∗τs ◦ ϕ]∗H)dkx
)
= lim
s→0
1
s
(∫
Rk
( k∑
α=1
([(T 1k )
∗τs ◦ ϕ]∗θα) ∧ dk−1xα − ([(T 1k )∗τs ◦ ϕ]∗H)dkx
)
−
∫
Rk
( k∑
α=1
([(T 1k )
∗τ0 ◦ ϕ]∗θα) ∧ dk−1xα − ([(T 1k )∗τ0 ◦ ϕ]∗H)dkx
))
= lim
s→0
1
s
(∫
Rk
k∑
α=1
([(T 1k )
∗τs ◦ ϕ]∗θα) ∧ dk−1xα −
∫
Rk
k∑
α=1
(ϕ∗θα) ∧ dk−1xα
)
− lim
s→0
1
s
(∫
Rk
([(T 1k )
∗τs ◦ ϕ]∗H)dkx−
∫
Rk
(ϕ∗H)dkx
)
= lim
s→0
1
s
(∫
Rk
k∑
α=1
[ϕ∗
(
((T 1k )
∗τs)
∗θα − θα
)
] ∧ dk−1xα
)
− lim
s→0
1
s
(∫
Rk
[ϕ∗
(
((T 1k )
∗τs)
∗H −H
)
]dkx
)
=
∫
Rk
(
[ϕ∗(LZC∗ θ
α)] ∧ dk−1xα − [ϕ∗(LZC∗H)]dkx
)
,
where in the last identity we are using the definition of Lie derivative with respect to ZC
∗
.
Therefore, ϕ is and extremal of H if and only if∫
Rk
(
[ϕ∗(LZC∗ θ
α)] ∧ dk−1xα − [ϕ∗(LZC∗H)]dkx
)
= 0 .
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We now prove the equivalence between (2) and (3) (2⇔ 3).
Taking into account that
LZC∗θ
α = dιZC∗θ
α + ιZC∗dθ
α
one obtains∫
Rk
[ϕ∗(LZC∗ θ
α)] ∧ dk−1xα =
∫
Rk
[ϕ∗(dιZC∗θ
α)] ∧ dk−1xα +
∫
Rk
[ϕ∗(ιZC∗dθ
α)] ∧ dk−1xα .
Since
[ϕ∗(dιZC∗θ
α)] ∧ dk−1xα = d
(
ϕ∗(ιZC∗θ
α) ∧ dk−1xα
)
then [ϕ∗(dιZC∗θ
α)] ∧ dk−1xα is a closed 1-form on Rk. Therefore, applying Stoke’s theorem one obtains:∫
Rk
[ϕ∗(dιZC∗θ
α)] ∧ dk−1xα =
∫
Rk
d
(
ϕ∗(ιZC∗θ
α) ∧ dk−1xα
)
= 0 .
Then, ∫
Rk
(
[ϕ∗(LZC∗ θ
α)] ∧ dk−1xα − [ϕ∗(LZC∗H)]dkx
)
= 0
if and only if, ∫
Rk
(
[ϕ∗
(
ιZC∗dθ
α
)
] ∧ dk−1xα − [ϕ∗(LZC∗H)]dkx
)
= 0 .
Consider now the canonical coordinate system such that Z = Zi
∂
∂qi
; taking into account the local
expression (4.2) for the complete lift ZC
∗
and that ϕ(x) = (ψi(x), ψαi (x)), we have
ϕ∗
(
ιZC∗dθ
α
)
∧ dk−1xα − ϕ∗(LZC∗H)dkx
=
[
−(Zi(x))
(
k∑
α=1
∂ψαi
∂xα
∣∣∣
x
+
∂H
∂qi
∣∣∣
ϕ(x)
)
−
k∑
α=1
ψαj (x)
∂Zj
∂qi
∣∣∣
x
(
∂ψi
∂xα
∣∣∣
x
− ∂H
∂pαi
∣∣∣
ϕ(x)
)]
dkx
for each Z ∈ X(Q) (under the conditions established in this theorem), where we are using the notation
Zi(x) := (Zi ◦ πk ◦ ϕ)(x). From the last expression we deduce that ϕ is an extremal of H if and only if
∫
Rk
Zi(x)
(
k∑
α=1
∂ψαi
∂xα
∣∣∣
x
+
∂H
∂qi
∣∣∣
ϕ(x)
)
dkx+
∫
Rk
k∑
α=1
ψαj (x)
∂Zj
∂qi
∣∣∣
x
(
∂ψi
∂xα
∣∣∣
x
− ∂H
∂pαi
∣∣∣
ϕ(x)
)
dkx = 0
for all Zi. Therefore, ∫
Rk
(Zi(x))
(
k∑
α=1
∂ψαi
∂xα
∣∣∣
x
+
∂H
∂qi
∣∣∣
ϕ(x)
)
dkx = 0
∫
Rk
k∑
α=1
ψαj (x)
∂Zj
∂qi
∣∣∣
x
(
∂ψi
∂xα
∣∣∣
x
− ∂H
∂pαi
∣∣∣
ϕ(x)
)
dkx = 0
(4.5)
for all Z ∈ X(Q) satisfying the statements of this theorem, and, thus, for any values Zi(q) and ∂Z
j
∂qi
∣∣∣
q
.
Applying lemma 4.4, from (4.5) one obtains that,
k∑
α=1
∂ψαi
∂xα
∣∣∣
x
+
∂H
∂qi
∣∣∣
ϕ(x)
= 0 ,
k∑
α=1
ψαj (x)
(
∂ψi
∂xα
∣∣∣
x
− ∂H
∂pαi
∣∣∣
ϕ(x)
)
= 0 .
The first group of equations gives us the first group of the Hamilton-De Donder-Weyl equations (4.1).
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Now, consider the second set of above equations, it follows that
∂ψi
∂xα
∣∣∣
x
− ∂H
∂pαi
∣∣∣
ϕ(x)
= 0 ,
which is the second set of the Hamilton-De Donder-Weyl equations (4.1).
The converse is obtained starting from the Hamilton-De Donder-Weyl equations and reversing the
arguments in the above proof. 
4.2 Hamilton-De Donder-Weyl equations
The above variational principle allows us to obtain the HDW equations but there exist other methods
to obtain these equations: one of them consist of using the k-symplectic Hamiltonian equation when we
consider the k-symplectic manifold M = (T 1k )
∗Q.
In this case, we take a Hamiltonian function H ∈ C∞((T 1k )∗Q). Thus, from Theorem 3.7, one obtains
that given an integrable k-vector field X = (X1, . . . , Xk) ∈ XkH((T 1k )∗Q) and an integral section ϕ : U ⊂
Rk → (T 1k )∗Q of X, ϕ is a solution of the following systems of partial differential equations
∂H
∂qi
∣∣∣
ϕ(x)
= −
k∑
β=1
∂ψβi
∂xβ
∣∣∣
x
,
∂H
∂pαi
∣∣∣
ϕ(x)
=
∂ψi
∂xα
∣∣∣
x
,
that is, ϕ is a solution of the HDW equations (4.1).
Therefore, given an integrable k-vector field X ∈ XkH((T 1k )∗Q), its integral sections are solutions of the
HDW equations. Now it is natural to do the following question: Given a solution ϕ : U ⊂ Rk → (T 1k )∗Q
of the HDW equations, is there a k-vector field X ∈ XkH((T 1k )∗Q) such that ϕ is an integral section of X?
Here we give an answer to this question.
Proposition 4.8 If a map ϕ : Rk → (T 1k )∗Q is a solution of the HDW equation (4.1) and ϕ is an
integral section of an integrable k-vector field X ∈ Xk((T 1k )∗Q), then X = (X1, . . . , Xk) is a solution of
the equation (3.6) at the points of the image of ϕ.
Proof : We must prove that
∂H
∂pαi
(ϕ(x)) = (Xα)
i(ϕ(x)),
∂H
∂qi
(ϕ(x)) = −
k∑
α=1
(Xα)
α
i (ϕ(x)) . (4.6)
Now as ϕ(x) = (ψi(x), ψαi (x)) is an integral section of X we have that (3.8) holds; but, as ϕ is also a
solution of the Hamilton-de Donder-Weyl equation (4.1), then we deduce (4.6). 
We can not claim that X ∈ XkH((T 1k )∗Q) because we can not assure that X is a solution of the
equations (3.6) on the whole in (T 1k )
∗Q.
Remark 4.9 It is also important to point out that the equations (4.1) and (3.6) are not equivalent in
the sense that not every solution of (4.1) is an integral section of some integrable k-vector field belonging
to XkH((T
1
k )
∗Q). ⋄
Definition 4.10 A map ϕ : Rk → (T 1k )∗Q, solution of the equation (4.1), is said to be an admissible
solution to the HDW-equation for a k-symplectic Hamiltonian system ((T 1k )
∗Q,ωα, H) if it is an integral
section of some integrable k-vector field X ∈ Xk((T 1k )∗Q).
If we consider only admissible solutions to the HDW-equations of k-symplectic Hamiltonian systems,
we say that ((T 1k )
∗Q,ωα, H) is an admissible k-symplectic Hamiltonian system.
In this way, for admissible k-symplectic Hamiltonian systems, the geometric field equation (3.6) for
integrable k-vector fields is equivalent to the HDW-equation (4.1) (as it is established in Theorem 3.7
and Proposition 4.8).
CHAPTER 5
Hamilton-Jacobi theory in k-symplectic Field Theories
The usefulness of Hamilton-Jacobi theory in Classical Mechanics is well-known, giving an alternative
procedure to study and, in some cases, to solve the evolution equations [1]. The use of symplectic
geometry in the study of Classical Mechanics has permitted to connect the Hamilton-Jacobi theory with
the theory of Lagrangian submanifolds and generating functions [8].
At the beginning of the 1900s an analog of Hamilton-Jacobi equation for field theory has been devel-
oped [149], but it has not been proved to be so powerful as the theory which is available for Mechanics
[11, 16, 137, 138, 148, 169].
Our goal in this chapter is to describe this equation in a geometrical setting given by the k-symplectic
geometry, that is, to extend the Hamilton-Jacobi theory to Field Theories just in the context of k-
symplectic manifolds (we remit to [82, 86] for a description in the multisymplectic setting). The dynamics
for a given Hamiltonian function H is interpreted as a family of vector fields (a k-vector field) on the
phase space (T 1k )
∗Q. The Hamilton-Jacobi equation is of the form
d(H ◦ γ) = 0,
where γ = (γ1, . . . , γk) is a family of closed 1-forms on Q. Therefore, we recover the classical form
H
(
qi,
∂W 1
∂qi
, . . . ,
∂W k
∂qi
)
= constant .
where γi = dWi. It should be noticed that our method is inspired in a recent result by Carin˜ena et al [23]
for Classical Mechanics (this method has also used to develop a Hamilton-Jacobi theory for nonholonomic
mechanical systems [81]; see also [24, 87]).
5.1 The Hamilton-Jacobi equation
The standard formulation of the Hamilton-Jacobi problem for Hamiltonian Mechanics consist of finding
a function S(t, qi) (called the principal function) such that
∂S
∂t
+H
(
qi,
∂S
∂qj
)
= 0 . (5.1)
If we put S(t, qi) = W (qi) − t · constant, then W : Q → R (called the characteristic function)
satisfies
H
(
qi,
∂W
∂qj
)
= constant . (5.2)
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Equations (5.1) and (5.2) are indistinctly referred as the Hamilton-Jacobi equation in Hamiltonian
Mechanics.
In the framework of the k-symplectic description of Classical Field Theory, a Hamiltonian is a func-
tion H ∈ C∞((T 1k )∗Q). In this context, the Hamilton-Jacobi problem consists of finding k functions
W 1, . . . ,W k : Q→ R such that
H
(
qi,
∂W 1
∂qi
, . . . ,
∂W k
∂qi
)
= constant . (5.3)
In this subsection we give a geometric version of the Hamilton-Jacobi equation (5.3).
Let γ : Q −→ (T 1k )∗Q be a closed section of πk : (T 1k )∗Q −→ Q. Therefore, γ = (γ1, . . . , γk) where
each γα is an ordinary closed 1-form on Q. Thus we have that every point has an open neighborhood
U ⊂ Q where there exists k functions Wα ∈ C∞(U) such that γα = dWα.
Now, let Z be a k-vector field on (T 1k )
∗Q. Using γ we can construct a k-vector field Zγ on Q such
that the following diagram is commutative
(T 1k )
∗Q
πk

Z // T 1k ((T
1
k )
∗Q)
T 1kπ
k

Q
γ
GG
Zγ // T 1kQ
that is,
Zγ := T 1kπ
k ◦ Z ◦ γ .
Let us remember that for an arbitrary differentiable map f : M → N , the induced map T 1k f : T 1kM →
T 1kN is defined by
T 1k f(v1x, . . . , vkx) = (f∗(x)(v1x), . . . , f∗(x)(vkx)) , (5.4)
where v1x, . . . , vkx ∈ TxM , x ∈M and f∗(x) : TxM → Tf(x)N is the tangent map to f at the point x
Notice that the k-vector field Z defines k vector fields on (T 1k )
∗Q, say Z = (Z1, . . . , Zk). In the same
way, the k-vector field Zγ determines k vector fields on Q, say Zγ = (Zγ1 , . . . , Z
γ
k ).
In local coordinates, if each Zα is locally given by
Zα = Z
i
α
∂
∂qi
+ (Zα)
β
i
∂
∂pβi
,
then Zγα has the following local expression:
Zγα = (Z
i
α ◦ γ)
∂
∂qi
. (5.5)
Let us observe that if Z is integrable, the k-vector field Zγ is integrable.
Theorem 5.1 (Hamilton-Jacobi Theorem) Let Z be a solution of the k-symplectic Hamiltonian
equation (3.6) and γ : Q −→ (T 1k )∗Q be a closed section of πk : (T 1k )∗Q −→ Q, that is, γ = (γ1, . . . , γk)
where each γα is an ordinary closed 1-form on Q. If Z is integrable then the following statements are
equivalent:
(1) If σ : U ⊂ Rk → Q is an integral section of Zγ then γ ◦ σ is a solution of the Hamilton-de Donder-
Weyl field equations (4.1);
(2) d(H ◦ γ) = 0.
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Proof : The closeness of the 1-forms γα = γαi dq
i states that
∂γβi
∂qj
=
∂γβj
∂qi
. (5.6)
In first place we assume that the item (1) holds, and then we shall check that d(H ◦ γ) = 0. In fact,
let us suppose that γ ◦ σ(x) = (σi(x), γαi (σ(x))) is a solution of the Hamilton-De Donder-Weyl equations
for H , then
∂σi
∂xα
∣∣∣
x
=
∂H
∂pαi
∣∣∣
γ(σ(x))
and
k∑
α=1
∂(γαi ◦ σ)
∂xα
∣∣∣
x
= −∂H
∂qi
∣∣∣
γ(σ(x))
. (5.7)
Now, we shall compute the differential of the function H ◦ γ : Q→ R:
d(H ◦ γ) =
(
∂H
∂qi
◦ γ + ( ∂H
∂pαj
◦ γ)∂γ
α
j
∂qi
)
dqi . (5.8)
Then from (5.6), (5.7) and (5.8) we obtain
d(H ◦ γ)(σ(x))
=
(
∂H
∂qi
∣∣∣
γ(σ(x))
+
∂H
∂pαj
∣∣∣
γ(σ(x))
∂γαj
∂qi
∣∣∣
σ(x)
)
dqi(σ(x))
=
(
−
k∑
α=1
∂(γαi ◦ σ)
∂xα
∣∣∣
x
+
∂σj
∂xα
∣∣∣
x
∂γαj
∂qi
∣∣∣
σ(x)
)
dqi(σ(x))
=
(
−
k∑
α=1
∂(γαi ◦ σ)
∂xα
∣∣∣
x
+
∂σj
∂xα
∣∣∣
x
∂γαi
∂qj
∣∣∣
σ(x)
)
dqi(σ(x)) = 0 ,
the last term being zero by the chain rule. Since Z is integrable, the k-vector field Zγ is integrable, then
for each point q ∈ Q we have an integral section σ : U0 ⊂ Rk → Q of Zγ passing trough this point, then
d(H ◦ γ) = 0 .
Conversely, let us suppose that d(H ◦ γ) = 0 and σ is an integral section of Zγ . Now we shall prove
that γ ◦ σ is a solution of the Hamilton field equations, that is (5.7) is satisfied.
Since d(H ◦ γ) = 0, from (5.8) we obtain
0 =
∂H
∂qi
◦ γ + ( ∂H
∂pαj
◦ γ)∂γ
α
j
∂qi
. (5.9)
From (3.7) and (5.5) we know that
Zγα = (
∂H
∂pαi
◦ γ) ∂
∂qi
and then since σ is an integral section of Zγ we obtain
∂σi
∂xα
=
∂H
∂pαi
◦ γ ◦ σ . (5.10)
On the other hand, from (5.6), (5.9) and (5.10) we obtain
k∑
α=1
∂(γαi ◦ σ)
∂xα
=
k∑
α=1
(
∂γαi
∂qj
◦ σ) ∂σ
j
∂xα
=
k∑
α=1
(
∂γαi
∂qj
◦ σ)( ∂H
∂pαj
◦ γ ◦ σ)
=
k∑
α=1
(
∂γαj
∂qi
◦ σ)( ∂H
∂pαj
◦ γ ◦ σ) = −∂H
∂qi
◦ γ ◦ σ .
and thus we have proved that γ ◦ σ is a solution of the Hamilton-de Donder-Weyl equations. 
42 5 Hamilton-Jacobi theory in k-symplectic Field Theories
Remark 5.2 In the particular case k = 1 we reobtain the theorem proved in [82, 86]. ⋄
Theorem 5.3 Let Z be a solution of the k-symplectic Hamiltonian equations (3.6) and γ : Q −→ (T 1k )∗Q
be a closed section of πk : (T 1k )
∗Q −→ Q, that is, γ = (γ1, . . . , γk) where each γα is an ordinary closed
1-form on Q. Then, the following statements are equivalent:
(1) Z|Imγ − T 1kγ(Zγ) ∈ ker ♭ω, being ♭ω the map defined in (3.4).
(2) d(H ◦ γ) = 0.
Proof : We know that if Zα and γ
α are locally given by
Zα = Z
i
α
∂
∂qi
+ (Zα)
β
i
∂
∂pβi
, γα = γαi dq
i ,
then Zγα = (Z
i
α ◦ γ)
∂
∂qi
. Thus a direct computation shows that Z|Imγ − T 1k γ(Zγ) ∈ ker ♭ω is locally
written as (
(Zα)
β
i ◦ γ − (ZjA ◦ γ)
∂γβi
∂qj
)(
∂
∂pβi
◦ γ
)
= (Yα)
β
i ◦ γ
(
∂
∂pβi
◦ γ
)
. (5.11)
where
k∑
α=1
(Yα)
α
i = 0.
Now, we are ready to prove the result.
Assume that (1) holds, then from (3.7), (3.13) and (5.11) we obtain that
0 =
k∑
α=1
(
(Zα)
α
i ◦ γ − (ZjA ◦ γ)
∂γαi
∂qj
)
= −
(
(
∂H
∂qi
◦ γ) + ( ∂H
∂pαj
◦ γ)∂γ
α
i
∂qj
)
= −
(
(
∂H
∂qi
◦ γ) + ( ∂H
∂pαj
◦ γ)∂γ
α
j
∂qi
)
where in the last identity we are using the closeness of γ (see (5.6)). Therefore, d(H ◦ γ) = 0 (see (5.8)).
The converse is proved in a similar way by reversing the arguments. 
Remark 5.4 It should be noticed that if Z and Zγ are γ-related, that is, Zα = Tγ(Z
γ
α), then d(H◦γ) = 0,
but the converse does not hold. ⋄
Corollary 5.5 Let Z be a solution of (3.6), and γ a closed section of πk : (T 1k )
∗Q −→ Q, as in the above
theorem. If Z is integrable then the following statements are equivalent:
(1) ZImγ − T 1kγ(Zγ) ∈ ker ♭ω;
(2) d(H ◦ γ) = 0;
(3) If σ : U ⊂ Rk → Q is an integral section of Zγ then γ ◦ σ is a solution of the Hamilton-De Donder-
Weyl equations.
The equation
d(H ◦ γ) = 0 (5.12)
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can be considered as the geometric version of the Hamilton-Jacobi equation for k-symplectic field theories.
Notice that in local coordinates, equation (5.12) reads us
H(qi, γαi (q)) = constant .
which when γα = dWα, where Wα : Q→ R is a function, takes the more familiar form
H(qi,
∂Wα
∂qi
) = constant .
Remark 5.6 One can connect the Hamilton-Jacobi theory with the theory of Lagrangian submanifolds
in the k-symplectic geometry. Let us observe that the Hamilton-Jacobi problem in the k-symplectic
description consists of finding a closed section γ of πk such that d(H ◦ γ) = 0, but the condition of closed
section is equivalent to find a section γ such that its image is a k-Lagrangian submanifold of (T 1k )
∗Q. A
proof of this equivalence and a completed description of the Lagrangian submanifolds in the k-symplectic
approach can be found in [106]. ⋄
5.2 Example: the vibrating string problem
In this example we consider the vibrating string problem under the assumptions that the string is made up
of individual particles that move vertically and ψ(t, x) denotes the vertical displacement from equilibrium
of the particle at horizontal position x and at time t.
0 x L
ψ(t, x)
Figure 5.1: Vibrating string at time t.
With a study of the tensile forces in this problem and using Newton’s second Law one obtains the
equation of motion for small oscillations of a frictionless string, that is the one-dimensional wave equation
σ
∂2ψ
∂t2
− τ ∂
2ψ
∂x2
= 0 , (5.13)
where σ and τ are certain constants of the problem, σ represents the linear mass density, that is, a
measure of mass per unit of length and τ is Young’s module of the system related to the tension of the
string, see for instance [56].
Let γ : R → (T 12 )∗R be the section of π2 : T ∗R ⊕ T ∗R → R defined by γ(q) = (aq dq, bq dq) where a
and b are two constants such that τa2 = σb2. This section γ satisfies the condition d(H ◦ γ) = 0 with H
the Hamiltonian function defined by
H : T ∗R⊕ T ∗R −→ R
(q, p1, p2) → 1
2
(
(p1)2
σ
− (p
2)2
τ
)
.
(5.14)
Therefore, the condition (2) of the Theorem 5.1 holds.
Let Z be a 2-vector field solution of (3.6) for the Hamiltonian (5.14), then the 2-vector field Zγ =
(Zγ1 , Z
γ
2 ) is locally given by
Zγ1 =
a
σ
q
∂
∂q
, Zγ2 = −
b
τ
q
∂
∂q
.
It is easy to check that Zγ is an integrable 2-vector field.
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If ψ : R2 → R is an integral section of Zγ , then
∂ψ
∂x1
=
a
σ
ψ ,
∂ψ
∂x2
= − b
τ
ψ,
thus
ψ(x1, x2) = C exp
(
a
σ
x1 − b
τ
x2
)
, C ∈ R
By Theorem 5.1 one obtains that the map φ = γ ◦ ψ, locally given by
(x1, x2) 7→ (ψ(x1, x2), aψ(x1, x2), bψ(x1, x2)),
is a solution of the Hamilton-De Donder-Weyl equations associated to the Hamiltonian H given by (5.14),
that is,
0 = a
∂ψ
∂x1
+ b
∂ψ
∂x2
a
σ
ψ =
∂ψ
∂x1
− b
τ
ψ =
∂ψ
∂x2
Let us observe that from this system one obtains that ψ is a solution of the motion equation of the
vibrating string (5.13).
CHAPTER 6
Lagrangian Classical Field Theories
The aim of this chapter is to give a geometric description of the Euler-Lagrange field equations
k∑
α=1
(
∂2L
∂qj∂viα
∣∣∣
ψ(x)
∂ψj
∂xα
∣∣∣
x
+
∂2L
∂vjβ∂v
i
α
∣∣∣
ψ(x)
∂2ψj
∂xα∂xβ
∣∣∣
x
)
=
∂L
∂qi
∣∣∣
ψ(x)
, (6.1)
1 ≤ i ≤ n, where ψ : Rk → T 1kQ and the Lagrangian function is a function L : T 1kQ → R defined on the
tangent bundle of k1-velocities T 1kQ of an arbitrary manifold Q.
Let us observe that the above equations can be written in a equivalent way as follows:
k∑
α=1
∂
∂xα
∣∣∣
x
(
∂L
∂viα
∣∣∣
ψ(x)
)
=
∂L
∂qi
∣∣∣
ψ(x)
, viα(ψ(x)) =
∂ψi
∂xα
∣∣∣
x
. (6.2)
The aim of this chapter is to obtain these equations in two alternative ways. Firstly, in the classical
way, describing a variational principle which provides the Euler-Lagrange field equations. The second
way to obtain these equations is using the k-symplectic formalism introduced in chapter 3.
Firstly, we shall give a detail description of T 1kQ, i.e. the tangent bundle of k
1-velocities and we
introduce some canonical geometric elements defined on this manifold. Finally we discuss the equivalence
between the Hamiltonian and Lagrangian approaches when the Lagrangian function is regular or hyper-
regular.
6.1 The tangent bundle of k1-velocities
In this section we consider again (this space was introduced in section 3.1) the space T 1kQ associated to a
differentiable manifold Q and we shall give a complete description. Each coordinate system (q1, . . . , qn)
defined on an open neighborhood U ⊂ Q, induces a local bundle coordinate system (qi, viα) on T 1kU ≡
(τk)−1(U) ⊂ T 1kQ defined as follows
qi(vq) = q
i(q), viα(vq) = vαq(q
i) = (dqi)q(vαq) , (6.3)
where vq = (v1q, . . . , vkq) ∈ T 1kQ, 1 ≤ i ≤ n and 1 ≤ α ≤ k.
These coordinates are called canonical coordinates on T 1kQ and they endow to T
1
kQ of a structure
of differentiable manifold of dimension n(k + 1).
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The following diagram shows the notation which we shall use along this book:
T 1kQ
τk,α //
τk
!!❈
❈❈
❈❈
❈❈
❈❈
❈❈
❈❈
❈
TQ
τ

Q
where τk,α : T 1kQ→ TQ is the canonical projection defined as follows
τk,α(vq) = τ
k,α(v1q, . . . , vkq) = vαq , (6.4)
with 1 ≤ α ≤ k.
Remark 6.1 The manifold T 1kQ can be described as a manifold of jets, (see [104, 156]).
Let φ : U0 ⊂ Rk → Q and ψ : V0 ⊂ Rk → Q be two maps defined in an open neighborhood of 0 ∈ Rk,
such that φ(0) = ψ(0) = p. We say that φ and ψ are related on 0 ∈ Rk if φ∗(0) = ψ∗(0), which means
that the partial derivatives of φ and ψ coincide up to order one.
The equivalence classes determined by this relationship are called jets of order 1, or, simply, 1-jets
with source 0 ∈ Rk and the same target.
The 1-jet of a map φ : U0 ⊂ Rk → Q is denoted by j10,qφ where φ(0) = q. The set of all 1-jets at 0 is
denoted by
J10 (R
k, Q) =
⋃
q∈Q
J10, q(R
k, Q) =
⋃
q∈Q
{j10,qφ |φ : Rk → Q smooth, φ(0) = q}
The canonical projection β : J10 (R
k, Q) → Q is defined by β(j10φ) = φ(0) and J10 (Rk, Q) is called
the tangent bundle of k1-velocities, (see Ereshmann [46]). Let observe that for k = 1, J10 (R, Q) is
diffeomorphic to TQ.
We shall now describe the local coordinates on J10 (R
k, Q). Let U be a chart of Q with local coordinates
(qi), 1 ≤ i ≤ n, φ : U0 ⊂ Rk → Q a mapping such that φ(0) ∈ U and φi = qi ◦ φ. Then the 1-jet j10,qφ is
uniquely represented in β−1(U) by
(qi, vi1, . . . , v
i
k) , 1 ≤ i ≤ n
where
qi(j10,qφ) = q
i(φ(0)) = φi(0) , viα(j
1
0,qφ) = φ∗(0)
(
∂
∂xα
∣∣∣
0
)
(qi) , (6.5)
The manifolds T 1kQ and J
1
0 (R
k, Q) can be identified, via the diffeomorphism
J10 (R
k, Q) ≡ TQ⊕ k. . . ⊕TQ
j10,qφ ≡ (v1q, . . . , vkq)
defined by
vαq = φ∗(0)
( ∂
∂xα
∣∣∣
0
)
, α = 1, . . . , k ,
being φ(0) = q. ⋄
6.1.1 Geometric elements
In this section we introduce some geometric constructions which are necessary to describe Lagrangian
Classical Field Theories using the k-symplectic approach.
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Vertical lifts
Given a tangent vector uq on an arbitrary manifold Q, one can consider the vertical lift to the tangent
bundle of TQ. In a similar way, we can define the vertical lift to the tangent bundle of k1-velocities by
considering the lift on each copy of the tangent bundle.
Definition 6.2 Let uq ∈ TqQ be a tangent vector at q ∈ Q. For each 1 ≤ α ≤ k, we define the vertical
α-lift, (uq)
Vα , as the vector field at the fibre (τk)−1(q) ⊂ T 1kQ given by
(uq)
Vα
vq =
d
ds
(v1q, . . . , vα−1q, vαq + suq, vα+1q, . . . , vkq)
∣∣∣
s=0
(6.6)
for any point vq = (v1q, . . . , vkq) ∈ (τk)−1(q) ⊂ T 1kQ.
In local canonical coordinates (6.3), if uq = u
i ∂
∂qi
∣∣∣
q
then
(uq)
Vα
vq = u
i ∂
∂viα
∣∣∣
vq
. (6.7)
The vertical lifts of tangent vectors allows us to define the vertical lift of vector fields.
Definition 6.3 Let X be a vector field on Q. For each 1 ≤ α ≤ k we call α-vertical lift of X to T 1kQ,
to the vector field XVα ∈ X(T 1kQ) defined by
XVα(vq) = (X(q))
Vα
vq , (6.8)
for all point vq = (v1q, . . . , vkq) ∈ T 1kQ.
If X = X i
∂
∂qi
then, from (6.7) and (6.8) we deduce that
XVα = (X i ◦ τk) ∂
∂viα
, (6.9)
since
(X(q))Vαvq =
(
X i(q)
∂
∂qi
∣∣∣
q
)Vα
vq
= X i(q)
∂
∂viα
∣∣∣
vq
= (X i ◦ τk)(vq) ∂
∂viα
∣∣∣
vq
.
Canonical k-tangent structure
In a similar way that in the tangent bundle, the vertical lifts of tangent vectors allows us to introduce
a family {J1, . . . , Jk} of k tensor fields of type (1, 1) on T 1kQ. This family is the model of the so called
k-tangent structures introduced by M. de Leo´n et al. in [98, 99]. In the case k = 1, J = J1 is the
canonical tangent structure or vertical endomorphism (1.13) (see [32, 33, 63, 64, 65, 76]).
Definition 6.4 For each 1 ≤ α ≤ k we define the tensor field Jα of type (1, 1) on T 1kQ as follows
Jα(vq) : Tvq (T
1
kQ) → Tvq (T 1kQ)
Zvq → Jα(vq)(Zvq ) =
(
(τk)∗(vq)(Zvq )
)Vα
vq
(6.10)
where vq ∈ T 1kQ .
From (6.7) and (6.10) we deduce that, for each 1 ≤ α ≤ k, Jα is locally given by
Jα =
∂
∂viα
⊗ dqi . (6.11)
Remark 6.5 The family {J1, . . . , Jk} can be obtained using the vertical lifts of the identity tensor field
of Q to T 1kQ defined by Morimoto (see [125, 126]).
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Canonical vector fields
An important geometric object on T 1kQ is the generalized Liouville vector field.
Definition 6.6 The Liouville vector field △ on T 1kQ is the infinitesimal generator of the flow
ψ : R× T 1kQ −→ T 1kQ
(s, (v1q, . . . , vkq)) 7→ (esv1q, . . . , esvkq) .
(6.12)
and in local coordinates it has the form
△ =
n∑
i=1
k∑
α=1
viα
∂
∂viα
. (6.13)
Definition 6.7 For each 1 ≤ α ≤ k we define the canonical vector field △α as the infinitesimal generator
of the following flow
ψα : R× T 1kQ −→ T 1kQ
(s, (v1q, . . . , vkq)) 7→ (v1q, . . . , vα−1q, esvαq, vα+1q, . . . , vkq) ,
(6.14)
and in local coordinates it has the form
△α =
n∑
i=1
viα
∂
∂viα
, 1 ≤ α ≤ k , (6.15)
for each 1 ≤ α ≤ k.
From (6.13) and (6.15) we deduce that △ = △1 + . . .+△k .
Remark 6.8 The vector fields △ and △α can be also defined using the vertical lifts. From (6.7), (6.13)
and (6.15) one obtains that
△(vq) =
k∑
α=1
(vαq)
Vα
vq , △α(vq) = (vαq)Vαvq ,
where vq = (v1q, . . . , vkq) ∈ T 1kQ and 1 ≤ α ≤ k. ⋄
6.1.2 Prolongation of vector fields
In a similar way as in section 4.1.1 one can define the canonical prolongation of maps between manifolds
to the corresponding tangent bundles of k1-velocities (see (5.4)).
Definition 6.9 Let Z ∈ X(Q) be a vector field on Q with local 1-parametric group of diffeomorphisms
hs : Q → Q. The complete or natural lift of Z to T 1kQ is the vector field ZC on T 1kQ whose local
1-parameter group of diffeomorphisms is T 1k (hs) : T
1
kQ→ T 1kQ.
Remark 6.10 The definition of T 1k (hs) is just the one gives in (5.4) ⋄
In local canonical coordinates (6.3), if Z = Zi
∂
∂qi
then the local expression is
ZC = Zi
∂
∂qi
+ vjα
∂Zi
∂qj
∂
∂viα
. (6.16)
The following lemma shows that the canonical prolongations of maps to the tangent bundle of k1-
velocities leave invariant the canonical structures of T 1kQ.
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Lemma 6.11 Let Φ = T 1kϕ : T
1
kQ→ T 1kQ be the canonical prolongation of a diffeomorphism ϕ : Q→ Q,
then for each 1 ≤ α ≤ k, we have
(a) Φ∗ ◦ Jα = Jα ◦ Φ∗ , (b) Φ∗△α = △α , (c) Φ∗△ = △ .
Proof : (a) It is a direct consequence of the local expression (6.11) of Jα and the local expression of T 1kϕ
given by
T 1kϕ(q
i, viα) =
(
ϕj(qi), viα
∂ϕj
∂qi
)
where the functions ϕj denote the components of the diffeomorphism ϕ : Q→ Q.
(b) It is a consequence of T 1kϕ◦ψαvq = ψαvq ◦T 1kϕ, where ψαvq are 1-parameter group of diffeomorphisms
(6.14) generated by △α.
(c) It is a direct consequence of (b) and of the identity △ = △1 + . . .+△k. 
6.1.3 First prolongation of maps
Here we shall introduce the notion of first prolongation, which will be very important along this chapter
and generalize the lift of a curve on Q to the tangent bundle TQ of Q.
Definition 6.12 We define the first prolongation φ(1) of a map φ : Rk → Q as the map
φ(1) : U0 ⊆ Rk −→ T 1kQ
x 7−→
(
φ∗(x)
( ∂
∂x1
∣∣∣
x
)
, . . . , φ∗(x)
( ∂
∂xk
∣∣∣
x
))
,
(6.17)
where (x1, . . . , xk) denotes the coordinates on Rk and T 1kQ the tangent bundle of k
1-velocities introduced
at the beginning of section 6.1.
If we consider canonical coordinates (qi, viα) on T
1
kQ (see (6.3) for the definition), then the first
prolongation is locally given by
φ(1) : U0 ⊆ Rk −→ T 1kQ
x 7−→ φ(1) (x) =
(
φi(x),
∂φi
∂xα
∣∣∣
x
)
,
(6.18)
where φi = qi ◦ φ, and we are using that
φ∗(x)
( ∂
∂xα
∣∣∣
x
)
=
∂φi
∂xα
∣∣∣
x
∂
∂qi
∣∣∣
φ(x)
.
6.2 Variational principle for the Euler-Lagrange equations.
In this section we describe the problem in the calculus of variations for multiple integrals, which allows
us to obtain the Euler-Lagrange field equations.
Along this section we consider a given Lagrangian function L on the tangent bundle of k1-velocities,
i.e. L : T 1kQ → R. Thus we can evaluate L in the first prolongation (6.17) of a field φ : Rk → Q. Given
L we can construct the following operator:
Definition 6.13 Let us denote by C∞C (R
k, Q) the set of maps φ : U0 ⊂ Rk → Q, with compact support,
defined on an open set U0. We define the action associated to L by
J : C∞C (R
k, Q) → R
φ 7→ J(φ) =
∫
Rk
(L ◦ φ(1))(x) dkx ,
where dkx = dx1 ∧ . . . ∧ dxk is a volume form on Rk and φ(1) : U0 ⊂ Rk → T 1kQ denotes the first
prolongation of φ defined in (6.17).
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Definition 6.14 A map φ ∈ C∞C (Rk, Q), is an extremal of J if
d
ds
∣∣∣
s=0
J(τs ◦ φ) = 0,
for each flow τs on Q such that τs(q) = q for every q at the boundary of φ(U0) ⊂ Q.
Let us observe that the flow τs : Q→ Q, considered in this definition, are generated by a vector field
on Q which vanishes at the boundary of φ(U0).
The variational problem associated to a Lagrangian L, is to find the extremals of the integral action
J. In the following proposition we characterize these extremals.
Proposition 6.15 Let L : T 1kQ→ R be a Lagrangian and φ ∈ C∞C (Rk, Q). The following assertions are
equivalent :
(1) φ : U0 ⊂ Rk → Q is an extremal of J.
(2) For each vector field Z on Q, vanishing at all points on the boundary of φ(U0), one has∫
U0
(
(LZcL) ◦ φ(1)
)
(x)dkx = 0 ,
where ZC is the complete lift of Z to T 1kQ (see 6.9).
(3) φ is solution of the Euler-Lagrange field equations (6.2).
Proof : First we prove the equivalence between (1) and (2).
Let φ : U0 ⊂ Rk → Q be a map and Z ∈ X(Q) be a vector field on Q, with local 1-parameter group of
diffeomorphism {τs}, and vanishing at the boundary of φ(U0), then T 1k τs is the local 1-parameter group
of diffeomorphism of ZC .
A simple computation shows T 1k τs ◦ φ(1) = (τs ◦ φ)(1), and thus we deduce
d
ds
∣∣∣
s=0
J(τs ◦ φ) = d
ds
∣∣∣
s=0
∫
Rk
(L ◦ (τs ◦ φ)(1))(x)dkx
= lim
s→0
1
s
(∫
Rk
(L ◦ (τs ◦ φ)(1))(x)dkx−
∫
Rk
(L ◦ τ0 ◦ φ(1))(x)dkx
)
= lim
s→0
1
s
(∫
Rk
(L ◦ T 1k τs ◦ φ(1))(x)dkx−
∫
Rk
(L ◦ φ(1))(x)dkx
)
= lim
s→0
1
s
(∫
Rk
(
(L(T 1k τs ◦ φ(1))(x)) − L(φ(1)(x))
)
dkx
)
=
∫
Rk
(
lim
s→0
1
s
(
L(T 1k τs ◦ φ(1)(x)) − L(φ(1)(x))
))
dkx
=
∫
Rk
(
(LZcL) ◦ φ(1)
)
(x)dkx ,
so, we have done.
We have proved that φ : U0 ⊂ Rk → Q is an extremal of J if and only if for each vector field Z ∈ X(Q)
vanishing at the boundary of φ(U0) one has∫
U0
(
(LZcL) ◦ φ(1)
)
(x)dkx = 0 . (6.19)
We now prove that it is equivalent to say that φ is a solution of the Euler-Lagrange field equation.
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Let us suppose that Z = Zi
∂
∂qi
; from the local expression (6.16) of ZC and the expression of integra-
tion by parts in multiple integrals and since φ has compact support, we deduce that:∫
Rk
(
(LZcL) ◦ φ(1)
)
(x)dkx
=
∫
Rk
(
Zi(φ(x))
∂L
∂qi
∣∣∣
φ(1)(x)
+
∂φj
∂xα
∣∣∣
x
∂Zi
∂qj
∣∣∣
φ(x)
∂L
∂viα
∣∣∣
φ(1)(x)
)
dkx
=
∫
Rk
(
Zi(φ(x))
∂L
∂qi
∣∣∣
φ(1)(x)
+
∂(Zi ◦ φ)
∂xα
∣∣∣
x
∂L
∂qi
∣∣∣
φ(1)(x)
)
dkx
=
∫
Rk
(
Zi(φ(x))
∂L
∂qi
∣∣∣
φ(1)(x)
− Zi(φ(x)) ∂
∂xα
(
∂L
∂viα
∣∣∣
φ(1)(x)
))
dkx
=
∫
Rk
(Zi ◦ φ)(x)
(
∂L
∂qi
∣∣∣
φ(1)(x)
− ∂
∂xα
(
∂L
∂viα
∣∣∣
φ(1)(x)
))
dkx .
Therefore we obtain that φ is an extremal of J if and only if
0 =
∫
Rk
(Zi ◦ φ)(x)
(
∂L
∂qi
∣∣∣
φ(1)(x)
− ∂
∂xα
(
∂L
∂viα
∣∣∣
φ(1)(x)
))
dkx .
Since this identity holds for all Zi, applying lemma 4.4 we obtain that φ is an extremal of J if and
only if
k∑
α=1
∂
∂xα
∣∣∣
x
(
∂L
∂viα
∣∣∣
φ(1)(x)
)
=
∂L
∂qi
∣∣∣
φ(1)(x)
. (6.20)
Equations (6.20) are called Euler-Lagrange field equations for the Lagrangian function L. 
6.3 Euler-Lagrange field equations: k-symplectic version
In this section we give the geometric description of the Euler-Lagrange field equations (6.2) or (6.20).
In order to accomplish this task it is necessary to introduce some geometric elements associated to a
Lagrangian function L : T 1kQ→ R, (see for instance [104]).
6.3.1 Poincare´-Cartan forms on the tangent bundle of k1-velocities
In a similar manner as in the case of Lagrangian Mechanics, the k-tangent structure on T 1kQ, allows us
to define a family of 1-forms, θ1L, . . . , θ
k
L on T
1
kQ as follows:
θαL = dL ◦ Jα , (6.21)
where 1 ≤ α ≤ k. Next we define the family ω1L, . . . , ωkL of presymplectic forms on T 1kQ by
ωαL = − dθαL , (6.22)
which will be called Poincare´-Cartan forms on T 1kQ.
If we consider canonical coordinates (qi, viα) on T
1
kQ, from (6.11) and (6.21) we deduce that for
1 ≤ α ≤ k,
θαL =
∂L
∂viα
dqi , (6.23)
and so, from (6.22) and (6.23), we obtain
ωαL = dq
i ∧ d
(
∂L
∂viα
)
=
∂2L
∂qj∂viα
dqi ∧ dqj + ∂
2L
∂vjβ∂v
i
α
dqi ∧ dvjβ . (6.24)
An important property of the family of presymplectic forms ω1L, . . . , ω
k
L occurs when the Lagrangian
is regular.
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Definition 6.16 A Lagrangian function L : T 1kQ→ R is said to be regular if the matrix(
∂2L
∂viα∂v
j
β
)
is regular.
The regularity condition let us prove the following proposition, see [127].
Proposition 6.17 Given a Lagrangian function on T 1kQ, the following conditions are equivalent:
(1) L is regular.
(2) (ω1L, . . . , ω
k
L, V ) is a k-symplectic structure on T
1
kQ, where
V = ker(τk)∗ = span
{
∂
∂vi1
, . . . ,
∂
∂vik
}
with 1 ≤ i ≤ n, is the vertical distribution of the vector bundle τk : T 1kQ→ Q.
6.3.2 Second order partial differential equations on T 1kQ.
The second geometric notion which we need in our description of the Euler-Lagrange equations is the
notion of second order partial differential equation (or sopde) on T 1kQ. Roughly speaking, a sopde is a
k-vector field on T 1kQ whose integral sections are first prolongations of maps φ : R
k → Q.
In this section is fundamental to recall the notion of k-vector field and integral section introduced in
section 3.1. Now, we only consider k-vector fields on M = T 1kQ. Thus using local coordinates (q
i, viα) on
an open set T 1kU the local expression of a k-vector field X = (X1, . . . , Xk) on T
1
kQ is given by
Xα = (Xα)
i ∂
∂qi
+ (Xα)
i
β
∂
∂viβ
, (1 ≤ α ≤ k) . (6.25)
Let
ϕ : U0 ⊂ Rk → T 1kQ
be an integral section of (X1, . . . , Xk) with components
ϕ(x) = (ψi(x), ψiα(x)) .
Then since
ϕ∗(x)
( ∂
∂xα
∣∣∣
x
)
=
∂ψi
∂xα
∣∣∣
x
∂
∂qi
∣∣∣
ϕ(x)
+
∂ψiβ
∂xα
∣∣∣
x
∂
∂viβ
∣∣∣
ϕ(x)
the condition of integral section (3.2) for this case is locally equivalent to the following system of partial
differential equations (condition (3.3))
∂ψi
∂xα
∣∣∣
x
= (Xα)
i(ϕ(x)) ,
∂ψiβ
∂xα
∣∣∣
x
= (Xα)
i
β(ϕ(x)), (6.26)
with 1 ≤ i ≤ n and 1 ≤ α, β ≤ k.
Definition 6.18 A second order partial differential equation (or sopde to short) is a k-vector
field X = (X1, . . . , Xk) on T
1
kQ, which is a section of the projection T
1
k τ
k : T 1k (T
1
kQ)→ T 1kQ, i.e.
τkT 1
k
Q ◦X = idT 1kQ and T
1
k τ
k ◦X = idT 1
k
Q ,
where τk : T 1kQ→ Q and τkT 1
k
Q
: T 1k (T
1
kQ)→ T 1kQ are the canonical projections.
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Let us observe that when k = 1 this definition coincides with the definition of sode (second order
differential equation), see for instance [104].
Taking into account the definition of T 1k τ
k (see definition 5.4), the above definition is equivalent to
say that a k-vector field (X1, . . . , Xk) on T
1
kQ is a sopde if and only if
(τk)∗(vq)(Xα(vq)) = vαq ,
for 1 ≤ α ≤ k, where vq = (v1q , . . . , vkq ) ∈ T 1kQ.
If we now consider the canonical coordinate system (qi, viα), from (6.25) and the definition 6.18, the
local expression of a sopde X = (X1, . . . , Xk) is the following:
Xα(q
i, viα) = v
i
α
∂
∂qi
+ (Xα)
i
β
∂
∂viβ
, (6.27)
where 1 ≤ α ≤ k and (Xα)iβ are functions on T 1kQ.
In the case k = 1, the integral curves of as sode on TQ are lifts to TQ of curves on Q. In our
case, in order to characterize the integral sections of a sopde we consider the definition 6.17 of the first
prolongation φ(1) of a map φ : Rk → Q to T 1kQ.
Consider a sopde X = (X1, . . . , Xk) and a map
ϕ : Rk → T 1kQ
x → ϕ(x) = (ψi(x), ψiβ(x))
Since a sopde X is, in particular, a k-vector field on T 1kQ, from (6.26) and (6.27) one obtains that ϕ is an
integral section of X if and only if ϕ is a solution of the following system of partial differential equations:
∂ψi
∂xα
∣∣∣
x
= viα(ϕ(x)) = ψ
i
α(x) ,
∂ψiβ
∂xα
∣∣∣
x
= (Xα)
i
β(ϕ(x)) , (6.28)
with 1 ≤ i ≤ n and 1 ≤ α ≤ k.
Thus, from (6.18) and (6.28) it is easy to prove the following proposition.
Proposition 6.19 Let X = (X1, . . . , Xk) be an integrable sopde.
(1) If ϕ is an integral section of X then ϕ = φ(1) , where φ(1) : Rk → T 1kQ is the first prolongation of
the map
φ := τk ◦ ϕ : Rk ϕ // T 1kQ τ
k
// Q .
Moreover, φ(x) = (ψi(x)) is solution of the system of second order partial differential equations
∂2ψi
∂xα∂xβ
∣∣∣
x
= (Xα)
i
β(ψ
i(x),
∂ψi
∂xγ
(x)) , (6.29)
with 1 ≤ i ≤ n ; 1 ≤ α, β, γ ≤ k.
(2) Conversely, if φ : Rk → Q, locally given by φ(x) = (ψi(x)), is a map satisfying (6.29) then φ(1) is
an integral section of X = (X1, . . . , Xk).

Remark 6.20 From equation (6.29) we deduce that, when the sopde X is integrable (as a k-vector
field), we have (Xα)
i
β = (Xβ)
i
α for all α, β = 1, . . . , k and 1 ≤ i ≤ n. ⋄
The following characterization of sopdes on T 1kQ can be given using the canonical k-tangent structure
J1, . . . , Jk and the canonical vector fields ∆1, . . . , ∆k, (these object were introduced in section 6.1.1)
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Proposition 6.21 Let X = (X1, . . . , Xk) be a k-vector field on T
1
kQ. The following conditions are
equivalent
(1) X is a sopde.
(2) Jα(Xα) = ∆α, for all 1 ≤ α ≤ k.
Proof : It is an immediate consequence of (6.15) and (6.27). 
6.3.3 Euler-Lagrange field equations
In this subsection we describe the Lagrangian formulation of Classical Field Theories using the geometrical
elements introduced in previous sections of this book.
In a similar way as in the Hamiltonian case, given a Lagrangian function L : T 1kQ → R, we now
consider the manifold T 1kQ equipped with the Poincare´-Cartan forms (ω
1
L, . . . , ω
k
L) defined in section
6.3.1, which allows us to define a k-symplectic structure on T 1kQ when the Lagrangian function is regular.
Denote by XkL(T
1
kQ) the set of k-vector fields X = (X1, . . . , Xk) in T
1
kQ, which are solutions of the
equation
k∑
α=1
ιXαω
α
L = dEL . (6.30)
where EL is the function on T
1
kQ defined by EL = ∆(L)− L.
Consider canonical coordinates (qi, viα) on T
1
kQ, then each Xα is locally given by the expression (6.25).
Now, from (6.13) we obtain that the function EL is locally given
EL = v
i
α
∂L
∂viα
− L
and then
dEL =
(
viα
∂2L
∂qj∂viα
− ∂L
∂qj
)
dqj + viα
∂2L
∂viα∂v
j
β
dvjβ . (6.31)
Therefore, from (6.24), (6.25) and (6.31) one obtains that a k-vector field X = (X1, . . . , Xk) on T
1
kQ
is a solution of (6.30) if, and only if, the functions (Xα)
i and (Xα)
i
β satisfy the following local system of
equations (
∂2L
∂qi∂vjα
− ∂
2L
∂qj∂viα
)
(Xα)
j − ∂
2L
∂viα∂v
j
β
(Xα)
j
β = v
j
α
∂2L
∂qi∂vjα
− ∂L
∂qi
, (6.32)
∂2L
∂vjβ∂v
i
α
(Xα)
i =
∂2L
∂vjβ∂v
i
α
viα, (6.33)
where 1 ≤ α, β ≤ k and 1 ≤ i, j ≤ n.
If the Lagrangian is regular, the above equations are equivalent to the equations
∂2L
∂qj∂viα
vjα +
∂2L
∂viα∂v
j
β
(Xα)
j
β =
∂L
∂qi
, (6.34)
(Xα)
i = viα , (6.35)
where 1 ≤ α, β ≤ k and 1 ≤ i, j ≤ n.
Thus, we can state the following theorem.
Theorem 6.22 Let L : T 1kQ→ R a Lagrangian and X = (X1, . . . , Xk) ∈ XkL(T 1kQ). Then,
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(1) If L is regular then X = (X1, . . . , Xk) is a sopde.
Moreover if ϕ : Rk → T 1kQ is an integral section of X, then the map φ = τk ◦ ϕ : Rk → Q is a
solution of the Euler-Lagrange field equations (6.20).
(2) If X = (X1, . . . , Xk) is integrable and φ
(1) : Rk → T 1kQ is an integral section of X then φ : Rk → Q
is a solution of the Euler-Lagrange field equations (6.20).
Proof :
(1) Let L be a regular Lagrangian, then X = (X1, . . . , Xk) ∈ XkL(T 1kQ) if the coefficients of X satisfy
(6.34) and (6.35). The expression (6.35) is locally equivalent to say that X is a sopde.
Since in this case X is a sopde, we can apply Proposition 6.19, therefore, if ϕ : Rk → T 1kQ is an
integral section of X , then ϕ = φ(1).
Finally, from (6.28) and (6.34) one obtains that φ is a solution of the Euler-Lagrange equations
(6.2).
(2) In this case we suppose that φ(1) is an integral section of X, then in a similar way that in proposition
6.19(1), one can prove that the components φi, with 1 ≤ i ≤ n, of φ satisfy (6.29).
Thus from (6.28), (6.29), (6.32) and (6.33) one obtains that φ is a solution of the Euler-Lagrange
equations (6.2).

Remark 6.23 If we write a equation (6.30) for the case k = 1, we obtain
ιXωL = dEL
which is the equation of the geometric formulation of the Lagrangian Mechanics in symplectic terms. ⋄
Remark 6.24 One important difference with the case k = 1 on the tangent bundle TQ is that for an
arbitrary k we can not ensure the unicity of solutions of the equation (6.30).
When the LagrangianL is regular, Proposition 6.17 implies that (T 1kQ,ω
1
L, . . . , ω
k
L, V ) is a k-symplectic
manifold and the equation (6.30) is the same that the equation (3.6) with M = T 1kQ and H = EL. Thus
from the discussion about existence of solutions of the equation (3.6) (see section 3.2), we obtain that in
this particular case, the set XkL(T
1
kQ) is nonempty. ⋄
6.4 The Legendre transformation and the equivalence between
k-symplectic Hamiltonian and Lagrangian formulations.
In this section we shall describe the connection between the Hamiltonian and Lagrangian formulations
of Classical Field Theories in the k-symplectic setting.
Definition 6.25 Let L ∈ C∞(T 1kQ) be a Lagrangian. The Legendre transformation for L is the map
FL : T 1kQ→ (T 1k )∗Q defined as follows:
FL(vq) = ([FL(vq)]
1, . . . , [FL(vq)]
k)
where
[FL(vq)]
α(uq) =
d
ds
∣∣∣
s=0
L
(
v1q, . . . , vαq + suq, . . . , vkq
)
,
for 1 ≤ α ≤ k and uq ∈ TqQ, vq = (v1q, . . . , vkq) ∈ T 1kQ.
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Using natural coordinates (qi, viα) on T
1
kQ and (q
i, pαi ) on (T
1
k )
∗Q, the local expression of the Legendre
map is
FL : T 1kQ → (T 1k )∗Q
(qi, viα) −→
(
qi, ∂L
∂viα
)
.
(6.36)
The Jacobian matrix of FL is the following matrix of order n(k + 1),
In 0 · · · 0
∂2L
∂qi∂vj1
∂2L
∂vi1∂v
j
1
· · · ∂
2L
∂vik∂v
j
1
...
...
...
∂2L
∂qi∂vjk
∂2L
∂vi1∂v
j
k
· · · ∂
2L
∂vik∂v
j
k

where In is the identity matrix of order n and 1 ≤ i, j ≤ n. Thus we deduce that FL is a local
diffeomorphism if and only if
det

∂2L
∂vi1∂v
j
1
· · · ∂
2L
∂vik∂v
j
1
...
...
∂2L
∂vi1∂v
j
k
· · · ∂
2L
∂vik∂v
j
k
 6= 0
with 1 ≤ i, j ≤ n.
Definition 6.26 A Lagrangian function L : T 1kQ −→ R is said to be regular (resp. hyperregular) if
the Legendre map FL is a local diffeomorphism (resp. global). In other case L is said to be singular.
The Poincare´-Cartan forms θαL, ω
α
L, with 1 ≤ α ≤ k (defined in section 6.3.1) are related with the
canonical forms θα, ωα of (T 1k )
∗Q (defined in section 2.2), using the Legendre map FL.
Lemma 6.27 For all 1 ≤ α ≤ k one obtains
θαL = FL
∗θα , ωαL = FL
∗ωα . (6.37)
Proof : It is a direct consequence of the local expressions (2.6), (6.23) and (6.24) of θα, ωα and ωαL and
the local expression of the Legendre map (6.36). 
Consider V = ker(τk)∗ the vertical distribution of the bundle τ
k : T 1kQ → Q, then we obtain the
following characterization of a regular Lagrangian (the proof of this result can be found in [124])
Proposition 6.28 Let L ∈ C∞(T 1kQ) be a Lagrangian function. L is regular if and only if (ω1L, . . . , ωkL, V )
is a k-symplectic structure on T 1kQ.
Therefore one can state the following theorem:
Theorem 6.29 Given a Lagrangian function L : T 1kQ→ R, the following conditions are equivalents:
(1) L is regular.
(2) det
(
∂2L
∂viα∂v
j
β
)
6= 0 with 1 ≤ i, j ≤ n and 1 ≤ α, β ≤ k.
(3) FL is a local k-symplectomorphism.
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Now we restrict ourselves to the case of hyperregular Lagrangians. In this case the Legendre map FL
is a global diffeomorphism and thus we can define a Hamiltonian function H : (T 1k )
∗Q→ R by
H = (FL−1)∗EL = EL ◦ FL−1
where FL−1 is the inverse diffeomorphism of FL.
In these conditions, we can state the equivalence between both Hamiltonian and Lagrangian for-
malisms.
Theorem 6.30 Let L : T 1kQ→ R be a hyperregular Lagrangian then:
(1) X = (X1, . . . , Xk) ∈ XkL(T 1kQ) if and only if (T 1kFL)(X) = (FL∗X1, . . . , FL∗Xk) ∈ XkH((T 1k )∗Q)
where H = EL ◦ FL−1.
(2) There exists a bijective correspondence between the set of maps φ : Rk → Q such that φ(1) is an
integral section of some (X1, . . . , Xk) ∈ XkL(T 1kQ) and the set of maps ψ : Rk → (T 1k )∗Q, which are
integral section of some (Y1, . . . , Yk) ∈ XkH((T 1k )∗Q), being H = (FL−1)∗EL.
Proof :
(1) Given FL therefore we can consider the canonical prolongation T 1kFL following the definition of the
section 6.1.2. Thus given a k-vector field X = (X1, . . . , Xk) ∈ XkL(T 1kQ), one can define a k-vector
field on (T 1k )
∗Q using the following diagram
T 1kQ
FL //
X

(T 1k )
∗Q
(T 1kFL)(X)

T 1k (T
1
kQ)
T 1kFL // T 1k ((T
1
k )
∗Q)
that is, for each 1 ≤ α ≤ k, we consider the vector field on (T 1k )∗Q, FL∗(Xα).
We now consider the function H = EL ◦ FL−1 = (FL−1)∗EL, then
(T 1kFL)(X) = (FL∗(X1), . . . , FL∗(Xk)) ∈ XkH((T 1k )∗Q)
if and only if
k∑
α=1
ιFL∗(Xα)ω
α − d
(
(FL−1)∗EL
)
= 0
Since FL is a diffeomorphism this is equivalent to
0 = FL∗
( k∑
α=1
ιFL∗Xαω
α − d(FL−1)∗EL
)
=
k∑
α=1
ιXα(FL)
∗ωα − dEL ,
and from (6.37), this fact occurs if and only if X ∈ XkL(T 1kQ).
Finally, observe that since FL is a diffeomorphism, T 1kFL is also a diffeomorphism, and then any
k-vector field on (T 1k )
∗Q is of the type T 1kFL(X) for some X ∈ Xk(T 1kQ).
(2) Let φ : Rk → Q be a map such that its first prolongation φ(1) is an integral section of some
X = (X1, . . . , Xk) ∈ XkL(T 1kQ), then the map ψ = FL ◦ φ(1) is an integral section of T 1kFL(X) =
(FL∗(X1), . . . , FL∗(Xk)). Since we have proved that T
1
kFL(X) ∈ XkH((T 1k )∗Q), we obtain the first
part of the item 2.
The converse is similar, if we consider that any k-vector field on (T 1k )
∗Q is of the type T 1kFL(X)
for some X ∈ Xk(T 1kQ). Thus given ψ : Rk → (T 1k )∗Q integral section of any (Y1, . . . , Yk) ∈
XkH((T
1
k )
∗Q), there exists a k-vector fieldX ∈ XkL(T 1kQ) such that T 1kFL(X) = (Y1, . . . , Yk). Finally,
the map ψ corresponds with φ(1) where φ = πk ◦ ψ.


CHAPTER 7
Examples
In this section we describe several physical examples using the k-symplectic formulation developed in this
part of the book. In [130] one can find several of these examples. Previously, we recall the geometric
version of the Hamiltonian and Lagrangian approaches for Classical Field Theories and its correspondence
with the case k = 1.
k-symplectic formalism
Symplectic formalism (k = 1)
(Classical Mechanics)
Hamiltonian
formalism
k∑
α=1
iXαω
α = dH
X ∈ Xk(M)
M k-symplectic manifold
iXω = dH
X ∈ X(M)
M symplectic manifold
Lagrangian
formalism
k∑
α=1
iXαω
α
L = dEL
X ∈ Xk(T 1kQ)
iXωL = dEL
X ∈ X(TQ)
Table 7.1: k-symplectic approach vs symplectic approach.
As before, the canonical coordinates in Rk are denoted by (x1, . . . , xk). Moreover we shall use the
following notation for the partial derivatives of a map φ : Rk → Q:
∂αφ
i =
∂φi
∂xα
, ∂αβφ
i =
∂2φi
∂xα∂xβ
, (7.1)
where 1 ≤ α, β ≤ k and 1 ≤ i ≤ n.
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7.1 Electrostatic equations
We now consider the study of electrostatic in a 3-dimensional manifold M with coordinates (x1, x2, x3),
for instance M = R3. We assume that M is a Riemannian manifold with a metric g with components
gαβ(x) where 1 ≤ α, β ≤ 3.
The equations of electrostatics are (see [36, 75]):
E = ⋆dψ,
dE = −4πρ , (7.2)
where ⋆ is the Hodge operator1 associated with the metric g, ψ is a scalar field ψ : R3 → R given the
electric potential on R3 and E = (ψ1, ψ2, ψ3) : R3 → R3 is a vector field which gives the electric field on
R3 and such that can be interpreted by the 2-form on R3 given by
E = ψ1dx2 ∧ dx3 + ψ2dx3 ∧ dx1 + ψ3dx1 ∧ dx2 ,
and ρ is the 3-form on R3 representing a fixed charge density
ρ(x) =
√
gr(x)dx1 ∧ dx2 ∧ dx3 , (7.3)
being g = | det gαβ|.
In terms of local coordinates the above system of equations (7.2) reads:
ψα =
√
ggαβ
∂ψ
∂xβ
,
k∑
α=1
∂ψα
∂xα
= −4π√gr ,
(7.4)
where r is the scalar function defined by the equation r = ⋆ρ, or equivalently, by (7.3).
Suppose that g is the euclidean metric on R3, thus the above equations can be written as follows:
ψα =
∂ψ
∂xα
,
−
(
∂ψ1
∂x1
+
∂ψ2
∂x2
+
∂ψ3
∂x3
)
= 4πr .
(7.5)
As we have seen in section 3.3, these equations can be obtained from the 3-symplectic equation
ιX1ω
1 + ιX2ω
2 + ιX3ω
3 = dH
being H : (T 13 )
∗R→ R the Hamiltonian defined in (3.15).
7.2 Wave equation
Consider the (n+ 1)-symplectic Hamiltonian equation
n+1∑
α=1
ιXαω
α = dH , (7.6)
1In general, on an orientable n-manifold with a Riemannian metric g, the Hodge operator ⋆ : Ωk(M) → Ωn−k(M) is a
linear operator that for every ν, η ∈ Ωk(M)
ν ∧ ⋆η = g(ν, η)dvolg ,
where dvolg is the Riemann volume. In local coordinates we have
ν = νi1...ikdx
i1 ∧ dxik , η = ηj1...jkdx
j1 ∧ dxjk , g(ν, η) = νi1...ikηj1...jkg
i1j1 . . . gikjk ,
and dvolg =
√
|det(gij)|dx1∧ . . .∧dxn, (gij) being the inverse of the metric matrix (gij). For more details see, for instance,
[158].
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associated to the Hamiltonian function
H : (T 1n+1)
∗R → R
(q, p1, . . . , pn+1) 7→ 1
2
(
(pn+1)2 − 1
c2
n∑
α=1
(pα)2
)
.
(7.7)
where (q, p1, . . . , pn+1) are the canonical coordinates on (T 1n+1)
∗R introduced in section 2.1.
Let X = (X1, . . . , Xn+1) be an integrable (n+1)-vector field which is a solution of the equation (7.6);
then since
∂H
∂q
= 0,
∂H
∂pα
= − 1
c2
pα, 1 ≤ α ≤ n and ∂H
∂pn+1
= pn+1
we deduce, from (3.7), that each Xα is locally given by
Xα = − 1
c2
pα
∂
∂q
+
(
Xα
)β ∂
∂pβ
, 1 ≤ α ≤ n,
Xn+1 = p
n+1 ∂
∂q
+
(
Xn+1
)β ∂
∂pβ
,
(7.8)
and the components (Xα)
β satisfy
n+1∑
α=1
(
Xα
)α
= 0.
Remark 7.1 In this particular case the integrability condition of X is equivalent to the following local
conditions:
(Xα)
β = (Xβ)
α,
(Xα)
n+1 = −1/c2(Xn+1)α,
Xα
(
(Xβ)
γ
)
= Xβ
(
(Xα)
γ
)
,
Xα
(
(Xn+1)
γ
)
= Xn+1
(
(Xα)
γ
)
,
where 1 ≤ α, β ≤ n and 1 ≤ γ ≤ n+ 1. ⋄
We now consider an integral section
(x1, . . . , xn, t)→ (ψ(x1, . . . , xn, t), ψ1(x1, . . . , xn, t), . . . , ψn+1(x1, . . . , xn, t))
of the (n + 1)-vector field X = (X1, . . . , Xn+1) ∈ Xn+1H (R). From (7.8) one deduce that that integral
section satisfies
ψα = −c2 ∂ψ
∂xα
, 1 ≤ α ≤ n, (7.9)
ψn+1 =
∂ψ
∂t
, (7.10)
0 =
n∑
α=1
∂ψα
∂xα
+
∂ψn+1
∂t
. (7.11)
Finally, if we consider the identities (7.9) and (7.10) in (7.11) one deduces that ψ is a solution of
∂2ψ
∂t2
= c2∇2ψ , (7.12)
where ∇2 is the (spatial) Laplacian, i.e. ψ is a solution of the n-dimensional wave equation. Let us recall
that a solution of this equation is a scalar function ψ = ψ(x1, . . . , xn, t) whose values model the height
of a wave at the position (x1, . . . , xn) and at the time t.
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The Lagrangian counterpart of this example is the following. Consider the Lagrangian (n + 1)-
symplectic equation
n+1∑
α=1
ιXαω
α
L = dEL , (7.13)
associated to the Lagrangian function
L : (T 1n+1)
∗R → R
(q, v1, . . . , vn+1) 7→ 1
2
(
(vn+1)
2 − c2
n∑
α=1
v2α
)
.
(7.14)
where (q, v1, . . . , vn+1) are the canonical coordinates on T
1
n+1R.
Let X = (X1, . . . , Xn+1) be an integrable (n+ 1)-vector field solution of the equation (7.13), then
Xα = vα
∂
∂qi
+ (Xα)β
∂
∂vβ
(7.15)
and the components (Xα)β satisfy the equations (6.34), which in this case are
0 =
n+1∑
α,β=1
∂2L
∂vα∂vβ
(Xα)β
=
n∑
α,β=1
∂2L
∂vα∂vβ
(Xα)β +
∂2L
∂vn+1∂vn+1
(Xn+1)n+1
= −c2
n∑
α=1
(Xα)α + (Xn+1)n+1
(7.16)
since
∂2L
∂vα∂vβ
= −c2δαβ , 1 ≤ α, β ≤ n, ∂
2L
∂vα∂vn+1
= 0,
∂2L
∂vn+1∂vn+1
= 1 .
Now, if
φ(1) : Rn+1 −→ T 1n+1R
x → φ(x) =
(
φ(x),
∂φ
∂xα
(x))
)
is an integral section of X, then we deduce from (6.29) and (7.16) that φ : Rn+1 → R is a solution of the
equations (7.12).
7.3 Laplace’s equations
On the n-symplectic manifold (T 1n)
∗R we define the Hamiltonian function
H : (T 1n)
∗R → R
(q, p1, . . . , pn) 7→ 1
2
(
(p1)2 + . . .+ (pn)2
)
,
where (q, p1, . . . , pn) are canonical coordinates on (T 1n)
∗R. Then
∂H
∂q
= 0,
∂H
∂pα
= pα, (7.17)
with 1 ≤ α ≤ n.
The n-symplectic Hamiltonian equation (3.6) associated with H is
ιX1ω
1 + . . .+ ιXnω
n = dH . (7.18)
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From (3.7) and (7.17) we deduce that an integrable n-vector field solution of (7.18), has the following
local expression:
Xα = p
α ∂
∂q
+ (Xα)
β ∂
∂pβ
, (7.19)
and its components satisfy the following equations
0 =
n∑
α=1
(Xα)
α , (7.20)
(Xα)
β = (Xβ)
α, (7.21)
Xα
(
(Xβ)
γ
)
= Xβ
(
(Xα)
γ
)
, (7.22)
with 1 ≤ α, β, γ ≤ n. Let us observe that the two last groups of equations of (7.20) are the integrability
condition of the n-vector field X = (X1, . . . , Xn).
If
ϕ : R3 −→ (T 13 )∗R
x → ϕ(x) = (ψ(x), ψ1(x), ψ2(x), ψ3(x))
is an integral section of (X1, . . . , Xn), then from (7.19) and (7.20) we obtain that
ψα =
∂ψ
∂xα
,
n∑
α=1
∂ψα
∂xα
= 0 .
Therefore, ψ is a solution of
∂2ψ
∂(x1)2
+ . . .+
∂2ψ
∂(xn)2
= 0 , (7.23)
that is, ψ is a solution of Laplace’s equations [135, 136].
Let (X1, . . . , Xn) be a n-vector field on T
1
nR, with coordinates (q, v1, . . . , vn), which is a solution of
ιX1ω
1
L + . . .+ ιXnω
n
L = dEL , (7.24)
where L is the regular Lagrangian
L : T 1nR → R
(q, v1, . . . , vn) 7→ 1
2
((v1)
2 + . . .+ (vn)
2) .
From (6.1), and taking into account that
∂L
∂q
= 0 ,
∂L
∂vα
= vα ,
with 1 ≤ α ≤ k, we obtain that if φ is a solution of the n-vector field (X1, . . . , Xn) on T 1nR, then φ
satisfies
∂11φ+ . . .+ ∂nnφ = 0 ,
or equivalently
∇2φ = 0 ,
which is the Laplace equation (7.23). Thus equations (7.24) can be considered as the geometric version
of Laplace’s equations.
Remark 7.2 The solutions of the Laplace equations are important in many fields of science, for in-
stance, electromagnetism, astronomy and fluid dynamics, because they describe the behavior of electric,
gravitational and fluid potentials. The solutions of Laplace’s equations are called harmonic functions.
64 7 Examples
7.4 Sine-Gordon equation
Define the Hamiltonian function
H : (T 12 )
∗R → R
(q, p1, p2) 7→ 1
2
(
(p1)2 − 1
a2
(p2)2
)
− Ω2 cos q
,
a2 and Ω2 being two positive constants.
Consider the 2-symplectic Hamiltonian equations associated to this Hamiltonian, i.e.,
ιX1ω
1 + ιX2ω
2 = dH , (7.25)
and let X = (X1, X2) be a solution
In canonical coordinates (q, p1, p2) on (T 12 )
∗Q, a solution X has the following local expression
X1 = p
1 ∂
∂q
+ (X1)
1 ∂
∂p1
+ (X1)
2 ∂
∂p2
,
X2 = − 1
a2
p2
∂
∂q
+ (X2)
1 ∂
∂p1
+ (X2)
2 ∂
∂p2
,
(7.26)
where the functions (Xα)
β satisfy (X1)
1 + (X2)
2 = −Ω2 sin q.
If (X1, X2) is an integrable 2-vector field, that is [X1, X2] = 0, then the functions (X1)
2 and (X2)
1
satisfy (X2)
1 = −1/a2(X1)2.
Let ϕ : R2 → (T 12 )∗R, ϕ(x) = (ψ(x), ψ1(x), ψ2(x)) be an integral section of the 2-vector field X. Then
from (7.26) one has that ϕ satisfies
ψ1 =
∂ψ
∂x1
, ψ2 = −a2 ∂ψ
∂x2
,
∂ψ1
∂x1
+
∂ψ2
∂x2
= −Ω2 sinψ , (7.27)
and hence ψ : R2 → R is a solution of
∂2ψ
∂(x1)2
− a2 ∂
2ψ
∂(x2)2
+Ω2 sinψ = 0 , (7.28)
that is, ψ is a solution of the Sine-Gordon equation (see [150]).
Remark 7.3 The Sine-Gordon equation were know in the 19th century, but the equation grew greatly
in importance when it was realized that it led to solutions “kink” and “antikink” with the collisional
properties of solitons [140]. This equation also appears in other physical applications [9, 13, 34, 53, 71],
including the motion of rigid pendula attached to a stretched wire, and dislocations in crystals. ⋄
This equation (7.28) can be obtained also from the Lagrangian approach if we consider the 2-symplectic
equation
ιX1ω
1
L + ιX2ω
2
L = dEL , (7.29)
where (X1, X2) is a 2-vector field on T
1
2R and the Lagrangian is the function
L(q, v1, v2) =
1
2
((v1)
2 − a2(v2)2)− Ω2(1− cos(q))
a2 and Ω2 being two positive constants.
Thus we have
∂L
∂q
= −Ω2 sin(q) , ∂L
∂v1
= v1 ,
∂L
∂v2
= −a2v2 . (7.30)
From (6.1) and (7.30), we know that if φ is a solution of (X1, X2) then
0 = ∂11φ− a2∂22φ+Ω2 sinφ ,
that is, φ is a solution of the Sine-Gordon equation (7.28).
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7.5 Ginzburg-Landau’s equation
Let us consider the Hamiltonian function
H : (T 12 )
∗R → R
(q, p1, p2) 7→ 1
2
(
(p1)2 − 1
a2
(p2)2
)
− λ(q2 − 1)2
where a and λ are supposed to denote constant quantities. Then
∂H
∂q
= −4λq(q2 − 1), ∂H
∂p1
= p1,
∂H
∂p2
= − 1
a2
p2 .
Consider the 2-symplectic Hamiltonian equations associated to this Hamiltonian, i.e.,
ιX1ω
1 + ιX2ω
2 = dH , (7.31)
and let X = (X1, X2) be a solution.
In the canonical coordinates (q, p1, p2) on (T 12 )
∗R, a 2-vector fieldX solution of (7.31) has the following
local expression
X1 = p
1 ∂
∂q
+ (X1)
1 ∂
∂p1
+ (X1)
2 ∂
∂p2
,
X2 = − 1
a2
p2
∂
∂q
+ (X2)
1 ∂
∂p1
+ (X2)
2 ∂
∂p2
,
(7.32)
where the functions (Xα)
β satisfy (X1)
1 + (X22 ) = 4λq(q
2 − 1).
A necessary condition for the integrability of the 2-vector field (X1, X2) is that (X2)
1 = −1/a2(X1)2.
Let ϕ : R2 → (T 12 )∗R be an integral section of the 2-vector field X with components ϕ(x) = (ψ(x),
ψ1(x), ψ2(x)). Then from (7.32) one obtains that ϕ satisfies
ψ1 =
∂ψ
∂x1
, ψ2 = −a2 ∂ψ
∂x2
,
∂ψ1
∂x1
+
∂ψ2
∂x2
= 4λψ(ψ2 − 1) . (7.33)
Hence ψ is a solution of
∂2ψ
∂(x1)2
− a2 ∂
2ψ
∂(x2)2
− 4λψ(ψ2 − 1) = 0 , (7.34)
that is, ψ is a solution of Ginzburg-Landau’s equation.
Next, let us consider the Lagrangian
L : T 12R ≡ TR⊕ TR → R
(q, v1, v2) 7→ 1
2
[(v1)
2 − a2(v2)2] + λ(q2 − 1)2 .
Here a and λ are supposed to denote constant quantities. Then
∂L
∂q
= 4λq(q2 − 1) , ∂L
∂v1
= v1 ,
∂L
∂v2
= −a2v2 . (7.35)
Let (X1, X2) be a 2-vector field on T
1
2R solution of
ιX1ω
1
L + ιX2ω
2
L = dEL .
If φ is a solution of (X1, X2), then from (6.1) and (7.35) we obtain that φ satisfies the equation
0 = ∂11φ− a2∂22φ− 4λφ(φ2 − 1) ,
which is the Ginzburg-Landau equation (7.34).
Remark 7.4 The phenomenological Ginzburg-Landau theory (1950) is a mathematical theory used for
modeling superconductivity [54]. ⋄
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7.6 k-symplectic quadratic systems
Many Hamiltonian and Lagrangian systems in field theories are of “quadratic” type and they can be
modeled as follows.
Consider the canonical model of k-symplectic manifold ((T 1k )
∗Q,ωα, V ). Let g1, . . . , gk be k semi-
Riemannian metrics in Q. For each q ∈ Q and for each 1 ≤ α ≤ k we have the following linear
isomorphisms:
g♭α : TqQ → T ∗qQ
v 7→ ιvgα
,
and then we introduce the dual metric g∗α of gα, defined by as follows
g∗α(νq, γq) : = gα
(
(g♭α)
−1(νq), (g
♭
α)
−1(γq)
)
,
for each νq, γq ∈ T ∗qQ and 1 ≤ α ≤ k.
We can define a function K ∈ C∞((T 1k )∗Q) as follows: for every (ν1q, . . . , νkq) ∈ (T 1k )∗Q,
K(ν1q, . . . , νkq) =
1
2
k∑
α=1
g∗α(ναq, ναq) .
Then, if V ∈ C∞(Q) we define the Hamiltonian function H ∈ C∞((T 1k )∗Q) of “quadratic” type as follows
H = K + (πk)∗V .
Using canonical coordinates (qi, pαi ) on (T
1
k )
∗Q, the local expression of H is
H(qi, pαi ) =
1
2
k∑
α=1
gijα (q
m)pαi p
α
j + V (q
m) ,
where gijα denote the coefficients of the matrix associated to g
∗
α. Then
dH =
k∑
α=1
[(
1
2
∂gijα
∂qk
pαi p
α
j +
∂V
∂qk
)
dqk + (gijα p
α
i )dp
α
j
]
.
Consider now the k-symplectic Hamiltonian field equation (3.6) associated with the above Hamiltonian
function, i.e.
k∑
α=1
ιXαω
α = dH .
If a k-vector field X = (X1, . . . , Xk) is solution of this equation then each Xα has the following local
expression (for each α fixed):
Xα = g
ij
α p
α
j
∂
∂qi
+ (Xα)
β
i
∂
∂pβi
(7.36)
and its components (Xα)
β
i satisfy
k∑
β=1
(Xβ)
β
k = −
(
1
2
∂gijβ
∂qk
pβi p
β
j +
∂V
∂qk
)
. (7.37)
We now assume that X is integrable and
ϕ : Rk −→ (T 1k )∗Q
x → ϕ(x) = (ψi(x), ψαi (x))
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is an integral section of X then
Xα(ϕ(x)) = ϕ∗(x)
(
∂
∂xα
∣∣∣
x
)
=
∂ψi
∂xα
∣∣∣
x
∂
∂qi
∣∣∣
ϕ(x)
+
∂ψβi
∂xα
∣∣∣
x
∂
∂pβi
∣∣∣
ϕ(x)
. (7.38)
Thus, from (7.36), (7.37) and (7.38) we obtain that ϕ is a solution of the following Hamilton-De
Donder-Weyl equations
∂ψi
∂xα
= gijα ψ
α
j , (α fixed)
k∑
β=1
∂ψβl
∂xβ
= −
(
1
2
∂gijβ
∂ql
ψβi ψ
β
j +
∂V
∂ql
)
In the Lagrangian approach we obtain a similar description. In fact, we consider the tangent bundle
of k1-velocities and let g1, . . . , gk be k semi-Riemannian metrics in Q.
We can define a function K ∈ C∞(T 1kQ) as follows: for every element vq = (v1q, . . . , vkq) ∈ T 1kQ,
K(vq) =
1
2
k∑
α=1
gα(vαq, vαq) .
Then, if V ∈ C∞(Q) define the k-symplectic Lagrangian function L ∈ C∞(T 1kQ) of “quadratic” type as
follows
L = K − (τk)∗V .
Using canonical coordinates (qi, viα) on T
1
kQ, the local expression of L is
L(qi, viα) =
1
2
k∑
α=1
gαij(q
m)viα v
j
α − V (qm) ,
where gαij denote the coefficients of the matrix associated to gα.
Consider now the k-symplectic Lagrangian field equation associated with the above Lagrangian func-
tion, i.e.
k∑
α=1
ιXαω
α
L = dEL .
If a k-vector field X = (X1, . . . , Xk) is solution of this equation, i.e. if X ∈ XkL(T 1kQ) then, since L is
regular, each Xα has the following local expression (for each α fixed):
Xα = v
i
α
∂
∂qi
+ (Xα)
i
β
∂
∂viβ
(7.39)
and its components (Xα)
i
β satisfy equations (6.34), that in this case are
∂gαil
∂qj
vlαv
j
α + g
α
ij (Xα)
j
α =
1
2
∂gαlm
∂qi
vlαv
m
α −
∂V
∂qi
Thus, if the components of the metrics gαil are constant then
gαij (Xα)
j
α = −
∂V
∂qi
.
Now, if
φ(1) : Rk −→ T 1kQ
x → φ(x) = (φi(x), ∂φ
∂xα
(x)))
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is an integral section of X ∈ XkL(T 1kQ) then φ : Rk → Q is a solution the following Euler-Lagrange
equations
gαij
∂2φj
∂xα∂xβ
= −∂V
∂qi
Remark 7.5 The examples of the previous subsections can be considered a particular case of this situ-
ation.
• The electrostatic equations correspond with the case Q = R (n = 1), k = 3, the function
V ∈ C∞(R) is V (q) = 4πr and the semi-Riemannian metrics in R.,
gα = dq
2 1 ≤ α ≤ 3 ,
q being the standard coordinate in R.
• The wave equation corresponds to the case Q = R (n = 1), k = n + 1, the function V = 0 and
the semi-Riemannian metrics in R.
gα = −c2dq2, 1 ≤ α ≤ n and gn+1 = dq2 ,
q being the standard coordinate in R.
• Laplace’s equations corresponds with the case Q = R, k = n, V (q) = 0 and the semi-Riemaniann
metrics gα = dq
2.
• The Sine-Gordon equation corresponds with the case Q = R, k = 2, V (q) = −Ω2 cos q, and the
semi-Riemannian metrics in R.
g1 = dq
2 and g2 = −a2dq2 ,
q being the standard coordinate in R..
• In the case of Ginzburg-Landau’s equation, Q = R, k = 2, V (q) = −λ(q2 − 1)2 and the semi-
Riemannian metrics in R.,
g1 = dq
2 and g2 = −a2dq2 ,
q being the standard coordinate in R.
7.7 Navier’s equations
We consider the equation (7.29) but with Q = R2 and Lagrangian L : TR2 ⊕ TR2 → R given by
L(q1, q2, v11 , v
1
2 , v
2
1 , v
2
2) = (
1
2
λ+ µ)[(v11)
2 + (v22)
2] +
1
2
µ[(v12)
2 + (v21)
2] + (λ+ µ)v11v
2
2 .
This Lagrangian is regular if µ 6= 0 and λ 6= −(3/2)µ. In this case we obtain:
∂L
∂q
= 0 ,
∂L
∂v11
= (λ+ 2µ)v11 + (λ+ µ)v
2
2 ,
∂L
∂v12
= µv12
∂L
∂v21
= µv21 ,
∂L
∂v22
= (λ+ 2µ)v22 + (λ+ µ)v
1
1
(7.40)
Let (X1, X2) be an integrable solution of (7.29) for this particular case. From (6.1) and (7.40), we
have that, if
φ : R2 → R2
(x1, x2) 7→ (φ1(x), φ2(x))
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is a solution of (X1, X2), then φ satisfies
(λ + 2µ)∂11φ
1 + (λ+ µ)∂12φ
2 + µ∂22φ
1 = 0 ,
µ∂11φ
2 + (λ+ µ)∂12φ
1 + (λ+ 2µ)∂22φ
2 = 0 ,
which are Navier’s equations, see [135, 136]. These are the equations of motion for a viscous fluid in
which one consider the effects of attraction and repulsion between neighboring molecules (Navier, 1822).
Here λ and µ are coefficients of viscosity.
7.8 Equation of minimal surfaces
We consider again Q = R and (X1, X2) a solution of (7.29) where L is now the regular Lagrangian
L : TR⊕ TR → R
(q, v1, v2) 7→
√
1 + v21 + v
2
2
Then one obtains,
∂L
∂q
= 0 ,
∂L
∂v1
=
v1√
1 + (v1)2 + (v2)2
,
∂L
∂v2
=
v2√
1 + (v1)2 + (v2)2
. (7.41)
From (6.1) and (7.41), we deduce that if φ is solution of the 2-vector field (X1, X2), then φ satisfies
0 = (1 + (∂2φ)
2)∂11φ− 2∂1φ∂2φ∂12φ+ (1 + (∂1φ)2)∂22φ ,
which is the equation of minimal surfaces, (see for instance [39, 136]).
Remark 7.6 An alternative Lagrangian for the equation of minimal surfaces is given by L(q, v1, v2) =
1 + v21 + v
2
2 .
7.9 The massive scalar field
The equation of a scalar field φ (for instance the gravitational field) which acts on the 4-dimensional
space-time is (see [56, 75]):
( +m2)φ = F ′(φ) , (7.42)
wherem is the mass of the particle over which the field acts, F is a scalar function such that F (φ)− 1
2
m2φ2
is the potential energy of the particle of mass m, and  is the Laplace-Beltrami operator given by
φ : = div gradφ =
1√−g
∂
∂xα
(√−ggαβ ∂φ
∂tβ
)
,
(gαβ) being a pseudo-Riemannian metric tensor in the 4-dimensional space-time of signature (−+ ++),
and
√−g = √− det gαβ . In this case we suppose that the metric (gαβ) is the Minkowski metric on R4,
i.e.
d(x2)2 + d(x3)2 + d(x4)2 − d(x1)2 .
Consider the Hamiltonian function
H : (T 14 )
∗R → R
(q, p1, p2, p3, p4) 7→ 1
2
gαβp
αpβ −
(
F (q)− 1
2
m2q2
)
,
where q denotes the scalar field φ and (q, p1, p2, p3, p4) the natural coordinates on (T 14 )
∗R. Then
∂H
∂q
= −
(
F ′(q) −m2q
)
,
∂H
∂pα
= gαβp
β . (7.43)
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Consider the 4-symplectic Hamiltonian equation
ιX1ω
1 + ιX2ω
2 + ιX3ω
3 + ιX4ω
4 = dH,
associated to the above Hamiltonian function. From (7.43) one obtains that, in natural coordinates, a
4-vector field solution of this equation has the following local expression
Xα = gαβp
β ∂
∂q
+ (Xα)
β ∂
∂pβ
, (7.44)
where the functions (Xα)
β ∈ C∞((T 14 )∗R) satisfies
F ′(q)−m2q = (X1)1 + (X2)2 + (X3)3 + (X4)4 . (7.45)
Let ϕ : R4 → (T 14 )∗R, ϕ(x) = (ψ(x), ψ1(x), ψ2(x), ψ3(x), ψ4(x)) be an integral section of a 4-vector
field solution of the 4-symplectic Hamiltonian equation. Then from (7.44) and (7.45) one obtains
∂ψ
∂xα
= gαβψ
β
F ′(ψ(x)) −m2ψ(x) = ∂ψ
1
∂x1
+
∂ψ2
∂x2
+
∂ψ3
∂x3
+
∂ψ4
∂x4
Therefore, ψ : R4 → R is a solution of the equation
F ′(ψ)−m2ψ = ∂
∂xα
(
gαβ
∂ψ
∂xβ
)
,
that is, ψ is a solution of the scalar field equation.
Remark 7.7 The scalar equation can be described using the Lagrangian approach with Lagrangian
function
L(x1, . . . , x4, q, v1, . . . , v4) =
√−g
(
F (q)− 1
2
m2q2
)
+
1
2
gαβvαvβ , (7.46)
where q denotes the scalar field φ and vα the partial derivative ∂φ/∂xα. Then the equation (7.42) is the
Euler-Lagrange equation associated to L. ⋄
Remark 7.8 Some particular cases of the scalar field equation are the following:
(1) If F = 0 we obtain the linear scalar field equation.
(2) If F (q) = m2q2, we obtain the Klein-Gordon equation [150]
(+m2)ψ = 0 .
⋄
Part III
k-cosymplectic formulation of
Classical Field Theories
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The Part II of this book has been devoted to give a geometric description of certain kinds of Classical
Field Theories. The purpose of Part III is to extend the above study to Classical Field Theories involving
the independent parameters, i.e. the “space-time” coordinates (x1, . . . , xk) in an explicit way. In others
words, in this part we shall give a geometrical description of Classical Field Theories whose Lagrangian
and Hamiltonian functions are of the form L = L(xα, qi, viα) and H = H(x
α, qi, pαi ).
The model of the convenient geometrical structure for our approach is extracted of the so-called stable
cotangent bundle of k1-covelocities Rk × (T 1k )∗Q. These structures are called k-cosymplectic manifolds
and they were introduced by M. de Leo´n et al. [102, 103].
In chapter 8 we shall recall the notion of k-cosymplectic manifold using as model Rk× (T 1k )∗Q. Later,
in chapter 9 we shall describe the k-cosymplectic formalism. This formulation can be applied to give a
geometric version of the Hamilton-De Donder-Weyl and Euler-Lagrange equations for field theories. We
also present several physical examples which can be described using this approach and the relationship
between the Hamiltonian and Lagrange approaches.

CHAPTER 8
k-cosymplectic geometry
The k-cosymplectic formulation is based in the so-called k-cosymplectic geometry. In this chapter we
introduce these structures which are a generalization of the notion of cosymplectic forms.
Firstly, we describe the model of the called k-cosymplectic manifolds, that is the stable cotangent
bundle of k1-covelocities Rk × (T 1k )∗Q and introduce the canonical structures living there. Using this
model we introduce the notion of k-cosymplectic manifold. A complete description of these structures
can be found in [102, 103].
8.1 The stable cotangent bundle of k1-covelocities Rk × (T 1k )∗Q
Let J1(Q,Rk)0 be the manifold of 1-jets of maps from Q to R
k with target at 0 ∈ Rk, which we described
in Remark 2.1. Let us remember that this manifold is diffeomorphic to the cotangent bundle of k1-
covelocities (T 1k )
∗Q via the diffeomorphism described in (2.5).
Indeed, for each x ∈ Rk we can consider the manifold J1(Q,Rk)x of 1-jets of maps from Q to Rk with
target at x ∈ Rk, i.e.,
J1(Q,Rk)x =
⋃
q∈Q
J1q, x(Q,R
k) =
⋃
q∈Q
{j1q,xσ |σ : Q→ Rk smooth, σ(q) = x} .
If we consider the collection of all these space, we obtain the set J1(Q,Rk) of 1-jets of maps from Q
to Rk, i.e.
J1(Q,Rk) =
⋃
x∈Rk
J1(Q,Rk)x .
The set J1(Q,Rk) can be identified with Rk × (T 1k )∗Q via
J1(Q,Rk) → Rk × J1(Q,Rk)0 → Rk × (T 1k )∗Q
j1q,xσ → (x, j1q,0σq) → (x, dσ1q (q), . . . , dσkq (q))
, (8.1)
where the last identification was described in (2.5), being σq : Q → Rk the map defined by σq(q˜) =
σ(q˜)− σ(q) for any q˜ ∈ Q.
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Remark 8.1 We recall that the manifold of 1-jets of mappings from Q to Rk, can be identified with the
manifold J1πQ of 1-jets of sections of the trivial bundle πQ : R
k ×Q→ Q, (a full description of the first-
order jet bundle associated to an arbitrary bundle E → M can be found in [156]). The diffeomorphism
which establishes this relation is given by
J1πQ → J1(Q,Rk) → Rk × J1(Q,Rk)0
j1qφ → j1q,σ(q)σ → (σ(q), j1q,0σq)
where φ : Q → Rk ×Q is a section of πQ, σ : Q → Rk is given by σ = πRk ◦ φ being πRk : Rk ×Q → Rk
the canonical projection and σq : Q→ Rk is defined by σq(q˜) = σ(q˜)− σ(q) for any q˜ ∈ Q. ⋄
From the above comments we know that an element of J1(Q,Rk) ≡ Rk × (T 1k )∗Q is a (q + 1)-tuple
(x, ν1q, . . . , νkq) where x ∈ Rk and (ν1q, . . . , νkq) ∈ (T 1k )∗Q. Thus we can consider the following canonical
projections:
R
k × (T 1k )∗Q
(πQ)1
((◗◗
◗◗
◗◗
◗◗◗
◗◗
◗◗◗
◗◗
(πQ)1,0

Rk Rk ×QπRkoo πQ // Q
defined by
(πQ)1,0(x, ν1q , . . . , νkq ) = (x, q), πRk(x, q) = x,
(πQ)1(x, ν1q, . . . , νkq) = q, πQ(x, q) = q,
(8.2)
with x ∈ Rk, q ∈ Q and (ν1q, . . . , νkq) ∈ (T 1k )∗Q.
In the following diagram we collect the notation used for the projections in this part of the book:
Rk × (T 1k )∗Q
π¯2 //
πα2
%%
(πQ)1,0

(πQ)1
!!❈
❈❈
❈❈
❈❈
❈❈
❈❈
❈❈
❈❈
❈
π¯1
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧π
α
1

(T 1k )
∗Q
πk

πk,α // T ∗Q
π
✄✄
✄✄
✄✄
✄✄
✄✄
✄✄
✄✄
R Rk
παoo Rk ×QπRkoo πQ // Q
Figure 8.1: Canonical projections associated to Rk × (T 1k )∗Q
If (qi) with 1 ≤ i ≤ n, is a local coordinate system defined on an open set U ⊂ Q, the induced local
coordinates (xα, qi, pαi ), 1 ≤ i ≤ n, 1 ≤ α ≤ k on Rk × (T 1k )∗U =
(
(πQ)1
)−1
(U) are given by
xα(x, ν1q, . . . , νkq) = x
α(x) = xα ,
qi(x, ν1q, . . . , νkq) = q
i(q) ,
pαi (x, ν1q, . . . , νkq) = ναq
(
∂
∂qi
∣∣∣
q
)
.
(8.3)
Thus, Rk× (T 1k )∗Q is endowed with a structure of differentiable manifold of dimension k+n(k+1), and
the manifold Rk × (T 1k )∗Q with the projection (πQ)1 has the structure of a vector bundle over Q.
If we consider the identification (8.1), the above coordinates can be defined in terms of 1-jets of map
from Q to Rk in the following way
xα(j1q,xσ) = x
α(x) = xα , qi(j1q,xσ) = q
i(q) , piα(j
1
q,xσ) =
∂σα
∂qi
∣∣∣
q
.
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On Rk × (T 1k )∗Q we can define a family of canonical forms as follows
ηα = (πα1 )
∗dx, Θα = (πα2 )
∗θ and Ωα = (πα2 )
∗ω , (8.4)
with 1 ≤ α ≤ k, being πα1 : Rk × (T 1k ) ∗Q→ R and πα2 : Rk × (T 1k ) ∗Q→ T ∗Q the projections defined by
πα1 (x, ν1q, . . . , νkq) = x
α , πα2 (x, ν1q, . . . , νkq) = ναq
and θ and ω the canonical Liouville and symplectic forms on T ∗Q, respectively. Let us observe that,
since ω = −dθ, then Ωα = −dΘα.
If we consider a local coordinate system (xα, qi, pαi ) on R
k× (T 1k )∗Q (see (8.3)), the canonical forms
ηα, Θα and Ωα have the following local expressions:
ηα = dxα, Θα = pαi dq
i , Ωα = dqi ∧ dpαi . (8.5)
Moreover, let be V∗ = ker
(
(πQ)1,0
)
∗
; then a simple inspection in local coordinates shows that the
forms ηα and Ωα, with 1 ≤ α ≤ k are closed and the following relations hold:
(1) dx1 ∧ · · · ∧ dxk 6= 0, dxα|V ∗ = 0, Ωα|V ∗×V ∗ = 0,
(2) (∩kα=1 ker dxα) ∩ (∩kα=1 kerΩα) = {0}, dim (∩kα=1 kerΩα) = k.
Remark 8.2 Let us observe that the canonical forms on (T 1k )
∗Q and on Rk × (T 1k )∗Q are related by the
expressions
θα = (π¯2)
∗θα and Ωα = (π¯2)
∗ωα , (8.6)
with 1 ≤ α ≤ k. ⋄
8.2 k-cosymplectic geometry
From the above model, that is, the stable cotangent bundle of k1-covelocities with the canonical forms
(8.4), M. de Leo´n and collaborators have introduced the notion of k-cosymplectic structures in [102, 103].
Let us recall that the k-cosymplectic manifolds provide a natural arena to develop Classical Field
Theories as an alternative to other geometrical settings as the polysymplectic geometry [51, 52, 151, 152]
or multisymplectic geometry.
Before of introducing the formal definition of k-cosymplectic manifold we consider the linear case.
8.2.1 k-cosymplectic vector spaces
Inspired in the above geometrical model one can define k-cosymplectic structures on a vector space in
the following way (see [124]).
Definition 8.3 Let E a k + n(k + 1)-dimensional vector space. A family (ηα,Ωα, V ; 1 ≤ α ≤ k) where
η1, . . . , ηk are 1-forms, Ω1, . . . ,Ωk are 2-forms and V is a vector subspace of E of dimension nk, defines
a k-cosymplectic structure on the vector space E if the following conditions hold:
(1) η1 ∧ . . . ∧ ηk 6= 0,
(2) dim (kerΩ1 ∩ . . . ∩ kerΩk) = k,
(3) (∩kα=1 ker ηα) ∩ (∩kα=1 kerΩα) = {0},
(4) ηα|V = 0, Ωα|V×V = 0, 1 ≤ α ≤ k .
(E, ηα,Ωα, V ) is called k-cosymplectic vector space.
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Remark 8.4 If k = 1, then E is a vector space of dimension 2n+1 and we have a family (η,Ω, V ) given
by a 1-form η, a 2-form Ω and a subspace V ⊂ E of dimension n.
From conditions (2) and (3) of the above definition one deduces that η ∧Ωn 6= 0 since dimkerω = 1,
and then rankΩ = 2n, moreover ker η ∩ kerΩ = 0.
The pair (η,Ω) define a cosymplectic structure on E. Moreover, from condition (4) one deduce that
(η,Ω, V ) define a stable almost cotangent structure on E. ⋄
Given a k-cosymplectic structure on a vector space one can prove the following results (see [124]):
Theorem 8.5 (Darboux coordinates) If (ηα,Ωα, V ; 1 ≤ α ≤ k) is a k-cosymplectic structure on E
then there exists a basis (η1, . . . , ηk, γi, γαi ; 1 ≤ i ≤ n, 1 ≤ α ≤ k) of E∗ such that
Ωα = γi ∧ γαi .
For every k-cosymplectic structure (ηα,Ωα, V ; 1 ≤ α ≤ k) on a vector space E, there exists a family
of k vectors R1, . . . , Rk, which are called Reeb vectors, characterized by the conditions
ιRαη
β = δβα, ιRαω
β = 0 .
8.2.2 k-cosymplectic manifolds
We turn now to the globalization of the ideas of the previous section to manifolds. The following definition
was introduced in [102]:
Definition 8.6 Let M be a differentiable manifold of dimension k(n+1)+n. A k-cosymplectic struc-
ture on M is a family (ηα,Ωα, V ; 1 ≤ α ≤ k), where each ηα is a closed 1-form, each Ωα is a closed
2-form and V is an integrable nk-dimensional distribution on M satisfying
(1) η1 ∧ · · · ∧ ηk 6= 0, ηα|V = 0, Ωα|V×V = 0,
(2) (∩kα=1 ker ηα) ∩ (∩kα=1 kerΩα) = {0}, dim (∩kα=1 kerΩα) = k.
M is said to be a k-cosymplectic manifold.
In particular, if k = 1, then dimM = 2n+ 1 and (η,Ω) is a cosymplectic structure on M .
For every k-cosymplectic structure (ηα,Ωα,V) on M , there exists a family of k vector fields {Rα},
which are called Reeb vector fields, characterized by the following conditions
ιRαη
β = δβα , ιRαΩ
β = 0 .
In the canonical model Rα =
∂
∂xα
.
The following theorem has been proved in [102]:
Theorem 8.7 (Darboux Theorem) If M is an k–cosymplectic manifold, then around each point of
M there exist local coordinates (xα, qi, pαi ; 1 ≤ A ≤ k, 1 ≤ i ≤ n) such that
ηα = dxα, Ωα = dqi ∧ dpαi , V =
〈
∂
∂p1i
, . . . ,
∂
∂pki
〉
i=1,...,n
.
The canonical model for these geometrical structures is
(Rk × (T 1k )∗Q, ηα,Ωα, V ∗).
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Example 8.8 Let (N,ωα, V ) be an arbitrary k-symplectic manifold. Then, denoting by
πRk : R
k ×N → Rk, πN : Rk ×N → N
the canonical projections, we consider the differential forms
ηα = π∗
Rk
(dxα), Ωα = π∗Nω
α ,
and the distribution V in N defines a distribution V in M = Rk × N in a natural way. All conditions
given in Definition 8.6 are verified, and hence Rk ×N is a k-cosymplectic manifold.

CHAPTER 9
k-cosymplectic formalism
In this chapter we describe the k-cosymplectic formalism. As we shall see in the following chapters, using
this formalism we can study Classical Field Theories that explicitly involve the space-time coordinates on
the Hamiltonian and Lagrangian. This is the principal difference with the k-symplectic approach. As in
previous case, in this formalism is fundamental the notion of k-vector field; let us recall that this notion
was introduced in Section 3.1 for an arbitrary manifold M .
9.1 k-cosymplectic Hamiltonian equations
Let (M, ηα,Ωα, V ) be a k-cosymplectic manifold and H a Hamiltonian onM , that is, a function H : M →
R defined on M .
Definition 9.1 The family (M, ηα,Ωα, H) is called k-cosymplectic Hamiltonian system.
Let (M, ηα,Ωα, H) be a k-cosymplectic Hamiltonian system and X = (X1, . . . , Xk) a k-vector field
on M solution of the system of equations
ηα(Xβ) = δ
α
β , 1 ≤ α, β ≤ k
k∑
α=1
ιXαΩ
α = dH −
k∑
α=1
Rα(H)η
α ,
(9.1)
where R1, . . . , Rk are the Reeb vector fields associated with the k-cosymplectic structure on M .
Given a local coordinate system (xα, qi, pαi ), each Xα, 1 ≤ α ≤ k is locally given by
Xα = (Xα)β
∂
∂xα
+ (Xα)
i ∂
∂qi
+ (Xα)
β
i
∂
∂viβ
Now, since
dH =
∂H
∂xα
dxα +
∂H
∂qi
dqi +
∂H
∂pαi
dpαi
and
ηα = dxα, ωα = dqi ∧ dqi, Rα = ∂/∂xα
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we deduce that the equation (9.1) is locally equivalent to the following conditions
(Xα)β = δ
β
α ,
∂H
∂qi
= −
k∑
β=1
(Xβ)
β
i
∂H
∂pαi
= (Xα)
i (9.2)
with 1 ≤ i ≤ n and 1 ≤ α ≤ k.
Let us suppose that X = (X1, . . . , Xk) is integrable, and
ϕ : : Rk → M
x → ϕ(x) = (ψα(x), ψi(x), ψαi (x))
is an integral section of X, then
ϕ∗(x)
( ∂
∂xα
∣∣∣
x
)
=
∂ψβ
∂xα
∣∣∣
x
∂
∂xβ
∣∣∣
ϕ(x)
+
∂ψi
∂xα
∣∣∣
x
∂
∂qi
∣∣∣
ϕ(x)
+
∂ψβi
∂xα
∣∣∣
x
∂
∂pβi
∣∣∣
ϕ(x)
. (9.3)
From (9.3) we obtain that ϕ is given by ϕ(x) = (x, ψi(x), ψαi (x)) and the following equations
∂ψβ
∂xα
∣∣∣
x
= δαβ ,
∂ψi
∂xα
∣∣∣
x
= (Xα)
i(ϕ(x)) ,
∂ψβi
∂xα
∣∣∣
x
= (Xα)
β
i (ϕ(x)) , (9.4)
hold.
This theory can be summarized in the following
Theorem 9.2 Let (M, ηα,Ωα, H) a k-cosymplectic Hamiltonian system andX = (X1, . . . , Xk) a k-vector
field on M solution of the system of equations
ηα(Xβ) = δ
α
β , 1 ≤ α, β ≤ k
k∑
α=1
ιXαΩ
α = dH −
k∑
α=1
Rα(H)η
α ,
where R1, . . . , Rk are the Reeb vector fields associated with the k-cosymplectic structure on M .
If X is integrable and ϕ : Rk → M, ϕ(x) = (xα, ψi(x), ψαi (x)) is an integral section of the k-vector
field X, then ϕ is a solution of the following system of partial differential equations
∂H
∂qi
∣∣∣
ϕ(x)
= −
k∑
α=1
∂ψαi
∂xα
∣∣∣
t
,
∂H
∂pαi
∣∣∣
ϕ(x)
=
∂ψi
∂xα
∣∣∣
x
.

From now, we shall call these equations (9.1) as k-cosymplectic Hamiltonian equations.
Definition 9.3 A k-vector field X = (X1, . . . , Xk) ∈ Xk(M) is called a k-cosymplectic Hamiltonian
k-vector field for a k-cosymplectic Hamiltonian system (M, ηα,Ωα, H) if X is a solution of (9.1). We
denote by XkH(M) the set of all k-cosymplectic Hamiltonian k-vector fields.
It should be noticed that equations (9.1) have always a solution but this is not unique. In fact,
if (M, ηα,Ωα, V ) is a k-cosymplectic manifold we can define two vector bundle morphism Ω♭ : TM →
(T 1k )
∗M and Ω♯ : T 1kM → T ∗M as follows:
Ω♭(X) = (ιXΩ
1 + η1(X)η1, . . . , ιXΩ
k + ηk(X)ηk)
and Ω♯(X1, . . . , Xk) such that
Ω♯(X1, . . . , Xk)(Y ) = trace((Ω
♭(Xβ))α(Y )) =
k∑
α=1
(Ω♭(Xα))α(Y ))
9.1 k-cosymplectic Hamiltonian equations 83
for all Y ∈ TM , i.e.
Ω♯(X1, . . . , Xk) =
k∑
α=1
(ιXαΩ
α + ηα(Xα)η
α)
The above morphisms induce two morphisms of C∞(M)-module between the corresponding spaces of
sections. Let us observe that the equations (9.1) are equivalent to
ηα(Xβ) = δ
α
β , ∀α, β,
Ω♯(X1, . . . , Xk) = dH +
k∑
α=1
(1−Rα(H))ηα ,
where R1, . . . , Rk are the Reeb vector fields of the k-cosymplectic structure (η
α,Ωα, V ).
Remark 9.4 If k = 1 then Ω♭ = Ω♯ is defined from TM to T ∗M , and it is the morphism χη,Ω associated
to the cosymplectic manifold (M, η,Ω) and defined by
χη,Ω(X) = ιXΩ + η(X)η ,
(for more details see [2, 20] and Appendix B). ⋄
Next we shall discuss the existence of solution of the above equations. From the local conditions (9.2)
we can define a k-vector field that satisfies (9.2), on a neighborhood of each point x ∈M . For example,
we can put
(Xα)
β = δβα , (X1)
1
i =
∂H
∂qi
, (Xα)
β
i = 0 for α 6= 1 6= β , (Xα)i =
∂H
∂pAi
.
Now by using a partition of unity in the manifold M , one can construct a global k-vector field which is
a solution of (9.1), (see [102].)
Equations (9.1) have not, in general, a unique solution. In fact, denoting by Mk(C
∞(M)) the space
of matrices of order k whose entries are functions on M , we define the vector bundle morphism
η♯ : T 1kM −→ Mk(C∞(M))
(X1, . . . , Xk) 7→ η♯(X1, . . . , Xk) = (ηα(Xβ)) .
(9.5)
Then the solutions of (9.1) are given by (X1, . . . , Xk) + (kerΩ
♯ ∩ ker η♯), where (X1, . . . , Xk) is a
particular solution.
Let us observe that given a k-vector field Y = (Y1, . . . , Yk) the condition Y ∈ kerΩ♯ ∩ ker η♯ is locally
equivalent to the conditions
(Yβ)α = 0, Y
i
β = 0,
k∑
α=1
(Yα)
α
i = 0 . (9.6)
Finally, in the proof of the theorem 9.2 it is necessary assume the integrability of the k-vector field
(X1, . . . , Xk), and since the k vector fields X1, . . . , Xk on M are linearly independent, the integrability
condition is equivalent to require that [Xα, Xβ] = 0, for all 1 ≤ α, β ≤ k.
Remark 9.5 Sometimes the Hamiltonian (or Lagrangian) functions are not defined on a k-cosymplectic
manifold, for instance, in the reduction theory where the reduced “phase spaces” are not, in general,
k-cosymplectic manifolds, even when the original phase space is a k-cosymplectic manifold. In mechanics
this problem is solved using Lie algebroids (see [89, 119, 121, 170]). In [118] we introduce a geometric
description of classical field theories on Lie algebroids in the frameworks of k-cosymplectic geometry.
Classical field theories on Lie algebroids have already been studied in the literature. For instance, the
multisymplectic formalism on Lie algebroids was presented in [120, 122], the k-symplectic formalism on
Lie algebroids in [96], in [166] a geometric framework for discrete field theories on Lie groupoids has been
discussed. ⋄
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9.2 Example: massive scalar field
Consider the 4-cosymplectic Hamiltonian equation
dxα(Xβ) = δαβ , 1 ≤ α, β ≤ 4
4∑
α=1
ιXαΩ
α = dH −
4∑
α=1
Rα(H)dx
α .
(9.7)
associated to the Hamiltonian function H ∈ C∞(R4 × (T 14 )∗R),
H(x1, x2, x3, x4, q, p1, p2, p3, p4) =
1
2
√−g gαβp
αpβ −√−g
(
F (q)− 1
2
m2q2
)
.
If (X1, X2, X3, X4) is a solution of (9.7), then from the following identities
∂H
∂q
= −√−g
(
F ′(q) −m2q
)
,
∂H
∂pα
=
1√−g gαβp
β . (9.8)
and from (9.2) we obtain, in natural coordinates, the local expression of each Xα:
Xα =
∂
∂xα
+
1√−g gαβp
β ∂
∂q
+ (Xα)
β ∂
∂pβ
, (9.9)
where the functions (Xα)
β ∈ C∞(R4 × (T 14 )∗R) satisfies
√−g
(
F ′(q)−m2q
)
= (X1)
1 + (X2)
2 + (X3)
3 + (X4)
4 . (9.10)
Let us suppose that X = (X1, X2, X3, X4) is integrable and ϕ : R
4 → R4 × (T 14 )∗R, with
ϕ(x) = (x, ψ(x), ψ1(x), ψ2(x), ψ3(x), ψ4(x))
is an integral section of X, then one obtains that (ψ(x), ψ1(x), ψ2(x), ψ3(x), ψ4(x)) are solution of the
following equations
∂ψ
∂xα
=
1√−g gαβψ
β
√−g
(
F ′(ψ)−m2ψ
)
=
∂ψ1
∂x1
+
∂ψ2
∂x2
+
∂ψ3
∂x3
+
∂ψ4
∂x4
.
Thus ψ : R4 → R is a solution of the equation
√−g
(
F ′(ψ)−m2ψ
)
=
√−g ∂
∂xα
(
gαβ
∂ψ
∂tβ
)
,
that is, ψ is a solution of the scalar field equation (for more details about this equation see Sections 7.9
and 13.2.)
CHAPTER 10
Hamiltonian Classical Field Theories
In this chapter we shall study Hamiltonian Classical Field Theories when the Hamiltonian function
involves the space-time coordinates, that is, H is a function defined on Rk × (T 1k )∗Q. Therefore, we shall
discuss the Hamilton-De Donder-Weyl equations (HDW equations for short) which have the following
local expression
∂H
∂qi
∣∣∣
ϕ(x)
= −
k∑
α=1
∂ψαi
∂xα
∣∣∣
t
,
∂H
∂pαi
∣∣∣
ϕ(x)
=
∂ψi
∂xα
∣∣∣
x
. (10.1)
A solution of these equations is a map
ϕ : Rk −→ Rk × (T 1k )∗Q
x → ϕ(x) = (xα, ψi(x), ψαi (x))
where 1 ≤ i ≤ n, 1 ≤ α ≤ k.
In the classical approach these equations can be obtained from a multiple integral variational problem.
In this chapter we shall describe this variational approach and, then, we shall give a new geometric way
of obtaining the HDW equations using the k-cosymplectic formalism described in chapter 9 when the
k-cosymplectic manifolds is just the geometrical model, i.e. (M = Rk× (T 1k )∗Q, η1, . . . , ηk,Ω1, . . . ,Ωk, V )
as it has been described in section 8.1.
10.1 Variational approach
In this subsection we shall see that the HDW field equations (10.1) are obtained from a variational
principle on the space of smooth maps with compact support C∞C (R
k,Rk × (T 1k )∗Q).
To describe this variational principle we need the notion of prolongation of diffeomorphism and vector
fields from Q to Rk × (T 1k )∗Q, which we shall introduce now. First, we shall describe some properties of
the πQ-projectable vector fields.
10.1.1 Prolongation of vector fields.
On the manifold Rk × (T 1k )∗Q there exist two families or groups of vector fields that are relevant for our
purposes. The first of these families is the set of vector fields which are obtained as canonical prolongations
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of vectors field on Rk × Q to Rk × (T 1k )∗Q. The second interesting family is the set of πQ-projectable
vector fields defined on Rk ×Q. In this paragraph we briefly describe these two sets of vector fields.
Definition 10.1 Let Z be a vector field on Rk × Q. Z is say to be πQ-projectable if there exists a
vector field Z¯ on Q, such that
(πQ)∗ ◦ Z = Z¯ ◦ πQ .
To find the coordinate representation of the vector field Z we use coordinates (xα, qi, x˙α, q˙i) on
T (Rk×Q) and (xα, qi) on Rk×Q. Since Z is a section of T (Rk×Q)→ Rk×Q, the xα and qi components
of the coordinate representation are fixed, so that Z is determined by the functions Zα = x˙
α ◦ Z and
Zi = q˙i ◦ Z, i.e,
Z(x, q) = Zα(x, q)
∂
∂xα
∣∣∣
(x,q)
+ Zi(x, q)
∂
∂qi
∣∣∣
(x,q)
.
On the other hand, Z¯ ∈ X(Q), is locally expressed by
Z¯(q) = Z¯i(q)
∂
∂qi
∣∣∣
q
.
where Z¯i ∈ C∞(Q).
Now the condition of the definition 10.1 implies that
Zi(x, q) = (Z¯i ◦ πQ)(x, q) = Z¯i(q) .
We usually write Zi instead of Z¯i. With this notation we have
Z(x, q) = Zα(x, q)
∂
∂xα
∣∣∣
(x,q)
+ Zi(q)
∂
∂qi
∣∣∣
(x,q)
,
Z¯(q) = Zi(q)
∂
∂qi
∣∣∣
q
.
As a consequence, we deduce that if {σs} is the one-parameter group of diffeomorphism associated
to a πQ-projectable vector field Z ∈ X(Rk ×Q) and {σ¯s} is the one-parameter group of diffeomorphism
associate to Z¯, then
σ¯s ◦ πQ = πQ ◦ σs .
Given a πQ-projectable vector field Z ∈ X(Rk×Q), we can define a vector field Z1∗ on Rk× (T 1k )∗Q such
that it is (πQ)1,0-projectable and its projection is Z. Here we give the idea of the definition. A complete
description of this notion can be found in [156] where the author define the prolongation of vector fields
to the first-order jet bundle of an arbitrary bundle E →M .
Before to construct the prolongation of a vector field it is necessary the following definition:
Definition 10.2 Let f : Rk × Q → Rk × Q be a map and f¯ : Q → Q be a diffeomorphism, such that
πQ ◦ f = f¯ ◦ πQ. The first prolongation of f is a map
j1 ∗f : J1(Q,Rk) ≡ Rk × (T 1k )∗Q→ J1(Q,Rk) ≡ Rk × (T 1k )∗Q
defined by
(j1 ∗f)(jq,σ(q)σ) = j
1
(f¯(q),σ˜(f¯(q)))σ˜ (10.2)
where σ : Q→ Rk, jq,σ(q)σ ∈ J1(Q,Rk) and σ˜ : Q→ Rk is the map given by the composition
Q
σ˜
&&f¯ −1 // Q
(σ,idQ) // Rk ×Q f // Rk ×Q πRk // Rk
i.e. σ˜ = πRk ◦ f ◦ (σ, idQ) ◦ f¯ −1.
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Remark 10.3 In a general bundle setting [156], the conditions of the above definition are equivalent to
say that the pair (f, f¯) is a bundle automorphism of the bundle Rk ×Q→ Q. ⋄
Remark 10.4 If we consider the identification between J1(Q,Rk) and J1πQ given in Remark 8.1, the
above definition coincides with the definition 4.2.5 in [156] of the first prolongation of f to the jet bundles.
⋄
In a local coordinates system (xα, qi, pαi ) on J
1(Q,Rk) ≡ Rk × (T 1k )∗Q, if f(x, q) = (fα(x, q), f¯ i(q)),
then
j1 ∗f =
(
fα(xβ , qj), f¯ i(qj),
(∂fα
∂qk
+ pβk
∂fα
∂xβ
)(∂(f¯−1)k
∂q¯i
◦ f¯
)
(qj)
)
, (10.3)
where q¯i are the coordinates on Q = f¯(Q).
Now we are in conditions to give the definition of prolongation of πQ-projectable vector field.
Definition 10.5 Let Z ∈ X(Rk × Q) be a πQ-projectable vector field, with local 1-parameter group of
diffeomorphisms σs : R
k × Q → Rk × Q. Then the local 1-parameter group of diffeomorphisms j1∗σs :
Rk × (T 1k )∗Q → Rk × (T 1k )∗Q is generated by a vector field Z1∗ ∈ X(Rk × (T 1k )∗Q), called the natural
prolongation (or complete lift) of Z to Rk × (T 1k )∗Q.
In local coordinates, if Z ∈ X(Rk ×Q) is a πQ-projectable vector field with local expression,
Z = Zα
∂
∂xα
+ Zi
∂
∂qi
,
then from (10.3) and Definition 10.5 we deduce that the natural prolongation Z1∗ has the following local
expression
Z1∗ = Zα
∂
∂xα
+ Zi
∂
∂qi
+
(
dZα
dqi
− pβj
dZj
dqi
)
∂
∂pβi
, (10.4)
where d/dqi denoted the total derivative, that is,
d
dqi
=
∂
∂qi
+ pβi
∂
∂xβ
.
Remark 10.6 In the general framework of first order jet bundles, there exists a notion of prolongation
of vector field which reduces to definition 10.5 when one considers the trivial bundle πQ : R
k × Q → Q.
For a full description in the general case, see [156]. ⋄
10.1.2 Variational principle
Now we are in conditions to describe the multiple integral problem from which one obtains the Hamilton-
De Donder-Weyl equations.
Definition 10.7 Denote by Secc(R
k,Rk×(T 1k )∗Q) the set of sections with compact support of the bundle
πRk ◦ (πQ)1,0 : Rk × (T 1k )∗Q→ Rk.
Let H : Rk × (T 1k )∗Q→ R be a Hamiltonian function: then we define the integral action associated to
H by
H : Secc(R
k,Rk × (T 1k )∗Q) → R
ϕ 7→ H(ϕ) =
∫
R
k
ϕ∗Θ ,
where
Θ =
k∑
α=1
θα ∧ dk−1xα −Hdkx, (10.5)
is a k-form on Rk × (T 1k )∗Q being dk−1xα = ι ∂∂xα d
kx and dkx = dx1 ∧ · · · ∧ dxk as in section 4.1.
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Remark 10.8 In the above definition we consider the following commutative diagram
Rk × (T 1k )∗Q (πQ)1,0
// Rk ×Q
πRk

R
k
ϕ
OO
Id
Rk // Rk
⋄
With the aim to describe the extremals of H we first prove the following
Lemma 10.9 Let ϕ : Rk → Rk× (T 1k )∗Q be an element of Secc(Rk,Rk× (T 1k )∗Q). For each πRk-vertical
vector field Z ∈ X(Rk ×Q) with one-parameter group of diffeomorphism {σs} one has that
ϕs := j
1∗σs ◦ ϕ
is a section of the canonical projection πRk ◦ (πQ)1,0 : Rk × (T 1k )∗Q→ Rk.
Proof : If Z is πRk -vertical vector field, then one has the following local expression
Z(x, q) = Zi(x, q)
∂
∂qi
∣∣∣
(x,q)
, (10.6)
for some Zi ∈ C∞(Rk ×Q).
Since {σs} is the one-parameter group of diffeomorphism of Z one obtains
Z(x, q) = (σ(x,q))∗(0)
( d
ds
∣∣∣
0
)
=
d(xα ◦ σ(x,q))
ds
∣∣∣
0
∂
∂xα
∣∣∣
(x,q)
+
d(qi ◦ σ(x,q))
ds
∣∣∣
0
∂
∂qi
∣∣∣
(x,q)
.
Comparing (10.6) and the above expression of Z at an arbitrary point (x, q) ∈ Rk ×Q, we have
d(xα ◦ σ(x,q))
ds
∣∣∣
0
= 0 ,
and then we deduce that
(xα ◦ σ(x,q))(s) = constant ,
but as σ(x,q)(0) = (x, q) we know that (x
α ◦ σ(x,q))(0) = xα and, thus,
(xα ◦ σ(x,q))(s) = xα.
Then
σs(x, q) = (x, q
i ◦ σs(x, q)),
which implies πRk ◦ σs = πRk .
Now, from (10.3) one obtains
πRk ◦ (πQ)1,0 ◦ ϕs(x) = πRk ◦ (πQ)1,0 ◦ j1 ∗σs ◦ ϕ(x)
= πRk ◦ (πQ)1,0(x, (σs)iQ(q), pαk
∂((σs)
−1
Q )
k
∂qi
◦ (σs)Q) = x
that is, ϕs is a section of πRk ◦ (πQ)1,0. 
Definition 10.10 A section ϕ : Rk → Rk × (T 1k )∗Q ∈ Secc(Rk,Rk × (T 1k )∗Q), is an extremal of H if
d
ds
∣∣∣
s=0
H(j1∗σs ◦ ϕ) = 0
where {σs} is the one-parameter group of diffeomorphism of some πRk-vertical and πQ-projectable vector
field Z ∈ X(Rk ×Q).
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Remark 10.11 In the above definition it is a necessary that Z is a πRk -vertical vector field to guarantee
that each
ϕs := j
1∗σs ◦ ϕ
is a section of the canonical projection πRk ◦ (πQ)1,0 : Rk× (T 1k )∗Q→ Rk, as we have proved in the above
lemma. ⋄
The multiple integral variational problem associated to a Hamiltonian H consists to obtain the ex-
tremals of the integral action H.
Theorem 10.12 Let be ϕ ∈ Secc(Rk,Rk × (T 1k )∗Q) and H : Rk × T 1kQ → R a Hamiltonian function.
The following statements are equivalents:
(1) ϕ is an extremal of the variational problem associated to H
(2)
∫
Rk
ϕ∗L
Z1 ∗
Θ = 0, for each vector field Z ∈ X(Rk ×Q) which is πRk -vertical and πQ-projectable.
(3) ϕ∗ι
Z1 ∗
dΘ = 0, for each πRk -vertical and πQ-projectable vector field Z.
(4) If (U ;xα, qi, pαi ) is a canonical system of coordinates on R
k×(T 1k )∗Q, then ϕ satisfies the Hamilton-
De Donder-Weyl equations (10.1).
Proof :
(1 ⇔ 2) Let Z ∈ X(Rk × Q) be a πRk -vertical and πQ-projectable vector field. Denote by {σs} the
one-parameter group of diffeomorphism associated to Z.
Under these conditions we have
d
ds
∣∣∣
s=0
H(j1∗σs ◦ ϕ) = d
ds
∣∣∣
s=0
∫
Rk
(j1∗σs ◦ ϕ)∗Θ
= lim
s→0
1
s
(∫
Rk
(j1∗σs ◦ ϕ)∗Θ−
∫
Rk
ϕ∗Θ
)
= lim
s→0
1
s
(∫
Rk
ϕ∗
(
(j1∗σs)
∗Θ
)
−
∫
Rk
ϕ∗Θ
)
= lim
s→0
1
s
∫
Rk
ϕ∗[(j1∗σs)
∗Θ−Θ]
=
∫
Rk
ϕ∗LZ1 ∗Θ .
Therefore we obtain the equivalence between the items (1) and (2).
(2⇔ 3) Taking into account that
LZ1 ∗Θ = dιZ1 ∗Θ+ ιZ1 ∗dΘ ,
one obtains ∫
Rk
ϕ∗LZ1 ∗Θ =
∫
Rk
ϕ∗dιZ1 ∗Θ+
∫
Rk
ϕ∗ιZ1 ∗dΘ
and since ϕ has compact support, using Stokes’s theorem we deduce∫
Rk
ϕ∗dιZ1 ∗Θ =
∫
Rk
dϕ∗ιZ1 ∗Θ = 0 ,
and then ∫
Rk
ϕ∗LZ1 ∗Θ = 0
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(for each Z vector field πRk -vertical) if and only if,∫
Rk
ϕ∗ιZ1 ∗dΘ = 0 .
But by the fundamental theorem of the variational calculus, the last equality is equivalent to
ϕ∗ιZ1 ∗dΘ = 0.
(3⇔ 4) Suppose that
ϕ : Rk → Rk × (T 1k )∗Q
is a section of πRk ◦ (πQ)1,0 such that
ϕ∗ιZ1 ∗dΘ = 0 ,
for each Z ∈ X(Rk ×Q) πRk -vertical and πQ-projectable vector field.
In canonical coordinates we have
Z = Zi
∂
∂qi
,
for some functions Zi ∈ C∞(Q) then; from (10.4) one has
Z1 ∗ = Zi
∂
∂qi
− pαj
∂Zj
∂qi
∂
∂pαi
.
Therefore,
ι
Z1 ∗
dΘ = ι
Z1 ∗
(
k∑
α=1
dpαi ∧ dqi ∧ dk−1xα − dH ∧ dkx
)
= −Zi
(
k∑
α=1
dpαi ∧ dk−1xα +
∂H
∂qi
dkx
)
=
k∑
α=1
pαj
∂Zj
∂qi
(
dqi ∧ dk−1xα − ∂H
∂pαi
dkx
)
.
(10.7)
So, if
ϕ(x) = (xα, ψi(x), ψαi (x))
then qi = ψi(x) and pαi = ψ
α
i (x) along the image of ϕ. Using (10.7) and taking into account that
Zi(x) := (Zi ◦ ϕ)(x) one has,
0 = [ϕ∗ι
Z1 ∗
dΘ](x) = −Zi(x)
(
k∑
α=1
∂ψαi
∂xα
∣∣∣
x
+
∂H
∂qi
∣∣∣
ϕ(x)
)
dkx
−
k∑
α=1
ψαj (x)
∂Zj
∂qi
∣∣∣
x
(
∂ψi
∂xα
∣∣∣
x
− ∂H
∂pαi
∣∣∣
ϕ(x)
)
dkx
=
[
−Zi(x)
(
k∑
α=1
∂ψαi
∂xα
∣∣∣
x
+
∂H
∂qi
∣∣∣
ϕ(x)
)
−
k∑
α=1
ψαj (x)
∂Zj
∂qi
∣∣∣
x
(
∂ψi
∂xα
∣∣∣
x
− ∂H
∂pαi
∣∣∣
ϕ(x)
)]
dkx
for any πRk -vertical and πQ-projectable vector field Z.
The above identity is equivalent to the following expression:
Zi(x)
(
k∑
α=1
∂ψαi
∂xα
∣∣∣
x
+
∂H
∂qi
∣∣∣
ϕ(x)
)
+
k∑
α=1
ψαj (x)
∂Zj
∂qi
∣∣∣
x
(
∂ψi
∂xα
∣∣∣
x
− ∂H
∂pαi
∣∣∣
ϕ(x)
)
= 0 ,
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for each Zi(xα, qj). Therefore,
Zi(x)
(
k∑
α=1
∂ψαi
∂xα
∣∣∣
x
+
∂H
∂qi
∣∣∣
ϕ(x)
)
= 0
k∑
α=1
ψαj (x)
∂Zj
∂qi
∣∣∣
x
(
∂ψi
∂xα
∣∣∣
x
− ∂H
∂pαi
∣∣∣
ϕ(x)
)
= 0 .
(10.8)
From the first of the identities of (10.8) one obtain the first set of the Hamilton-De Donder-Weyl field
equations, that is,
k∑
α=1
∂ψαi
∂xα
∣∣∣
x
= −∂H
∂qi
∣∣∣
ϕ(x)
.
Consider now a coordinate neighborhood (U ;xα, qi, pαi ). Since there exists a critical section for each
point on U , one obtains that
∂Zj
∂qi
∣∣∣
x
(
∂ψi
∂xα
∣∣∣
x
− ∂H
∂pαi
∣∣∣
ϕ(x)
)
= 0 ,
using the second identity of (10.8).
Finally, as the Zi can be arbitrarily choose, then
∂Zj
∂qi
∣∣∣
x
can take arbitrary values, and thus we have,
∂ψi
∂xα
∣∣∣
x
− ∂H
∂pαi
∣∣∣
ϕ(x)
= 0 ,
which is the second set of the Hamilton-De Donder-Weyl equations.
The converse can be proved by reversing the above arguments. 
Remark 10.13 A. Echeverr´ıa-Enr´ıquez et al. have obtained in [45] a similar result but considering a
variational principle in the multisymplectic setting. ⋄
10.2 Hamilton-De Donder-Weyl equations: k-cosymplectic ap-
proach
The above variational principle allows us to obtain the HDW equations but as in the case of the Hamil-
tonian functions independent of the space-time coordinates, there exist another methods to obtain these
equations. In this section we describe as these equations can be obtained using the k-cosymplectic
Hamiltonian system when we consider the k-cosymplectic manifold M = Rk× (T 1k )∗Q with the canonical
k-cosymplectic structure.
So, we now consider a k-cosymplectic Hamiltonian system
(Rk × (T 1k )∗Q, ηα,Ωα, H),
where the Hamiltonian function H is now a function defined on Rk× (T 1k )∗Q. From the Theorem 9.2 one
obtains that if X = (X1, . . . , Xk) ∈ XkH(Rk × (T 1k )∗Q) is an integrable k-vector field and ϕ : U ⊂ Rk →
(T 1k )
∗Q is an integral section of X , then ϕ is a solution of the following systems of partial differential
equations
∂H
∂qi
∣∣∣
ϕ(x)
= −
k∑
β=1
∂ψβi
∂xβ
∣∣∣
x
,
∂H
∂pαi
∣∣∣
ϕ(x)
=
∂ψi
∂xα
∣∣∣
x
,
that is ϕ is a solution of the HDW equations (10.1).
Therefore, the Hamilton-De Donder-Weyl equations are a particular case of the system of partial
differential equations which one can obtain from the k-cosymplectic equation.
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Remark 10.14 In the case k = 1, with M = R × T ∗Q, the equations (9.1) reduces to the equations
of the non-autonomous Hamiltonian Mechanics. Therefore the formalism described here includes as a
particular case the Hamiltonian formalism for non-autonomous Mechanics. ⋄
CHAPTER 11
Hamilton-Jacobi equation
There are several attempts to extend the Hamilton-Jacobi theory for classical field theories. In [88]
we have described this theory in the framework of the so-called k-symplectic formalism [5, 66, 98, 99].
In this section we consider the k-cosymplectic framework. Another attempts in the framework of the
multisymplectic formalism [19, 75] have been discussed in [86, 137, 138].
In Classical Field Theory the Hamilton-Jacobi equation is (see [149])
∂Wα
∂xα
+H
(
xβ , qi,
∂Wα
∂qi
)
= 0 (11.1)
where W 1, . . . ,W k : Rk ×Q→ R, 1 ≤ α ≤ k.
The classical statement of time-dependent Hamilton-Jacobi equation is the following [1]:
Theorem 11.1 Let H : R × T ∗Q → R be a Hamiltonian and T ∗Q the symplectic manifold with the
canonical symplectic structure ω = −dθ. Let XHt be a Hamiltonian vector field on T ∗Q associated to the
Hamiltonian Ht : T
∗Q→ R, Ht(νq) = H(t, νq), and W : R×Q→ R be a smooth function. The following
two conditions are equivalent:
(1) for every curve c in Q satisfying
c′(t) = π∗
(
XHt(dWt(c(t)))
)
the curve t 7→ dWt(c(t)) is an integral curve of XHt , where Wt : Q→ R, Wt(q) =W (t, q).
(2) W satisfies the Hamilton-Jacobi equation
H(x, qi,
∂W
∂qi
) +
∂W
∂t
= constant on T ∗Q
that is,
Ht ◦ dWt + ∂W
∂t
= K(t) .
Now we will extend this result to Classical Field Theories.
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11.1 The Hamilton-Jacobi equation
In this section we introduce a geometric version of the Hamilton-Jacobi theory based in the k-cosymplec-
tic formalism. In the particular case k = 1 we recover the above theorem for time-dependent Classical
Mechanics.
For each x = (x1, . . . , xk) ∈ Rk we consider the following mappings
ix : Q → Rk ×Q
q 7→ (x, q)
and
jx : (T
1
k )
∗Q → Rk × (T 1k )∗Q
(ν1q, . . . , νkq) 7→ (x, ν1q, . . . , νkq)
Let γ : Rk × Q → Rk × (T 1k )∗Q be a section of (πQ)1,0. Let us observe that given a section γ is
equivalent to giving a section γ¯ : Rk ×Q→ (T 1k )∗Q of πk : (T 1k )∗Q→ Q along the map πQ : Rk ×Q→ Q.
If fact, given γ we define γ¯ = π¯2 ◦ γ where π¯2 is the canonical projection π¯2 : Rk × (T 1k )∗Q→ (T 1k )∗Q.
Conversely, given γ¯ we define γ as the composition γ(x, q) = (jx ◦ γ¯)(x, q). Now, since (T 1k )∗Q is the
Whitney sum of k copies of the cotangent bundle, giving γ is equivalent to giving a family (γ¯1, . . . , γ¯k)
of 1-forms along the map πQ, that is π ◦ γα = πQ.
If we consider local coordinates (xα, qi, pαi ) we have the following local expressions:
γ(xα, qi) = (xα, qi, γβj (x
α, qi)) ,
γ¯(xα, qi) = (qi, γβj (x
α, qi)) ,
γ¯α(x, q) = γαj (x, q)dq
j(q) .
(11.2)
Moreover, along this section we suppose that each γ¯α satisfies that its exterior differential dγ¯α vanishes
over two πRk -vertical vector fields. In local coordinates, using the local expressions (11.2), this condition
implies that
∂γαi
∂qj
=
∂γαj
∂qi
. (11.3)
Now, let Z = (Z1, . . . , Zk) be a k-vector field on R
k × (T 1k )∗Q. Using γ we can construct a k-vector
field Zγ = (Zγ1 , . . . , Z
γ
k ) on R
k ×Q such that the following diagram is commutative
Rk × (T 1k )∗Q
(πQ)1,0

Z // T 1k (R
k × (T 1k )∗Q)
T 1k (πQ)1,0

Rk ×Q
γ
GG
Zγ // T 1k (R
k ×Q)
that is,
Zγ := T 1k (πQ)1,0 ◦ Z ◦ γ .
Let us recall that for an arbitrary differentiable map f :M → N , the induced map T 1k f : T 1kM → T 1kN
of f is defined by (5.4).
Let us observe that if Z is integrable then Zγ is also integrable.
In local coordinates, if each Zα is locally given by
Zα = (Zα)β
∂
∂xβ
+ Ziα
∂
∂qi
+ (Zα)
β
i
∂
∂pβi
then Zγα has the following local expression:
Zγα =
(
(Zα)β ◦ γ
) ∂
∂xβ
+ (Ziα ◦ γ)
∂
∂qi
. (11.4)
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In particular, if we consider the k-vector field R = (R1, . . . , Rk) given by the Reeb vector fields, we
obtain, by a similar procedure, a k-vector field (Rγ1 , . . . , R
γ
k) on R
k ×Q. In local coordinates, since
Rα =
∂
∂xα
we have
Rγα =
∂
∂xα
.
Next, we consider a Hamiltonian function H : Rk × T 1kQ → R, and the corresponding Hamiltonian
system on Rk × T 1kQ. Notice that if Z satisfies the Hamilton-De Donder-Weyl equations (10.1), then we
have
(Zα)β = δαβ ,
for all α, β.
Theorem 11.2 (Hamilton-Jacobi theorem) Let Z ∈ XkH(Rk × (T 1k )∗Q) be a k-vector field solution
of the k-cosymplectic Hamiltonian equation (9.1) and γ : Rk ×Q→ Rk × (T 1k )∗Q be a section of (πQ)1,0
satisfying the property described above. If Z is integrable then the following statements are equivalent:
(1) If a section ψ : U ⊂ Rk → Rk ×Q of πRk : Rk ×Q→ Rk is an integral section of Zγ, then γ ◦ ψ is
a solution of the Hamilton-De Donder-Weyl equations (10.1);
(2) (πQ)
∗[d(H ◦ γ ◦ ix)] +
∑
α ιRγαdγ¯
α = 0 for all x ∈ Rk.
Proof :
Let us suppose that a section ψ : U ⊂ Rk → Rk ×Q is an integral section of Zγ . In local coordinates
that means that if ψ(x) = (xα, ψi(x)), then
[(Zγα)
β ◦ γ](ψ(x)) = δαβ, (Ziα ◦ γ)(ψ(x)) =
∂ψi
∂xα
.
Now, by hypothesis, γ ◦ ψ : U ⊂ Rk → Rk × (T 1k )∗Q is a solution of the Hamilton-De Donder-Weyl
equation for H . In local coordinates, if ψ(x) = (x, ψi(x)), then γ ◦ψ(x) = (x, ψi(x), γαi (ψ(x))) and, since
it is a solution of the Hamilton-De Donder-Weyl equations for H , we have
∂ψi
∂xα
∣∣∣
x
=
∂H
∂pαi
∣∣∣
γ(ψ(x))
and
k∑
α=1
∂(γαi ◦ ψ)
∂xα
∣∣∣
x
= −∂H
∂qi
∣∣∣
γ(ψ(x))
. (11.5)
Next, if we compute the differential of the function H ◦ γ ◦ ix : Q→ R, we obtain that:
(πQ)
∗[d(H ◦ γ ◦ ix)] +
∑
α ιRγαdγ¯
α
=
(
∂H
∂qi
◦ γ ◦ ix +
(
∂H
∂pαj
◦ γ ◦ ix
)(
∂γαj
∂qi
◦ ix
)
+
(
∂γαi
∂xα
◦ ix
))
dqi .
(11.6)
Therefore, from (11.3), (11.5) and (11.6) and taking into account that one can write ψ(x) = (ix ◦πQ ◦
ψ)(x), where πQ : R
k ×Q→ Q is the canonical projection, we obtain
((πQ)
∗[d(H ◦ γ ◦ ix)] +
∑
α ιRγαdγ¯
α)(πQ ◦ ψ(x))
=
(
∂H
∂qi
∣∣∣
γ(ψ(x))
+
∂H
∂pαj
∣∣∣
γ(ψ(x))
∂γαj
∂qi
∣∣∣
ψ(x)
+
∂γαi
∂xα
∣∣∣
ψ(x)
)
dqi(πQ ◦ ψ(x))
=
(
−
k∑
α=1
∂(γαi ◦ ψ)
∂xα
∣∣∣
x
+
∂ψj
∂xα
∣∣∣
x
∂γαj
∂qi
∣∣∣
ψ(x)
+
∂γαi
∂xα
∣∣∣
ψ(x)
)
dqi(πQ ◦ ψ(x))
=
(
−
k∑
α=1
∂(γαi ◦ ψ)
∂xα
∣∣∣
x
+
∂ψj
∂xα
∣∣∣
x
∂γαi
∂qj
∣∣∣
ψ(x)
+
∂γαi
∂xα
∣∣∣
ψ(x)
)
dqi(πQ ◦ ψ(x))
= 0 .
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As we have mentioned above, since Z is integrable, the k-vector field Zγ is also integrable, and then
for each point (x, q) ∈ Rk × Q we have an integral section ψ : U ⊂ Rk → Rk × Q of Zγ passing trough
that point. Therefore, for any x ∈ Rk, we get
(πQ)
∗[d(H ◦ γ ◦ ix)] +
∑
α
ιRγαdγ¯
α = 0 .
Conversely, let us suppose that (πQ)
∗[d(H ◦ γ ◦ ix)] +
∑
α ιRγαdγ¯
α = 0 and take ψ an integral section
of Zγ . We now will prove that γ ◦ψ is a solution of the Hamilton-De Donder-Weyl field equations for H .
Since (πQ)
∗[d(H ◦ γ ◦ ix)] +
∑
α ιRγαdγ¯
α = 0 then from (11.6) we obtain
∂H
∂qi
◦ γ ◦ ix +
(
∂H
∂pαj
◦ γ ◦ ix
)(
∂γαj
∂qi
◦ ix
)
+
(
∂γαi
∂xα
◦ ix
)
= 0 . (11.7)
From (9.2) and (11.4), we know that
Zγα =
∂
∂xα
+
( ∂H
∂pαi
◦ γ
) ∂
∂qi
; (11.8)
and then, since ψ(x, q) = (x, ψi(x, q)) is an integral section of Zγ , we obtain
∂ψi
∂xα
=
∂H
∂pαi
◦ γ ◦ ψ . (11.9)
On the other hand, from (11.3), (11.7) and (11.9) we obtain
k∑
α=1
∂(γαi ◦ ψ)
∂xα
∣∣∣
x
=
k∑
α=1
(
∂γαi
∂xα
∣∣∣
ψ(x)
+
∂γαi
∂qj
∣∣∣
ψ(x)
∂ψj
∂xα
∣∣∣
x
)
=
=
k∑
α=1
(
∂γαi
∂xα
∣∣∣
ψ(x)
+
∂γαi
∂qj
∣∣∣
ψ(x)
∂H
∂pαj
∣∣∣
γ(ψ(x))
)
=
k∑
α=1
(
∂γαi
∂xα
∣∣∣
ψ(x)
+
∂γαj
∂qi
∣∣∣
ψ(x)
∂H
∂pαj
∣∣∣
γ(ψ(x))
)
= −∂H
∂qi
∣∣∣
γ(ψ(x))
and thus we have proved that γ ◦ ψ is a solution of the Hamilton-de Donder-Weyl equations. 
Theorem 11.3 Let Z ∈ XkH(Rk× (T 1k )∗Q) be a k-vector field solution of the k-cosymplectic Hamiltonian
equation (9.1) and γ : Rk × Q → Rk × (T 1k )∗Q be a section of (πQ)1,0 satisfying the same conditions of
the above theorem. Then, the following statements are equivalent:
(1) Z|Imγ − T 1kγ(Zγ) ∈ kerΩ♯ ∩ ker η♯, being Ω♯ and η♯ the vector bundle morphism defined in Section
10.2.
(2) (πQ)
∗[d(H ◦ γ ◦ ix)] +
∑
α ιRγαdγ¯
α = 0.
Proof : A direct computation shows that Zα|Im γ − Tγ(Zγα) has the following local expression(
(Zα)
β
j ◦ γ −
∂γβj
∂xα
− (Ziα ◦ γ)
∂γβj
∂qi
)
∂
∂pβj
◦ γ .
Thus from (9.6) we know that Z|Imγ − T 1kγ(Zγ) ∈ kerΩ♯ ∩ ker η♯ if and only if
k∑
α=1
(
(Zα)
α
j ◦ γ −
∂γαj
∂xα
− (Ziα ◦ γ)
∂γαj
∂qi
)
= 0 . (11.10)
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Now we are ready to prove the result.
Assume that (i) holds, then from (11.3) and (11.10) we obtain
0 =
k∑
α=1
(
(Zα)
α
j ◦ γ −
∂γαj
∂xα
− (Ziα ◦ γ)
∂γαj
∂qi
)
= −
((
∂H
∂qj
◦ γ
)
+
∂γαj
∂xα
+
(
∂H
∂pαi
◦ γ
)
∂γαj
∂qi
)
= −
((
∂H
∂qj
◦ γ
)
+
∂γαj
∂xα
+
(
∂H
∂pαi
◦ γ
)
∂γαi
∂qj
)
.
Therefore (πQ)
∗[d(H ◦ γ ◦ ix)] +
∑
α ιRγαdγ¯
α = 0 (see (11.6)).
The converse is proved in a similar way by reversing the arguments. 
Corollary 11.4 Let Z ∈ XkH(Rk × (T 1k )∗Q) be a solution of (9.1) and γ : Rk ×Q → Rk × (T 1k )∗Q be a
section of (πQ)1,0 as in the above theorem. If Z is integrable then the following statements are equivalent:
(1) Z|Imγ − T 1kγ(Zγ) ∈ kerΩ♯ ∩ ker η♯;
(2) (πQ)
∗[d(H ◦ γ ◦ ix)] +
∑
α ιRγαdγ¯
α = 0;
(3) If a section ψ : U ⊂ Rk → Rk ×Q of πRk : Rk ×Q→ Rk is an integral section of Zγ then γ ◦ ψ is
a solution of the Hamilton-De Donder-Weyl equations (10.1).
Let us observe that there exist k local functionsWα ∈ C∞(U) such that γ¯α = dWαx where the function
Wαx id defined by W
α
x (q) =W
α(x, q). Thus γαi = ∂W
α
/∂qi (see [78]). Therefore, the condition
(πQ)
∗[d(H ◦ γ ◦ ix)] +
∑
α
ιRγαdγ¯
α = 0
can be equivalently written as
∂
∂qi
(
∂Wα
∂xα
+H(xβ , qi,
∂Wα
∂qi
)
)
= 0.
The above expressions mean that
∂Wα
∂xα
+H(xβ , qi,
∂Wα
∂qi
) = K(xβ)
so that if we put H˜ = H −K we deduce the standard form of the Hamilton-Jacobi equation (since H
and H˜ give the same Hamilton-De Donder Weyl equations).
∂Wα
∂xα
+ H˜(xβ , qi,
∂Wα
∂qi
) = 0 . (11.11)
Therefore the equation
(πQ)
∗[d(H ◦ γ ◦ ix)] +
∑
α
ιRγαdγ¯
α = 0 (11.12)
can be considered as a geometric version of the Hamiton-Jacobi equation for k-cosymplectic field
theories.
11.2 Examples
In this section we shall apply our method to a particular example in classical field theories.
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We consider again the equation of a scalar field φ (for instance the gravitational field) which acts on
the 4-dimensional space-time. Let us recall that its equation is given by (7.42).
We consider the Lagrangian
L(x1, x2, x3, x4, q, v1, v2, v3, v4) =
√−g
(
F (q)− 1
2
m2q2
)
+
1
2
gαβvαvβ , (11.13)
where q denotes the scalar field φ and vα the partial derivative ∂φ/∂xα. Then the equation (7.42) is just
the Euler-Lagrange equation associated to L.
Consider the Hamiltonian function H ∈ C∞(R4 × (T 14 )∗R) given by
H(x1, x2, x3, x4, q, p1, p2, p3, p4) =
1
2
√−g gαβp
αpβ −√−g
(
F (q)− 1
2
m2q2
)
,
where (x1, x2, x3, x4) are the coordinates on R4, q denotes the scalar field φ and (x1, x2, x3, x4, q, p1, p2, p3,
p4) the canonical coordinates on R4×(T 14 )∗R. Let us recall that this Hamiltonian function can be obtained
from the Lagrangian L just using the Legendre transformation.
Then
∂H
∂q
= −√−g
(
F ′(q) −m2q
)
,
∂H
∂pα
=
1√−g gαβp
β . (11.14)
The Hamilton-Jacobi equation becomes
−√−g
(
F ′(q)−m2q
)
+
1√−g gαβγ
β ∂γ
α
∂q
+
∂γα
∂xα
= 0 . (11.15)
Since our main goal is to show how the method developed in this chapter works, we will consider, for
simplicity, the following particular case:
F (q) =
1
2
m2q2,
being (gαβ) the Minkowski metric on R
4, i.e. (gαβ) = diag(−1, 1, 1, 1).
Let γ : R4 → R4 × (T 1k )∗R be the section of (πR)1,0 defined by the family of four 1-forms along of
πR : R
4 × R→ R
γ¯α =
1
2
Cαq
2dq
with 1 ≤ α ≤ 4 and where Cα are four constants such that C21 = C22 + C33 + C24 . This section γ satisfies
the Hamilton-Jacobi equation (11.15) that in this particular case is given by
−1
2
C21q
3 +
1
2
4∑
a=2
C2aq
3 = 0 ;
therefore, the condition (2) of the Theorem 11.2 holds.
The 4-vector field Zγ = (Zγ1 , Z
γ
2 , Z
γ
3 , Z
γ
4 ) is locally given by
Zγ1 =
∂
∂x1
− 1
2
C1q
2 ∂
∂q
, Zγa =
∂
∂xa
+
1
2
Caq
2 ∂
∂q
,
with a = 2, 3, 4. The map ψ : R4 → R4 × R defined by
ψ(x1, x2, x3, x4) =
2
C1x1 − C2x2 − C3x3 − C4x4 + C , C ∈ R ,
is an integral section of the 4-vector field Zγ .
By Theorem 11.2 one obtains that the map ϕ = γ ◦ ψ, locally given by
(xα)→ (xα, ψ(xα), 1
2
Cβ(ψ(x
α))2) ,
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is a solution of the Hamilton-De Donder-Weyl equations associated to H , that is,
0 =
4∑
α=1
∂
∂xα
(1
2
Cαψ
2
)
,
− 12C1ψ2 =
∂ψ
∂x1
,
1
2Caψ
2 =
∂ψ
∂xa
, a = 2, 3, 4 .
Let us observe that these equations imply that the scalar field ψ is a solution to the 3-dimensional wave
equation.
In this particular example the functions Wα are given by
Wα(x, q) =
1
6
Cαq
3 + h(x) ,
where h ∈ C∞(R4).
In [137, 172], the authors describe an alternative method that can be compared with the one above.
First, we consider the set of functions Wα : R4 × R→ R, 1 ≤ α ≤ 4 defined by
Wα(x, q) = (q − 1
2
φ(x))
√−ggαβ ∂φ
∂xβ
,
where φ is a solution to the Euler-Lagrange equation (7.42). Using these functions we can consider a
section γ of (πR)1,0 : R
4 × (T 14 )∗R→ R4 × R with components
γα =
∂Wα
∂q
=
√−ggαβ ∂φ
∂xβ
.
By a direct computation we obtain that this section γ is a solution to the Hamilton-Jacobi equation
(11.12).
Now from (11.8) and (11.14) we obtain the 4-vector field Zγ is given by
Zγα =
∂
∂xα
+
∂φ
∂xα
∂
∂q
. (11.16)
Let us observe that Zγ is an integrable 4-vector field on R4 ×R. Using the Hamilton-Jacobi theorem
we obtain that if σ = (idR4 , φ) : R
4 → R4 × R is an integral section of the 4-vector field Zγ defined by
(11.16), then γ◦σ is a solution of the Hamilton-De Donder Weyl equation associated with the Hamiltonian
of the massive scalar field.
If we now consider the particular case F (q) = m2q2, we obtain the Klein-Gordon equation; this is just
the case discussed in [137].

CHAPTER 12
Lagrangian Classical Field Theories
In a similar way to that developed in Chapter 6, we now give a description of the Lagrangian Classical
Field Theories using two different approaches: a variational principle and a k-cosymplectic approach.
Given a Lagrangian L ∈ C∞(Rk × T 1kQ), we shall obtain the local Euler-Lagrange field equations
k∑
α=1
∂
∂xα
∣∣∣
x
(
∂L
∂viα
∣∣∣
ϕ(x)
)
=
∂L
∂qi
∣∣∣
ϕ(x)
, viα(ϕ(x)) =
∂(qi ◦ ϕ)
∂xα
∣∣∣
x
, (12.1)
with ϕ : Rk → Rk × T 1kQ. First, we shall use a multiple integral variational problem approach, later we
shall give a geometric version of these equations.
Finally, we shall define a Legendre transformation on this new setting which shall allows to prove the
equivalence between both Hamiltonian and Lagrangian formalisms when the Lagrangian satisfies certain
regularity condition. We shall use the notation introduced in (7.1) and the notion of prolongations to
Rk × T 1kQ.
12.1 The stable tangent bundle of k1-velocities Rk × T 1kQ
In Chapter 8 we have introduced the model of the so-called k-cosymplectic manifolds that we have used to
develop the geometric description of the Hamilton-De Donder-Weyl field equations when the Hamiltonian
function depends on the coordinates (xα) on the base manifold. In this section we introduce its Lagrangian
counterpart, i.e., a manifold where we shall develop the k-cosymplectic Lagrangian formalism. Roughly
speaking, this manifold is the Cartesian product of the k-dimensional euclidean space and the tangent
bundle of k1-velocities of a n-dimensional smooth manifold Q. In this section we shall introduce formally
the manifold Rk × T 1kQ and some canonical geometric elements defined on it.
Let us recall that in Remark 6.1 we have introduced the manifold J10 (R
k, Q) of 1-jets of maps from
Rk to Q with source 0 ∈ Rk. In an analogous way fixed a point x ∈ Rk, we can consider the manifold
J1x(R
k, Q) of 1-jets of maps from Rk to Q with source x ∈ Rk, i.e.,
J1x(R
k, Q) =
⋃
q∈Q
J1x, q(R
k, Q) =
⋃
q∈Q
{j1x,qφ |φ : Rk → Q smooth, φ(x) = q} .
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Let J1(Rk, Q) be the set of 1-jets from Rk to Q, that is,
J1(Rk, Q) =
⋃
x∈Rk
J1x(R
k, Q) .
This space can be identified with Rk × T 1kQ as follows
J1(Rk, Q) → Rk × J10 (Rk, Q) → Rk × T 1kQ
j1xφ = j
1
x,qφ → (x, j10,xφx) → (x, v1q, . . . , vkq)
, (12.2)
where φx(x˜) = φ(x+ x˜), with x˜ ∈ Rk and
vαq = (φx)∗(0)
( ∂
∂xα
∣∣∣
0
)
= φ∗(x)
( ∂
∂xα
∣∣∣
x
)
,
being q = φx(0) = φ(x) and with 1 ≤ α ≤ k.
Therefore, an element in J1(Rk, Q) can be thought as a family
(x, v1q, . . . , vkq) ∈ Rk × T 1kQ
where x ∈ Rk and (v1q, . . . , vkq) ∈ T 1kQ. Thus, we can consider the following canonical projections
defined by
(πRk)1,0(x, v1q, . . . , vkq) = (x, q), πRk(x, q) = x,
(πRk)1(x, v1q, . . . , vkq) = x, πQ(x, q) = q,
pQ(x, v1q, . . . , vkq) = q
(12.3)
with x ∈ Rk, q ∈ Q and (v1q, . . . , vkq) ∈ T 1kQ. The following diagram illustrates the situation:
Rk × T 1kQ
(π
Rk
)1
vv♠♠♠
♠♠
♠♠
♠♠
♠♠
♠♠
♠
pQ
((PP
PP
PP
PP
PP
PP
PP
P
(π
Rk
)1,0

Rk Rk ×QπRkoo πQ // Q
Figure 12.1: Canonical projections associated to Rk × T 1kQ.
If (qi) with 1 ≤ i ≤ n, is a local coordinate system defined on an open set U ⊂ Q, then the induced
local coordinates (xα, qi, viα), 1 ≤ i ≤ n, 1 ≤ α ≤ k on Rk × T 1kU = p−1Q (U) are given by
xα(x, v1q, . . . , vkq) = x
α(x) = xα ,
qi(x, v1q, . . . , vkq) = q
i(q) ,
viα(x, v1q, . . . , vkq) = vαq(q
i) .
(12.4)
Thus, Rk × T 1kQ is endowed with a structure of differentiable manifold of dimension k + n(k + 1), and
the manifold Rk × T 1kQ with the projection (πRk)1 has a structure of vector bundle over Rk.
Considering the identification (12.2), the above coordinates can be defined in terms of 1-jets of maps
from Rk to Q with source in 0 ∈ Rk as follows
xα(j1xφ) = x
α(x) = xα ,
qi(j1xφ) = q
i(φ(x))) ,
viα(j
1
xφ) =
∂φi
∂xα
∣∣∣
x
= φ∗(x)
( ∂
∂xα
∣∣∣
x
)
(qi) ,
being φ : Rk → Q.
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Remark 12.1 Let us observe that each map φ : Rk → Q can be identified with a section φ˜ of the trivial
bundle πRk : R
k ×Q → Rk. Thus the manifold J1(Rk, Q) is diffeomorphic to J1πRk (see [156] for a full
description of the first-order jet bundle associated to an arbitrary bundle E →M). The diffeomorphism
between these two manifolds is given by
J1πRk → J1(Rk, Q)
j1xφ˜ → j1x,φ(x)φ
being φ˜ : Rk → Rk ×Q a section of πRk and φ = πQ ◦ φ˜ : Rk → Q. ⋄
On Rk × T 1kQ there exist several canonical structures which will allow us to introduce the necessary
objets for develop a k-cosymplectic description of the Euler-Lagrange field equations. In the following
subsections we introduce these geometric elements.
12.1.1 Canonical tensor fields
We first define a family (J1, . . . , Jk) of k tensor fields of type (1, 1) on Rk × T 1kQ. These tensors fields
allow us to define the Poincare´-Cartan forms, in a similar way that in the k-symplectic setting.
To introduce this family we will use the canonical k-tangent structure {J1, . . . , Jk} which we have
introduced in section 6.1.1.
For each 1 ≤ α ≤ k we consider the natural extension of the tensor fields Jα on T 1kQ to Rk × T 1kQ,
(we denote this tensor field also by Jα) whose local expression is
Jα =
∂
∂viα
⊗ dqi. (12.5)
Another interesting group of canonical tensors defined on Rk × T 1kQ is the set of canonical vector
fields on Rk × T 1kQ defined as follows:
Definition 12.2 The Liouville vector field ∆ on Rk × T 1kQ is the infinitesimal generator of the flow
R× (Rk × T 1kQ) −→ Rk × T 1kQ
(s, (x, v1q, . . . , vkq)) 7→ (x, esv1q, . . . , esvkq) ,
and its local expression is
∆ =
∑
i,A
viα
∂
∂viα
. (12.6)
Definition 12.3 The canonical vector fields ∆1, . . . ,∆k on R
k × T 1kQ are generators infinitesimals
of the flows
R× (Rk × T 1kQ) −→ Rk × T 1kQ
(s, (x, v1q, . . . , vkq)) 7→ (x, v1q, . . . , vα−1q, esvαq, vα+1q, . . . , vkq) ,
for each α = 1, . . . , k , respectively. Locally
∆α =
n∑
i=1
viα
∂
∂viα
, 1 ≤ α ≤ k . (12.7)
From (12.6) y (12.7) we see that ∆ = ∆1 + . . .+∆k .
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12.1.2 Prolongation of diffeomorphism and vector fields
In this section we shall describe how to lift a diffeomorphism of Rk×Q to Rk×T 1kQ and, as a consequence,
we shall introduce the prolongation of πRk -projectable vector fields on R
k ×Q to Rk × T 1kQ.
Firstly we introduce the following definition of first prolongation of a map φ : Rk → Q to Rk × T 1kQ.
Definition 12.4 Let φ : Rk → Q be a map, we define the first prolongation φ[1] of φ to Rk × T 1kQ
as the map
φ[1] : Rk −→ Rk × T 1kQ
x −→ (x, j10φx) ≡
(
x, φ∗(x)
( ∂
∂x1
∣∣∣
x
)
, . . . , φ∗(x)
( ∂
∂xk
∣∣∣
x
))
where φx(y) = φ(x + y).
In local coordinates one has
φ[1](x1, . . . , xk) = (x1, . . . , xk, φi(x1, . . . , xk),
∂φi
∂xα
(x1, . . . , xk)) . (12.8)
Remark 12.5 Let us observe that φ[1] can be defined as the pair (idRk , φ
(1)), where φ(1) is the first
prolongation of φ to T 1kQ introduced in Definition 6.12.
Comparing the local expression (12.8) with the second set of the equations (12.1), one observes that
a solution ϕ : Rk → Rk×T 1kQ of the Euler-Lagrange equations (12.1) is of the form ϕ = φ[1], being φ the
map given by the composition
R
k ϕ //
φ
((
R
k × T 1kQ
pQ // Q
Therefore, the equations (12.1) can be written as follows:
k∑
α=1
∂
∂xα
(
∂L
∂xα
∣∣∣
φ[1](x)
)
=
∂L
∂q
∣∣∣
φ[1](x)
, (12.9)
where 1 ≤ i ≤ n and a solution is a map φ : Rk → Q.
The equations (12.1) are equivalent to
∂2L
∂xα∂viα
∣∣
φ[1](x)
+
∂2L
∂qj∂viα
∣∣
φ[1](x)
∂φj
∂xα
∣∣
x
+
∂2L
∂vjβ∂v
i
α
∣∣
φ[1](x)
∂2φj
∂xα∂xβ
∣∣
x
=
∂L
∂qi
∣∣∣
φ[1](x)
.
Let us observe that an element in Rk × T 1kQ is of the form φ[1](x) for some φ : Rk → Q and some
x ∈ Rk. We introduce the prolongation of diffeomorphisms using the first prolongation of maps from Rk
to Q.
Definition 12.6 Let f : Rk ×Q→ Rk ×Q be a map and fRk : Rk → Rk be a diffeomorphism, such that
πRk ◦ f = fRk ◦ πRk 1. The first prolongation of f is a map
j1f : J1(Rk, Q) ≡ Rk × T 1kQ→ J1(Rk, Q) ≡ Rk × T 1kQ
defined by
(j1f)(φ[1](x)) = (πQ ◦ f ◦ φ˜ ◦ f−1Rk )[1](fRk(x)) (12.10)
where φ˜ is the section of πRk induced by φ, that is, φ˜ = (idRk , φ) and we are considering the first
prolongation of the map given by the following composition:
1These conditions are equivalent to say that the pair (f, f
Rk
) is a bundle automorphism of the bundle Rk ×Q→ Rk.
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Rk
&&f
−1
Rk // Rk
φ˜ // Rk ×Q f // Rk ×Q πQ // Q
Remark 12.7 If we consider the identification between J1(Rk, Q) and J1πRk given in remark 12.1, the
above definition coincides with the definition 4.2.5 in [156] of the first prolongation of f to the jet bundles.
⋄
Locally, if f(xα, qi) = (fα
Rk
(xβ) = fα(xβ), f i(xβ , qj)) then
j1f(xα, qi, viα) = (f
α(xβ), f i(xβ , qj),
df i
dxβ
(∂(f−1
Rk
)β
∂x¯α
◦ fRk(xγ)
)
) , (12.11)
where (x¯1, . . . , x¯k) are the coordinates on Rk = fRk(R
k) and df i/dxβ is the total derivative defined by
df i
dxβ
=
∂f i
∂xβ
+ vjβ
∂f i
∂qj
.
Using the prolongation of diffeomorphism we can define the prolongation of vector field to Rk × T 1kQ
in an analogous way that we did in section 10.1.1. Given a πRk -projectable vector field Z ∈ X(Rk ×Q),
we can define the canonical prolongation Z1 ∈ X(Rk×T 1kQ) using the prolongation of the diffeomorphism
of the set {σs}, being this set the one-parameter group of diffeomorphism of Z.
Locally if Z ∈ X(Rk ×Q) is a πRk -projectable vector field with local expression
Z = Zα
∂
∂xα
+ Zi
∂
∂qi
,
then from (12.11) we deduce that the natural prolongation Z1 has the following local expression
Z1 = Zα
∂
∂xα
+ Zi
∂
∂qi
+
( dZi
dxα
− viβ
dZβ
dxα
) ∂
∂viα
,
where d/dxα denotes the total derivative, that is
d
dxα
=
∂
∂xα
+ vjα
∂
∂qj
.
12.1.3 k-vector fields and sopdes
In this section we shall consider again the notion of k-vector field introduced in section 3.1, but in this
case, M = Rk × T 1kQ. Moreover we describe a particular type of vector fields which are very important
in the k-cosymplectic Lagrangian description of the field equations.
We consider M = Rk × T 1kQ, with local coordinates (xα, qi, viα) on an open set U .
A k-vector field X on Rk × T 1kQ is a family of k vector fields (X1, . . . , Xk) where each Xα ∈ X(Rk ×
T 1kQ). The local expression of a k-vector field on R
k × T 1kQ is given by (1 ≤ α ≤ k)
Xα = (Xα)β
∂
∂xβ
+ (Xα)
i ∂
∂qi
+ (Xα)
i
β
∂
∂viβ
, (12.12)
Let
ϕ : U0 ⊂ Rk → Rk × T 1kQ
be an integral section of (X1, . . . , Xk) with components
ϕ(x) = (ψα(x), ψ
i(x), ψiα(x)) .
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Then, since
ϕ∗(x)
( ∂
∂xα
∣∣∣
x
)
=
∂ψβ
∂xα
∣∣∣
x
∂
∂xβ
∣∣∣
ϕ(x)
+
∂ψi
∂xα
∣∣∣
x
∂
∂qi
∣∣∣
ϕ(x)
+
∂ψiβ
∂xα
∣∣∣
x
∂
∂viβ
∣∣∣
ϕ(x)
the condition (3.2) is locally equivalent to the following system of partial differential equations (condition
(3.3))
∂ψβ
∂xα
∣∣∣
x
= (Xα)β(ϕ(x)) ,
∂ψi
∂xα
∣∣∣
x
= (Xα)
i(ϕ(x)) ,
∂ψiβ
∂xα
∣∣∣
x
= (Xα)
i
β(ϕ(x)), (12.13)
with 1 ≤ i ≤ n and 1 ≤ α, β ≤ k. Next, we shall characterize the integrable k-vector fields on Rk × T 1kQ
whose integral sections are canonical prolongations of maps from Rk to Q.
Definition 12.8 A k-vector field X = (X1, . . . , Xk) on R
k × T 1kQ is a second order partial differ-
ential equation (sopde for short) if
ηα(Xβ) = δ
α
β
and
Jα(Xα) = ∆α ,
for all 1 ≤ α, β ≤ k.
Let (qi) be a coordinate system on Q and (xα, qi, viα) the induced coordinate system on R
k × T 1kQ.
From (12.5) and (12.7) we deduce that that the local expression of a sopde (X1, . . . , Xk) is
Xα =
∂
∂xα
+ viα
∂
∂qi
+ (Xα)
i
β
∂
∂viβ
, (12.14)
where (Xα)
i
β are functions on R
k × T 1kQ. As a direct consequence of the above local expressions, we
deduce that the family of vector fields {X1, . . . , Xk} are linearly independent.
Lemma 12.9 Let (X1, . . . , Xk) be a sopde. A map ϕ : R
k → Rk × T 1kQ, given by
ϕ(x) = (ψα(x), ψ
i(x), ψiα(x))
is an integral section of (X1, . . . , Xk) if, and only if,
ψα(x) = x
α + cα , ψiα(x) =
∂ψi
∂xα
∣∣∣
x
,
∂2ψi
∂xα∂xβ
∣∣∣
x
= (Xα)
i
β(ϕ(x)) , (12.15)
where cα is a constant.
Proof : Equations (12.15) follow directly from (12.13) and (12.14). 
Remark 12.10 The integral sections of a sopde are given by
ϕ(x) =
(
xα + cα, ψi(x),
∂ψi
∂xα
(x)
)
,
where the functions (ψi(x)) satisfy the equation
∂2ψi
∂xα∂xβ
∣∣∣
x
= (Xα)
i
β(ψ(x))
in (12.15), and the cα’s are constants.
In the particular case when c = 0, we have that ϕ = φ[1] where
φ = pQ ◦ ϕ : Rk ϕ→ Rk × T 1kQ
pQ→ Q
that is, φ(x) = (ψi(x)). ⋄
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Lemma 12.11 Let X = (X1, . . . , Xk) be an integrable k-vector field on R
k × T 1kQ. If every integral
section of X is the first prolongation φ[1] of map φ : Rk → Q, then X is a sopde.
Proof : Let us suppose that each Xα is locally given by
Xα = (Xα)β
∂
∂xβ
+ (Xα)
i ∂
∂qi
+ (Xα)
i
β
∂
∂viβ
. (12.16)
Let ψ = φ[1] : Rk → Rk × T 1kQ be an integral section of X, then from (12.4), (12.13), (12.14) and
(12.16), we obtain
(Xα)β(φ
[1](x)) = δβα, (Xα)
i(φ[1](x)) =
∂φi
∂xα
∣∣∣
x
= viα(φ
[1](x)), and (Xα)
i
β(φ
[1](x)) =
∂2φi
∂xα∂xβ
∣∣∣
x
thus Xα is locally given as in (12.14) and then it is a sopde. 
12.2 Variational principle
In this section we describe the problem in the setting of the calculus of variations for multiple integrals,
which allows us to obtain the Euler-Lagrange field equations. The procedure is similar to section 6.2 but
in this case the Lagrangian function depends on the coordinates of the basis space, that is, L is defined
on Rk × T 1kQ. In particular, if L does not depend on the space-time coordinates we obtain again the
results in Section 6.2.
Let us observe that given a section φ of πRk : U0 ⊂ Rk ×Q→ Rk, it can be identified with the pair
φ¯ = (idRk , φ)
where φ¯ = πQ ◦ φ. Therefore, any section φ¯ of πRk can be identified with a map φ : Rk → Q. Along this
section we consider this identification.
Definition 12.12 Let L : Rk × T 1kQ → R be a Lagrangian. Denote by SecC(Rk, Rk × Q) the set of
sections of
πRk : U0 ⊂ Rk ×Q→ Rk
with compact support. We define the action associated to L by:
S : SecC(R
k,Rk ×Q) → R
φ¯ 7→ S(φ¯) =
∫
Rk
(φ[1])∗(Ldkx)
Lemma 12.13 Let φ¯ ∈ SecC(Rk,Rk × Q) be a section with compact support. If Z ∈ X(Rk × Q) is
πRk-vertical then
φ¯s : = τs ◦ φ¯
is a section of πRk : R
k ×Q→ Rk.
Proof : Since Z ∈ X(Rk ×Q) is πRk -vertical, then it has the following local expression
Z(x, q) = Zi(x, q)
∂
∂qi
∣∣∣
(x,q)
. (12.17)
Now, if {τs} is the one-parameter group of diffeomorphisms generated by Z, then, one has
Z(x, q) = (τ(x,q))∗(0)
( d
ds
∣∣∣
0
)
=
d(xα ◦ τ(x,q))
ds
∣∣∣
0
∂
∂xα
∣∣∣
(x,q)
+
d(qi ◦ τ(x,q))
ds
∣∣∣
0
∂
∂qi
∣∣∣
(x,q)
.
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Comparing (12.17) and the above expression of Z, and taking into account that it is valid for any
point (x, q) ∈ Rk ×Q, one has
d(xα ◦ τ(x,q))
ds
= 0 .
Then
(xα ◦ τ(x,q))(s) = constant.
Moreover τ(x,q)(0) = (x, q), and we obtain that
(xα ◦ τ(x,q))(0) = xα .
Thus (xα ◦ τ(x,q))(s) = xα or (xα ◦ τs)(x, q) = xα , and hence
πRk ◦ τs = πRk .
Therefore, taking into account this identity we deduce that φ¯s is a section of πRk . In fact,
πRk ◦ φ¯s = πRk ◦ τs ◦ φ¯ = πRk ◦ φ¯ = idRk ,
where in the last identity we use that φ¯ is a section of πRk . 
Definition 12.14 A section φ¯ = (idRk , φ) : R
k → Rk × Q, such that φ¯ ∈ SecC(Rk,Rk × Q), is an
extremal of S if
d
ds
∣∣∣
s=0
S(τs ◦ φ¯) = 0
where {τs} is the one-parameter group of diffeomorphism for some πRk -vertical vector field Z ∈ X(Rk×Q).
The variational problem associated with L consists in calculate the extremals of the action S.
Theorem 12.15 Let φ¯ = (idRk , φ) ∈ SecC(Rk,Rk × Q) and L : Rk × T 1kQ → R be a Lagrangian. The
following statements are equivalent:
(1) φ¯ is an extremal of S.
(2)
∫
Rk
(φ[1])∗(LZ1(Ld
kx)) = 0, for each πRk -vertical Z ∈ X(Rk ×Q).
(3) φ¯ is a solution of the Euler-Lagrange field equations (12.9).
Proof :
(1 ⇔ 2) Let Z ∈ X(Rk × Q) a πRk -vertical vector field and {τs} the one-parameter group of diffeo-
morphism associated to Z.
Along this prove we denote by φs the composition φs = πQ ◦ τs ◦ φ¯. Let us observe that φ¯s = τs ◦ φ¯ =
(idRk , φs).
Since φ
[1]
s = (πQ ◦ τs ◦ φ¯)[1]Q = j1τs ◦ φ[1], then
d
ds
∣∣∣
s=0
S(τs ◦ φ) = d
ds
∣∣∣
s=0
∫
Rk
((φs)
[1])∗(Ldkx)
= lim
s→0
1
h
(∫
Rk
((φs)
[1])∗(Ldkx)−
∫
Rk
((φ0)
[1])∗(Ldkx)
)
= lim
s→0
1
h
(∫
Rk
((πQ ◦ τs ◦ φ)[1])∗(Ldkx)−
∫
Rk
(φ[1])∗(Ldkx)
)
= lim
s→0
1
h
(∫
Rk
(φ[1])∗(j1τs)
∗(Ldkx) −
∫
Rk
(φ[1])∗(Ldkx)
)
= lim
s→0
1
h
∫
Rk
(φ[1])∗[(j1τs)
∗(Ldkx) − (Ldkx)]
=
∫
Rk
(φ[1])∗LZ1(Ld
kx) ,
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which implies the equivalence between items (1) and (2).
(2 ⇔ 3) We know that φ is an extremal or critical section of S if and only if for each πRk -vertical
vector field Z one has ∫
Rk
(φ[1])∗(LZ1 (Ld
kx)) = 0 .
Taking into account the identity
LZ1(Ld
kx) = ιZ1(dL ∧ dkx) + dιZ1(Ldkx) (12.18)
and since φ has compact support, from Stokes’ theorem one deduces that∫
Rk
(φ[1])∗dιZ1(Ld
kx) =
∫
Rk
d
(
(φ[1])∗ιZ1(Ld
kx)
)
= 0 . (12.19)
Thus, from (12.18) and (12.19) we obtain that φ¯ is an extremal if and only if∫
Rk
(φ[1])∗ιZ1(dL ∧ dkx) = 0 .
If Z(x,q) = Z
i(x, q)
∂
∂qi
∣∣∣
(x,q)
then the local expression of Z1 is
Z1 = Zi
∂
∂qi
+
(
∂Zi
∂xα
+
∂Zi
∂qj
vjα
)
∂
∂viα
,
therefore
ιZ1 (dL ∧ dkx) =
(
Zi
∂L
∂qi
+
(
∂Zi
∂xα
+
∂Zi
∂qj
vjα
)
∂L
∂viα
)
dkx . (12.20)
Then, from (12.20) we obtain
[(φ[1])∗ιZ1(dL ∧ dkx)](q) =
=
(
(Zi ◦ φ¯)(x) ∂L
∂qi
∣∣∣
φ[1](x)
+
(
∂Zi
∂xα
∣∣∣
φ¯(x)
+
∂Zi
∂qj
∣∣∣
φ¯(x)
∂φj
∂xα
∣∣∣
x
)
∂L
∂viα
∣∣∣
φ[1](x)
)
dkx .
(12.21)
Let us observe that the last term of (12.21) satisfies
∂Zi
∂qj
∣∣∣
φ¯(x)
∂φj
∂xα
∣∣∣
x
∂L
∂viα
∣∣∣
φ[1](x)
dkx =
(
∂(Zi ◦ φ¯)
∂xα
∣∣∣
x
− ∂Z
i
∂xα
∣∣∣
φ¯(x)
)
∂L
∂viα
∣∣∣
φ[1](x)
dkx .
After a easy computation we obtain∫
Rk
(φ[1])∗ιZ1(dL ∧ dkx) =
∫
Rk
(Zi ◦ φ) ∂L
∂qi
∣∣∣
φ[1](x)
dkx+
∫
Rk
∂(Zi ◦ φ)
∂xα
∣∣∣
x
∂L
∂viα
∣∣∣
φ[1](x)
dkx .
Since φ¯ has compact support and using integration by parts, we have∫
Rk
∂(Zi ◦ φ)
∂xα
∣∣∣
x
∂L
∂viα
∣∣∣
φ[1](x)
dkx = −
∫
Rk
(Zi ◦ φ)(x) ∂
∂xα
(
∂L
∂viα
∣∣∣
φ[1](x)
)
dkx
and thus,∫
Rk
(φ[1])∗ιZ1 (dL ∧ dkx) =
∫
Rk
(Zi ◦ φ)(x)
(
∂L
∂qi
∣∣∣
φ[1](x)
− ∂
∂xα
(
∂L
∂viα
∣∣∣
φ[1](x)
))
dkx = 0 .
Since the functions Zi are arbitrary, from the last identity we obtain the Euler-Lagrange field equa-
tions,
∂L
∂qi
∣∣∣
φ[1](x)
− ∂
∂xα
(
∂L
∂viα
∣∣∣
φ[1](x)
)
= 0 , 1 ≤ i ≤ n .
Remark 12.16 In [42] the authors have considered a more general situation; instead of the bundle
Rk × T 1kQ→ Rk, they consider an arbitrary fiber-bundle E →M . ⋄
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12.3 k-cosymplectic version of Euler-Lagrange field equations
In this section we give the k-cosymplectic description of the Euler-Lagrange field equations (12.1). With
this purpose, we introduce some geometric elements associated to a Lagrangian function L : Rk×T 1kQ→ R
12.3.1 Poincare´-Cartan forms on Rk × T 1kQ
In a similar way that in the k-symplectic approach, one can define a family of 1-forms Θ1L, . . . ,Θ
k
L on
Rk × T 1kQ associated with the Lagrangian function L : Rk × T 1kQ→ R, using the canonical tensor fields
J1, . . . , Jk defined in (12.5). Indeed, we put
ΘαL = dL ◦ Jα , (12.22)
with 1 ≤ α ≤ k. The exterior differential of these 1-forms allows us to consider the family of 2-forms on
Rk × T 1kQ by
ΩαL = − dΘαL . (12.23)
From (12.5) and (12.22) we obtain that ΘαL is locally given by
ΘαL =
∂L
∂viα
dqi , 1 ≤ α ≤ k (12.24)
and from (12.23) and (12.24) we obtain that ΩαL is locally given by
ΩαL =
∂2L
∂xβ∂viα
dq
i
∧ dx
β +
∂2L
∂qj∂viα
dq
i
∧ dq
j +
∂2L
∂viβ∂v
i
α
dq
i
∧ dv
i
β . (12.25)
An important case is when the Lagrangian is regular, i.e, when
det
(
∂2L
∂viα∂v
j
β
)
6= 0 .
The following proposition gives a characterization of the regular Lagrangians.
Proposition 12.17 [103] Given a Lagrangian function on Rk×T 1kQ, the following conditions are equiv-
alent:
(1) L is regular.
(2) (dxα,Ω1L, . . . ,Ω
k
L, V ) is a k-cosymplectic structure on R
k × T 1kQ, where
V = ker((πRk)1,0)∗ = span
{
∂
∂vi1
, . . . ,
∂
∂vik
}
with 1 ≤ i ≤ n, is the vertical distribution of the vector bundle (πRk)1,0 : Rk × T 1kQ→ Rk ×Q.
12.3.2 k-cosymplectic Euler-Lagrange equation.
We recall the k-cosymplectic formulation of the Euler-Lagrange equations (12.9) developed by M. de Leo´n
et al. in [103].
Let us consider the equations
dxα(Xβ) = δ
α
β , 1 ≤ α, β ≤ k ,
k∑
α=1
ιXαΩ
α
L = dEL +
k∑
α=1
∂L
∂xα
dxα
(12.26)
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where EL = ∆(L) − L and denote by XkL(Rk × T 1kQ) the set of k-vector fields X = (X1, . . . , Xk) on
Rk × T 1kQ that are solutions of (12.26).
Let us suppose that (X1, . . .Xk) ∈ XkL(Rk × T 1kQ) and that each Xα is locally given by
Xα = (Xα)β
∂
∂xβ
+ (Xα)
i ∂
∂qi
+ (Xα)
i
β
∂
∂viβ
, 1 ≤ α ≤ k .
Equations (12.26) are locally equivalent to the equations
(Xα)β = δ
β
α ,
(Xβ)
i
∂2L
∂xα∂vi
β
= vi
β
∂2L
∂xα∂vi
β
,
(Xγ)j
∂2L
∂vi
β
∂v
j
γ
= vjγ
∂2L
∂vi
β
∂v
j
γ
,
∂2L
∂qj∂vi
β
(
v
j
β
− (Xβ)
j
)
+
∂2L
∂xβ∂vi
β
+ vk
β
∂2L
∂qk∂vi
β
+ (Xβ)
k
γ
∂2L
∂vkγ∂v
i
β
=
∂L
∂qi
.
(12.27)
If L is regular then these equations are transformed in the following ones
(Xα)β = δ
β
α, (Xα)
i = viα,
k∑
α=1
Xα
( ∂L
∂viα
)
=
∂L
∂qi
, (12.28)
so that
Xα =
∂
∂xα
+ viα
∂
∂qi
+ (Xα)
i
β
∂
∂viβ
,
that is (X1, . . . , Xk) is a sopde.
Theorem 12.18 Let L be a Lagrangian and X = (X1, . . . , Xk) a k-vector field such that
dxα(Xβ) = δ
α
β , ,
k∑
α=1
ιXαΩ
α
L = dEL +
k∑
α=1
∂L
∂xα
dxα
where EL = ∆(L)− L and 1 ≤ α, β ≤ k . Then
(1) If L is regular, X = (X1, . . . , Xk) is a sopde.
Moreover, if ψ : Rk → Rk × T 1kQ is integral section of X, then
φ : Rk
ψ−→ Rk × T 1kQ
pQ−→ Q
is a solution of the Euler-Lagrange equations (12.9).
(2) If (X1, . . . , Xk) is integrable and φ
[1] : Rk → Rk × T 1kQ is an integral section, then φ : Rk → Q is
solution of the Euler-Lagrange equations (12.9).
Proof :
(1) It is a direct consequence of the third equation in (12.27) and the third equation in (12.28).
(2) If φ[1] is an integral section of X then from the last equation in (12.27) and the local expression
(12.8) of φ[1], we deduce that φ is solution of the Euler-Lagrange equations (12.9). 
Therefore, Equations (12.26) can be considered as a geometric version of the Euler-Lagrange field
equations. From now, we will refer these equations (12.26) as k-cosymplectic Lagrangian equations.
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Remark 12.19 If L : Rk × T 1kQ −→ R is regular, then (dxα,ΩαL, V ) is a k-cosymplectic structure
on Rk × T 1kQ. The Reeb vector fields (RL)α corresponding to this structure are characterized by the
conditions
ι(RL)α dx
β = δβα , ι(RL)α Ω
β
L = 0 ,
and they satisfy
(RL)α(EL) = − ∂L
∂xα
.
Hence, if we write the k-cosymplectic Hamiltonian system (9.1) for H = EL and the k-cosymplectic
manifold
(M = Rk × T 1kQ, dxα,ΩαL, V )
we obtain
dxα(Xβ) = δ
α
β ,
k∑
α=1
ιXαΩ
α = dEL −
k∑
α=1
(RL)α(EL)dx
α .
which are the equations (12.26). Therefore, the k-cosymplectic Lagrangian formalism developed in this
section is a particular case of the k-cosymplectic formalism described in chapter 9. As in the Hamiltonian
case, when the Lagrangian is regular one can prove that there exists a solution (X1, . . . , Xk) of the system
(12.26) but this solution is not unique. ⋄
Definition 12.20 A k-vector field X = (X1, . . . , Xk) ∈ Xk(Rk × T 1kQ) is called a k-cosymplectic
Lagrangian k-vector field for a k-cosymplectic Hamiltonian system (Rk ×T 1kQ, dxα,ΩαL, EL) if X is a
solution of (12.26). We denote by XkL(R
k×T 1kQ) the set of all k-cosymplectic Lagrangian k-vector fields.
Remark 12.21 If we write the equations (12.26) for the case k = 1, we obtain
dt(X) = 1 , ιXLΩL = dEL +
∂L
∂t
dt , (12.29)
which are equivalent to the dynamical equations
dt(X) = 1 , ιXLΩL = 0 ,
where ΩL = ΩL + dEL ∧ dt is Poincare´-Cartan 2-form Poincare´-Cartan, see [40].
It is well know that these equations give the dynamics of the non-autonomous mechanics. ⋄
12.4 The Legendre transformation and the equivalence between
k-cosymplectic Hamiltonian and Lagrangian formulations
of Classical Field Theories
As in the k-symplectic case, the k-cosymplectic Hamiltonian and Lagrangian description of Classical
Field Theories are two equivalent formulations when the Lagrangian function satisfies some regularity
condition. The k-cosymplectic Legendre transformation transforms one of these formalisms into the other.
In this section we shall define the Legendre transformation in the k-cosymplectic approach and prove
the equivalence between both Hamiltonian and Lagrangian settings. Recall that in the k-cosymplectic
approach a Lagrangian is a function defined on Rk × T 1kQ, i.e. L : Rk × T 1kQ→ R.
Definition 12.22 Let L : Rk × T 1kQ → R be a Lagrangian, then the Legendre transformation asso-
ciated to L,
FL : Rk × T 1kQ −→ Rk × (T 1k )∗Q
is defined as follows
FL(x, vq) = (x, [FL(x, vq)]
1, . . . , [FL(x, vq)]
k)
where
[FL(x, vq)]
α(uq) =
d
ds
∣∣∣
s=0
L
(
x, v1q, . . . , vαq + suq, . . . , vkq
)
,
for 1 ≤ α ≤ k, being uq ∈ TqQ and (x, vq) = (x, v1q, . . . , vkq) ∈ Rk × T 1kQ.
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Using canonical coordinates (xα, qi, viα) on R
k×T 1kQ and (xα, qi, pαi ) on Rk× (T 1k )∗Q, we deduce that
FL is locally given by
FL : Rk × T 1kQ → Rk × (T 1k )∗Q
(xα, qi, viα) 7→
(
xα, qi, ∂L
∂viα
)
.
(12.30)
The Jacobian matrix of FL is the following matrix of order n(k + 1),
Ik 0 0 · · · 0
0 In 0 · · · 0
∂2L
∂xα∂vj1
∂2L
∂qi∂vj1
∂2L
∂vi1∂v
j
1
· · · ∂
2L
∂vik∂v
j
1
...
...
...
...
∂2L
∂xα∂vjk
∂2L
∂qi∂vjk
∂2L
∂vi1∂v
j
k
· · · ∂
2L
∂vik∂v
j
k

where Ik and In are the identity matrix of order k and n respectively and 1 ≤ i, j ≤ n. Thus we deduce
that FL is a local diffeomorphism if and only if
det
( ∂2L
∂viα∂v
j
β
)
6= 0 .
Definition 12.23 A Lagrangian function L : Rk×T 1kQ −→ R is said to be regular (resp. hyperregular)
if the Legendre transformation FL is a local diffeomorphism (resp. global). Otherwise, L is said to be
singular.
From the local expressions (12.24), (12.25) and (12.30) of Θα, Ωα, ΘαL y Ω
α
L we deduce that the
relationship between the canonical and Poincare´-Cartan forms is given by (1 ≤ α ≤ k)
ΘαL = FL
∗Θα , ΩαL = FL
∗Ωα . (12.31)
Consider V = ker((πRk)1,0)∗ the vertical distribution of the bundle (πRk)1,0 : R
k × T 1kQ → Rk ×Q,
then one easily obtains the following characterization of a regular Lagrangian (the proof of this result
can be found in [124]).
Proposition 12.24 Let L ∈ C∞(Rk × T 1kQ) be a Lagrangian function. L is regular if and only if
(dx1, . . . , dxk,Ω1L, . . . ,Ω
k
L, V ) is a k-cosymplectic structure on R
k × T 1kQ.
Therefore one can state the following theorem:
Theorem 12.25 Given a Lagrangian function L : Rk × T 1kQ → R, the following conditions are equiva-
lents:
(1) L is regular.
(2) det
(
∂2L
∂viα∂v
j
β
)
6= 0 with 1 ≤ i, j ≤ n and 1 ≤ α, β ≤ k.
(3) FL is a local diffeomorphism.
Now we restrict ourselves to the case of hyperregular Lagrangian. In this case the Legendre transforma-
tion FL is a global diffeomorphism and thus we can define a Hamiltonian function H : Rk× (T 1k )∗Q→ R
by
H = (FL−1)∗EL = EL ◦ FL−1
where FL−1 is the inverse diffeomorphism of FL.
Under these conditions, we can state the equivalence between both Hamiltonian and Lagrangian
formalisms.
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Theorem 12.26 Let L : Rk × T 1kQ→ R be a hyperregular Lagrangian then:
(1) X = (X1, . . . , Xk) ∈ XkL(Rk × T 1kQ) if and only if (T 1kFL)(X) = (FL∗(X1), . . . , FL∗(Xk)) ∈
XkH(R
k × (T 1k )∗Q) where H = EL ◦ FL−1.
(2) There exists a one to one correspondence between the set of maps φ : Rk → Q such that φ[1] is an
integral section of some (X1, . . . , Xk) ∈ XkL(Rk × T 1kQ) and the set of maps ψ : Rk → Rk × (T 1k )∗Q,
which are integral section of some (Y1, . . . , Yk) ∈ XkH(Rk × (T 1k )∗Q), being H = (FL−1)∗EL.
Proof :
(1) Given FL we can consider the canonical prolongation T 1kFL following the definition given in (5.4).
Thus given a k-vector field X = (X1, . . . , Xk) ∈ XkL(Rk × T 1kQ), one can define a k-vector field on
Rk × (T 1k )∗Q by means of the following diagram
R
k × T 1kQ FL //
X

R
k × (T 1k )∗Q
(T 1kFL)(X)

T 1k (R
k × T 1kQ)
T 1kFL // T 1k (R
k × (T 1k )∗Q)
that is, for each 1 ≤ α ≤ k, we consider the vector field on Rk × (T 1k )∗Q, FL∗(Xα).
We now consider the function H = EL ◦ FL−1 = (FL−1)∗EL; then
(T 1kFL)(X) = (FL∗(X1), . . . , FL∗(Xk)) ∈ XkH(Rk × (T 1k )∗Q)
if and only if
dxα(FL∗(Xβ)) = δ
α
β ,
k∑
α=1
ιFL∗(Xα)Ω
α − d
(
(FL−1)∗EL
)
+
k∑
α=1
Rα
(
(FL−1)∗EL
)
dxα = 0 .
Since FL is a diffeomorphism the above condition is equivalent to the condition
dxα(Xβ) = δ
α
β
and
0 = FL∗
( k∑
α=1
ιFL∗(Xα)Ω
α − d(FL−1)∗EL +
k∑
α=1
Rα
(
(FL−1)∗EL
)
dxα
)
=
k∑
α=1
ιXα(FL)
∗Ωα − dEL +
k∑
α=1
Rα(EL)dx
α =
k∑
α=1
ιXα(FL)
∗Ωα − dEL −
k∑
α=1
∂L
∂xα
dxα .
But from (12.31) this occurs if and only if X ∈ XkL(Rk × T 1kQ).
Finally, observe that since FL is a diffeomorphism, T 1kFL is so also, and then all k-vector field on
Rk × (T 1k )∗Q is of the type T 1kFL(X) for some X ∈ Xk(Rk × T 1kQ).
(2) Let φ : Rk → Q be a map such that its first prolongation φ[1] is an integral section of some X =
(X1, . . . , Xk) ∈ XkL(Rk × T 1kQ), then the map ψ = FL ◦ φ[1] is an integral section of
T 1kFL(X) = (FL∗(X1), . . . , FL∗(Xk)) .
Since we have proved in (1) that T 1kFL(X) ∈ XkH(Rk× (T 1k )∗Q), we obtain the first part of the item
(2).
The converse is proved in a similar way. Notice that any k-vector field on Rk × (T 1k )∗Q is of the
form T 1kX for some X ∈ Xk(Rk × T 1kQ). Thus given ψ : Rk → Rk × (T 1k )∗Q integral section of
any (Y1, . . . , Yk) ∈ XkH(Rk × (T 1k )∗Q), there exists a k-vector field X ∈ XkL(Rk × T 1kQ) such that
T 1kFL(X) = (Y1, . . . , Yk). Finally, the map ψ corresponds with φ
[1], where φ = (πQ)1 ◦ ψ. 
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Remark 12.27 Throughout this chapter we have developed the k-cosymplectic Lagrangian formalism
on the trivial bundle Rk×T 1kQ : Rk. In [129] we study the consequences on this theory when we consider
a nonstandard flat connection on the bundle Rk ×T 1kQ : Rk. This paper, [129], is devoted to the analysis
of the deformed dynamical equations and solutions, both in Hamiltonian and Lagrangian settings and
we establish a characterization of the energy EL based on variational principles. We conclude that
the energy function is the only function that performs the equivalence between the Hamiltonian and
Lagrangian variational principles when a nonstandard flat connection is considering. As a particular
case, when k = 1 we obtain the results of the paper [41]. ⋄
Remark 12.28 The k-cosymplectic Lagrangian and Hamiltonian formalism of first-order classical field
theories are reviewed and completed in [144], where several alternative formulations are developed. First,
generalizing the construction of Tulczyjew for mechanics [162, 163], we give a new interpretation of the
classical field equations (in the multisymplectic approach this study can be see, for instance, in [92]).
Second, the Lagrangian and Hamiltonian formalisms are unified by giving an extension of the Skinner-
Rusk formulation on classical mechanics [157]. ⋄

CHAPTER 13
Examples
In this chapter we shall present some physical examples which can be described using the k-cosymplectic
formalism (see [130] for more details).
13.1 Electrostatic equations
Consider the 3-cosymplectic Hamiltonian equations (9.1)
dxα(Xβ) = δαβ , 1 ≤ α, β ≤ 3
3∑
α=1
ιXαΩ
α = dH −
3∑
α=1
Rα(H)dx
α .
(13.1)
where H is the Hamiltonian function given by
H : R3 × (T 13 )∗R → R
(xα, q, pα) 7→ 4πr(x)√gq + 1
2
√
g
gαβp
αpβ
, (13.2)
with 1 ≤ α, β ≤ 3 and r(x) is the scalar function on R3 determined by (7.3), and (X1, X2, X3) is a
3-vector field on R3 × (T 13 )∗R.
If (X1, X2, X3) is solution of (13.1) then, from (9.2), we deduce that each Xα, with 1 ≤ α ≤ 3 has the
local expression
Xα =
∂
∂xα
+
1√
g
gαβp
β ∂
∂q
+ (Xα)
β ∂
∂pβ
,
and the components (Xα)
β , 1 ≤ α, β ≤ 3, satisfy the identity
(X1)
1 + (X2)
2 + (X3)
3 = −4πr(x)√g .
Assume that (X1, X2, X3) is an integrable 3-vector field; then, if
ϕ : R3 −→ R3 × (T 13 )∗R
x → ϕ(x) = (ψ(x), ψ1(x), ψ2(x), ψ3(x))
is an integral section of a 3-vector field (X1, X2, X3) solution of (13.1), we obtain that ϕ is a solution of
the electrostatic equations (7.4).
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13.2 The massive scalar field
Consider the Hamiltonian function H : R4 × (T 14 )∗R→ R given by
H(x1, x2, x3, x4, q, p1, p2, p3, p4) =
1
2
√−g gαβp
αpβ −√−g
(
F (q)− 1
2
m2q2
)
,
where (x1, x2, x3, x4) are the coordinates on R4, q denotes the scalar field φ and (x1, x2, x3, x4, q, p1, p2,
p3, p4) are the canonical coordinates on R4 × (T 14 )∗R.
Consider the 4-cosymplectic Hamiltonian equation
dxα(Xβ) = δαβ , 1 ≤ α, β ≤ 4
4∑
α=1
ιXαΩ
α = dH −
4∑
α=1
Rα(H)dx
α .
associated to the above Hamiltonian function. From (11.14) one obtains that, in natural coordinates, a
4-vector field solution of this system of equations has the following local expression (with 1 ≤ α ≤ 4)
Xα =
∂
∂xα
+
1√−g gαβp
β ∂
∂q
+ (Xα)
β ∂
∂pβ
, (13.3)
where the functions (Xα)
β ∈ C∞(R4 × (T 14 )∗R) satisfy
√−g
(
F ′(q)−m2q
)
= (X1)
1 + (X2)
2 + (X3)
3 + (X4)
4 . (13.4)
Assume that (X1, X2, X3, X4) is an integrable 4-vector field. Let ϕ : R
4 → R4 × (T 14 )∗R, ϕ(x) =
(x, ψ(x), ψ1(x), ψ2(x), ψ3(x), ψ4(x)) be an integral section of a 4-vector field solution of the 4-cosymplectic
Hamiltonian equation. Then from (13.3) and (13.4) one obtains
∂ψ
∂xα
=
1√−g gαβψ
β
√−g
(
F ′(ψ)−m2ψ
)
=
∂ψ1
∂x1
+
∂ψ2
∂x2
+
∂ψ3
∂x3
+
∂ψ4
∂x4
.
Therefore, ψ : R4 → R is a solution of the equation
√−g
(
F ′(ψ)−m2ψ
)
=
√−g ∂
∂xα
(
gαβ
∂ψ
∂tβ
)
,
that is, ψ is a solution of the scalar field equation.
Remark 13.1 Some particular case of the scalar field equation are the following:
(1) If F = 0 we obtain the linear scalar field equation.
(2) If F (q) = m2q2, we obtain the Klein-Gordon equation [150],
(+m2)ψ = 0 .
⋄
For the Lagrangian counterpart, we consider again the Lagrangian (11.13).
Let X = (X1, X2, X3, X4) be an integrable solution of the equation (12.26) for L and k = 4, then if
φ : R4 → R is a solution of X, then we obtain that φ is a solution of the equations:
0 =
∂2L
∂xα∂vα
∣∣∣
φ[1](t)
− ∂
2L
∂q∂vα
∣∣∣
φ[1](t)
∂φ
∂xα
+
∂2L
∂vα∂vβ
∣∣∣
φ[1](t)
∂2φ
∂xα∂xβ
− ∂L
∂q
∣∣∣
φ[1](t)
=
√−g ∂
∂xα
(
gαβ
∂φ
∂xβ
)
−√−g(F ′(φ)−m2φ)
and thus, φ is a solution of the scalar field equation (7.42).
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13.3 Harmonic maps
Let us recall that a smooth map ϕ : M → N between two Riemannian manifolds (M, g) and (N, h) is
called harmonic if it is a critical point of the energy functional E, which, when M is compact, is defined
as
E(ϕ) =
∫
M
1
2
tracegϕ
∗h dvg,
where dvg denotes the measure on M induced by its metric and, in local coordinates, the expression
1
2 tracegϕ
∗h reads
1
2
tracegϕ
∗h =
1
2
gijhαβ
∂ϕα
∂xi
∂ϕβ
∂xj
,
(gij) being the inverse of the metric matrix (gij).
This definition can be extended to the case where M is not compact by requiring that the restriction
of ϕ to every compact domain be harmonic, (for more details see [25, 26, ?, 47])
Now we consider the particular case M = Rk, with coordinates (xα). In this case, taking the La-
grangian
L : Rk × T 1kN → R
(xα, qi, viα) 7→ 12gαβ(x)hij(q)viαvjβ
and the k-cosymplectic Euler-Lagrange equations (12.26) associated to it, we obtain the following result:
if ϕ : Rk → N is such that ϕ[1] is an integral section of X = (X1, . . . , Xk), being X = (X1, . . . , Xk) a
solution of the geometric equation (12.26), then, ϕ is a solution of the Euler-Lagrange equations
∂2ϕi
∂xα∂xβ
− ΓγAB
∂ϕi
∂xγ
+ Γ˜ijk
∂ϕj
∂xα
∂ϕk
∂xβ
= 0 1 ≤ i ≤ n , (13.5)
where Γγαβ and Γ˜
i
jk denote the Christoffel symbols of the Levi-Civita connections of g and h, respectively.
Let us observe that these equations are the Euler-Lagrange equations associated to the energy func-
tional E, and (13.5) can be written as
traceg∇dϕ∗h = 0,
where ∇ is the connection on the vector bundle T ∗Rk ⊗ϕ∗(TN) induced by the Levi-Civita connections
on Rk and N (see, for example, [47]). Therefore, if ϕ : Rk → N is a solution of (13.5), then ϕ is harmonic.
Remark 13.2 Some examples of harmonics maps are the following ones:
• Identity and constant maps are harmonic.
• In the case k = 1, that is, when ϕ : R → N is a curve on N , we deduce that ϕ is a harmonic map
if and only if it is a geodesic.
• Now, consider the case N = R (with the standard metric). Then ϕ : Rk → R is a harmonic map if
and only if it is a harmonic function, that is, is a solution of the Laplace equation.
⋄
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13.4 Electromagnetic Field in vacuum:
Maxwell’s equations.
As it is well know (see [48]), Maxwell’s equations in R3, are
(Gauss’s Law) ∇ · E = ρ (13.6)
(Ampere’s Law) ∇×B = j+ ∂E
∂t
(13.7)
(Faraday’s Law) ∇×E+ ∂B
∂t
= 0 (13.8)
(Absence of Free Magnetic Poles) ∇ ·B = 0 . (13.9)
Here, the symbols in bold represent vector quantities in R3, whereas symbols in italics represent scalar
quantities.
The first two equations are inhomogeneous, while the other two are homogeneous. Here, ρ is the
charge density, E is the electric field vector, B is the magnetic field an,d j is the current density vector,
which satisfies the continuity equation
∂ρ
∂t
+∇ · j = 0 .
In what follows, we consider a four-dimensional formulation of Maxwell’s equations. To do that,
one considers the Minkowski Space of Special Relativity. Therefore, the space-time is a 4-dimensional
manifold M4 that is topologically just R4. A point in space-time has coordinates (x, y, z, t) which we
shall write as (x1, x2, x3, x4) instead. In this space we consider the Minkowski metric (ds2 = dr2 − dx2
where dr2 denotes the euclidean metric of R3), that is, (for simplicity we shall assume the velocity of
light c = 1):
ds2 = d(x1)2 + d(x2)2 + d(x3)2 − d(x4)2 .
In the four-dimensional Minkowski space, Maxwell’s equations assume an extremely compact form,
which we recall now, (see [48, 158, 171] for more details).
First, we consider the Faraday 2-form
F = E1dx
1 ∧ dx4 + E2dx2 ∧ dx4 + E3dx3 ∧ dx4
+ B1dx
2 ∧ dx3 +B2dx3 ∧ dx1 +B3dx1 ∧ dx2 . (13.10)
If we compute dF, we obtain that the homogeneous Maxwell equations (13.8-13.9) are equivalent to
dF = 0, that is, the Faraday form is closed.
Since dF = 0 in R4, we must have
F = dA (13.11)
A being the “potential” 1-form, which is written as
A = A1dx
1 +A2dx
2 +A3dx
3 +Φdx4 ∈ Λ1(R4) , (13.12)
whereA1, A2, A3 are the components of the magnetic vector potential and Φ is the scalar electric potential.
To develop a four-dimensional formulation of the divergence law for the electric flux density (13.6)
and Ampere’s law (13.7), we introduce the four-current differential form
J = j1dx
1 + j2dx
2 + j3dx
3 − ρdx4 ∈ Λ1(R4) (13.13)
where j1, j2, j3 are the components of the electric current and ρ is the density of electric charge.
The four-dimensional formulation of the divergence law (13.6) and Ampere’s law (13.7), is
δM = J (13.14)
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where M ∈ Λ2(R4) is the Maxwell form defined by M = ⋆F and δ : = ⋆d⋆ is the coderivative; here
⋆ : Ωk(R4)→ Ω4−k(R4) denotes the four-dimensional Hodge operator for Minkowski’s space.
In conclusion, in a four-dimensional Minkowski’s space, Maxwell’s equations can be written as follows
dF = 0 ,
δM = J .
(13.15)
Now we show that, since F = dA, then the inhomogeneous equation δM = J is equivalent to the
Euler-Lagrange equations for some Lagrangian L.
In that case, a solution of Maxwell’s equations is a 1-form A on the Minkowski’s space, that is, A
is a section of the canonical projection πR4 : T
∗R4 ∼= R4 × R4 → R4. Here Q = R4. Moreover, see
[39, 154, 155], R4 × T 14R4 is canonically isomorphic to (πR4 )∗T ∗R4 ⊗ (πR4)∗T ∗R4 via the identifications
R4 × x14R4 ≡ (πR4)∗T ∗R4 ⊗ (πR4 )∗T ∗R4
A[1](t) = (xj , Ai(t),
∂Ai
∂xj
(t)) ≡ ∂Aj
∂xi
(t)(dxi ⊗ dxj)
where 1 ≤ i, j ≤ 4 and A4 = Φ, and A[1] : R4 → R4 × T 14R4 is the first prolongation of a section
A ∈ Λ1(R4) of πR4 .
Then the Lagrangian L : R4 × T 14R4 = (πR4)∗T ∗R4 ⊗ (πR4)∗T ∗R4 → R is given by
L(A[1]) =
1
2
||A(A[1])||− < J,A >= 1
2
||dA||− < J,A >,
where A is the alternating operator, and we have used the induced metric on (πR4)
∗T ∗R4 ⊗ (πR4)∗T ∗R4
by the metric on R4, see [139]. Here, < J,A > denotes the scalar product in (R4)∗ given by the scalar
product on R4, see [139],
< J,A >= j1A1 + j2A2 + j3A3 + ρΦ
As in the above section, if we take (xα) = (x1, x2, x3, x4) coordinates on R4, qi are the coordinates
on the fibres of T ∗R4 = R4 × R4 and viα are the induced coordinates on the fibres of R4 × T 14R4, then L
is locally given by
L(xα, qi, viα) =
1
2
((v21 − v12)2 + (v31 − v13)2 + (v32 − v23)2 − (v41 − v14)2
−(v42 − v24)2 − (v43 − v34)2)
−j1q1 − j2q2 − j3q3 − ρq4 .
(13.16)
Remark 13.3 Let us observe that for a section A = A1dx
1 + A2dx
2 + A3dx
3 + Φdx4, if F = dA, we
have:
||A(A[1])|| = ||dA|| =
∑
i<j<4
(
∂Aj
∂xi
− ∂Ai
∂xj
)2 −
∑
i<4
(
∂Φ
∂xi
− ∂Ai
∂x4
)2 = ||B||2 − ||E||2
. ⋄
Now, we consider the 4-cosymplectic equation
dxα(Xβ) = δ
α
β , 1 ≤ A,B ≤ 4 ,
4∑
α=1
iXαΩ
α
L = dEL +
4∑
α=1
∂L
∂xα
dxα
(13.17)
where the Lagrangian L is given by (13.16) and X = (X1, X2, X3, X4) is a 4-vector field on R
4 × T 14R4.
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Let A ∈ Λ1(R4) be a section of πR4 which is a solution of X, then from (13.16) we obtain that A is a
solution of the following system of equations:
∂2A1
∂x2∂x2
− ∂
2A2
∂x1∂x2
+
∂2A1
∂x3∂x3
− ∂
2A3
∂x1∂x3
− ∂
2A1
∂x4∂x4
+
∂2Φ
∂x1∂x4
= −j1
∂2A2
∂x1∂x1
− ∂
2A1
∂x2∂x1
+
∂2A2
∂x3∂x3
− ∂
2A3
∂x2∂x3
− ∂
2A2
∂x4∂x4
+
∂2Φ
∂x2∂x4
= −j2
∂2A3
∂x1∂x1
− ∂
2A1
∂x3∂x1
+
∂2A3
∂x2∂x2
− ∂
2A2
∂x3∂x2
− ∂
2A3
∂x4∂x4
+
∂2Φ
∂x3∂x4
= −j3
∂2A1
∂x4∂x1
− ∂
2Φ
∂x1∂x1
+
∂2A2
∂x4∂x2
− ∂
2Φ
∂x2∂x2
+
∂2A3
∂x4∂x3
− ∂
2Φ
∂x3∂x3
= −ρ
(13.18)
On the other hand, using F = dA, from (13.10) one obtains that the equations (13.18) can we written
as follow
−∂B3
∂x2
+
∂B2
∂x3
+
∂E1
∂x4
= −j1
∂B3
∂x1
− ∂B1
∂x3
+
∂E2
∂x4
= −j2
−∂B2
∂x1
+
∂B1
∂x2
+
∂E3
∂x4
= −j3
∂E1
∂x1
+
∂E2
∂x2
+
∂E3
∂x3
= ρ
which is equivalent to the condition δM = J.
In conclusion, the 4-cosymplectic equation (13.17) is a geometric version of the inhomogeneous
Maxwell equation δM = J, and considering F : = dA we also recover the homogeneous Maxwell equation
dF = 0.
Remark 13.4
(1) In the particular case J = 0, that is when ρ = 0, j = 0, the Lagrangian (13.16) is a function defined
on C∞(T 14R
4). Therefore, it is another example of the k-symplectic Lagrangian formalism. This
Lagrangian corresponds to the electromagnetic field without currents.
(2) The Lagrangian (13.16) can also be written as follows:
L = −1
4
fikf
ik− < J,A > ,
where
fik =
∂Ak
∂xi
− ∂Ai
∂xk
and fikf
ik = gilgkmfikflm .
This Lagrangian can be extended, in presence of gravitation, as follows (see [21]):
L = −1
4
√−gfikf ik −
√−g < J,A > , (13.19)
where now we have used the space-time metric tensor (gij) to raise the indices of the Maxwell
tensor,
f ik = gilgkmflm .
In this case, in a similar way to the above discussion, and using that
∂L
∂v4β
=
√−gf4β , ∂L
∂viβ
=
√−gf iβ , 1 ≤ β, i ≤ 3,
we obtain that the equations (13.17) for the Lagrangian are the geometric version of the following
equations
∇kf4k = ρ
∇kf ik = ji, i = 1, 2, 3
∇lfik +∇ifkl +∇kfli = 0 ,
(13.20)
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where
∇kf ik := 1√−g
∂
∂xk
(√−gf ik)
is the covariant divergence of a skew-symmetric tensor in the curved spacetime. These equations
(13.20) are called the Maxwell equations in the presence of gravitation, see [21].
⋄
Finally it is important to observe that all these physical examples that can be described using the
k-symplectic formalism can be also described using the k-cosymplectic approach.

CHAPTER 14
k-symplectic systems versus autonomous k-cosymplectic systems
In this book we are presenting two different approaches to describe first-order Classical Field Theories:
first, when the Lagrangian and Hamiltonian do not depend on the base coordinates, and, later, when
the Lagrangian and Hamiltonian also depend on the “space-time” coordinates. However if we observe
the corresponding descriptions we see that in local coordinates they give a geometric description of the
same system of partial differential equations. Therefore the natural question is: Is there any relationship
between k-symplectic and k-cosymplectic systems? In this section we give an affirmative answer to this
question. Naturally, this relation will be establish only when the Lagrangian and Hamiltonian do not
depend on the base coordinates.
Along this section we work over the geometrical models of k-symplectic and k-cosymplectic manifolds,
that is (T 1k )
∗Q and Rk × (T 1k )∗Q and the Lagrangian counterparts T 1kQ and Rk × T 1kQ. However the
following results and comments can be extend to the case Rk × M and M , being M an arbitrary k-
symplectic manifold.
Following a similar terminology to that in Mechanics, we introduce the following definition.
Definition 14.1 A k-cosymplectic Hamiltonian system (Rk × (T 1k )∗Q,H) is said to be autonomous if
LRαH = ∂H/∂x
α = 0 for all 1 ≤ α ≤ k.
Observe that the condition in definition 14.1 means that H does not depend on the variables xα, and
thus H = π¯∗2H for some H ∈ C∞((T 1k )∗Q), being π¯2 : Rk × (T 1k )∗Q→ (T 1k )∗Q the canonical projection.
For an autonomous k-cosymplectic Hamiltonian system, the equations (9.1) become
k∑
α=1
ιX¯αΩ
α = dH, ηα(X¯β) = δ
α
β . (14.1)
Therefore:
Proposition 14.2 Every autonomous k-cosymplectic Hamiltonian system (Rk × (T 1k )∗Q,H) defines a
k-symplectic Hamiltonian system ((T 1k )
∗Q,H), where H = π¯∗2H, and conversely.
We have the following result for the solutions of the HDW equations.
Theorem 14.3 Let (Rk × (T 1k )∗Q,H) be an autonomous k-cosymplectic Hamiltonian system and let
((T 1k )
∗Q,H) be its associated k-symplectic Hamiltonian system. Then, every section ψ¯ : Rk → Rk ×
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(T 1k )
∗Q, that is a solution of the HDW-equation (10.1) for the system (Rk × (T 1k )∗Q,H) defines a map
ψ : Rk → (T 1k )∗Q which is a solution of the HDW-equation (4.1) for the system ((T 1k )∗Q,H); and con-
versely.
Proof : Since H = π¯∗2H we have
∂H
∂qi
=
∂H
∂qi
,
∂H
∂pαi
=
∂H
∂pαi
. (14.2)
Let ψ¯ : Rk → Rk × (T 1k )∗Q be a section of the projection π¯1, which in coordinates is expressed by
ψ¯(x) = (x, ψ¯i(x), ψ¯αi (x)). Then we construct the map ψ = π¯2 ◦ ψ¯ : Rk → (T 1k )∗Q, which in coordinates
is expressed as ψ(x) = (ψi(x), ψαi (x)) = (ψ¯
i(x), ψ¯αi (x)). Thus if ψ¯ is a solution of the HDW-equations
(10.1), from (14.2) we obtain that ψ is a solution of the HDW-equations (4.1), and the statement holds.
Conversely, consider a map ψ : Rk → (T 1k )∗Q. We define ψ¯ = (IdRk , ψ) : Rk → Rk × (T 1k )∗Q.
Furthermore, if ψ(x) = (ψi(x), ψαi (x)), then ψ¯(x) = (x, ψ¯
i(x), ψ¯αi (x)), with ψ¯
i(x) = ψi(x) and ψ¯αi (x) =
ψαi (x) (observe that, in fact, Im ψ¯ = graphψ). Hence, if ψ is a solution of the HDW-equations (4.1),
from (14.2) we obtain that ψ¯ is a solution of the HDW-equations (10.1), and the statement holds.
For k-vector fields that are solutions of the geometric field equations (3.6) and (14.1) we have:
Proposition 14.4 Let (Rk × (T 1k )∗Q,H) be an autonomous k-cosymplectic Hamiltonian system and
let ((T 1k )
∗Q,H) be its associated k-symplectic Hamiltonian system. Then every k-vector field X ∈
XkH(T
1
k )
∗Q) defines a k-vector field X¯ ∈ Xk
H
(Rk × (T 1k )∗Q).
Furthermore, X is integrable if, and only if, its associated X¯ is integrable too.
Proof : Let X = (X1, . . . , Xk) ∈ XkH((T 1k )∗Q). For every α = 1, . . . , k, let X¯α ∈ X(Rk × (T 1k )∗Q) be the
suspension of the corresponding vector field Xα ∈ X((T 1k )∗Q), which is defined as follows (see [1], p. 374,
for this construction in mechanics): for every p ∈ (T 1k )∗Q, let γαp : R → (T 1k )∗Q be the integral curve of
Xα passing through p; then, if x0 = (x
1
0, . . . , x
k
0) ∈ Rk, we can construct the curve γ¯αp¯ : R→ Rk× (T 1k )∗Q,
passing through the point p¯ ≡ (x0, p) ∈ Rk×(T 1k )∗Q, given by γ¯αp¯ (xα) = (x10, . . . , xα+xα0 , . . . , xk0 ; γp(xα)).
Therefore, X¯α is the vector field tangent to γ¯
α
p¯ at (x0, p). In natural coordinates, if Xα is locally given
by
Xα = (Xα)
i ∂
∂qi
+ (Xα)
β
i
∂
∂pβi
then X¯α is locally given by
X¯α =
∂
∂xα
+ (X¯α)
i ∂
∂qi
+ (X¯α)
β
i
∂
∂pβi
=
∂
∂xα
+ π¯∗2(Xα)
i ∂
∂qi
+ π¯∗2(Xα)
β
i
∂
∂pβi
.
Observe that the X¯α are π¯2-projectable vector fields, and (π¯2)∗X¯α = Xα. In this way we have defined a
k-vector field X¯ = (X¯1, . . . , X¯k) in R
k × (T 1k )∗Q. Therefore, taking (8.6) into account, we obtain
k∑
α=1
ιX¯αΩ
α − dH =
k∑
α=1
ιX¯α π¯
∗
2ω
α − d(π¯∗2H) = π¯∗2(
k∑
α=1
ι(π2)∗X¯αω
α − dH) = 0 ,
since X = (X1, . . . , Xk) ∈ XkH(T 1k )∗Q), and therefore X¯ = (X¯1, . . . , X¯k) ∈ XkH(Rk × (T 1k )∗Q).
Furthermore, if ψ : Rk → (T 1k )∗Q is an integral section of X, then ψ¯ : Rk → Rk × (T 1k )∗Q such that
ψ¯ = (IdRk , ψ) (see Theorem 14.3) is an integral section of X¯.
Now, if ψ¯ is an integral section of X¯, the equations (10.1) hold for ψ¯(x) = (x, ψ¯i(x), ψ¯αi (x)) and,
since (X¯α)
i = π¯∗2(Xα)
i and (X¯α)
β
i = π¯
∗
2(Xα)
β
i , this is equivalent to say that the equations (4.1) hold for
ψ(x) = (ψi(x), ψαi (x)); in other words, ψ is an integral section of X.
Remark 14.5 The converse statement is not true. In fact, the k-vector fields that are solution of the
geometric field equations (14.1) are not completely determined, and then there are k-vector fields in
X
k
H
(Rk × (T 1k )∗Q) that are not π¯2-projectable (in fact, it suffices to take their undetermined component
functions to be not π¯2-projectable). However, we have the following partial result:
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Proposition 14.6 Let ((T 1k )
∗Q,H) be an admissible k-symplectic Hamiltonian system, and we consider
(Rk × (T 1k )∗Q, H) its associated autonomous k-cosymplectic Hamiltonian system. Then, every integrable
k-vector field X¯ ∈ Xk
H
(Rk × (T 1k )∗Q) is associated with an integrable k-vector field X ∈ XkH((T 1k )∗Q).
Proof : If X¯ ∈ Xk
H
(Rk×(T 1k )∗Q) is an integrable k-vector field, denote by S¯ the set of its integral sections
(i.e., the solutions of the HDW-equation (10.1)). Let S be the set of maps ψ : Rk → (T 1k )∗Q associated
with these sections by Theorem 14.3. But, since that ((T 1k )
∗Q,ωα, H) is an admissible k-symplectic
Hamiltonian system, we have that they are admissible solutions of the HDW-equation (4.1), and then
they are integral sections of some integrable k-vector field X ∈ Xk((T 1k )∗Q). Then, by Proposition 4.8,
X satisfies the field equation (3.6) on the image of ψ, for every ψ ∈ S, and thus X ∈ XkH((T 1k )∗Q) since
every point of (T 1k )
∗Q is on the image of one of these sections. 
We now consider the Lagrangian case. In this situation we define
Definition 14.7 A k-cosymplectic (or k-precosymplectic) Lagrangian system is said to be autonomous
if
∂L
∂xα
= 0 or, what is equivalent,
∂EL
∂xα
= 0.
Now, all the results obtained for the Hamiltonian case can be stated and proved in the same way for
Lagrangian approach, considering the systems (Rk × T 1kQ,L) and (T 1kQ,L) instead of (Rk × (T 1k )∗Q,H)
and ((T 1k )
∗Q,H).
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The following table summarizes the above discussion (we also include the particular case of Classical
Mechanics).
Hamiltonian formalism
Geometric Hamiltonian equations
Lagrangian formalism
Geometric Lagrangian equations
k-cosymplectic
formalism
dtA(XB) = δ
A
B
k∑
A=1
ιXAω
A = dH −
k∑
A=1
∂H
∂tA
dtA
(X1, . . . , Xk) k-vector field on R
k × (T 1k ) ∗Q
dtA(YB) = δ
A
B
k∑
A=1
iYAω
A
L = dEL +
k∑
A=1
∂L
∂tA
dtA
(Y1, . . . , Yk) k-vector field on R
k × T 1kQ
k-symplectic
formalism
k∑
A=1
ιXAω
A = dH
(X1, . . . , Xk) k-vector field on (T
1
k )
∗Q
k∑
A=1
iYAω
A
L = dEL
(Y1, . . . , Yk) k-vector field on T
1
kQ
Cosymplectic
formalism
k = 1
(Non-autonomous
Mechanics)
dt(X) = 1
ιXω = dH − ∂H
∂t
dt
X vector field on R× T ∗Q
or equivalently
dt(X) = 1 , iXΩ = 0
where Ω = ω + dH ∧ dt
dt(Y ) = 1
iY ωL = dEL +
∂L
∂t
dt
Y vector field on R× TQ
or equivalently
dt(Y ) = 1 , iY ΩL = 0
where ΩL = ωL + dEL ∧ dt
Symplectic
formalism
k = 1
(Autonomous
Mechanics)
ιXω = dH
X vector field on T ∗Q
iY ωL = dEL
Y vector field on TQ
Table 14.1: k-cosymplectic and k-symplectic formalisms
Part IV
Relationship between k-symplectic
and k-cosymplectic approaches and
the multisymplectic formalism
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CHAPTER 15
Multisymplectic formalism
In this book, we have developed a framework for describing Classical Field Theories using k-symplectic
and k-cosymplectic manifolds. An alternative geometric framework is the multisymplectic formalism
[22, 61, 62, 115, 142], first introduced in [73, 74, 75, 159], which is based on the use of multisymplectic
manifolds. In particular, jet bundles are the appropriate domain to develop the Lagrangian formalism
[156], and different kinds of multimomentum bundles are used for developing the Hamiltonian description
[45, 67, 86]. In these models, the field equations can be also obtained in terms of multivector fields
[43, 44, 138].
Multisymplectic models allow us to describe a higher variety of field theories than the k-cosymplectic
or k-symplectic models, since for the latter the configuration bundle of the theory must be a trivial
bundle; which is not the case for the multisymplectic formalism. The mail goal of this chapter is to show
the equivalence between the multisymplectic and k-cosymplectic descriptions, when theories with trivial
configuration bundles are considered, for both the Hamiltonian and Lagrangian formalisms (for more
details see [143]). In this way we complete the results obtained in [97, 102], where an initial analysis
about the relation between multisymplectic, k-cosymplectic and k-symplectic structures was carried out.
15.1 First order jet bundles.
For a more detail discussion of the contents of this section, we refer to [42, 156].
Let π : E → M be a bundle where E is an (m + n)-dimensional manifold, which is fibered over an
m-dimensional manifold M .
If (yi) are coordinates on M , where 1 ≤ i ≤ m, then we denote the fibered coordinates on E by
(yi, uα) where 1 ≤ α ≤ n.
Definition 15.1 If (E, π,M) is a fiber bundle then a local section of π is a map φ : W ⊂ M → E,
where W is an open set of M , satisfying the condition π ◦ φ = idW . If p ∈M then the set of all sections
of π whose domains contain p will be denoted by Γp(π).
Definition 15.2 Define the local sections φ, ψ ∈ Γp(π) to be equivalent if φ(p) = ψ(p) and if, in some
fibered coordinate system (yi, uα) around φ(p)
∂φα
∂yi
∣∣∣
p
=
∂ψα
∂yi
∣∣∣
p
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for 1 ≤ i ≤ n, 1 ≤ α ≤ n. The equivalence class containing φ is called the 1-jet of φ at p and is denoted
j1pφ.
Let us observe that j1pφ = j
1
pψ if, and only if, φ∗(p) = ψ∗(p).
The set of all 1-jets of local sections of π has a natural structure as a differentiable manifold. The
atlas which describe this structure is constructed from an atlas of fibered coordinate charts on the total
space E, in much the same way that the induced atlas on the tangent bundle of TM (or on the k-tangent
bundle T 1kM) is constructed from an atlas on M .
The first jet manifold of π is the set
{j1pφ | p ∈M , φ ∈ Γp(π)}
and is denoted J1π. The functions π1 and π1,0 called the source and target projections respectively, are
defined by
π1 : J
1π −→ M
j1pφ → p
and
π1,0 : J
1π −→ E
j1pφ → φ(p)
Let (U, yi, uα) be an adapted coordinate system on E. The induced coordinate system (U1, yi, uα, uαi )
on J1π is defined on
U1 = {j1pφ : φ(p) ∈ U}
where
yi(j1pφ) = y
i(p) , uα(j1pφ) = u
α(φ(p)) , uαi (j
1
pφ) =
∂uα ◦ φ
∂yi
∣∣∣
p
(15.1)
and are known as derivative coordinates.
J1π is a manifold of dimension m + n(1 + m). The canonical projections π1,0 and π1 are smooth
surjective submersions.
Remark 15.3 If we consider Remarks 8.1 and 12.1 one obtain that the manifolds Rk × (T 1k )∗Q and
R
k × T 1kQ are two examples of jet bundles. ⋄
15.2 Multisymplectic Hamiltonian formalism
15.2.1 Multimomentum bundles
A more completed description of the multisymplectic manifolds can be found in [18, 19, 22, 45, 51, 58,
59, 60].
Definition 15.4 The couple (M,Ω), with Ω ∈ Ωk+1(M) (2 ≤ k + 1 ≤ dim M), is a multisymplectic
manifold if Ω is closed and 1-nondegenerate; that is, for every p ∈ M, and Xp ∈ TpM, we have that
ιXpΩp = 0 if, and only if, Xp = 0.
A very important example of multisymplectic manifold is themulticotangent bundle ΛkQ of a manifold
Q, which is the bundle of k-forms in Q, and is endowed with a canonical multisymplectic (k + 1)-
form. Other examples of multisymplectic manifolds which are relevant in field theory are the so-called
multimomentum bundles: let π : E → M be a fiber bundle, (dim M = k, dim E = n + k), where M is
an oriented manifold with volume form ω ∈ Ωk(M), and denote by (xα, qi) the natural coordinates in E
adapted to the bundle, such that ω = dx1 ∧ . . . ∧ dxk ≡ dkx. We denote by Λk2E the bundle of k-forms
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on E vanishing by the action of two π-vertical vector fields. This is called the extended multimomentum
bundle, and its canonical submersions are denoted by
κ : Λk2E → E ; κ¯ = π ◦ κ : Λk2E →M
We can introduce natural coordinates in Λk2E adapted to the bundle π : E → M , which are denoted by
(xα, qi, pαi , p), such that ω = d
kx. Then, denoting dk−1xα = ι ∂
∂xα
dkx, the elements of Λk2E can be written
as pαi dq
i ∧ dk−1xα + p dkx.
Λk2E is a subbundle of Λ
kE, and hence Λk2E is also endowed with canonical forms. First we have the
“tautological form” Θ ∈ Ωk(Λk2E), which is defined as follows: let νx ∈ Λk2E, with x ∈ E then, for every
X1, . . . , Xk ∈ Tνx(Λk2E), we have
Θνx(X1, . . . , Xk) := ν(x)(Tνxκ(X1), . . . , Tνxκ(Xk)).
Thus we define the multisymplectic form
Ω := −dΘ ∈ Ωk+1(Λk2E)
and the local expressions of the above forms are
Θ = pαi dq
i ∧ dk−1xα + p dkx , Ω = −dpαi ∧ dqi ∧ dk−1xα − dp ∧ dkx (15.2)
Consider π∗ΛkT ∗M , which is another bundle over E, whose sections are the π-semibasic k-forms on E,
and denote by J1π∗ the quotient
Λk2E
π∗ΛkT ∗M
. J1π∗ is usually called the restricted multimomentum bundle
associated with the bundle π : E →M . Natural coordinates in J1π∗ (adapted to the bundle π : E →M)
are denoted by (xα, qi, pαi ). We have the natural submersions specified in the following diagram
Λk2E
µ ✲ J1π∗
κ σ
κ¯ σ¯
π
E
M
◗
◗
◗
◗
◗◗s
✑
✑
✑
✑
✑✑✰
❏
❏
❏
❏
❏
❏
❏
❏❏❫
✡
✡
✡
✡
✡
✡
✡
✡✡✢❄
15.2.2 Hamiltonian systems
The Hamiltonian formalism in J1π∗ presented here is based on the construction made in [22] (see also
[37, 38, 45, 142]).
Definition 15.5 A section h : J1π∗ → Λk2E of the projection µ is called a Hamiltonian section. The
differentiable forms Θh := h
∗Θ and Ωh := −dΘh = h∗Ω are called the Hamilton-Cartan k and (k+1)
forms of J1π∗ associated with the Hamiltonian section h. (J1π∗, h) is said to be a Hamiltonian system
in J1π∗.
In natural coordinates we have that
h(xα, qi, pαi ) = (x
α, qi, pαi , p = −H(xα, qi, pαi )),
and H ∈ C∞(U), U ⊂ J1π∗, is a local Hamiltonian function. Then we have
Θh = p
α
i dq
i ∧ dk−1xα −Hdkx , Ωh = −dpαi ∧ dqi ∧ dk−1xα + dH ∧ dkx . (15.3)
The Hamilton-De Donder-Weyl equations can also be derived from the correspondingHamilton–Jacobi
variational principle. In fact:
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Definition 15.6 Let (J1π∗, h) be a Hamiltonian system. Let Γ(M,J1π∗) be the set of sections of σ.
Consider the map
H : Γ(M,J1π∗) −→ R,
ψ 7→ ∫M ψ∗Θh,
where the convergence of the integral is assumed. The variational problem for this Hamiltonian system
is the search for the critical (or stationary) sections of the functional H, with respect to the variations
of ψ given by ψt = σt ◦ ψ, where {σt} is the local one-parameter group of any compact-supported Z ∈
XV(σ)(J1π∗) (the module of σ-vertical vector fields in J1π∗), that is:
d
dt
∣∣∣
t=0
∫
M
ψ∗tΘh = 0.
The field equations for these multisymplectic Hamiltonian systems can be stated as follows
Theorem 15.7 The following assertions on a section ψ ∈ Γ(M,J1π∗) are equivalent:
1. ψ is a critical section for the variational problem posed by the Hamilton–Jacobi principle.
2. ψ∗ιXΩh = 0, ∀X ∈ X(J1π∗).
If (U ;xα, qi, pαi ) is a natural system of coordinates in J
1π∗, then ψ satisfies the Hamilton-De Donder-
Weyl equations in U
∂ψi
∂xα
∣∣∣
x
=
∂H
∂pαi
∣∣∣
ψ(x)
,
∂ψαi
∂xα
= −∂H
∂qi
∣∣∣
ψ(x)
, (15.4)
where ψ(x) = (x, ψi(x), ψαi (x)).
15.2.3 Relation with the k-cosymplectic Hamiltonian formalism
In order to compare the multisymplectic and the k-cosymplectic formalisms for field theories, we consider
the case when π : E → M is the trivial bundle Rk × Q → Rk. Then we can establish some relations
between the canonical multisymplectic form on Λk2E ≡ Λk2(Rk × Q) and the canonical k-cosymplectic
structure on Rk × (T 1k )∗Q.
First recall that on M = Rk we have the canonical volume form ω = dx1 ∧ . . . ∧ dxk ≡ dkx. Then:
Proposition 15.8 If π : E → M is the trivial bundle Rk × Q → Rk, we have the following diffeomor-
phisms:
(1) Λk2E ≡ Λk2(Rk ×Q) is diffeomorphic to Rk × R× (T 1k )∗Q.
(2) J1π∗ = J1∗(Rk ×Q) is diffeomorphic to Rk × (T 1k )∗Q.
Proof :
(1) Consider the canonical embedding ιx : Q →֒ Rk × Q given by ix(q) = (x, q), and the canonical
submersion πQ : R
k ×Q→ Q. We can define the map
Ψ: Λk2(R
k ×Q) −→ Rk × R× (T 1k )∗Q
ν(x,q) 7→ (x, p, ν1q , . . . , νkq )
where
p = ν(x,q)
(
∂
∂x1
∣∣∣
(x,q)
, . . . ,
∂
∂xk
∣∣∣
(x,q)
)
ναq (X) = ν(x,q)
(
∂
∂x1
∣∣∣
(x,q)
, . . . ,
∂
∂xα−1
∣∣∣
(x,q)
, (ιx)∗X,
∂
∂xα+1
∣∣∣
(x,q)
, . . . ,
∂
∂xk
∣∣∣
(x,q)
)
,
X ∈ X(Q)
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(note that xα and p are now global coordinates in the corresponding fibres and the global coordinate
p can be identified also with the natural projection p : Rk ×R× (T 1k )∗Q→ R). The inverse of Ψ is
given by
ν(x,q) = p d
kx|(x,q) + (πQ)∗(x,q)ναq ∧ dk−1xνα(x,q) .
Thus, Ψ is a diffeomorphism. Locally Ψ is written as the identity.
(2) It is a straightforward consequence of (1), because
J1π∗ = Λk2E/π
∗ΛkT ∗M ≃ Rk × R× (T 1k )∗Q/R ≃ Rk × (T 1k )∗Q .
It is important to point out that since the bundle
µ : Λk2E ≃ Rk × R× (T 1k )∗Q→ J1π∗ ≃ Rk × (T 1k )∗Q
is trivial, then the Hamiltonian sections can be taken to be global sections of the projection µ by giving
a global Hamiltonian function H ∈ C∞(Rk × (T 1k )∗Q).
Then we can relate the non-canonical multisymplectic form Ωh with the k-cosymplectic structure in
Rk × (T 1k )∗Q as follows:
• Starting from the forms Θh and Ωh in Rk × (T 1k )∗Q, we can define the forms Θα and Ωα on
R
k × (T 1k )∗Q as follows: for X,Y ∈ X(Rk × (T 1k )∗Q),
Θα(X) = −
ι ∂
∂xk
. . . ι ∂
∂x1
(Θh ∧ dxα)
 (X)
Ωα(X,Y ) = −dΘα(X,Y ) = (−1)k+1
ι ∂
∂xk
. . . ι ∂
∂x1
(Ωh ∧ dxα)
 (X,Y ) , (15.5)
and the 1-forms ηα = dxα are canonically defined.
• Conversely, starting from the canonical k-cosymplectic structure on Rk × (T 1k )∗Q, and from H, we
can construct
Θh = −Hdkt+Θα ∧ dk−1xα ,
Ω = −dΘ = dH ∧ dkt+Ωα ∧ dk−1xα .
(15.6)
Let Xkh(J
1π∗) be the set of k-vector fieldsX = (X1, . . . , Xk) in J
1π∗ which are solution of the equations
ιXΩh = ιX1 . . . ιXkΩh = 0 , ιXω = ιX1 . . . ιXkω 6= 0 , (15.7)
(we denote by ω = dkx the volume form in M as well as its pull-backs to all the manifolds).
In a system of natural coordinates, the components of X are given by
Xα = (Xα)β
∂
∂xα
+ (Xα)
i ∂
∂qi
+ (Xα)
β ∂
∂viβ
.
Then, in order to assure the so-called “transversal condition” ιXω 6= 0, we can take (Xα)β = δβα,
which leads to ιXω = 1, and hence the other equation (15.7) give become
∂H
∂qi
= −
k∑
α=1
(Xα)
α
i ,
∂H
∂pαi
= (Xα)
i . (15.8)
Let us observe that these equations coincide with equations (9.2). Thus we obtain
Theorem 15.9 A k-vector field X = (X1, . . . , Xk) on J
1π∗ ≃ Rk× (T 1k )∗Q is a solution of the equations
(15.7) if, and only if, it is also a solution of the equations (9.1); that is, we have that Xkh(R
k× (T 1k )∗Q) =
Xk
H
(Rk × (T 1k )∗Q).
Let us observe that when E = Rk ×Q, then, if the section ψ : Rk = M → Rk × (T 1k )∗Q = J1π∗ is a
integral section of the k-vector field X, ψ is a solution of the Hamilton-De Donder-Weyl equations (15.4),
(as a consequence of (15.8)).
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15.3 Multisymplectic Lagrangian formalism
15.3.1 Multisymplectic Lagrangian systems
A Lagrangian density is a π-semibasic k-form on J1π, and hence it can be expressed as L = Lω, where
L ∈ C∞(J1π) is the Lagrangian function associated with L and ω, where ω is a volume form on M .
Using the canonical structures of J1π, we can define the Poincare´-Cartan k-form ΘL and Poincare´-Cartan
(k + 1)-form ΩL = −dΘL, which have the following local expressions [42]:
ΘL =
∂L
∂viα
dqi ∧ dk−1xα −
(
∂L
∂viα
viα − L
)
dkx
ΩL = −d
(
∂L
∂viα
)
∧ dqi ∧ dk−1xα + d
(
∂L
∂viα
viα − L
)
∧ dkx
(J1π,L) is said to be a Lagrangian system.
The Lagrangian system and the Lagrangian function are regular if ΩL is a multisymplectic (k + 1)-
form. The regularity condition is locally equivalent to demand that the matrix
(
∂2L
∂viα∂v
j
β
)
is regular at
every point in J1π.
The Lagrangian field equations can be derived from a variational principle. In fact:
Definition 15.10 Let (J1π,L) be a Lagrangian system. Let Γ(M,E) be the set of sections of π. Consider
the map
L : Γ(M,E) −→ R,
φ 7→ ∫M (j1φ)∗ΘL,
where the convergence of the integral is assumed. The variational problem for this Lagrangian system is
the search of the critical (or stationary) sections of the functional L, with respect to the variations of φ
given by φt = σt ◦ φ, where {σt} is a local one-parameter group of any compact-supported Z ∈ XV(π)(E)
(the module of π-vertical vector fields in E), that is:
d
dt
∣∣∣
t=0
∫
M
(
j1φt
)∗
ΘL = 0.
This is the Hamilton principle of the Lagrangian formalism.
Theorem 15.11 The following assertions on a section φ ∈ Γ(M,E) are equivalent:
1. φ is a critical section for the variational problem posed by the Hamilton principle.
2. (j1φ)∗ιXΩL = 0 for every X ∈ X(J1π), where j1φ : M → J1π is the section defined by j1φ(x) =
j1xφ.
If φ(xα) = (xα, φi(xα)) is a critical section then
j1φ(xα) =
(
xα, φi(xα),
∂φi
∂xα
)
satisfies the Euler-Lagrange field equations
∂
∂xα
(
∂L
∂viα
◦ j1φ
)
− ∂L
∂qi
◦ j1φ = 0. (15.9)
Finally, ΘL ∈ Ω1(J1π) being π-semibasic, we have a natural map F˜L : J1π →Mπ, given by
F˜L(y) = ΘL(y) ; y ∈ J1π
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which is called the extended Legendre transformation associated to the Lagrangian L. The re-
stricted Legendre transformation is FL = µ ◦ F˜L : J1π → J1π∗. Their local expressions are
F˜L : (xα, qi, viα) 7→
(
xα, qi,
∂L
∂viα
, L− viα
∂L
∂viα
)
FL : (xα, qi, viα) 7→
(
xα, qi,
∂L
∂viα
)
(15.10)
Moreover, we have F˜L
∗
Θ = ΘL, and F˜L
∗
Ω = ΩL. Observe that the Legendre transformations FL defined
for the k-cosymplectic and the multisymplectic formalisms are the same, as their local expressions (12.30)
and (15.10) show.
15.3.2 Relation with the k-cosymplectic Lagrangian formalism
Like in the Hamiltonian case, in order to compare the multisymplectic Lagrangian formalism and the
k-cosymplectic Lagrangian formalism for field theories, we consider the case when π : R→M is the trivial
bundle Rk ×Q→ Rk. We can define the energy function EL as
EL = ΘL
(
∂
∂x1
, . . . ,
∂
∂xk
)
whose local expression is EL = v
i
α
∂L
∂viα
− L. Then we can write
ΘL =
∂L
∂viα
dqi ∧ dk−1xα − ELdkx ,
ΩL = −d
(
∂L
∂viα
)
∧ dqi ∧ dk−1xα + dEL ∧ dkx .
In this particular case, like in the Hamiltonian case, we can relate the non-canonical Lagrangian
multisymplectic (or pre-multisymplectic) form ΩL with the non-canonical Lagrangian k-cosymplectic (or
k-precosymplectic) structure in Rk × T 1kQ constructed in Section 12.3.1 as follows: starting from the
forms ΘL and ΩL in J
1π ≃ Rk × T 1kQ, we can define the forms ΘαL and ΩαL = −dΘαL on Rk × T 1kQ, as
follows: for X,Y ∈ X(Rk × T 1kQ),
ΘαL(X) = −
ι ∂
∂xk
. . . ι ∂
∂x1
(ΘL ∧ dxα)
 (X)
ΩαL(X,Y ) = (−1)k+1
ι ∂
∂xk
. . . ι ∂
∂x1
(ΩL ∧ dxα)
 (X,Y ) (15.11)
and the 1-forms ηα = dxα are canonically defined.
Conversely, starting from the Lagrangian k-cosymplectic (or k-precosymplectic) structure on Rk ×
T 1kQ, and from EL, we can construct on R
k × T 1kQ ≃ J1π
ΘL = −ELdkt+ΘαL ∧ dk−1xα,
ΩL = −dΘL = dEL ∧ dkx+ΩαL ∧ dk−1xα .
(15.12)
So we have proved the following theorem, which allows us to relate the non-canonical Lagrangian
multisymplectic (or pre-multisymplectic) forms with the non-canonical Lagrangian k-cosymplectic (or
k-precosymplectic) structure in Rk × T 1kQ
Theorem 15.12 The Lagrangian multisymplectic (or pre-multisymplectic) form and the Lagrangian 2-
forms of the k-cosymplectic (or k-precosymplectic) structure on J1π ≡ Rk × T 1kQ are related by (15.11)
and (15.12).
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Let Xk
L
(J1π) be the set of k-vector fields Γ = (Γ1, . . . ,Γk) in J
1π, that are solutions of the equations
ιΓΩL = 0 , ιΓω 6= 0 . (15.13)
In a system of natural coordinates the components of Γ are given by
Γα = (Γα)
β ∂
∂xβ
+ (Γα)
i ∂
∂qi
+ (Γα)
i
β
∂
∂viβ
Then, in order to assure the condition ιΓω 6= 0, we can take (Γα)β = δβα, which leads to ιΓω = 1, and
thus Γ is a solution of (15.13) if, and only if, (Γα)
i and (Γα)
i
β satisfy the equations (12.27). When L is
regular, we obtain that (Γα)
i = viα, and the equations (12.28) hold.
Then we can assert the following.
Theorem 15.13 A k-vector field Γ = (Γ1, . . . ,Γk) in J
1π ≃ Rk × T 1kQ is a solution of the equations
(15.13) if, and only if, it is also a solution of the equations (12.26); that is, we have that Xk
L
(Rk×T 1kQ) =
XkL(R
k × T 1kQ).
Observe also that, when E = Rk × Q and J1π ≃ Rk × T 1kQ, we have that j1φ = φ[1], and hence, if
j1φ is an integral section of Γ = (Γ1, . . . ,Γk), then φ is a solution to the Euler-Lagrange equations.
15.4 Correspondences between the k-symplectic, k-cosymplectic
and multisymplectic formalisms
Hamiltonian approach
k-symplectic k-cosymplectic Multisymplectic
Phase space (T 1k )
∗Q Rk × (T 1k )∗Q Λk2E → J1π∗
Canonical forms
θα ∈ Ω1((T 1k )∗Q) Θα ∈ Ω1(Rk × (T 1k )∗Q) Θ ∈ Ωk(Λk2E)
ωα = −dθα Ωα = −dΘα Ω = −dΘ
Hamiltonian H : (T 1k )
∗Q→ R H : Rk × (T 1k )∗Q→ R h : J1π∗ → Λk2E
Geometric
equations
k∑
α=1
ιXαω
α = dH
k∑
α=1
ιXαΩ
α = dH − ∂H
∂xα
dxα
dxα(Xβ) = δ
α
β
ιXΩh = 0
ιXω = 1
X ∈ Xk((T 1k )∗Q) X ∈ Xk(Rk × (T 1k )∗Q) X ∈ Xk(J1π∗)
Lagrangian approach
k-symplectic k-cosymplectic Multisymplectic
Phase space T 1kQ R
k × T 1kQ J1π
Lagrangian L : T 1kQ→ R L : Rk × T 1kQ→ R L : J1π → R,L = Lω
Cartan forms
θαL ∈ Ω1(T 1kQ) ΘαL ∈ Ω1(Rk × T 1kQ) ΘL ∈ Ωk(J1π)
ωαL = −dθαL ΩαL = −dΘαL ΩL = −dΘL
Geometric
equations
k∑
α=1
ιΓαω
α
L = dEL
k∑
α=1
ιΓαΩ
α
L
= dEL − ∂L
∂xα
dxα
dxα(Γβ) = δ
α
β
ιΓΩL = 0
ιΓω = 1
Γ ∈ Xk(T 1kQ) Γ ∈ Xk(Rk × T 1kQ) Γ ∈ Xk(J1π)
Table 15.1: k-symplectic, k-cosymplectic and multisymplectic formalism.
Appendices
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APPENDIX A
Symplectic manifolds
In chapter 1 we have presented a review of the Hamiltonian Mechanics on the cotangent bundle, using
the canonical symplectic form on T ∗Q and also the time-dependent counterpart. This approach can be
extended, in a similar way, to the case of an arbitrary symplectic manifolds and cosymplectic manifolds,
respectively.
Here we recall the formal definition of symplectic and cosymplectic manifolds.
The canonical model of symplectic structure is the cotangent bundle T ∗Q with its canonical symplectic
form.
Definition A.1 Let ω be an arbitrary 2-form on a manifold M . Then
(1) ω is called a presymplectic structure on M if ω is a closed 2-form, that is, dω = 0.
(2) ω is called an almost symplectic structure on M if it is non-degenerate.
(3) ω is called a symplectic structure if it is a closed non-degenerated 2-form.
Let us observe that if ω is an almost symplectic structure on M , then M has even dimension, say 2n,
and we have an isomorphism of C∞(M)-modules
♭ : X(M) −→ ∧1(M) , ♭(Z) = ιZω .
Let (x1, . . . , xn, y1, . . . , yn) be the standard coordinates on R2n. The canonical symplectic form on
R2n is
ω0 = dx
1 ∧ dy1 + . . .+ dxn ∧ dyn.
The most important theorem in Symplectic Geometry is the following.
Theorem A.2 (Darboux Theorem) Let ω be an almost symplectic 2-form on a 2n-dimensional man-
ifold M . Then dω = 0 (that is, ω is symplectic), if and only if for each x ∈ M there exists a coordinate
neighborhood U with local coordinates (x1, . . . , xn, y1, . . . , yn) such that
ω =
n∑
i=1
dxi ∧ dyi .
Taking into account this result, one could develop the Hamiltonian formulation described in section 1.1.3
substituting the cotangent bundle T ∗Q by an arbitrary symplectic manifold, see [1, 3, 55, 56, 69, 70].
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APPENDIX B
Cosymplectic manifolds
.
Definition B.1 A cosymplectic manifold is a triple (M, η, ω) consisting of a smooth (2n+1)-dimen-
sional manifold M equipped with a closed 1-form η and a closed 2-form ω, such that η ∧ ωn 6= 0.
In particular, η ∧ ωn is a volume form on M .
The standard example of a cosymplectic manifold is provided by the extended cotangent bundle
(R×T ∗N, dt, π∗ωN ) where t : R× T ∗N → N and π : R× T ∗N → T ∗N are the canonical projections and
ωN is the canonical symplectic form on T
∗N .
Consider the vector bundle homomorphism
♭ : TM → T ∗M
v 7→ ♭(v) = ιvω + (ιvη)η .
Then ♭ is a vector bundle isomorphism with inverse ♯. Of course, the linear homomorphism
♭x : TxM → T ∗xM
induced by ♭ is an isomorphism too, for all x ∈M .
Given a cosymplectic manifold (M, η, ω), then there exists a distinguished vector field R (called the
Reeb vector field) such that
ιRη = 1, ιRω = 0 ,
or, in other form,
R = ♯(η) .
Theorem B.2 (Darboux theorem for cosymplectic manifolds) Given a cosymplectic manifold
(M, η, ω), there exists, around each point x of M , a coordinate neighborhood with coordinates (t, qi, pi),
1 ≤ i ≤ n, such that
η = dt, ω = dqi ∧ dpi .
These coordinates are called Darboux coordinates.
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In Darboux coordinates, we have R = ∂/∂t.
Using the isomorphisms ♭ and ♯ one can associate with every function f ∈ C∞(M) these following
vector fields:
• The gradient vector field, grad f defined by
gradf = ♯(df) ,
or, equivalently,
ιgrad fη = R(f), ιgrad fω = df − R(f)η .
• The Hamiltonian vector field Xf defined by
Xf = ♯(df − R(f)η) ,
or, equivalently,
ιXf η = 0, ιXfω = df − R(f)η .
• The evolution vector field Ef defined by
Ef = R+Xf ,
or, equivalently,
ιEf η = 1, ιEfω = df − R(f)η .
In Darboux coordinates we have
grad f =
∂f
∂t
∂
∂t
+
∂f
∂pi
∂
∂qi
− ∂f
∂qi
∂
∂pi
,
Xf =
∂f
∂pi
∂
∂qi
− ∂f
∂qi
∂
∂pi
,
Ef =
∂
∂t
+
∂f
∂pi
∂
∂qi
− ∂f
∂qi
∂
∂pi
.
Consider now an integral curve c(s) = (t(s), qi(s), pi(s)) of the evolution vector field Ef : this implies
that c(s) should satisfy the following system of differential equations
dt
ds
= 1,
dqi
ds
=
∂f
∂pi
,
dpi
ds
= − ∂f
∂qi
.
Since
dt
ds
= 1 implies t(s) = s+ constant, we deduce that
dqi
dt
=
∂f
∂pi
,
dpi
dt
= − ∂f
∂qi
,
since t is an affine transformation of s.
As in symplectic hamiltonian mechanics, we can define a Poisson bracket. Indeed, if f, g ∈ C∞(M),
then
{f, q} = ω(gradf, grad g)
such that we obtain the usual expression for this Poisson bracket
{f, g} = ∂f
∂pi
∂g
∂qi
− ∂f
∂qi
∂g
∂pi
.
Observe that a cosymplectic manifold is again a Poisson manifold when it is equipped with this bracket
{·, ·}.
For more details of cosymplectic manifolds see, for instance [20, 27].
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