Abstract This paper describes a multi-objective genetic algorithm used to automate software refactoring. The approach is validated using a set of open source Java programs with a purpose built tool, MultiRefactor. The tool uses a metric function to measure quality in a software system and tests a second objective to measure the amount of code coverage of the applied refactorings by analyzing the code elements they have been applied to. The multi-objective setup will refactor the input program to improve its quality using the quality objective, while also maximizing the code coverage of the refactorings applied to the software. An experiment has been constructed to measure the multi-objective approach against the alternative monoobjective approach that does not use an objective to measure refactoring coverage. The two approaches are tested on six different open source Java programs. The multi-objective approach is found to give significantly better refactoring coverage scores across all inputs in a similar time, while also generating improvements in the quality scores.
I. INTRODUCTION
An increasing proportion of Search Based Software Maintenance (SBSM) research is making use of multiobjective optimization techniques. Many multi-objective search algorithms are built using genetic algorithms (GAs), due to their ability to generate multiple possible solutions. Instead of focusing on only one property, the multi-objective algorithm is concerned with a number of different objectives. This is handled through a fitness calculation and sorting of the solutions after they have been modified or added to. The main approach used to organize solutions in a multi-objective approach is Pareto dominance [1] . Pareto dominance organizes the possible solutions into different non-domination levels and further discerns between them by finding the objective distances between them in Euclidean space. If there are more than three objectives used, Pareto dominance becomes inefficient [2] [4] as an increasingly larger fraction of the population becomes non-dominated and the solutions generated will be less diverse. Many-objective algorithms concerning more than three objectives have overcome this issue with various techniques like objective reduction [5] , alternative preference ordering relations [6] , decomposition [7] , use of a predefined multiple targeted search [8] and the inc [9] . In this paper, a multi-objective approach is created to improve software that combines a quality objective with one that measures the extent of coverage that a refactoring solution can give among the elements of the solution. Coverage is important since a developer may not want the solution to focus on only a few parts of the code or get stuck on certain areas. Ensuring good coverage also avoids the possibility of a solution focusing more on specific areas of a class performing redundant refactorings. As the MultiRefactor tool has many complimentary refactorings available (such as Make Class Abstract/Make Class Concrete), it is possible that a solution will have a number of refactorings that are applied to the same elements and that reverse the effects of the refactorings that come before it, causing the effect to be meaningless. Having an objective measurement to increase refactoring coverage reduces the likelihood of redundant refactorings.
A refactoring coverage objective has been constructed within the tool to inspect the refactoring solutions generated as part of the genetic search, and rank their fitness by analyzing the refactorings applied and calculating a coverage score. The coverage score will be determined by two factors. The more elements inspected within a refactoring solution, the better the score will be. These elements include classes, methods and fields/variables. For each refactoring, a single element will be chosen to correspond to it, where class level refactorings will choose the relevant class, and likewise, method and field level refactorings will choose the relevant method or field. The number of distinct elements corresponding to the refactorings in a solution can be calculated this way and therefore it can be determined which solution looks at more. The second factor inspected will be the number of times each element is refactored. The smaller the average number of refactorings for each element in a solution, the better the score will be. This way, the score will minimize the effect of solutions with a larger number of refactorings and encourage the solution to focus less on a specific element or group of elements. This will also minimize the occurrence of the redundant refactorings discussed above and allow each refactoring to have meaning in the solution by dispersing the refactorings across the different elements. To test the effectiveness of the refactoring coverage objective, an experiment has been constructed to test a GA that uses it against one that does not. In order to judge the outcome of the experiment, the following research questions have been derived: RQ1: Does a multi-objective solution using a refactoring coverage objective and a quality objective give an improvement in quality? RQ2: Does a multi-objective solution using a refactoring coverage objective and a quality objective improve the coverage of refactorings better than a solution that does not use the refactoring coverage objective.
In order to address the research questions, the experiment will run a set of tasks to compare a default mono-objective set up to refactor a solution towards quality with a multi-objective approach that uses a quality objective and the newly proposed refactoring coverage objective. The following null hypotheses have been constructed to assess success in the experiment. H10: The multi-objective solution does not give an improvement in the quality objective value. H20: The multi-objective solution does not give significantly higher refactoring coverage values than the corresponding mono-objective solution.
The remainder of this paper is organized as follows. Section 2 discusses related work. Section 3 describes the MultiRefactor tool used to conduct the experimentation along with the searches, refactorings and metrics available in it. Section 4 explains the set up of the experiment used to test the refactoring coverage objective, as well as the outcome of previous experimentation done to derive the quality objective and the GA parameters used. Section 5 analyzes the results of the experiment, looking at the objective values and the times taken to run the tasks. Section 6 outlines the threats to validity and concludes the paper.
II. RELATED WORK
A number of recent studies in SBSM have explored the use of multi-objective techniques. White et al.
[10] used a multiobjective approach to find a tradeoff between the functionality of a pseudorandom number generator and power consumption required. De Souza et al. [11] investigated the human competitiveness of SBSE techniques in 4 areas of software engineering using mono-objective and multi-objective GAs. Ouni et al. [12] created an approach to measure semantics preservation in a software program when searching for refactoring options to improve the structure, by using the NSGA-II search. Ouni et al. [13] , [3] , [14] then explored the potential of using development refactoring history to aid in refactoring a software project using NSGA-II. In another study [15] , Ouni et al. combined this approach in a four objective configuration that also aimed to minimize the number of code changes necessary to fix defects. Ouni et al. [16] also expanded upon the code smells correction approach of Kessentini et al. [17] by replacing the GA used with NSGA-II. Wang et al. also expanded on the approach of Kessentini et al. by combining the detection and removal of software defects with an estimation of the number of future code smells generated in the software by the refactorings. Ouni et al. [18] investigated the use of a chemical reaction optimization algorithm to explore the benefits of this approach for SBSM. They compared the algorithm against three other search algorithms including a GA. Mkaouer et al. [19] , [20] experimented with combining quality measurements with robustness using NSGA-II. Mkaouer et al. [2] , in common with those of [23] and Trifu et al. [24] , uses the RECODER framework 2 to modify source code in Java programs. RECODER extracts a model of the code (represented using an Abstract Syntax Tree) that can be used to analyze and modify the code before the changes are applied and written to file. MultiRefactor combines mono-objective search optimization algorithms like simulated annealing with a multi-objective genetic algorithm (MOGA) to make available various different approaches to automated software maintenance in Java programs. It takes Java source code as input and will output the modified source code to a specified folder. The input must be fully compilable and must be accompanied by any necessary library files as compressed jar files. The numerous searches available in the tool have various input configurations that can affect the execution of the search. The refactorings and metrics used can also be specified. As such, the tool can be configured in a number of different ways to specify the particular set up you want to use in relation to the selection of metrics and refactorings, the search used and the settings chosen for that particular search). If desired, multiple tasks can be set to run one after the other.
A previous study [25] used the A-CMA [26] tool to experiment with different metric functions but that work was not extended to produce output source code (likewise, TrueRefactor [27] [16] approach only generates proposed lists of refactorings). MultiRefactor was developed in order to be a fully-automated search-based refactoring tool that produces compilable, usable code. As well as the Java code artifacts, the tool will produce an output file that gives information on the execution of the task including data about the parameters of the search executed, the metric values at the beginning and end of the search, and details about each refactoring applied. The metric configurations can be modified to include different weights and the direction of improvement of the metrics can be changed depending on the desired outcome. These configurations can be read in a number of ways including as text files or xml files. There are a few ways the metric functions can be calculated. An overall metric value can be found using a weighted metric sum or Pareto dominance can be used to compare individual metrics within the functions.
MultiRefactor contains seven different search options for automated maintenance, with three distinct metaheuristic search techniques available. For each search type there is a selection of configurable properties to determine how the search will run. The types of search available are detailed in Table 1 . The MOGA used in the experimentation is largely identical to the basic GA, and contains the same configuration options. The representation used in MultiRefactor is based on the implementation used by Seng et al. [28] and further [29] . The search algorithm stores model information to represent multiple different genomes in a population, avoiding the expensive memory costs needed to store multiple different models. The http://sourceforge.net/projects/recoder initial population is constructed by applying a selection of random refactorings to the initial model to create a single genome, and repeating for the required number of genomes. For the crossover and mutation processes, each genome in the population is represented as the sequence of refactorings that have been applied. The crossover process uses the cut and splice technique, generating two offspring from two different parent genomes. The parent genomes are chosen using a selection operator. With the basic GA, rank selection is used, which gives the genomes with better fitness a higher chance of being chosen for crossover. A single, separate point in the refactoring sequence is chosen for each parent in order to facilitate the technique. The point is chosen at random for each genome, and for both, at least one refactoring will be present on each side of the chosen point. Each child is then generated by mixing the two sets of refactorings together. The first set of refactorings in one parent will be paired with the second set of refactorings from the other parent and vice versa. The refactorings will be applied consecutively to construct each child genome, and any inapplicable refactorings during this process will be left out although the genome will still be created using the remaining refactorings.
The mutation process will randomly choose from the new offspring and apply a single random refactoring at the end of the refactoring sequence for that genome. Crossover will be applied to the population of genomes at least once during each generation and may happen more depending on the input parameters specified. Likewise, mutation will be applied a certain number of times each generation depending on the parameters specified, or may not happen at all. In order to choose parent genomes for crossover, a rank selection operator is used. Once the mutation process is complete for a generation, the new offspring is added to the current population and the solutions are ordered according to fitness. The number of generations specified will determine when the search terminates and the preset population size will determine how many genomes are generated at initialization and how many will survive each generation. The crossover and mutation probabilities determine the likeliness of these processes being executed during the search. The refactoring range will determine the initial number of refactorings applied to the genomes during the initialization process. For each initial solution, a random number of refactorings between one and the preset refactoring range will be chosen.
The multi-objective algorithm is an adaptation of the NSGA-II [30] algorithm, differing from a basic GA mostly in how the fitness score is calculated. Due to the difference in how fitness is calculated, the selection operator used for crossover is different as well. Binary tournament selection is used, in order to avoid the need to rely on ranks. The multiobjective algorithm allows the user to choose multiple metric functions as separate objectives to guide the search. The genomes in the population will then be sorted using a nondominated approach, allowing each objective to be considered separately. Unlike the approach used by Ouni et al. [16] , the refactorings used will be checked for semantic coherence as part of the search, and will be applied automatically, eliminating the need to check and apply the refactorings manually, ensuring the process is fully automated.
The refactorings used in the tool are mostly based on [31] , consisting of 26 field-level, method-level and class-level refactorings, as listed in Table 2 . Each refactoring will initially deduce whether a program element can be refactored. It will make all the relevant semantic checks and return true or false to reflect whether the refactoring is applicable. The RECODER framework allows the tool to apply the changes to the element in the model. This may consist of a single change or, as in the case of the more complex refactorings, may include a number of individual changes to the model. Specific changes applied with the RECODER framework consist of either adding an element to a parent element, removing an element from a parent element, or replacing one element with another in the model. The refactoring itself is constructed using these specific model changes. The metrics in the tool measure the current state of a program and are used to assess whether an applied refactoring has had a positive or negative impact. Due to the multiobjective capabilities of MultiRefactor, the metrics can be measured as separate objectives to be more precise in measuring their effect on a program. A number of the metrics available in the tool are adapted from the list of metrics in the QMOOD [32] and CK/MOOSE [33] metrics suites. Table 3 lists the 23 metrics currently available in the tool. In order to implement the refactoring coverage objective, extra information about the refactorings is stored in the refactoring sequence object used to represent a refactoring solution. For each solution, a hash table is used to store a list of affected elements in the solution and to attach to each a value that represents the number of times that particular element is refactored in the solution. During each refactoring, an element, considered to be most relevant to that refactoring, is chosen and the element name is stored. When it is extracted from the refactoring after it has executed and stored in the hash table for the solution, the hash table is inspected. If the element name already exists as a key in the hash table, the value corresponding to that key is incremented to represent another refactoring being applied to that element in the solution. Otherwise, the element name is added to the table and the corresponding value is set to 1. After the solution has been created, the hash table will have a list of all the elements affected and the number of times for each. This information can then be used to construct the coverage score for that solution. More information about the coverage score is given in section 4.
IV. EXPERIMENTAL DESIGN
In order to evaluate the effectiveness of the refactoring coverage objective, a set of tasks were set up that used the refactoring coverage objective to be compared against a set of -objective approach that uses a function to represent quality in the software. The corresponding tasks use the multi-objective algorithm and have two objectives. The first objective is the same function for software quality as used for the monoobjective tasks. The second objective is the refactoring coverage objective. The metrics used to construct the quality function and the configuration parameters used in the GAs are taken from previous experimentation on software quality. Each metric available in the tool was tested separately in a GA to deduce which were more successful, and the most successful were chosen for the quality function. The metrics used in the quality function are given in Table 4 . No weighting is applied for any of the metrics. The configuration parameters used for the mono-objective and multi-objective tasks were derived through trial and error and are outlined in Table 5 . The hardware used to run the experiment is outlined in Table 6 . The programs range in size from relatively small to medium sized. These programs were chosen as they have all been used in previous SBSM studies and so comparison of results is possible. Mango is a Java library, loosely inspired by the C++ standard template library. Beaver is a parser generator. Apache XML-RPC is a Java implementation of XML-RPC that uses XML to implement remote procedure calls. JHotDraw is a two-dimensional graphics framework for structured drawing editors. GanttProject is a tool for project scheduling and management. Finally, XOM is a tree based API for processing XML. The source code and necessary libraries for all of the programs are available to download in the GitHub repository for the MultiRefactor tool. Each one is run five times for the mono-objective approach and five times for the multi-objective approach, resulting in 60 tasks overall. The inputs used in the experiment as well as the number of classes and lines of code they contain are given in Table 7 .
In order to find the coverage score for the mono-objective approach to compare against the multi-objective approach, the mono-objective GA has been modified to output the coverage score after the task finishes. At the end of the search, after the results have been output and the refactored population has been written to Java code files, the coverage score for the top solution in the final population is calculated. Then, before the search terminates, this score is output at the end of the results calculated manually and the coverage scores for the monoobjective solutions can be compared against their multiobjective counterpart. For the quality function the metric changes are calculated using a normalization function. This function causes any greater influence of an individual metric in the objective to be minimized, as the impact of a change in the metric is influenced by how far it is from its initial value. The function finds the amount that a particular metric has changed in relation to its initial value at the beginning of the task. These values can then be accumulated depending on the direction of improvement of the metric (i.e. whether an increase or a decrease denotes an improvement in that metric) and the weights given to provide an overall value for the metric function or objective. A negative change in the metric will be reflected by a decrease in the overall function/objective value. In the case that an increase in the metric denotes a negative change, the overall value will still decrease, ensuring that a larger value represents a better metric value regardless of the direction of improvement. In the case that the initial value of a metric is 0, the initial value used is changed to 0.01 in order to avoid issues with dividing by 0. This way, the normalization function can still be used on the metric and its value still starts off low. Equation 1 defines the normalization function, where Cm is the current metric value and Im is the initial metric value. Wm is the applied weighting for the metric and D is a binary constant that represents the direction of improvement of the metric. n represents the number of metrics used in the function. For the refactoring coverage objective, this normalization function is not needed. The objective score depends on the number of elements refactored in a solution and will reflect that.
(1)
The tool has been updated in order to use a heuristic to choose a suitable solution out of the final population to inspect. The heuristic used is similar to the method used by Deb and Jain [8] to construct a linear hyper-plane in the NSGA-III algorithm. Firstly, the solutions in the population from the top rank are isolated and written to a separate sub folder. It is from this subset that the best solution will be chosen from when the task is finished. Among these solutions, the tool inspects the individual objective values, and for each, the best objective value across the solutions is stored. This set of objective values is the ideal point , where represents the maximum value for an objective, and an objective i = 1, 2, ..., M. This is the best possible state that a solution in the top rank could have. After this is calculated, each objective score is compared with its corresponding ideal score. The distance of the objective score from its ideal value is found, i.e.
, where represents the score for a single objective. For each solution, the largest objective distance (i.e. the distance for the objective that is furthest from its ideal point) is stored, i.e.
. At this point each solution in the top rank has a value, , to represent the furthest distance among its objectives from the ideal point. The smallest among these values, (where N represents the number of solutions in the top rank), signifies the solution that is closest to that ideal point, taking all of the objectives into consideration. This solution is then considered to be the most suitable solution and is marked as such when the population is written to file. On top of this, the results file for the corresponding solution is also updated to mark it as the most suitable. This is how solutions are chosen among the final population for the multi-objective tasks to compare against the top mono-objective solution.
For the refactoring coverage objective, the number of elements refactored is counted and then divided by the average number of times each element is refactored in order to get an overall score. This allows the refactoring coverage objective to take into account both the number of elements refactored, and the number of times an element is refactored. The score will prioritize solutions that have a larger amount of code coverage in their refactorings, and that have refactored as many elements as possible. Equation 2 gives the formula used to calculate the coverage score in a refactoring solution using the hash table structure. n represents the number of elements refactored in the refactoring solution, and A represents the number of times an element has been refactored in the solution. (2) V. RESULTS Fig. 1 gives the average quality gain values for each input program used in the experiment with the mono-objective and multi-objective approaches. In all of the inputs, the monoobjective approach gives a better quality improvement than the multi-objective approach. For the multi-objective approach all the runs of each input were able to give an improvement for the quality objective as well as look at the refactoring coverage objective. For both approaches, the smallest improvement was given with GanttProject. The inputs with the largest improvements were different for each approach. For the mono-objective approach it was Beaver, whereas, for the multi-objective approach, it was XOM. Fig. 2 shows the average coverage scores for each input with the mono-objective and multi-objective approaches. For all of the inputs, the multi-objective approach was able to yield better scores coupled with the refactoring coverage objective. The values were compared for significance using a one-tailed Wilcoxon rank-sum test (for unpaired data sets) with a 95% -objective approach were found to be significantly higher than the mono-objective approach. With the multi-objective approach, the average scores mostly increased as the input program sizes increased. This makes sense as the larger programs will contain more refactorable elements and classes in which to apply the refactorings in a solution. The notable exception to this is XOM, which had an average coverage score that is smaller than JHotDraw. This is likely due to the number of classes in the project being smaller than the GanttProject and JHotDraw class sizes. While the number of lines of code in XOM is greater, it may be that the number of code elements in the program is smaller. The scores seemed to vary slightly less with the multi-objective approach compared to the mono-objective counterparts. Again, this is understandable as the refactoring coverage objective used in the multi-objective approach to improve the program will drive the solutions towards more diverse sets of refactorings, pushing the coverage scores towards a higher peak. On the other hand, the mono-objective coverage scores are more likely to be achieved as a by-product of the other objective, leading to more fluctuating sets of scores among the tasks. Fig. 3 gives the average execution times for each input with the mono-objective and multi-objective searches. The times for the mono-objective and multi-objective tasks seemed to mirror each other. For most input programs, the mono-objective approach was faster on average, with the exception to this being Apache XML-RPC. The Wilcoxon rank-sum test (two-tailed) was used again and the values were found to not be significantly different. Again, the times generally increased as the project sizes increased, except for XOM, where the times where smaller than both JHotDraw and GanttProject. Once again these programs, while smaller, contain more classes than XOM, which may have contributed to their increased execution times. The GanttProject program stands out as taking the longest, with the longest tasks taking over 45 minutes to run, whereas the longest tasks from the other input programs took little over 30 minutes. GanttProject has the largest number of classes, which is almost double the amount that XOM contains. Similarly, the execution times for GanttProject are around twice as large as those of XOM for the 2 approaches. 
A. Threats to Validity
Internal validity focuses on the causal effect of the independent variables on the dependent variables. The stochastic nature of the search techniques means that each run will provide different results. This threat to validity has been addressed by running each of the tasks across 6 different open source programs and running against each program 5 times. Average values are then used to compare against each other. The choice of parameter settings used by the search techniques can also provide a threat to validity due to the option of using poor input settings. This has been addressed by using input parameters deemed to be most effective through trial and error via previous experimentation.
External validity is concerned with how well the results and conclusions can be generalized. In this study, the experiment was performed on 6 different real world opensource systems belonging to different domains and with different sizes and complexities. However, the experiment and the capabilities of the refactoring tool used are restricted to Java programs, therefore no claims can be made on generalizability to other domains or programming languages.
Construct validity refers to how well the concepts and measurements are related to the experimental design. The validity of the experiment is limited by the metrics used, as they are experimental approximations of software quality, as well as the refactoring coverage objective used to measure the number of elements refactored. The cost measures used in the experiment can also indicate a threat to validity. Part of the effectiveness of the two search approaches was measured using execution time in order to measure and compare cost.
Conclusion validity looks at the degree to which a conclusion can reasonably be drawn from the results. A lack of a meaningful comparative baseline can provide a threat by making it harder to produce a conclusion from the results without the relevant context. In order to provide descriptive statistics of the results, tasks have been repeated and average values have been used to compare against. Another possible threat may be provided by the lack of a formal hypothesis in the experiment. At the outset, two research questions have been provided and for each, a set of corresponding hypotheses have been constructed in order to aid in drawing a conclusion. To accompany these, non-parametric statistical tests have been used to test the significance of the results gained. These tests make no assumption that the data is normally distributed and are suitable for ordinal data.
B. Discussion
In this paper an experiment was conducted to test a new fitness objective in the MultiRefactor tool. The refactoring coverage objective measures the extent of coverage of a program given by the set of refactorings in a refactoring solution and gives an ordinal score that indicates the number of elements refactored and also how many times. This objective drives a refactoring solution to increase the code coverage of the refactorings by looking at as many elements of the software as possible. It also reduces redundant refactorings applied to the software that reverse a previously applied change. The refactoring coverage objective was tested in conjunction with a quality objective (derived from previous experimentation) in a multi-objective setup. To measure the effectiveness of the refactoring coverage objective, the multiobjective approach is compared with a mono-objective approach using just the quality objective. The quality objective values are inspected to deduce whether improvements in quality can still be derived in this multiobjective approach. Then, the coverage scores are compared to measure whether the developed refactoring coverage function can be successful in improving the coverage of the refactoring approach and reducing redundant refactorings.
The average quality improvement scores were compared across six different open source inputs and, for all input programs, the mono-objective approach gave better improvements. The multi-objective approach gave improvements in quality across all the inputs. The average coverage scores were compared across the six inputs. The scores for the multi-objective approach were better in each case. Finally, the average execution times for each input were inspected and compared for each approach. The times for each approach were similar but, for most inputs, the monoobjective approach was quicker than the multi-objective counterpart. The times for each input program increased depending on the size of the program and the number of classes available. The average times ranged from two minutes for the Mango program, to 46 minutes for GanttProject.
In order to test the aims of the experiment and derive conclusions from the results a set of research questions were constructed. Each research question and their corresponding set of hypotheses looked at one of two aspects of the experiment. RQ1 was concerned with the effectiveness of the quality objective in the multi-objective setup. To address it, the quality improvement results were inspected to ensure that each run of the search yielded an improvement in quality. In all 30 of the different runs of the multi-objective approach, there was an improvement in the quality objective score, therefore rejecting the null hypothesis. RQ2 looked at the effectiveness of the refactoring coverage objective in comparison with a setup that did not use a function to measure the code coverage of refactorings. To address this, a nonparametric statistical test was used to decide whether the mono-objective and multi-objective data sets were significantly different. The coverage scores were compared for the multi-objective approach against the basic approach and the multi-objective coverage scores were found to be significantly higher than the mono-objective scores, rejecting the null hypothesis H20. Thus, the research questions addressed in this paper help to support the validity of the refactoring coverage objective in helping to improve the coverage of a refactoring solution in the MultiRefactor tool while in conjunction with another objective.
Of the tools proposed in previous research, there are two that use the RECODER framework to modify source code in Java programs. The CODe-Imp platform, developed by Moghadam and Ó Cinnéide [23] , uses Abstract Syntax Trees to apply refactorings to a previously designed solution. It is outfitted with a selection of refactorings and metrics, and a number of search options, although there are no multiobjective search techniques available. Likewise, Trifu et al. [24] proposed an approach that uses RECODER to generate Abstract Syntax Trees. Their approach incorporates a number of tools to handle each stage. Their Inject/J tool is used to modify Java programs, with the help of RECODER. The MultiRefactor also uses RECODER in order to modify the Java code during the search. MultiRefactor, however, has a greater number of options than the other tools and a large amount of configurability. It has the ability to use both monoobjective and multi-objective approaches, and even has a many-objective genetic algorithm available. It also generates actual refactored, compiled code, in contrast to the majority of the refactoring approaches previously used. Many of these approaches only suggest refactoring sequences to be applied, and do not check the applicability of the refactorings. Although a number of refactoring studies experiment with different objectives to focus on in a software refactoring solution, none are concerned with the diversity of the code elements refactored. Therefore, the authors believe that this is a novel property to inspect when considering refactoring options in an automated maintenance setup.
For future work, further experimentation could be conducted to test the effectiveness of the refactoring coverage objective. The authors also plan to investigate other properties in order to create a better supported framework to allow developers to maintain software based on their preferences and their opinions of what factors are most important. It would also be useful to gauge the opinion of developers in industry and find out their opinion of the effectiveness of the MultiRefactor approach, and of the refactoring coverage objective in an industrial setting.
