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Abstract
Weather conditions have a major impact on citizens’ daily mobility. Depending on weather
conditions trips may be delayed, demand may be changed as well as the modal shift. These vari-
ations have a major impact on the use and operation of public transport, particularly in transport
systems that operate close to capacity. However, the influence of weather conditions on transport
demand is difficult to predict and quantify. For this purpose, an artificial neural network model –
the Multilayer Perceptron – is used as a regression model to estimate the demand for urban public
transport buses based on weather conditions. Hourly transit bus ridership and weather conditions
were collected along a year from a medium-size european metropolitan area (Oporto, Portugal)
and linked under the assumption that individuals choose the travel mode based on the weather
conditions that are observed during the departure hour, the hour before and two hours before. The
transit ridership data were also labelled according to the hour, day of the week, month, and whether
there was a strike and/or holiday or not. The results demonstrate that it is possible to predict the
demand of public transport buses using the weather conditions observed two hours before with
low error for the entire network (7%) and relatively low error for each of the bus routes (37%).
The use of weather conditions allows decreasing the error of the prediction by 22% for the entire
network and by 15% for each route.
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Resumo
As condições meteorológicas têm um grande impacto na mobilidade diária dos cidadãos. De-
pendendo das condições meteorológicas, as viagens podem atrasar, a procura pode ser alterada,
assim como o meio de transporte. Essas variações têm um grande impacto no uso e operação
do transporte público, principalmente em sistemas de transporte que operam perto da capacidade
máxima. No entanto, é difícil prever e quantificar a influência das condições meteorológicas na
procura de transporte público urbano. Para esse fim, um modelo de rede neuronal artificial - o
Multilayer Perceptron - é usado como modelo de regressão para estimar a procura nos autocarros
públicos urbanos com base nas condições meteorológicas. Para isso, o número de passageiros de
autocarros e as condições meteorológicas foram recolhidos ao longo de um ano para uma área
metropolitana europeia de média dimensão (Porto, Portugal) e vinculados sob o pressuposto de
que os utilizadores podem escolher efectuar uma viagem com base nas condições meteorológicas
observadas durante a hora de partida, a hora anterior à partida e duas horas antes da partida. Os
dados do número de passageiros também foram rotulados de acordo com a hora, dia da semana,
mês e se houve uma greve e/ou feriado, ou não. Os resultados demonstram que é possível prever
a procura de autocarros públicos urbanos usando as condições meteorológicas observadas duas
horas antes da partida com baixo erro para toda a rede (7%) e erro relativamente baixo para cada
uma das linhas de autocarros (37%). O uso de condições meteorológicas permite diminuir o erro
de previsão em 22% para toda a rede e em 15% para cada uma das linhas.
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Capítulo 1
Introdução
As condições meteorológicas têm um grande impacto no dia a dia dos cidadãos, especialmente
quando se trata de dias em que as condições meteorológicas não são favoráveis a viagens, como
por exemplo a ocorrência de chuva, vagas de frio ou ondas de calor (Shaaban and Muley (2016);
Hjorthol (2013)). Embora estas condições meteorológicas menos favoráveis possam ocorrer du-
rante todo o ano, são mais notórias para a população em determinados períodos do ano, tal como
no inverno e no verão. Assim, a influência na tomada de decisão num contexto de mobilidade, em
particular de um utilizador de transportes públicos, é por essa razão maior nesses períodos. De-
pendendo do perfil de utilizador (e.x. idoso ou doente), a ocorrência de condições meteorológicas
severas pode levar um utilizador a alterar o meio de transporte, ou em situações mais extremas,
a adiar ou mesmo a cancelar uma viagem. Porém, embora a avaliação destes impactos seja algo
intuitivo, a sua previsão e quantificação são mais complexas.
A análise de estudos realizados demonstra que o principal foco, e consequentemente os mo-
delos de previsão criados, tem sido na previsão da chegada de autocarros às respectivas paragens.
Ao mesmo tempo os modelos desenvolvidos para a previsão da procura têm-se focado essenci-
almente na previsão da procura a curto prazo (Xue et al. (2015) e Ma et al. (2014)), recorrendo
a sistemas automáticos de validações que fornecem a procura em tempo real. Existe assim uma
falha na literatura no que toca à previsão da procura nos transportes públicos tendo em contas as
condições meteorológicas.
De modo a colmatar a falta de modelos de previsão nos autocarros e ao mesmo tempo propor
uma nova solução, foi desenvolvida uma ferramenta de previsão recorrendo a redes neuronais,
algo que até ao momento não foi usado, de modo a prever a procura total e por linha da rede de
autocarros tendo em conta as condições meteorológicas.
1.1 Motivação
No mundo actual um dos grandes objectivos da gestão de qualquer empresa é tentar oferecer
a melhor qualidade de serviço possível com um custo menor. Nas empresas de transporte público
isso não é diferente.
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2 Introdução
A qualidade de serviço pode ser analisada segundo dois pontos de vista, o primeiro do ponto
de vista do utilizador e o segundo do ponto de vista da organização. Estas duas visões são bastante
distintas. Enquanto o primeiro responde a perguntas como: "o meio de transporte é confortável e
seguro?", o segundo responde a perguntas como: "o meio de transporte é eficiente ou financeira-
mente sustentável?".
A alteração da procura nos transportes públicos pode criar por sua vez problemas na gestão das
operações das empresas prestadoras de serviços de transporte, bem como constrangimentos nos
serviços prestados, ou seja diminuição na qualidade de serviço, podendo os recursos disponíveis
(e.x. veículos e motoristas) não serem adequados às necessidades observadas. Assim, diversas
condições externas podem gerar alterações na qualidade de serviço e na gestão dos recursos dis-
poníveis.
1.2 Objectivos
O objectivo deste trabalho consiste no desenvolvimento de uma ferramenta de previsão da pro-
cura nos transportes públicos, mais especificamente nos autocarros, tendo em conta as condições
meteorológicas.
Para isso foram definidas as seguintes questões:
• Quais são as variáveis meteorológicas que mais influenciam a procura de autocarros públi-
cos urbanos?
• O uso de variáveis meteorológicas ajuda a melhorar a exactidão de um modelo de previsão
da procura de autocarros públicos urbanos?
• A previsão das viagens em autocarros públicos urbanos aumenta com o uso das condições
meteorológicas observadas duas horas antes das viagens?
De modo a atingir os objectivos delineados, será utilizado um modelo para estimar a procura
nos autocarros públicos urbanos. A performance do modelo será avaliada usando diferentes con-
juntos de dados recolhidos ao longo de um ano para um caso de estudo real, a Área Metropolitana
do Porto. A robustez do modelo será analisada para diferentes períodos do dia, estações do ano,
grupos de utilizadores e condições meteorológicas. Os resultados deste modelo serão integra-
dos, juntamente com dados recolhidos através de API’s, numa ferramenta que permitirá prever a
procura de autocarros públicos urbanos.
1.3 Estrutura da dissertação
A presente dissertação encontra-se dividida em 8 capítulos.
O Capítulo 1 aborda o enquadramento do trabalho, as suas principais motivações e objectivos
e descreve a estrutura do trabalho.
1.3 Estrutura da dissertação 3
No Capítulo 2 é apresentado o estado da arte e revisão bibliográfica, onde são apresentadas as
influências das condições meteorológicas na mobilidade e nos transportes públicos. É ao mesmo
tempo efectuada uma análise dos estudos realizados, até ao momento, e apresentados modelos de
previsão da procura nos transportes públicos.
No Capítulo 3 é apresentada uma revisão bibliográfica sobre redes neuronais.
No Capítulo 4 é elaborada uma análise sobre a mobilidade urbana na área metropolitana do
Porto. Neste capítulo é caracterizado o sistema de validação dos transportes públicos e os serviços
oferecidos pelos operadores de transporte publico desta área metropolitana.
No Capítulo 5 é apresentada a metodologia usada para a resolução do problema, designada-
mente os dados, os cenários e o modelo usado, e no Capítulo 6 apresentam-se e analisam-se os
resultados obtidos com o desenvolvimento desta metodologia para um conjunto de testes.
Por fim, o Capítulo 7 descreve o funcionamento da ferramenta final desenvolvida e o Capítulo
8 as conclusões finais do trabalho, bem como alguns pontos para possível trabalho futuro.
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Capítulo 2
Revisão Bibliográfica
A mobilidade é caracterizada pela facilidade de deslocamento de bens e pessoas podendo ser
realizada usando diversos meios de transporte: motorizados e não motorizados. Assim sendo, a
mobilidade é essencial para o bom funcionamento e desenvolvimento de uma sociedade, permi-
tindo que se realizem mais facilmente actividades económicas e sociais (Rodrigue et al. (2017)).
Este deslocamento é essencialmente caracterizado em dois tipos: transporte de mercadorias e
transporte de pessoas.
No que respeita à mobilidade de pessoas nos países pertencentes à União Europeia (EU),
denota-se uma clara preferência no uso de veículo particular como meio de transporte. Este meio
de transporte é usado diariamente por 83,1% da população. Em contrapartida, os meios de trans-
porte metro e autocarro representam 9,2% sendo seguidos por comboio com 7,7% (Eurostat).
Dentro dos 28 estados membros da União Europeia existem algumas assimetrias no que diz
respeito às preferências dos cidadãos. A Hungria e a República Checa foram os únicos Estados-
Membros em que as percentagens no uso de veículos particulares se situam abaixo de três quartos.
Nestes países o uso de autocarro e metro tem uma maior representação, com 22,3% e 17,3%
respectivamente, em relação aos restantes estados membros (Eurostat).
É amplamente reconhecido que a procura nos transportes, sejam estes privados ou públicos, é
o produto das preferências individuais de cada cidadão. Diversos factores influenciam as escolhas
de cada utilizador de transportes, desde: (i) as características pessoais do utilizador (ex: género,
idade, ocupação, rendimento, e ter ou não veículo), (ii) a disponibilidade de transportes públicos
(ex: meio de transporte, tempo de viagem, custo e segurança), (iii) o objectivo da viagem (ex:
lazer ou laboral), (iv) o dia e o período do dia (ex: fim de semana vs. semana, hora de ponta vs.
hora de vazio) e (v) as condições meteorológicas (ex: precipitação, altas ou baixas temperaturas e
ventos fortes).
Este capítulo apresenta uma análise dos estudos realizados, sendo analisadas a influência das
condições meteorológicas na mobilidade (secção 2.1), a influência das condições meteorológicas
nos transportes públicos (secção 2.2), os métodos utilizados nos estudos realizados (secção 2.3) e
os modelos de previsão até agora criados (secção 2.4).
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6 Revisão Bibliográfica
2.1 Influência das condições meteorológicas na mobilidade
Diversos autores estudaram a influência das condições meteorológicas na mobilidade dos cida-
dãos (Sabir et al. (2010); Shaaban and Muley (2016)). Estas condições afectam de forma diferente
os diversos meios de transporte (Cools et al. (2010); Singhal et al. (2014)) e tipos de utilizadores
(Mahrsi (2014); Hjorthol (2013)).
No que respeita ao fluxo pedestre, num estudo realizado por de Montigny et al. (2011) em nove
cidades europeias concluiu-se que o nível de precipitação, a temperatura e a luz solar têm uma
influência significativa em flutuações no fluxo de pedestres. Segundo este estudo, uma variação
positiva de 5◦C em relação à temperatura média do local provocou um aumento de 14% na média
dos cidadãos que se deslocam a pé. Mais ainda, uma mudança de um dia com neve para um
dia sem precipitação gerou um aumento de 23% de pedestres. Shaaban and Muley (2016), num
estudo realizado no Catar, constatou que o fluxo de pedestres tem uma relação logarítmica-linear
com as condições meteorológicas e que a temperatura é o parâmetro que mais influência o fluxo
de pedestres.
Em relação ao uso de bicicleta, em condições de tempo chuvoso ou na presença de chuva du-
rante as três horas anteriores, ciclistas tendem a adiar ou mesmo cancelar as suas viagens. Estudos
realizados por Fields et al. (2012) e Parkin et al. (2008) revelam que o volume de ciclistas tende a
aumentar com o aumento de temperatura e a diminuição da precipitação. Ao mesmo tempo, Lewin
(2011) verifica que os efeitos da temperatura e da precipitação no fluxo de ciclistas não é explicado
por uma regressão linear, podendo existir uma diminuição quer em condições com altas tempe-
raturas quer em condições com baixas temperaturas. Nos casos de ocorrência de precipitação a
diminuição de fluxo de ciclistas na primavera é de 8% e no verão de 13%.
No uso de veículo privado tal influência não é tão denotada devido às suas características,
tais como o isolamento das condições meteorológicas. Os passageiros não são directamente influ-
enciados pelas condições exteriores, sendo que as condições meteorológicas apenas influenciam
a rapidez da viagem realizada. Segundo Hooper et al. (2014), no uso de carro, a precipitação
influencia a velocidade, o fluxo do trânsito e consequentemente o tempo de viagem.
O uso dos transportes públicos é dos meios de transporte mais influenciados pelas condições
meteorológicas, visto que os seus utilizadores são directamente afectados quando se dirigem ou
aguardam numa paragem ou estação por um transporte público. Estas influências são analisadas
em detalhe na secção seguinte (2.2).
2.2 Influência das condições meteorológicas nos transportes públicos
A influência da meteorologia nos transportes públicos não é um tema recente e tem gerado um
crescente interesse no seu estudo e análise. O estudo deste tema tem-se focado essencialmente nos
autocarros (Tao et al. (2016), Stover and McCormack (2015)) e no metro (Li et al. (2018); Zhou
et al. (2017)) como meio de transporte, utilizando diferentes métodos de análise em diferentes
localizações e sociedades.
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Diversos estudos demonstram a existência de uma correlação directa entre a variação das con-
dições meteorológicas e a procura gerada nos serviços de transporte (Singhal et al. (2014),Guo
et al. (2008)). Outros autores (Guo et al. (2007); Kalkstein et al. (2009)) demonstram com os seus
resultados que a utilização de autocarros e metro por parte dos utentes é negativamente afectada
com elevada precipitação.
A meteorologia, como um dos principais factores influenciadores da mobilidade, intervém nas
decisões dos utilizadores e nos seus hábitos. Guo et al. (2008) aferiu que a utilização dos transpor-
tes públicos é directamente influenciada pela meteorologia, sendo esta influência negativa quando
as condições não são favoráveis e vice-versa. A temperatura, a humidade relativa, a precipitação e
a velocidade do vento são as principais variáveis que mais contribuem para estas variações (Zhou
et al. (2017); Guo et al. (2008)), sendo que a severidade do seu impacto depende de variável para
variável, do meio de transporte e do dia da semana. Segundo Cools et al. (2010) as condições me-
teorológicas tendem a determinar o comportamento dos utilizadores na escolha de viajar ou não,
bem como na escolha de destino, meio de transporte e rota a seguir. Este concluiu igualmente, que
condições adversas têm um maior impacto nas viagens ocasionais.
Sabir et al. (2010) afere que em geral a meteorologia tem influência na procura gerada nos
transportes públicos e, mais importante ainda, que as condições meteorológicas afectam de forma
diferente cada um dos meios de transporte público.
Singhal et al. (2014) averiguou a correlação, com uma periodicidade horária, entre as condi-
ções meteorológicas e as viagens realizadas no metro de Nova Iorque (EUA) à semana e ao fim
de semana. O seu estudo revelou que diversas variáveis, tais como a precipitação e neve, elevada
velocidade do vento, contribuíam negativamente na procura deste meio de transporte. Do mesmo
modo Costa et al. (2017) concluíram que a temperatura é uma das variáveis que mais afecta os
utentes, ao contrário da pressão atmosférica que aparenta não causar nenhum efeito negativo.
As condições meteorológicas aparentam afectar de forma diferente o uso dos transportes pú-
blicos, dependendo do dia da semana. Verifica-se que condições adversas induzem uma maior
variação na procura de transportes públicos aos fins-de-semana, onde a precipitação, a elevada
velocidade do vento e baixas temperaturas afectam severamente a sua utilização. Segundo Li et al.
(2018) esta diferença na procura deve-se ao propósito das viagens realizadas nesses espaços de
tempo, sendo que durante a semana a maioria é realizada com o objectivo de ir para o local de
trabalho, enquanto que ao fim de semana é mais em torno do lazer. Em Guipúscoa (Espanha) num
estudo, realizado por Arana et al. (2014), foram usados dados diários das variáveis meteorológicas
e de viagens realizadas à semana e ao fim-de-semana sendo concluído que a elevada velocidade
do vento e precipitação causaram uma diminuição acentuada das viagens realizadas, em sentido
oposto um aumento de temperatura tende a aumentar essa procura.
Por outro lado, os efeitos das condições meteorológicas tendem a variar caso se verifiquem
grandes eventos tais como feriados nacionais e datas comemorativas. De notar que, como men-
cionado por Kalkstein et al. (2009), a estação do ano apenas desempenha um pequeno papel no
impacto das condições meteorológicas na procura dos transportes públicos, sendo que um deter-
minado evento meteorológico provoca respostas semelhantes em diferentes estações do ano.
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Cools et al. (2010) num estudo realizado em Uccle (Bélgica), concluiu que os movimentos
pendulares são os menos afectados por estas mudanças meteorológicas, principalmente no que
toca a cancelar a viagem.
Numa análise mais aprofundada Yagi and Mohammadian (2008) realçou a importância da dis-
tância da viagem, género, idade e possuir ou não carta de condução como factores que contribuem
na escolha de tipo de transporte a utilizar, seja este privado ou público. Este pensamento mais vol-
tado para as variáveis sócio-económicas despoletou em alguns autores a necessidade de estudar as
influências das condições meteorológicas em diferentes estratos sociais e idades (Mahrsi (2014)).
Hjorthol (2013) num estudo realizado na Noruega, concluiu que condições adversas têm maior
impacto nos passageiros seniores, com idade superior a 75 anos, no inverno comparativamente ao
verão, este facto segundo o autor deve-se à sua diminuição da mobilidade e à sua maior fragilidade
às condições do meio ambiente.
2.3 Dados e métodos de análise
A recolha de dados com o objectivo de encontrar relações entre as condições meteorológi-
cas e a sua influência nos transportes públicos tem sido essencialmente realizada de duas formas
distintas: (i) através de questionários a utilizadores, ou (ii) através de recolha passiva de informa-
ção recorrendo a sistemas de validação automáticos. Os primeiros tendem a ser pouco exactos
e dispendiosos, quer em tempo quer em recursos, tendo como principal vantagem a recolha de
informação mais pessoal do utilizador, tal como a idade e ocupação. Os segundos, por sua vez são
mais vantajosos pois permitem a obtenção de grandes quantidades de dados com poucos erros e
em tempo diminuto. Tendo em conta as vantagens e desvantagens de cada um destes métodos, os
autores tendem a preferir o segundo método de recolha de dados para realizar os seus estudos.
Na Tabela 2.1 estão representados estudos que analisaram a influência das condições mete-
orológicas na mobilidade dos cidadãos, quer em meios de transporte público quer em meios de
transporte privado. Estes estudos foram realizados em diferentes cidades, de diferentes dimensões
e características sócio-económicas e culturais distintas.
No que diz respeito às variáveis utilizadas nos estudos, todos estes artigos analisaram a in-
fluência da temperatura e apenas um não analisou a influência da precipitação. A velocidade do
vento aparenta ser ao mesmo tempo uma variável de grande interesse estando presente em cerca
de 70% dos estudos. A variável menos utilizada foi a pressão atmosférica, sendo apenas analisada
num estudo. Acerca da periodicidade das variáveis utilizadas, os autores optam por periodicidades
diárias e horárias, havendo uma ligeira preferência pela periodicidade diária, cerca de 55%.
Como pode ser observado na Tabela 2.1, os estudos são predominantemente realizados em
transportes públicos, nomeadamente no Metro e autocarros.
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Os métodos implementados, para encontrar relações entre as variáveis meteorológicas e a
procura nos transportes públicos, são diversificadas e variam de autor para autor. Singhal et al.
(2014), num estudo realizado em Nova Iorque (EUA) com dados de viagens de autocarro e metro,
com uma periodicidade horária, referentes aos anos 2010 e 2011 e dados meteorológicos com a
mesma periodicidade, aplicou modelos de mínimos quadrados (OLS) utilizando valores diários,
horários. Foram, do mesmo modo, aplicados modelos para dias da semana e fins de semana.
A utilização do método de Mínimos Quadrados permite optimizar os parâmetros de um modelo
de modo a minimizar a soma dos erros ao quadrado. Este método, encontra mínimos globais se
o modelo utilizado for linear. Sendo vantajoso quando se conhece ou se tem alguma intuição
sobre a forma analítica do modelo original dos dados. A principal vantagem desta técnica é que
permite estimar o valor esperado de uma dada variável tendo como entrada uma ou mais variáveis.
A variável dependente deve ser contínua, ou próxima de contínua, caso não o seja este método
não pode ser implementado. Nos casos apresentados anteriormente a variável dependente é muito
próxima de contínua o que permite a sua implementação. É de realçar que embora as variáveis
independentes possam não ser contínuas, este modelo beneficia caso estas o sejam, pois, a variável
dependente é directamente afectada por estas, obtendo-se assim um modelo mais aproximado da
realidade (Rao (2008)).
Li et al. (2018) recorreu a uma média móvel de treze termos conjuntamente com uma análise
de variância, alargando o conceito inicialmente introduzido por Kalkstein et al. (2009). Esta con-
jugação de técnicas torna-se especialmente vantajosa na análise da correlação entre as condições
meteorológicas e procura nos transportes públicos num determinado dia da semana pois permite
aferir se a flutuação na procura se deve realmente às condições desse dia ou se houve outra variável
externa a induzir esta flutuação.
Tao et al. (2016) realizou o seu estudo recorrendo a uma Análise de Variância (ANOVA) e
testes t para analisar a influência das condições meteorológicas nos padrões geográficos de uso nos
autocarros. O método ANOVA torna-se especialmente vantajoso quando o número de populações
é superior a três permitindo a análise de vários factores ao mesmo tempo.
2.4 Modelos de previsão
Embora a previsão da procura em transportes públicos, nomeadamente no autocarros, tenha
atraído maior atenção nos últimos anos, poucos estudos e modelos de previsão foram desenvolvi-
dos. Uma maior quantidade de modelos têm-se focado essencialmente na previsão da chegada de
autocarros às suas paragens em função das condições meteorológicas e das condições de trânsito.
Cyril et al. (2018), com dados anuais de viagens realizadas durante os anos de 2010, 2011
e 2012 em Kerala (India), criou um modelo de previsão da procura anual utilizando como base
um modelo ARIMA. Este modelo realizou a previsão da procura nos autocarros em Kerala para
o ano de 2013 tendo obtido bons resultados em comparação com a procura real registada. O
modelo criado por Cyril et al. (2018) provou ser preciso na previsão da procura de curto prazo
entre distritos de Kerala altamente dependentes uns dos outros.
2.4 Modelos de previsão 11
Xue et al. (2015) e Ma et al. (2014) criaram modelos de previsão a curto prazo (1h) recorrendo
a modelos ARMA, SARIMA, and ARIMA que posteriormente, devido às características de cada
um destes três modelos, os resultados são processados por algoritmos que têm como objectivo
maximizar as vantagens de cada um destes modelos e optimizar a interacção entre estes. A ideia
central destes algoritmos é estimar dinamicamente as combinações optimizadas dos modelos de
previsão, usando dados em tempo real.
O uso de redes neuronais, como modelo de previsão, não aparenta ter despertado interesse
nos estudiosos desta área específica. Mukai and Yoden (2012) foram uns dos poucos a usar redes
neuronais como modelo de previsão da procura de transporte, mais especificamente nos táxis. Em-
bora estes modelos de previsão não sejam muito usados, as redes neuronais artificiais (ANN) têm
vantagem sobre os métodos convencionais de previsão, como a regressão, para simular sistemas
complexos. Ao contrário da regressão, que precisa de uma função explicitamente definida para
relacionar a entrada e a saída, a ANN pode aproximar uma função e associar a entrada à saída
específica após ser adequadamente treinada pela entrada e pelos dados de saída correspondentes.
Essa capacidade de associação é extremamente útil quando o sistema é bastante complexo (como
o sistema de transportes públicos) e/ou é impossível especificar uma função para representar com
precisão as relações entre a entrada e a saída. Além disso, a ANN não exige que as variáveis de
entrada sejam independentes uma da outra, o que poderia economizar um esforço substancial na
análise de correlação entre os dados.
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Capítulo 3
Redes Neuronais Artificiais
As redes neuronais artificiais (ANN’s) têm a sua origem no estudos sobre a estrutura do cérebro
humano, na tentativa de reproduzir a sua forma inteligente de processar informação (Baughman
and Liu (2014)). Uma ANN é por definição uma rede massivamente paralela de elementos inter-
conectados e as suas organizações hierárquicas estão preparadas para conjugar objectos do mundo
real, da mesma forma que um sistema nervoso biológico o faz. Por outras palavras, as ANN’s são
sistemas adaptativos desenhados com o intuito de simular a forma como os neurónios humanos
estão ligados.
Uma ANN é composta por várias unidades de processamento: os neurónios e as conexões
que os ligam. O comportamento “inteligente” de uma ANN tem origem nas interacções entre as
unidades de processamento da rede, que detêm um processo de aprendizagem realizado através de
um algoritmo. Assim, à semelhança do cérebro humano, as ANN detêm a capacidade de aprender
e agir perante as mais diversas situações, bem como adquirir informação através da experiência e
da observação. As ANN podem ainda modificar a sua própria tipologia tal qual como os neurónios
no cérebro (Haykin et al. (2009)).
Numa ANN os neurónios estão organizados em camadas, existindo pelo menos duas camadas,
entrada e saída. As camadas são classificadas em um de três tipos: camada de entrada; camada(s)
escondida(s); camada de saída. Uma ANN pode ter uma ou mais camadas escondidas, sendo
o segundo designado Deep Neural Network (DNN). Na Figura 3.1 pode ser observado cada um
destes dois tipos de redes.
Uma ANN pode ser classificada em um de dois tipos de rede dependendo de como os neurónios
se encontram ligados entre as camadas:
• Rede feedforward: neste tipo de rede os dados circulam numa única direcção, iniciando o
seu trajecto na camada de entrada e terminando na camada de saída. Este tipo de rede é um
mapeamento estático entre as camadas de entrada e saída, que permite reflectir uma relação
linear simples ou uma relação não linear;
• Rede feedback: neste tipo de rede as saídas são utilizadas também para alimentar as próprias
entradas. Devido à sua configuração pode adquirir memória a curto prazo.
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Figura 3.1: Rede com uma camada escondida (a) e múltiplas camadas (b) (Fonte: Nielsen and A.
(2019))
O poder de abstracção das ANN deve-se à sua estrutura paralela e à capacidade de aprendi-
zagem das mesmas. A estrutura paralela advém da existência de muitos neurónios ligados numa
estrutura de pesos de conexão e com fácil adaptação. A estrutura paralela é desejável uma vez que
permite tolerância à falha, pois se algum neurónio, ou neurónios, falhar, os efeitos na rede não
serão significativos para o desempenho desta.
Segundo Haykin et al. (2009) as ANN potenciam certas propriedades tais como:
• Não linearidade: um neurónio artificial pode ser linear ou não linear. Se existir pelo menos
um neurónio não linear, a ANN poderá ter a capacidade de mapear uma função não-linear,
ou seja, uma ANN composta por interconexões de neurónios não-lineares, é em si não-
linear;
• Mapeamento de entradas-saídas: ilustra o que acontece no método de aprendizagem super-
visionada, em que a rede é treinada repetidamente;
• Adaptabilidade: as redes neuronais têm a capacidade interna de adaptarem os seus pesos de
ligação às mudanças ao seu redor;
• Tolerância a falhas: as redes neuronais têm a capacidade de continuar a executar a sua
função mesmo quando na fase de treino, um ou mais neurónios, deixam de puder actualizar
os seus valores de pesos das conexões a outros neurónios.
3.1 Neurónio artificial
A unidade base de processamento de uma ANN é o neurónio artificial. O neurónio artificial,
como apresentado no início do capítulo 3, é inspirado no neurónio do cérebro humano e como tal
pode ter uma ou mais entradas e uma única saída.
Uma das propriedades mais importantes de um neurónio artificial é o vector com os pesos das
entradas. Os pesos deste vector são representados pela letra W e representam a importância que
uma determinada ligação de entrada possui em relação a um determinado neurónio. O valor de
cada um destes pesos é actualizado a cada ciclo de aprendizagem da rede.
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Cada neurónio tem a si associada uma função de activação. De um modo geral cada camada
da ANN tem apenas um tipo de função de activação e pode ser um de três tipos: linear, limiar e
não-linear.
• Limiar: este tipo de função de activação tem apenas dois valores possíveis, 0 ou 1. A função
limiar é muito usada na camada de saída, de redes neuronais, em problemas de classificação;
• Linear: este tipo de função de activação usa os valores de entrada multiplicados pelo vector
de pesos do neurónio, obtendo assim uma saída proporcional à entrada. A função linear é
muito usada na camada de saída, de redes neuronais, em problemas de regressão;
• Não-linear: este tipo de função de activação permite que o modelo crie mapeamentos com-
plexos entre as entradas e saídas da ANN, essenciais para aprender e modelar dados com-
plexos. Actualmente o uso deste tipo de função de activação é muito usado em todo o tipo
de redes neuronais, principalmente nas camadas escondidas, pois em termos teóricos quase
qualquer processo pode ser representado por uma função não-linear.
Na Figura 3.2 é apresentada a estrutura base de um neurónio. Nesta podemos notar os diversos
componentes do neurónio, tal como as entradas, a saída, os pesos das ligações e a função de
activação.
Figura 3.2: Exemplo de um neurónio artificial (Fonte: Haykin et al. (2009))
3.2 Algoritmos de optimização
Os algoritmos de optimização permitem a actualização de pesos das ligações dos neurónios e
velocidade de aprendizagem, o objectivo destes métodos é minimizar a função de perda no caso de
previsões, e maximizar a função objectivo no caso de classificação. Existem diversos algoritmos
de optimização para diversos casos, e cada um tem as suas vantagens e desvantagens. Os principais
algoritmos de optimização são:
• Gradiente descendente: é um algoritmo de optimização de primeira ordem que depende da
derivada de primeira ordem de uma função de perda. O gradiente descendente tem como
principal vantagem não ser computacionalmente exigente mas tem como desvantagens po-
der ficar preso num mínimo local e ao mesmo tempo, como os pesos são alterados após o
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cálculo do gradiente em todo o conjunto de dados, se o conjunto de dados for muito grande,
poderá levar muito tempo a convergir para o mínimo;
• Gradiente descendente estocástico (SGD): É uma variante do gradiente descendente, que tal
como o nome indica, calcula o gradiente a partir de uma amostra aleatória de valores de erro
ao invés do calculo do gradiente com todos os valores de erro do conjunto de dados. No
gradiente descendente estocástico os parâmetros do modelo são alterados após o cálculo da
perda em cada ciclo de treino. Tal como o gradiente descendente tem como vantagem ser
computacionalmente eficiente e, no seu caso, actualizar mais frequentemente os valores dos
pesos. Ao mesmo tempo tem a desvantagem de puder, em alguns casos, alterar os valores
da rede mesmo que o mínimo global da função de perda já tenha sido atingido;
• Momento: foi criado para reduzir a alta variação do gradiente descendente estocástico e
suavizar a sua convergência. Ou seja, acelera a convergência para a direcção relevante e
reduz a flutuação nas direcções irrelevantes;
• Estimador adaptativo de momento (ADAM): este método usa os momentos de primeira
e segunda ordem da função de perda. Este método embora um pouco mais lento que os
anteriores, tem como ideia base a diminuição da velocidade de convergência de modo a não
ignorar um mínimo local e tem como desvantagem ser computacionalmente exigente.
3.3 Definição de hiperparâmetros
Uma fase essencial na criação de uma ANN é a definição de hiperparâmetros. Estes hiperpa-
râmetros podem ser ajustados de três formas distintas:
• Hiperparametrização manual: consiste na alteração manual dos parâmetros da rede. Esta
técnica embora seja boa para melhor compreender o funcionamento das redes neuronais, ela
é muito ineficiente em termos de tempo e susceptível a preconceitos e falhas no julgamento
do que é óptimo;
• Grid search: este método testa todas as combinações desejadas pelo utilizador de forma a
encontra a melhor combinação dentro dos parâmetros fornecidos, devido a ser um método
exaustivo de procura não é muito apropriado para datasets muito grandes devido ao tempo
despendido;
• Pesquisa aleatória: Simples, eventualmente são encontrados bons parâmetros. Pode ser
usado para grandes conjuntos de dados, mas pode ser ineficiente pois nunca procura em
todas as combinações possíveis qual a melhor para o caso em questão;
• Optimização bayesiana: usa um modelo probabilístico multivariado (representado por uma
rede Bayesiana) para gerar novas soluções a cada iteração. Ao avaliar iterativamente uma
configuração promissora de hiperparâmetros com base no modelo actual, e em seguida
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actualizando-a, a optimização bayesiana visa obter o máximo de informação sobre a função
a optimizar de modo a encontrar o seu valor óptimo;
• Algoritmo genético: usa métodos inspirados na evolução biológica, tais como a reprodu-
ção, mutação recombinação e selecção. As soluções candidatas, à solução do problema de
optimização, desempenham o papel de indivíduos numa população, e a função de perda de-
termina a qualidade das soluções. Aplicando os métodos acima referidos é assim possível
gerar novas soluções até ser encontrada uma boa solução para o problema.
3.4 Medidas de performance
A avaliação de uma ANN é uma parte essencial de qualquer projecto de machine learning
(ML). A avaliação é realizada através de medidas, sendo que estas estão divididas em dois tipos:
medidas para classificação e medidas para previsão.
As métricas para classificação avaliam a precisão das classificações dadas pela ANN. Existem
diversas métricas para este fim sendo que as principais são: (i) a precisão, que calcula o rácio
entre as classificações acertadas e o total das classificações feitas; (ii) confusion matrix (matriz
de confusão), que gera uma matriz com os verdadeiros positivos, os verdadeiros negativos, os
falsos positivos e os falsos negativos; (iii) a pontuação f1 que realiza um média harmónica entre a
precisão e o recall. A precisão significa a percentagem dos resultados que são relevantes. Por outro
lado, recall refere-se à percentagem do total dos resultados relevantes classificados correctamente
pelo algoritmo.
As medidas para previsão avaliam a precisão das previsões da ANN. Para este tipo de avaliação
existem diversos tipos de métricas sendo que as métrica principais são: (i) o erro médio absoluto
(MAE), que calcula a média da diferença entre os valores originais e os valores previstos, dando
assim uma média de quão longe as previsões estão do valor real; (ii) o erro médio quadrático
(MSE) que é bastante similar ao erro médio absoluto mas que por sua vez, calcula a média do
quadrado da diferença entre os valores reais e os valores previstos; (iii) a raiz do erro médio
quadrático (RMSE) é uma métrica quadrática que também mede a magnitude média do erro. É a
raiz quadrada da média das diferenças quadráticas entre previsão e o valor real.
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Capítulo 4
Mobilidade Urbana na Área
Metropolitana do Porto
A mobilidade urbana é em si definida como a capacidade de deslocamento de pessoas com o
objectivo de desenvolver actividades económicas ou sociais (Rodrigue et al. (2017)). Este conceito
começou a ter maiores implicações no início dos anos 90 devido a uma crescente consciencializa-
ção das implicações, tanto históricas como contemporâneas, nas sociedades actuais, criando assim
novos paradigmas nos sistemas de transporte público colectivos.
O conceito tem sofrido ao longo do tempo diversas alterações na forma como é pensado e
discutido. Nos últimos anos têm sido introduzidas novas noções na análise deste conceito de mo-
bilidade, como o estilo de vida e preferências pessoais, o que gerou uma alteração na forma como
se examina a procura e a oferta de transportes públicos por parte dos governos e empresas privadas.
As entidades responsáveis por gerir os transportes públicos têm procurado analisar as tendências
de mobilidade de modo a melhor servirem as populações e ao mesmo tempo optimizarem as suas
operações.
A Área Metropolitana do Porto (AMP) é a segunda área metropolitana mais importante de
Portugal, devido à sua área e à dimensão da sua população residente.
No presente capítulo será apresentada uma caracterização geográfica e sócio-económica da
Área Metropolitana do Porto (AMP) (secção 4.1), uma descrição do sistema de Transportes Públi-
cos Intermodais do Porto (TIP) (secção 4.2) e as principais características da mobilidade da AMP
(secção 4.3).
4.1 Área metropolitana do Porto
A Área Metropolitana do Porto (AMP) está inserida na Região Norte (NUT II), mais precisa-
mente no Litoral Norte de Portugal e abrange uma área de aproximadamente 2 040 km2 com cerca
de 1 700 000 habitantes. O clima na AMP é um clima temperado com verão seco e suave, com a
denominação Csb (normal climática 1961-1990). O verão nesta zona é agradável, seco e de céu
quase sem nuvens, enquanto o inverno é fresco, com precipitação moderada e céu parcialmente
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encoberto. Ao longo do ano, a temperatura varia entre 6 oC a 24 oC e raramente é inferior a 1 oC
ou superior a 30 oC.
É composta por 17 municípios (Arouca, Espinho, Gondomar, Maia, Matosinhos, Oliveira de
Azeméis, Paredes, Porto, Póvoa de Varzim, Santa Maria da Feira, Santo Tirso, São João da Ma-
deira, Trofa, Vale de Cambra, Valongo, Vila do Conde, e Vila Nova de Gaia) e faz fronteira com as
Comunidades Intermunicipais do Cávado, do Ave, do Tâmega e Sousa, de Viseu Dão Lafões e da
Região de Aveiro. O município de Vila Nova de Gaia é, segundo os Censos 2011, o que apresenta
maior número de residentes, detendo cerca de 17,2% do total de população. Segue-se o Porto
com 13,5%, Matosinhos, Gondomar e Maia, que somam respectivamente, 10,0%, 9,5% e 7,7%
dos residentes. Por outro lado, Arouca e São João da Madeira são os municípios que apresentam
a menor proporção com 1,3% e 1,2%, respectivamente. Na densidade populacional, verifica-se
uma grande heterogeneidade, já que os valores máximos, Porto com 5 739 hab/km2, e mínimos,
Arouca 68 hab/km2, são notavelmente contrastantes.
De acordo com os dados do último recenseamento (INE (2012)), tem-se assistido ao envelhe-
cimento da população, em que a proporção de população jovem e activa tem vindo gradualmente
a diminuir, salientando-se que, em 2011, 16% dos residentes possuíam mais de 65 anos. A dimen-
são média das famílias decresceu em 2011, sendo que o Porto e Matosinhos registavam os valores
mais baixos (respectivamente 2,32 e 2,55 elementos) e em Paredes registava-se o valor mais alto
(2,97 elementos).
4.2 Sistema Andante
A rede TIP é suportada por um sistema de validação baseado no cartão Andante. Este cartão
de validação é um Smart Card que serve de suporte ao sistema de bilhética intermodal usado nos
transportes públicos da AMP.
O Andante é um título de transporte intermodal que permite viajar nos diversos tipos de trans-
portes públicos da AMP, designadamente autocarro, metro, comboio e eléctrico, independente-
mente do trajecto que o utilizador escolhe, sendo que o valor a pagar apenas varia consoante as
zonas que o utilizador pretende viajar. A subsecção 4.2.1 apresenta uma descrição do serviço pres-
tado pela rede TIP e o seu modelo de operação enquanto que na secção 4.3 são descritas algumas
características da mobilidade na AMP.
4.2.1 Descrição do serviço de transportes na área metropolitana do Porto
Os TIP - Transportes Intermodais do Porto é um Agrupamento Complementar de Empresas
(ACE) participado pela Metro do Porto, Sociedade de Transportes Colectivos do Porto e Comboios
de Portugal (CP) constituído a 20 de Dezembro de 2002 que tem como missão oferecer mobilidade
dentro da AMP através de diversos meios de transporte público.
Este sistema é composto por 29 operadores, públicos e privados, que operam na AMP num
total de 725 linhas. Esta rede cobre uma área aproximada de 2040 km2 e é dividida em zonas
que se estendem por 17 concelhos: Arouca, Espinho, Gondomar, Maia, Matosinhos, Oliveira
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de Azeméis, Paredes, Porto, Póvoa de Varzim, Santa Maria de Feira, Santo Tirso, São João da
Madeira, Trofa ,Vale de Cambra, Valongo, Vila do Conde e Vila Nova de Gaia.
As paragens e estações de transportes públicos da AMP dos diferentes meios de transporte
apresentam diferenças entre estes meios de transporte e dentro destes meios de transporte. As suas
principais características diferenciadoras são a qualidade de abrigo, informação e conforto que
estas fornecem aos seus utilizadores. Nas estações de autocarro e metro, Figuras (4.1 a) e 4.2 a)),
é notório a existência de qualidade de abrigo contra as condições meteorológicas. Estas estações
proporcionam ao utilizador conforto enquanto esperam pelo meio de transporte, nomeadamente
zonas para sentar, e informação em tempo real do tempo de espera pelo meio de transporte. No
caso das paragens a situação é distinta. As paragens de metro proporcionam, tal como as estações,
zonas para sentar e previsões de chegada dos veículos em tempo real, sendo que o abrigo fornecido,
no caso de eventos meteorológicos intensos, não é suficiente, em particular durante a hora de ponta.
O mesmo se aplica ao tipo de paragem de autocarro, sendo que neste tipo não existe informação
em tempo real da previsão de chegada do meio de transporte, apenas um horário informativo das
possíveis horas de chegada (Figura 4.2 b) e c)). Para o tipo de paragens demonstrado na Figura
4.2 b) não existe qualquer tipo de abrigo fornecido ao utilizador nem zonas para sentar.
a) b)
Figura 4.1: Exemplo de uma estação (a) e paragem (b) de metro da AMP (Flickr (2019)).
a) b) c)
Figura 4.2: Exemplo de estação de autocarro (a) e paragens (b e c) de autocarro da AMP (Porto.
(2018); JPN (2019))
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Observando as diferentes estações e paragens dos dois meios de transporte nota-se que, de
modo geral, as estações e paragens de metro oferecem uma maior protecção contra as condições
meteorológicas adversas, e ao mesmo tempo proporcionam um maior conforto ao utilizador e, tal
como dito anteriormente, fornecem sempre a hora de chegada em tempo real.
Os utilizadores podem optar pela compra de um agente único, válido apenas para uma via-
gem, ou por títulos mensais. Os agentes únicos podem ser adquiridos por qualquer utilizador que
pretenda realizar uma viagem na rede de transportes. O valor do agente único varia consoante o
número de zonas a que pretende ter acesso, sendo que o tempo de viagem é dependente do nú-
mero de zonas. Para os turistas que pretendam viajar dentro da AMP, os TIP disponibilizam um
agente único especial denominado "Andante Tour"que após a sua compra o utilizador pode viajar
na AMP durante 24h ou 72h livremente sem limite de validações. De notar que desde 1 de Maio
de 2019 o zonamento do Andante foi alterado permitindo aos utilizadores conhecerem de forma
mais intuitiva os limites das zonas. Na Figura 4.3 é apresentado o mapa de zonamento do sistema
de validação Andante.
Figura 4.3: Mapa do zonamento Andante (AMP (2019))
Os títulos mensais estão divididos em: (i) monomodal e (ii) intermodal. No sistema mono-
modal, o utilizador pode apenas viajar nos serviços oferecidos pelo operador que escolherem. Por
sua vez no sistema intermodal, o seu uso é mais alargado, pois no ato de compra podem ser esco-
lhidas as diferentes zonas às quais o utilizador quer ter acesso independentemente do fornecedor
do serviço.
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Ambos os títulos mensais por sua vez estão divididos em um de dois tipos: (i) normal e (ii)
social. Os títulos sociais são divididos em diversos escalões, nomeadamente:
• Júnior: Destinada a todas as crianças até aos 12 anos (inclusive);
• Estudante: Destinada a todos os estudantes até aos 25 anos (inclusive) matriculados em cur-
sos reconhecidos oficialmente de ensino primário, secundário, técnico-profissional, médio
ou superior;
• Sénior: Destinada a pessoas com idade igual ou superior a 65 anos;
• Social+: Destinada indivíduos e agregados familiares com menores recursos económicos.
Estes títulos têm atenção tanto à idade como às possibilidades económicas dos utilizadores,
sendo oferecido a estes utilizadores um título mensal com valor reduzido em relação aos títulos
mensais normais.
4.3 Características da mobilidade na área metropolitana do Porto
Na AMP, segundo os censos realizados em 2011, a população residente nesta área demons-
tra uma preferência acentuada pelo uso de transporte individual em relação ao uso do transporte
público (INE (2012)). De acordo com o INE (2012) este meio de transporte é utilizado, preferen-
cialmente, por cerca de 63% dos residentes. Relativamente aos municípios que mais dependência
apresentam em relação ao transporte individual, destacam-se dos demais a Maia (69,9%), Oliveira
de Azeméis (72,7%), Santa Maria da Feira (72,4%) e Vale de Cambra (74,9%), cujos valores su-
peram consideravelmente a média registada na AMP para esse ano (62,5%). Já os municípios de
Espinho (55,9%), Paredes (58,9%) e Porto (51,4%) são os municípios que apresentavam uma me-
nor proporção de utilização de transporte individual, com valores relativamente inferiores à média
da AMP para 2011.
As deslocações realizadas em autocarros têm especial relevância nos concelhos de Gondomar
(20%), Porto (17%) e Vila Nova de Gaia (14%), que em conjunto com os concelhos de Valongo
(13%), Matosinhos (13%) e a Maia (10%), representam assim a área de influência da rede de
transportes da STCP. Segundo dados dos TIP - Transportes Intermodais do Porto (2013), no que
se refere à procura por zonas, constata-se que a zona C1 (Porto Centro) regista maior utilização,
com 44,8% das validações totais, seguindo-se as zonas S8 (Gaia Mafamude) com 10,6%, e C2
(Porto Ocidental) com 9,7%. No seu conjunto, as 7 zonas mais centrais C1, C2, C3, C5, C6, C9 e
S8 (Figura 4.4), concentram aproximadamente 88% do total de validações do Sistema Intermodal
Andante (SIA). As deslocações de curta distância (clientes utilizadores de 2 ou 3 zonas) constituem
a maioria das deslocações intermodais, representando 78,8% das validações efectuadas em 2013.
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Figura 4.4: Mapa de zonas de utilização do sistema Andante na Área Metropolitana do Porto (TIP
- Transportes Intermodais do Porto (2013))
Capítulo 5
Metodologia
As condições meteorológicas têm um grande impacto na mobilidade diária dos cidadãos. De-
pendendo das condições meteorológicas observadas, as viagens podem ser atrasadas e a procura e
a repartição modal podem ser alteradas de forma significativa, já que em determinadas condições
alguns grupos de utilizadores, tais como idosos, doentes e crianças, tendem a não viajar com a
mesma frequência. Estas variações têm um grande impacto no uso e operação dos serviços de
transporte público, especialmente nos serviços que funcionam próximos da sua capacidade má-
xima o que pode afectar a qualidade do serviço fornecido pelos operadores de transporte.
Neste capítulo descreve-se a metodologia usada para desenvolver uma ferramenta de previsão
que pretende ajudar os tomadores de decisão a melhor compreender os impactos da meteorologia
na procura nos transportes públicos, designadamente na procura de autocarros em zonas urbanas.
Pretende-se que a ferramenta efectue a previsão da procura total na rede e da procura por linha de
operação do serviço.
Para desenvolver esta ferramenta foram criados diversos cenários de modo a definir as va-
riáveis de entrada mais robustas a usar no modelo de previsão. A secção 5.1 descreve os dados
recolhidos e a secção 5.2 define os grupos de utilizadores, consoante a sua idade e apoios sociais,
para os quais a ferramenta poderá efectuar previsões de procura. A secção 5.3 apresenta a meto-
dologia para definição dos cenários enquanto a secção 5.4 apresenta o modelo, designadamente
a arquitectura, métodos de aprendizagem, técnicas de optimização e medidas de performance. A
Figura 5.1 apresenta o diagrama com a metodologia adoptada.
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Figura 5.1: Diagrama da metodologia utilizada para definição do modelo da ANN.
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5.1 Recolha de dados
De modo a estimar o impacto das variações meteorológicas na procura de transportes públicos
foram recolhidos dados de procura de transportes públicos e condições meteorológicas. Os dados
foram obtidos para a Área Metropolitana do Porto (AMP) para o período de 1 de Janeiro de 2013
a 31 de Dezembro de 2013.
Os dados da procura de transportes públicos foram obtidos a partir das validações dos títulos
do Andante dos Transportes Intermodais do Porto (TIP). Os dados recolhidos (N=77.213 milhões
de registos) referem-se às validações realizados nas viagens realizadas nos autocarros da empresa
STCP.
Cada registo de um cartão Andante contêm informação relativa a uma viagem, nomeadamente
informação do ID do cartão, da paragem e da linha, do operador do serviço, da hora da validação,
do perfil do utilizador e das zonas a que o utilizador tem acesso. A Tabela 5.1 apresenta um
exemplo desta estrutura de dados.
Os dados meteorológicos foram recolhidos na estação meteorológica automática n. 545 de
Pedras Rubras. A estação localiza-se no centro da AMP, pelo que os seus dados são considera-
dos representativos das condições meteorológicas na área em estudo pois encontra-se dentro dos
limites de representatividade (10 km a 20 km) (Orlanski (1975)).
As variáveis meteorológicas obtidas foram: temperatura (oC), velocidade do vento (Km/h),
humidade relativa (%), ponto de orvalho (oC), pressão atmosférica (mb) e nebulosidade. Os dados
obtidos apresentam uma periodicidade de meia hora.
Do modo a obter um conjunto uniforme, os dados foram pré-processados e normalizados. Em
primeiro lugar, os registos onde se verificou a falta de alguma variável meteorológica foram remo-
vidos. Posteriormente, os dados meteorológicos foram normalizados de modo a variarem entre 0
e 1. Estas variáveis foram normalizadas pois os limites inferiores e superiores são diferentes para
cada uma das variáveis, o que pode influenciar negativamente a aprendizagem do modelo.
No final foram obtidos aproximadamente 793 mil registos que irão fazer parte dos diversos
conjuntos de dados.
A Tabela 5.2 apresenta as variáveis recolhidas, nomeadamente as unidades e periodicidade.
Tabela 5.1: Exemplo da estrutura de dados de validações do sistema Andante
Operador ID cartão Paragem Linha Sentido Variante Veiculo Data Hora Validação Grupo Perfil Zona Zonas
STCP 20007188034 4207 907 1 1 3032 30/01/13 20:19 Titulo de Viagem Normal 2 Z3 C1
STCP 20031228054 2211 907 2 1 3032 30/01/13 20:36 Assinatura Normal 2 C1 S8-9
STCP 20031312314 2085 907 2 1 3032 30/01/13 20:37 Assinatura Estudante 2 C1 S8-9
STCP 20031259162 2085 907 2 1 3032 30/01/13 20:37 Assinatura Social+ 2 C1 S8-9
STCP 20032152919 2184 907 2 1 3032 30/01/13 20:38 Assinatura Social+ R 2 C1-2 S8-9
STCP 20032090190 3599 902 1 1 3215 31/01/13 21:24 Assinatura sub23 2 C1 C6 S1 S8
STCP 20032166615 3599 902 1 1 3215 31/01/13 21:24 Assinatura Estudante 2 C1 C6 S1 S8
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Tabela 5.2: Descrição das variáveis usadas nas definições dos cenários
Variáveis Sigla Descrição/Unidade Periodicidade
Procura Procura no de validações 30 min
Hora Hora 01h:00m; 01h:30m ... 30 min
Dia da semana DS Segunda-feira : 1; Terça-feira: 2 ... -
Mês Mês Janeiro: 1; Fevereiro: 2 ... -
Greve Greve Sim: 1; Não :0 -
Feriado Feriado Sim: 1; Não :0 -
Temperatura T oC 30 min
Velocidade do vento WS km/h 30 min
Humidade Relativa RH % 30 min
Ponto de Orvalho DT oC 30 min
Pressão Atmosférica P mb 30 min
Nebulosidade CL Limpo; Algumas Nuvens; Chuva... 30 min
5.2 Definição de grupos
Diferentes tipos de utilizadores tendem a reagir de forma distinta às alterações das condi-
ções meteorológicas, o que pode influenciar a sua predisposição a viajar (Hjorthol (2013), Mahrsi
(2014)). Assim, com o objectivo de melhor compreender os impactos das variáveis meteorológi-
cas nos diferentes tipos de utilizadores, estes foram segmentados em quatro grupos. Os diversos
grupos foram criados tendo em conta a faixa etária, a ocupação e a existência de apoios sociais:
• G1 (estudantes): inclui estudantes com idades compreendidas entre os 4 anos e os 23 anos;
• G2 (normal): inclui trabalhadores em geral e validações realizadas com agentes únicos;
• G3 (idosos): inclui utilizadores reformados e utilizadores com mais de 65 anos;
• G4 (social): inclui utilizadores aos quais são atribuídos apoios sociais.
5.3 Definição de cenários para escolha das variáveis de entrada no
modelo
Em situações reais é geralmente difícil recolher uma grande diversidade de variáveis, tal como
no caso de estudo que aqui se apresenta. Assim, é importante compreender o impacto do modelo
quando apenas um número reduzido de variáveis é usado. De modo a seleccionar as variáveis com
maior influência na capacidade de previsão da procura, quatro cenários foram definidos conside-
rando diferentes inputs.
Para definição dos cenários foi efectuada uma análise estatística das variáveis de entrada.
Aplicou-se o teste de correlação de Spearman (rs) (teste não-paramétrico) uma vez que, pela apli-
cação do teste não-paramétrico de Kolmogorov-Smirnov, que permite comparar a distribuição de
uma amostra com uma distribuição de referência (neste caso distribuição normal), se verificou que
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nenhuma das variáveis em estudo segue a distribuição normal (p<0.001) (Tabela B.1). Esta aná-
lise foi realizada usando o software de análise estatística IBM SPSS Statistics for Windows (2019)
(26.0.0.0).
A correlação de Spearman permite avaliar a importância e direcção de associação entre as
diferentes variáveis, nomeadamente se a meteorologia tem influência na ocorrência de uma viagem
a ser realizada de imediato, na hora seguinte ou nas duas horas seguintes. Para além das variáveis
meteorológicas e da procura foram ainda analisadas quatro variáveis: dia da semana (DS), greve,
feriado e mês. Estas variáveis foram consideradas pois habitualmente tendem a influenciar a
variação da procura de transportes públicos.
Na Tabela 5.4 são apresentados os resultados do teste de correlação de Spearman. Através
da análise da tabela verifica-se que a hora, a temperatura (T), a velocidade do vento (WS) e a
humidade relativa (RH) são as variáveis com maior correlação significativa com a procura de
autocarros. Por outro lado, a pressão atmosférica (rs(Idosos)= 0,012; rs(Estudantes)= 0,026 e p
< 0,01; rs(Social)= 0,002; rs(Normal)= -0,003) aparenta não ter uma correlação directa com a
procura. No que diz respeito aos estudos onde existe um atraso de um hora ou um atraso de duas
horas, verifica-se que as correlações das variáveis com a procura tendem a diminuir, à excepção da
nebulosidade onde a correlação se torna muito significativa (rs<0,01) nos grupos de utilizadores
Social e Normal.
Com base nos resultados obtidos foram definidos quatro cenários (Tabela 5.3). No cenário
C1 a procura de transportes públicos é estimada com base nas variáveis meteorológicas medidas
na mesma hora que as viagens ocorrem. Nos cenários C2 e C3 as estimativas da procura são
realizadas com base na hora anterior e nas duas horas anteriores, respectivamente. Estes cenários
permitem simular a influência da meteorologia actual numa viagem a ser realizada na hora seguinte
ou nas duas horas seguintes. No cenário C4 foram apenas usados como dados de entrada no
modelo: o mês (Mês), o dia da semana (DS), a hora da validação (Hora), se foi ou não feriado
(Feriado) ou greve (Greve) e a procura verificada. Este último cenário (C4) permite analisar o
impacto do uso das variáveis meteorológicas na exactidão da previsão da procura de transportes
públicos. A Tabela 5.3 apresenta as variáveis de entrada no modelo definidas para cada um dos
cenários considerados.
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Tabela 5.3: Cenários aplicados para a procura total e para a procura por linha de operação
Variáveis
Cenários Hora DS Greve Feriado Mês T WS RH DT P CL
C1 x x x x x x x x x x x
C2 (atraso de 1h) x x x x x x x x x x x
C3 (atraso de 2h) x x x x x x x x x x x
C4 x x x x x
Nota:
Variáveis: Hora - hora da validação; DS - dia da semana; Greve - dia de greve; Feriado - dia de feriado;
Mês - mês da validação; T - temperatura; WS - velocidade do vento; RH - humidade relativa; DT - ponto
de orvalho; P - pressão atmosférica; CL - nebulosidade;
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Tabela 5.4: Correlação de Spearman aplicado à procura da rede de transportes públicos
(autocarros)
Grupo
Tipo de Estudo Variáveis
Procura Idosos Procura Estudantes Procura Social Procura Normal
Hora ,317** ,486** ,370** ,384**
T ,324** ,206** ,253** ,253**
WS ,272** ,249** ,225** ,221**
RH -,372** -,305** -,276** -,275**
DT ,055** -0,004 ,053** ,056**
P 0,012 ,026** 0,002 -0,003
CL 0,007 0,009 ,018* ,018*
DS -,147** -,168** -,208** -,199**
Greve -,066** -,065** -,074** -,085**
Feriado -,063** -,089** -,092** -,093**
Real
Mês -,022** -,026** -0,001 -,025**
Hora ,240** ,368** ,218** ,239**
T ,289** ,188** ,216** ,219**
WS ,239** ,246** ,205** ,205**
RH -,323** -,285** -,235** -,239**
DT ,045** -,018* ,034** ,036**
P 0,010 ,021** -0,004 -0,009
CL 0,001 0,008 ,019* ,018*
DS -,118** -,171** -,211** -,204**
Greve -,070** -,076** -,081** -,086**
Feriado -,057** -,091** -,093** -,094**
Atraso de 1h
Mês -,024** -,027** -0,003 -,027**
Hora ,054** ,203** ,039** ,058**
T ,228** ,162** ,176** ,183**
WS ,192** ,230** ,173** ,177**
RH -,259** -,265** -,197** -,206**
DT ,020* -,039** 0,012 0,015
P 0,008 ,020* -0,007 -0,011
CL 0,008 0,014 ,025** ,026**
DS -,115** -,168** -,208** -,201**
Greve -,070** -,075** -,081** -,086**
Feriado -,057** -,091** -,093** -,094**
Atraso de 2h
Mês -,024** -,028** -0,003 -,027**
∗∗.Correlation is significant at the 0.01 level (2-tailed).
∗.Correlation is significant at the 0.05 level (2-tailed).
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5.4 Modelação
As redes neuronais artificiais (ANN) são modelos estatísticos inspirados na biologia das redes
cerebrais. Estes modelos têm sido usados com sucesso em diversas áreas do conhecimento, desde
a engenharia às ciências sociais (Zupan and Gasteiger (1993), Cochocki and Unbehauen (1993),
Rowland and Vrbka (2016)).
Neste trabalho usaram-se as ANN dado terem a capacidade de aprender e modelar relações
não lineares complexas, o que é realmente importante porque na vida real muitas relações entre
variáveis de entrada e saída são não lineares e são também complexas. Outra vantagem do uso
destas redes é a sua capacidade de generalização e, ao contrario de outras técnicas de previsão,
as ANN não impõem restrições às variáveis de entrada. Além disso, as ANN conseguem mode-
lar mesmo com dados com heterocedasticidade, ou seja, dados com alta volatilidade e variância
não constante, dada a sua capacidade de aprender relacionamentos ocultos nos dados sem impor
nenhum relacionamento fixo nos dados.
O modelo foi implementado usando a linguagem de programação Python. Esta é uma lingua-
gem muito versátil e com um vasto leque de bibliotecas que ajudam no desenvolvimento de ANN.
Para o desenvolvimento das redes neuronais usou-se a biblioteca KERAS (Chollet (2015)). De-
vido à sua estrutura modular, esta biblioteca permite um desenvolvimento rápido das ANN, com
um maior número de iterações e criação de modelos de forma intuitiva recorrendo a módulos que
geram camadas de neurónios, funções de activação, funções de custo, esquemas de inicialização,
esquemas de regularização e optimizadores.
Nesta secção é descrito o modelo usado, como é que foi optimizado e como é que foi aplicado
para prever a procura do uso de autocarros públicos numa área metropolitana.
5.4.1 O modelo
Considerou-se uma arquitectura baseado na Multilayer Percepron (MLP) feedforward artificial
neural network que permite mapear uma série de variáveis de entrada e obter um conjunto de
saídas através de uma composição de funções não-lineares. A arquitectura do tipo MLP pode ser
vista como um grafo composto por uma série de camadas, por sua vez compostas por uma série
de unidades de processamento (neurónios). As camadas entre as entradas e as saídas designam-se
de camadas escondidas.
Para cada um dos cenários definidos na secção 5.3 definiu-se uma arquitectura de uma ANN
baseada numa arquitectura base que pode ser representada na seguinte forma: d : nhid : nhid : nhid
: 4, em que d representa o número de variáveis de entrada (e que depende da complexidade de
cada cenário definido na secção 5.3), nhid é o número de neurónios de cada camada escondida e
4 neurónios de saída para estimar a procura para cada grupo de utilizador previamente definido
na secção 5.2. Esta arquitectura foi usada pois segundo Badgwell et al. (2018) esta revela-se
vantajosa na resolução deste tipo de problemas. As duas primeiras camadas têm como função
extrair a informação mais importante, enquanto que as duas ultimas têm como função transformar
as informações extraídas em saídas da rede.
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As funções de activação introduzem uma componente não-linear nas redes neuronais, que lhe
permite aprender mais do que relações lineares entre as variáveis dependentes e independentes.
Para treinar redes neuronais profundas (DNN) usando retro-propagação dos erros é necessária uma
função de activação que se assemelhe e actue como uma função linear, mas é, de facto, uma função
não-linear que permita que relações complexas nos dados sejam aprendidas. Uma das funções de
activação mais usadas nestes casos é a função de activação linear rectificada (ReLU). Apesar
desta função linear permitir que relações complexas nos dados sejam aprendidas, esta converte os
valores negativos em zeros, o que diminui a capacidade do modelo de ajustar ou treinar a partir
dos dados correctamente. Esta transformação de valores afecta o resultado já que não mapeia os
valores negativos adequadamente. Para solucionar esta questão usou-se como função de activação
das camadas escondidas a Leaky ReLU (Figura 5.2). Como proposto por Maas and Ng (2013),
foi adicionado à parte negativa do domínio da função de activação ReLU um declive (α=0.01) de
modo a corrigir o problema anteriormente mencionado.
a) b)
Figura 5.2: Gráfico (a) e função (b) da função de ativação Leaky ReLU.
5.4.2 Aprendizagem
Para a procura do conjunto de pesos óptimos (também conhecida de fase de treino) usou-se
o algoritmo iterativo de retropropagação do erro (batch backpropagation) juntamente com uma
técnica de optimização (subsecção 5.4.3).
A função de custo (ou função de perda) usada foi o erro quadrático médio (MSE). Esta função
permite mapear um evento ou valores de uma ou mais variáveis num número real, representado
assim um custo associado ao evento. A escolha da função de custo é um passo muito importante
no desenvolvimento de uma ANN de previsão, pois é através dos valores resultantes desta função
que se pode saber o quão próximo ou não o modelo de previsão está dos valores reais. Escolheu-se
o MSE, ao invés do erro médio absoluto (MAE), pois: (i) ao elevar os erros ao quadrado antes de
fazer a média, os erros mais elevados têm um peso mais elevado no calculo do erro final; (ii) um
dos grandes problemas do MAE, é que o seu gradiente é o mesmo independentemente do valor
do erro, o que significa que o gradiente será grande mesmo para valores de perda pequenos. Ao
ser usado o MSE este problema não se aplica e conjuntamente com o algoritmo de optimização, a
aprendizagem é mais rápida e eficaz.
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O treino do modelo foi realizado recorrendo ao método de aprendizagem supervisionada, onde
são fornecidos ao modelo valores de entrada e os valores de saída esperados, a fim de aprender
com os exemplos fornecidos (Badgwell et al. (2018)). Para a previsão da procura total o modelo
usou 70% do conjunto de dados para treino, 15% do conjunto de dado para validação e 15% do
conjunto de dados para teste. Para a previsão da procura por linha de operação, o modelo usou 95%
do conjunto de dados para treino, 2,5% do conjunto de dados para validação e 2,5% do conjunto
de dados para teste. Como o conjunto de dados da procura de autocarros por linha é muito maior
que o conjunto de dados da procura total de autocarros, é possível definir uma percentagem maior
de dados para o conjunto de treino do modelo que prevê a procura por linha de autocarro, sem
perder qualidade e quantidade de dados de treino e teste.
Na fase de treino e teste foi usado como back-end o PlaidML (0.6.4), desenvolvido pela Ver-
tex.AI (2019), ao invés do TensorFlow de modo a ser possível o treino numa GPU AMD.
5.4.3 Optimização
O algoritmo de optimização tem como função a actualização dos pesos de modo a minimizar
a função de custo. A função de custo actua como valor guia, ajudando assim o algoritmo de
optimização a mover-se na direcção que permita alcançar o mínimo global. Embora o gradiente
descendente estocástico (SGD) permita obter bons resultados, algoritmos de optimização mais
avançados, como o ADAM (Adaptive Moment Estimation) (Kingma and Ba (2014)) ou o Adagrad
(Duchi et al. (2011)), são mais rápidos a convergir numa boa solução, especialmente para o treino
de ANN profundas.
Neste trabalho usou-se como algoritmo de optimização o ADAM. Este é um algoritmo com
taxa de aprendizagem adaptativa que pode ser visto como uma combinação da propagação da
raiz quadrática do erro médio (RMSprop) e SGD com momento. O ADAM usa os gradientes ao
quadrado determinar os valores da taxa de aprendizagem, tal como RMSprop, e tira proveito do
momento usando a média móvel do gradiente ao invés do próprio gradiente. O ADAM converge de
forma rápida devido à sua taxa de aprendizagem dinâmica, obtendo bons resultados. Nas Figuras
5.3 e 5.4 são apresentadas as formulas de cálculo deste algoritmo de optimização.
Figura 5.3: Momento de primeiro e segundo grau
Para definir o número de épocas de treino (iterações do algoritmo de optimização), o número
de neurónios das camadas escondidas (nhid) e o valor de dropout foi efectuado um conjunto de
experiências preliminares. Segundo Bergstra and Bengio (2012), o uso de uma pesquisa aleatória
5.4 Modelação 35
Figura 5.4: Actualização de parâmetros
é mais adequado pois nem todos os hiperparâmetros são importantes para um bom funcionamento
das redes neuronais.
Para definição das arquitecturas das ANN de cada um dos cenários foram seguidos os seguintes
passos:
1. Pesquisa aleatória de hiperparâmetros durante 100 iterações: treino e teste do modelo usando
hiperparâmetros escolhidos aleatoriamente. A cada iteração é guardado o conjunto de hi-
perparâmetros do modelo caso obtenha melhores resultados que os anteriores;
2. Validação cruzada: o modelo com melhores resultados é utilizado para realizar uma avalia-
ção usando 10 fold cross-validation (validação cruzada);
3. Avaliação dos resultados da validação cruzada: caso os resultados sejam bons o modelo é
escolhido para o cenário em causa, no caso contrário o modelo é descartado e é reiniciada a
pesquisa aleatória de hiperparâmetros.
Na pesquisa aleatória foram procuradas as melhores configurações dos seguintes hiperparâme-
tros: número de neurónios por camada, número de épocas de treino, número de amostras por lote
de treino (batch size) e valor de dropout entre camadas. Esta pesquisa foi realizada com gamas
diferentes para cada um dos hiperparâmetros, designadamente:
• Número de neurónios: o número de neurónio de cada camada escondida variou entre 50 e
500 neurónios;
• Épocas: o número de épocas de treino variou entre 100 e 600 épocas;
• Batch size: o tamanho do batch size variou entre 8 e 100 registos para os cenários da procura
total e entre 15000 e 25000 registos para os cenários da procura por linha;
• Dropout por camada: o valor de dropout em cada camada escondida variou entre 0 e 0,6.
A pesquisa aleatória foi realizada usando o algoritmo de optimização HYPERAS (0.4.1) (Pum-
perla (2019)). Este algoritmo avalia diversas configurações de forma aleatória, tendo em conta os
parâmetros fornecidos, com o objectivo de gerar uma boa configuração dos hiperparâmetros.
5.4.4 Indicadores de performance
As métricas de performance utilizadas foram: a raiz do erro médio quadrático (RMSE), o erro
médio absoluto (MAE), o coeficiente de determinação (R2), e os valores médios dos erros das
previsões de cada um dos grupos de utilizadores.
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O RMSE é um dos indicadores mais importantes em problemas de previsão. Ao contrário do
MAE, os erros do RMSE são elevados ao quadrado, somados e calculada a sua raiz quadrada
antes de ser calculada a média, o que faz com que o RMSE atribua um peso relativamente alto
a erro elevados. Isto significa que o RMSE é bastante útil na avaliação de modelos onde erros
grandes são particularmente indesejados. O coeficiente de determinação (R2) permite determinar
se o modelo usado se ajusta bem aos dados fornecidos. O seu valor representa a percentagem de
variação na resposta que é explicada pelo modelo.
Adicionalmente foi também calculado o erro médio da procura de autocarros de cada um dos
quatro grupos de utilizadores da rede de transportes. Este cálculo é realizado de modo a avaliar a
precisão da previsão para cada um dos grupos de utilizadores. De notar que este indicador requer
que se tenham em mente que as médias das procuras de cada cada grupo de utilizadores não são
iguais. Portanto, um valor menor no erro médio da procura não indica necessariamente que o
modelo seja mais preciso para esse grupo em especifico.
De modo a analisar os resultados das métricas descritas anteriormente é importante saber quais
são os seus valores óptimos. Para o RMSE, o MAE e os erros médio por grupo de utilizador o
valor objectivo é 0. Em sentido contrário, o valor objectivo do coeficiente de correlação é o valor
mais alto possível, sendo que em estudos que pretendem prever comportamento humano este valor
tende a situar-se em torno de 50% e para processos físicos tende a situa-se em torno de 90%.
Capítulo 6
Resultados
Este capítulo apresenta e discute os resultados das validações cruzadas dos modelos anterior-
mente definidos (secção 6.1). Posteriormente, os modelos com os melhores resultados, para cada
um dos dois tipos de procura que se pretende prever, são novamente avaliados para diferentes tipos
de dia (greve, feriado, semana e fim de semana) e estações do ano (secção 6.2). Estes testes têm
como objectivo avaliar a robustez dos modelos a serem integrados na ferramenta final de previsão
para diferentes casos, designadamente analisar a sua capacidade de previsão e generalização.
6.1 Avaliação da performance do modelo
As Tabelas 6.1 e 6.2 apresentam a arquitectura do modelo e os hiperparâmetros usados para
prever a procura total e por linha respectivamente de cada cenário definido. As subsecções 6.1.1 e
6.1.2 apresentam e analisam as medidas de performance obtidas para cada tipo de previsão usando
estas configurações.
Tabela 6.1: Resultados da pesquisa aleatória para previsão da procura total.
Cenário
Batch
size
Épocas
No de neurónios na 1a camada
escondida
No de neurónios na 2a camada
escondida
No de neurónios na 3a camada
escondida
Dropout
1
Dropout
2
Dropout
3
C1 50 450 230 230 230 0,15 0,2 0,3
C2 70 350 300 300 300 0,1 0,1 0,1
C3 80 250 250 250 250 0,15 0,15 0,35
C4 60 400 150 150 150 0,126 0,12 0,11
Tabela 6.2: Resultados da pesquisa aleatória para previsão da procura por linha.
Cenário
Batch
size
Épocas
No de neurónios na 1a camada
escondida
No de neurónios na 2a camada
escondida
No de neurónios na 3a camada
escondida
Dropout
1
Dropout
2
Dropout
3
C1 22000 300 150 150 150 0,35 0,3 0,1
C2 17000 350 300 300 300 0,35 0,2 0,2
C3 20000 500 200 200 200 0,15 0,15 0,25
C4 10000 450 100 100 100 0,2 0,1 0,1
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6.1.1 Avaliação dos modelos de previsão da procura em toda a rede
A Tabela 6.3 apresenta os resultados da avaliação dos modelos de previsão da procura em toda
a rede de autocarros.
Como pode ser observado, os resultados das diferentes medidas de performance para cada um
dos modelos são bastante similares para os cenários C1, C2 e C3, com excepção do valor do RMSE
que é bastante menor no cenário C3 (caso em que existe um avanço de duas horas dos valores das
variáveis meteorológicas). Observando os erros médios absolutos de cada grupo de utilizador
verifica-se que o cenário C3 é o que obtém melhores resultados na previsão da procura para toda
a rede de autocarros. Em comparação com o modelo de previsão da procura de táxis desenvolvido
por Mukai and Yoden (2012), verifica-se que o cenário C3 obteve melhores resultados, com um
erro médio percentual de 7,29%, enquanto que o modelo criado por Mukai and Yoden (2012) teve
um erro médio percentual de 13,59%.
A comparação dos valores médios da procura de cada um dos grupos de utilizadores (G1-
G4) ao longo do ano de 2013, permite constatar que, em termos percentuais, os valores dos erros
médios, quando comparados com a procura média, são: para o grupo G1 (estudantes) de 14,72%,
para o grupo G2 (normal) de 5,49%, para o grupo G3 (idosos) de 6,70% e para o grupo G4 (social)
de 6,30%. A discrepância entre o valor de erro percentual do grupo G1 em relação aos restantes
pode-se dever, em parte, a este grupo não ter uma rotina bem definida, ao contrário dos restantes
grupos que viajam mais nas horas de ponta, no caso dos G2 e G4, e entre as 10h e as 19h, de forma
quase uniforme, no caso do grupo G3 (Figura A.6).
De um modo geral, os modelos que usaram as variáveis meteorológicas como variáveis de
entrada (C1, C2 e C3), tiveram um desempenho melhor do que quando estas variáveis não foram
usadas (C4). Os melhores resultados da previsão da procura foram obtidos quando os modelos
usam como variáveis de entrada as variáveis meteorológicas registadas duas horas antes da viagem
ocorrer (cenário C3). Quando estas variáveis meteorológicas são usadas, o RMSE sofre uma
diminuição de 43% e o MAE uma diminuição de 24,5% (comparação do cenário C3 e C4).
Tabela 6.3: Resultados da validação cruzada para a procura total da rede de autocarros.
Cenário R2 MAE RMSE
Erro médio da procura de utilizadores do grupo:
G1
(estudantes)
G2
(normal)
G3
(idosos)
G4
(social)
C1 0,98 81,8 159,2 99 118 67 39
C2 0,97 83,2 171,7 104 111 67 39
C3 0,97 80,6 134,2 95 119 66 39
C4 0,94 106,2 235,3 127 156 94 48
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6.1.2 Avaliação dos modelos de previsão da procura por linha
A Tabela 6.4 apresenta a previsão da procura por linha de operação de autocarros. Através
da análise desta informação verifica-se que, tal como para na previsão da procura de toda a rede
de autocarros, os melhores resultados para o RMSE e MAE são obtidos para o cenário C3. O
melhor resultado para o R2 é obtido pelo cenário C1, sendo a sua diferença para o cenário C3
de apenas 0,01. Adicionalmente, os melhores resultados dos erros da procura para cada grupo de
utilizadores é obtida para o cenário C1, sendo a sua diferença em relação ao cenário C3 de apenas
um utilizador para os grupos estudantes, idosos e social. O cenário C2 é o que obtém os piores
resultados, tal como verificado anteriormente na previsão da procura de autocarros em toda a rede
(Tabela 6.3).
Os modelos usados para os cenários onde as variáveis meteorológicas são usadas, tiveram um
desempenho melhor do que quando estas variáveis não são usadas. Comparando o cenário com o
melhor resultado, com o uso das variáveis meteorológicas (cenário C3) e sem o uso das variáveis
meteorológicas (cenário C4), verifica-se que, quando as variáveis meteorológicas são usadas, o
RMSE sofre uma diminuição de 7,9% e o MAE uma diminuição de 15,5%. O valor do coeficiente
de determinação é menor para os cenários onde as variáveis meteorológicas não são usadas. Para
estes mesmos cenários o erro da procura de cada um dos grupos de utilizadores é maior quando
comparados com os cenários onde são usadas as variáveis meteorológicas.
Tabela 6.4: Resultados da validação cruzada para a procura por linha de operação de autocarros
Cenário R2 MAE RMSE
Erro médio da procura de utilizadores do grupo:
G1
(estudantes)
G2
(normal)
G3
(idosos)
G4
(social)
C1 0,70 9,7 21,1 6 19 7 5
C2 0,59 9,3 19,1 7 21 8 6
C3 0,69 9,1 18,1 7 19 8 6
C4 0,62 10,8 19,7 8 21 9 6
6.2 Resultados dos testes para as melhores redes neuronais
Para avaliar a robustez do modelo foram criados três testes que permitem avaliar a perfor-
mance das redes em diferentes tipos: estações do ano (secção 6.2.1), dias da semana (secção
6.2.2), e dias com características peculiares, tais como dias de feriado e dias de greve nos trans-
portes públicos(secção 6.2.3). Na realização dos testes acima referidos, à excepção do teste para
diferentes tipos de dias (secção 6.2.3), foram usadas 200 entradas de dados, escolhidas aleatoria-
mente, dos conjuntos de dados finais referidos na secção 5.1, dentro dos critérios específicos de
cada um dos quatro testes. Para o teste realizado com diferentes tipos de dias, foram usados dados
completos da procura ao longo do dia escolhido, de forma aleatória.
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Para a procura total e por linha da rede de autocarros urbanos foram usada as ANN referentes
ao cenário com melhores resultados de performance (em ambos os casos, cenário C3).
6.2.1 Avaliação da performance por estação do ano
A Tabela 6.5 apresenta os resultados dos modelos de previsão para as diferentes estações do
ano.
Como pode ser observado, é no Verão que os modelos obtêm uma melhor previsão, para a
procura por linha de autocarro (MAE=8,7 e RMSE=15,7) e para a rede total de operação dos
autocarros (MAE=63,4 e RMSE=111,3). Tais resultados podem dever-se ao facto de que durante
o verão, o grupo estudantes (G1) viajar menos e o grupo de idosos (G3) adquire nesta fase do ano
padrões de mobilidade mais uniformes.
A previsão da procura por linha, é menos exacta para os meses de Outono (MAE=10,2 RMSE=18,2)
enquanto que no caso da procura em toda a rede de autocarros, a previsão é menos exacta durante
os meses de Primavera (MAE=72,6 e RMSE=138,1).
Tabela 6.5: Resultados da previsão da procura em diferentes estações do ano.
Estação do ano
MAE
Procura total
MAE
Procura linha
RMSE
Procura total
RMSE
Procura linha
Desv. Padrão
Procura total
Desv. Padrão
Procura linha
Primavera 72,6 9,2 138,1 17,8 137,5 17,8
Verão 63,4 8,7 111,3 15,7 111,2 15,6
Outono 68,1 10,2 121,6 18,2 121,6 18,1
Inverno 74,2 9,6 137,9 17,6 137,6 17,5
6.2.2 Avaliação da performance por dia da semana
Após a realização do teste para a previsão em diferentes estações do ano, foi realizado um teste
de forma a avaliar quais os dias da semana onde estas redes neuronais conseguem melhores resul-
tados. De modo a aferir sobre os resultados deste teste é importante realizar uma separação entre
dias da semana e fim de semana, pois como verificado no capítulo 2, existe uma clara diminuição
na procura de transportes públicos aos fins de semana. A Tabela 6.6 apresenta os resultados da
avaliação da performance (MAE e RMSE) do modelo para os diferentes dias da semana.
A análise destes resultados permite verificar que, para a procura total, o dia da semana onde
a previsão é mais robusta é a segunda-feira (MAE=75,5 e RMSE=137,3) e ao fim de semana é ao
sábado (MAE=47,4 e RMSE=70,0). Foi considerado Sábado como o dia com melhores resultados
ao fim de semana pois, embora os seus MAE e RMSE sejam maiores em comparação com o
Domingo, quando comparados os respectivos MAE com a procura média de cada um desses dias
o erro médio é menor ao Sábado. Comparando este modelo de previsão com o modelo criado por
Mukai and Yoden (2012) verifica-se que o erro médio percentual das previsões do modelo criado
(C3) tem um erro muito menor. Para os dias da semana (segunda-feira a sexta-feira) o erro médio
percentual é de 15,68% para o modelo criado por Mukai and Yoden (2012) e 6% para o modelo
C3. Para o fim de semana, ambos os modelos têm erros maiores ao domingo, sendo o erro médio
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percentual de 19,8% para o modelo criado por Mukai and Yoden (2012) e de 10% para o modelo
C3, criado nesta dissertação.
Em relação à previsão da procura por linha de autocarro, verifica-se que o dia da semana onde
a previsão é mais próxima do valor real é a segunda-feira (MAE=10,6 e RMSE=18,8) e ao fim de
semana é o sábado (MAE=6,9 e RMSE=11,3). O Sábado foi considerado o dia de fim de semana
em que o modelo obtém melhores resultados pelos mesmos motivos apresentados para o modelo
que executa a previsão da procura total da rede de autocarros.
Para os dias de fim de semana a previsão do modelo obtêm piores resultados ao domingo.
Tal fenómeno pode ser explicado pelo comportamento mais errático dos utilizadores pois as via-
gens realizadas aos fins de semana tendem a ser para lazer, não existindo assim uma rotina bem
definida que possa ser afectada pelas condições meteorológicas. Durante os dias da semana, no
caso da procura total, os piores resultados na previsão são obtidos à quarta-feira (MAE=80,6 e
RMSE=154,1) e no caso da procura por linha de autocarro são obtidos à quinta-feira (MAE=11,2
e RMSE=19,8) e Sexta-feira (MAE=11,2 e RMSE=19,8).
Tabela 6.6: Resultados da previsão da procura de autocarros em diferentes dias da semana.
Dia da semana
MAE
Procura total
MAE
Procura linha
RMSE
Procura total
RMSE
Procura linha
Desvios. Padrão
Procura total
Desvios. Padrão
Procura linha
Segunda-feira 75,5 10,6 137,3 18,8 136,7 18,8
Terça-feira 78,1 11,0 137,8 19,4 137,4 19,4
Quarta-feira 80,6 11,0 154,1 19,5 154,0 19,5
Quinta-feira 84,1 11,2 153,0 19,8 152,9 19,8
Sexta-feira 78,3 11,2 138,7 19,8 138,7 19,7
Sábado 47,4 6,9 70,0 11,3 70,0 11,3
Domingo 41,8 4,9 64,7 7,9 64,2 7,9
6.2.3 Avaliação da procura para diferentes tipos de dias
A Tabela 6.7 apresenta os resultados da procura total e da procura por linha em diferentes tipos
de dias, feriados e/ou greves. Foi realizada a previsão para: (i) um dia do ano de 2013 aleatório,
(ii) um dia de fim de semana aleatório, (iii) um dia em que se verificou uma greve e (iv) um dia
onde se verificava ser feriado. A linha escolhida foi a linha de autocarro 200. A escolha recaiu
sobre esta linha, pois esteve em funcionamento em todos os tipos de dias em que se requereu uma
previsão da procura e durante a maior parte do dia.
O dia da semana, escolhido de forma aleatória, ocorreu numa Terça-feira em que a nebulosi-
dade era de céu limpo, com temperatura média de 21oC e uma velocidade média do vento de 8
km/h. Para este dia a previsão da procura total teve um RMSE de 121,0 e um MAE de 78,9 e um
RMSE de 14,5 e um MAE de 10,0 para a procura na linha 200. Através da análise dos gráficos
de dispersão contidos nas Figuras C.1 e C.2, verifica-se que, para a procura total na rede de auto-
carros a previsão é bastante assertiva, embora no caso da procura total para o grupo estudantes a
precisão da previsão seja inferior. No caso da procura na linha 200 esta previsão teve resultados
bons para os grupos normal e idosos (erro médio percentual de 11,7% e 12% respectivamente) e
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resultados inferiores para os grupos estudantes e social (erro médio percentual de 28% e 17,5%
respectivamente).
O dia de fim de semana, escolhido de forma aleatória, ocorreu a um sábado em que o nível
de nebulosidade era de chuva, com uma temperatura média de 20oC e uma velocidade média do
vento de 26 km/h. Para este dia a previsão da procura total teve um RMSE de 66,2 e um MAE
de 44,9 e para a procura na linha 200 um RMSE de 8,2 e MAE de 5,7. Analisando os gráficos
de dispersão das Figuras C.3 e C.4 verifica-se, mais uma vez que a previsão da procura total é
bastante boa nos grupos normal, idosos e social, sendo que o erro na previsão aumenta no caso do
grupo estudantes. A previsão para a linha 200 obteve resultados fracos para quase todos os grupos
à excepção do grupo idosos em que o erro foi menor (erro médio percentual de 17%).
O dia, escolhido de forma aleatória, em que se verificou ser feriado ocorreu a uma quarta-
feira. Neste dia o nível de nebulosidade era de algumas nuvens, com uma temperatura média de
12oC e uma velocidade média do vento de 15 km/h. Para este dia a previsão da procura total teve
um RMSE de 91,7 e um MAE de 55,8 e para a procura na linha 200 um RMSE de 7,3 e MAE
de 5,4. Analisando os gráficos de dispersão das Figuras C.5 e C.6 verifica-se, mais uma vez que
a previsão da procura total é bastante boa nos grupos normal (erro médio percentual de 9,6%),
idosos (erro médio percentual de 12,7%) e social (erro médio percentual de 10,4%), sendo menos
boa para o grupo dos estudantes (erro médio percentual de 16,5%). A previsão para a linha 200
teve resultados aceitáveis em todos os grupos de utilizadores.
Por último, o dia, escolhido de forma aleatória, em que se verificou uma greve nos transportes
públicos ocorreu a uma Terça-feira. Neste dia o céu esteve nublado, com uma temperatura média
do ar de 15oC e uma velocidade média do vento de 11 km/h. Para este dia, os erros das previsões
foram muito maiores aos apresentados até ao momento, sendo o RMSE de 284,2 e o MAE de
164,8 para a procura total e o RMSE de 17,16 e o MAE de 12,4 para a procura na linha 200. Estes
resultados podem dever-se a apenas terem existido quatro dias de greve durante todo o ano de
2013, não podendo assim os modelos aprender tão bem estes casos. Os gráficos de dispersão para
este dia encontram-se nas Figuras C.7 e C.8.
Tabela 6.7: Resultados da previsão para diferentes tipos de dias.
Dia Tipo de dia
MAE
Procura total
MAE
Procura linha
RMSE
Procura total
RMSE
Procura linha
Desv. Padrão
Procura total
Desv. Padrão
Procura linha
09/07/13 Terça-feira - sem feriado/greve 78,9 10,0 121,0 14,5 107,9 13
28/09/13 Sábado - sem feriado/greve 44,9 5,7 66,2 8,2 66,0 7,7
01/05/13 Quarta-feira - feriado 55,8 5,4 91,7 7,3 87,2 6,4
05/03/13 Terça-feira - greve 164,8 12,4 284,2 17,2 283,4 15,6
Capítulo 7
Ferramenta de previsão
Para o desenvolvimento da ferramenta de previsão da procura nos autocarros públicos numa
área metropolitana usando dados meteorológicos, adoptou-se a metodologia apresentada no ca-
pítulo 5. Esta metodologia permitiu identificar a melhor arquitectura e hiperparâmetros de uma
ANN baseada na Multilayer Percepron (MLP).
Assim, a arquitectura da ANN implementada, para a procura total na rede de autocarros, nesta
ferramenta tem a seguinte configuração: 11 : 250 : 250 : 250 : 4. As entradas da rede são: Hora,
DS, Greve, Feriado, Mês, T, WS, RH, DT, P, CL. Para a procura por linha a ANN implementada
nesta ferramenta tem a seguinte configuração: 12 : 200 : 200 : 200 : 4. As entradas da rede
são: Hora, ID Linha, DS, Greve, Feriado, Mês, T, WS, RH, DT, P, CL. Estas arquitecturas foram
adoptadas com base na análise de uma série de cenários que indicou que a procura de autocarros
urbanos consegue ser melhor prevista usando dados meteorológicos correspondentes a duas horas
antes da realização de uma viagem (cenário C3).
Para obtenção dos dados de entrada na ferramenta, foi usada uma API (Interface de Programa-
ção de Aplicação) gratuita, disponibilizada pela Weatherbit.io (2020), que permite obter a previsão
da meteorologia para as horas seguintes. Embora a API forneça a informação necessária à execu-
ção da ferramenta, esta API apenas permite a recepção da previsão das variáveis meteorológicas
até ao final do dia em que se executa o pedido de informação.
As previsões meteorológicas são obtidas através de um ficheiro JSON (JavaScript Object No-
tation). A ferramenta desenvolvida lê e separa os diferentes valores das variáveis meteorológicas
que darão entrada na ANN implementada. Os valores recolhidos são pré-processados de modo
a converter os valores para as unidades usadas pela ferramenta, designadamente os valores da
nebulosidade. Estes valores, obtidos pela API Weatherbit.io (2020) são um código numérico,
compreendido entre 200 e 900, que posteriormente são convertidos pela ferramenta em valores
entre 0 e 5.
Para utilizar a ferramenta, o utilizador deve inserir o dia da semana, se é greve e se é feriado
de modo à ferramenta puder efectuar a previsão (Figura 7.1). Após a inserção destes dados a
ferramenta prevê a procura de autocarros urbanos utilizando o modelo acima descrito para as
horas correspondentes às variáveis meteorológicas recebidas da API. Após a realização da previsão
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da procura total e da procura por linha de operação do serviço de transportes, as previsões são
guardadas em ficheiros Excel distintos (Figura 7.2). O código da ferramenta pode ser consultado
no Anexo D.
Figura 7.1: Interface da ferramenta
Na Figura 7.2 é apresentado o diagrama de funcionamento da ferramenta.
Figura 7.2: Diagrama do funcionamento da ferramenta.
Capítulo 8
Conclusões
Ao longo desta dissertação foram sido apresentadas algumas conclusões parciais sobre os
diversos resultados. Assim, este capítulo tem como objectivo expor um sumário global das con-
clusões retiradas, dando especial relevo aos aspectos mais significativos, apontando-se a satisfação
geral dos objectivos fixados, bem como as perspectivas de trabalho futuro.
De modo a auxiliar os tomadores de decisão a gerir o serviço de transportes de autocarros de
uma área urbana tendo em conta a influência de factores meteorológicos, foi desenvolvida uma
ferramenta para efectuar a previsão da procura de autocarros em toda a rede e a procura por linha
de operação de autocarro.
Neste sentido foi desenvolvida uma metodologia para a obtenção dos melhores modelos de
previsão, recorrendo a redes neuronais, que fazem parte da ferramenta desenvolvida. Esta meto-
dologia começou por uma análise dos dados recolhidos, sendo posteriormente criados grupos de
utilizadores para os quais a ferramenta teria de prever a procura. Posteriormente foram realizados
testes estatísticos de modo a verificar quais as variáveis meteorológicas, e não só, que maior cor-
relação tinham com a procura de autocarros, sendo no final definidos doze cenários para os quais
foram criadas doze redes neuronais, uma para cada cenário. Após esta fase foi realizada a mode-
lação dos diversos modelos, sendo procurados os melhores valores para as suas configurações e
apresentados os indicadores de performance que os iriam avaliar.
Através da análise de resultados do modelo para os diversos cenários concluiu-se que o uso de
variáveis meteorológicas permite aumentar a capacidade de previsão do modelo sem variáveis me-
teorológicas de forma substancial. Ao mesmo tempo, verifica-se que, quando aplicado um atraso
de duas horas na procura em relação às variáveis meteorológicas, os resultados das previsões,
para cada um dos dois tipos de procura, melhora consideravelmente, existindo uma diminuição do
RMSE de 15,7% para a procura total e de 14,2% para a procura por linha. A previsão da procura
total da rede de autocarros, para o melhor cenário (C3) tem um erro médio percentual, quando
comparado com a procura total média, de 7,29%. A previsão da procura por linha de autocarro,
para o melhor cenário (C3) tem um erro médio percentual, quando comparado com a procura mé-
dia por linha, de 36,4%. Além disso, quando o modelo usa dados meteorológicos para estimar a
procura com um atraso de duas horas, são obtidos melhores resultados para o coeficiente de de-
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terminação, do que com os modelos em que não existe atraso ou o atraso é de apenas uma hora, o
que demonstra que se ajustam melhor aos dados facultados.
Embora os resultados das previsões de um modo geral tenham sido bons (RMSE (procura
total)=134,2 e RMSE (procura por linha)=18,1), verifica-se que, na previsão em ambos os tipos de
procura (total e por linha), o grupo estudantes é o grupo onde as previsões não são tão assertivas.
Esta situação pode ser explicada tendo em conta que este grupo não tem uma rotina bem definida,
e não é tão susceptível a alterações nos padrões de viagem devido a condições meteorológicas.
Verifica-se ainda que a previsão da procura é pouco exacta em dias em que se verifica greve nos
transportes públicos. Apesar das ANN serem capazes de generalizar e prever para casos novos,
em dias de greve onde se observa um comportamento da procura muito distinto dos dias normais
e devido ao ano em estudo terem apenas existido quatro eventos destes, influencia aqui a obtenção
de previsões menos exactas.
Os modelos obtidos com melhor performance foram integrados numa ferramenta que permite
ajudar os decisores a compreender melhor os impactos causados pelas condições meteorológicas
na procura de autocarros em toda a rede e por linha. Através do uso da API escolhida, a ferramenta
obtém as previsões das condições meteorológicas para as horas seguintes, requerendo pequenas
informações adicionais, tais como o dia da semana e se é dia de greve ou feriado, por parte do utili-
zador para o seu correto funcionamento. No final a ferramenta gera dois ficheiros Excel contendo
as previsões da procura total da rede e por linha de autocarros.
Os objectivos definidos no Capítulo 1 foram plenamente cumpridos, tendo sido desenvolvida
uma ferramenta de previsão da procura nos transportes públicos tendo em conta as condições
meteorológicas com bons resultados e analisado o impacto na exactidão da previsão da procura
com a inclusão das variáveis meteorológicas nos dados fornecidos às redes neuronais.
Um resumo do artigo sobre esta tese foi submetido à 5a Conferência sobre Mobilidade Urbana
Sustentável – CSUM2020 (http://csum.civ.uth.gr). O principal objectivo desta conferência é a
dispersão de conhecimento e o intercâmbio de boas práticas entre investigadores e profissionais
no domínio do transporte urbano. A conferência tem como principais propósitos os seguintes
pontos:
• Transporte público e sistemas ajustáveis à procura;
• Remodelação de modelos de transporte;
• Comportamento dos utilizadores de transportes;
• Cidades inteligentes
Os resultados da conferência serão publicados na série de livros “Advances in Intelligent Sys-
tems and Computing” da Springer, indexada pela ISI Proceedings, EI-Compendex, DBLP, SCO-
PUS, Google Scholar e Springerlink. Os artigos seleccionados serão revistos e as versões estendi-
das serão consideradas para publicação numa edição especial.
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8.1 Trabalho futuro
Como trabalhos futuros sugere-se o seguinte:
• Realização, através da mesma metodologia desenvolvida, da previsão da procura total e
procura por linha do Metro;
• Repetir a metodologia desenvolvida para dados meteorológicos e de procura nos transpor-
tes públicos mais recentes, de modo a perceber se dados mais recentes obtêm melhores
resultados;
• Avaliar a robustez do modelo para outras cidades.
Sugere-se ainda aprofundar o conhecimento sobre impacto da meteorologia nas decisões dos
utilizadores de transportes públicos, através da análise e comparação da procura do Metro e dos
autocarros em função das condições meteorológicas, de modo a identificar quais as condições
meteorológicas que levam os utilizadores a trocar de meio de transporte público.
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Anexo A
Análise dos dados recolhidos
No ano de 2013 foram realizadas um total de 77,2 milhões de validações, com uma média de
6,4 milhões de validações por mês e 211 mil validações por dia. A Figura A.1 apresenta o número
de validações mensais realizadas em 2013 no sistema de transportes públicos andante (STCP). A
análise desta figura permite verificar que existe uma clara diminuição da procura na estação de
inverno e na estação de verão, sendo esta diminuição mais acentuada nos meses de Dezembro e
Agosto.
Figura A.1: Número de validações mensal no sistema de transportes públicos andante (STCP) em
2013.
Em relação ao tipo de assinatura de utilizador, existe uma clara discrepância entre os passes
mensais e os títulos ocasionais, sendo que os segundos representam a maioria das validações
efectuadas em todos os meses do ano de 2013. Os passes mensais registam nos meses de Julho e
Agosto uma diminuição acentuada nos passes escolares, período esse que coincide com as férias
escolares dos estudantes.
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Para analisar as variações meteorológicas usaram-se os valores de referência da normal clima-
tológica da região. Segundo a Organização Meteorológica Mundial (OMM), as normais climato-
lógicas correspondem a valores médios das variáveis meteorológicas durante um período mínimo
de 30 anos, de forma a obter um valor predominante que represente os padrões característicos de
um parâmetro do clima no local considerado (IPMA (2019)). Estes valores médios correspondem
a intervalos de tempos diários, mensais, sazonais ou anuais das variáveis meteorológicas. Segundo
o Instituto Português do Mar e da Atmosfera (IPMA), as variáveis meteorológicas descrevem o
comportamento físico da atmosfera, enquanto que as normais climatológicas apresentam uma in-
formação do comportamento médio, utilizando dados de longo período para definir o clima em
uma determinada época ou era em vários anos.
Comparando os valores médios mensais das variáveis meteorológicas temperatura, velocidade
do vento, humidade relativa e pressão atmosférica com a normal climatológica dos anos 1961 a
1990 é possível averiguar que, em termos médios, os valores das variáveis meteorológicas não têm
sofrido grandes alterações. Tais evidências podem ser observadas nos gráficos seguintes (Figura
A.2, Figura A.3, Figura A.4 e Figura A.5).
Figura A.2: Valores de temperatura (oC) ao longo do ano de 2013 e valores médios da Norma
Climatológica 1961-1990
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Figura A.3: Valores de velocidade do vento (Km/h) ao longo do ano de 2013 e valores médios da
Norma Climatológica 1961-1990
Figura A.4: Percentagem de humidade relativa (%) ao longo do ano de 2013 e valores médios da
Norma Climatológica 1961-1990
52 Análise dos dados recolhidos
Figura A.5: Valores de pressão atmosférica (mb) ao longo do ano de 2013 e valores médios da
Norma Climatológica 1961-1990
Figura A.6: Procura média por grupo de utilizador e hora durante o ano de 2013
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Tabela A.1: Valores estatísticos das variáveis meteorológicas
Variável Meteorológica Mês
Valores
Normais Climatológicas
1961 - 1990
Mínimo Máximo Média Média
Temperatura(oC)
Janeiro 3,000 17,000 10,988 9,400
Fevereiro -1,000 16,000 8,943 10,000
Março 0,000 17,000 11,888 11,200
Abril 1,000 23,000 13,071 12,600
Maio 5,000 26,000 13,623 14,600
Junho 10,000 34,000 18,023 17,300
Julho 13,000 38,000 20,164 19,000
Agosto 12,000 33,000 20,194 18,700
Setembro 8,000 34,000 19,576 18,200
Outubro 6,000 27,000 17,376 15,800
Novembro 1,000 20,000 11,478 12,100
Dezembro 1,000 18,000 10,403 9,900
Velocidade do Vento (km/h)
Janeiro 2,000 67,000 13,726 15,400
Fevereiro 2,000 37,000 13,633 16,200
Março 2,000 56,000 17,592 15,400
Abril 2,000 41,000 15,521 15,000
Maio 2,000 41,000 13,168 14,600
Junho 2,000 31,000 13,168 12,400
Julho 2,000 30,000 9,372 12,200
Agosto 2,000 31,000 11,385 12,000
Setembro 2,000 41,000 13,154 11,800
Outubro 2,000 50,000 15,372 13,100
Novembro 2,000 39,000 11,186 14,200
Dezembro 2,000 46,000 16,246 15,500
Humidade Relativa (%)
Janeiro 37,000 100,000 84,446 81,000
Fevereiro 33,000 100,000 78,504 80,600
Março 31,000 100,000 78,104 76,600
Abril 27,000 100,000 73,369 75,000
Maio 30,000 100,000 76,947 75,700
Junho 17,000 100,000 72,225 76,000
Julho 20,000 100,000 79,893 76,600
Agosto 25,000 100,000 75,322 76,700
Setembro 20,000 100,000 73,21 78,000
Outubro 31,000 100,000 84,661 80,300
Novembro 27,000 100,000 76,028 80,300
Dezembro 34,000 100,000 75,465 81,300
Pressao Atmosferica (mb)
Janeiro 969,000 1038,000 1022,5 1011,300
Fevereiro 1000,000 1033,000 1021,5 1009,500
Março 1000,000 1023,000 1005,7 1009,700
Abril 1000,000 1025,000 1015,4 1006,400
Maio 999,000 1023,000 1017,4 1007,000
Junho 1010,000 1024,000 1018,4 1008,100
Julho 1010,000 1025,000 1016,7 1008,700
Agosto 1008,000 1023,000 1016,7 1008,500
Setembro 1000,000 1025,000 1015,3 1009,000
Outubro 1002,000 1026,000 1016,3 1008,700
Novembro 1000,000 1031,000 1020,3 1010,000
Dezembro 998,000 1034,000 1023,2 1010,800
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Anexo B
Resultados do teste
Kolmogorov-Smirnov
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Anexo C
Resultados gráficos da avaliação da
procura para diferentes tipos de dias
Figura C.1: Procura total para cada grupo de utilizador vs Procura real para cada grupo de utiliza-
dor - Dia da semana: Terça-feira, Nebulosidade: céu limpo
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Figura C.2: Procura na linha 200 de autocarro para cada grupo de utilizador vs Procura real para
cada grupo de utilizador - Dia da semana: Terça-feira, Nebulosidade: céu limpo
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Figura C.3: Procura total de autocarro para cada grupo de utilizador vs Procura real para cada
grupo de utilizador - Fim de semana: Sábado, Nebulosidade: chuva
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Figura C.4: Procura na linha 200 de autocarro para cada grupo de utilizador vs Procura real para
cada grupo de utilizador - Fim de semana: Sábado, Nebulosidade: chuva
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Figura C.5: Procura total de autocarro para cada grupo de utilizador vs Procura real para cada
grupo de utilizador - Dia de Feriado: Quarta-feira, Nebulosidade: algumas nuvens
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Figura C.6: Procura na linha 200 de autocarro para cada grupo de utilizador vs Procura real para
cada grupo de utilizador - Dia de Feriado: Quarta-feira, Nebulosidade: algumas nuvens
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Figura C.7: Procura total de autocarro para cada grupo de utilizador vs Procura real para cada
grupo de utilizador - Dia de Greve: Terça-feira, Nebulosidade: nublado
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Figura C.8: Procura na linha 200 de autocarro para cada grupo de utilizador vs Procura real para
cada grupo de utilizador - Dia de Greve: Terça-feira, Nebulosidade: nublado
Anexo D
Código da ferramenta
import r e q u e s t s
import j s o n
import pandas as pd
from pandas . i o . j s o n import j s o n _ n o r m a l i z e
import numpy as np
os . e n v i r o n [ "KERAS_BACKEND" ] = " p l a i d m l . k e r a s . backend "
import k e r a s
from k e r a s . models import S e q u e n t i a l
from k e r a s . l a y e r s import Dense , Dropout , A c t i v a t i o n
from s k l e a r n . p r e p r o c e s s i n g import MinMaxScaler
from s k l e a r n import p r e p r o c e s s i n g
from k e r a s import r e g u l a r i z e r s
from k e r a s import backend
from k e r a s import backend as K
import s k l e a r n . m e t r i c s , math
from d a t e t i m e import d a t e t i m e , da t e , t ime , t i m e d e l t a
from k e r a s . models import load_mode l
from p i c k l e import l o a d
import x lwt
import x l s x w r i t e r
# d e f i n i a o de f u n c o e s n e c e s s a r i a s ao f u n c i o n a m e n t o
def m e a n _ a b s _ e r r o r ( y _ t r u e , y_pred , x ) :
y _ t r u e , y_pred = np . a r r a y ( y _ t r u e ) , np . a r r a y ( y_pred )
i =0
v a l =0
whi le i < l e n ( y _ t r u e ) :
i f y _ t r u e [ i , x ] ! = 0 and y_pred [ i , x ] ! = 0 :
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i f y _ t r u e [ i , x ] > y_pred [ i , x ] :
v a l = v a l +abs ( y _ t r u e [ i , x ] − round ( y_pred [ i , x ] ) )
i f y _ t r u e [ i , x ] < y_pred [ i , x ] :
v a l = v a l +abs ( round ( y_pred [ i , x ] ) − y _ t r u e [ i , x ] )
i = i +1
re turn round ( ( v a l / l e n ( y _ t r u e ) ) )
# m e t r i c s
# r o o t mean squared e r r o r ( rmse ) f o r r e g r e s s i o n ( o n l y f o r Keras t e n s o r s )
def rmse ( y _ t r u e , y_pred ) :
re turn backend . s q r t ( backend . mean ( backend . s q u a r e ( y_pred − y _ t r u e ) , a x i s =−1))
# mean squared e r r o r ( mse ) f o r r e g r e s s i o n ( o n l y f o r Keras t e n s o r s )
def mse ( y _ t r u e , y_pred ) :
re turn backend . mean ( backend . s q u a r e ( y_pred − y _ t r u e ) , a x i s =−1)
# c o e f f i c i e n t o f d e t e r m i n a t i o n ( R ^ 2 ) f o r r e g r e s s i o n ( o n l y f o r Keras t e n s o r s )
def r _ s q u a r e ( y _ t r u e , y_pred ) :
SS_res = K. sum (K. s q u a r e ( y _ t r u e − y_pred ) )
S S _ t o t = K. sum (K. s q u a r e ( y _ t r u e − K. mean ( y _ t r u e ) ) )
re turn ( 1 − SS_res / ( S S _ t o t + K. e p s i l o n ( ) ) )
# ####################################################
# hora do d i a em que se e s t a a p e d i r a p r e v i s a o
now= d a t e t i m e . now ( )
# p ed id o a API das p r e v i s o e s m e t e o r o l o g i c a s para as horas s e g u i n t e s a t e as 24h
r =" h t t p s : / / a p i . w e a t h e r b i t . i o / v2 . 0 / f o r e c a s t / h o u r l y ? c i t y = Por to ,
PT&key =55133 b193839429f8d862dcd4a28bf18&h o u r s ="+ s t r (23−now . hour )
r e s p o n s e = r e q u e s t s . g e t ( r )
# t r a n s f o r m a c a o do f i c h e i r o JSON em PandasDataframe
df = j s o n _ n o r m a l i z e ( r e s p o n s e . j s o n ( ) , ’ d a t a ’ )
# e l i m i n a c a o de i n f o r m a c a o nao n e c e s s a r i a
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d e l df [ ’ w e a t h e r . i c o n ’ ]
d e l df [ ’ w e a t h e r . d e s c r i p t i o n ’ ]
d e l df [ ’ ozone ’ ]
d e l df [ ’ s o l a r _ r a d ’ ]
d e l df [ ’ w ind_gus t_ spd ’ ]
d e l df [ ’ v i s ’ ]
d e l df [ ’ snow_depth ’ ]
d e l df [ ’ c l o u d s ’ ]
d e l df [ ’ t s ’ ]
d e l df [ ’ app_temp ’ ]
d e l df [ ’ d h i ’ ]
d e l df [ ’ d n i ’ ]
d e l df [ ’ g h i ’ ]
d e l df [ ’ s l p ’ ]
d e l df [ ’ snow ’ ]
d e l df [ ’ w i n d _ d i r ’ ]
d e l df [ ’ w i n d _ c d i r ’ ]
d e l df [ ’ w i n d _ c d i r _ f u l l ’ ]
d e l df [ ’ pop ’ ]
d e l df [ ’ pod ’ ]
d e l df [ ’ uv ’ ]
d e l df [ ’ c l o u d s _ l o w ’ ]
d e l df [ ’ c louds_mid ’ ]
d e l df [ ’ c l o u d s _ h i ’ ]
d e l df [ ’ t i m e s t a m p _ u t c ’ ]
d e l df [ ’ d a t e t i m e ’ ]
d e l df [ ’ p r e c i p ’ ]
# t r a t a m e n t o de dados
df [ ’ t i m e s t a m p _ l o c a l ’ ]= d f [ ’ t i m e s t a m p _ l o c a l ’ ] . s t r . s p l i t ( ’T ’ , expand=True ) [ 1 ]
d f [ ’ t i m e s t a m p _ l o c a l ’ ]= d f [ ’ t i m e s t a m p _ l o c a l ’ ] . s t r . s p l i t ( ’ : ’ , expand=True ) [ 0 ]
d f [ ’ t i m e s t a m p _ l o c a l ’ ]= d f [ ’ t i m e s t a m p _ l o c a l ’ ] . a s t y p e ( f l o a t )∗2
df [ ’ p r e s ’ ]= d f [ ’ p r e s ’ ] . round ( )
d f [ ’ wind_spd ’ ]= df [ ’ wind_spd ’ ] . round ( )
d f [ ’ wind_spd ’ ]= df [ ’ wind_spd ’ ] ∗ 3 . 6
d f = df [ [ ’ t i m e s t a m p _ l o c a l ’ , ’ temp ’ , ’ wind_spd ’ , ’ rh ’ , ’ dewpt ’ , ’ p r e s ’ ,
’ w e a t h e r . code ’ ] ]
d f [ ’ temp ’ ]= df [ ’ temp ’ ] . a s t y p e ( i n t )
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df [ ’ w e a t h e r . code ’ ]= df [ ’ w e a t h e r . code ’ ] . a s t y p e ( i n t )
newdf = pd . DataFrame ( np . r e p e a t ( d f . v a l u e s , 2 , a x i s = 0 ) )
newdf . columns = df . columns
# t r a n s f o r m a c a o da hora em c o d i g o s hora em que a rede f o i t r e i n a d a
f o r i in range ( 1 , l e n ( newdf ) ) :
i f ( i % 2) != 0 :
newdf . a t [ i , ’ t i m e s t a m p _ l o c a l ’ ]= newdf [ ’ t i m e s t a m p _ l o c a l ’ ] . v a l u e s [ i ]+1
newdf . s e t _ i n d e x ( ’ t i m e s t a m p _ l o c a l ’ )
# d i c i o n a r i o de n e b u l o s i d a d e
d i c t = {200 : 5 , 201 : 5 , 202 : 5 ,230 : 5 ,231 : 5 ,232 : 5 ,233 : 5 ,
300 : 5 ,302 : 5 ,500 : 4 ,501 : 4 ,502 : 4 ,511 : 4 ,520 : 4 ,521 : 4 ,
522 : 4 ,800 : 0 ,801 : 1 ,802 : 2 ,803 : 3 ,900 : 4}
# t r a n s f o r m a c a o dos c o d i g o s de n e b u l o s i d a d e f o r n e c i d o s p e l a API
em c o d i g o s de n e b u l o s i d a d e que a r e d e f o i t r e i n a d a
newdf [ ’ w e a t h e r . code ’ ]= newdf [ ’ w e a t h e r . code ’ ] . map ( d i c t )
# p e d i d o s de i n f o r m a o ao u t i l i z a d o r
ds = input ( " Qual o d i a da semana ( Segunda : 1 , T e r a : 2 , Q ua r t a : 3 , Qu in t a : 4 ,
S e x t a : 5 , Sabado : 6 , Domingo : 7 ) ? : " )
Greve = input ( " d i a de g r e v e ( Sim : 1 , Nao : 0 ) ? : " )
F e r i a d o = input ( " d i a de f e r i a d o ( Sim : 1 , Nao : 0 ) ? : " )
mes=now . month
newdf [ ’DS ’ ]= ds
newdf [ ’ Greve ’ ]= Greve
newdf [ ’ F e r i a d o ’ ]= F e r i a d o
newdf [ ’ mes ’ ]= mes
# t r a n s f o r m a o das v a r i a v e i s em f l o a t s
newdf=newdf . a s t y p e ( f l o a t )
newdf l =newdf
# p r e v i s a o t o t a l da rede
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# carregamen to do n o r m a l i z a d o r
min_max_sca le = l o a d ( open ( ’ s c a l e r _ r e d e . p k l ’ , ’ rb ’ ) )
i n p u t s = min_max_sca le . t r a n s f o r m ( newdf )
# carregamen to da rede n e u r o n a l de p r e v i s a o t o t a l
model = load_mode l ( ’ m o d e l o _ r e d e _ f i n a l . h5 ’ ,
c u s t o m _ o b j e c t s ={ " rmse " : rmse , " r _ s q u a r e " : r _ s q u a r e , " mse " : mse } )
# execucao da p r e v i s o
p red =model . p r e d i c t ( i n p u t s , v e r b o s e =0 , b a t c h _ s i z e =1)
# arredondamento dos v a l o r e s de procura e a l t e r a c a o
dos v a l o r e s n e g a t i v o s p a r a z e r o
p red = pred . round ( )
p r ed = pred . c l i p ( min =0)
# c r i a o do f i c h e i r o e x c e l
workbook = x l s x w r i t e r . Workbook ( ’ P r e v i s a o T o t a l . x l s x ’ )
w o r k s h e e t = workbook . add_workshee t ( ’ P r e v i s a o T o t a l ’ )
# e s c r i t a dos v a l o r e s de p r e v i s a o e r e s p e c t i v a s horas no f i c h e i r o e x c e l
w o r k s h e e t . w r i t e ( 0 , 0 , ’ Hora ’ )
w o r k s h e e t . w r i t e ( 0 , 1 , ’ E s t u d a n t e s ’ )
w o r k s h e e t . w r i t e ( 0 , 2 , ’ Normal ’ )
w o r k s h e e t . w r i t e ( 0 , 3 , ’ I d o s o s ’ )
w o r k s h e e t . w r i t e ( 0 , 4 , ’ S o c i a l ’ )
row = 1
f o r hora in ( newdf [ ’ t i m e s t a m p _ l o c a l ’ ] ) :
w o r k s h e e t . w r i t e ( row , 0 , ’ { 0 : 0 2 . 0 f } : { 1 : 0 2 . 0 f } ’ . format (∗ divmod ( ( ho ra / 2 )
∗ 60 , 6 0 ) ) )
row += 1
row = 1
c o l = 1
f o r i t em in ( p r ed ) :
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w o r k s h e e t . w r i t e ( row , co l , i t em [ 0 ] )
w o r k s h e e t . w r i t e ( row , c o l + 1 , i t em [ 1 ] )
w o r k s h e e t . w r i t e ( row , c o l + 2 , i t em [ 2 ] )
w o r k s h e e t . w r i t e ( row , c o l + 3 , i t em [ 3 ] )
row += 1
# e n c e r r a m e n t o do f i c h e i r o e x c e l
workbook . c l o s e ( )
# p r e v i s a o por l i n h a da rede
# d i c i o n a r i o l i n h a s
l i n h a s = ( [ 1 , 1 7 , 1 8 , 2 2 , 2 6 , 4 8 , 6 1 , 6 9 , 9 4 , 9 8 , 9 9 , 1 0 3 , 1 0 4 , 1 0 6 , 2 0 0 , 2 0 1 , 2 0 2 , 2 0 3 , 2 0 4 ,
2 0 5 , 2 0 6 , 2 0 7 , 2 0 8 , 2 0 9 , 3 0 0 , 3 0 1 , 3 0 2 , 3 0 3 , 3 0 4 , 3 0 5 , 4 0 0 , 4 0 1 , 4 0 2 , 5 0 0 , 5 0 1 , 5 0 2 , 5 0 3 ,
5 0 4 , 5 0 5 , 5 0 6 , 5 0 7 , 5 0 8 , 6 0 0 , 6 0 1 , 6 0 2 , 6 0 3 , 6 0 4 , 7 0 0 , 7 0 1 , 7 0 2 , 7 0 3 , 7 0 4 , 7 0 5 , 7 0 6 , 7 0 7 ,
8 0 0 , 8 0 1 , 8 0 3 , 8 0 4 , 8 0 5 , 8 0 6 , 9 0 0 , 9 0 1 , 9 0 2 , 9 0 3 , 9 0 4 , 9 0 5 , 9 0 6 , 9 0 7 , 1 . 1 , 1 0 . 1 , 1 1 . 1 ,
1 2 . 1 , 1 3 . 1 , 3 . 1 , 4 . 1 , 5 . 1 , 7 . 1 , 8 . 1 , 9 . 1 , 9 4 . 1 , 9 5 . 1 ] )
# carregamen to do n o r m a l i z a d o r
min_max_sca le r = l o a d ( open ( ’ s c a l e r _ l i n h a . p k l ’ , ’ rb ’ ) )
# carregamen to da rede n e u r o n a l de p r e v i s a o para l i n h a s
mode l l = load_mode l ( ’ m o d e l o _ l i n h a _ f i n a l . h5 ’ ,
c u s t o m _ o b j e c t s ={ " rmse " : rmse , " r _ s q u a r e " : r _ s q u a r e , " mse " : mse } )
# c r i a c a o do e x c e l
workbook = x l s x w r i t e r . Workbook ( ’ P r e v i s a o P o r L i n h a . x l s x ’ )
# p r e v i s a o por l i n h a com os dados m e t e o r o l o g i c o s e t e m p o r a i s
e r e s p e c t i v a g r a v a c a o no f i c h e i r o e x c e l
#em cada p r e v i s a o de l i n h a c r i a d a uma nova f o l h a no f i c h e i r o e x c e l
f o r l i n h a in ( l i n h a s ) :
# d e f i n i c a o da ordem de e n t r a d a de v a r i a v e i s na rede
newdf l [ ’ S e r v i c e ID ’ ]= l i n h a ∗10
newdf l = newdf l [ [ ’ S e r v i c e ID ’ , ’ t i m e s t a m p _ l o c a l ’ , ’ temp ’ , ’ wind_spd ’ , ’ rh ’ ,
’ dewpt ’ , ’ p r e s ’ , ’ w e a t h e r . code ’ , ’DS ’ , ’ Greve ’ , ’ F e r i a d o ’ , ’ mes ’ ] ]
i n p u t s _ l = min_max_sca le r . t r a n s f o r m ( newdf l )
# e x e c u o da p r e v i s a o
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p r e d l = mode l l . p r e d i c t ( i n p u t s _ l , v e r b o s e =0 , b a t c h _ s i z e =1)
# arredondamento dos v a l o r e s de procura e a l t e r a c a o
dos v a l o r e s n e g a t i v o s p a r a z e r o
p r e d l = p r e d l . round ( )
p r e d l = p r e d l . c l i p ( min =0)
# e s c r i t a dos v a l o r e s de p r e v i s a o e r e s p e c t i v a s horas
no f i c h e i r o e x c e l
w o r k s h e e t = workbook . add_workshee t ( ’ P r e v i s a o _ ’+ s t r ( l i n h a ) )
w o r k s h e e t . w r i t e ( 0 , 0 , ’ Hora ’ )
w o r k s h e e t . w r i t e ( 0 , 1 , ’ E s t u d a n t e s ’ )
w o r k s h e e t . w r i t e ( 0 , 2 , ’ Normal ’ )
w o r k s h e e t . w r i t e ( 0 , 3 , ’ I d o s o s ’ )
w o r k s h e e t . w r i t e ( 0 , 4 , ’ S o c i a l ’ )
row = 1
f o r hora in ( newdf [ ’ t i m e s t a m p _ l o c a l ’ ] ) :
w o r k s h e e t . w r i t e ( row , 0 , ’ { 0 : 0 2 . 0 f } : { 1 : 0 2 . 0 f } ’ .
format (∗ divmod ( ( ho ra / 2 ) ∗ 60 , 6 0 ) ) )
row += 1
row = 1
c o l = 1
f o r i t em in ( p r e d l ) :
w o r k s h e e t . w r i t e ( row , co l , i t em [ 0 ] )
w o r k s h e e t . w r i t e ( row , c o l + 1 , i t em [ 1 ] )
w o r k s h e e t . w r i t e ( row , c o l + 2 , i t em [ 2 ] )
w o r k s h e e t . w r i t e ( row , c o l + 3 , i t em [ 3 ] )
row += 1
# e n c e r r a m e n t o do f i c h e i r o e x c e l
workbook . c l o s e ( )
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# i n f o r m a c a o ao u t i l i z a d o r que a f e r r a m e n t a j a
e x e c u t o u as p r e v i s o e s
p r i n t ( ’ P r e v i s a o p a r a as p rox imas ’+ s t r ( h o r a s )+ ’ h o r a s e x e c u t a d a .
\ n Por f a v o r c o n s u l t e os f i c h e i r o s g e r a d o s com os nomes
P r e v i s a T o t a l . x l s x e P r e v i s a o P o r L i n h a . x l s x ’ )
}
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