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Abstract. Descriptions of images form the backbone for many intelli-
gent systems, assuming descriptions that randomly vary in construction
and content, but where description content is homogeneous. This as-
sumption becomes problematic being extended to descriptions of images
of people [14], where people are known to show systematic biases in how
they process others [19]. Therefore, this paper presents a novel approach
for discovering exceptional subgroups of descriptions in which the content
of those descriptions reliably differs from the general set of descriptions.
We develop a novel interestingness measure for subgroup discovery ap-
propriate for probability distributions across semantic representations.
The proposed method is applied to a web-based experiment in which
500 raters describe images of 200 people. Our analysis identifies multi-
ple exceptional subgroups and the attributes of the respective raters and
images. We further discuss implications for intelligent systems.
1 Introduction
The fields of machine learning and computational linguistics are increasingly fo-
cused on building multi-modal intelligent systems that integrate visual and text-
based information, e. g., answering questions and generating textual descriptions
of images [2,9,16], identifying objects in images based on text descriptions [20],
or improving the sentence parsing of descriptions by grounding them with visual
information [10]. While the data rely on text descriptions of images written by
people, people generate idiosyncratic descriptions that differ significantly based
on the goals, biases, and expertise of the person writing the description [14].
Detecting and quantifying these idiosyncratic descriptions is necessary for sys-
tems to optimally select, weigh, or filter descriptions. In this paper we present a
novel approach for identifying homogeneous subgroups of descriptions that reli-
ably differ in their content from the general set of descriptions. Specifically, we
extract a low-dimensionality representation of individual descriptions based on
latent Dirichlet allocation (LDA) [8]. Using that representation, we apply excep-
tional model mining [3, 11, 18], a variant of subgroup discovery [3] that focuses
on complex target properties, for detecting homogeneous subgroups of descrip-
tions in the low-dimensional space. We define a novel quality function based on a
subgroups’ topic distribution and use it to identify exceptionally unique homoge-
neous subgroups of textual descriptions. We believe this is the first demonstration
of subgroup discovery based on such textual description data.
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The efficacy of the proposed approach is validated on a new dataset of de-
scriptions of people. We present results of applying the LDA-based exceptional
model mining method on that dataset and discuss the implications for intelligent
systems based on descriptions generated by people in general, and descriptions
of people in particular. The contribution of the paper is summarized as follows:
1. We present a novel approach for mining exceptional subgroups in descrip-
tions of people using subgroup discovery on topic models using LDA.
2. We introduce a new interestingness measure for subgroups that compares the
distribution across topics in subgroups to the overall (expected) distribution.
3. We present and discuss the results of applying the proposed novel method-
ology to a real-world dataset of descriptions of people collected online.
2 Method
The proposed approach consists of three phases. First, textual data is trans-
formed into a low dimensional space using latent Dirichelet allocation. Second, a
novel interestingness measure for subgroup discovery is used to define and search
for exceptional subgroups. Finally, the resulting subgroups are evaluated with a
human-in-the-loop, in order to facilitate their interpretation and validation.
2.1 Topic Modeling
The latent Dirichlet allocation model (LDA) [8] is the most popular method
of topic modeling in natural language processing. It is a statistical model of
how text documents are generated that relies on the assumption that a written
text can be represented as a collection of topics where each topic consists of a
probability distribution across all possible words. Formally, the generative model
for the jth word wij (and its topic zij) in document i, given a distribution of
topics θi in document i and distribution of words ϕk in topic k, is:
(1) θi ∼ Dirichlet(α), (2) ϕk ∼ Dirichlet(β), (3) zij ∼ Multinomial(θi),
(4) wij ∼Multinomial(ϕzi,j ), where the number of topics k and the vectors of
identical values α and β are hyperparameters of the model.
2.2 Subgroup Discovery
Formally, a database D = (I, A) is given by a set of individuals I and a set
of attributes A. For nominal attributes, a selector or basic pattern (ai = vj ) is
a Boolean function I → {0, 1} that is true if the value of attribute ai ∈ A is
equal to vj for the respective individual. The set of all basic patterns is denoted
by Σ. A subgroup is described using a description language, typically consisting
of attribute–value pairs. Here, we focus on an exemplary conjunctive pattern
description language. A subgroup description or (complex) pattern P is then
given by a set of basic patterns P = {sel1, . . . , sell}, sel i ∈ Σ, i = 1, . . . , l , which
is interpreted as a conjunction, i. e., P(I) = sel1∧ . . .∧ sel l , with length(P) = l.
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A subgroup SP := ext(P) := {i ∈ I|P(i) = true} , i. e., a pattern cover is the
set of all individuals that are covered by the subgroup description P . The set of
all possible subgroup description is then given by 2Σ. The pattern P = ∅ covers
all instances contained in the database. A quality function q: 2Σ → R maps ev-
ery pattern to a real number reflecting its interestingness. In contrast to related
approaches like methods for mining association rules [1] or algorithms from the
field of formal concept analysis [13], subgroup discovery (and in particular excep-
tional model mining) allow the specification and efficient application of complex
quality functions for estimating the interestingness of a pattern, e. g., [3,5,17,18].
In the case of topic models, we utilize Dirichlet distributions capturing the
overall distribution of topics in the overall dataset (i. e., modeling the expected
distribution) while the topic distribution contained in each subgroup is modeled
by another Dirichlet distribution. In order to obtain the respective Dirichlet dis-
tributions Dir(α∅) and Dir(αSP ) for the overall population S∅ and the subgroup
SP , respectively, we can compute a maximum likelihood estimate (MLE) utiliz-
ing the Newton-Raphson method [21,22] for obtaining the parameter vectors αSP
and α∅. For comparing distributions, we utilize the Kullback-Leibler divergence
metric KL. Thus, for Dirichlet distributions, comparing Dir(α) and Dir(β), we
obtain
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Our novel quality function for comparing topic distributions for a specific sub-
group SP is then given by
qD(P ) = KL(αSP , α∅) , (2)
with the distribution parameters αSP and α∅ for subgroup/overall population.
3 Experiment
In this section we detail the critical aspects of an online experiment to collect
descriptions and judgments about images of people. In the following sections
we describe the set of images (i. e., the stimuli) and outline the experimental
procedure for obtaining the textual descriptions and ratings of the images.
3.1 Procedure
The images consisted of 193 color photographs of the head and shoulders of
people standing in front of an off-white background who were instructed to look
directly into the camera lens and maintain a neutral facial expression. These
individuals were recruited from the University of Adelaide campus and compen-
sated AUD$10 for their participation.
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For the rating task, 500 participants were recruited via Amazon Mechanical
Turk and paid US$2 for approximately 12 minutes of work. Participants were
shown five randomly selected images and for each image they were asked to de-
termine a number of attributes and write a physical and non-physical description
of the face (minimum four words and 10 characters). In this analysis we focus
on discovering exceptional descriptions of the non-physical characteristics. The
attributes of each description include three self-report attributes about the spe-
cific rater (age, gender, and country) as well as four subjectively rated attributes
of the person in the image (age, gender, eye color, hair color, typicality, and at-
tractiveness). Unfortunately, the reported ethnicity was incorrectly coded and
not recorded, resulting in seven attributes for each description. The experiment
resulted in a dataset consisting of 2491 descriptions of 193 faces.
3.2 Discovering subgroups
The application of the text-based subgroup discovery consisted of multiple stages:
1. The number of topics k and the probability distribution across words for
each topic ϕk was determined. This was done by searching for the set of
hyperparameters (α, β, and k) that produce sparse topics (few topics on
average per document) that differ across documents. Thus, the objective
function simultaneously minimized the number of topics per description and
maximized the difference between documents1. In this phase all descriptions
of the same image were treated as a single document to increase the stability
of the inference process, particularly determining the topic distributions (ϕ).
2. These topic distributions were used to construct a probability distribution
across topics for each individual description. The search processes in the
first step resulted in a solution with nine topics and thus each of the 2491
descriptions was represented as a probability distribution across those topics.
3. Finally, all possible subgroups defined by the seven attributes were evaluated
to identify deviating subgroups of descriptions. This was done exhaustively
using the SD-Map algorithm [6], provided by the VIKAMINE system [4]2.
We identified deviating subgroups using different values of n for identifying the
top-n subgroups, while we discuss results for the top 20 subgroups below; other
result sets were consistent. A minimal improvement filter [7] was applied to the
set of all subgroups to limit the set of attributes defining exceptional subgroups.
Specifically, a specialization P ′ of a pattern P is considered a more exceptional
subgroup if P ′ improves on the quality function compared to P : So, e. g., we con-
sider the specialization of the pattern face hair color = black to face hair color
= black AND face gender = male, if the quality of the latter pattern increases.
A minimal subgroup size threshold of 1% was used in this analysis.
1 The difference between documents was calculated as the sum across all pairs of
descriptions of the cosine similarity of the topic probability distributions. The num-
ber of topics per document was calculated as the sum across all descriptions of the
conditional entropy of the topic probability distribution.
2 http://www.vikamine.org
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Table 1. Exceptional subgroup attribute frequencies. The attributes and values
of a description that are indicative of the top 20 exceptional subgroups. The count
column indicates the number of subgroups that are distinguished by this attribute. R
and I in the column headers indicate Rater and Image attributes, respectively.
R. Country R. Gender I. Gender I. Eye Color I. Hair Color I. Ratings
USA (3) Female (3) Female (8) Black (12) Black (6) Typicality (4)
India (2) Male (7) Male (3) Brown (1) Blond (1) Attract. (5)
Green (1)
4 Results and Discussion
Below, we first present an analysis of the types of attributes more likely to
define deviating subgroups and their relationships. Next, we aggregate across
exceptional subgroups and evaluate the frequency of specific images in excep-
tional subgroups and according raters. We also briefly summarize results with
an alternative quality function, and conclude with a discussion.
4.1 The attributes of distinct subgroups
Interesting patterns emerge across the seven attributes that identify the 20 sub-
groups most dissimilar to the overall set of descriptions (Table 1). Though the
gender of the rater and the face in the image were two of the most common
attributes to define exceptional subgroups, only four subgroups were defined by
both the gender of the rater and face. This suggests the interaction between rater
and face gender was no more likely to identify an exceptional subgroup than ei-
ther factor independently. Furthermore, the eye color of the image was a defining
attribute of 14 of 20 exceptional subgroups and the attribute value “black” was
by far the most frequently occurring value. This is particularly surprising given
that eye color attribute was described as “black” for only 13% of descriptions,
which was second frequent after “brown” and more frequent than “blue” and
“green.” One possible explanation of this pattern is that perceived eye color
is highly correlated with perceived ethnicity or race for these descriptions, a
possibility we discuss further in the discussion section.
4.2 Distributions of images and raters in distinct subgroups
Figure 1 shows the markedly different distribution of images (left panel) and
raters (right panel) that occur in distinct subgroups. The majority of images
occur in at least one subgroup, but only nine images (0.4.%) had at least 40%
of the descriptions of them included in a subgroup and only one image had
more than 50%. The majority of raters, in contrast, do not have a description
in any deviating subgroup. This is natural given that raters only generate five
descriptions but each image has, on average, 12.9 descriptions. Despite the high
number of raters with zero descriptions in the exceptional subgroups, a small
but significant group of raters (5.2%) had more than 50% of their descriptions
be identified as belonging to at least one deviating subgroup.

















































Fig. 1. The proportion of descriptions of specific images (left) and raters (right) that
occur in at least one exceptional subgroup. The y-axis of both plots is in log units.
4.3 Comparing the Dirichlet and Hotelling quality functions
In all previous analyses, we utilized the proposed quality function qD(P ). These
results were also compared with the standard Hotelling quality function [3], for
comparing multivariate means: The two quality functions were not a significantly
correlated (R = 0.12). Furthermore, the Hotelling quality function did not pro-
duce as coherent subgroup attributes as the novel quality function qD(P ). This
divergence highlights the importance of using a quality function (qD(P )) that
directly corresponds to the multinomial probability distribution that comprises
the probability distribution representation of a description across topics.
4.4 Discussion
Our results suggest that descriptions of people that significantly deviate from the
population of descriptions are relatively frequent. Furthermore, these exceptional
descriptions are not exclusively driven by particularly exceptional images or
particularly exceptional raters. Instead, the vast majority of descriptions that are
identified as exceptional are descriptions from raters for whom most descriptions
are not exceptional, and of images whose descriptions are mostly not exceptional.
The attributes that define the maximally deviating subgroups point to the
types of features of raters and images that are likely to produce exceptional
descriptions. Male raters and female images are attributes that are likely to de-
fine deviating subgroups, though these two attributes appear to independently
contribute and not in combination. Additionally, in this population of images,
black hair and black eyes are the attributes of images most likely to identify ex-
ceptional subgroups. Further work is necessary to understand if these attributes
produce exceptional descriptions when embedded in a different sample of images,
or if these attributes are predictive of latent attributes, such as ethnicity, that
were not included as attributes for the subgroup discovery process.
The issue of detecting heterogeneity of descriptions is particularly important
for descriptions of people because people systematically differ in how they en-
code, search for, and remember faces of other races and genders [15, 19], which
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may systematically bias the descriptions people generate of others. However,
these results do not show strong evidence of subgroups of descriptions that are
identified based on gender, age, or race, perhaps decreasing the fear that intel-
ligent systems based on descriptions of people will inherit strong implicit biases
from the raters [12, 23]. We do find certain attributes of images, particularly
black eye color and black hair color, which are much more likely to produce
exceptional descriptions than other attributes. This suggests that the topics and
words people use when describing the non-physical characteristics of other peo-
ple may vary widely. The degree to which the importance of these attributes
are an artifact of the particular faces we studied is an open question, but it
highlights the importance of not ignoring the heterogeneity of textual descrip-
tions generated by people. These issues are increasingly important as intelligent
systems, trained with labels and descriptions generated by people, become ubiq-
uitous. These systems rely on human annotated descriptions that are clearly
not homogeneous. When combined with methods like LDA for extracting lower
dimensional semantic representations, exceptional model mining and subgroup
discovery techniques can provide a necessary tool to help identify potential bi-
ases in these descriptions. Additionally, these tools can possibly suggest specific
images, subgroups, and attributes where additional data would help alleviate
the bias in the systems that rely on them.
5 Conclusions
This paper presents a novel method of combining topic modeling and subgroup
discovery to identify interesting image descriptions. We present a novel definition
of interestingness that compares the subgroup and general population using the
Kullback-Leibler divergence between the Dirichlet distributions that character-
izes the probability distribution of topics. This method is applied to the problem
of subgroup discovery among descriptions of pictures of people, a domain that
has broad implications for applied domains [14] while carrying a real risk of
biased descriptions [19]. Our analysis method detects meaningful subgroups of
image descriptions that diverge from the general set of descriptions and charac-
terizes them based on both properties of the raters as well as the images. These
subgroups suggests new norms for data collection methods and statistical mod-
els for web-based applications that are sensitive to the heterogeneous nature of
descriptions of people. For future work, we aim to extend the analysis and data
collection in order to investigate (dis-)similarities in more datasets. Furthermore,
the inclusion of contextual domain knowledge is an interesting issue to consider.
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