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Abstract
In this paper we establish existence-uniqueness of solution of a class of singular boundary value problem −(p(x)y′(x))′ =
q(x)f (x, y) for 0 < x  b and y(0) = a, α1y(b) + β1y′(b) = γ1, where p(x) satisfies (i) p(x) > 0 in (0, b), (ii) p(x) ∈ C1(0, r),
and for some r > b, (iii) x p′(x)
p(x)
is analytic in {z: |z| < r} and q(x) satisfies (i) q(x) > 0 in (0, b), (ii) q(x) ∈ L1(0, b) and for some
r > b, (iii) x2 q(x)
p(x)
is analytic in {z: |z| < r} with quite general conditions on f (x, y). Region for multiple solutions have also been
determined.
© 2007 Elsevier Inc. All rights reserved.
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0. Introduction
We consider the singular boundary value problem of the type
My ≡ −(p(x)y′(x))′ = q(x)f (x, y), 0 < x  b, (1)
y(0) = a, α1y(b)+ β1y′(b) = γ1, (2)
where a  0, α1 > 0, β1  0 and γ1 is finite. Further we assume that p(x) and q(x) satisfy following conditions:
[A-1]: (i) p(x) > 0 in (0, b),
(ii) p(x) ∈ C1(0, b) and for some r > b,
(iii) x p′(x)
p(x)
is analytic in {z: |z| < r} with the Taylor series expansion
x
p′(x)
p(x)
= b0 + b1x + b2x2 + b3x3 + · · · (0 b0 < 1).
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(ii) q(x) ∈ L1(0, b) and for some r > b,
(iii) x2 q(x)
p(x)
is analytic in {z: |z| < r} with the Taylor series expansion
x2
q(x)
p(x)
= c0 + c1x + c2x2 + c3x3 + · · · .
Zhang [5] has obtained existence results for the problem of the type (1)–(2) with f (x, y,py′). These results im-
prove the results of Dunninger and Kurtz [2]. The purpose of this work is to improve the work of Zhang [5] when
the non-linear function f is independent of y′. Ciarlet et al. [1] have suggested that for the problem (1)–(2) with
q(x) = p(x), β1 = 0 and p(x) satisfying (i) p(x) > 0 ∈ (0, b), (ii) p(x) ∈ C1(0, b), and (iii) 1p(x) ∈ L1[0, b] can
be reduced to a regular problem by simple change of variable z(x) = ∫ x0 dξp(ξ) . While in [3], the problem is consid-
ered directly for q(x) = p(x) and existence-uniqueness results are established using monotone iterative method and
eigenfunction expansion. It is shown in [3] that results are better than that of [1].
In the present work we follow the analysis of [3] and establish an existence result in a region
D0 =
{
(x, y): 0 x  b, v0  y  u0
}
for the boundary value problem (1)–(2), where the functions p(x) and q(x) satisfy [A-1] and [A-2], respectively.
This existence result is established using monotone iterative method and eigenfunction expansion in L2q(0, b) with the
inner product defined as
〈f,g〉 =
b∫
0
q(x)f (x)g(x) dx. (3)
In fact starting with the functions u0 and v0, satisfying the inequalites
Mu0  q(x)f (x,u0), 0 < x  b,
u0(0) = 0, α1u0(b)+ β1u′0(b) γ1, and
Mv0  q(x)f (x, v0), 0 < x  b,
v0(0) = 0, α1v0(b)+ β1v′0(b) γ1,
sequences {un} and {vn}, as solutions of some linear boundary value problems, are generated which converge uni-
formly to solutions u(x) and v(x) of (1)–(2) in the region D0 under certain conditions on f (x, y). Any solutions z(x)
satisfy v(x) z(x) u(x). Under additional condition on f (x, y) uniqueness of the solution is also established.
In Section 1 we state the results related to eigenfunction expansion which can easily be obtained by applying
analysis of [4] on the operator 1
q
My directly. Using these results non-negativity of Green’s function and existence-
uniqueness of corresponding linear problem have been established. With the help of these results existence-uniqueness
of solution of non-linear problem (1)–(2) has been established in Section 2 under the assumption that f (x, y) is
continuous and there is a constant L1 = L1(D0) such that L1(y −w) f (x, y)− f (x,w).
1. Existence-uniqueness of corresponding linear boundary value problem
In this section we establish existence-uniqueness of the corresponding linear boundary value problem
−(p(x)y′(x))′ − kq(x)y = q(x)f (x) for 0 < x  b and y(0) = 0, α1y(b) + β1y′(b) = γ1, where p(x) and q(x)
satisfy [A-1] and [A-2], respectively. We consider y(0) = 0, α1y(b) + β1y′(b) = γ1 since the boundary condition
y(0) = a, α1y(b) + β1y′(b) = γ1 can be reduced to y(0) = 0, α1y(b) + β1y′(b) = γ1 without adding any more sin-
gularity to the differential equation. Existence-uniqueness and non-negativity of Green’s function for the boundary
value problem have been established in Lemma 3, Corollaries 1 and 2. These results are used to establish existence-
uniqueness of the solution of non-linear boundary value problem (1)–(2) in Section 2.
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Let φ(x,λ) and θ(x,λ) be solutions of
− 1
q(x)
(
p(x)y′
)′ = λy (4)
such that
φ(b) = cosα, φ′(b) = sinα
p(b)
,
θ(b) = sinα, θ ′(b) = −cosα
p(b)
.
Let ψ(x,λ) = θ(x,λ) + l(λ)φ(x,λ) be the solution of (4) in L2q(0, b) which satisfies a real boundary condition at
x = a, 0 < a < b, say{
θ(a)+ lφ(a)} cosβ + {θ ′(a)+ lφ′(a)}p(a) sinβ = 0, (5)
where α,β are real. Let m(λ) be the limit of l(λ) as a → 0 and we assume that the complex valued function m(λ)
is single valued analytic function whose singularities are simple poles {λn}∞n=0 on the real axis with corresponding
residues {rn}∞n=0. Now the result similar to Theorem 2.7(i), (ii) and Theorem 2.17 of [4] can easily be obtained by
applying the analysis [4] to the operator 1
q
My and the results can be stated as follows:
Theorem 1. Let f (x) be the integral of an absolutely continuous function and let
− 1
q(x)
(
p(x)f ′(x)
)′ ∈ L2q(0, b),
and let
f (b) sinα − f ′(b)p(b) cosα = 0
and
lim
x→0p(x)W [f,ψ] = 0
for every non-real λ, where ψ(x,λ) ∈ L2q(0, b) is a solution of (4) and W [ψ,f ] is the Wronskian of ψ and f . Then
f (x) =
∞∑
n=0
cnψn(x), 0 x  b,
the series being absolutely and uniformly convergent in any subinterval of (0, b].
Theorem 2. Let f (x) ∈ L2q(0, b). Then
b∫
0
q(x)
[
f (x)
]2
dx =
∞∑
n=0
c2n.
Theorem 3. Let f (x) ∈ L2q(0, b) and Φ(x,λ) be the solution of
−(p(x)y′)′ − λq(x)y = q(x)f (x), 0 < x  b,
satisfying α1y(b)+ β1y′(b) = 0. Then for λ not equal to any of the λn,
Φ(x,λ) =
∞∑
n=0
cnψn
λ− λn ,
where the series is absolutely convergent.
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single valued analytic function having simple poles on the real axis. It is easy to verify that all the eigenvalues of
the Sturm–Liouville problem (4) with y(0) = 0, α1y(b) + β1y′(b) = 0 are real, positive, simple and corresponding
eigenfunctions are orthogonal with respect to the inner product defined by (3).
Let y1(x) and y2(x) be two linearly independent solutions of (4), obtain by Frobenius series method and let φ(x,λ)
and θ(x,λ) be defined as
φ(x,λ) = d{y1(x)Y2(b,α)− y2(x)Y1(b,α)},
θ(x,λ) = d{y1(x)Z2(b,α)− y2(x)Z1(b,α)},
where
Y1(b,α) = p(b)y′1(b) cosα − y1(b) sinα,
Y2(b,α) = p(b)y′2(b) cosα − y2(b) sinα,
Z1(b,α) = p(b)y′1(b) sinα + y1(b) cosα,
Z2(b,α) = p(b)y′2(b) sinα + y2(b) cosα
and p(x)W(y1, y2) = 1d (a non-zero constant), then from (5)
l(λ) = − θ(a) cotβ + θ
′(a)p(a)
φ(a) cotβ + φ′(a)p(a) ,
where
θ(a) cotβ + θ ′(a)p(a) = d{(y1(a) cotβ + y′1(a)p(a))Z2(b,α)− (y2(a) cotβ + y′2(a)p(a))Z1(b,α)},
φ(a) cotβ + φ′(a)p(a) = d{(y1(a) cotβ + y′1(a)p(a))Y2(b,α)− (y2(a) cotβ + y′2(a)p(a))Y1(b,α)}.
Now we will show that as a → 0 the limit m(λ) of l(λ) satisfy the aforesaid properties for functions p(x) and q(x).
The two linearly independent solutions of (4) obtained by Frobenius series method, depend on roots of the indicial
equation thus we divide in the following cases.
Case (I) (c0 = 0, 0 < b0 < 1). The two linearly independent solutions are given by
y1(x) = x1−b0
(
a0 + a1x + a2x2 + · · ·
)
,
y2(x) = d0 + d1x + d2x2 + · · · .
As x → 0,
y1(x) = a0x1−b0 +O
(
x2−b0
)
,
y2(x) = d0 +O(x),
y′1(x) = a0(1 − b0)x−b0 +O
(
x1−b0
)
,
y′2(x) = d1 +O(x).
Hence,
θ(a) cotβ + θ ′(a)p(a) = d{(a0a1−b0 cotβ + a0(1 − b0)a−b0ab0)Z2(b,α)− (d0 cotβ + d1ab0)Z1(b,α)
+O(a|cotβ|)+O(a1+b0)+O(a2−b0 |cotβ|)+O(a)}.
Let
d0 cotβ + d1ab0 = c
(
a0a
1−b0 cotβ + a0(1 − b0)a−b0ab0
)
,
where c is constant, then
cotβ = ca0(1 − b0)− d1a
b0
1−bd0 − ca0a 0
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cotβ ≈ O(1), c = 0,∞,
≈ O(ab0), c = 0,
≈ O(ab0−1), c = ∞.
Consider
a0a
1−b0 cotβ + a0(1 − b0)a−b0ab0 = a0d0(1 − b0)− a0d1a
d0 − ca0a1−b0
≈ O(1), c = 0,∞, as a → 0,
≈ O(1), c = 0, as a → 0.
For c = ∞,
d0 cotβ + d1ab0 = O
(
ab0−1
)
thus O-terms are negligible when 0 < b0 < 1 for all c as a → 0.
Case (II) (c0 = c1 = 0, 0 < b0 < 1). The two linearly independent solutions for this case are given by
y1(x) = x1−b0
(
a0 + a1x + a2x2 + · · ·
)
,
y2(x) = d0 + d2x2 + · · · .
As x → 0,
y1(x) = a0x1−b0 +O
(
x2−b0
)
,
y2(x) = d0 +O
(
x2
)
,
y′1(x) = a0(1 − b0)x−b0 +O
(
x1−b0
)
,
y′2(x) = 2d2x +O
(
x2
)
.
Hence,
θ(a) cotβ + θ ′(a)p(a) = d{(a0a1−b0 cotβ + a0(1 − b0)a−b0ab0)Z2(b,α)− (d0 cotβ + 2d2a1+b0)Z1(b,α)
+O(a2|cotβ|)+O(a2+b0)+O(a2−b0 |cotβ|)+O(a)}.
Let
d0 cotβ + 2d2a1+b0 = c
(
a0a
1−b0 cotβ + a0(1 − b0)a−b0ab0
)
,
where c is constant, then
cotβ = ca0(1 − b0)− 2d2a
1+b0
d0 − ca0a1−b0
and as a → 0,
cotβ ≈ O(1), c = 0,∞,
≈ O(a1+b0), c = 0,
≈ O(ab0−1), c = ∞.
Consider
a0a
1−b0 cotβ + a0(1 − b0)a−b0ab0 = a0d0(1 − b0)− 2a0d2a
2
d0 − ca0a1−b0
≈ O(1), c = 0,∞, as a → 0,
≈ O(1), c = 0, as a → 0.
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d0 cotβ + 2d2a1+b0 = O
(
ab0−1
)
thus O-terms are negligible when 0 < b0 < 1 for all c as a → 0.
It is easy to see from the expression of l(λ) that the terms inside the bracket of denominator are same as that of
the numerator, thus O-terms will be negligible in the same manner as that in the case of numerator and m(λ) will be
given by
m(λ) = Z2(b,α)− cZ1(b,α)
Y2(b,α)− cY1(b,α) (6)
which is a single valued function of λ whose only singularities are poles at the points λn’s which are the
zero’s of Y2(b,α) − cY1(b,α). Hence normalised eigenfunction are given by |rn| 12 φ(x,λn), where φ(x,λn) =
dY1(b,α){cy1(x)− y2(x)}.
For c = ∞ we get eigenfunction expansion only in terms of y1(x) and for c = 0 we get eigenfunction expansion
only in terms of y2(x). Now with the help of Theorems 1–3 we establish the existence-uniqueness of linear boundary
value problem.
Lemma 1. If y(x) satisfies −(p(x)y′(x))′ − kq(x)y  0 for 0 < x  b and y(0) = 0, α1y(b) + β1y′(b) = γ1  0,
where p(x) satisfies [A-1] and q(x) satisfies [A-2], then y(x) 0 provided k  0.
Proof. Case (i): k < 0. Let there exists a point c in (0, b) that y(c) < 0. As y(x) belongs to C[0, b] there exists a
point d ∈ (0, b) s.t. y(d) < 0, y′(d) = 0 and y′′(d) 0 hence the differential inequality will be violated at the point d
thus y(x) 0.
Case (ii): k = 0. Let
−(p(x)y′(x))′ = f (x), 0 < x  b, (7)
y(0) = 0, α1y(b)+ β1y′(b) = γ1. (8)
To prove this case first we transform the differential equations (7)–(8) using the transformation y(x) = w(x)+Bx2,
then we assume that ∃ a point c ∈ (0, b) such that w(c) < 0. Now from the continuity of w(x) we get an interval
[d, s] ⊂ (0, b) such that w < 0 in [d, s], w′(d) = 0, w′ > 0 in (d, s] and that
P =
b∫
0
[
p(x)
(
dw
dx
)2
−wF(x)
]
dx > 0,
where F(x) = f (x)+ 2Bp(x)+ 2Bxp′(x) and B = γ1
α1b2+2bβ1 . Integrating by part the first term we get
P = p(s)w′(s)w(s) < 0
which is a contradiction. Hence w(x) 0 and finally y(x) 0. 
Lemma 2. The boundary value problem
(
p(x)y′(x)
)′ + kq(x)y = 0, 0 < x  b, (9)
where p(x) satisfies [A-1] and q(x) satisfies [A-2] and the boundary conditions are
y(0) = 0, α1y(b)+ β1y′(b) = γ1, (10)
has a unique solution given by
y(x) = γ1u(x)
α1u(b)+ β1u′(b) , where u(x, k) = u(x) = x
1−b0
∞∑
anx
n,n=0
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eigenvalues of the corresponding eigenvalue problem. Moreover y(x) 0 if γ1  0 and 0 < k < k1, where k1 is the
first positive zero of α1u(b, k)+ β1u′(b, k).
Proof. The two linearly independent solutions of (7), obtained by using Frobenius series method, depend on the
nature of the difference of two indicial roots m = −(b0−1)±D2 , where D =
√
(b0 − 1)2 − 4kc0. Thus these can be given
as follows:
(I) c0 = 0, m = 0, m = 1 − b0:
u(x) = x1−b0
∞∑
n=0
anx
n (a0  0) and v(x) =
∞∑
n=0
dnx
n,
(II) c0 = c1 = 0, m = 0, m = 1 − b0:
u(x) = x1−b0
∞∑
n=0
anx
n (a0  0) and v(x) = d0 + d2x2 + d3x3 + · · · .
The series is valid up to |x|  b < r . Thus the boundary value problem (9)–(10) has a unique solution y(x) =
γ1u(x;k)
α1u(b;k)+β1u′(b;k) provided α1u(b; k) + β1u′(b; k) = 0, i.e. k is none of its eigenvalue of corresponding eigenvalue
problem. Since α1u(b; k) + β1u′(b; k) is an analytic function of k, so its zeros are isolated and they all will be pos-
itive. Let them be as 0 < k1 < k2 < k3 < · · · , where k1 is the first positive zero of α1u(b; k) + β1u′(b; k), or in
other words the first positive eigenvalue of corresponding eigenvalue problem. Since u(x; k) does not change sign for
0 < k < k1 and u(0) 0 we get that y(x) 0 for 0 < k < k1 provided γ1  0. 
Lemma 3. For the linear differential operator associated with
−(p(x)y′(x))′ − kq(x)y = q(x)f (x), 0 < x  b, (11)
y(0) = 0, α1y(b)+ β1y′(b) = γ1 (12)
with f (x) ∈ L2q(0, b) the generalized Green’s function for the corresponding homogeneous boundary value problem
is given by
G(x, t, k) =
∞∑
n=0
U(x, kn)U(t, kn)
kn − k ,
where U(x, ki) is normalized eigenfunction corresponding to eigenvalue ki , G satisfies the homogeneous boundary
condition provided k = k1, k2, . . . and the solution of the non-homogeneous problem (11)–(12) is given by
y(x) = Bx2 +
b∫
0
G(x, t, k)F (t) dt,
where F(x) = q(x)f (x)+ 2Bp(x)+ 2Bxp′(x)+ kBx2q(x) and B = γ1
α1b2+2β1b . The series on the right-hand side is
absolutely convergent in (0, b).
Proof. Define
G(x, t, k) =
⎧⎨
⎩
u(t)[V (b)u(x)−U(b)v(x)]
p(x)W(u,v)U(b)
(0 < t  x),
u(x)[V (b)u(t)−U(b)v(t)]
p(x)W(u,v)U(b)
(x  t  b),
where u(x), v(x) are two linearly independent solutions of (9), U(b) = α1u(b)+ β1u′(b), V (b) = α1v(b)+ β1v′(b),
G(x, t, k) is a Green’s function for the linear differential operator (9) satisfying homogeneous boundary conditions
provided k = k1, k2, . . . . Now with the help of the transformation w(x) = y(x) − Bx2, where B = γ1α1b2+2β1b the
boundary value problem (11)–(12) reduces to
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y(0) = 0, α1w(b)+ β1w′(b) = 0,
where g(x) = 2Bp(x) + 2Bxp′(x) + kBx2q(x) and g(x) 0 provided k  0 and B  0. Thus solution of (11)–(12)
can be written as
y(x) = Bx2 +
b∫
0
G(x, t, k)F (t) dt,
where F(x) = q(x)f (x) + g(x). Now using the analysis of [4, p. 38] it is easy to show that the generalized Green’s
function will be given by
G(x, t, k) =
∞∑
n=0
U(x, kn)U(t, kn)
kn − k (13)
and absolute convergence of the series on the right-hand of (13) follows from analysis of [4, p. 38] and Theorem 3. 
Lemma 4. If f (x) ∈ L2q(0, b), f  0 and γ1  0, then solution of (11)–(12) is non-negative provided 0 < k < k1.
Proof. We first show that G(x, t) 0 for all 0 < x, t  b if 0 < k < k1. Fixing t , G(x, t) satisfies
−(p(x)G′(x, t))′ − kq(x)G(x, t) = 0, 0 < x < t−,
where ′ ≡ ∂
∂x
. Since G(0, t) = 0, α1G(t−, t) + β1G′(t−, t)  0 for 0 < k < k1 from Lemma 2, G(x, t)  0 for
0 x  t− provided 0 < k < k1. By the symmetry and continuity of G(x, t) it follows that G(x, t) 0 for 0 x, t  b
provided 0 < k < k1. The result follows. 
Corollary 1. If y(x) satisfies, −(p(x)y′(x))′ − kq(x)y  0 for 0 < x  b and y(0) = 0, α1y(b)+ β1y′(b) = γ1, then
y(x) 0 provided k < k1.
Proof. The proof follows from Lemmas 1 and 4. 
Corollary 2. The solution of the boundary value problem (11)–(12) in Lemma 3 is unique.
Proof. The proof follows from Corollary 1. 
2. Non-linear boundary value problem
In this section we establish the existence-uniqueness of the non-linear boundary value problem
−(p(x)y′(x))′ = q(x)f (x, y), 0 < x  b, (14)
y(0) = 0, α1y(b)+ β1y′(b) = γ1, (15)
where p(x) satisfies [A-1] and q(x) satisfies [A-2], under certain conditions on f (x, y).
Theorem 4. Let there exist functions u0(x) and v0(x) in C2(0, b] such that v0  u0 and satisfy
−(p(x)u′0(x))′  q(x)f (x,u0), 0 < x  b, (16)
u0(0) = 0, α1u0(b)+ β1u′0(b) γ1, (17)
−(p(x)v′0(x))′  q(x)f (x, v0), 0 < x  b, (18)
v0(0) = 0, α1v0(b)+ β1v′ (b) γ1. (19)0
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L1(y −w) f (x, y)− f (x,w) for y w, (20)
in the region D0 = {(x, y): 0  x  b, v0  y  u0}, then the boundary value problem (14)–(15) has at least one
solution in the region D0. If a constant k  L1 is chosen such that k < k1, where k1 is the first positive zero of
α1u(b, k)+ β1u′(b, k). The sequence {un} generated by
Lun+1 = F(x,un), un+1(0) = 0, α1un+1(b)+ β1u′n+1(b) = γ1, (21)
where
Ly = −(p(x)y′(x))′ − kq(x)y, 0 < x  b, (22)
F(x, y) = −kq(x)y + q(x)f (x, y), 0 < x  b, (23)
with the initial iterate u0 converges monotonically and uniformly towards a solution u(x) of (14)–(15). Similarly
using v0 as an initial iterate leads to a non-decreasing sequence {vn} converging to a solution v(x). Any solution z(x)
in D0 must satisfy
v(x) z(x) u(x).
Proof. Using the equations from (16) to (21) and the analysis of Section 2 of [3] we can prove that
u0  u1  u2  · · · un  un+1  · · · vn+1  vn+2  · · · v2  v1  v0.
Hence un and vn are monotonically decreasing and increasing, and bounded by u0 and v0, and by Dini’s theorem
uniform convergence follows. Let u = limn→0 un and v = limn→0 vn.
Let G(x, t) be the Green’s Function for the linear boundary value problem Lun = 0 with homogeneous boundary
conditions un(0) = 0, α1un(b)+ β1u′n(b) = 0. Then using Lemma 3 the solution un(x) can be written as
un(x) = Bx2 +
b∫
0
G(x, t)
[
F(t, un−1)+ g(t)
]
dt,
where g(x) = 2Bp(x) + 2Bxp′(x) + kBx2q(x) and B = γ1
α1b2+2β1b . Then using Lemma 2.4 of [4, p. 27] in L
2
q(0, b)
and taking limit as n → ∞ we get
u(x) = Bx2 +
b∫
0
G(x, t)
[
F(t, u)+ g(t)]dt
which is a solution of boundary value problem (14)–(15). Any solution z(x) in D0 can play the role of u0(x). Hence
z(x) v(x). Similarly one conclude that z(x) u(x). 
Corollary 3. Suppose in addition to the hypothesis of Theorem 4, |f (x,u)|N for all u. If one defines v0 and u0 as
solution of
−(p(x)v′0)′ +Nq(x) = 0, 0 < x  b,
v0(0) = 0, α1v0(b)+ β1v′0(b) = γ1,
−(p(x)u′0)′ −Nq(x) = 0, 0 < x  b,
u0(0) = 0, α1u0(b)+ β1u′0(b) = γ1.
Then the conclusion of Theorem 4 follows.
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L1(u− v) f (x,u)− f (x, v)
and L1 < k1, then the boundary value problem (14)–(15) have a unique solution.
Proof. Let u(x) and v(x) be any two solutions of (14)–(15), then we get
−(p(x)(u− v)′)′ = q(x)[f (x,u)− f (x, v)]
or
−(p(x)(u− v)′)′ −L1q(x)(u− v) 0,
(u− v)(0) = 0, α1(u− v)(b)+ β1(u− v)′(b) = 0.
Since L1 < k1 from Corollary 1, u − v  0 or u  v. Similarly v  u. Hence u ≡ v. Therefore the solution of the
(14)–(15) is unique. 
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