European Transport / Trasporti Europei by unknown
Index                                                                        
 
 
YEAR XVI, NUMBER 48, August 2011 
 
Special issue on: “Transport and urban economics” 
from the 4th Kuhmo-Nectar conference on 
held in Copenhagen from 29th June 2009 to 3rd July 2009 
 
 
Andersson, M. Marginal cost of railway infrastructure wear and tear for freight and passenger trains in Sweden 3 
Martínez-Zarzoso, I., 
Wilmsmeier, G. 
Trade responses to free trade: the case of latinamerican 
trade 24 
Albert, H., Toledo, T., 
Ben-Zion, U. 
The role of personality factors in repeated route choice 
behavior: behavioral economics perspective 47 
Thamizh Arasan, V., 
Arkatkar, S. S. 
Microsimulation study of vehicular interactions in 
heterogeneous traffic flow on intercity roads 60 
Kepaptsoglou, K., 
Pyrialakou, D., Milioti, C., 
Karlaftis, M. G., 
Tsamboulas, D. 
Bus lane violations: an exploration of causes 87 
Pellegrino, F. The introduction of penalties for ship-source pollution in community law: recent developments 99 
   
   
   
 
 
 
 
 
 
  
 
 
 
European Transport \ Trasporti Europei  n. 48 (2011): 3-23 
 
 
3 
 
 
 
 
 
 
Marginal cost of railway infrastructure wear and tear 
for freight and passenger trains in Sweden 
 
Mats Andersson 1∗ 
 
1
 Swedish National Road and Transport Research Institute (VTI) 
Department of Transport Economics 
Box 920 - 781 29 Borlänge - Sweden 
 
 
 
Abstract 
 
We analyse maintenance cost data for Swedish railway infrastructure in relation to traffic volumes and 
network characteristics, and separate the cost impact from passenger and freight trains. Lines with mixed 
passenger and freight traffic, and dedicated freight lines are analysed separately using both log-linear and 
Box-Cox regression models. We find that for mixed lines, the Box-Cox specification is preferred, while a 
log-linear model is chosen in the case of dedicated freight lines. The cost elasticity with respect to output 
is found to be higher for passenger trains than for freight trains in the case of mixed lines. The cost 
elasticity for freight trains on dedicated lines is higher than for freight trains on mixed lines. From a 
marginal cost pricing perspective, freight trains on mixed lines are currently over-charged, while 
passenger trains on mixed lines and freight trains on dedicated lines are under-charged. 
 
Keywords: Railway; Maintenance; Box-Cox; Marginal Cost. 
 
 
 
1. Introduction 
 
There has been increasing European attention to the issue of marginal costs of 
railway infrastructure wear and tear in the last decade. European rail infrastructure 
administrations have great interest in these marginal cost estimates as they are an 
important corner-stone of the European transport pricing policy (European Parliament, 
2001). Following the paper by Johansson and Nilsson (2004) on railway infrastructure 
maintenance costs, there is now research ongoing in several European countries 
(Lindberg, 2006). 
The general approach is to do regression analysis on maintenance costs and control 
for infrastructure characteristics and traffic volumes. The majority of recent studies use 
an aggregate measure of output of the track, which is expressed in total gross tonnes of 
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traffic consisting of both passenger and freight trains. Furthermore, log-linear models 
are dominating the research. 
The Swedish Rail Administration (Banverket) is responsible for railway access 
charges in Sweden.1 The current charge for infrastructure wear and tear is Swedish 
Krona (SEK) 0.0036 per gross tonne kilometre as a flat rate for all users (Trafikverket, 
2010).2 To increase efficiency in current pricing schemes, introducing differentiated 
track access charges has been discussed, based on wear and tear from different vehicle 
types. The hypothesis is that freight and passenger trains deteriorate the infrastructure 
differently, inducing different levels of cost and therefore should be priced accordingly. 
The reason for this position is that freight and passenger trains generate different forces 
on the railway track through differences in speeds, axle loads, suspensions etcetera as 
well as require different track quality levels. This issue has also received some attention 
in Sweden in a report on differentiated access charges by track engineers at the Royal 
Institute of Technology (KTH) and Banverket (Öberg et al., 2007).  
Whether this standpoint can be supported by empirical, econometric work is yet to be 
revealed, but work by Gaudry and Quinet (2009) indicates that there might be 
substantial differences in wear and tear, not only between freight and passenger trains, 
but also within the group of passenger trains. Furthermore, they advocate in favour of 
the Box-Cox model as an alternative to previously used log-linear models. To be able to 
analyse the question of differentiation, the aggregate measure of traffic volume has to be 
abandoned in favour of a model where different traffic categories are used as outputs. 
In this paper, we analyse a four-year data set on Swedish railway maintenance costs 
in order to contribute to the analysis on differentiated marginal costs. The purpose is 
threefold. First, we are interested in separating gross tonnes for freight and passenger 
trains in order to see if cost elasticities and marginal costs are different for the two 
traffic categories. Second, the choice between logarithmic and Box-Cox transformation 
of the data will be analysed. Third, lines with a mixed passenger and freight traffic 
pattern will be separated from lines dedicated to freight traffic only to see if there are 
systematic differences in freight marginal costs between these track types. 
The paper is structured as follows. A short overview of recent work is given in section 
2 followed by a description of the data in section 3. Model specifications and results 
from the econometric analyses with marginal cost calculations are given in section 4 
and 5 respectively. In section 6, we discuss our results and draw conclusions. 
 
 
2. Literature review 
 
The issue of estimating cost functions for railway organisations has a long history and 
can be found as early as the 1960’s (Borts, 1960). The focus of the early research was to 
check for inefficiencies in the U.S. railroad industry and to regulate monopoly prices in 
the presence of economies of scale (Keeler, 1974). 
                                                 
1
 As per April 1, 2010, the Swedish Rail and Road Administrations merged into Swedish Transport 
Administration (Trafikverket). Any responsibilities previously held by Banverket are now under the 
authority of Trafikverket. 
2
 The exchange rate between SEK and Euro is approximately 9.25 SEK/1 Euro (18 July, 2011).  
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Recent European studies have a different perspective as they are looking at the cost 
structure in vertically separated rail infrastructure organisations to derive short run 
marginal costs. These studies have grown out of a sequel of research projects on 
transport infrastructure pricing funded by the European Commission, such as Pricing 
European Transport Systems (PETS) (Nash and Sansom, 2001), UNIfication of 
accounts and marginal costs for Transport Efficiency (UNITE) (Nash, 2003) and 
Generalisation of Research on Accounts and Cost Estimation (GRACE) (Nash et al., 
2008). This work is part of the CATRIN (Cost Allocation of TRansport INfrastructure 
cost) project. 
The study that initiated most of the current work is Johansson and Nilsson (2004) who 
estimate rail infrastructure maintenance cost functions on data from Sweden and 
Finland from the mid 1990’s. They apply a reduced form of the Translog specification 
suggested by Christensen et al. (1973) using total gross tonnes as output of the track, 
controlling for infrastructure characteristics, but excluding factor prices. The analysis 
builds on the assumption that costs are minimised for a given level of output. Cost 
elasticities and marginal costs are given as main results. 
Railway infrastructure maintenance cost functions have since then been estimated in 
Austria (Munduch et al., 2002), Norway (Daljord, 2003), Finland (Tervonen and 
Idström, 2004), Switzerland (Marti and Neuenschwander, 2006), Sweden (Andersson, 
2006, 2007a and 2008) and the UK (Wheat and Smith, 2008). All of these studies use 
log-linear model specifications and also an aggregate measure of output, i.e. total gross 
tonnes. Pooling annual data for several years is done in all cases, except for Andersson 
(2007a and 2008) who uses panel data techniques. 
Considering the variation between the individual studies, the results have been 
reasonably similar in terms of cost elasticities with respect to output, when controlling 
for the cost base included (Wheat, 2007). There is evidence for the maintenance cost 
elasticity with respect to output of gross tonnes to be in the range of 0.2 - 0.3, i.e. a 10 
percent change in output gives rise to a 2 - 3 percent change in maintenance costs. 
Marginal costs on the other hand vary between countries and are more difficult to 
compare. 
The only alternative econometric approaches so far to the one suggested by Johansson 
and Nilsson (2004) are found in Gaudry and Quinet (2003, 2009) and Andersson 
(2007b). Gaudry and Quinet (2003, 2009) use a very large data set for French railways 
in 1999, and explore a variety of unrestricted generalised Box-Cox models to allocate 
maintenance costs to different traffic classes. They reject the Translog specification as 
being too restrictive on their data set, which indicates that a logarithmic transformation 
of the data is not as efficient as using a Box-Cox transformation. Andersson (2007b) 
uses survival analysis on rail renewal data to derive marginal costs. 
 
 
3. The data 
 
The Swedish national railway system is approximately 15,500 kilometres long. The 
available data set consists of some 185 track sections with traffic (freight and/or 
passenger) that we observe over the years 1999 - 2002. The total track length of the 
sample is 13,300 kilometres or 85 percent of the total network length. A track section is 
a part of the network, normally a link between two nodes or stations that varies in length 
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and design. Maintenance costs are derived from Banverket’s financial system and cover 
all maintenance activities. Both corrective and preventive maintenance are included, but 
winter maintenance (snow clearing and de-icing) is excluded. Major renewals are also 
excluded, but the data might include minor replacements considered as spot-
maintenance. Infrastructure characteristics are taken from the track information system 
at Banverket and traffic volumes are collected from various Swedish train operating 
companies. Each track section contains information on annual maintenance costs 
(ccm_tot)3, traffic volumes (density) expressed as gross tonnes4 for freight (fgt) and 
passenger trains (pgt) as well as a range of infrastructure characteristics. These are track 
kilometres (bis_tsl), track section length-to-distance ratio5 (ld_ratio), length of switches 
(swit_tl), average rail age (rail_age), average switch age (swit_age), number of joints 
(joints), average rail weight (rlwgh) and average quality class (qc_ave). 
We have split the original data set into two parts. One part contains tracks with mixed 
traffic and the other, tracks dedicated to freight trains only. The reason for this is the 
underlying idea behind the marginal cost calculation and differentiation. Tracks without 
any passenger traffic are significantly different from tracks with mixed traffic from an 
engineering point of view. This has to do with the alignment and design of the track to 
deal with different train types running at different speeds with different loads. A 
dedicated freight line can be aligned to minimise deterioration and cost from a freight 
train, while the alignment for a mixed line has to be a compromise between the needs 
for both freight and passenger trains. In a mixed situation, freight trains will normally 
run at lower speeds and weights than passenger trains leading to freight trains “hanging” 
on the inner rail in curves, while passenger trains will “push” towards the outer rail. The 
super-elevation (cant) of the track is therefore non-optimal for both. Introducing a 
change in passenger traffic (running the first passenger train) on a dedicated freight line 
would therefore not give rise to a marginal change in costs, but rather a leap in costs to 
adjust the alignment to the mixed situation as well as covering the costs from the 
passenger train. Our position is that dedicated lines are better off to be analysed 
separately and these results will be presented alongside results of mixed lines. 
Analysing the introduction of passenger trains on dedicated freight lines though is 
beyond the scope of this paper. 
The mixed line data set covers 648 observations, i.e. around 160 track sections over 
four years, and our dedicated freight line data set contains 101 observations (around 25 
track sections). A descriptive summary of the two data sets is given in table 1 and there 
are some differences between the two data sets worth pointing out: 
- Average annual spending on maintenance per track metre is close to two times 
higher on mixed lines, but almost three times higher on dedicated lines per gross 
tonne. 
- Average freight traffic density is five times higher on mixed lines. 
- There are two times more switches per track kilometre on mixed lines. 
- Both switches and rails on dedicated freight lines are on average more than ten 
years older than on mixed lines. 
- Average track quality is much lower on dedicated freight lines. 
 
                                                 
3
 Costs are expressed in SEK and 2002 price level.  
4
 The density definition is Gross tonne kilometres divided by Track kilometres. 
5
 The ratio is Track kilometres divided by Route kilometres. 
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Table 1: Descriptive statistics. 
Variable No. Obs. MEAN ST. DEV. MIN. MAX. +/- 
Mixed lines       
ccm_tot 648 7,650,672.00 7,775,205.00 130,530.00 80,852,300.00 n.a. 
fgt 648 5,349,595.00 8,007,622.00 6,426.95 85,571,500.00 + 
pgt 648 3,096,828.00 5,116,585.00 74.72 46,913,700.00 + 
bis_tsl 648 74,589.15 55,515.31 3,719.00 261,561.00 + 
ld_ratio 648 1.92 1.50 1.00 11.01 - 
swit_tl 648 1,855.96 1,785.92 58.03 14,404.70 + 
rail_age 648 17.21 9.59 2.00 60.66 + 
swit_age 648 17.63 8.64 1.00 45.25 + 
joints 648 168.74 134.29 1.00 799.00 + 
rlwgh 648 50.87 4.60 39.77 60.00 - 
qc_ave 648 2.06 1.05 0.00 4.59 + 
cost/track metre 648 115.49 84.05 5.89 667.47 n.a. 
cost/gross tonne 648 2.92 5.99 0.01 73.27 n.a. 
cost/gross tonne km 648 0.07 0.09 0.001 0.63 n.a. 
 
Dedicated freight lines       
ccm_tot 101 3,027,278.00 3,636,412.00 54,394.60 24,491,800.00 n.a. 
fgt 101 1,027,368.00 1,841,278.00 6,426.95 9,500,550.00 + 
pgt 101 n.a. n.a. n.a. n.a. n.a. 
bis_tsl 101 48,984.92 40,238.06 8,878.00 170,162.00 + 
ld_ratio 101 1.16 0.34 1.01 2.81 - 
swit_tl 101 609.09 411.23 66.46 1,694.19 + 
rail_age 101 28.05 23.38 1.00 98.00 + 
swit_age 101 26.41 12.22 5.00 67.66 + 
joints 101 69.61 60.57 0.00 266.00 + 
rlwgh 101 44.79 4.90 32.00 60.00 - 
qc_ave 101 3.54 0.64 1.44 4.94 + 
cost/track metre 101 63.70 76.92 1.23 656.72 n.a. 
cost/gross tonne 101 7.89 11.03 0.18 88.26 n.a. 
cost/gross tonne km 101 0.30 0.59 0.004 5.10 n.a. 
 
The +/- column indicates our a priori expectation about the relationship between each 
variable and maintenance costs. Hence, higher values of freight and passenger gross 
tonnes, track section length, switches, rail and switch age, joints and quality class6 are 
                                                 
6
 Quality class ranges from 0 (high quality) to 5 (low quality) and can vary over a track section. 
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expected to increase maintenance costs, other things equal. A higher length-to-distance 
ratio means easier access to the track and would lead to more efficient work schedules 
and reduced costs. Higher rail weight resists wear and tear better and leads to less 
maintenance. 
 
 
4. The econometric approach 
 
We have pointed out above that knowledge of marginal costs is essential to European 
railway administrations. Among the available methods to estimate the marginal costs, 
we will use an econometric approach, i.e. an application of statistical methods to 
economic data. To estimate a cost function, we build on the duality between production 
and costs under the assumption that costs are minimised for a given level of output and 
input of factor prices. 
 
We can describe the relationship between maintenance costs (C), a vector of outputs 
(q) and a vector of factor prices (p) as 
 
C = f (q, p) 
 
For our analyses, we have reasons to believe that the spatial variation in factor prices, 
i.e. labour, energy and capital costs over the Swedish rail network is negligible. This 
idea was first suggested by Johansson and Nilsson (2004) with the argument that the 
Swedish labour market agreements are heavily regulated at a national level. Another 
reason is that the majority of the track work during these years is done in-house by the 
Production Division of Banverket. Gaudry and Quinet (2003) use the same assumption 
for French rail network data. We will therefore exclude the factor price vector p in our 
estimated cost functions and proceed with the assumption of equal factor prices over the 
network.  
 
However, output in terms of traffic volumes is not the only factor that can influence 
the variation in costs over a rail network. As output varies over the network, so do the 
technical characteristics of the track, climate and managerial skills, which need to be 
controlled for. Thus, we will assume that there is a relationship between costs for 
infrastructure maintenance (C), and the level of output (q) given other characteristics of 
the infrastructure (x) and dummy variables (z);  
 
C = f (q, x, z). 
 
A log-linear regression model in form of this relationship is given in expression (1), 
where i denote observations, t time, k, m and n are the number of output, infrastructure 
and dummy variables respectively in the model. α, βk, δm and γn are parameters to be 
estimated. ε is the error term assumed NID (0, σ). 
 
itnnitmmitkkitit zxqC εγδβα ++++= lnlnlnln  (1) 
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The cost elasticity in the log-linear model is the derivative of the cost function with 
respect to the variable of interest. If the model does not include higher-order or 
interaction terms, the k elasticities for our output variables are expressed in general form 
as 
 
LL
kkkqC φβ ˆˆln/ln ==∂∂ . (2) 
 
These elasticities are constant over the range of output we analyse, but including 
higher order terms or interactions will lead to non-constant elasticities. Exact elasticity 
expressions will be given under the detailed specifications in the following chapter.  
 
The log-linear model above imposes a restriction on our model as it assumes that the 
most efficient transformation of our data is logarithmic. An alternative to the 
logarithmic transformation is the Box-Cox regression model, making use of the formula 
for variable transformation by Box and Cox (Greene, 2003). 
 
λλλ /)1()( −= ww  (3) 
 
For λ to be defined for all values, w must be strictly positive. The direct benefit of 
using the Box-Cox transformation is that it includes the log transformation as a special 
case. Hence, if our data are log normal, the transformation parameter λ will be 
insignificant from zero. If not, the log transformation in model (1) will not be an 
efficient way of treating our data. 
 
The econometric specification in general form, using a uniform transformation 
parameter for both the left and right hand side is given in (4) 
 
itnnitmmitkkitit zxqC εγδβα λλλ ++++= )()()( . (4) 
 
Output (q) and infrastructure (x) variables are transformed, while the intercept, 
variables with genuine zeros and dummy variables (z) are left non-transformed. This 
model is also known as a Generalised Box-Cox model, where the generalisation refers 
to the use of a uniform transformation parameter. The elasticity in the Box-Cox model 
(4) also includes the estimated transformation parameter λ and the general expression is  
 
CB
kit
it
kit
kkitit C
q
qC −=





=∂∂ φβ
λ
ˆˆln/ln . (5) 
 
Hence, the elasticity in a Box-Cox model will be non-constant and vary with output 
and cost level. For a derivation of the elasticity, see Appendix 1. 
 
 
 
 
European Transport \ Trasporti Europei  n. 48 (2011): 3-23 
 
 
10 
5. Econometric specifications and results 
 
In this section, we present the econometric specifications and results, including 
elasticities and marginal cost calculations. We start by looking at a model for mixed 
lines followed by a dedicated freight line model. All estimations are done using Stata 9 
(StataCorp, 2005). 
 
 
5.1. Mixed lines 
 
As the Box-Cox model includes the log-linear model as a special case, we have 
initially estimated a Box-Cox regression model on all track sections with mixed traffic 
(648 observations). The model includes output of both freight (fgt) and passenger (pgt) 
gross tonnes per annum. Apart from that, we control for length-distance ratio (ld_ratio), 
track section length (bis_tsl), switches (swit_tl), rail age (rail_age) and switch age 
(swit_age). These are all transformed variables. Non-transformed variables are joints 
(joints), average quality class (qc_ave) and dummy variables for 3 years, 15 track 
districts and stations. The model specification is given below (6) and the estimated 
coefficients and model statistics in table 2. 
 
ititit
m
mit
n
nit
itititit
ititititit
stationdistrictyearjoints
aveqcageswitagerailtlswit
tslbisratioldpgtfgtC
εωηγβ
ββββ
ββββα
λλλ
λλλλλ
++++
++++
+++++=
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==
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15
1
3
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9
8
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7
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6
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5
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4
)(
3
)(
2
)(
1
)(
____
__
 (6) 
 
All coefficients are significant at the 1 percent level (except some of the track district 
dummy variables). Our a priori expectations of the signs of the coefficients for these 
variables are given in table 1 and all estimated coefficients fulfil expectations. There are 
positive relationships between maintenance costs and output levels, track section length, 
switches, rail and switch age, joints, quality class and station areas. Conversely, costs 
are negatively related to the length-distance ratio. These findings are in line with what 
has previously been found in Andersson (2006). Year 2002, our reference, has a 
significantly higher cost level than previous years included in the sample. There are 
some track district estimates that can be highlighted from the analysis. Kiruna, Luleå 
and Umeå are the three northern-most districts, and are all significantly positive 
compared to Ånge, which is also located in the north and our reference district. We also 
find that densely populated districts as Stockholm, Västerås and Malmö have 
significantly higher costs. The only district with significantly lower costs is Norrköping. 
The estimate of λ, the transformation parameter, is 0.17 and significantly different 
from zero at the 1 percent level. Hence, we reject the logarithmic transformation of our 
dependent and transformed independent variables. 
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Table 2: Box-Cox regression model estimates – Mixed lines. 
Non-transformed variables Coefficient   χ2 (df) df of χ2  
qc_ave 1.237112‡     10.875 1 
joints 0.008140‡     7.742 1 
year99 -2.664043‡ 19.403 1 
year00 -3.612766‡ 35.475 1 
year01 -3.027635‡ 25.695 1 
district Borlänge 1.690157* 2.012 1 
district Stockholm 5.578596‡ 14.370 1 
district Falköping 2.369494* 2.967 1 
district Göteborg 2.308655* 3.181 1 
district Gävle 0.043574* 0.001 1 
district Hallsberg 0.544337* 0.180 1 
district Hässleholm 0.311584* 0.066 1 
district Kiruna 10.868660‡ 42.141 1 
district Karlstad 2.271759* 2.982 1 
district Luleå 3.969823‡ 6.630 1 
district Malmö 3.019074‡ 7.093 1 
district Nässjö 0.715353* 0.331 1 
district Norrköping -2.801531† 4.137 1 
district Umeå 6.498008‡ 20.724 1 
district Västerås 3.129739‡ 7.151 1 
Stations 6.908401‡        35.123    1 
Constant -10.454100* -  
Transformed variables     
fgt 0.059676‡ 14.466 1 
pgt 0.223599‡ 94.018 1 
ldratio -4.468822‡ 32.894 1 
bis_tsl 1.400583‡ 178.966 1 
swit_tl 0.881069‡ 36.992 1 
rail_age 0.836375‡ 8.817 1 
swit_age 1.970123‡ 30.454 1 
Observations: 648  
LR χ2 (28): 1095.67  
λ: 0.169‡ (S.E.:0.021)  
prob. > χ2: 0.0000  
LL: -10326.475  
Legend: ‡ Significant at 1% level; † Significant at 5% level; * Significant at 10% level. 
 
European Transport \ Trasporti Europei  n. 48 (2011): 3-23 
 
 
12 
Table 3 summarises the estimated Box-Cox elasticities, evaluated at the sample means 
for output and maintenance costs using expression (5). Standard errors are adjusted 
using a cluster indicator for track sections, i.e. independence is assumed between track 
sections, but not within. A challenging result is that the mean cost elasticity with respect 
to passenger traffic volumes is more than three times higher than the equivalent 
elasticity for freight. The confidence intervals are not overlapping, indicating a 
significant difference at the 5 percent level. In other words, passenger trains seem to 
drive maintenance costs more than freight trains, which is not in accordance with 
conventional wisdom among track engineers. Axle load is a key variable when 
estimating track damage (Öberg et al., 2007), and freight vehicles are normally run with 
higher axle loads. 
Table 3: Cost elasticities – Box-Cox. 
Elasticity Observations Mean Std. Error^ [95% Conf. Interval] 
Freight 648 0.052264 0.001134 0.050026 0.054503 
Passenger 648 0.179364 0.003643 0.172443 0.186285 
Note: ^ Cluster adjusted. 
 
Figures 1 and 2 contain plots of track section specific elasticities derived from the 
Box-Cox model using expression (5). We find increasing elasticities with output, but at 
a decreasing rate. This shape has also been found in previous work by Andersson 
(2007a) on Swedish railway maintenance costs and by Link (2006) on German 
motorway renewal costs. 
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Figure 1: Cost elasticity w r t freight volumes – Box-Cox. 
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Figure 2: Cost elasticity w r t passenger volumes – Box-Cox. 
 
The estimated elasticities from specification (6) give us reason to also consider 
interaction variables; variables that will capture the joint effect from two variables. 
Introducing interaction variables though, has no significant impact on the results in table 
2 and 3. Furthermore, the outliers with large traffic volumes in Figure 1 can be 
suspected to have an impact on the functional form, but we find no such evidence when 
re-estimating the model without these observations. 
 
 
5.2. Dedicated freight lines 
 
In line with the analysis of mixed lines, we have initially estimated a Box-Cox model, 
but the likelihood ratio test has not rejected the transformation parameter λ being zero. 
We therefore specify a log-linear model for dedicated freight lines. This model is built 
on 101 observations and some of the variables used for mixed lines are excluded. 
Switches, age variables, quality class and joints have proven insignificant, but we use 
rail weight (rlwgh) as a proxy variable for track quality instead. We also include a 
squared term for output to capture a potential non-linear relationship. The final model 
specification is given in (7). 
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The estimated model is given in table 4 (dummy variables excluded). The signs of the 
coefficients are in line with our a priori expectations except for length-to-distance ratio, 
which is now positive. This indicates that costs increase rather than decrease with more 
meeting points and double tracks. 
Table 4: Log-linear regression model estimates – Dedicated freight lines. 
Variable Coefficient   Std. error^ 
ln fgt 1.919855†     0.814228 
(ln fgt)2 -0.058012*     0.031704 
ln ldrat 1.079930‡ 0.204005 
ln tsl 0.759534‡ 0.104706 
ln rlwgh 41.214750† 17.321660 
(ln rlwgh)2 -5.527185† 2.374428 
Constant -85.223770‡ 29.105880 
Observations: 101  
Clusters: 31  
F (9, 30): 176.65  
prob. > F: 0.0000  
R-squared: 0.81  
Legend: ‡ Significant at 1% level; † Significant at 5% level; * Significant at 10% level. 
Note: ^ Robust and cluster adjusted standard errors. 
 
Table 5 summarises the estimated cost elasticity, evaluated at the output mean using 
expression (8). 
 
LL
fgtfgt fgtmeanfgtC φββ ˆ)(lnˆ2ˆln/ln 2)(lnln =⋅⋅+=∂∂  (8) 
Table 5: Cost elasticity – Dedicated freight lines. 
Elasticity Observations Mean Std. Error^ [95% Conf. Interval] 
Freight 101 0.438207 0.079664 0.275513 0.600902 
Note: ^ Cluster adjusted. 
 
The estimate is substantially higher than the freight elasticity in the Box-Cox model. 
Figure 3 gives a plot of the elasticity function and it is downward sloping as opposed to 
upward for the mixed line elasticities. The negative slope indicates that increased traffic 
volumes decreases costs, which might have to do with inefficiencies in maintenance 
performance at low volume track sections. Andersson (2007a and 2008) finds a cubic 
cost function appropriate for log-linear models when analysing both mixed and 
dedicated lines. The estimated models then predict a sharp elasticity drop at low 
volumes followed by an increase similar to figures 1 and 2. 
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Figure 3: Cost elasticity w r t freight volumes – Dedicated freight lines. 
 
 
5.3 Average and marginal cost estimates 
 
The elasticities derived in sections 5.1 and 5.2 are important inputs in the calculation 
of marginal costs. The cost elasticities of output are expressed per gross tonne (q), but 
from a pricing perspective, we also prefer the marginal cost to be distance related and 
expressed in terms of gross tonne kilometres (qgtk). Following Johansson and Nilsson 
(2004), for output k we express the marginal maintenance cost (9) as 
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ln
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Marginal cost is the product of the cost elasticity φ and average cost. By this, we 
assume that the cost is unaffected by line length at the margin. Estimates of track 
section marginal costs can be derived by using the output (k) specific elasticity 
estimates and predicted costs as in (10) 
 
gtk
kit
j
itj
kit
j
kit q
C
MC
ˆ
ˆ
⋅= φ , (10) 
 
where j indicates mixed or dedicated lines. The calculated marginal costs from (10) 
are observation specific. In order to adjust for the variation of marginal costs over track 
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sections, we can calculate a weighted average marginal cost. We use the output of each 
traffic category as a track section weight in relation to total output per category. 
Estimates of marginal costs from track sections with high traffic levels are given a 
higher weight than marginal costs from track sections with less traffic. 
 
∑
∑ 
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km
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kit
j
k q
qMCWMC  (11) 
 
This allows the infrastructure manager to use a unit rate for wear-and-tear over the 
network, and still be revenue neutral to using track section specific marginal costs.  
Table 6: Average costs. 
Average cost Observations Mean Std. Error^ [95% Conf. Interval] 
Mixed freight 648 0.682289 0.269658 0.150024 1.214554 
Mixed passenger 648 5.609661 2.011954 1.638362 9.580960 
Dedicated freight 101 0.224562 0.035756 0.151540 0.297585 
Note: ^ Cluster adjusted. 
 
The predicted average maintenance cost (AC) is given in table 6. AC is defined as 
predicted maintenance cost divided by the output specific gross tonne kilometres. The 
average maintenance cost per gross tonne km for mixed lines is approximately SEK 
0.68 for freight and SEK 5.60 for passenger, while for dedicated lines it is SEK 0.22. 
Table 7: Marginal costs. 
Marginal cost Observations Mean Std. Error^ [95% Conf. Interval] 
Mixed freight 648 0.020780 0.007640 0.005701 0.035860 
Mixed freight^^ 648 0.001425 0.000089 0.001249 0.001600 
Mixed passenger 648 0.296449 0.088197 0.122362 0.470536 
Mixed passenger^^ 648 0.010771 0.000714 0.009362 0.012180 
Dedicated freight 101 0.126460 0.028038 0.069200 0.183720 
Dedicated freight^^ 101 0.016804 0.002476 0.011747 0.021860 
Notes: ^ Cluster adjusted; ^^ Weighted estimate. 
 
The estimated marginal costs are given in table 7. Mean marginal cost for dedicated 
lines is SEK 0.126. An output-weighted mean estimate is SEK 0.0168. The marginal 
cost for freight trains in the Box-Cox model (6) is SEK 0.021 and SEK 0.0014 as a 
weighted estimate. For passenger trains, the equivalent estimates are SEK 0.296 and 
SEK 0.0108. We observe some high marginal costs in all three cases for low volume 
track sections, which drive up the mean values. The marginal costs for dedicated freight 
lines are plotted in figure 4, and for mixed lines in figures 5 and 67. 
 
                                                 
7
 We restrict the plot to marginal costs below 1 SEK/Gross tonne kilometre. 
European Transport \ Trasporti Europei  n. 48 (2011): 3-23 
 
 
17 
0
.
2
.
4
.
6
.
8
M
a
rg
in
a
l c
os
t (S
EK
)
0 100 200 300 400 500
Million freight gross tonne kilometres per year
 
Figure 4: Marginal costs - Dedicated freight lines. 
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Figure 5: Marginal costs - Freight trains - Mixed lines. 
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Figure 6: Marginal costs - Passenger trains - Mixed lines. 
 
 
6. Discussion and conclusions 
 
There has been increasing European attention to the issue of marginal costs of railway 
infrastructure wear and tear in the last decade. In this paper, we have analysed 
maintenance cost data for Swedish railway infrastructure in relation to traffic volumes 
and other characteristics, and separated the cost impact from passenger and freight 
trains. Furthermore, we have analysed the choice between logarithmic and Box-Cox 
regression models and finally checked for differences between railway lines with a 
mixed passenger and freight traffic pattern and lines dedicated to freight traffic only. 
The analysis shows that a log-linear model is rejected in favour of a Generalised Box-
Cox regression model for lines with mixed traffic, but the log-linear model is not 
rejected for dedicated freight lines. We observe that most coefficients follow our a priori 
expectations in terms of cost drivers for both dedicated and mixed lines. One feature 
though is that the sign of the coefficient for length-distance ratio variable goes from 
negative (mixed lines) to positive (dedicated freight lines). This seems a little confusing 
at a first glance as a higher ratio indicates higher track availability and larger potential 
for track possession times. There is a probable explanation though. The dedicated 
freight lines have fairly low traffic levels, which mean that there is no direct benefit in 
having multiple tracks with regards to available track time. Track time for maintenance 
is no scarcity on low-volume lines, and adding more tracks to a low-volume line will 
increase costs. Adding more tracks to a high-volume track on the other hand will reduce 
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maintenance costs as track availability is increased with lower costs as a bonus (less 
time is spent establishing, re-establishing and waiting during a maintenance activity). 
The most challenging result is the ratio between the passenger and freight elasticities 
in the mixed line case. The freight elasticity (0.05) in the model for mixed lines is well 
below, while the passenger elasticity (0.18) is more in line with, previous estimates. 
Marginal costs though differ from what we have previously considered as conventional 
(Andersson, 2007a and 2008), namely SEK 0.006 – 0.007 per gross tonne kilometre 
using total gross tonnes as output and panel data estimators. Freight marginal costs are 
well below this level and also lower than what is currently charged for wear and tear. 
Conversely, passenger marginal costs are almost twice of what is previously found and 
three times the current charge. A suggested explanation to the high passenger elasticity 
is to look at track management behaviour and rules. Passenger trains operate at higher 
speeds and require a high-quality track with tougher intervention levels compared to 
freight trains. This implies more frequent maintenance activities on a mixed line than on 
a line dedicated to freight only. Management documents at Banverket corroborate this 
view. Inspection class is a function of speed and gross tonnes (Banverket, 2000). 
Tamping levels are a function of comfort classes, which are based on quality classes. 
Higher speeds generate lower tolerance levels in these quality classes (Banverket, 
1997). The cost elasticity is then not solely based on physical wear and tear, but on a 
combination of wear and tear, and ride comfort. Maintenance policies and actions are 
highly passenger train service orientated in Sweden and this is reflected in the cost 
structure as well as in train service punctuality statistics. Passenger trains are given 
priority to freight trains in delay situations. A similar explanation for the link between 
quality requirements and maintenance cost is given in Gaudry and Quinet (2009).  
Despite this, the unexpected elasticity estimates can also be a matter of omitted 
variable bias, a common problem in regression analysis. Previous work by Andersson 
(2007a and 2008) has used fixed effect (FE) estimation on the same data set, using an 
aggregate output of freight and passenger train volumes. FE estimation solves the 
omitted variable bias problem if track specific characteristics are time-invariant 
(Wooldridge, 2002). We are not aware of any FE applications in a Box-Cox framework, 
but this would be one way of extending this research. Another extension is along the 
line of acquiring more data, inter alia speeds and axle loads, which are currently not 
available to us. These variables are used in the deterioration models by Öberg et al. 
(2007), which allocate freight and passenger train damage to the track. 
There is also a difference between the elasticity found for freight trains on dedicated 
lines and what has previously been found. A 10 percent change in freight traffic on a 
dedicated line would change maintenance costs by 4.4 percent. The magnitude of the 
elasticities in previous models (Andersson, 2006, 2007a and 2008), where an aggregate 
measure of traffic is used, i.e. a total of freight and passenger trains, have been in the 
range of 0.2 - 0.3. An explanation can be that we have a track that is set up more in line 
with its usage and costs can therefore be more related to the traffic than when we look at 
the entire network and use an aggregate output measure. Furthermore, elasticities are 
falling with output as opposed to the increasing shape found in the mixed line case. The 
dedicated freight lines differ from mixed lines in terms of tonnage levels and 
maintenance strategies, and it is therefore difficult to expect identical relationships for 
both mixed and dedicated lines. The low volumes subsequently lead to higher weighted 
marginal costs on dedicated freight lines. The average marginal cost for a freight train 
on dedicated lines is twelve times higher than the equivalent on mixed lines. 
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A change in the pricing scheme in the direction of the results presented in this paper 
would lead to more revenues, even if all freight related gross tonnes (70 percent of total 
tonnage) face a lower wear and tear charge. The joint effect would still give a revenue 
increase of some 50 percent, with passenger trains paying a much larger share than 
today. This assumes that total demand for running passenger services is unaffected by 
the price increase. Such an assumption is probably unrealistic, but it is beyond the scope 
of this paper to go further in such an analysis. To do the demand analysis properly, the 
increased access charges need to be transformed into price increases for passengers and 
freight customers and analysed with price elasticities of demand for individual services. 
These elasticities are not available to us; hence the revenue increase should be seen as 
an indication of potential. 
Most econometric models on railway infrastructure costs have used the data available 
in the specific case. This work is part of the CATRIN project funded by the European 
Commission, which has also discussed the potential of using engineering knowledge to 
enrich our econometric specifications. Wheat et al. (2009) discuss the engineering work 
on relative track damage from freight and passenger trains. The findings show large 
differences between vehicle types. These differences will be difficult to handle in 
econometric modelling, and the suggestion is to use aggregate tonnage in econometric 
models and engineering models for differentiation. Another important factor identified 
from this work has been to include some vehicle characteristics, which normally are not 
collected by railway authorities. Due to lack of information, we have not been able to 
move towards these suggestions, but they have been highlighted in our work with 
Banverket as areas where future data collection should aim. 
A final observation is that Box-Cox models have introduced some new and interesting 
possibilities regarding differentiation when analysing Swedish railway infrastructure 
cost data, but also some issues that we need to attend in future research to improve 
elasticity and marginal cost estimates. Utilising an efficient variable transformation in 
conjunction with the information available in panel data is a key for future work and 
also to allow for different transformation parameters for both dependent and 
independent variables. 
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Appendix 1: Derivation of the cost elasticity in the Box-Cox model 
 
Consider the following general relationship 
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We are looking for the elasticity xy ln/ln ∂∂ , which according to the chain-rule is  
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Find xy ∂∂ /ln  by first re-writing (1). 
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Now, take the derivative of ln y with respect to x, 
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We want )ln/()/ln( xxxy ∂∂⋅∂∂ which is, 
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From (A1.3), we can see that the second factor in (A1.5) is )exp(/1 θy , which gives 
the elasticity as 
 
)exp(/)exp()ln/()/ln( θλβ yxxxxy =∂∂⋅∂∂  (A1.6) 
 
or when θ = λ, 
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European Transport \ Trasporti Europei  n. 48 (2011): 24-46 
 
 
24 
 
 
 
 
 
 
Trade responses to free trade: 
the case of latinamerican trade 
 
Inmaculada Martínez-Zarzoso 1, Gordon Wilmsmeier 2∗ 
 
1
 Georg-August University Goettingen 
Germany and University Jaume I, Spain 
2
 Transport Research Institute, Edinburgh Napier University, 
 Edinburgh, UK 
 
 
 
Abstract 
 
This paper analyses the determinants of transport costs and trade for Uruguay’s bilateral imports over a 
period of six years (2000-2006) and compare the analysis with its main competitors: Argentina and 
Brazil. The data used are disaggregated (SITC 5 digit level) maritime trade flows. With this data set, a 
transport costs equation and a gravity equation of trade are estimated using linear regression analysis in a 
panel data framework. The results allow to quantify the effect of the explanatory variables on 
international maritime transport costs and imports for the three countries considered and to compare the 
obtained elasticities with previous cross-section analysis. The main findings are twofold. First, economies 
of scale in transport, port infrastructure and connectivity are important determinants of transport costs. 
Second, transport costs are one of the most influential determinants of imports at aggregated and at 
disaggregated level whereas the geographical position, measured in terms of distance to trade partners, 
plays a residual role. 
 
Keywords: International transport costs; Panel data analysis; Connectivity; Flag of convenience; Latin 
America. 
 
 
 
 
1. Introduction 
 
Maritime trade has been growing steadily over time as a consequence of increasing 
globalization of the world economy and of closer regional integration of production and 
markets. Around ninety percent of world trade in volume is transported by sea today. 
According to UNCTAD (2007), maritime traffic in 2007 was almost twice its 2003 
level. Since artificial barriers to trade, and more specifically tariff barriers, have been 
falling in the last decades, freight costs emerge as an important determinant of 
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international trade and competitiveness. Given that maritime services are in most cases 
protected from competition and exempted from antitrust laws, shipping margins are 
important to many countries. Countries will probably benefit more, in terms of welfare, 
from reducing shipping margins than from a further reduction in artificial trade barriers.  
This investigation is concerned with maritime trade and transportation costs. The 
purpose of the paper is twofold. Firstly, we aim to analyse the maritime transport sector 
in South America and to investigate the determinants of shipping costs, focusing on 
Uruguay as a case study. We examine to what extent maritime networks, services 
structure and port infrastructure variables influence maritime transport costs and 
compare the findings for Uruguay with those for Argentina and Brazil that are the most 
direct competitors of Uruguay as far as maritime transport services is concern. 
Secondly, once the determinants of maritime transport costs are identified, the impact of 
maritime transport costs on international trade is quantified. 
This is, to our knowledge, the first paper that investigates the determinants of 
maritime transport costs for Uruguay trade using highly disaggregated data.  
The paper is structured as follow. Section 2 describes the data and variables. Section 3 
outlines the model specification and empirical strategy. Section 4 present the main 
results obtained from the empirical analysis and Section 5 concludes. 
 
 
2. Data, variables and connectivity factors 
 
This section describes the variables used in the empirical analysis and discusses their 
expected signs in the transport costs and trade equations. The data used in this study 
were extracted from the database BTI. The variables incorporated into the transport cost 
equation and their a priori expected signs are: 
The dependent variable is the ad-valorem freight rate between the country of origin 
and the country of destination. This variable expresses the amount in dollars that the 
importer has to pay for the shipment to be transported by sea from on-board the vessel 
moored at the port of origin to the port of destination (on-board the vessel). Transport 
insurance is included but terminal handling costs and inland transport costs are 
excluded. 
Product value ($/Kg): ratio of value to weight (in dollars/kilograms) calculated for 
each specific shipment. This variable as a determinant of maritime transport costs is 
expected to be negative since the dependent variable is expressed in ad-valorem terms, 
since goods with a higher value/weight ratio tend to be associated with lower ad-
valorem transport costs, since the freight rate represents a lower share of the final 
valued of the product. 
Volume exported: total weight in tonnes of the trade flows shipped to each specific 
country of destination. The expected effect on maritime transport costs is negative, since 
a larger volume would generate further economies of scale at the importer level, 
producing an expected decrease in freight rate. 
Distance: the actual shipping distance between major ports in each country is 
calculated in nautical miles as the maritime distance from the most important ports in 
the exporter and importer countries. The expected sign of this variable is positive. 
Trade imbalance: international trade flows are heavily imbalanced between areas. 
This disequilibrium applies to both to international trade in general and to containerised 
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seaborne trade in particular. The trade imbalance in volume that influences the maritime 
transport costs correlates with the disequilibrium. It is calculated accordingly: 
 
)( jiij
jiij
ij MX
MX
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−
=  (1) 
 
Bij is the trade balance, Xij and Mij are exports and imports from port i to destination j. 
When trade imbalance is negative, a country’s maritime imports exceed its maritime 
exports, and the greater the imbalance, the lower the freight rates will be for exports; but 
if exports exceed imports, the larger the imbalance the higher the expected freight rates 
for imports will be. Freight rates will be higher for the shipments transported on the leg 
of the trip with more traffic, as the total amount charged for this leg must compensate 
the relatively reduced income from the return trip, when part of the vessel’s capacity 
will inevitably be taken up with repositioned empty containers. Excess capacity on the 
return trip will increase the competition between the various liner services, and as a 
result freight rates will tend to be lower. The expected sign is positive. We were able to 
construct this variable for maritime trade only for intra-LA trade. Therefore, it is not 
added as a determinant in the model including all exporters in the world. Some results 
are presented in the Appendix, in Tables A.1 to A.3, using data from Wilmsmeier and 
Martínez-Zarzoso, 2008.  
Port container throughput: in recent studies container port traffic (container 
throughput) has been considered as an appropriate variable to measure economies of 
scale and port production (Wang et al, 2005).  Economies of scale are also presented at 
port level. Larger volumes of containerised cargo loaded and unloaded at a port will 
enable the shipping lines to use larger containerships, as well as permitting the terminal 
operator to optimise the use of terminal equipment, infrastructure and stevedoring shifts. 
A more effective terminal can be expected to induce lower unit transport costs. The 
expected sign of this variable will hence be negative. 
Transit time: This variable measures the time required on average to ship from one 
port to another, expressed in days and hours. The time taken is calculated assuming an 
average speed of 12 knots. 
Port connectivity: Single variables on infrastructure endowment in ports and the 
characteristics of maritime services provide simple connectivity proxies, but do not 
reflect the system-inherent interrelations in the supply of transport services and 
transport infrastructure endowment. We address the issue of connectivity and the impact 
on transport costs in a broad sense1, encompassing physical characteristics of the 
network, features of the services (i.e. frequency, ship capacity) and cooperation of ship 
operators in conferences and strategic alliances (i.e. slot share agreements, joint 
services). Except for bulk commodities, most intercontinental trade is nowadays 
transported by liner shipping services. Access to such services has thus become a crucial 
aspect of competitiveness and hence also of the geography of trade.  We use a measure 
that could serve as indicator for available liner shipping services in different countries. 
The indicators are generated from data obtained through Containerization International 
Online (www.ci-online.co.uk). They reflect the vessels, services, TEU capacity, i.e. 
mostly cellular containerships, that are deployed by international shipping lines. 
                                                 
1
 In a narrow sense, conectivity is limited to the physical properties of the network. 
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Number of days to import and export: these variables are from the World Bank’s 
Doing Business database. Doing Business compiles procedural requirements for 
exporting and importing a standardised cargo of goods. Every official procedure for 
exporting and importing the goods is recorded (from the contractual agreement between 
the two parties to the delivery of goods) along with the time and cost necessary for 
completion. All documents required for the clearance of the goods across the border are 
also recorded. For exporting goods, procedures range from packing the goods at the 
factory to their departure from the port of exit. For importing goods, procedures range 
from the vessel’s arrival at the port of entry to the cargo’s delivery at the factory 
warehouse. Local freight forwarders, shipping lines, customs brokers and port officials 
provide information on required documents and costs, as well as the time to complete 
each procedure. The expected sign for this variable is positive, since more days needed 
could be associated with a higher transport cost. 
Table 1: Descriptive statistics. 
Variable Obs Mean Std. Dev. Min Max     
          
lntc 2679388 -3.059 1.213 -12.529 7.223     
lnuv 2679562 1.610 1.376 -10.197 10.820     
lndist 2679585 9.313 0.511 5.098 9.881     
lnq 2679562 7.923 2.131 0.000 21.018     
lnttime 105885 2.523 0.429 1.386 4.263     
          
lniport 2679591 14.832 0.807 12.568 15.655     
lneport 2605737 16.371 1.286 8.014 18.252     
lnicone 1534022 3.314 0.176 2.797 3.453     
lnecone 1519031 4.170 0.693 -0.916 4.728     
          
 lntc lnuv lndist lnq lnttime lniport lneport lnicone lnecone 
lntc 1.000         
lnuv -0.610 1.000        
lndist 0.191 -0.041 1.000       
lnq 0.126 -0.536 0.047 1.000      
lnttime 0.253 -0.083 0.856 0.0295 1.0000     
lniport 0.286 -0.081 0.589 0.1043 0.4969 1.0000    
lneport -0.248 0.058 0.172 -0.0838 0.0444 -0.4211 1.0000   
lnicone 0.240 -0.067 0.645 0.1099 0.4858 0.9696 -0.3187 1.0000  
lnecone -0.235 0.085 0.148 -0.1411 -0.0018 -0.3816 0.8767 -0.3142 1.0000 
Notes: ln denotes natural logarithms of the variables. Tc denotes ad-valorem freight rates, uv denotes unit 
values in US$ per kilogram, dist is the distance between the most important ports of the trading partners, 
q denotes the volume traded between countries, ttime is transit time, iport and eport denote total port 
throughput in the importing and exporting country respectively, icone and econe denote Liner shipping 
connectivity index of the importing and exporting country respectively. 
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The dependent variable in the gravity model is imports between the country of origin 
and the country of destination. This variable expresses the amount in current dollars that 
importers have to pay for the products at free on board (fob) prices. 
Table 1 shows the summary statistics for the variables and the single correlation 
coefficients for each pair of variables. 
The variables incorporated into the gravity equation and their a priori expected signs 
are: 
Gross domestic product (GDP) of the importer and exporter countries and gross 
domestic product per capita in both countries. For the former the expected sign is 
positive since GDPs are a proxy for supply capacity and market size. The estimated 
coefficients for GDP per capita could take a positive or a negative sign depending on 
the type of products traded. For capital intensive products (labour intensive) the sing of 
the GDP per capita of the exporter country is expected to be positive (negative), 
whereas for normal products (inferior products) the sing of the GDP per capita of the 
importer country is expected to be positive (negative). 
Transport costs and distance are also added as explanatory variables in the gravity 
equation and were defined above, since these two variables also enter into the transport 
cost equation. 
A number of dummies that represent factors fostering or deterring trade are usually 
added as explanatory variables in the gravity model of trade: We include common 
language and common border. The expected sign for both variables is positive. 
 
 
3. Model Specification and empirical strategy 
 
In this section we present the model specifications for the transport cost and for the 
trade equations that will be estimated with data from 2000 to 2006 disaggregated at the 
5 digit level of the Standard International Trade Classification (SITC). First, we would 
like to investigate what accounts for the variation in ad-valorem transport costs across 
importing countries and commodities. Second, to what extent accurate transport cost 
data affect the volume of imports. Third, once we control for detailed transport cost data 
in our model, we aim to simulate different scenarios to see how a change in trade cost 
alters specific bilateral trade flows. To answer these questions we specify two models. 
 
3.1 Transport cost model 
 
In a similar fashion as in Wilmsmeier and Martínez-Zarzoso (2008), the first model 
specifies a reduced form equation for maritime transport costs. The transport costs 
equation is specified as: 
 
1 2 3 4 5
6 7 8 9
ln ln ln ln ln ln
ln ln ln ln
ijkt k t ijkt ijkt ij ijt ijt
ijt ijt ijt ijt i j ijkt
TC uv q dist ttime iportv
eportv icone econe days
δ χ α α α α α
α α α α γ λ ε
= + + + + + + +
+ + + + + + +
 (2) 
 
where ln indicate natural logarithms, uvijkt denotes the value per weight ratio (USD 
per ton) if product k in year t; qijkt is the volume of transaction between main ports i and 
j of product k in year t; distij denotes the maritime distance between main ports in 
country i and j; ttimeijk denotes transit time form port j to port i at time t; iportvijt and 
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eportvijt denote total port throughput in the importing and exporting countries in year t; 
iconeijt and econeijt are liner shipping connectivity indices for the importing and the 
exporting countries in year t and daysijt denote the average number of days needed in the 
exporter and the importer country to export and import a product; γi are dummy 
variables for two out of three importers considered and λj are exporter dummies; χt is a 
dummy variable referring to year t and δk is a dummy variable referring to product k. 
We make the assumption that εijkt is a classic time-varying idiosyncratic error assumed 
to be serially uncorrelated and uncorrelated with the independent variables in the model. 
Since we have multiple observations for each country pair in each year, specific 
assumptions regarding the unobserved heterogeneity are needed. In a tree-dimensional 
dataset we have unobserved heterogeneity coming from three sources; from each cross 
sectional unit – country pair heterogeneity–, across products and over time. The ideal 
specification will therefore include country pair dummies, sectoral dummies and year 
dummies. Including the required number of dummies to account for the 3 way fixed 
effect model requires more computing memory than is currently possible and any time 
invariant observable variable will also be swept out in the within transformation. Since 
we are also interested in quantifying the effect of time-invariant variables (e.g. distance) 
on transport cost and trade, one way to overcome the problem is to include country 
dummies instead of country-pair dummies. In fact one we estimate the transport cost 
and trade equations for each importer (Uruguay, Brazil or Argentina) the model is 
equivalent to the 3 way fixed-effect model, since country pair dummies shrink to 
exporter dummies. 
Given the abovementioned considerations, in the baseline specification we include 
time invariant country dummies (γi, λj), time dummies (χt) and sectoral dummies at one 
digit SITC classification (δk=sitc1-sitc8) to control for unobserved country 
heterogeneity, unobserved product heterogeneity and for unobserved time 
heterogeneity. The unobserved heterogeneity could be treated as fixed or as random. If 
the unobserved heterogeneity is correlated with our regressors a fixed-effects panel data 
model rather than a random effects specification would be the correct choice. We used a 
Hausman test to infer whether the exporter country effects are correlated with the 
explanatory variables and in most specifications we could not reject the null hypothesis 
of independence between the unobserved effects and the regressors. Hence, the 
preferred specification includes four sets of individual effects: three sets of fixed effects 
(importer dummies, year dummies and sectoral dummies) and exporter random effects 
that are part of the error term. 
 
3.2 Gravity model of trade 
 
A simple gravity equation for imports for disaggregated trade is given by: 
 
2 3 4
5 6 7 8 9
ln ln ln ln
ln ln ln
ijkt k t it jt it
jt ij ijkt ij ij i j ijkt
M igdp egdp igdph
egdph dist tc lang border
β φ β β β
β β β β β γ λ ε
= + + + + +
+ + + + + + + +
 (3) 
 
where lnMijkt is the log of the value of imports of product k into country i from 
country j in period t. GDPit is the value of gross domestic product for importer i in 
period t and GDPjt that of exporter j in the same period, distij is the distance between 
each pair of trading partners. εijkt is a composite error term of unobservable effects. A 
similar set of country, time and sectoral dummies as in equation 2 is added. 
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The gravity equation is typically augmented by other variables that serve as proxies 
for a variety of trade costs and other barriers to trade – for example, geographic 
variables, cultural variables and free trade agreements. We include a common language 
dummy equal to one if the country pairs share a common official language (lang) and 
whether the countries share a common border (border). 
In the empirical literature on bilateral trade determinants, the distance measure is 
commonly used as a proxy for the transport cost component of trade, however it could 
also capture other potential barriers (e.g. lack of familiarity, cultural differences). The 
BTI database allows us to model the empirical relationship between trade costs and the 
value of imports more accurately by extracting the transport cost effect of distance. By 
explicitly allowing freight charges to directly impact trade, we are able to measure the 
size of the transport cost barrier while distance can now capture some of the remaining 
components of trade costs such as cultural distance. The structure of the database allows 
us to investigate the relationship between transport costs and trade over time while the 
highly disaggregated nature of the data give us the possibility to examine the variation 
in ad valorem transport costs across commodities as well as their impact on the volume 
of imports of that commodity. Our analysis contributes to the growing body of work 
which analyses highly disaggregated trade data.2 
We also estimate equation (3) for aggregated trade data, since this is the usual practice 
in many of the previous investigations. In this way we will be able to infer whether 
there is an aggregation bias present in previous works. The estimating equation now 
takes the following form: 
 
0 1 2 3 4
5 6 7 8 9
ln ln ln ln ln   +
+ ln ln  +
ijt it jt it jt
ij ijt ij ij ij ij t ijt
M igdp egdp igdp egdp
dist tc lang border border
β β β β β
β β β β β α µ ε
= + + + +
+ + + + + +
 (4) 
 
An observation in our model consists of the nominal value of imports transported via 
sea from exporter j to importer i in period t measured in current US dollars. α ij  denotes 
time invariant unobserved heterogeneity related to each country pair, the rest of 
variables were already described above. Transport costs in our model are in ad-valorem 
equivalent entering our model in logs (lntc) and are obtained from the BTI transport 
database described above. In some specifications we used transport costs per ton, to be 
able to compare our results with previous investigations. Having defined the basic 
structure of the estimating equations, we now turn to the main results.  
 
 
4. Main results 
 
The dataset includes 2601644 observations for disaggregated maritime trade. Each 
observation corresponds to a given product, k. Hence abovementioned number of 
observations refers to the variables tcijkt, qijkt and uvijkt.3 
                                                 
2
 Harrigan and Deng (2008), Harrigan (2006), Hummels (2001), Martinez-Zarzoso et al (2007) among 
others. 
3
 Descriptive statistics are available in Table 1. 
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In equation (2) the dependent variable is the maritime transport cost ad-valorem of 
exports from 189 countries to 3 LA importers during the period 2000-2006. In order to 
evaluate the effect of single explanatory variables on transport costs, some of the 
regressors are progressively included in the estimated models. Tables 2-5 and 10 show 
final results for the transport cost equation and Tables 6-9 and 11 show the results for 
the gravity equation of trade. 
Table 2 present several estimation results based on the specification shown in 
equation (2). Apart from distance, unit values and trade volume, that are included also 
in tables 3-5, the added variable in Table 2 is container through-put. Time dummies are 
also added in all the regressions, but are only presented in Table 2. In the first and 
second column the dependent variable is ad-valorem transport costs for exports from all 
destinations to Argentina, Brazil and Uruguay. Model 1 includes year and importer 
fixed effects and sectoral random effects and Model 2 includes year, importer and 
sectoral fixed effects and exporter random-effects. Model 2 is preferred to Model 1 
since it has higher explanatory power and also comparing the models using information 
criteria. Models 3 to 5 show estimation results for single importers. Whereas distance, 
unit values and trade volume present the expected signs in all columns, the variable 
container through-put has the expected negative sign only  in the estimations for single 
importers, most probably because is in these estimations where we are able to control 
for all types of unobserved heterogeneity. According to Model 3 an increase in port 
movements of 10 percent is associated to a transport cost reduction of 2.3 in Uruguay 
and slightly lower reductions in Brazil (1.5%) and Argentina (1.6%). 
Table 3 replaces distance by transit time as an explanatory variable, since this variable 
is highly correlated with distance. The models are similar to those specified in Table 2.  
The results show that a 10% reduction in transit time reduces ad-valorem transport costs 
by 1.18 percent according to Model 3 (Uruguay imports) whereas the associated 
elasticities for Brazilian and Argentinean imports are higher 4.7 percent and 6.7 percent 
respectively). 
Table 4 present the results obtained when connectivity between ports is added as 
explanatory variable. This variable seems to have a higher impact on imports than 
transit time and port movements. An improvement in port connectivity of 10 percent 
reduces transport costs by 9.8 percent for Uruguay imports (8.9 percent and 9.7 percent 
for Brazil and Argentina respectively). 
Table 5 present the effect of reductions in the number of days to import/days to export 
associated to inland transport costs. A reduction of 10 percent in the time required to 
complete all import procedures decreases transport cost by 3.2 percent in Uruguay and 
by 5 percent in Brazil, whereas this variable is not statistically significant for Argentina. 
Tables 6 and 7 show the result obtained when estimating the gravity model using 
disaggregated data (equation 3). The results concerning the variable of interest, 
transport cost, are robust to different specifications and consistently show an elasticity 
around 0.33-0.55, being higher for Brazil than for Argentina and Uruguay.  
Tables 8 and 9 show the result obtained when estimating the gravity model using 
aggregated trade data (equation 4). The model is estimated in Table 8 adding exporter 
and importer dummies and the usual year dummies and in Table 9 adding dyadic pair 
fixed effects and also using instrumental variables for the transport cost variable. The 
main difference with respect to the disaggregated results is that the effect of transport 
costs on imports is higher in the aggregate estimations (elasticities are around: 
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0.56-0.87) and that controlling for the endogeneity of transport cost slightly increases its 
effect on trade. 
Table 2: Determinants of transport costs for three LA importers. Baseline model. 
Dep. var.: tc ad-valorem M1 M2 M3_URU M4_BRZ M5_ARG 
 b/t b/t b/t b/t b/t 
lnuv -0.711*** -0.718*** -0.395*** -0.773*** -0.555*** 
 -1356.92 -1443.34 -134.434 -1473.321 -493.773 
lndist 0.280*** 0.234*** 0.123*** 0.235*** 0.178** 
 235.945 42.653 3.72 4.342 2.354 
lnq -0.099*** -0.104*** -0.058*** -0.119*** -0.056*** 
 -371.335 -402.784 -44.364 -391.387 -112.212 
lniport 0.045*** 0.086*** -0.230*** -0.150*** -0.165*** 
 6.451 12.201 -9.179 -4.557 -3.217 
lneport 0.030*** -0.073*** -0.008 -0.059*** -0.070*** 
 62.235 -20.866 -0.712 -13.479 -11.809 
Imp2 0.260*** 0.151***    
 29.047 16.439    
Imp3 0.273*** 0.329***    
 33.706 39.898    
y2 0.023*** 0.019*** 0.023*** 0.068*** 0.055*** 
 12.096 9.787 3.303 14.233 4.17 
y3 -0.165*** -0.171*** -0.117*** -0.097*** -0.156*** 
 -73.356 -73.544 -14.856 -9.291 -48.229 
y4 -0.198*** -0.200*** 0.023* -0.019 -0.171*** 
 -45.77 -43.487 1.943 -0.848 -7.557 
y5 -0.089*** -0.088*** 0.109*** 0.097*** 0.003 
 -17.000 -15.832 8.298 3.779 0.107 
y6 -0.201*** -0.197*** 0.009 0.009 -0.048 
 -33.072 -30.262 0.542 0.296 -1.116 
sitc1  -0.025*** -0.053* 0.017** -0.087*** 
  -3.674 -1.924 2.24 -5.336 
sitc2  -0.128*** 0.053** -0.130*** -0.135*** 
  -32.016 2.315 -27.956 -17.74 
sitc4  -0.256*** -0.224*** -0.252*** -0.182*** 
  -32.077 -4.455 -27.2 -11.36 
sitc5  -0.151*** -0.164*** -0.125*** -0.252*** 
  -56.081 -13.032 -38.892 -50.031 
sitc6  0.098*** 0.059*** 0.158*** -0.101*** 
  36.426 4.989 49.661 -20.121 
sitc7  0.198*** 0.046*** 0.290*** -0.066*** 
  71.612 3.77 88.53 -12.738 
sitc8  0.448*** 0.302*** 0.530*** 0.167*** 
  159.293 24.605 159.077 31.143 
R-squared 0.588 0.602 0.28 0.653 0.453 
N 2601644 2601644 121733 1801638 678273 
RE SITC-3d Exporter Exporter Exporter Exporter 
Notes: ln denotes natural logarithms of the variables. Tc denotes ad-valorem freight rates, uv denotes unit values in 
US$ per kilogram, dist is the distance between the most important ports of the trading partners, q denotes the volume 
traded between countries, iport and eport denote total port throughput importing and exporting country respectively. 
RE denotes random effects. t values are reported. The result from a Hausman test indicates that the exporter effects 
are not correlated with the other regressors and therefore they can be considered as part of the error term. Hence the 
model is estimated using the Generalized Least Squares Estimator (GLS). Sitc1-sitc8 denote dummy variables for 
each SITC category at one-digit level, the default category is SITC-0. Imp1 denotes Argentina, imp2 Brazil and imp3 
Uruguay. SITC-3d denotes Standard International Trade Classification at 3 digits level. 
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Table 3: Transit time and transport costs for three LA importers (2003-2006). 
Dep. var.: lntc ad-valorem M1 M2 M3_URU M4_BRZ M5_ARG 
 b/t b/t b/t b/t b/t 
lnuv -0.667*** -0.660*** -0.416*** -0.722*** -0.577*** 
 -238.026 -198.209 -35.426 -209.862 -116.57 
lnttime 0.481*** 0.464*** 0.118*** 0.473*** 0.615*** 
 72.136 69.126 4.54 47.893 50.811 
lnq -0.119*** -0.104*** -0.072*** -0.149*** -0.069*** 
 -92.703 -74.544 -13.612 -88.933 -34.878 
lniport -0.113*** -0.117*** -0.765*** -0.008 0.021** 
 -3.162 -3.414 -30.459 -1.564 2.496 
lneport -0.173*** -0.147*** 0.498*** -0.154*** -0.285*** 
 -42.07 -35.476 25.36 -25.727 -41.34 
Imp2 0.477*** 0.475***    
 10.274 10.659    
Imp3 -0.127*** -0.176***    
 -2.854 -4.091    
sitc1 -0.096***  -0.200** -0.033 -0.338*** 
 -4.279  -2.537 -1.471 -4.994 
sitc2 -0.110***  0.094 -0.203*** 0.054* 
 -7.574  1.288 -12.612 1.781 
sitc4 -0.241***  -0.22 -0.355*** 0.015 
 -7.526  -0.998 -9.212 0.302 
sitc5 -0.186***  -0.331*** -0.239*** -0.127*** 
 -19.996  -8.677 -21.541 -6.535 
sitc6 -0.044***  -0.300*** 0.005 -0.106*** 
 -4.483  -7.846 0.415 -5.338 
sitc7 0.212***  -0.013 0.283*** 0.072*** 
 19.552  -0.292 20.947 3.45 
sitc8 0.289***  0.007 0.283*** 0.238*** 
 25.013  0.17 19.839 10.475 
R-squared 0.542 0.516 0.35 0.544 0.511 
N 105600 105600 6126 60281 39193 
RE sitc3 Exporter Exporter Exporter Exporter 
Notes: Note: ln denotes natural logarithms of the variables. Tc denotes ad-valorem freight rates, uv denotes unit 
values in US$ per kilogram. q denotes the volume traded between countries, ttime is transit time, iport and eport 
denote total port throughput importing and exporting country respectively. RE denotes random effects. t values are 
reported. The result from a Hausman test indicates that the country effects are not correlated with the other regressors 
and therefore they can be considered as part of the error term. Hence the model is estimated using the Generalized 
Least Squares Estimator (GLS). ). Imp2 is a dummy that takes the value of one when the importer is Brazil and imp3 
when the importer is Uruguay, the default is Argentina. 
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Table 4: Connectivity and transport costs for three LA importers (2004-2006). 
Dep. var.: lntc ad-valorem M1 M2 M3_URU M4_BRZ M5_ARG 
 b/t b/t b/t b/t b/t 
lnuv -0.720*** -0.723*** -0.417*** -0.768*** -0.539*** 
 -1115.417 -1068.372 -104.332 -1142.597 -329.899 
lndist 0.248*** 0.341*** 0.073 0.246*** 0.192** 
 36.897 220.99 1.09 4.188 2.235 
lnq -0.101*** -0.098*** -0.066*** -0.112*** -0.053*** 
 -296.46 -273.949 -35.952 -288.152 -73.089 
lnicone 0.147*** 0.090*** -0.988*** -0.892*** -0.971*** 
 4.433 2.765 -4.54 -5.479 -3.713 
lnecone -0.158*** 0.011*** 0.073** -0.158*** -0.237*** 
 -14.146 9.661 2.041 -12.538 -10.16 
imp2 0.241*** 0.299***    
 30.622 39.182    
imp3 0.344*** 0.320***    
 29.162 27.63    
sitc1 0.020*  -0.046 0.044*** -0.008 
 1.923  -1.163 3.881 -0.303 
sitc2 -0.155***  0.016 -0.159*** -0.168*** 
 -26.859  0.515 -24.331 -13.492 
sitc4 -0.236***  -0.289*** -0.228*** -0.160*** 
 -20.027  -3.753 -16.931 -6.485 
sitc5 -0.156***  -0.188*** -0.132*** -0.269*** 
 -38.66  -10.234 -28.537 -31.995 
sitc6 0.103***  0.029* 0.167*** -0.155*** 
 25.847  1.671 36.517 -18.455 
sitc7 0.210***  0.031* 0.300*** -0.107*** 
 51.615  1.72 64.344 -12.53 
sitc8 0.481***  0.307*** 0.567*** 0.134*** 
 116.732  17.052 120.719 15.324 
R-squared 0.613 0.593 0.294 0.653 0.416 
N 1518879 1518879 67181 1115725 335973 
RE sitc3 Exporter Exporter Exporter Exporter 
Notes: ln denotes natural logarithms of the variables. Tc denotes ad-valorem freight rates, uv denotes unit values in 
US$ per kilogram, dist is the distance between the most important ports of the trading partners, q denotes the volume 
traded between countries and icone and econe denote Liner shipping connectivity index of the importing and 
exporting country respectively. RE denotes random effects. t values are reported. The results from a Hausman test 
indicates that the country effects are not correlated with the other regressors and therefore they can be considered as 
part of the error term. Hence the model is estimated using the Generalized Least Squares Estimator (GLS). Imp2 is a 
dummy that takes the value of one when the importer is Brazil and imp3 when the importer is Uruguay, the default is 
Argentina. 
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Table 5: Time to import and export and transport costs for 3 LA importers (2003-2006). 
Dep. var.: lntc ad-valorem M1 M2 M3_URU M4_BRZ M5_ARG 
 b/t b/t b/t b/t b/t 
lnuv -0.722*** -0.716*** -0.411*** -0.766*** -0.536*** 
 -939.826 -873.202 -86.506 -955.188 -262.633 
lndist 0.226*** 0.310*** 0.139* 0.333*** 0.204*** 
 28.759 154.411 1.858 5.042 3.092 
lnq -0.100*** -0.098*** -0.065*** -0.109*** -0.052*** 
 -244.357 -228.362 -29.269 -236.359 -57.289 
lniport -0.378*** -0.671*** -0.863*** -0.579*** -0.439*** 
 -23.364 -62.829 -12.964 -26.072 -21.734 
lneport -0.233*** 0.031*** 0.02 -0.138*** -0.138*** 
 -15.135 36.552 0.569 -8.578 -6.966 
lndays 0.470*** 0.166*** 0.321*** 0.508*** 0.005 
 37.846 36.302 5.061 34.015 0.215 
imp2 0.671*** 1.147***    
 30.486 81.719    
imp3 -0.224*** -0.543***    
 -11.585 -40.271    
sitc1 0.053***  -0.009 0.074*** 0.029 
 4.155  -0.179 5.376 0.882 
sitc2 -0.174***  -0.015 -0.172*** -0.181*** 
 -24.232  -0.366 -21.28 -11.359 
sitc4 -0.249***  -0.303*** -0.242*** -0.139*** 
 -17.235  -2.973 -14.872 -4.446 
sitc5 -0.157***  -0.208*** -0.128*** -0.282*** 
 -31.582  -9.594 -22.498 -26.631 
sitc6 0.096***  -0.009 0.159*** -0.167*** 
 19.563  -0.457 28.378 -15.726 
sitc7 0.213***  0.012 0.295*** -0.102*** 
 42.686  0.559 51.49 -9.479 
sitc8 0.482***  0.271*** 0.565*** 0.131*** 
 95.578  12.804 98.208 11.815 
cons 3.548*** 4.218*** 6.728*** 5.001*** 4.664*** 
 15.185 26.425 5.693 7.337 6.881 
R-squared 0.537 0.599 0.315 0.635 0.387 
N 1027488 1027488 42408 776207 208873 
RE sitc3 Exporter Exporter Exporter Exporter 
Notes: ln denotes natural logarithms of the variables. Tc denotes ad-valorem freight rates, uv denotes unit values in 
US$ per kilogram, dist is the distance between the most important ports of the trading partners, q denotes the volume 
traded between countries and iport and eport denote total port throughput importing and exporting country 
respectively. Days denotes the number of days needed to import. RE denotes random effects. t values are 
reported. The results from a Hausman test indicates that the country effects are not correlated with the other 
regressors and therefore they can be considered as part of the error term. Hence the model is estimated using the 
Generalized Least Squares Estimator (GLS). Imp1 denotes Argentina, imp2 Brazil and imp3 Uruguay. 
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Table 6: Disaggregated trade and transport cost (2000-2006). 
Dep. var.: lnimports M1 M2 M3_URU M4_BRZ M5_ARG 
 
b/t b/t b/t b/t b/t 
lnigdp -0.771*** -0.956***    
 -3.965 -4.951    
lnegdp -0.022 0.117***    
 -0.866 116.529    
lnigdph 0.939*** 0.945***    
 4.702 4.766    
lnegdph 0.149*** 0.099***    
 5.458 80.792    
ltgdp   0.063 0.062** -0.099** 
   1.415 2.122 -2.122 
lngdph   0.173*** 0.001 0.261*** 
   3.518 0.017 5.234 
lndist 0.353*** 0.282*** 0.046 -0.073 0.134 
 29.05 58.058 0.415 -0.542 0.717 
lntc -0.513***  -0.358*** -0.550*** -0.334*** 
 -482.117  -58.707 -461.022 -130.618 
border 0.462*** 0.950*** 0.094 0.29 0.529 
 17.165 97.481 0.184 1.022 0.846 
lang 0.011 -0.096*** -0.629** -0.42 0 
 0.858 -13.689 -2.322 -1.493 . 
imp1 2.135***     
 4.491     
imp2 3.740*** 0.963***    
 4.787 3.153    
imp3  -2.375***    
  -5.028    
sitc1 0.025  0.364*** -0.059** 0.156*** 
 1.244  4.329 -2.572 3.662 
sitc2 0.377***  0.525*** 0.294*** 0.537*** 
 33.543  10.301 21.869 23.883 
sitc4 0.031  0.430*** -0.060** 0.154*** 
 1.395  3.126 -2.365 3.266 
sitc5 -0.161***  -0.115*** -0.251*** 0.114*** 
 -19.854  -3.765 -24.828 7.651 
sitc6 -0.546***  -0.541*** -0.642*** -0.224*** 
 -67.809  -18.205 -63.889 -15.05 
sitc7 -0.328***  -0.167*** -0.433*** 0.002 
 -40.855  -5.693 -43.293 0.154 
sitc8 -0.607***  -0.487*** -0.715*** -0.253*** 
 -74.251  -16.339 -70.037 -16.761 
lniport  0.468***    
  16.117    
lneport  -0.120***    
  -84.562    
constant 14.537*** 15.409*** 2.151 6.247*** 8.357*** 
 5.017 4.631 1.354 4.419 4.278 
R-squared 0.122 0.029 0.049 0.159 0.022 
N 2578726 2512786 119507 1795057 664162 
Notes: ln denotes natural logarithms of the variables. The dependent variable is the value of goods 
exported to Argentina, Brazil and Uruguay from all trading partners. Tc denotes ad-valorem freight rates, 
igdp and egdp denote GPD of the importer and the exporter countries and igdph and egdph are GDPs per 
capita, dist is the distance between the most important ports of the trading partners, border is a dummy 
that takes the value of 1 when the trading countries share a border, zero otherwise, lang is a dummy that 
takes the value of 1 when the trading countries have the same official language, and iport and eport 
denote total port throughput importing and exporting country respectively. t values are reported. The 
result from a Hausman test indicates that the country effects are not correlated with the other regressors 
and therefore they can be considered as part of the error term. Hence the model is estimated using the 
Generalized Least Squares Estimator (GLS). Imp1 denotes Argentina, imp2 Brazil and imp3 Uruguay. 
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Table 7: Disaggregated trade and transport cost (2000-2006). 
Dep. var.: lnimports M1 M2 M3_URU M4_BRZ M5_ARG 
 b/t b/t b/t b/t b/t 
lntgdp -0.033 0.055*** 0.063 0.062** -0.099** 
 -1.221 68.937 1.415 2.122 -2.122 
lntgdph 0.176*** 0.014*** 0.173*** 0.001 0.261*** 
 6.352 12.083 3.518 0.017 5.234 
lndist 0.350*** 0.378*** 0.046 -0.073 0.134 
 28.899 98.08 0.415 -0.542 0.717 
lntc -0.513*** -0.535*** -0.358*** -0.550*** -0.334*** 
 -482.748 -491.156 -58.707 -461.022 -130.618 
border 0.461*** 0.855*** 0.094 0.29 0.529 
 17.093 96.435 0.184 1.022 0.846 
lang 0.011 0.005 -0.629** -0.42 8.357*** 
 0.866 0.711 -2.322 -1.493 4.278 
imp1 0.332*** 0.164***    
 4.996 19.157    
imp2 0.773*** 0.451***    
 7.206 78.709    
sitc1 0.024  0.364*** -0.059** 0.156*** 
 1.231  4.329 -2.572 3.662 
sitc2 0.377***  0.525*** 0.294*** 0.537*** 
 33.528  10.301 21.869 23.883 
sitc4 0.03  0.430*** -0.060** 0.154*** 
 1.383  3.126 -2.365 3.266 
sitc5 -0.161***  -0.115*** -0.251*** 0.114*** 
 -19.87  -3.765 -24.828 7.651 
sitc6 -0.546***  -0.541*** -0.642*** -0.224*** 
 -67.806  -18.205 -63.889 -15.05 
sitc7 -0.328***  -0.167*** -0.433*** 0.002 
 -40.847  -5.693 -43.293 0.154 
sitc8 -0.607***  -0.487*** -0.715*** -0.253*** 
 -74.25  -16.339 -70.037 -16.761 
constant 3.759*** 1.266*** 2.151 6.247*** 0 
 4.518 15.264 1.354 4.419 . 
R-squared 0.12 0.118 0.049 0.159 0.022 
N 2578726 2578726 119507 1795057 664162 
Notes: ln denotes natural logarithms of the variables. The dependent variable is the value of goods 
exported to Argentina, Brazil and Uruguay from all trading partners. Tc denotes ad-valorem freight rates, 
tgdp denotes total GPD of the trading countries and tgdph is GDPs per capita, dist is the distance between 
the most important ports of the trading partners, border is a dummy that takes the value of 1 when the 
trading countries share a border, zero otherwise, lang is a dummy that takes the value of 1 when the 
trading countries have the same official language, and iport and eport denote total port throughput 
importing and exporting country respectively. t values are reported. The result from a Hausman test 
indicates that the country effects are not correlated with the other regressors and therefore they can be 
considered as part of the error term. Hence the model is estimated using the Generalized Least Squares 
Estimator (GLS). Imp1 denotes Argentina, imp2 Brazil and imp3 Uruguay. 
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Table 8: Aggregated trade and transport cost (2000-2006). 
Dep. var.: lnimports Aggregated trade data 
 
FE RE RE RE RE 
M1 M2 M3_URU M4_BRZ M5_ARG 
 b/t b/t b/t b/t b/t 
lntgdp -0.459 0.335*** 0.545*** 0.238*** 0.428*** 
 -0.732 8.454 5.269 3.162 4.974 
lntgdph 0.776 0.002 -0.181* 0.056 0.007 
 1.119 0.032 -1.813 0.672 0.058 
lndist  -0.231* -0.05 0.032 0.098 
  -1.727 -0.224 0.112 0.288 
lntc -0.582*** -0.712*** -0.561*** -0.879*** -0.621*** 
 -14.004 -23.201 -7.837 -16.429 -10.012 
border  0.894** 1.120** 1.241** 2.373** 
  2.356 2.173 2.42 2.177 
lang  0.789*** 0.274 0.359 -0.129 
  3.4 0.845 1.161 -0.329 
constant 21.167 -4.624** -12.307*** -4.291 -11.855*** 
 1.063 -2.466 -3.174 -0.999 -2.636 
R-squared 0.378 0.797 0.69 0.882 0.778 
N 2282 2282 515 670 570 
Notes: ln denotes natural logarithms of the variables. The dependent variable is the value of goods 
exported to Argentina, Brazil and Uruguay from all trading partners. Tc denotes ad-valorem freight rates, 
tgdp denotes total GPD of the trading countries and tgdph is GDPs per capita, dist is the distance between 
the most important ports of the trading partners, border is a dummy that takes the value of 1 when the 
trading countries share a border, zero otherwise, lang is a dummy that takes the value of 1 when the 
trading countries have the same official language, and iport and eport denote total port throughput 
importing and exporting country respectively. t values are reported. In M2-M5 the result from a Hausman 
test indicates that the country effects are not correlated with the other regressors and therefore they can be 
considered as part of the error term, ence the model is estimated using the Generalized Least Squares 
Estimator (RE), M1 is estimated with fixed effects. Imp1 denotes Argentina, imp2 Brazil and imp3 
Uruguay. 
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Table 9: Aggregated trade and transport cost (2000-2006). 
Dep. var.: lnimports OLS Instrumental Variables 
 
pair fe pair re xtivreg_re xtivreg_fe 
m1 m2 m3 m4 
 b/t b/t b/t b/t 
lntgdp -0.396 0.305*** 0.233*** 0.475 
 -0.716 8.978 5.958 0.567 
lngdph 0.837 0.05 0.039 -0.224 
 1.376 1.274 1.006 -0.221 
lndist  0.02 0.142  
  0.188 1.381  
lntcton -0.603*** -0.725*** -0.855*** -0.926** 
 -17.62 -30.01 -20.285 -2.56 
border  0.33 0.138  
  1.144 0.461  
lang  0.719*** 0.425*  
  3.642 1.826 . 
y2 -0.032 -0.018 -0.07 -0.078 
 -0.516 -0.352 -1.053 -1.014 
y3 -0.154* -0.176*** -0.214*** -0.225* 
 -1.646 -2.869 -2.77 -1.837 
y4 0.610* 0.633** 0.208 0.108 
 1.745 1.966 0.42 0.207 
y5 -0.042 -0.081 -0.185*** -0.203 
 -0.65 -1.521 -2.783 -1.598 
y6 -0.139** -0.144*** -0.203*** -0.190** 
 -2.402 -2.673 -3.224 -2.294 
constant 17.061 -5.935*** -4.042* -11.023 
 0.97 -3.791 -1.909 -0.404 
R-squared 0.516 0.85 0.887 0.871 
N 2282 2282 1505 1505 
Notes: ln denotes natural logarithms of the variables. The dependent variable is the value of goods 
exported to Argentina, Brazil and Uruguay from all trading partners. Tcton denotes freight rates per ton, 
tgdp denotes total GPD of the trading countries and tgdph is GDPs per capita, dist is the distance between 
the most important ports of the trading partners, border is a dummy that takes the value of 1 when the 
trading countries share a border, zero otherwise, lang is a dummy that takes the value of 1 when the 
trading countries have the same official language, and iport and eport denote total port throughput 
importing and exporting country respectively. t values are reported. The result from a Hausman test 
indicates that the country effects are not correlated with the other regressors and therefore they can be 
considered as part of the error term. Hence the model is estimated using the Generalized Least Squares 
Estimator (GLS). Imp1 denotes Argentina, imp2 Brazil and imp3 Uruguay. 
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Table 10: Transport costs equation with interaction dummies. 
Dep. var.: lntc ad-valorem M1 M2 M3 
 b/t b/t b/t 
lnuv -0.696*** -0.694*** -0.696*** 
 -1484.213 -1484.175 -1491.606 
lndist 0.080*** 0.241*** 0.241*** 
 14.742 43.63 43.751 
lnq -0.116*** -0.115*** -0.116*** 
 -437.552 -437.094 -439.963 
lniport 0.120*** -0.086*** -0.128*** 
 141.643 -34.427 -49.297 
lneport -0.377*** -0.143*** -0.117*** 
 -158.208 -40.981 -33.401 
Ur*sitc0 0.086*** -0.386*** -0.388*** 
 7.004 -29.97 -30.18 
Ur*sitc 1 0.120*** -0.360*** -0.361*** 
 4.4 -13.074 -13.038 
Ur*sitc 2 0.107*** -0.370*** -0.368*** 
 5.116 -17.306 -17.161 
Ur*sitc 4 -0.152*** -0.638*** -0.641*** 
 -3.166 -13.228 -13.318 
Ur*sitc 5 0.080*** -0.404*** -0.402*** 
 10.997 -48.861 -48.77 
Ur*sitc r6 0.221*** -0.262*** -0.263*** 
 43.343 -40.868 -41.2 
Ur*sitc 7 0.377*** -0.113*** -0.112*** 
 86.206 -19.16 -19.026 
ARG  -0.334*** -0.290*** 
  -63.595 -54.914 
BRA  0.035*** 0.135*** 
  4.722 17.664 
Year dummies - - yes 
constant 1.570*** 0.074 0.284*** 
 22.453 1.07 4.046 
R-squared 0.352 0.533 0.548 
N 2601644 2601644 2601644 
Notes: ln denotes natural logarithms of the variables. Tc denotes ad-valorem freight rates, uv denotes unit 
values in US$ per kilogram, dist is the distance between the most important ports of the trading partners, 
q denotes the volume traded between countries, iport and eport denote total port throughput importing 
and exporting country respectively. t values are reported. Sitc1-sitc8 denote dummy variables for each 
SITC category at one-digit level, the default category is SITC-0. Imp1 denotes Argentina, imp2 Brazil 
and imp3 Uruguay. 
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Table 11: Dynamic gravity model. 
Dep. var.: lnimports Diff-gmm1 Sys-gmm2 Sys-gmm3 
 b/t b/t b/t 
Lnimports (-1) 0.631 0.652*** 0.414*** 
 1.736 3.397 4.835 
lntgdp -5.6 -0.076 -0.001 
 -0.834 -0.633 -0.009 
lntgdph 5.776 -0.131 -0.124** 
 0.87 -1.809 -2.624 
lntc -0.754 -0.523* -0.685*** 
 -1.065 -1.781 -6.775 
border  0.091 0.232 
  0.531 0.975 
lang  -0.515 -0.389 
  -1.124 -0.993 
lndist  -0.104 -0.208* 
  -1.106 -2.399 
constant  9.169 8.588 
  1.31 1.728 
ar1 -0.289 -0.571 -0.008 
ar2 -1.022 0.625 -0.792 
ar1 (p-value) 0.772 0.568 0.993 
ar2 (p-value) 0.307 0.532 0.428 
Hansen 2.890 7.087 17.937 
Hansen (p-value) 0.996 0.989 0.993 
N. of instruments 21 31 48 
Notes: ln denotes natural logarithms of the variables. The dependent variable is the value of goods 
exported to Argentina, Brazil and Uruguay from all trading partners. Tc denotes ad-valorem freight rates, 
tgdp denotes total GPD of the trading countries and tgdph is GDPs per capita, dist is the distance between 
the most important ports of the trading partners, border is a dummy that takes the value of 1 when the 
trading countries share a border, zero otherwise, lang is a dummy that takes the value of 1 when the 
trading countries have the same official language, and imports(-1) is the first lag of the dependent 
variable. t values are reported. Ar1 and ar2 and the corresponding p-values indicate that there is no 
autocorrelation of first and second order on the residuals. The Hansen test result indicates that the 
instruments (lagged values of the dependent variable) are valid. 
 
Finally, in the Appendix we present the result for transport cost equations (A.1 and 
A.2 using transport costs ad-valorem and transport costs per ton as dependent variables, 
respectively) and trade equations for intra-LA trade using data from 1999 to 2004. The 
estimates shown in Table A.1 are comparable to those in Tables 2 and 3 and indicate 
that the determinants of maritime transport costs are similar for intra-LA trade and for 
trade with other destinations. Concerning the determinants of intra-LA bilateral trade, 
freight rates are one of the main explanatory factors and the estimated elasticities 
indicate that a decrease of 10 percent in freight rates per ton could give rise to an 
increase in intra-LA maritime trade of about 5 percent, very close to the results shown 
in Tables 6-9 for imports from all destinations. 
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5. Robustness Check 
 
In this section a number of additional specifications are estimated to validate our main 
results. First, to control for the endogeneity of the trade volume in the transport cost 
model, equation 2 is estimated using an instrumental variable estimator (IV). As 
instruments for the trade volume variable we used GDP and population in the importer 
and exporter countries as instruments. The results are practically unchanged (available 
upon request). 
Second, Table 10 presents the results of estimating the transport costs equation (eq. 2) 
with some interaction terms added. All the SITC categories are interacted with a dummy 
for Uruguay to see if Uruguay has an absolute comparative advantage in terms of 
transport cost in any of those product-categories. The default category is SITC8 (other 
manufactures). 
Third, we estimated the gravity model of trade in dynamic form adding the lagged 
dependent variable as a regressor in the equation. In order to control for the unobserved 
heterogeneity present in the data and for the endogeneity of the lagged dependent 
variable, as well as for the endogeneity of the transport cost variable, the dynamic 
model is estimated using the generalized method of moments (GMM) estimator. Table 
11 shows the results. Column 1 present the difference GMM estimator and columns 2 
and 3 shows System-GMM results first considering only lagged exports as endogenous 
and them considering in addition transport cost as endogenous variable.  
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Appendix 
 
Determinants of transport cost and trade for intra-LA trade 1999-2004 
Table A.1: Determinants of transport costs intra-LA trade 1999-2004. 
With FE     
Dep. var.: TC ad-valorem All Importers Uruguay Brazil Argentina 
lnuv -0.646*** -0.256*** -0.758*** -0.524*** 
 -59.387 -10.965 -34.795 -42.834 
lndist 0.170*** 0.175 -0.021 0.273*** 
 10.985 1.177 -0.263 7.068 
lq -0.100*** -0.049*** -0.099*** -0.097*** 
 -24.517 -6.019 -11.925 -22.042 
lnttime -0.069** 0.037 0.350*** -0.314*** 
 -2.592 0.094 3.722 -2.794 
lnumser -0.247*** -0.063*** -0.119*** -0.001 
 -16.231 -2.711 -5.67 -0.018 
imbal -0.047*** -0.151 -0.298*** 0.699*** 
 -2.949 -0.584 -7.759 8.217 
y2000 -0.052*** -0.008 -0.053** 0.892*** 
 -4.315 -0.15 -2.33 3.793 
y2001 -0.007 0.018 -0.069*** 0.909*** 
 -0.676 0.299 -2.886 3.875 
y2002 -0.056*** 0.082 -0.076*** 0.858*** 
 -4.89 1.231 -3.196 3.634 
y2003 -0.157*** -0.073 -0.075*** 0.761*** 
 -12.222 -1.064 -3.366 3.246 
y2004 -0.017 -0.005 -0.017 0.782*** 
 -1.065 -0.082 -0.664 3.383 
Sectoral Dummies Yes Yes Yes Yes 
Importer Dummies Yes Yes Yes Yes 
R-squared 0.524 0.197 0.59 0.428 
N 319398 4645 65673 57253 
ll -365070.8 -5072.674 -78285.06 -61855.54 
rmse 0.7588724 0.7221133 0.797077 0.7128785 
aic 730165.6 10167.35 156592.1 123733.1 
bic 730293.7 10238.23 156692.1 123831.6 
Notes: ln denotes natural logarithms of the variables. Tc denotes ad-valorem freight rates, uv denotes unit 
values in US$ per kilogram, dist is the distance between the most important ports of the trading partners, 
q denotes the volume traded between countries and numser denotes the number of services between the 
importing and exporting country.  Ttime denotes the number of days needed to import and imbal denotes 
trade imbalance between the exporter and the importer. t values are reported. 
 
 
 
 
 
 
European Transport \ Trasporti Europei  n. 48 (2011): 24-46 
 
 
45 
Table A.2: Determinants of transport costs intra-LA trade 1999-2004. 
Dep. var.: Tc per ton All Uruguay Brazil Argentina 
 
b/t b/t b/t b/t 
lnuv 0.454*** 0.804*** 0.335*** 0.592*** 
  34.187 37.173 13.759 47.451 
lndist 0.162*** 0.084** -0.555*** -0.011 
  10.644 2.368 -5.116 -0.289 
Lnttime -0.093*** 0.134 0.811*** -0.04 
  -3.124 0.501 7.017 -0.343 
lnumser -0.238*** -0.071*** -0.188*** -0.233*** 
  -15.798 -3.148 -6.421 -11.441 
y2000 -0.050*** -0.004 -0.057** 1.049*** 
  -3.85 -0.07 -2.329 3.471 
y2001 0.009 0.034 -0.072*** 1.064*** 
  0.771 0.551 -2.9 3.528 
y2002 -0.030** 0.102 -0.051** 1.052*** 
  -2.44 1.53 -2.012 3.48 
y2003 -0.119*** -0.032 -0.049** 0.953*** 
  -8.802 -0.483 -2.057 3.167 
y2004 0.024 0.034 0.011 0.966*** 
  1.463 0.532 0.405 3.233 
constant 1.511*** -2.314*** 4.841*** -0.209 
  2.979 -3.255 6.744 -0.361 
Sectoral Dummies Yes Yes Yes Yes 
Importer Dummies Yes Yes Yes Yes 
R-squared 0.355 0.501 0.24 0.401 
N 319398 4645 65673 57253 
ll -379069.9 -5113.921 -80749.61 -64508.19 
rmse 0.792872 0.7283969 0.8275453 0.7466717 
aic 758161.9 10245.84 161517.2 129034.4 
bic 758279.3 10303.83 161599.1 129115 
Notes: ln denotes natural logarithms of the variables. Tc denotes freight rates per ton, uv denotes unit 
values in US$ per kilogram, dist is the distance between the most important ports of the trading partners, 
q denotes the volume traded between countries and numser denotes the number of services between the 
importing and exporting country.  Ttime denotes the number of days needed to import and imbal denotes 
trade imbalance between the exporter and the importer. t values are reported. 
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Table A.3: Gravity equation estimates: Intra-Latin American Trade 1999-2004. 
Dep. var.: lnimports All Uruguay Brazil Argentina 
lntgdph -0.176*** -0.249* 1.232*** -0.290* 
 -16.473 -1.794 6.548 -1.966 
lndist 0.460*** 0.299** 1.378*** 0.433*** 
 74.674 2.438 9.214 3.585 
lntcton -0.476*** -0.278*** -0.445*** -0.678*** 
 -140.618 -5.07 -7.494 -16.839 
border 0.024** 1.138*** 2.531*** 0.294 
 2.155 2.83 11.229 0.874 
lang -0.383*** 0.099 0.000 -0.021 
 -37.948 0.396 0.000 -0.083 
landlock -1.142*** 0.246 1.119** -0.105 
 -15.007 0.587 2.251 -0.169 
y2000 -0.026** -0.076 0.092*** -1.4 
 -1.982 -1.466 3.381 -1.284 
y2001 0.000 -0.295*** 0.096*** -1.354 
 -0.005 -4.871 2.902 -1.238 
y2002 -0.064*** -0.484*** -0.067* -1.786 
 -5.341 -7.013 -1.809 -1.634 
y2003 -0.364*** -0.657*** -0.100** -1.844* 
 -30.884 -8.647 -2.066 -1.688 
y2004 -0.339*** -0.462*** -0.122*** -1.743 
 -29.068 -7.379 -2.645 -1.595 
constant 11.231*** 10.629*** -21.919*** 14.977*** 
 60.54 4.112 -5.436 6.492 
R-squared  0.052 0.085 0.105 
Sectoral Dummies Yes Yes Yes Yes 
Importer Dummies Yes - - - 
R2 0.136 0.0754 0.203 0.154 
N 663791 13460 121000 71556 
ll  -28095.4 -260354.6 -155937 
rmse 2.207 1.951 2.080 2.139 
aic . 56212.81 520729.3 311896.1 
bic . 56295.39 520826.3 311997 
Notes: ln denotes natural logarithms of the variables. The dependent variable is the value of goods 
exported from LA countries to Argentina, Brazil and Uruguay from all trading partners. Tcton denotes 
freight rates per ton, tgdp denotes total GPD of the trading countries, dist is the distance between the most 
important ports of the trading partners, border is a dummy that takes the value of 1 when the trading 
countries share a border, zero otherwise, lang is a dummy that takes the value of 1 when the trading 
countries have the same official language, zero otherwise and landlock is a dummy that takes the value of 
1 if any of the trading partners are interior, zero otherwise. t values are reported. 
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Abstract 
 
This paper is based on an in-laboratory experiment and aims to explore the impact of various 
personality factors on route-choice behavior in the presence of partial pre-trip travel time information. 
Specifically, these factors are geographic ability and sensation seeking characteristics. The results show 
that while the variables related to perceived and realized travel times are important, the personality factors 
are also significant. Drivers with lower geographic abilities tended to use the main route more often and 
to switch their routes less often, compared to those with higher capabilities. Drivers who scored higher on 
sensation seeking tended to switch their routes more frequently, compared to other drivers. 
 
Keywords: Route-choice behavior; Personality factors; In-laboratory experiment. 
 
 
 
1. Introduction 
 
Advanced traveler information systems (ATIS) are rapidly penetrating all modes of 
transportation, and are recognized as the social trend that will have the greatest 
influence on future transportation systems (Wachs, 2002). ATIS, which provide pre-trip 
or en-route travel time information, have a significant impact on travel behavior by 
enabling drivers to make efficient choices (e.g., routes, modes and departure times). 
They are therefore regarded as an efficient means to achieving improved utilization of 
the transportation system (Koski, 2002; Bekhor et al., 2002; Bonsall, 2000; Emmerink 
et al., 1996). ATIS may be provided through different media and technologies, such as 
variable message signs (VMS), radio broadcasting, cell phones, navigation systems with 
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Global Positioning System (GPS) technology, and real-time public transportation arrival 
time information. 
A better understanding of the impact of information on travel behavior is a key issue 
for evaluating the performance of ATIS. Drivers' route choice behavior is a complex 
decision-making process, which incorporates multiple objectives and involves various 
factors. The mainstream approach to modeling this behavior focuses on variables related 
to the driver’s trip and socio-economic characteristics and route attributes 
(Polydoropoulou et al., 1994; Antonisse, 1989; Ben-Elia et al., 2008; Srinivasan and 
Mahmassani, 2000; Dia, 2002; Jan et al., 2000; Abdel-Aty et al., 1997). However, as 
asserted by the theory of Behavioral Economics, individuals do not faultlessly maximize 
their utility when making choices (see for example, Kahneman and Tversky, 1979; 
Simon, 1982; Kahneman, 2003). Instead, individuals use simple heuristics and 
sometimes make mistakes. In travel behavior models, this insight is traditionally dealt 
with by incorporating appropriate variables and complex error structures in random 
utility models (Prashker and Bekhor, 2004; Katsikopoulos et al., 2002; Chorus et al., 
2007; Chorus, 2007, Prato, 2009). 
This paper aims to explore the impact of various personality factors on route-choice 
behavior in the presence of partial pre-trip travel time information. Specifically, these 
factors are geographic abilities, and sensation seeking characteristics. Our hypothesis is 
that these personality traits may also play a significant role in route choice behavior in 
the presence of information; therefore, they should be considered explicitly in route 
choice analysis. Particularly, we explore the impact of these personality factors on the 
likelihood of choosing the main route and on switching behavior. We also inspect the 
relationship between these variables and other well recognized factors, such as gender, 
and network familiarity. 
The first factor, geographic ability, is usually described as a component of a more 
general characteristic, known as spatial ability, which may be defined as “a person's 
mental capability to learn, organize and recall spatial information” (Ramming, 2002). 
The nature of spatial ability was found in numerous studies to be influential in travel 
behavior (Golledge, 2001; Gärling et al., 1998; Freundschuh, 1992; Golledge, 1992). 
Geographic ability is mentioned in the literature as a trait which varies according to age 
and gender (Dabbs et al., 1998), and through its connection to cognition (Gärling and 
Friman, 1998; O'Neill, 1991). To the best of our knowledge, no efforts have been made 
to explicitly relate geographic ability to route choice behavior. 
The second factor, sensation seeking, is commonly used in behavioral science and is 
defined as “the need for varied, novel, and complex situations and experiences, and the 
willingness to take physical and social risks for the sake of such experiences” 
(Zuckerman, 1979). Several studies have suggested that sensation seeking is positively 
related to reckless driving behavior (Dahlen et al., 2005; Arnett, 1996; Zuckerman and 
Neeb, 1980). Within the context of route choice behavior, a recent study by Shiftan et 
al. (2011) demonstrated that a tendency to choose a route which is perceived as faster, 
but incurs larger travel time variance, can be predicted by sensation seeking. Sensation 
seeking also expresses a tendency to maintain current or previous decisions. This is 
generally represented by travel habit and inertia, which explain a significant part of the 
undertaken trip pattern (Bogers et al., 2005; Golledge, 2001; Mahmassani and Jou., 
2000; Srinivasan and Mahmassani, 2000). 
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The rest of the paper is organized as follows: Section 2 presents the experiment 
design. Section 3 provides the results and describes the models estimations. Section 4 
presents the conclusions. 
 
 
2. Experiment Design 
 
The experiment was comprised of two parts, which were presented to each 
participant: a route-choice assignment, and a questionnaire, designed to identify factors 
that influenced individual's behavior in the route-choice assignment. Both parts were 
conducted in a laboratory and presented on-screen. Data were recorded directly to a 
database. Participants took approximately 20-25 minutes to complete the experiment. 
The participants were 54 undergraduate students between the ages of 23-30 from the 
Technion – Israel Institute of Technology, all holding a driving license for 3-10 years. 
Most of the participants reported car availability; 16 out of the 54 (30%) participants 
were female, which is close to their share of 35% within the undergraduate student 
population at the Technion. 
 
2.1 The route-choice task 
 
Participants were presented with a familiar, simple real-world network. However, the 
extent of familiarity varied among participants. The experiment was conducted in a 
laboratory environment. A review of the literature shows that due to very limited 
implementation of information technologies around the world, most studies in the area 
of route-choice behavior under information are not based on field studies. Instead, 
stated-preference surveys, the use of GPS-based data and laboratory experiments based 
on simulation methods, have been found to be valid and represent actual choice 
behavior; hence, they are commonly used (Li et al., 2005; Jan et al., 2000; Adler and 
McNally, 1994; Emmerink et al., 1996; Mahmassani & Jou, 2000; Chorus et al., 2007). 
 
 
Figure 1: Network used in the experiment. 
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The network used in this study is located near the campus of the Technion in Haifa, 
Israel. Participants were asked to choose a driving route during the morning peak period 
from the main gate of the campus to a large employment center near the southern 
entrance to Haifa, for an important meeting. Two alternative routes, A and B, were 
suggested. Figure 1 illustrates the network. 
Route A is the high road route for this trip. Road signs direct drivers to follow it to 
this destination. It is 9 kilometers long. Route B is 10 kilometers long. It is usually less 
congested and has some scenic views. 
Initially, in the opening trial, the participants were asked to estimate the travel time 
for both routes and to choose one of them. These a-priori perceived travel time 
estimates were needed, as they served as benchmarks in the experiment. Next, 
participants were asked to choose one of the two routes in 50 recurring trials. A 
numerator was presented on-screen, indicating the trial number. After each choice was 
made, the participant was provided with the travel time information for the chosen 
route. In order to probe the impact of partial travel time information, no information on 
the alternative route was provided. A screen-shot of the route-choice task is presented in 
Figure 2. 
 
 
Figure 2: Example of a screen presented in the in-laboratory experiment. 
 
The travel time information in the recurring trials for each participant was drawn from 
a distribution that depended on the perceived a-priori travel time estimates, which the 
specific participant provided for the two routes. This increased the reliability of the 
route-choice task, as each participant received travel time values which the participant 
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would consider to be reasonable. The realization of travel time information for each 
participant was made using uniform distributions with ranges that were constructed as 
described in Table 1. 
tt0(A) and tt0(B) are the perceived a-priori travel time estimates provided by a 
participant for routes A and B, respectively. The perceived a-priori travel time 
difference (TTD) between the two routes was defined by: 
 
( ) ( )0 0TTD tt B tt A= −  (1) 
Table 1: Ranges of uniform travel times distributions. 
 Distribution of Travel Time 
Condition Route A Route B 
TTD>0 [tt0(A)-0.5TTD, tt0(A)+2TTD] [tt0(B)-TTD,tt0(B)+0.5TTD] 
TTD<0 [tt0(A)+TTD, tt0(A)-0.5TTD] [tt0(B)+0.5TTD, tt0(B)-2TTD] 
TTD=0 [0.8 tt0(A), 1.2 tt0(A)] [0.9 tt0(B), 1.1 tt0(B)] 
 
Three conditions may apply to the travel time distributions, as presented in Table 1. 
Regardless of the condition, the distributions are constructed such that although the 
mean travel time is shorter on the route which was perceived to be shorter, the travel 
time variance on that route is higher. Furthermore, the probability that one route is 
shorter than the other is exactly 0.5.  
 
2.2 The questionnaire 
 
The main purpose of this part of the experiment was to identify the impact of 
personality traits and characteristics on route choice behavior. In order to probe this 
impact, the general frame of the well known Sensation Seeking Scale (SSS), form V 
(Zuckerman et al., 1978), was used. This scale measures sensation seeking in the 
following four domains: 
- Thrill and Adventure Seeking (TAS) - in the area of sports and physical activity. It 
can be summarized as a positive answer to “I sometimes like to do things that are 
a little frightening”.  
- Experience Seeking (ES) - in the sensory and cognitive domain. An example of a 
question expressing sensation seeking in this domain: “I like to explore a strange 
city or town by myself, even if it means getting lost.”  
- Disinhibition (DIS) - seeking sensation in the social and sexual domain. This can 
be represented as a positive answer to “I like to have new and exciting 
experiences even if they are a little unconventional or illegal.” 
- Boredom Susceptibility (BS) - represents intolerance for repetition and routine of 
any kind (e.g., work). An example of a question expressing sensation seeking in 
this domain: “The worst social sin is to be a bore”.  
The SSS is estimated on the basis of a questionnaire that includes 40 items (10 for 
each domain), presented in a random order in the format of a “forced choice”. In 
accordance with the goal to identify personal traits that might explain route choices, the 
tendency to switch routes, and compliance with information, we made two adjustments 
to this form: First, the “forced choice” scale, which is occasionally criticized in the 
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literature (see for example, Arnett, 1994), was replaced with a finer Liker-type format. 
That is, for each item, participants were asked to indicate the extent to which they agree 
with the stated item on a scale of 1 to 5, where 1=strongly disagree and 5=strongly 
agree. Second, we replaced the ten questions relating to the DIS domain with ten 
questions about Geographic Ability (GA), which according to our hypothesis may be 
relevant to route choice behavior. An example of an item reflecting GA is “Judging 
where north is in an unfamiliar city is extremely easy for me”. The GA items were 
based on questions to elicit geographic abilities, presented in Ramming (2002). 
Other items which were included in the questionnaire were: socio-economic items 
(e.g., gender, age), questions about the subject’s extent of familiarity with the study 
network, and car availability.  
 
 
3. Results 
 
All the participants reported that the tasks were clear. Most of them mentioned that 
they actually often face this choice in real life, while traveling within the area.  
 
3.1 Route choice- general description  
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Figure 3: Route choice fractions throughout the experiment. 
 
In the opening trial, only 3 participants out of 54 (5.5%) chose the route they had 
estimated as having the longer travel time. The average a-priori perceived travel time 
estimates provided by participants were 24.3 minutes for route A and 23.3 minutes for 
route B, indicating that these two routes are to a large extent interchangeable with 
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respect to travel time. In this initial trial, 32 out of 54 participants (59%) chose route A 
(the main road), and 22 participants (41%) chose route B. 
In the experiment, a general pattern of shifting towards route B was noticeable, as 
illustrated in Figure 3, which shows the fraction of drivers choosing route A in blocks of 
ten trials. It should be noted that shares for route A and route B hardly differ between 
Block 1 and Block 5. This may indicate that participants tended to return to their initial 
route choice. In the first 20 trials, more than 55% of participants chose route A; the 
fractions of drivers choosing this route were lower in the later trials.  
 
3.2 Correlations among factors 
 
In the experiment, data were compiled based on route choices, a-priori perceived 
travel times, realized travel times, and also on factors associated with sensation seeking 
(TAS, ES, BS), and geographic ability (GA). In addition, data were also collected on 
participants’ gender, and their extent of familiarity with the network. Table 2 presents 
the correlations among the factors that were collected in the questionnaires and the 
results of the route-choice task experiment. 
The results show that the sensation seeking factors are significantly correlated among 
themselves. Gender is correlated with TAS; TAS is higher for males, in line with the 
literature (Zuckerman, 1994). Only GA is significantly correlated with the route 
choices, where drivers with higher geographic ability tend to use the main route (route 
A) less frequently. Weaker correlations also exist between the sensation-seeking factors, 
in particular experience seeking, and the number of route switches in the experiment. 
Table 2: Correlations among factors in the experiment. 
 
Gender Years in 
Haifa 
Route 
frequency 
A-priori 
choice 
TAS ES GA BS Choices 
A 
Switches TTD Absolute 
TTD 
Gender 1 0.049 0.118 0.075 -0.297* -0.100 -0.147 -0.252 -0.015 0.019 -0.009 -0.028 
Years in Haifa  1 -0.417** 0.217 0.030 0.065 0.002 -0.130 -0.054 -0.117 -0.117 0.066 
Trip frequency   1 0.026 -0.254 -0.059 -0.077 -0.124 -0.010 0.301* 0.110 -0.009 
A-priori choice    1 -0.022 0.062 0.032 0.053 -0.551** 0.338* -0.660** 0.220 
TAS     1 0.459** 0.302* 0.112 -0.042 0.148 -0.031 0.358** 
ES      1 0.295* 0.301* -0.130 0.210 -0.074 0.069 
GA       1 0.144 -0.295* 0.159 -0.013 0.253 
BS        1 -0.187 0.149 -0.132 0.023 
Choices A         1 -0.279* 0.230 -0.102 
Switches          1 -0.247 0.264 
TTD           1 -0.409** 
Absolute TTD            1 
Notes: * significant at the 0.05 level; ** significant at the 0.01 level. 
 
The a-priori choice of route and the a-priori perceived travel time difference between 
the two routes are correlated among themselves (drivers who indicated route A was 
shorter, tended to select it a-priori) and with both the fraction of choices of route A and 
the number of route switches in the experiment. The number of switches is also 
correlated with the trip frequency, i.e., drivers that make this trip more frequently 
tended to make less switches in the experiment. The number of switches is also 
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negatively correlated with the fraction of choices of route A. This implies that drivers 
who chose the main route (route A) more, were less likely to switch routes. 
 
3.3. Model estimation 
 
Based on the experiments, two models were formulated and evaluated: A route choice 
model and a route switching model. 
 
3.3.1 Route Choice Model 
 
Table 3 presents the estimation results of a model that predicts the fraction of choices 
of route A in the 50 trials using a logistic regression model. The model structure is 
given by: 
 
( )
( )ln 1
i
i
i
P A
X
P A
β  =  
− 
 (2) 
 
( )iP A  is the fraction of route A choices for driver i. iX  is a vector of explanatory 
variables for the driver. β is the corresponding parameters. 
Table 3: Estimation results for the route choice fraction model. 
Parameter Estimated value t-statistic 
Constant 6.606 13.14 
A-priori choice (route B=1) -2.814 -17.13 
Perceived travel time difference (TTD) 0.3135 5.34 
Perceived travel time difference percentage (PTTD) 0.2392 4.47 
Travel time standard deviation difference (TTSTD) 1.335 7.03 
Travel time change percentage difference (TTCPD) 0.2652 4.52 
GA -0.07401 -9.61 
BS -0.07163 -5.55 
Gender (female=1) -0.3740 -3.62 
Haifa newcomer dummy -0.7568 -5.37 
Frequent trip dummy -0.3698 -3.51 
2700 Observations (54 drivers, 50 trials each) 
Deviance = 3103.2     Null Deviance = 3715.9 
 
The estimation results show that while the variables related to a-priori perceived and 
realized travel times are the most important in the model, the personality factors which 
capture participants’ characteristics also significantly affect route choices. Everything 
else being equal, participants strongly prefer the main route A, to the alternative route. 
Newcomers to the city (living in Haifa for less than 1 year), participants who undertake 
the trip frequently (at least once a month), and females tend to use route B more, 
compared to others. One of the sensation-seeking factors (boredom susceptibility) and 
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geographic ability are significant in the model. The estimated values of these parameters 
indicate that participants with higher geographic abilities tend to use route B more, 
compared to those with lower capabilities. Similarly, participants with higher 
intolerance for repetition and routine also tended to use route B more frequently. These 
results seem plausible, as route A is considered the main route.  
Participants who a-priori indicated that route A was shorter chose this route 
significantly more, compared to participants who did not. This impact is captured by 
three variables: the a-priori chosen route, the perceived a-priori travel time difference 
between the two routes (this variable was defined in Equation (1)), and the difference in 
the perceived travel times between the two routes expressed as a percentage of the travel 
time on the shorter route. This latter variable is defined by: 
 
)](),(min[
)()(100 00
00
AttBtt
AttBttPTTD −×=  (3) 
 
The realized travel times during the experiment were drawn from the distributions 
described above, which depend on the a-priori perceived travel times. The construction 
of these distributions is such that the mean realized travel times are equal for the two 
routes, but the standard deviation is different. The estimation results show that 
participants tend to prefer the route with the lower realized travel time variability. The 
travel time standard deviation difference is measured as: 
 
( ) ( )tt ttTTSTD B Aσ σ= −  (4) 
 
The travel time change percentage difference variable captures the difference in the 
change between the perceived travel times and the means of the distributions in the two 
routes (tt(B) and tt(A)), as a percentage of the travel times. It is defined as: 
 
( ) ( )
( )
( ) ( )
( )
0 0
0 0100
tt B tt B tt A tt A
TTCPD
tt B tt A
 
− −
= × − 
 
 (5) 
 
3.3.2 Route switching model 
 
Table 4 presents a model that predicts the fraction of switches between the two routes 
in the 50 trials using a logistic regression model. The model structure is given by: 
 
( )
( )ln 1
i
i
i
P S
X
P S
β  =  
− 
 (6) 
 
P(S)i is the fraction of choices in which driver i switched the chosen route (from A to 
B or vice versa). Xi is a vector of explanatory variables for the driver. β is the 
corresponding parameters. 
Two of the sensation-seeking factors (TAS and BS) are significant in this model. 
Participants who scored higher on the TAS and BS factors all tended to switch their 
routes more frequently. Geographic ability is also significant in the model. Participants 
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who scored higher on the GA tended to switch their routes more frequently. These 
results seem plausible, as route switching behavior might be triggered when drivers 
have more geographic abilities and are sensation seekers. 
Variables that are related to the participant’s familiarity with the trip also affected the 
frequency of switching. Participants who took the trip more frequently tended to switch 
their routes less, compared to those who traveled it less frequently. Participants  
living in Haifa between 1 and 4 years switched routes less frequently, compared to 
those who are newcomers to the city (under 1 year), as well as those who have been in 
Haifa for more than 4 years. Based on this, the extent of familiarity seems to be 
negatively correlated to route switching. This result is in line with previous studies 
showing that an unfamiliar population tends to switch more often compared to a 
familiar population (Lotan, 1997 and references there). 
Table 4: Estimation results for the route switching fraction model. 
Parameter Estimated value t-statistic 
Constant -3.810 -7.57 
A-priori choice (route B=1) 0.8246 5.33 
Perceived travel time difference (TTD) -0.1085 -4.74 
Perceived travel time difference percentage (PTTD)  -0.2723 -4.33 
Absolute perceived travel time difference (ATTD) 0.4078 3.67 
Absolute percentage perceived travel time difference (APTTD) -1.397 -4.15 
Travel time standard deviation difference (TTSTD) -1.351 -3.61 
Absolute travel time change percentage difference (ATTCPD) -0.3214 -4.62 
TAS 0.01988 2.57 
GA 0.04084 4.32 
BS 0.07051 4.85 
Haifa 1-4 years dummy -0.4028 -3.54 
Weekly trip dummy -2.324 -9.90 
Monthly trip dummy -1.316 -7.11 
Yearly trip dummy -1.023 -6.19 
2646 Observations (54 drivers, 49 switching trials each) 
Deviance = 2745.4     Null Deviance = 2977.0 
 
As with the route choice model, the a-priori perceived travel times are important 
variables affecting switching behavior. Participants who indicated the main route (route 
A) was shorter and chose it a-priori switched routes less frequently, compared to those 
who indicated the alternative route (route B) was shorter. Participants make less 
switches when the differences in the perceived travel times are larger, in absolute values 
and as a percentage of the travel times, compared to when they are smaller. Similarly, 
they also make less switches when the differences in the standard deviations of travel 
times are smaller, compared to when they are larger. Moreover, they also make less 
switches when the difference between the perceived travel times and the mean of the 
realized travel times are smaller, compared to when they are larger.  
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4. Conclusion 
 
This paper describes a laboratory experiment intended to probe the impact of 
personality factors in the analysis of route choice behavior, on route choice behavior in 
the presence of partial pre-trip travel time information. Specifically, the factors studied 
are sensation seeking and geographic ability. We also examine the relationship of these 
variables with other well recognized factors, such as perceived travel time, gender, and 
network familiarity. The route choice and the route switching models show that while, 
as confirmed in early studies (e.g., see Chorus et al., 2006 and the references there), 
familiarity and variables related to perceived and realized travel times are very 
important, sensation seeking factors, geographic ability and the a-priori choices are also 
significant in making routing decisions. The results confirm our hypothesis that 
personality factors also play a role in route choice behavior in the presence of 
information and consequently, route-choice analysis may benefit from explicitly 
discussing these personality factors. 
Sensation seeking, which is recognized in other studies as being positively related to 
reckless driving behavior, was found relevant to route choice behavior in the presence 
of partial travel time information. Drivers who scored higher on sensation seeking 
tended to switch their routes more frequently, and to use the alternative route more often 
than the main route. Drivers with higher geographic ability tended to use the alternative 
route more than those with lower capabilities. They also tended to switch their routes 
more often. The route choice model demonstrated the impact of the a-priori choice; 
drivers who a-priori chose the main route (route A) and indicated it was shorter, chose 
the main route significantly more and switched their route less, compared to drivers who 
a-priori chose the alternative route (route B) and indicated it was shorter. This switching 
behavior indicates that it takes a few trials, after which the driver may start switching, as 
it seems that at the beginning drivers are ’stuck’ in their a-priori choice. It should be 
noted that participants had no incentive, as regards travel time, to change the route 
chosen a-priori, as the probability that the travel time information indicated one route is 
faster is 0.5.  
The traditional variables used in route choice analysis were found to be important in 
the switching model presented here. The extent of familiarity factor was found to be 
negatively related to both the frequency of switching routes and to the fraction of the 
main route choices. The difference in perceived travel times was found significant as 
regards switching behavior, and affected the route choice. That is to say, drivers made 
less switches when the differences in the perceived travel times were larger, in absolute 
values and as percentage of the travel times, compared to when they were smaller. 
Similarly, they also made less switches when the differences in the standard deviations 
of travel times were smaller, compared to when they were larger. Moreover, they also 
made less switches when the difference between the perceived travel times and the 
mean of the realized travel times were smaller, compared to when they were larger. 
As noted above, the results presented in this paper are based on a laboratory 
experiment comprised of a fairly homogenous population and a simplified travel 
network. Therefore, the results obtained cannot be considered very robust, and more 
studies based on the real world (rather than a laboratory) should be performed. 
Nevertheless, the notions of sensation seeking and geographic ability are novel within 
the context of route choice behavior. Therefore, this paper points out that personality 
factors are relevant in the decision-making process and may improve the modeling of 
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route choice behavior. As for information provision via different technologies, it may 
indicate a utilization of features associated with these personality factors (such as 
landmarks).  
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Abstract 
 
Study of the basic traffic flow characteristics and comprehensive understanding of vehicular interaction 
are the pre-requisites for highway capacity and level of service analyses and formulation of effective 
traffic regulation and control measures. This is better done by modeling the system, which will enable the 
study of the influencing factors over a wide range. Computer simulation has emerged as an effective 
technique for modeling traffic flow due to its capability to account for the randomness related to traffic. 
This paper is concerned with application of a simulation model of heterogeneous traffic flow, named 
HETEROSIM, to study the relationships between traffic flow variables such as traffic volume and speed. 
Further, the model is also applied to quantify the vehicular interaction in terms of Passenger Car 
Equivalent (PCE) or Passenger Car Unit (PCU), taking a stretch of an intercity road in India as the case 
for the study. The results of the study, provides an insight into the complexity of the vehicular interaction 
in heterogeneous traffic. 
 
Keywords: Heterogeneous traffic; Micro-simulation; Passenger car unit and roadway capacity. 
 
 
 
1. Introduction 
 
The road traffic in developing countries like India is highly heterogeneous comprising 
vehicles of wide ranging static and dynamic characteristics. The vehicles present in the 
traffic can be broadly grouped into eight different categories as follows: 1. Motorized 
two-wheelers, which include motor cycles, scooters and mopeds, 2. Motorized three-
wheelers, which include Auto-rickshaws – three wheeled motorized transit vehicles to 
carry a maximum of three passengers and tempos – three wheeled motorized vehicles to 
carry small quantities of goods, 3.Cars including jeeps and small vans, 4. Light 
commercial vehicles comprising large passenger vans and small four wheeled goods 
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vehicles, 5. Buses, 6. Trucks, 7. Bicycles and 8.Tricycles, which include cycle-
rickshaws- three wheeled pedal type transit vehicles to carry a maximum of two 
passengers and three wheeled pedal type vehicles to carry small amount of goods over 
short distance. These motorised and non-motorised vehicles share the same road space 
without any physical segregation. The speeds of these vehicles vary from just 5 to over 
100 km/h. Due to the highly varying physical dimensions and speeds; it becomes 
difficult to make the vehicles to follow traffic lanes. For manoeuvre, the vehicles take 
any lateral position along the width of roadway, based on space availability. When such 
different types of vehicles, having varying static and dynamic characteristics mix and 
move on the same roadway facility, a variable set of longitudinal and transverse 
distributions of vehicles are noticed from time to time.  
The study of vehicular interaction is intended to quantify the relative impact of the 
presence of each of the different types of vehicles on traffic flow. This can be achieved 
by estimating Passenger Car Unit (PCU) values for the different categories of vehicle in 
the traffic. Under heterogeneous traffic conditions, in India, expressing traffic volume as 
number of vehicles per hour per lane is irrelevant and the volume of traffic has to be 
expressed taking the whole of the width of roadway as the basis. Also, the volume of 
such heterogeneous traffic needs to be expressed as PCU per hour by converting the 
different types of vehicles into equivalent passenger cars. Hence, estimation of PCU 
values of different categories of vehicles at various traffic volume levels is necessary for 
planning, design, and operational analysis of roadway facilities, in addition to regulation 
and control of traffic.  
To estimate PCU values, it is necessary to study the influence of roadway and traffic 
characteristics and the other relevant aspects, on vehicular movement, accurately. Study 
of these by observing various aspects of traffic flow in the field is difficult and time 
consuming. Also, it is not possible to carry out such experiments in the field covering a 
wide range of traffic volume and composition on a given roadway due to practical 
difficulties. Hence, it is necessary to model road-traffic flow for in depth understanding 
of the related aspects. The study of these complex characteristics, that may not be 
sufficiently simplified using analytical solution, requires alternative tools like computer 
simulation (Banks et al. 2004). Simulation, from microscopic through macroscopic, is 
increasingly becoming a popular traffic-flow modeling tool for analyzing traffic 
operations and highway capacity. Helbing et al. (2002), have shown that all the 
presently known macroscopic phenomena of freeway traffic, including (i) the 
fundamental diagrams, (ii) the characteristic parameters of congested traffic and (iii) the 
transitions between free traffic and other congested traffic states can be reproduced and 
explained by microscopic and macroscopic traffic models based on plausible 
assumptions and realistic parameters. 
 This paper is focused on the conceptual traffic simulation framework of highly 
heterogeneous traffic flow and application of the microscopic simulation model to study 
the relationship between traffic volume and speed. The validated model is applied to 
study vehicular interaction by quantifying the relative impact of the presence of each of 
the different types of vehicles on traffic flow, under homogeneous (cars-only) and 
heterogeneous traffic conditions, at various traffic volume levels, taking all the 
influencing factors into account. 
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2. Review of earlier studies 
 
In the past, various approaches have been adopted for estimation of Passenger Car 
Unit (PCU) or Passenger Car Equivalent (PCE) values of vehicles. The bases used for 
the estimation process are (i) delay (e.g. Craus et al., 1980), (ii) speed (e.g. Linzer et 
al.1979; Aerde and Yagar 1984; and Elefteriadou et al., 1997), (iii) density (e.g. Huber, 
1982; and Webster and Elefteriadou, 1999), (iv) headway (e.g. Krammes and Crowley, 
1986) and (v) queue discharge (e.g. Al-Kaisy et al., 2005). Peeta et al. (2003) modelled 
the car-truck interactions on freeway sections using microscopic traffic flow models. 
The car-truck interactions were modelled by associating a “discomfort level” for every 
non-truck driver in the vicinity of trucks. It was observed that this discomfort is affected 
by the driver socioeconomic characteristics, and situational factors such as time-of-day, 
weather, and ambient traffic congestion levels. All these studies, however, are mainly 
related to estimation of PCE for heavy vehicles (Trucks and Buses) under fairly 
homogeneous traffic conditions and hence, the results of these studies are not applicable 
for Indian conditions. Fan (1990) estimated the PCU values for various vehicle 
categories, for the congested traffic flow conditions prevailing on the Pan Island 
Expressway, Singapore. The study also revealed that the PCU values recommended by 
the highway capacity manuals of U.S.A., U.K., etc. may not be directly suitable for 
capacity analysis in Asian countries. Terdsak and Charong (2005) studied the effect of 
motor cycles on traffic operations on arterial streets of Bangkok. They found that the 
derived PCU of motor cycles showed a decreasing trend with increase in share of motor 
cycles in the traffic stream. In India, Indian Roads Congress, the professional 
organization responsible for development of codes and guidelines related to road 
transportation, has provided a set of constant PCU values for different vehicle 
categories, (IRC: 64-1990) which are based on limited field observed data. It is found 
from the review of Indian studies related to PCU estimation that there had been only a 
few studies on the subject matter. Chandra (2004) estimated PCU values for vehicles on 
two-lane undivided rural roads (intercity roads) using two variables: (i) speed ratio of 
car to the subject vehicle (for which PCU value is to be calculated), and (ii) space-
occupancy ratio of car to the subject vehicle. However, these values are empirical and 
are based on limited traffic data. Mallikarjuna and Rao (2006) used area occupancy in 
place of density, as equivalency criteria to estimate the PCU values for buses, trucks and 
motorized two-wheelers using a simulation model based on cellular automata. The 
estimated PCU values, for all the considered vehicle categories are found to decrease 
with increase in their respective proportions. The study has considered only two vehicle 
categories at a time (cars, as the reference vehicle and the subject category vehicle for 
which the PCU values are to be estimated) for the mixed traffic stream. Therefore, the 
effect of a combination of all other vehicle categories in addition to cars is not 
considered in this study. Justo and Tuladhar (1984) developed mathematical models to 
derive PCU values for vehicles on urban roads based on empirical data under mixed 
traffic flow. Ramanayya (1988) estimated PCU factors for different vehicle types at 
different levels of services taking the Western car as the Design Vehicle Unit (DVU). 
The review of literature on the subject matter reveals that the studies conducted are 
mostly related to fairly homogeneous traffic conditions, and the few studies conducted 
under heterogeneous traffic conditions are not comprehensive enough to replicate the 
field conditions accurately. Hence, it was decided to make an attempt to study the 
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vehicular interaction in heterogeneous traffic in a comprehensive manner and derive 
PCU values for different vehicle types through the research work reported here. 
 
 
3. Objective and scope of the study 
 
The objective of the research work reported here is to quantify the vehicular 
interaction, in terms of Passenger Car Unit (PCU) values, of different categories of 
vehicles at various traffic volume levels, under the highly heterogeneous traffic 
conditions prevailing on intercity roads, in plain terrain, in India. A recently developed 
micro-simulation model of heterogeneous traffic-flow, named, HETEROSIM is used to 
study the vehicular interactions, at micro-level, over a wide range of traffic flow 
conditions. Field data collected on traffic flow characteristics such as free speed, 
acceleration, lateral clearance between vehicles, etc. are used for validation of the 
simulation model. The validated model is then applied to develop the relationship 
between traffic volume and speed and derive Passenger Car Unit (PCU) values for 
different types of vehicles. Finally, check for the accuracy of the estimated PCU values 
is also made. The effect of heterogeneity on PCU values is studied using the simulation 
model for a level four-lane divided road stretch on intercity road. For this purpose, the 
PCU values are estimated under two different traffic conditions, namely, cars-only 
traffic (100% cars) and heterogeneous traffic conditions prevailing on intercity roads. 
 
 
4. The simulation model 
 
Simulation models may be classified as being static or dynamic, deterministic or 
stochastic, and discrete or continuous. A simulation model, which does not require any 
random values as input, is generally called deterministic, whereas a stochastic 
simulation model has one or more random variables as inputs. Random inputs lead to 
random outputs and these can only be considered as estimates of the true characteristics 
of the system being modeled. Discrete and continuous models are defined in an 
analogous manner. The choice of whether to use a discrete or continuous simulation 
model is a function of the characteristics of the system and the objectives of the study 
(Banks et al. 2004). For this study, a dynamic stochastic type discrete event simulation 
is adopted in which the aspects of interest are analysed numerically with the aid of a 
computer program. 
The applications of traffic simulation programs can be classified in several ways. 
According to the problem areas, one can separate intersection, mid-block road section 
and network simulations. For traffic and transportation system applications, the 
available traffic-simulation-program packages have been used by the researchers all 
over the world. Bloomberg and Dale (2000) have given the detailed information about 
the use of two popular traffic simulation models (CORSIM and VISSIM) for traffic 
analysis on a congested network. Ben-Akiva et al. (1997) developed a simulation 
laboratory for performance evaluation and design refinement of dynamic traffic 
management systems. The simulation laboratory has been implemented in C++ using 
object-oriented programming and a distributed environment. Ahn et al. (2002), 
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estimated vehicle fuel consumption and emissions, based on instantaneous speed and 
acceleration, using INTEGRATION microscopic simulation model. AIMSUN, 
DRACULA, PARAMICS and VISSIM are the main micro-simulation tools that have 
been used to model traffic on UK roads (Barcelo 1996).  
As this research work pertains to the heterogeneous traffic conditions prevailing in 
India, the available traffic-simulation-program packages mentioned above such as 
CORSIM, AIMSUN, etc. cannot be directly used to study the characteristics of the 
traffic flow as these are based on homogeneous traffic-flow conditions. Also, the 
models developed through research attempts made earlier to simulate heterogeneous 
traffic flow Indian roads (Khan and Maini 1999; Marwah and Singh 2000; Kumar and 
Rao 1996; and Ramanayya 1988) are limited in scope as they are location and traffic-
condition specific. Moreover, these studies did not truly represent the absence of lane 
and queue discipline in heterogeneous traffic. Hence, an appropriate traffic simulation 
model, named, HETEROSIM has been developed at IIT Madras, India (Arasan and 
Koshy 2005) to replicate heterogeneous traffic flow conditions accurately.  
The modelling framework is explained briefly here to provide the background for the 
study. For the purpose of simulation, the entire road space is considered as single unit 
and the vehicles are represented as rectangular blocks on the road space, the length and 
breadth of the blocks representing respectively, the overall length and the overall 
breadth of the vehicles. The entire road space is considered to be a surface made of 
small imaginary squares (cells of convenient size 100 mm in this case); thus, 
transforming the entire space into a matrix. The vehicles will occupy a specified number 
of cells whose co-ordinates would be defined before hand. The front left corner of the 
rectangular block is taken as the reference point, and the position of vehicles on the road 
space is identified based on the coordinates of the reference point with respect to an 
origin chosen at a convenient location on the space. This technique will facilitate 
identification of the type and location of vehicles on the road stretch at any instant of 
time during the simulation process (Figure 1). 
 
Figure 1: Reference axes for representing vehicle positions. 
 
The simulation model uses the interval scanning technique with fixed increment of 
time. For the purpose of simulation, the length of road stretch as well as the road width 
can be varied as per user specification. The model was implemented in C++ 
programming language with modular software design. The flow diagram illustrating the 
basic logical aspects involved in the program is shown as Figure 2. The simulation 
process consists of the following major sequential steps: (1) vehicle generation, (2) 
vehicle placement, and (3) vehicle movement. 
 
X 
Y (0, 0) 
Reference axes 
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Figure 2: Flow diagram of the simulation model. 
 
4.1 Vehicle generation 
 
In a stochastic traffic simulation process, the vehicles arrive randomly, and they may 
have varying characteristics (e.g. speed and vehicle type). Traffic-simulation models 
therefore, require randomness to be incorporated to take care of the stochasticity. This is 
easily done by generating a sequence of random numbers. For generation of headways, 
free speed, etc., of vehicles, the model uses several random number streams, which are 
generated by specifying separate seed values. Whenever a vehicle is generated, the 
associated headway is added to the sum of all the previous headways generated to 
obtain the cumulative headway. The arrival of a generated vehicle occurs at the start of 
the warm-up road stretch when the cumulative headway equals the simulation clock 
time. At this point of time, after updating the positions of all the vehicles on the road 
stretch, the vehicle-placement logic is invoked.  
 
4.2 Vehicle placement 
 
Any generated vehicle is placed at the beginning of the simulation stretch, considering 
the safe headway (which is based on the free speed assigned to the entering vehicle), 
lateral gap and the overall width of the vehicle with lateral clearances. If the 
longitudinal gap in front is less than the minimum required safe gap, the entering 
vehicle is assigned the speed of the leading vehicle, and once again the check for safe 
gap is made. If the gap is still insufficient to match the reduced speed of the entering 
No 
Yes 
Inputs and initialization 
Start 
Generate vehicle arrivals 
Vehicle placement 
Vehicle movement 
End 
Is simulation 
time over? 
Print outputs 
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vehicle, it is kept as backlog, and its entry is shifted to the next scan interval. During 
every scan interval, the vehicles remaining in the backlog will be admitted first, before 
allowing the entry of a newly generated vehicle.  
 
4.3 Vehicle movement 
 
This module of the program deals with updating of the positions of all the vehicles in 
the simulation road stretch sequentially, beginning with the exit end, using the 
formulated movement logic. Each vehicle is assumed to accelerate to its free speed or to 
the speed limit specified for the road stretch, whichever is minimum, if there is no slow 
vehicle immediately ahead. If there is a slow vehicle in front, the possibility for 
overtaking the slow vehicle is explored. During this phase, the free longitudinal and 
transverse spacing available for the subject vehicle (fast moving vehicle), on the right 
and left sides of the vehicle in front (slow vehicle), are calculated. If the spacing is 
found to be adequate (at least equal to the movable distance of the vehicle intending to 
overtake plus the corresponding minimum spacing in the longitudinal direction and the 
minimum required lateral spacing in the transverse direction), an overtaking maneuver 
is performed. If overtaking is not possible, the fast vehicle decelerates to the speed of 
the slow vehicle in front and follows it. Thus, the various maneuvers for a vehicle 
moving on the simulation road stretch include free forward movement with desired 
speed, acceleration maneuver, movements leading to lateral shifting and overtaking of 
slower vehicles, movements involving deceleration and following of the front vehicle 
for want of sufficient gaps for overtaking, etc. The model is also capable of displaying 
the animation of simulated traffic flow through mid block sections. The animation 
module of the simulation model displays the model’s operational behavior graphically 
during the simulation runs. The snapshot of animation of heterogeneous traffic flow, 
obtained using the animation module of HETEROSIM, is shown in Figure 3. 
 
 
Figure 3: Snapshot of animation of simulated heterogeneous traffic flow. 
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The model has been applied for a wide range of traffic conditions (free flow to 
congested flow conditions) and has been found to replicate the field observed traffic 
flow to a satisfactory extent through an earlier study (Arasan and Koshy, 2005). 
 
4.4 Simulation logic and scan interval 
 
For the purpose of simulation, the time scan procedure is adopted. The scan interval 
chosen for the simulation is 0.5 second. The arrival of vehicles on the road stretch will 
be checked for every 0.5 second and the arrived vehicles will be put on to the entry 
point of the study stretch of the road, on first-come-first-served basis. In the vehicle-
generation module, the first vehicle is generated after initialization of the various 
parameters required to simulate heterogeneous traffic flow. Then, the generated vehicle 
is added to the system when the current time (clock time) becomes equal to the 
cumulative headway. At this stage, the module for adding vehicles named ‘Add 
Vehicle’ will be activated to facilitate the process. At higher traffic flow levels, there is 
a chance of more than one vehicle arriving during each scan interval (0.5s). To address 
this issue, an additional clock for scanning with a precision of 0.05 s is provided, so that 
a maximum of 20 vehicles can be added in one second. The precision of 0.05 s, decided 
based on field studies, is intended to account for the maximum possible number of 
smaller vehicles, like motorised two wheelers, auto-rickshaw, etc. that may arrive in 
large numbers in short periods on multilane highways. Thus, the logic formulated for 
the model also permit admission of vehicles in parallel across the road width, since it is 
common for smaller vehicles such as Motorised two-wheelers to move in parallel in the 
traffic stream without lane discipline. Vehicles admitted to the simulation road stretch 
are then allowed to move based on the various movement logics formulated. When the 
cumulative precision time is equal to the scan interval, the module for vehicle 
movement ‘Move All Vehicles’ will be activated to move all the vehicles in the 
simulation road stretch, with their current parameter values. The above process will be 
continued until the clock time matches with the assigned total simulation time. The 
model is also capable of simulating homogeneous traffic (cars-only traffic stream, 
comprising of 100 percentage of car). 
The inputs required for the model to simulate the heterogeneous traffic flow are: road 
geometry, traffic volume, and composition, vehicle dimensions, minimum and 
maximum lateral spacing between vehicles, minimum longitudinal spacing between 
vehicles, free speeds of different types of vehicles, acceleration and deceleration 
characteristics of vehicles, the type of headway distribution and the simulation period. 
The various quantitative results of the simulation process (model outputs), obtained over 
the specified length of the simulation stretch are: category-wise average speeds of 
vehicles, speed profiles of all the vehicles, time headways of all the vehicles generated, 
number of overtaking (passing) maneuvers executed by each vehicle. 
 
 
5. Model validation 
 
The process of checking for the effectiveness of a model to replicate reality is termed 
as model validation. Thus, there is a need to collect the data of the characteristics of the 
system being simulated. For collection of traffic data to validate the simulation model, 
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the stretch of intercity roadway between km 77.2 and km 77.4, of National Highway 
No. 45 between the cities, Chennai and Chengalpet, in the southern part of India, was 
selected for collection of traffic data for the study. The study stretch is a four-lane 
divided road with 7.25 m wide main carriageway and 1.5 m of paved shoulder for each 
direction of movement. The stretch is straight and level with no side road connections. 
Also, the traffic flow on the study stretch was unhindered by the road side land uses.  
 
5.1 Data collection 
 
Collection and analysis of data play a pivotal role in the development of successful 
simulation models. The field data inputs required for the model, as mentioned earlier, 
was collected at the selected stretch. A digital video camera was used to capture the 
traffic flow for a total duration of 1h. The video captured traffic data was then 
transferred to a Work station (computer) for detailed analysis. The required input traffic 
data for the simulation was obtained by running the video of the traffic flow at a slower 
speed (⅛th of the actual speed) to enable one person to record the data by observing the 
details displayed on the monitor of the computer. The composition of the measured 
traffic volume on the study stretch is as depicted in Figure 4. It may be noted that 
Animal drawn vehicles and Tricycles, which may be present in small numbers on 
certain intercity roads, are not present on the study stretch. 
 
Trucks
35%
Buses
21%
Cars
17%
LCV
11%
MTW
12%
MThW
2%
Bicycle
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Figure 4: Traffic composition at the study road stretch. 
Note: L.C.V. - Light Commercial Vehicles; M.Th.W. - Motorised Three-Wheelers; M.T.W. - Motorised 
Two-Wheelers. 
 
The free speeds of the different categories of vehicles were measured under free-flow 
conditions and this time period is different from the 1 hour period of data collection. 
The speeds of the different categories of vehicles were measured by noting the time 
taken by the vehicles to traverse a trap length of 50 m. The observed mean, minimum 
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and maximum free speeds of various classes of vehicles and their corresponding 
standard deviations are shown in columns (2), (3) ,(4) and (5) respectively of Table 1.  
Table 1: Free speed parameters of different types of vehicles. 
Note: L.C.V. - Light Commercial Vehicles; M.Th.W. - Motorised Three-Wheelers; M.T.W. - Motorised 
Two-Wheelers. 
 
The overall dimensions of all categories of vehicles, adopted from literature (Arasan 
and Koshy 2005), are shown in columns (2) and (3) of Table 2. Any vehicle, moving in 
a traffic stream, has to maintain sufficient lateral clearance on the left and right sides 
with respect to other vehicles/curb/ median to avoid side friction. These lateral 
clearances depend upon the speed of the vehicle being considered, speed of the adjacent 
vehicle in the transverse direction, and their respective types. 
Table 2: Observed vehicle dimensions. 
Note: L.C.V. - Light Commercial Vehicles; M.Th.W. - Motorised Three-Wheelers; M.T.W. - Motorised 
Two-Wheelers. 
 
The minimum and maximum values of lateral-clearance share, adopted from an 
earlier study (Arasan and Koshy 2005), are given in columns (2) and (3), respectively, 
of Table 3. 
Vehicle type 
 
 
(1) 
Free speed parameters in km/h 
Mean 
 
(2) 
Min. 
 
(3) 
Max. 
 
(4) 
Standard 
deviation 
(5) 
Buses 70 90 45 10 
Trucks 62 90 53 8 
L.C.V. 67 90 50 6 
Cars 86 110 60 15 
M.Th.W 52 55 45 3 
M.T.W 57 75 35 11 
Bicycles 14 20 10 4.5 
Vehicle type 
 
 
(1) 
Average overall dimension (m) 
Length 
 
(2) 
Width 
 
(3) 
Buses 10.3 2.5 
Trucks 7.5 2.5 
L.C.V. 5.0 2.0 
Cars 4.0 1.6 
M.Th.W 2.6 1.4 
M.T.W 1.8 0.6 
Bicycles 1.9 0.5 
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Table 3: Minimum and maximum lateral clearances. 
Note: * - Maximum speed of these vehicles is 20 km/h; L.C.V. - Light Commercial Vehicles; M.Th.W. - 
Motorised Three-Wheelers; M.T.W. - Motorised Two-Wheelers. 
 
The minimum and the maximum clearance-share values correspond to, respectively, 
zero speed and free speed conditions of respective vehicles. The lateral-clearance-share 
values are used to calculate the actual lateral clearance between vehicles based on the 
type of the subject vehicle and the vehicle by the side of it. For example, at zero speed, 
if a motorized two-wheeler is beside a car, then, the clearance between the two vehicles 
will be 0.1 + 0.3 = 0.4 m. The data on, acceleration values of different vehicle 
categories, at various speed ranges, taken from available literature (Arasan and Koshy 
2005), are shown in Table 4. 
Table 4: Acceleration rates of different categories of vehicles. 
Note: * - Maximum speed of these vehicles is 20 km/h; L.C.V. - Light Commercial Vehicles; M.Th.W. - 
Motorised Three-Wheelers; M.T.W. - Motorised Two-Wheelers. 
 
 
 
 
 
Vehicle type 
 
 
(1) 
Lateral-clearance share (m) 
At zero speed 
 
(2) 
At a speed of 60 km/h 
 
(3) 
Buses 0.3 0.6 
Trucks 0.3 0.6 
L.C.V. 0.3 0.5 
Cars 0.3 0.5 
M.Th.W 0.2 0.4 
M.T.W 0.1 0.3 
Bicycles 0.1 0.3* 
Vehicle type 
 
 
(1) 
Rate of acceleration at various speed ranges (m/s2) 
0-20 km/h 
 
(2) 
20- 40 km/h 
 
(3) 
Above 40 km/h 
 
(4) 
Buses 0.89 0.75 0.67 
Trucks 0.79 0.50 0.43 
L.C.V. 0.82 0.45 0.35 
Cars 1.50 1.10 0.95 
MThW 1.01 0.45 0.30 
MTW 1.35 0.80 0.60 
Bicycle 0.10 - - 
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5.2 Distribution of input variables 
 
5.2.1 Arrival pattern 
 
Some of the input variables to the simulation model are random in nature and hence 
are to be represented using appropriate probability distributions. The required traffic 
data for this purpose were obtained by running the video of the traffic flow at a slower 
speed (⅛th of the actual speed) to enable one person to record all the vehicle arrivals by 
observing the details displayed on the monitor of the computer. Fixing the time interval 
as 5 seconds (real time), the number of vehicle arrivals, in each successive five seconds 
interval, covering the whole of the hourly volume of traffic, was recorded. The data, 
thus obtained, after grouping into different classes was fitted into statistical 
distributions. In this case, Poisson distribution was found to fit well the vehicle-arrival 
pattern. The Chi-square goodness-of-fit test shows that the observed frequencies have 
significant fit with Poisson distribution for vehicle arrival pattern. The goodness of fit of 
the vehicle arrival pattern into poission distribution is depicted in Figure 5. It can be 
seen that there is a good match of observed and the theoretical values.  
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Figure 5: Theoretical and observed arrival patterns. 
 
5.2.2 Headway distribution 
 
The inter arrival time (headway) between successive vehicles was measured by noting 
down the time gap between successive vehicle arrivals by playing the video of the 
traffic flow at ⅛th of the original speed to enable data recording easier. The details of the 
observed headway are shown in Table 5. 
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Table 5: Chi-square goodness-of-fit test for headway distribution. 
 
The data, classified over a time interval of 5.0 s, was fitted into the negative 
exponential distribution, as per the details given in Table 5 and the goodness of fit was 
tested using a chi-squared distribution. It can be seen that the observed chi-square value 
is 1.930 against the critical value from chi-squared table, for 6 degrees of freedom at 5% 
level of significance, of 12.59. Hence, the observed headway distribution fits well into 
the assumed negative exponential distribution. To depict the goodness of fit, the 
cumulative frequency distribution of the observed and theoretical headways (inter 
arrival time) were plotted on the same set of axes, as shown in Figure 6. It can be seen 
that the distribution of observed and theoretical headways match with each other to a 
large extent corroborating the inference obtained through the chi-square test. 
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Figure 6: Goodness of fit of observed and theoretical headways. 
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(1) 
Lower class 
limit ‘t’ 
 
 
(2) 
e-λt 
 
 
 
(3) 
Theoretical % 
frequency of 
headway > 
Lower class limit 
(4) 
Theoretical 
frequency in 
the class (E) 
 
(5) 
Observed 
frequency in 
the class (O) 
 
(6) 
 
 
 
 
(7) 
0-5 0 1.000 100.0 226 236 0.484 
5-10 5 0.532 53.2 120 112 0.534 
10-15 10 0.283 28.3 63 62 0.016 
15-20 15 0.151 15.1 34 35 0.031 
20-25 20 0.080 8.0 18 18 0.000 
25-30 25 0.043 4.3 10 7 0.712 
30-35 30 0.023 2.3 5 6 0.152 
>35 35 0.012 1.2 6 6 0.000 
χ2 value from table at 5% level of significance for 6 degrees of freedom is 12.59. χ2 value = 1.930 
E
EO 22 )( −
=χ
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The observed traffic volume and composition was given as input to the simulation 
process. The simulation runs were made with different random number seeds and the 
averages of the values were taken as the final model output. The model output includes 
the number of each category of vehicle generated, values of all the associated headways 
generated, number of vehicles present over a given road length at any point of time, 
number of overtaking maneuvers made by each vehicle, speed profile of vehicles, etc. 
For the purpose of validation, the simulation model was used to replicate the field 
observed heterogeneous traffic flow on a stretch of road. The total length of road 
stretch, for simulation purpose, was taken as 1,400 m. The initial 200 m length, at the 
entry point, was used as a warm-up zone. To avoid unstable traffic flow condition at the 
exit end, a 200 m long road stretch at the exit end was also excluded from the analysis. 
Thus, the middle 1000 m length of the simulation stretch was used to collect the data of 
the simulated traffic flow characteristics. To eliminate the initial transient nature of 
traffic flow, the simulation clock was set to start only after the first 50 vehicles reached 
the exit end of the road stretch. The simulation model was run with three random 
number seeds, and the average of the three runs was taken as the final output of the 
model. The observed roadway condition, traffic volume and composition were given as 
input to the simulation process. The inter arrival time (headway) of vehicles was found 
to fit into negative exponential distribution and the free speeds of different categories of 
vehicles, based on the results of an earlier study (Kadiyali et al. 1981)), was assumed to 
follow Normal distribution. These distributions, then, formed the basis for input of the 
two parameters for the purpose of simulation. To check for the validity of the model, the 
vehicle speeds simulated by the model were compared with the field observed speed 
values for each category of vehicles. The comparison of the observed and simulated 
speeds, for the observed traffic volume of 482 vehicles per hour, is shown in Figure 7. It 
can be seen that the simulated speed values significantly replicate the field observed 
speeds for all vehicle types. 
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Figure 7: Model validation by comparison of speeds. 
Note: L.C.V. - Light Commercial Vehicles; M.Th.W. - Motorised Three-Wheelers; M.T.W. - Motorised 
Two-Wheelers. 
 
A statistical validation of the match of the observed and simulated speeds of different 
categories of vehicles was also done through a paired t-test. The details of the 
comparison of the simulated and observed speeds of different categories of vehicles on 
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statistical basis are shown in Table 6. It can be seen that the simulated speed values 
significantly replicate the field observed speeds of the different categories of vehicles. 
Table 6: Details of comparison of the observed and simulated speeds on statistical basis. 
Vehicle type 
 
 
(1) 
Observed 
average speed 
in km/h 
(2) 
Simulated 
average speed 
in km/h 
(3) 
Difference 
(deviation) 
 
(4) 
Square of 
deviation minus 
mean 
(5) 
Buses  68.87 70.26 -1.39 5.35 
Trucks 64.84 62.30 2.54 2.61 
Light Commercial Vehicles  68.09 66.70 1.39 0.22 
Cars 85.11 85.64 -0.53 2.11 
Motorised Three-Wheelers  52.92 52.29 0.63 0.09 
Motorized Two-Wheelers 58.84 56.58 2.26 1.79 
Bicycles 15.09 13.83 1.26 0.41 
Total   6.16 12.28 
dmean = Mean of observed difference =6.16/7 = 0.88 
t statistic, to = dmean /(Sd /√K),   where K = Number of data sets =7 
Sd2 = 12.28/(k-1) = 12.28/6 = 2.05,   where Sd is the Standard deviation; Sd =1.430 
to = 0.88/(1.430/√7) =1.628 
 
The critical value of t statistical for 0.05 level of significance and 6 degrees of freedom, obtained from 
standard t-distribution table, is 2.45. Thus, it can be seen that the value of t statistic calculated based on 
the observed data (to) is less than the corresponding Table value. This implies that the simulated speeds 
significantly represent the observed speeds. 
 
 
6. Model application 
 
The ‘HETEROSIM’ model can be applied to study various heterogeneous traffic 
scenarios for varying traffic and roadway conditions. Here, the application of the model 
is to develop relationship between traffic volume and speed and then to quantify the 
relative impact of the presence of each of the different types of vehicles on traffic flow 
by estimating PCU values under homogeneous and heterogeneous traffic conditions, for 
the different categories of vehicles. 
 
6.1 Speed-volume relationship 
 
One of the basic studies in traffic flow research pertains to the relationship between 
speed and volume of traffic. The highway capacity for different roadway and traffic 
conditions can be estimated using speed-volume relationships. Hence, the speed-flow 
relationship was developed for the heterogeneous traffic flow, taking the composition of 
traffic and roadway conditions being the same as observed in the field, by running the 
simulation for various volumes, starting from near-zero to the capacity of the road. 
Also, speed-volume relationship for cars-only traffic (traffic stream comprising of 100 
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percentage cars) was developed by simulating the homogeneous traffic flow, in one 
direction, from the minimum to the maximum possible volumes.  
The total length of road stretch considered for the experiments is 1400 m, with 200 m 
sections at the entry and exit excluded from output data collection as warm-up and tail 
end sections, respectively. The central 1000 m stretch was considered as the observation 
stretch and the various traffic flow parameters were recorded while vehicles were 
moving through it. To account for the variation due to randomness, the simulation runs 
were repeated using three different-random number streams to check for the consistency 
of the results. Giving the relevant data as input, the traffic flow was simulated for 
volume levels ranging from a very low level to the maximum possible value (capacity) 
and the speeds corresponding to each of the volume levels were obtained as output. In 
this regard, it may be noted that when simulation runs are made with successive 
increments in traffic volume (input), there will be commensurate increase in the exit 
volume at the end of simulation stretch. When the simulated volume reaches the 
capacity level, the increments in the input traffic volumes will not result in the same 
amounts of increase in the exit volume, and will result in a decrease in the rate of traffic 
flow. A few successive decreases in the exit volume (in spite of increase in the input) 
indicate that the roadway has reached its capacity. The speed-volume relationships, 
pertaining to 8.75 m wide road, are depicted, on the same set of axes, in Figure 8. It can 
be seen that, in both the cases, the speed-volume curves follow the established trend. 
Also, it can be seen from the curves that the capacity of the considered road stretch, 
having width of 8.75 m (two lanes plus 1.5 m wide paved shoulder) for one direction of 
traffic flow, is about 2700 vehicles per hour under the heterogeneous traffic condition 
and it is about 4500 cars per hour under cars-only traffic condition. 
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Figure 8: Speed - Volume relationship. 
 
6.2 Estimation of PCU values 
 
Expressing highway-capacity (volume) as number of vehicles passing a given section 
of road per hour will be inappropriate when vehicles with widely varying static and 
dynamic characteristics are present in the road traffic. The capacity-volume of such 
heterogeneous traffic can be expressed more precisely as Passenger Car Unit (PCU) per 
hour by converting the different types of vehicles into equivalent passenger cars. 
Therefore, it is very important to estimate these PCU values accurately. After a careful 
study of the various approaches adopted for estimation of PCU of vehicles, it was found 
that the methodology of approach of Transport and Road Research Laboratory (TRRL), 
London, UK may be appropriate for the heterogeneous traffic being dealt with. The 
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PCU has been defined by TRRL (1965) as follows: “on any particular section of road 
under particular traffic condition, if the addition of one vehicle of a particular type per 
hour will reduce the average speed of the remaining vehicles by the same amount as the 
addition of, say x cars of average size per hour, then one vehicle of this type is 
equivalent to x PCU. This definition has been taken as the basis for derivation of PCU 
values, in this study. Hence, the PCU values for the different types of vehicles, at 
various volume levels, were estimated by taking the average stream speed as the 
measure of performance. 
 
6.3 Estimating PCU values in cars-only traffic  
 
Though the prime objective of this study is to quantify the vehicular interactions, in 
terms of Passenger Car Unit (PCU) under heterogeneous traffic, it will be useful to 
estimate the Passenger Car Unit (PCU), values of different vehicle types while moving 
with cars-only traffic stream to provide a set of basic PCU values of the different types 
of vehicles for the purpose of comparison. This will provide information on the absolute 
amount of impedance caused by a vehicle type while moving in the traffic stream, 
which comprises of cars and the subject vehicles only. 
Since, speed is the performance measure identified to estimate the PCU values, 
average speed of cars-only traffic for a set of selected volume levels corresponding to 
volume-to-capacity ratios of 0.13, 0.25, 0.375, 0.50, 0.625, 0.75, 0.875 and 1.0 (taking 
the capacity value from the speed-flow curve corresponding to cars only traffic shown 
in Figure 8) were estimated by simulating the homogeneous traffic flow (100 % 
passenger cars) in one direction, on four-lane, divided intercity road. The impedance 
caused by a vehicle type, in terms of PCU, for a chosen volume level was estimated by 
replacing a certain percentage (the observed percentage composition of the subject-
vehicle in the field - Fig. 4) of cars in the homogeneous traffic stream with the subject-
vehicle type, such that, the average speed of cars remained the same as before the 
replacement of the cars. The number of subject vehicle can be adjusted, on trial basis, 
by observing the average speed of cars in each trial. If the average car speed is more, 
after replacement, than the average car speed under homogeneous traffic, it is to be 
inferred that, the introduced number of subject vehicles is inadequate to compensate for 
the removed cars. Similarly, if the average speed of cars, after replacement, is less than 
the average car speed under homogeneous traffic, it is to be inferred that the introduced 
subject-vehicle volume is more than the equivalent volume of cars. After regaining the 
original speed of cars by adjusting the number of subject vehicles, the PCU value of the 
vehicle type can be estimated using the following equation. 
 
 
 
Number of cars removedPCU value of subject vehicle type
Number of subject vehicle type added=
 (1) 
 
The logic behind the above approach is that, as stated in the definition of PCU, the 
introduced subject vehicle type creates, more or less, the same effect on the traffic 
stream that is equivalent to that of the cars removed from the stream. The PCU value of 
the subject-vehicle was determined, following the said procedure, for the same set of 
traffic volume levels selected for cars-only traffic. To account for the variation due to 
randomness, the simulation runs were made with three random number seeds and the 
average of the three values was taken as the final value. 
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At low traffic volume levels, if the speed of cars corresponds to their free-flow speed 
for a selected V/C ratio, to estimate PCU value of vehicles, however, the maximum 
number of cars that will not change the speed of the cars, when added to the traffic 
stream corresponding to the selected V/C ratio; is first determined. Then, the number of 
cars added is to be removed and the maximum number of subject vehicle that will not 
alter the speed of cars, when added, needs to be determined by trial and error. Then, the 
maximum number of cars divided by the maximum number of subject-vehicle will give 
the PCU value of the subject vehicle. The said procedure was adopted in the present 
study as and when required. 
The variation of PCU values of the different types of vehicles over traffic volume, in 
homogeneous (Cars-only) traffic condition has been shown in Table 7. 
Table 7: Variation of PCU value over volume for different vehicles types in cars-only traffic. 
 
 
V/C ratio 
(1) 
PCU value 
Buses 
(2) 
Trucks 
(3) 
L.C.V. 
(4) 
M.Th.W 
(5) 
M.T.W. 
(6) 
Bicycle 
(7) 
0.125 3.00 3.26 2.16 1.10 0.90 0.85 
0.250 2.87 3.11 2.04 1.60 1.50 1.35 
0.375 2.75 2.95 1.93 1.75 1.60 1.48 
0.500 2.63 2.83 1.85 1.80 1.65 1.53 
0.625 3.10 3.25 1.97 1.40 1.28 1.13 
0.750 3.66 3.62 2.35 1.20 1.10 0.92 
0.875 4.50 4.28 2.74 1.00 0.90 0.82 
1.000 5.57 5.33 3.45 0.90 0.78 0.75 
Note: L.C.V. - Light Commercial Vehicles; M.Th.W. - Motorised Three-Wheelers; M.T.W. - Motorised 
Two-Wheelers. 
 
From Table 7, it can be seen that at low volume levels, in the case of vehicles that are 
larger in size than car (columns (2), (3) and (4)), the PCU decreases with increase in 
traffic volume (when V/C ratio is less than 0.5) and the PCU increases with the increase 
in traffic volume at high volume levels (When V/C ratio is more than 0.5). Whereas, in 
the case of vehicles that are smaller than car (columns (5), (6) and (7)), at low volume 
levels, the PCU increases with increase in traffic volume and the PCU decreases with 
increase in traffic volume at high volume levels. The attempt to find the possible reason 
for these trends revealed that the relative changes, caused by the overall traffic 
environment, (because of the factors such as manoeuvrability and physical size of the 
subject vehicle type) in the speeds of the reference vehicle (car) and the subject vehicle 
(for which the PCU value is to be estimated), at various traffic volume levels, are the 
main contributors to the trend. 
 
6.4 Estimating PCU values in heterogeneous traffic 
 
The PCU values for the different types of vehicles, under heterogeneous traffic 
conditions, at various volume levels, were estimated using simulation. For the purpose 
of simulation, eight traffic volume levels corresponding to volume to capacity (V/C) 
ratios of 0.125, 0.25, 0.375, 0.50, 0.625, 0.75, 0.875 and 1.0 (taking the capacity value 
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from the speed-flow curve corresponding to heterogeneous traffic shown in Figure 8) 
were considered. At each volume level, first, heterogeneous traffic flow of field 
observed composition (Figure 4) was simulated for an hour and the traffic stream speed 
was obtained as the weighted average of the speeds of the different categories of 
vehicles. Then, a certain percentage of cars were replaced by the subject vehicle type 
(for which the PCU value is to be estimated) in the mixed traffic stream, such that the 
average stream speed, obtained by simulation (Figure 8), remained the same as the 
earlier stream speed. Then, for each flow level, the number of cars removed divided by 
the number of subject vehicle type introduced will give the PCU value of that vehicle 
type. The variation of PCU values of the different types of vehicles over traffic volume, 
in heterogeneous traffic condition, for the purpose of comparison, has been presented in 
Table 8. It can be seen that the general trend of variation of the PCU values of vehicles 
over volume is the same as in the case of cars-only traffic. Hence, the explanation 
provided for the trend in the case of cars-only traffic is valid for heterogeneous traffic 
condition also. 
Table 8: Variation of PCU value over volume for different vehicles types in heterogeneous traffic. 
 
 
V/C ratio 
(1) 
PCU value 
Buses 
(2) 
Trucks 
(3) 
L.C.V. 
(4) 
M.Th.W 
(5) 
M.T.W 
(6) 
Bicycle 
(7) 
0.125 2.00 2.25 1.42 0.50 0.34 0.30 
0.250 1.95 2.20 1.38 0.72 0.43 0.42 
0.375 1.90 2.15 1.32 0.85 0.52 0.54 
0.500 1.80 2.10 1.28 0.90 0.66 0.66 
0.625 1.70 1.90 1.24 0.85 0.74 0.72 
0.750 1.80 1.95 1.28 0.80 0.72 0.70 
0.875 2.20 2.10 1.32 0.72 0.62 0.66 
1.000 2.70 2.50 1.48 0.60 0.49 0.50 
Note: L.C.V. - Light Commercial Vehicles; M.Th.W. - Motorised Three-Wheelers; M.T.W. - Motorised 
Two-Wheelers. 
 
The variation of the PCU value of Buses, over V/C ratio, as example, has been 
depicted in Figure 9. It can be seen that the PCU value of buses is high at very low 
volume levels and the value decreases with increase in volume up to certain volume 
level (V/C = 0.625) beyond which there is increase in the PCU value. The attempt to 
find the possible reason for that trend revealed that the relative changes, caused by the 
overall traffic environment, in the speeds of the reference vehicle (car) and the subject 
vehicle (bus), at various traffic volume levels are the main contributors to the trend. The 
change in speed difference, in respect of the cars and buses, can be calculated as the 
percentage change in the speed of cars minus the percentage change in the speed of 
buses. The trend of the change in speed difference between cars and buses is also shown 
in Figure 9. It can be seen that both the trend lines exhibit the same pattern. 
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Figure 9: Variation of PCU value of buses. 
 
The variation of PCU value of a smaller vehicle (motorised two-wheeler), over traffic 
volume, as example, is depicted in Figure 10. It can be seen that the PCU value of 
motorised two-wheelers is low at very low traffic volume level and then, it increases 
with increase in traffic volume. This trend continues up to certain volume level (V/C 
ratio = 0.625) beyond which the PCU value decreases with further increase in traffic 
volume. The trend line depicting the change in speed difference between cars and 
motorised two-wheelers is also shown in Figure 10. It can be seen that the trends of 
change in PCU and the change in speed difference have similar pattern. 
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Figure 10: Variation of PCU value of motorized two-wheelers. 
 
6.5 Effect of heterogeneity on PCU values 
 
It is clear that the degree of heterogeneity of traffic stream affects the speed and other 
traffic flow parameters, and influences the magnitude of interaction between the moving 
vehicles significantly. The presence of a vehicle type, other than car, in the cars-only 
traffic stream, creates a traffic condition, which is totally different from the cars-only 
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traffic condition. The change in the traffic condition make the vehicles to offer varying 
amount of impedance to the movement of adjacent vehicles in the traffic stream, 
depending upon the extent of variation of traffic stream from cars-only (homogeneous) 
traffic condition. In the light of the said fact, a comparison of the interactions of 
different vehicle types in cars-only traffic and in heterogeneous traffic, the amount of 
interaction having been measured in terms of PCU, will be useful. Figures 11 and 12, 
for example, illustrate the comparison of variation of PCU values of buses and 
motorised two-wheelers, over traffic volume, in cars-only traffic and heterogeneous 
traffic flow conditions. It may be noted that, to facilitate plotting of the variation of 
PCU in homogeneous and heterogeneous traffic conditions, using the same set of axes, 
the traffic volume has been represented using V/C ratio. 
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Figure 11: Comparison of variation of PCU values of buses. 
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Figure 12: Comparison of variation of PCU values of motorised two-wheelers. 
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It can be seen that, the magnitude of vehicular interactions measured in terms of 
Passenger Car Units (PCU), under cars-only traffic condition, are significantly higher 
for all the vehicle types, when compared to their corresponding values under 
heterogeneous traffic condition. Higher PCU values under cars-only traffic condition 
may be attributed to the higher speed difference between the cars and the subject-
vehicle in cars-only traffic, than the difference between car speed and subject-vehicle 
speed under heterogeneous traffic condition, as shown in Table 9. For example, at 
volume-to-capacity ratio value of 0.50, under cars-only traffic condition, through the 
simulation experiments, it has been found that the average speed of cars is 74.35 km/h 
and that of buses is 60.65 km/h, resulting in a speed difference of 13.7 km/h. Whereas, 
under heterogeneous traffic condition, the average car speed for the same volume-to-
capacity ratio is 66.83 km/h and the average bus speed is 57.16 km/h, resulting in a 
speed difference of 9.66 km/h. The PCU values of buses, at this level of traffic flow, 
under cars-only traffic and heterogeneous traffic conditions are 2.63 and 1.80 
respectively. Similarly, the average speeds of cars and motorised two-wheelers, at V/C 
ratio of 0.5, in cars-only traffic, are 70.11 and 57.53 km/h respectively, resulting in a 
speed difference of 12.58 km/h. The average speeds of cars and motorised two-wheelers 
in heterogeneous traffic, at the same flow (V/C ratio) level are 66.83 and 56.17 km/h 
respectively, resulting in a speed difference of 10.66 km/h. The PCU values of 
motorised two-wheelers at V/C ratio level of 0.5, with cars-only traffic and 
heterogeneous traffic, are 1.65 and 0.66 respectively. 
Table 9: Comparison of speeds of the vehicles in cars-only and heterogeneous traffic conditions. 
Note: L.C.V. - Light Commercial Vehicles; M.Th.W. - Motorised Three-Wheelers; M.T.W. - Motorised 
Two-Wheelers. 
Volume-to- 
Capacity 
(V/C ) 
ratio 
Cars-only traffic condition 
(vehicle speed in km/h) 
Heterogeneous traffic condition 
(vehicle speed in km/h) 
Cars Subject 
vehicle 
Speed 
difference 
Cars Subject 
vehicle 
Speed 
difference 
 Subject vehicle: Buses 
0.25 81.05 65.95 15.1 78.55 64.34 14.2 
0.50 74.35 60.65 13.7 66.83 57.16 9.66 
0.75 52.66 46.15 6.51 47.82 42.86 4.96 
 Subject vehicle: Trucks 
0.25 81.38 63.15 18.23 78.55 61.04 17.51 
0.50 76.00 59.80 16.20 66.83 56.79 10.04 
0.75 52.35 46.45 5.90 47.82 43.68 4.14 
 Subject vehicle: L.C.V. 
0.25 81.62 66.84 14.78 78.55 66.12 12.43 
0.50 75.80 62.25 13.55 66.83 60.48 6.35 
0.75 54.98 49.53 5.45 47.82 46.52 1.30 
 Subject vehicle: M.Th.W. 
0.25 81.29 52.86 28.43 78.55 51.78 26.76 
0.50 69.54 52.65 16.89 66.83 50.76 16.06 
0.75 54.39 44.76 9.63 47.82 43.32 4.50 
. Subject vehicle: M.T.W 
0.25 81.11 57.64 23.47 78.55 57.15 21.40 
0.50 70.11 57.53 12.58 66.83 56.17 10.66 
0.75 57.12 50.53 6.59 47.82 47.74 0.08 
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For studying, the effect of heterogeneity of traffic on PCU values of vehicles, plots 
showing the variation of difference in speed change over traffic volume under cars-only 
and heterogeneous traffic conditions on 8.75 m wide road, were also made for each of 
the different vehicle types. The plots depicting the variation of difference in speed 
change over traffic volume under cars-only and heterogeneous traffic conditions on 8.75 
m wide road for buses and motorised two-wheelers, as examples, are given in Figures 
13 and 14. The difference in speed change, in respect of cars and the subject vehicle, is 
calculated as the percentage change in speed of cars minus the percentage change in 
speed of subject vehicle for the successive V/C ratios. 
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Figure 13: Comparison of difference in speed change between cars and buses under homogeneous and 
heterogeneous traffic condition. 
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Figure 14: Comparison of difference in speed change between cars and buses under homogeneous and 
heterogeneous traffic condition. 
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From the Figures (13 and 14), it can be seen that both the trend lines (pertaining to the 
variation of difference in speed change over volume under cars-only and heterogeneous 
traffic conditions) exhibit the same pattern as the trends of variation of PCU values of 
buses and motorised two-wheelers (Figures 11 and 12). Moreover, it can be noted that, 
at all the volume-to-capacity (V/C ratios) levels, the difference in percentage change is 
higher in the case of cars-only traffic conditions, when compared to the corresponding 
values under heterogeneous traffic conditions. Hence, it is clear that higher speed 
difference between cars and other categories of vehicles, in cars-only traffic, than the 
difference between car speed and subject-vehicle speed under heterogeneous traffic 
condition, has resulted in higher PCU values under cars-only traffic condition. Thus, in 
general, it is seen that, the impedance caused to traffic flow by a vehicle type in cars-
only traffic is higher in magnitude than in heterogeneous traffic. The speed reduction to 
cars, in cars-only traffic, has been caused fully by the impedance offered by the subject-
vehicle type. Whereas, under heterogeneous traffic, the speed reduction of cars, has 
been caused by the collective impedance offered by the vehicles, other than cars, along 
with the subject vehicle type. 
 
 
7. Check for Accuracy of PCU Values 
 
For the purpose of checking for the accuracy of the PCU estimates for the different 
categories of vehicles, first, the heterogeneous traffic flow of field observed 
composition was simulated for one hour, for selected values of V/C ratios and the 
number of vehicles passing the simulation stretch, in each category, for each case, was 
noted. Then, the vehicles of the different categories were converted into equivalent 
PCUs by multiplying the number of vehicles in each category, by the corresponding 
PCU values (Table 8). The products, thus obtained, were summed up to get the total 
traffic flow in PCU/h. Then, ‘cars-only’ traffic was simulated for one hour for the same 
set of V/C ratio values (taking the capacity value from the speed-flow curve 
corresponding to cars only traffic shown in Figure 8). Thus, the traffic volume, in terms 
of number of cars, was obtained for the set of selected V/C ratios. Comparison of the 
traffic flows measured in terms of PCU and in terms of number of passenger cars, for 
the set of the selected V/C ratios, is shown in Figure 15. It can be seen that the 
heterogeneous traffic flow in PCU/h and the cars-only flow in cars/h match to a greater 
extent at each V/ C ratio, indicating the accuracy of the estimated PCU values. 
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Figure 15: Comparison of heterogeneous traffic and cars-only traffic flows. 
 
A paired t-test, based on the passenger car equivalent (PCU/h) and passenger cars-
only (cars/h) traffic volumes was also done. The calculated value of t-statistic (t0) is 
1.98. The critical value of t statistic for a level of significance of 0.05 for 7 degrees of 
freedom, obtained from standard t-distribution table is 2.37. This implies that, there is 
no significant difference between the traffic volumes measured in terms of passenger 
cars and in PCU.  
 
 
8. Findings 
 
The following are the important findings of the study: 
 
1. The simulation model of heterogeneous traffic flow named, HETEROSIM is 
found to be valid for simulating heterogeneous traffic flow on intercity roads to a 
satisfactory extent.  
2. From the speed-volume curve, developed using the simulation model, it is found 
that, for the observed traffic composition, the capacity of a level, four-lane divided 
road with 7.25 m wide main carriageway and 1.5 m wide paved shoulder for one 
direction of traffic flow, is about 4600 PCU/h.  
3. It is found that, the estimated PCU values of the different categories of vehicles of 
the heterogeneous traffic are accurate at 5% level of significance. 
4. It is seen that, the impedance caused to traffic flow by a vehicle type in cars-only 
traffic is higher in magnitude than in heterogeneous traffic.  
5. It is found that, by virtue of the complex nature of interaction between vehicles 
under the heterogeneous traffic condition, the PCU estimates, made through 
simulation, for the different types of vehicles of heterogeneous traffic, for a wide 
range of traffic volume levels significantly changes with change in traffic volume.  
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6. Under heterogeneous traffic conditions, the trend of variation of the PCU value, 
over traffic volume, indicates that (i) in the case of vehicles that are larger than 
passenger cars, at low volume levels, the PCU value decreases with increase in 
traffic volume and at high traffic volume levels, the PCU value increases with 
increase in traffic volume and (ii) whereas, in the case of vehicles that are smaller 
than passenger cars, at low volume levels, the PCU value increases with increase 
in traffic volume and at high volume levels, the PCU value decreases with 
increase in traffic volume. 
7. It is inferred that the change in the PCU value of the different categories of 
vehicles, due to change in traffic volume, under heterogeneous traffic condition, is 
directly influenced by the change in the speed difference between the reference 
vehicle (car) and the subject vehicle (a chosen vehicle type, other than car) under 
various volume levels. 
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Abstract 
 
Bus lanes have been widely implemented internationally for improving the performance and quality-of-
service of surface transit systems. Despite their importance to a city’s transit system, bus lanes are 
frequently violated by road users resulting in subpar service standards. Using extensive field data 
measurements from Athens, Greece, we analyze violation rates and study their effects on bus lane 
operational characteristics. Results indicate that: i. reduced perceived enforcement increases violation 
rates; ii. congestion in adjacent lanes significantly affects bus lane violation characteristics; and, iii. bus 
speeds are significantly reduced with increased violations. 
 
Keywords: Bus lanes; Violation. 
 
 
 
1. Introduction 
 
Bus systems are widely used because of their relatively low investment and 
operational cost compared to subway systems, along with their potential for easier 
network modifications and extensions. However, since buses operate on the existing 
road infrastructure, traffic and congestion significantly impact their performance and 
result in lower quality of service and declining ridership. To address this, bus priority 
measures have been widely implemented in the past few decades to improve the 
performance and quality of service of surface transit systems; such measures include, 
for example, exclusive transit corridors (bus ways, bus lanes) and the provision of signal 
priority. Bus lanes in particular, have been widely implemented in cities worldwide: 
London and Paris have networks of 240 km and 190 km of bus lanes respectively, while 
in other cities such as Singapore, Sydney, Berlin and Barcelona bus lanes extend 
between 70 and 140 km (EMTA, 2009). Bus lane impacts include decreases in bus 
travel times, increases in bus speeds and reliability improvements (Jacques and 
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Levinson, 1997). For example, average bus speed in the Paris bus lanes is 25% higher 
compared to the rest of the network (RATP, 2009), while bus lanes in London have 
been associated with a 40% increase in bus ridership (TFL, 2009). Indeed, bus lanes are 
largely implemented for improving the attractiveness of bus services, increasing bus 
speeds, improving schedule reliability, and reducing overall emissions (EMTA, 2009; 
Jacques and Levinson, 1997; RATP, 2009; TFL, 2009). 
While exclusive bus corridors are primarily set for transit vehicles, other vehicle 
categories are frequently allowed to use them (including bicycles, motorcycles and 
emergency service vehicles), as long as bus traffic is not affected and traffic safety is 
not compromised. In cities like Paris, Madrid and Rome, taxis, bicycles and motorcycles 
are allowed to enter bus lanes, while only buses are allowed in Singapore and 
Stockholm. However, despite the importance of bus lanes to a city’s transit and 
transportation system, transit agencies often face regular bus lane violations by road 
users (Erikson et al., 1981; Roark, 1982; Stoddard, 1996); for example, drivers tend to 
illegally enter bus lanes to avoid traffic on congested arterials, while taxi drivers stop to 
pick-up or drop-off passengers. Bus lane violations are mostly observed on non-
segregated bus lanes that are not physically separated from the rest of the roadway 
(Roark, 1982; Stoddard, 1996).  
In this paper we concentrate on the oft-encountered problem of bus lane violations. 
Our goal is to investigate and identify some of the causes leading motorists to violate 
bus lanes and quantify the effects on bus movements from these violations. This work 
will provide some insights and foundations for reducing violations and keeping the high 
level of service for bus systems. 
 
 
2. Background 
 
Bus lane violations has been a topic of interest to transit authorities worldwide; 
however, because of the difficulty in obtaining adequate and reliable data to study the 
phenomenon, most work has focused on enforcement rather than violations (see, for 
example, Erikson et al., 1981; Roark, 1982; Stoddard, 1996; Troy, 2004; Schijns, 2006; 
Martin, 2007; Steer, 2008). A study by Billheimer et al. (1981) examined the impacts of 
different enforcement strategies, engineering features and education programs on bus 
lane and ramp metering operations. The authors found that drivers violating bus lanes 
have a negative perception of lane restrictions and that education programs do not have 
significant effects on bus lane violations. Sarna et al. (1985) discussed the high violation 
rates in Delhi’s bus lanes, noting that frequently bus drivers found adjacent lanes more 
attractive! Li et al. (2000) examined the mechanism of automobile behavior intervening 
into bus lanes, and discussed impacts on bus running. Martin et al. (2006) developed a 
series of models for forecasting evaluation measures of managed lanes (including bus 
lanes); violation rates were among those measures considered. Tranhau et al. (2007) 
modeled the effects of bus lane violations by motorcycles in Hanoi, Vietnam, and found 
that motorcycle violations have a considerable impact on the operation of bus lanes and 
particularly on bus speeds, with a pronounced peak during weak enforcement periods. 
In a recent study, Tsamboulas (2006) proposed an ex-ante evaluation method for 
measuring the impacts related to the implementation of bus lanes and demonstrated its 
use by assessing the Athens 2004 Olympic exclusive bus lanes. Overall, research on bus 
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lane violation is limited although it is a common problem for transit agencies in urban 
areas worldwide; to this end, systematic investigation and analysis of bus lane violations 
may provide evidence into the mechanism allowing for these violations and offer 
insights into ways of reducing them. 
 
 
3. Problem description and dataset 
 
3.1 Problem Description 
 
Athens, the capital of Greece, is a metropolitan area of over 400 km2 and a population 
of about 4 million inhabitants; the city has one of the largest bus systems in Europe, 
with over 350 bus lines served by approximately 2500 diesel, CNG and electric buses. 
The Athens bus network carries over 1.9 million passengers daily and largely covers the 
transportation needs of the city’s inhabitants. The city’s constrained road capacity and 
high vehicle ownership rates have led to heavy traffic congestion problems in several 
parts of the road network; this has, in turn, considerably impacted the bus system’s 
performance in the city. The Athens Urban Transport Organization (i.e. the Athens 
Metropolitan Transit Authority) has implemented a bus lane network since the early 
1990s with a current length of over 80 km (OASA, 2009). Hours of operation for the 
Athens bus lanes are weekdays from 6:30 am to 9:00 pm and Saturdays from 9:30 am to 
4:00 pm; besides buses, EMS vehicles, coaches, motorcycles and bikes are allowed to 
enter bus lanes (during operating hours). Recently, a decision was made to allow taxis to 
enter the bus lanes – during off-peaks, at selected locations and for a two month period - 
as a pilot study for evaluating the effects of allowing taxis to enter all bus lanes. Finally, 
we note here that taxis in Athens pick-up and drop-off passengers (almost) anywhere 
along the road network (similar to New York City).  
 
3.2 Data Collection 
 
 
Figure 1: Surveyed downtown and near downtown bus lane locations. 
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Data was collected through an extensive field survey, over a 3-month period and 
included sections in eleven bus lanes of the Athens road network, during morning (7:30-
14:00) and afternoon periods (14:00-21:00). Counts per vehicle type (private cars, taxis, 
motorcycles, buses, coaches and trucks) for each bus lane as well as adjacent lanes were 
collected at 15-min intervals; data on bus speeds were also collected along all bus lanes 
by measuring travel time needed by buses to traverse constant length segments along 
these lanes. Survey locations and segments in bus lanes were selected so that no bus 
stops or queues in right turns would affect flow of buses. 
Figure 1 depicts survey locations of examined bus lanes in the downtown area and 
close suburbs (all bus lanes except for #3, which is located to a more distant city 
suburb), while Table 1 summarizes information on each bus lane: 
Table 1: Details on surveyed bus lanes. 
Bus Lane 
ID 
(Location) 
Street Name Direction 
to 
Lanes per 
direction 
(including 
bus lane) 
Buses 
per 
hour 1,2 
Taxis in 
bus lane 
per 
hour 1,2 
Violators 
per 
hour 1,2 
Bus 
stops in 
segment 
Taxis 
allowed 
in bus 
lane 
Bus Lane 
1 Lenorman downtown 2 20±1 76±5 247±5 No Yes
3
 
Bus Lane 
2 Lenorman suburbs 2 19±2 44±5 116±10 No Yes
3
 
Bus Lane 
3 
Metamorfose
os 
downtown 2 26±2 13±4 121±3 No Yes3 
Bus Lane 
4 
Mesogeion 
Ave downtown 3 50±4 56±3 157±7 No No 
Bus Lane 
5 
Mesogeion 
Ave suburbs 3 61±2 95±4 294±12 No No 
Bus Lane 
6 
Vas. Sofias 
Ave downtown 3 71±3 37±2 74±3 No No 
Bus Lane 
7 
Vas. Sofias 
Ave suburbs 3 60±1 209±10 422±21 No No 
Bus Lane 
8 
Alexandras 
Ave downtown 3 47±3 67±5 146±12 No No 
Bus Lane 
9 
Alexandras 
Ave suburbs 3 29±2 33±2 73.4±7 No No 
Bus Lane 
10 Patision Ave downtown 2 65±4 27±2 38±2 No No 
Bus Lane 
11 Kifisias Ave suburbs 3 55±3 127±7 280±21 No No 
Notes: 1 Average figures for the period of counts; 2 Based on survey counts; 3 During of peaks and only when 
passenger are on-board. 
 
Over two thousand observations were collected throughout the survey. In parallel, an 
additional stated-preference, face-to-face questionnaire based survey took place, in an 
effort to collect Athens drivers’ opinions on the operation and enforcement of the 
Athens bus lanes. More than 800 local private vehicle drivers and about 200 taxi drivers 
were asked about their opinions on the purpose of existence, performance and 
enforcement of bus lanes in Athens. While, this additional survey is not discussed in 
detail in this study, some of its results are presented in order to support and validate 
model findings. 
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4. Preliminary analysis 
 
A descriptive statistics based analysis of collected data was undertaken in an effort to 
draw some preliminary information on the characteristics of bus lane operations, which 
would be used in subsequent modeling efforts. For instance, Figure 2 shows the 
percentage distribution of vehicle – pre category - for bus lanes. 
 
 
Figure 2: Bus lanes traffic mix (based on field survey). 
 
As can be observed from Figure 2, approximately 43% of vehicles in the bus lanes are 
taxis, private vehicles and trucks (lorries), all of which are prohibited from using these 
lanes. Further, a large part of vehicles legally entering bus lanes are motorcycles 
(45.1%). With over one million motorcycles circulating in Athens on a daily basis, it is 
safer and faster for motorcycle drivers to use bus lanes than mixing with traffic in 
adjacent lanes. The distribution of traffic (traffic mix) in bus lanes is an important 
indicator of violation rates in the lanes, since almost four out of ten vehicles circulating 
in the bus lanes do so illegally. Figure 3 depicts the percentage of private vehicles and 
taxis within the bus lane with respect to the total private vehicles and taxis on the entire 
street (for both the morning and afternoon periods). 
According to Figure 3, more taxis and private cars appear to enter bus lanes during the 
afternoon hours which is a result largely attributed to driver perception of lower 
enforcement during that period – a fact which will be discussed later on in this section 
(and particularly in Table 5 findings). We also note that, according to the data collected 
throughout the survey, a large part of taxis using Athens streets with bus lanes, tend to 
violate these lanes, while the same percentage for private vehicles is lower (meaning 
that a lower portion of private vehicles on the same streets violate bus lanes). 
Furthermore, the survey’s traffic counts revealed that the ratio of taxis over private 
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vehicles ranged from 17 taxis/100 private vehicles to 50 taxis/100 private vehicles (with 
an average of 33 taxis/100 private vehicles), implying that taxis tend to violate bus lanes 
much more often (in general, taxi drivers are expected to have additional motivation to 
enter bus lanes to find customers and make easier drop-offs and pick-ups). On the other 
hand, private vehicle drivers possibly choose to enter bus lanes mostly to avoid traffic 
congestion, an interpretation supported by the additional questionnaire survey, whose 
results indicated that over 83% of private vehicle drivers violate bus lanes for that 
reason. Table 2 shows percentages for all violating vehicles in bus lanes with respect to 
the total volume in these lanes, while Table 3 shows the percentage of taxis in bus lanes 
where taxis are allowed. 
 
 
Figure 3: Percentage of private vehicles and taxis within the bus lane with respect to the total private 
vehicles and taxis on the street (all bus lanes) (based on field survey). 
Table 2: Average percentages of violating vehicles with respect to the total volume in the bus lanes. 
Bus lanes Percentage (%) 
All bus lanes 42.53 
Bus lanes where taxis are not allowed to enter 38.41 
Bus lanes where taxis are allowed to enter 49.79 
 
Table 2 indicates a high percentage of vehicles violating bus lanes in Athens as was 
already discussed. In lanes where taxis are allowed to enter, violation are - as expected - 
higher; however, the high violation percentages clearly indicate that many taxi drivers 
would use bus lanes regardless of whether it is prohibited or not. Table 3 shows that 
more than half of the taxis moving along bus lanes use these lanes illegally; 
interestingly, taxi violations in the afternoon are fewer, a fact possibly attributed to 
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lower demand for taxi services during the afternoon period. Finally, Table 4 summarizes 
average bus speeds measured during the field survey. 
Table 3: Percentage of taxis in bus lanes (where taxis are allowed). 
Period Percentage (%) 
Morning 59.8 
Afternoon 49.18 
Table 4: Average (uninterrupted flow) bus speeds measured during the survey. 
Bus lanes Speed (km/h) 
All bus lanes 22.55 
Bus lanes with taxis allowed to enter 24.59 
Bus lanes with taxis not allowed to enter 21.61 
 
Further, among those results collected by the supporting questionnaire survey of 
Athenian private vehicle and taxi drivers, of particular importance is their perception on 
lane enforcement. It should be noted that main enforcement methods in the Athens bus 
lanes include violation cameras and police presence. The drivers were asked whether 
they believe whether there exists enforcement of bus lanes by technological means or 
police physical presence. Results are summarized in Table 5: 
Table 5: Perception of bus lane enforcement. 
Perception on enforcement Private Vehicle Drivers Taxi Drivers 
Morning Period 
Downtown area bus lanes 
Yes 48% 41% 
No 52% 59% 
Bus Lanes in suburbs 
Yes 35% 24% 
No 65% 76% 
Afternoon Period 
Downtown area bus lanes 
Yes 42% 40% 
No 58% 41% 
Bus Lanes in suburbs 
Yes 21% 23% 
No 79% 77% 
 
Table 5 figures indicate that both private vehicle and taxi drivers believe that there is 
a lack of enforcement in bus lanes, particularly in those located in the suburbs and 
during afternoon hours. Taxi drivers, whose profession is directly related to the traffic 
and road environment, are expected to have a better understanding of bus lane 
enforcement and especially police presence. Their opinion indicates a high perception of 
lack of bus lane enforcement. As will be noted in subsequent sections of this paper, 
Table 5 results are in accordance and support model findings. 
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5. The models 
 
Analysis of individual factors offered in the previous section only gives a basic idea 
on the operation of bus lanes. However, it is important to jointly estimate those factors 
that influence some of the operational characteristics of bus lanes. We use Linear 
Regression, a widely used approach for relating exogenous factors (independent 
variables) with a given outcome (dependent variable). We note that in developing the 
Regression models we employ the process outlined in Washington et al. (2003): 
 
1. We used the backward elimination process for selecting the ‘optimal’ combination 
of independent variables to be included in the model, 
2. We thoroughly examined the estimated models for the four main regression 
hypotheses: i. zero mean of the error term, ii. normality of the error term, iii. 
homoscedasticity of the error term, iii. no serial correlation of the error term, 
3. Models where all hypotheses of step 2 were met (none violated), were compared, 
and the one with the highest R2 value was selected as the ‘best’ model for each of 
the dependent variables. 
 
In this section we only present the final models for each of the three dependent 
variables examined (note that all model estimates, error term tests and model 
development process are available from the authors upon request); those are: i. number 
of taxis (per 15 min intervals) violating bus lane restrictions; ii. total bus lane violations; 
iii. average bus speed (per 15 min intervals in bus lanes). In terms of explanatory 
(independent) variables, location (particular lane 1,2,..,11 location), time period 
(morning or afternoon), and direction of bus lanes (towards or from the center), could 
affect violation rates and speeds. For example, perceived enforcement in some bus lanes 
in the city outskirts is limited compared to the downtown area (as seen in Table 5); the 
same applies for the time period, a finding already indicated in our preliminary 
statistical analyses and supported by the additional questionnaire survey results.  
As for direction, traffic exiting the city centre (particularly during afternoon peaks), 
expects lower enforcement in the bus lanes. Traffic volume in adjacent lanes, on the 
other hand, is the major cause for lane violations; increased traffic and congestion in 
adjacent lanes, for example, could ‘motivate’ drivers into (illegally) entering bus lanes. 
As for bus speeds, apart from bus lane locations and time period, we expect them to be 
affected by vehicles illegally moving in the bus lanes and, particularly, taxis, suggesting 
that increased bus lane violations reduce bus speeds in the bus lanes (dependent and 
explanatory variables used in the modeling effort are shown in Table 6). 
Bus lane location is represented by a set of dummy variables where each dummy 
corresponds to a particular bus lane; similarly, period and direction are both dummy 
variables. Table 7 presents model results for the total number of taxis in the bus lanes. 
According to Table 7 results, more taxis tend to enter bus lanes during the afternoon 
period since the associated variable (Period) has a coefficient estimate of 7.41; indeed, 
based upon the supporting questionnaire survey insights, taxi drivers have a perception 
of lower enforcement at that time and therefore decide to use bus lanes more often. 
Moreover, during afternoon hours, passengers are usually in a rush to return home and 
taxi drivers use bus lanes to avoid outbound traffic congestion and rapidly transport 
them.  Increased number of lanes are associated with lower taxi violations (coefficient 
estimate of -11.1), since taxis have fewer motives to use bus lanes. Traffic in adjacent 
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lanes (coefficient estimate of 0.027) and bus lane locations affect violations, with 
certain bus lanes appearing as more prone to taxi violations. For example, bus lanes 7 
and 8  (with positive coefficients of 41.74 and -7.03) are located in an Athens 
downtown arterial with considerable traffic problems, while activities along that arterial 
promote the use of taxis and regular pick-ups along the street; therefore, taxi drivers 
have a strong motive to enter bus lanes. On the other hand, bus lanes 4 and 5 ((with 
negative coefficients of -17.96 and -7.59) are located in the city’s suburbs, where traffic 
conditions are significantly better and passengers rarely pick-up taxis on the street. Bus 
lanes 4 and 5 enjoy markedly higher enforcement, since they are located in an arterial 
carrying large part of the inbound and outbound traffic during peaks and is thus 
regularly policed. In addition to the above, increased traffic in adjacent lanes ‘urges’ 
taxi drivers to enter bus lanes in an effort to provide better costumer services to their 
passengers. 
Table 6: Dependent and explanatory variables used in the modeling effort. 
Dependent Variables Possible Explanatory Variables 
− Bus Speed 
− Number of all vehicles violating bus lanes 
− Number of all taxis in bus lanes 
− Bus lane location, represented by a dummy 
variable indicating each particular lane. For 
example, variable “Bus Lane 4” takes the 
value of 1 if the corresponding counts refers 
to that bus lane. 
− Period (0 for morning, 1 for afternoon) 
− Number of traffic lanes on the street per 
direction (including bus lanes) 
− Direction (0: to the downtown area, 1: to the 
city suburbs) 
− Traffic volume in adjacent lanes 
− Taxi traffic volume in adjacent lanes 
− Ratio of taxis in the bus lane to taxis in 
adjacent lanes 
− Number of private vehicles violating bus 
lanes 
− Number of taxis in bus lanes 
Table 7: Model results for taxi entrances in all bus lanes. 
Explanatory variables1 Coefficient value t-statistic 
Constant term 22.32 8.43 
Period 7.41 11.84 
Number of traffic lanes -11.10 -9.30 
Traffic volume  
in adjacent lanes 0.027 6.41 
Bus Lane 4 -17.96 -12.78 
Bus Lane 5 -7.59 -5.82 
Bus Lane 7 41.74 30.49 
Bus Lane 8 7.03 5.44 
Number of observations 2121  
R2 0.712  
Note: 1 non significant variables (at the 90% confidence level) are omitted. 
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Model results for the total number of bus lane violations are shown in Table 8. 
Table 8: Model results for total bus lane violations. 
Explanatory variables1 Coefficient value t-statistic 
Period 26.57 16.87 
Number of traffic lanes -41.65 -13.88 
Traffic volume in adjacent lanes 0.07 6.76 
Bus lane 4 -31.06 -8.80 
Bus lane 5 4.37 1.33 
Bus lane 6 -3.48 -0.81 
Bus lane 7 77.88 22.62 
Bus lane 8 17.14 5.27 
Number of observations 2121  
R2 0.635  
Note: 1 non significant variables are omitted. 
 
Again, similar to the previous model presented in Table 8, period and number of lanes 
of the roadway appear to significantly affect bus lane violations by all vehicles. During 
the afternoon period, perception of enforcement is limited (as indicated by the 
questionnaire survey results) and drivers risk less when entering these lanes. The 
number of bus lanes, on the contrary, has a negative effect on vehicle violations 
(coefficient estimate of -41.65): more lanes provide better traffic flow and make it more 
difficult for left lane drivers to use the bus lanes, commonly located on the right side of 
the street. As for traffic volume on adjacent lanes, when it increases drivers tend to 
violate bus lanes to avoid traffic at higher rates (coefficient estimate of 0.07). Similar to 
the case of taxis (Table 7), some bus lanes tend to have larger violation rates compared 
to others. Bus lane 6 in particular, located in the city’s main downtown arterial where 
enforcement perception is very high, appears to have lower violation rates since drivers 
are more reluctant to using it. Finally, model results for bus speeds in the bus lanes are 
reported in Table 9. 
Table 9 results indicate that (15 min interval average) speeds, in general, are highly 
affected by the location of specific bus lanes. To this end, specific bus lane locations 
have a statistically significant impact on speeds (see the coefficient estimates for all bus 
lanes); this is, a-priori, expected since some bus lanes have better geometric 
characteristics  (width and so on) and pavement conditions. In particular for bus lanes 4 
and 5, the distance between intersections is larger and lanes are wider yielding a 
potential for higher average bus speeds; on the other hand, bus lanes 6, 8, 9, 10 are 
located on arterials at the city downtown area where land use and roadway 
characteristics do not allow for higher speeds. 
Direction and period also affect speeds in the bus lanes. Buses moving to the city 
centre seem to have lower speeds, a finding possibly related to the traffic conditions 
when entering the city centre, while speeds during the afternoon period are higher since 
at that time traffic volume decreases. As expected, yet not explicitly quantified in 
previous research, volumes of private vehicles and taxis in the bus lane have a negative 
effect on bus lane speeds. Coefficient estimates for these two variables are -0.15 and -
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0.41 respectively, making it clear that, as additional vehicles use the bus lanes, buses 
have to operate at lower speeds. To this end, the coefficient estimates indicate that for 
each additional taxi violating the bus lane, average bus speed is reduced by 
approximately 0.4 km/hr (every 15 min); considering that violating taxis can easily 
exceed 20 vehicles per 15 min (see Table 1), this suggests that average speeds can be 
reduced by almost 2km/hr (corresponding to a 10% speed decrease). 
Table 9: Model results for bus speeds. 
Explanatory variables1 Coefficient value t-statistic 
Constant term 33.71 49.21 
Direction -1.02 -2.04 
Period 2.68 7.46 
Taxis in adjacent lanes -0.15 -2.58 
Taxis in the bus lane -0.41 -5.32 
Private vehicles in the bus lane -0.32 -4.73 
Bus Lane 4 5.49 7.14 
Bus Lane 5 8.36 13.69 
Bus Lane 6 -4.47 -4.92 
Bus Lane 8 -1.73 -2.78 
Bus Lane 9 -3.55 -5.80 
Bus Lane 10 -11.82 -14.49 
Number of observations 2121  
R2 0.50  
Note: 1 non significant variables are omitted. 
 
Moreover, the effect of taxis is larger compared to the overall number of vehicles, 
possibly because taxis enter and move slowly in the bus lanes to drop-off and 
potentially find and pick-up passengers along them; this behavior has a significantly 
higher (negative) impact on bus speeds. This model also indicates that the traffic 
volume on adjacent (to the bus lane) lanes is an important determinant of bus speeds on 
the bus lane; we attribute this finding to the ‘motive’ drivers have to violate bus lanes 
when traffic is higher on adjacent lanes. 
 
 
6. Conclusions 
 
The goal of this paper was to investigate and identify some of the causes leading 
motorists to violate bus lanes and quantify the effects on bus movements resulting from 
these violations. Findings from this study may provide some insights for reducing 
violations and keeping high level-of-service in bus services. The analysis of bus lane 
violations was done based on data collected through an extensive field survey 
undertaken in sections of the Athens, Greece, bus lane network. The results indicated 
that bus lane violations may be attributed, at least to a large extent, to increased traffic 
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in the adjacent lanes; the perception of limited – or reduced - enforcement (validated 
by a supplement study) is an additional significant contributor of violations while on 
streets with fewer lanes violations are higher. 
The results clearly suggested that increased bus lane violations lead to reduced bus 
speeds. Quantifying this effect suggested that average bus speed is reduced by 
approximately 0.4 km/hr for each additional taxi violating the bus lane and, considering 
that violations frequently reach 20 taxis per 15 min, average bus speeds can be reduced 
by almost 2km/hr , which corresponds to a 10% bus speed reduction. Furthermore, we 
should note that the proposed methodology and results could be applicable for other 
cities with similar traffic conditions and taxi operations, as well as limited enforcement. 
Overall, we believe that increased enforcement is a strong requirement for improving 
bus lane operations and reducing violations, while permission for taxis as well as 
motorcycles entering bus lanes must be reexamined.  
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Abstract 
 
This article focuses on relevant European Directives and decisions affecting ship-source pollution, such 
as (1) Directive 2005/35/EC of the European Parliament and of the Council of 7 September 2005 on ship-
source pollution and on the introduction of penalties for infringements: and (2) Council Framework 
Decision 2005/667/JHA of 12 July 2005 to strengthen the criminal-law framework for the enforcement of 
the law against ship-source pollution. The vacuum created by the two judgments of the European Court of 
Justice in Cases C-176/03 and C-440/05 (both) Commission v. Council, annulling Council Framework 
Decision 2005/667/JHA, was filled in by Directive 2009/123/EC of the European Parliament and of the 
Council of 21 October 2009 amending Directive 2005/35/EC on ship-source pollution and on the 
introduction of penalties for infringements. The penalties introduced by the Directive cover offences 
committed by natural and legal persons. The purpose of this Directive is to incorporate international 
standards for ship-source pollution into European law and to ensure that persons responsible for 
discharges of polluting substances are subject to adequate penalties, including criminal penalties, in order 
to improve maritime safety and to enhance protection of the marine environment from pollution by ships. 
 
Keywords: Ship-source pollution; Penalties; Noxius liquid substances; Detterrent measures; Maritime 
safety; Discharge. 
 
 
 
1. A harmonized system of sanctions for ship-source pollution: Directive 
2005/35/EC 
 
The European Parliament and Council Directive 2005/35/EC of September 7, 20051, 
transposing into European law the international rules on marine pollution caused by 
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navi.” Diritto&diritti, internet site www.diritto.it. See also European Court of Justice (ECJ) Judgement of 
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discharges of polluting products (oil and noxious liquid substances), has strengthened 
the criminal-law framework for the enforcement of the law against ship-source 
pollution. 
Following the sinking of the Prestige2, this legislation - as results from Recitals no. 7 
and no. 9 – has been imposed by the fact that international law is being ignored by a 
very large number of ships sailing in Community waters. 
In this case, in addition to the inefficiency of safety checks, it emerged that the 
Prestige vessel was, like the Erika3 vessel, a single-hulled ship, 26 years old, sailing 
under a flag of convenience. 
Experience has shown that international rules on liability and compensation for oil 
pollution does not produce a deterrent effect. This regime is founded on the principle of 
channeling civil liability4 to a single liable party, the ownership, while sanctions should 
be applied to any person (owner, shipper, charterer, classification society, carrier) who 
causes or contributes to marine pollution. 
The criminal legislations of Member States are very different, requiring an 
approximation and harmonization of their laws5 and regulations and the provision of 
effective and criminal protection against any person who is found responsible for an 
infringement, through adequate penalties and deterrent measures, in order to improve 
maritime safety and to enhance the protection of the marine environment. 
This Directive is designed to satisfy these needs more effectively and to remedy these 
shortcomings. 
With regard to the scope, the 2005 Directive applies (without limitations) to 
discharges of polluting substances from any ship: a) in the territorial sea of a Member 
State; b) in the exclusive economic zone (or equivalent zone) of a Member State, 
established in accordance with international law, c) in the high seas, but also in straits 
used for international navigation subject to the regime of transit passage, in accordance 
with the 1982 Montego Bay Convention on the Law of the Sea (part III, section 2), to 
the extent that a Member State exercises jurisdiction; d) in the internal waters, including 
ports, of a Member State, insofar as the Marpol regime is applicable (Article 3). 
                                                                                                                                               
9 July 2009 (Case C-557/08), Commission of the European Communities v United Kingdom of Great 
Britain and Northern Ireland (OJ C 44, 21.2.2009). 
2
 The Prestige was an oil tanker whose sinking in 2002 off the Galician coast caused a large oil spill. 
Prestige was carrying a 77,033 metric tons cargo of oil products. The spill polluted thousands of 
kilometers of coastline and more than one thousand beaches on the Spanish and French coast. See 
Arroyo, I. (2003) “Problemi giuridici relativi alla sicurezza della navigazione marittima (con particolare 
riferimento al caso Prestige)”, Diritto marittimo, 1198 ss.; M. Micciché, M. and Montebello C., (2006) 
“La sicurezza in mare. Interrogativi urgenti e proposte dopo il caso Prestige”, Rivista di diritto 
dell’economia, dei trasporti e dell’ambiente, internet site www.giureta.unipa.it. 
3
 On 12 December 1999 the tanker Erika broke in two in heavy seas off the coast of Brittany (France) 
while carrying approximately 30,000 tonnes of heavy fuel oil: 14,000 tonnes of oil were spilled and more 
than 100 miles of Atlantic coastline were polluted. See ECJ Judgement of 24 June 2008 (Case C-188/07), 
Commune de Mesquer v Total France SA, Total International Ltd (OJ C 188, 11.08.2009:16–18). See 
Pellegrino, F. (2009) “La Corte di giustizia europea si pronuncia sul caso dell’Erika”, Diritto dei 
trasporti, I: 133 ss.; Rella, A. (2009) “Le conclusioni della Corte di Giustizia sull’interpretazione della 
responsabilità per il caso “Erika””, AP Argomenti, 2: 42. 
4
 See United States District Court, Southern District, New York, of 2 Jannuary 2008, Diritto marittimo, 
2008: 247. 
5
 Bernardi, A. (2005) “Strategie per l’armonizzazione dei sistemi penali europei”, in Canestrani, S. and 
Foffani, L. (eds), Il diritto penale nella prospettiva europea, Giuffré, Milano: 377-378. 
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This Directive also makes no distinction as regards the nationality of ships, referring 
to any ship, irrespective of its flag, with the exception of any warship, naval auxiliary or 
other ship owned or operated by a State and used, for the time being, only on 
government non-commercial service (Article 3, paragraph 2). 
The list of categorised substances is taken from Marpol 73/78, the International 
Convention for the Prevention of Pollution from Ships. Particularly its Annex I has 
introduced rules on the prevention of pollution by oil and mixtures thereof, identifying 
special areas where the discharge is subject to special restrictions. 
For the purposes of international law, ‘oil’ means petroleum in any form, including 
crude oil, fuel oil, sludge, oil refuse and refined products (other than petrochemicals 
which are subject to the provisions of Marpol 73/78 Annex II). 
Annex II provides for the control of pollution by noxious liquid substances in bulk, 
including a new categorization system for noxious and liquid substances, taking into 
account the degree of risk, and establishing limits and procedures for discharge into the 
sea, both within and outside of the special areas. 
Noxious liquid substances are divided into four categories: a) those which, if 
discharged into the sea from tank cleaning or deballasting operations, would present a 
serious hazard to either marine resources or human health or cause serious harm to 
amenities or other legitimate uses of the sea and, therefore, justify the implementation 
of strict measures for pollution control (Category A), b) those which, if discharged into 
the sea from tank cleaning or deballasting operations, are deemed to present a hazard to 
either marine resources or human health or cause harm to amenities or other legitimate 
uses of the sea and, therefore, justify the application of strict anti-pollution measures 
(Category B) c) those which, if discharged into the sea from tank cleaning or 
deballasting operations would present a minor hazard to either marine resources or 
human health or cause minor harm to amenities and other legitimate uses of the sea and, 
therefore, require special operational conditions (Category C), d) those which, if 
discharged into the sea from tank cleaning or deballasting operations, would present a 
recognizable hazard to either marine resources or human health or cause minimal harm 
to amenities or other legitimate uses of the sea and, therefore, require some attention in 
operational conditions (category D). 
Despite the express reference to regulations contained in the Marpol Convention as 
regards the relations between International and European law on this subject, the 
European Court of Justice (Case C-308/06)6 upheld that it could not examine the 
validity of Directive 2005/35/EC considered in the light of all the rules of international 
law, in relation to the Marpol Convention and to the Montego Bay Convention. 
According to the EC Court, the first Convention must be considered binding for a 
Member State, but not for the EC because the Community it is not party to the Marpol 
Convention. The second treaty does not contain provisions having legal effect, in fact 
individuals are not granted independent rights and freedoms by virtue of UNCLOS. 
The most significant provisions of this Directive, however, are contained in Articles 4 
and 8, which imposed on States the obligation to consider ‘infringements’ the behaviour 
                                                 
6
 On 3 June 2008 the European Court of Justice delivered judgement in Case C-308/06, issued by 
International Association of Independent Tanker Owners (Intertanko) and Others v Secretary of State for 
Transport, concerning the validity of EU Directive 2005/35/EC on Ship Source Pollution (OJ C 183, 
19.07.2008: 2). See Hachez, N. (2008-2009) “The Requirement of Direct Effect in the Judicial Review of 
EU Law against International Law”, Columbia Journal of European Law, 15: 143. 
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causing pollution, if committed with “intent, recklessly or by serious negligence” 
(except where otherwise required by the Marpol Convention), and to adopt necessary 
measures to ensure that any person who is found responsible for an infringement is 
subject to ‘effective, proportionate and dissuasive’ penalties, which may include 
criminal or administrative penalties. The fourth Recital, however, says that measures of 
a dissuasive nature form an integral part of the Community’s maritime safety policy ‘as 
they ensure a link between the responsibility of each of the parties involved in the 
transport of polluting goods by sea and their exposure to penalties’. 
 
 
2. The relationship between Directive 2005/35/EC and Framework Decision 
2005/667/JHA 
 
The purpose of Framework Decision 2005/667/JHA of July 12, 20057 was to 
supplement the Directive 2005/35 and to strengthen the criminal-law framework, with 
the introduction of detailed rules of criminal law, dealing with two different aspects: on 
the one hand, by requiring Member States to take the necessary steps to establish in 
their national legal systems ‘effective, proportionate and dissuasive’ criminal penalties 
in the event of ship-source pollution and, on the other hand, by the determination of the 
type and degree of criminal penalties, depending on the damage caused. 
In particular, Article 4, paragraphs 4 and 5, obliged each Member State to apply, at 
least for the most serious crimes, criminal penalties of a maximum of at least between 
one and three years of imprisonment. 
The functional complementarity between the two acts of the EU (the Directive and the 
Framework Decision), one typical of the First Pillar, the other typical of the Third 
(Police and Judicial Co-operation in Criminal Matters) (PJCC)8, was specified by the 
fourth recital of the Framework Decision. It was intended to achieve the approximation 
and harmonization of national laws through the double-text mechanism. 
Under Article 34 paragraph 2 of the EU Treaty (before the amendments by the Lisbon 
Treaty)9, the Framework Decision targeted the approximation and harmonization of the 
                                                 
7
 OJ L 255, 30.09.2005: 164. 
8
 The former Third Pillar ‘Justice and Home Affairs’ was redefined and renamed ‘Police and Judicial Co-
operation in Criminal Matters’ after the Amsterdam Treaty transfer of some provisions under the EC 
Treaty. The Lisbon Treaty, signed on 13 December 2007, merges First and Third Pillar. See O’Keeffe, D. 
(1995) “Recasting the Third Pillar”, Common Market Law Review, 893; O’Keeffe, D. (1997) “La 
cooperazione intergovernativa e il terzo pilastro del Trattato sull’Unione Europea”, Rivista italiana diritto 
pubblico comunitario: 651-652 ss. 
9
 See Louis, J.-V. (2007), “Le Traité de Lisbonne”, Journal des tribunaux. Droit européen, vol. 15, no. 
144: 289-298; Zarka, J.-C. (2007) “Le ‘Traité modificatif’ adopté lors du Conseil européen de Lisbonne”, 
La Gazette du Palais, vol. 127, 5: 3176-3178; Sauron, J.-L. (2007) Comprendre le Traité de Lisbonne: 
texte consolidé intégral des traités, explications et commentaires: Traité sur l’Union européenne (TUE); 
Traité sur le fonctionnement de l’Union européenne (TFEU), Gualino éditeur, Paris: 351. The EC Treaty 
was renamed to “Treaty on the Functioning of the European Union” (TFEU) by the Lisbon Treaty. See 
also Blumann, C. (2007) “Traité modificatif: peut-être la sortie du tunnel”, La Semaine Juridique, no. 48: 
15-17; Ponzano, P. (2007) “Le traité de Lisbonne: l’Europe sort de sa crise institutionnelle”, Revue de 
droit de l’Union européenne, no. 3: 569; Chaltiel, F. (2008) “Le Traité de Lisbonne: de l’élaboration à la 
signature et la structure”, Les Petites Affiches, vol. 397, no. 7: 5; Fisher, K. H. (2008) “Der Vertrag von 
Lissabon: Text und Kommentar zum Europäischen Reformvertrag”, Nomos: 550-551. 
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laws and regulations of the Member States, and - like the Directive - was binding, as to 
the result to be achieved, upon each Member State to which they are addressed. Member 
States’ freedom of choice of form and method with regard to the implementation of this 
act remains unaffected. However, the Framework Decision did not produce any direct 
effect, i.e. it did not confer rights and impose obligations on individuals which the 
courts of European Union Member States would be bound to recognise and enforce. 
The need to complete and strengthen the framework also emerged clearly from the 
fifth Recital of this Framework Decision, where it was stated that this act is the correct 
instrument to impose on Member States the obligation to implement criminal 
penalties10. 
Recitals no. 1 and no. 2, however, listed several documents to justify the intervention 
of the European Union: 1) the Action Plan of the Council and the Commission11 on how 
best to implement the provisions of the Treaty of Amsterdam on an area of freedom, 
security and justice; 2) the Conclusions12 of the Tampere European Council of 15 and 
16 October 1999 and in particular point 48 thereof, calling for proposals for legislation 
to combat environmental crime, in particular common penalties and comparable 
procedural guarantees for the creation of a genuine European area of justice; 3) the 
Conclusions of the Copenhagen European Council of 12 and 13 December 200213; 4) 
the statement of the JHA Council of 19 December 2002 following the shipwreck of the 
tanker Prestige, in particular, express the Union’s determination to adopt all measures 
needed to avoid recurrence of such damage. 
Many important provisions oblige Member States: a) to provide that discharges of 
pollutants into the sea from ships be considered criminal offences (Article 2) and 
punished with ‘effective, proportionate and dissuasive’ criminal penalties, specifying - 
within some limits - the type and the degree of criminal penalties (Articles 4 and 6), b) 
to take the measures necessary to ensure that aiding, abetting or inciting an offence 
referred to in Article 2 is punishable (Article 3) and to ensure that not only natural 
persons but also legal persons be held liable (Article 5). 
This Framework Decision was annulled14 by the judgment of the Court of Justice of 
23 October 2007 (Case C-440/05)15 for breach of Article 47 of the EU Treaty (now 
replaced by Article 40). This Article, by prohibiting that the rules it contains affect the 
provisions laid down by the EC Treaty, provides that, in the event of competing spheres 
of competence between the EC Treaty and the EU Treaty, the former is to take 
precedence16. 
                                                 
10
 See Nalin, E. (2006) “Comunità europea e competenza ad imporre sanzioni penali”, Sud in Europa, 
internet site www.sudineuropa.net. 
11
 Council and Commission Action Plan (Vienna Action Plan) of 3 December 1998 (OJ C 19, 23.01.1999: 
1). 
12
 Presidency Conclusions, Tampere European Council, 15 and 16 October 1999, Document SN 162/99 
(OJ L 26, 31.012003: 47). 
13
 See Presidency Conclusions, Copenhagen European Council, 12 and 13 December 2002, Document SN 
400/02, points 32 to 34. 
14
 See Opinion of the Advocate General Mazák. 
15
 ECJ Judgment of 23 October 2007, Commission v Council, in Guida al diritto, 46/2007: 105 ss., 
annotated by Damato, A. (2007) “La Commissione non può decidere tipo e livello delle sanzioni 
applicabili.” Guida al diritto: 114. 
16
 Article 47 of the EU Treaty said that: “nothing in this Treaty shall affect the Treaties establishing the 
European Communities or the subsequent Treaties and Acts modifying or supplementing them”. 
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Article 47 reflected the same architecture of the European Union. It could not only be 
considered a watershed between the EC Treaty and the EU Treaty, but it also regulated 
the relationship between the First Pillar, based on the ‘Community method’17, that 
limited the role of national governments, and the Second and Third Pillar, which applied 
intergovernmental cooperation instead, attributing decision-making power to the 
Member States. 
This Framework Decision has been annulled by the judgment of the European Court 
of Justice in the light of the following considerations. In order to assess whether Article 
47 had been infringed, the Community Court had previously focused on the ‘horizontal 
division’ of powers between the EU Pillars, not to be confused with the ‘vertical 
division’ of powers between the EU and the Member States and between supranational 
and national law.  
The EC Court had already expressed its own opinion with regard to this matter in the 
previous judgement of 13 September 2005 (Case C-176/03)18, which annulled the 
Framework Decision 2003/80/JHA19 because the correct legal basis of the act, aimed at 
the approximation and harmonization of national criminal laws, must be found under 
Article 175 of the EC Treaty (now Article 192), and not under the EU Treaty20. 
According to the Court of Justice opinion, these were fundamental and essential 
measures to combat serious infringements in the environmental field and to ensure the 
full effectiveness of European Law. This act, therefore, was contrary to Article 47 
because it was non compliant with European law primacy. If criminal law, a field 
traditionally considered to be an expression of a State’s authority and sovereignty, does 
not fall within the European Community’s sphere of competence21, because in 
accordance with the principle of subsidiarity, Member States would be the best placed 
to introduce criminal penalties into their legal systems, it is sometimes possible that 
supranational laws recognize that States have the power to adopt measures that 
explicitly oblige them to punish criminal behaviours to achieve a partial harmonization 
of national laws. 
This exceptional power, however, must be exercised within precise limits: there must 
be penalties ‘necessary’ to combat serious infringements and to ensure the full 
effectiveness of Community law. 
While by the 2005 judgment22 the Court recognized the Community’s competence to 
introduce criminal measures for environmental protection, but did not resolve the 
                                                 
17
 See Toulemon, R. (2002) “De l’Europe économique à l’Europe politique par le méthode 
communautaire”, Revue du Marché Commun et de l’Union Européenne: 216. 
18
 ECJ Judgement of 13 September 2005, Commission v Council. This judgement clarifies the distribution 
of powers between the First and Third Pillars as regards provisions of criminal law even though, as a 
general rule, criminal law does not fall within the Community’s competence (point 16). See Apps, K. M., 
(2006) “Pillars Askew: Criminal Law EC-style”, in Columbia Journal of European Law, 12: 625. 
19
 Framework Decision of 27 January 2003 on the protection of the environment through criminal law (OJ 
L 29, 05.02.2003, pp. 55 -58). 
20
 See Wasmeier, M. and Thwaites, N. (2004) “The «battle of the pillars»: does the European Community 
have the power to approximate national criminal laws?”, European Law Review: 613; White, S. (2006) 
“Harmonization of criminal law under the First Pillar”, European Law Review: 81. 
21
 See COM(2005)583 final: Communication from the Commission to the European Parliament and the 
Council on the implications of the Court’s Judgement of 13 September 2005 (Case C-176/03), 
Commission v Council. 
22
 Case C-176/03, supra: 1116. 
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question of the scope of this competence, in this case, however, it has gone further, 
expressing its opinion relating to both the type and the degree of criminal penalty. 
The EC Court resolves the ‘vexata quaestio’ of the legal basis of this act and indicates 
the article giving the Council the power to act. By referring to previous similar 
judgements23 the Court thinks that the choice of the ‘legal basis’ for such a measure 
must rest on objective factors, that can be subjected to judicial review. The Court refers 
in its analysis to the traditional criterion of the aim and content of the act in order to 
establish whether the legal basis is correct24. 
As regards the aim pursued, in the judges opinion, this act is intended to supplement 
Directive 2005/35/EC, by introducing measures to control pollution at sea and to 
enhance maritime safety, that falls under the common transport policy (Article 80 
paragraph 2 of the EC Treaty, now Article 100). According to the Court, this policy, far 
from playing a secondary role, is one of the Community’s foundations. 
As regards the content of this act, Articles 2, 3, and 5 of the Framework Decision, on 
the one hand, required that discharges of pollutants from ships, regardless of flag, were 
considered ‘crimes’ and, on the other hand, obliged the Member States to impose 
‘effective, proportionate and dissuasive’ criminal penalties in relation to these 
behaviours. 
Consequently, the Court - referring to the previous cases25 and in the light of the aim 
and content of this act - stated that Article 80(2) of the EC Treaty, while not excluding 
the application of the Treaty to maritime transport, provides that maritime transport 
policy measures shall be taken as and when the Council decides (thus automatic 
application is limited to rail, road and internal water transport)26. 
According to the combined third and fifth Recitals and under Articles 2, 3 and 5 of the 
Framework Decision, the correct legal basis must be found in Article 80 paragraph 2 of 
the EC Treaty. 
The Court also noted that the determination of the type and level of penalties 
applicable does not fall within the Community’s sphere of competence: Articles 4 and 6 
were adopted in violation of Article 47 of the EU Treaty. According to the principle of 
indivisibility of this Framework Decision, the Court has, therefore, annulled this act in 
                                                 
23
 See ECJ Judgement of 26 March 1987 (Case 45/86), Commission v Council (Generalized Tariff 
Preferences), in European Court Reports, 1987, I: 1493, § 5, in which the Court says: “the choice of legal 
basis is not in the discretion of the Community legislator but must be determined by objective factors 
which are amenable to judicial review, such as the aim and content of the measure in question”. 
24
 See also Court’s Judgement of 11 June 1991, Commission v Council, “Titanium dioxide” European 
Court Reports, 1991: I-2867. 
25
 See Court’s Judgment of 17 May 1994 (Case C-18/93), Corsica Ferries Italia S.r.l. v Corpo dei Piloti 
del Porto di Genova, in European Court Reports, 1994: I-01783. 
26
 See Judgement of 4 April 1974 (Case C-167/73), Commission/Francia, so-called “French Merchant 
Seamen Case”, in European Court Reports: I-395, point 32, in which the Court of Justice ruled that “far 
from excluding the application of the basis principles of the EEC Treaty to sea and air transport, Article 
84 (now Article 80) provide only that the special provisions of the title relating to transport shall not 
automatically apply to them that therefore sea and air transport remained, like other modes of transport, 
subject to the general rules of the Treaty”. See also Judgement of 22 May 1985 (Case C-13/83), European 
Parliament v Council, in European Court Reports, 1985, 1513. See, in particular, Breton, J. M. (1970), 
“Les problèmes posés par l’article 84, paragraphe 2, du Traité de Rome. ”Revue française de droit aérien 
et spatial, 3: 2; Estienne-Henrotte, E. (1988) “L’application des règles générales du Traité de Rome au 
transport aérien”, Bruxelles, Bruylant: 39-41; Erdmenger, J. (1991) “Vorbemerkung zu den Artikeln 74 
bis 84”, in Groeben, H. and Thiesing, J. and Ehlermann C. D. (eds), Kommentar zum, Baden-Baden, 
EWG-Vertrag, 1991, § 23. 
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its entirety because it has gone too far, invading the competence that Article 80 
paragraph 2 gives the European Community. 
 
 
3. Directive 2009/123/EC amending Directive 2005/35/EC 
 
The need to fill the regulatory gap created by the decision of the Court of Justice of 
October 2007 (Case C-440/05), which annulled the Framework Decision 
2005/667/JHA, has led the European legislator to enact the recent Directive 
2009/123/EC27, amending Directive 2005/35/EC. 
The new guidelines confirm the aim to make the legislation on pollution caused by 
ships more severe through the instrument of penalties, thereby increasing safety at sea 
and, at the same time, improving the protection of the marine environment. However, 
the new Directive is without prejudice to other compensation systems for damage 
caused by ship-source pollution under European Community, national or international 
law. 
Member States are required, within one year after the date of entry into force of this 
Directive, to introduce ‘appropriate’ penalties (including criminal penalties)28 for the 
prevention of illicit ship-source discharges of polluting substances (oil and hazardous 
liquids) (Article 1.1, new text). 
The pollutant substances included in the new Directive are the same as those of the 
Directive 2005/35/EC, which comply with the Annexes to the Marpol Convention. They 
are hydrocarbons (petroleum in any form, including crude oil, fuel oil, sludge, oil refuse 
and refined products), mixtures thereof, and noxious liquid substances carried in bulk. 
The noxious liquid substances carried in bulk, if discharged into the sea from tank 
cleaning or deballasting operations, present a hazard (ranging from slight to severe) to 
either marine resources or to human health or cause harm to amenities or other 
legitimate uses of the sea. 
The 2009 Directive also applies to discharges of polluting substances from all ships. 
including hydrofoils, hovercrafts, submersibles, etc.. The law does not make any 
distinction based on nationality of the ships, with the only exception of military vessels, 
warships or auxiliary or other ships owned or operated by a State and used, for the time 
being, only on government non-commercial service. 
Under the new regulatory regime, Member States should ensure that they will 
consider a ‘crime’ any discharge of polluting substances from ships and will be required 
to take the necessary measures to ensure that the natural or legal persons (including 
cargo owners and classification societies) that commit it ‘can be held responsible’ 
(Article 5 bis). It is also stated that not only the directly responsible persons are 
                                                 
27
 Directive 2009/123/EC of the European Parliament and the Council of 21 October 2009 amending 
Directive 2005/35/EC on ship-source pollution and on the introduction of penalties for infringements (OJ 
L 280, 27.10.2009, 52). See de Grandes Pascual L., (2009) “Report on the proposal for a directive of the 
European Parliament and of the Council amending Directive 2005/35/EC on ship source pollution and on 
the introduction of penalties for infringements” (COM(2008)0134 – C6-0142/2008 – 2008/0055(COD). 
28
 See Court’s Judgment of 3 May 2005, Silvio Berlusconi and Others (Joint Cases C-387/02, C-391/02 
and C-403/02), in European Court Reports, 2005, I-3565. See also Judgement of 11 November 1981 
(Case C- 203/80), Casati, in European Court Reports, 1981, 2595. 
European Transport \ Trasporti Europei  n. 48 (2011): 99-108 
 
 
107
punished, but also who commits the offence of incitement and aiding and abetting 
(Article 5 ter). 
The concept of ‘discharge’ is broadly interpreted to include even minor spills, but 
based on three conditions: a) if ‘committed with intent, recklessly or by serious 
negligence’ (i.e. intentional or gross negligence) and b) if it produces ‘a deterioration of 
water quality’, c) if it occurs periodically (Article 5 bis paragraphs 2 and 3). 
Consequently, States are required to take the necessary measures to ensure that 
infringements under this legislation are punishable by ‘effective, proportionate and 
dissuasive’ penalties (Article 8). The penalties should be sufficiently strict and effective 
to dissuade all potential polluters from any violation thereof. 
The reason for the introduction of criminal penalties is explained in the Directive 
itself, which emphasizes its deterrent function. Criminal penalties (see Recitals 3 and 5) 
demonstrate social disapproval of a different nature than administrative sanctions, 
strengthen compliance with the legislation on ship-source pollution in force and should 
be sufficiently severe to dissuade all potential polluters from any violation thereof. 
Common rules on criminal penalties ‘make it possible to use more effective methods of 
investigation and effective cooperation within and between Member States’. 
By conforming with the above judgment of the EU Court of October 2007, this 
Directive does not specify the degree of criminal penalties, giving Member States the 
competence to legislate in relation to this matter. 
In this perspective, far from reserving a general competence of the EU in criminal 
law, the Member States are obliged to harmonize essential elements of environmental 
crimes. 
Consequently, although criminal law, as well as the rules of criminal procedure, does 
not fall within European Community competence, it does not prevent the Community 
legislature from obliging States to apply ‘effective, proportionate and deterrent’ 
criminal penalties if those measures are needed to combat serious environmental 
infringements, in order to ensure the effectiveness of European standards for ship-
source pollution. 
This Directive follows the recent case-law that has obliged Member States to 
introduce criminal penalties in their domestic legislation with reference to a small 
number of serious infringements of European law, so as to strengthen the European 
standards, ensuring full compliance with them. 
 
 
4. Final considerations 
 
Criminalization of ship-source pollution in Community law stimulates some 
considerations. 
Directive 2009/123/EC, although it is limited to a specific mode of transport and to a 
particular source of pollution, nevertheless, represents the means by which the EU can 
exercise its power to provide criminal penalties for marine pollution. It is, also, an 
instrument of ‘maritime safety policy’ and of the ‘integrated maritime policy’29, i.e. the 
                                                 
29
 Green Paper “Towards a future Maritime Policy for the Union: A European vision for the oceans and 
seas”, Brussels, 7 June 2006, COM(2006)275 final. The Green Paper proposes a policy that treats the 
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modern European Community strategy which will release untapped potential for 
economic growth and employment, but also be a measure to uphold an EU ‘sustainable 
transport policy’30, which will reconcile market needs with protection of the ecosystem, 
safety and human health, thus following an acceptable model of economic, 
environmental and social sustainability. 
But there is more. Enforcement of criminal protection from ship-source pollution is 
not only a fundamental Community objective to give full effect to its environmental 
policy and to its sustainable transport policy, but is also an absolutely vital target to 
combat serious environmental damage. 
While Directive 2005/35/EC had already established a system of ‘effective, 
proportionate and dissuasive’ penalties against illegal discharges of pollutants into the 
sea, the new Directive, amending the previous act, has tightened the sanctions in case of 
discharges committed with any criminal intent, but has made no provisions regarding 
the determination of the type and level of penalties applicable. 
I believe that this solution is completely consistent with the Court of Justice Decision 
of 23 October 2007. In fact, the only limit imposed by the Court in relation to the 
directives affecting criminal competence of States in this matter is represented by the 
determination of the type and level of criminal penalties. 
In my opinion, this conclusion involves recognition of the Community's competence 
to affect the criminal law of Member States through an EU directive, obliging them to 
introduce into their national legislations criminal sanctions both in the environmental 
field and in maritime transport. This is an instrumental competence31 to guarantee that 
serious offences against the environment be adequately punished. Consequently, Article 
80 (now Article 100) of the EC Treaty should be considered a proper legal basis for 
enacting the new Directive on the criminal aspects of ship-source pollution, but only 
provided that the residual competence of Member Sates is respected. The latters might 
play their part by not merely transposing the supranational provisions in national law, 
but should make these compatible with the legal tradition of national criminal systems. 
 
 
                                                                                                                                               
oceans and seas in a holistic way in order to achieve a Sustainable Development of these areas; this is, to 
ensure mutual reinforcement of economic growth, social welfare and environmental protection. 
30
 Blue Paper “An Integrated Maritime Policy for the European Union”, Brussels, 10 October 2007, 
COM(2007)575 final. In this document an “Integrated Maritime Policy” is “ based on the clear 
recognition that all matters relating to Europe’s oceans and seas are interlinked, and that sea-related 
policies must develop in a joined-up way if we are to reap the desired results”. 
31
 See Schiano di Pepe, L. (2006) “Competenze comunitarie e reati ambientali: il “caso” 
dell’inquinamento provocato da navi.”, Diritto dell’UE: 613. 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
