SDNET2018 is an annotated image dataset for training, validation, and benchmarking of artificial intelligence based crack detection algorithms for concrete. SDNET2018 contains over 56,000 images of cracked and non-cracked concrete bridge decks, walls, and pavements. The dataset includes cracks as narrow as 0.06 mm and as wide as 25 mm. The dataset also includes images with a variety of obstructions, including shadows, surface roughness, scaling, edges, holes, and background debris. SDNET2018 will be useful for the continued development of concrete crack detection algorithms based on deep convolutional neural networks (DCNNs), which are a subject of continued research in the field of structural health monitoring. The authors present benchmark results for crack detection using SDNET2018 and a crack detection algorithm based on the AlexNet DCNN architecture. SDNET2018 is freely available at https://doi.org/10.15142/T3TD19.
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Specifications table
Value of the data SDNET2018 can be used for training, validation, and benchmarking of algorithms for autonomous crack detection in concrete;
SDNET2018 has images of reinforced concrete decks (D) and walls (W), and unreinforced concrete pavements (P), which enables DCNNs training on it while also categorizing different types of concrete cracks;
A DCNN trained on SDNET2018 can identify fine and wide cracks due to the size variety in it, widths from 0.06 mm to 25 mm; Images in SDNET2018 intentionally include irrelevant objects which may improve the accuracy of DCNNs trained on this dataset in real applications; SDNET2018 can be used to develop new DCNN architectures or modify the existing architectures, e.g. AlexNet or GoogleNet, in order to increase the efficiency of the network for concrete crack detection. is classified as cracked or non-cracked and stored in a corresponding folder within the repository. Images are organized into three sub-directories: P for pavements, W for walls, and D for bridge decks. Each subfolder is further organized into sub-sub-directories with the prefix C for cracked and U for uncracked (e.g.,:/D/CD for images of bridge decks with cracks). With the exception of segmentation into sub-images as discussed above, the images have not been modified from their original state.
Data

Experimental design, materials, and methods
SDNET2018 images were taken with a 16-MP Nikon camera at a working distance of 500 mm without zoom. The sensitivity was 125 ISO and the image resolution was 4068 Â 3456 px. The surface illumination was between 1500 and 3000 lx. Each full image was segmented into 256 Â 256-px subimages. Each image represents a physical area of approximately 1000 mm Â 850 mm and each subimage represents a physical area of approximately 60 mm Â 60 mm. The authors analyzed the SDNET2018 dataset using the AlexNet DCNN architecture in fully trained (FT) and transfer learning (TL) modes using the computational setup and procedure described by Dorafshan et al. [8] . Benchmarking results, including the sizes of the training and testing datasets, number of epochs required for training, and accuracy of classification of the testing dataset, are presented in Table 2 .
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