Introduced by Knuth and subsequently developed by Banderier et al., Prodinger, and others, the kernel method is a powerful tool for solving power series equations in the form 
In the case P(z 0 (t), t) ≡ 0 we get that
F(1, t) = − C(z 0 (t), t) A(z 0 (t), t) − B(z 0 (t), t) A(z 0 (t), t) F(1, tz 0 (t)),
and by applying this equation infinite number of times, we obtain that
, where ρ(t) = tz 0 (t) and ρ j = ρ • ρ • · · · • ρ (j times).
One might get trapped into thinking that (1.2) could be solved by using iterations from the very beginning, which is not the case. For instance, consider the equation
Since z = 1 is a pole, we must rewrite it as
(1 − z)(t − z)F(z, t) = tF (1, t) − ztF (1, zt) 
and study the small branch z = t.
In [12] , a systematic method is presented to solve equation systems of two variables of the type (1.3) with Q(z, t) = 0, where P is a matrix, and F and R are vectors of rational functions in z and t.
Here in this paper, we extend the kernel method to general equation systems of the form
K(z, t)F(z, t) = A(z, t)G(t) + B(z, t)G(zt)
+ C(z, t), (1.4) where K(z, t), A(z, t) and B(z, t) are n × n matrices of rational functions in z and t, C(z, t) is a column vector of rational functions in z and t, and both F(z, t) and G(t) are unknown column vectors. In real applications, we often let
This paper is organized as follows. In Section 2, we describe the principles of the kernel method to solve equation systems of the form (1.4). Our aim is to find formal power series solutions F(z, t) and G(t). Indeed it is sufficient to find all formal power series solutions G(t) of (1.4).
In Section 3, we provide a relatively small system of equations to illustrate the power of our method. We consider the solution of several recurrence relations and the generating function for the number of signed permutations of length n according to several statistics.
The method

General problem
The kernel method is a powerful tool in solving equations of generating functions. The standard model deals with the case of a functional equation of the form
where F(z, t) and G(t) are unknown functions. Assume that there is a small branch z = z 0 (t) such that K(z 0 (t), t) = 0. Then
This implies that
Meanwhile, in some enumeration problems, we encounter the following functional equation
where F(z, t) and G(t) are both unknown functions. Again, assume that there is a small branch z = z 0 (t) such that K(z 0 (t), t) = 0. Then
,
As evidenced in the next section, it will be great if we can deal with the following equation system, which is of more general use.
is a column vector, and both F(z, t) = (F i (z, t)) and G(t) = (G i (t)) are unknown column vectors. We also assume that all the entries of K, A, B, C are rational functions and K(z, t) is invertible as a rational matrix.
Next we proceed to provide an algorithmic solution of (2.1).
Solution
In order to present the solution for (2.1) we introduce a lemma.
where P(t), G(t) are column vectors and
Proof. Let
completing the proof.
Now we are ready to describe our algorithm for finding an explicit formula for G(t) that satisfies (2.1):
Step 1. Multiply both sides of (2.1) by K −1 (z, t) so that the equation becomes
Let d i (z, t) be the common denominator of the entries of
i,1 , B
i,2 , . . . , B
i,n , C
i .
Multiply both sides by the diagonal matrix
and the equation becomes
where the entries of D, A (2) , B (2) and C (2) are all polynomials in z and t.
Step 2.
Step 3. Suppose that the n × n matrix (A (2) i,j ) 1≤i,j≤n is invertible as a matrix in C f ra (t). Then (2.3) can be written as
where P(t) is a column vector and Q (j) is an n × n matrix, both having rational entries in u 1 (t), u 2 (t), . . . , u n (t).
Step 3. Applying (2.4) infinite number of times we will get an explicit formula for the column vector G(t) as described in Lemma 2.1 with ρ j (t) = tu j (t), j = 1, 2, . . . , n.
We remark that there is no restriction on choosing the zero z = u i (t) ∈ C f ra ((t)) s.t. d i (z, t) = 0. Thus for any given set of zeros {u 1 (t), . . . , u n (t)} with d i (u i (t), t) = 0, i = 1, 2, . . . , n, column vectors of power series G(t) and F(z, t) can always be found to satisfy (2.1). Also, note that while our method gives all the solutions, sometimes the infinite sum obtained may not be convergent. In that case, the result should be viewed as a formal power series. In the next section we give three examples to illustrate how to apply our method effectively.
Applications
Now we provide some applications of our method.
Recurrence relations with two indices
A sequence with k indices is a function a : A k → B, and denoted by {a n 1 ,...,n k } n 1 ,...,n k ∈A or {a n } n∈A k , where A ⊆ N. The element a n of a sequence {a n } n∈A is called the nth term, and the vector n of integers is the sequence vector of indices. A recurrence relation is an equation which defines a sequence recursively, that is, each term of the sequence is defined as a function of the preceding terms, together with the initial conditions. The initial conditions are necessary to ensure an uniquely defined sequence. The aim of this subsection is to use our algorithm to solve several types of recurrence relations with two indices. (Standard types of recurrence relations and the kernel method may be found in [14, 15, 8] .) Example 3.1. Let a n be a sequence defined by a 1 = 1 and a n = n i=1 a n (i), where a 1 (1) = 1, a n (n) = a n−1 and a n (i) = a n−1 (1) + · · · + a n−1 (i − 1) + qa n−1 for all i = 1, 2, . . . , n − 1.
In order to get an explicit formula for the generating function f (x) = n≥1 a n x n , we consider F n (v) = i≥1 a n (i)v
n . Then writing the above recurrence relation in terms of the generating function and using the initial condition F 1 (v) = 1 we obtain that
which is equivalent to
The above example may be extended to a system of recurrence relations. Example 3.2. Let a n = n i=1 a n (i) and b n = n i=1 b n (i) be two sequences defined as follows:
with the initial conditions a 1 = 1 and b 1 = 0. We aim to solve the system and find explicit formulas for the generating functions f (x) = n≥1 a n x n and g(
Using similar arguments as in the example above, we obtain that for all n ≥ 2,
with the initial conditions F 1 (v) = 1 and
.
Now replacing x by
, and hence
Again, this implies that the vector
is given as a vector power series by
Counting descents in signed permutations
More generally, let B n be the set of signed permutations π = π 1 π 2 · · · π n of length n (permutations of the set {1, 2, . . . , n} where each letter can be either negative or positive). We say that a signed permutation π ∈ B n has a monochromatic descent at i, if |π i | > |π i+1 | and both π i and π i+1 are either negative or positive letters, for 1 ≤ i ≤ n − 1. The number of monochromatic descents in π is denoted by md(π). For example, the signed permutation 2(−1)43(−6)(−5) has two monochromatic descents, namely at 3 (for |4| > |3|) and at 5 (for | − 6| > | − 5|). We say a signed permutation π ∈ B n has a rise at i if |π i | < |π i+1 |. For example, in the above example π has one rise, namely at 2. The number of rises in π is denoted by rise(π). Here we are interested in finding an explicit formula for the generating function for the number of signed permutations of length n according to the number of monochromatic descents (for B n and various statistics imposed, see [17, 1, 11, 18, 7] and references therein). That is, we study
Let f n (q|i 1 i 2 · · · i s ) be the generating function for the number of signed permutations π of length n according to the number of monochromatic descents such that π j = i j , j = 1, 2, . . . , s. By definition it is not hard to check that .
