Calculating the Fickian diffusivity for a lattice-based random walk with agents and obstacles of different shapes and sizes by Ellery, Adam et al.
This is the author’s version of a work that was submitted/accepted for pub-
lication in the following source:
Ellery, Adam, Baker, Ruth, & Simpson, Matthew
(2015)
Calculating the Fickian diffusivity for a lattice-based random walk with
agents and obstacles of different shapes and sizes.
Physical Biology, 12(6), 066010.
This file was downloaded from: https://eprints.qut.edu.au/91492/
c© c© 2015 IOP Publishing Ltd
Notice: Changes introduced as a result of publishing processes such as
copy-editing and formatting may not be reflected in this document. For a
definitive version of this work, please refer to the published source:
https://doi.org/10.1088/1478-3975/12/6/066010
Calculating the Fickian diusivity for a lattice{based random walk with1
agents and obstacles of dierent shapes and sizes2
Adam J Ellery3
School of Mathematical Sciences, Queensland University of Technology (QUT), Brisbane, Australia.4
Ruth E Baker5
Mathematical Institute, University of Oxford,6
Radclie Observatory Quarter, Woodstock Road, Oxford, UK.7
Matthew J Simpson8
School of Mathematical Sciences, QUT, Brisbane, Australia.9
Abstract10
Random walk models are often used to interpret experimental observations of the motion of biological cells11
and molecules. A key aim in applying a random walk model to mimic an in vitro experiment is to estimate the12
Fickian diusivity (or Fickian diusion coecient), D. However, many in vivo experiments are complicated13
by the fact that the motion of cells and molecules is hindered by the presence of obstacles. Crowded transport14
processes have been modeled using repeated stochastic simulations in which a motile agent undergoes a random15
walk on a lattice that is populated by immobile obstacles. Early studies considered the most straightforward16
case in which the motile agent and the obstacles are the same size. More recent studies considered stochastic17
random walk simulations describing the motion of an agent through an environment populated by obstacles18
of dierent shapes and sizes. Here, we build on previous simulation studies by analyzing a general class of19
lattice{based random walk models with agents and obstacles of various shapes and sizes. Our analysis provides20
exact calculations of the Fickian diusivity, allowing us to draw conclusions about the role of the size, shape21
and density of the obstacles, as well as examining the role of the size and shape of the motile agent. Since22
our analysis is exact, we calculate D directly without the need for random walk simulations. In summary,23
we nd that the shape, size and density of obstacles has a major inuence on the exact Fickian diusivity.24
Furthermore, our results indicate that the dierence in diusivity for symmetric and asymmetric obstacles is25
signicant.26
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I. INTRODUCTION27
Random walk models are routinely used to mimic both in vitro and in vivo experimental observa-28
tions describing the motion of cells and biomolecules [1{5]. Often the aim of applying a random walk29
model to mimic in vitro observations is to provide an estimate of the diusivity, D [6{8]. Unlike simpler30
in vitro experiments, in vivo experiments are complicated by the fact that the cells and biomolecules31
move through an environment populated by various types of obstacles that, owing to crowding eects,32
hinder their motion [9{12].33
Early analysis of random walk models describing motion through crowded environments involved34
repeated stochastic simulations of the random walk of an agent on a lattice, where the lattice is35
populated by immobile obstacles [13, 14]. In these early models both the size of the agent and the36
obstacles are equal to the lattice spacing [13, 14]. Analyzing the temporal evolution of the mean37
squared displacement (MSD) of the motile agent indicates that, after a sucient period of time, the38
MSD grows in proportion to time. Measuring the constant of proportionality from repeated computer39
simulations provides a means of estimating the long{time Fickian diusivity, D [13{16]. Using this40
approach, it is possible to demonstrate that D decreases as the density of obstacles increases, as we41
might anticipate [13{16]. Other avenues of investigation involved the use of perturbation theory [17],42
percolation theory [18{20] and the eigenvalue spectrum [21]. More recent studies attempt to provide43
more realistic descriptions of cell and biomolecule motion by considering the motion of agents through44
environments that are populated by obstacles of varying shapes and sizes [22{24]. Similar to earlier45
models, these more detailed simulation studies show that, after a sucient period of time, the MSD46
increases in proportion to time, and this observation can also be used to estimate the long{time Fickian47
diusivity, D [22, 23]. In addition to showing that D depends on the density of obstacles, these studies48
suggest that D also depends on the size and shape of the obstacles [22, 23].49
Instead of relying on repeated stochastic random walk simulations, here we present a method that50
enables us to exactly calculate the long{time Fickian diusivity, D, for a lattice{based random walk51
in which we vary the shape and size of both the motile agent and the immobile obstacles. We achieve52
this by generalizing an approach previously described by Mercier and Slater [26{28]. The algorithm53
is described in Section II, where we also conrm the accuracy of the approach by comparing exact54
calculations of D with estimates obtained using standard simulation methods. In Section IIIA we55
systematically vary the size of the agent, the size of the obstacles and the density of the obstacles to56
examine how these details aect D for a two{dimensional random walk in which both the agents and57
obstacles are symmetric in shape. In Section III B we consider a suite of two{dimensional scenarios58
in which either the agent or the obstacles are asymmetric. We also demonstrate how our approach59
can be implemented for three{dimensional problems in Section III C where we systematically vary the60
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size, shape and density of symmetric obstacles in three{dimensions. In Section IIID we calulate D for61
obstacle densities up to 50%. Finally, in Section IV, we discuss the implications of our results.62
For symmetric agents and obstacles of the same size, we show that D decreases with the density of63
obstacles. This is an expected result that has been observed previously in simulation studies, however64
we also make further observations that have not been identied previously. For a given obstacle density,65
we nd that D is most reduced for larger motile agents, relative to smaller motile agents, provided that66
the obstacles are symmetric. However, the opposite can be true when we consider the motion of agents67
in an environment populated by asymmetric obstacles. Furthermore, we nd that D is sensitive to68
the size of the agents and obstacles relative to the size of the lattice spacing. In summary, our results69
indicate that the value of D is strongly linked to the details of the shape, size, symmetry and density70
of the obstacles. Therefore, caution ought to be exercised when D is estimated without a detailed71
characterization of the obstacle shape, size and density.72
II. THEORY73
We now consider a two{dimensional square lattice of dimension X  Y , with unit lattice spacing74
 = 1. Sites are indexed (i; j) so that each site has location (x; y) = (i; j), with 0  x  (X   1) and75
0  y  (Y   1). We also consider a three{dimensional square lattice of dimension X  Y  Z, with76
unit lattice spacing  = 1. Sites are indexed (i; j; k) so that each site has location (x; y; z) = (i; j; k),77
with 0  x  (X   1), 0  y  (Y   1) and 0  z  (Z   1). Since we always work with unit lattice78
spacing and unit rate constants, all calculations of diusivity are dimensionless. These calculations79
can be redimensioned by re{scaling with an appropriate dimensional lattice spacing, , if required.80
We represent various crowding environments by randomly populating a lattice with immobile ob-81
stacles to a specied spatially uniform density,  = m0=m, where m0 is the number of obstacles,  is82
the number of sites per obstacle, and m is the total number of lattice sites. For the two{dimensional83
lattice we consider the ve dierent types of agents and obstacles depicted in Figure 1, namely: (i)84
a square obstacle of area 1 (1  1,  = 1); (ii) a square obstacle of area 4 (2  2,  = 4); (iii) an85
asymmetric obstacle of area 2, consisting of two adjacent lattice sites (12,  = 2); (iv) an asymmetric86
obstacle of area 3 in an L{shaped arrangement ( = 3); and (v) an asymmetric obstacle of area 387
consisting of three lattice sites in a row (1  3, V = 3). When placing asymmetric obstacles on the88
lattice we always take care to randomly orient the obstacles so that, on average, there is no preferred89
direction of alignment. For the three{dimensional lattice we consider two types of obstacles that are90
also depicted in Figure 1, namely: (vi) a cubic obstacle of volume 1 (111,  = 1); and (vii) a cubic91
obstacle of volume 8 (2  2  2,  = 8). Although our results focus on these seven specic obstacle92
and agent shapes, the exact procedure for calculating D can be applied to other obstacle and agent93
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shapes by extending our analysis in an obvious way. Throughout this study we always ensure that 94
is well below the relevant percolation threshold [29]. In the rst part of the study we focus on modest95
obstacle densities, 0 <   0:15. In the second part of the study we provide additional results for96
higher obstacle densities,   0:50.97
To provide a check on the accuracy of our exact calculations of D we perform stochastic random98
walk simulations with the aim of showing that the exact calculations match estimates of D from a99
simulation approach. To initiate the random walk simulations we place a single motile agent at a100
randomly chosen location on the lattice, being careful to ensure that the agent does not overlap with101
any obstacles. The shape of the agent is chosen from one of the types depicted in Figure 1. The agent102
undergoes an unbiased nearest neighbor random walk with unit step length ( = 1), periodic boundary103
conditions and an exclusion condition [32]. The exclusion condition means that any potential motility104
event that would lead to part of the agent occupying any site that is already occupied by an obstacle105
is aborted [32]. Our discrete model is similar to a blind-ant random walk [18]. We use the Gillespie106
algorithm [31] to advance the simulation through time until we reach a pre{specied termination time,107
T . In all situations the rate at which the motile agent attempts to undergo a motility event is set to108
unity. Since the random walk simulations are stochastic, we always average our results over a large109
ensemble of identically prepared realizations. As each random walk simulation proceeds, we track the110
position of the agent and record the agent trajectory, from which we can calculate the MSD.111
After performing a large number of identically prepared realizations of each random walk, we make112
the standard assumption that the average MSD data follows a power law [13{16]113 

r2

= (2dD)t; (1)
where r2 = x2 + y2 + z2 is the dimensionless displacement squared, t is dimensionless time, d is the114
dimension of the system,  is an exponent, 0 < D  1=(2d) denotes the dimensionless diusivity115
and hi denotes an average over a large ensemble. Fickian diusion is associated with  = 1 [1]. To116
estimate D from this data we rewrite Eq. (1) as117
log10
hr2i
t

= log10 (2dD) + (  1) log10 (t) : (2)
Equation (2) suggests that if the data follows this power law, when we plot log10 (hr2i =t) as a function118
of log10(t) we should observe a straight line with slope    1. It is well{known that for MSD data119
generated in this way, a plot of log10 (hr2i =t) as a function of log10(t) asymptotes to a horizontal120
line [13{16]. This indicates that, after a sucient amount of time we have  = 1 and we can estimate121
the Fickian diusion coecient by estimating the intercept of the horizontal asymptote of the plot of122
log10 (hr2i =t) as a function of log10(t) [13{16].123
Instead of recording the square of the total displacement, r2 = x2+y2+z2, an alternative approach124
is to record the temporal evolution of the square of the displacement in each component direction125
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and apply a similar technique. This approach would allow us to estimate the diusion coecient126
in each direction. For example, treating the x, y and z components of the MSD data in this way127
can be used to provide estimates of Dx, Dy and Dz, respectively, allowing us to explore whether128
there are any dierences in the diusivity in each direction. Here, 0 < Dx  1=d, 0 < Dy  1=d129
and 0 < Dz  1=d, where d is the dimension of the problem. To implement this approach we plot130
log10 (hx2i =t), log10 (hy2i =t) or log10 (hz2i =t) as a function of log10(t), and we estimate Dx, Dy and Dz131
from measuring the long{time intercept of these curves, which asymptote to log10 (2Dx), log10 (2Dy)132
and log10 (2Dz), respectively.133
Using this approach we plot the MSD data, focusing at rst on the x{component of the trajectory134
data, for several dierent combinations of dierent sized agents and obstacles, in both two and three135
dimensions, in Figure 2. Results in Figure 2(a) show plots of log10 (hx2i =t) as a function of log10(t)136
for both 1 1 and 2 2 shaped agents undergoing a random walk on a two{dimensional lattice that137
is randomly populated by either 1 1 obstacles or 2 2 obstacles. Results in Figure 2(b) show plots138
of log10 (hx2i =t) as a function of log10(t) for both 1  2 and 1  1 agents and obstacles as well as139
results for both 1 1 and L{shaped agents and obstacles. Similar plots for three{dimensional random140
walk simulations are shown in Figure 2(c) for both a 1  1  1 and 2  2  2 agent moving on a141
three{dimensional lattice populated with either 1  1  1 or 2  2  2 obstacles. Regardless of the142
dimension of the problem, or the combination of agent and obstacle shape and size, each plot in Figure143
2 shows that the MSD curve eventually asymptotes to a horizontal line conrming that we eventually144
observe Fickian diusion. Since these curves asymptote to log10 (2Dx), as indicated by Eq. (2), we145
can estimate Dx from these data by measuring the intercept of the horizontal asymptote. This is a146
standard approach that has been used in many previous studies [13{16].147
Results in Figure 2 suggest that, in both two and three dimensions, smaller obstacles are more148
eective at reducing the diusivity than larger obstacles at the same density. For a two{dimensional149
random walk with symmetric agents and obstacles, as shown in Figure 2(a), we nd that a lattice150
populated with small obstacles is most eective at reducing the diusivity, and that this eect is more151
pronounced for larger agents. Results for a two{dimensional random walk with asymmetric agents152
and obstacles, as shown in Figure 2(b), also suggest that small obstacles are more eective at reducing153
the diusivity and that this reduction is more pronounced if the agent is asymmetric than if it is154
symmetric. Comparing the data in Figure 2(a){(b) suggests that the reduction in diusivity is greater155
for a 2 2 agent than for an asymmetric 1 2 agent. Data in Figure 2(c) indicate that similar trends156
apply in three dimensions.157
In practice, trajectory data from stochastic random walk simulations is very noisy [25] and to158
make sense of these data it is necessary to average over a very large ensemble of identically prepared159
realizations to obtain accurate estimates of the long{time diusivity. In some cases, calculating the160
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diusivity directly from stochastic random walk simulations can be overwhelmingly computationally161
expensive. This observation motivates us to apply an alternative, exact approach.162
A. Algorithm and worked example163
We now calculate the diusivity using the method proposed by Mercier and Slater [26{28]. The164
Mercier{Slater method involves applying a vanishingly small bias,  > 0, to the random walk making165
it more probable for the agent to attempt to move in a particular direction. The bias can be applied166
separately in either the x, y or z directions, and is therefore applicable to random walks in both two167
and three dimensions. If the bias is applied in the x{direction, we calculate the exact diusivity in that168
direction using the Nernst{Einstein relationship (a special case of the uctuation-dissipation theorem169
[30]),170
Dx = Dx
D0x
= lim
!0
()
0
; (3)
where 0 < Dx  1=d is the dimensionless diusivity in the x{direction, D0x = 1=d is the dimensionless171
diusivity in the x{direction when there are no obstacles present, () is the probability of the agent172
moving in the x{direction under the action of the bias and 0 is the probability of the agent moving173
in the x{direction without the inuence of the bias. Dx denotes the ratio of Dx to D0x so that174
0 < Dx  1. Applying the bias in the y or z{directions can be used to calculate Dy or Dz, respectively.175
Throughout this work we always apply the Mercier{Slater method by applying the bias in the176
positive x, y or z directions. We note that applying the bias in the negative x, y or z direction does177
not change our results since the sign of  does not aect the value of the limit in Eq. (3). Since178
() and 0 do not vary with time, we can calculate them by considering properties of the long{time179
expected motion of the agent on the lattice. Equation (3) thus permits an exact calculation of the180
long{time Fickian diusivity, and it can be applied to each combination of agent and obstacle shapes181
and sizes in Figure 2.182
We calculate () from the mean agent velocity at each lattice site. Let v be a vector whose qth183
element, v(q), denotes the mean agent velocity at site q. If we consider the x direction, the mean agent184
velocity is given by185
v(q) = p+L+   p L ; (4)
where p are the probabilities of movement in the positive and negative x{directions, respectively, and186
L = 1 if the relevant target site is vacant and zero if it is occupied.187
The probability of nding the agent at any particular lattice site in the long{time limit is given by188
solving the eigenvalue problem189
Tn = n;
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where T represents a transition matrix in which the element of the ath row and bth column, Tab, is the190
probability that an agent located at site b will step to site a in the next time step, and n is a vector191
whose qth element, n(q), denotes the probability that an agent is located at site q in the long{time192
limit. Generally, we normalize n to ensure that
P
q n(q) = 1, and we do this by calculating the unit193
vector, n^. The mean (global) velocity is given by v  n^, and from these quantities we can derive194
() =
v  n^

; (5)
from which we can recover the diusivity using Eq. (3).195
In summary, applying the Mercier{Slater algorithm involves the following steps:196
1. for a given obstacle conguration, construct the transition matrix, T;197
2. solve Tn = n;198
3. calculate n^;199
4. calculate the mean velocity, v, at each lattice site;200
5. calculate () using Eq. (5);201
6. calculate Dx using Eq. (3).202
To save a mathematical step we take advantage of the fact that the row rank of (T  I) is less than203
or equal to the number of rows of T, and is only equal in the special case in which T = I. Accordingly,204
we introduce the normalization condition by rewriting Tn = n as (T I)n = 0, where I is an identity205
matrix of appropriate size, and we replace a row of the new coecient matrix, (T   I), with ones.206
This gives An = b where A is the modied coecient matrix and b = [0; 0; :::; 1]T, which enforces207
the normalization condition.208
A further simplication can also be implemented. If v and vI denote the  dependent and 209
independent components of v, respectively, and n and nI denote the  dependent and  independent210
components of n^, respectively, then Eq. (3) and Eq. (5) can be re{expressed in the simpler form [26]211
D = v  nI + vI  n: (6)
To solve for n and nI we separate A into its  dependent and  independent components (so that
A = AI + A), and note that nI and n satisfy [26]
AI nI = b; (7)
AI n =  A nI : (8)
There are a number of special cases in which the algorithm leads to interesting results. Here we212
will explicitly discuss two of these special cases:213
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(i) It is possible that the obstacles may be placed in a way that prevents the agent from moving. In
Figure (3)(a) we show an example of this special case. Here, we have T = I and the algorithm gives
n =

1
N
;
1
N
; :::;
1
N
T
;
v = 0;
where N is the total number of vacant lattice sites. For this system, Eq. (6) gives D = 0, as expected.214
(ii) In the special case in which the lattice contains closed and independent regions, the agent will215
remain trapped in the starting region for all time. We show two example lattices, in Figure (3)(b){216
(c), in which obstacles are laid down in a manner that separates the available lattice sites into two217
independent regions, each of which has an independent set of probability equations. There are two218
possible ways of dealing with this particular lattice. First, if we take the usual approach and consider219
the entire lattice we nd that T is block diagonal and D = 0. Second, if we treat each independent220
region separately we nd that D > 0 in each region.221
For all of the results presented in this work, we always consider a random arrangement of obstacles,222
and so we do not focus on these special cases any further.223
To demonstrate the application of the algorithm we present a worked example for the lattice and224
obstacle conguration shown in Figure 4(a). This is a two{dimensional lattice, of size 42, containing225
a 12 obstacle in the lower left portion of the lattice. If we bias the motion in the positive x{direction226
and consider the case where the agent is initially located at site 1, the probability that the agent will227
step to site 2 is (1 + )=4 and the probability that the agent will step to site 4 is (1   )=4. The228
agent will attempt to step in the negative y{direction with probability 1=4, however this attempted229
motility event will be aborted because of the obstacle. Similarly, the agent will attempt to step in the230
positive y direction with probability 1=4 and this attempted motility event will also be aborted due to231
the periodic boundary conditions and the location of the obstacle. Therefore, there is a probability of232
1=4 + 1=4 = 1=2 that the agent will remain at site 1. Following a similar process of reasoning for the233
remaining lattice sites, the transition matrix for this lattice, with a bias in the positive x direction, is234
given by235
T =
0BBBBBBBBBBB@
1
2
1+
4
0 1 
4
0 0
1 
4
1
2
1+
4
0 0 0
0 1 
4
0 1+
4
1
2
0
1+
4
0 1 
4
0 0 1
2
0 0 1
2
0 1+
4
1+
4
0 0 0 1
2
1 
4
1 
4
1CCCCCCCCCCCA
:
8
The mean velocity vectors, whose elements are given by Eq. (4), are
vI =

0; 0; 0; 0; 1
4
; 1
4
T
; (9)
v =

1
2
; 1
2
; 1
2
; 1
2
; 1
4
; 1
4
T
: (10)
From Eqs. (7){(8) it follows that
nI =

1
6
; 1
6
; 1
6
; 1
6
; 1
6
; 1
6
T
; (11)
n =

  1
792
; 23
792
; 47
792
;  25
792
; 95
792
;  73
792
T
: (12)
Combining Eqs. (9){(12) with Eq. (6) gives Dx = 4=11.236
If we bias motion in the positive y{direction, following a similar procedure, the transition matrix237
for this lattice is238
T =
0BBBBBBBBBBB@
1
2
1
4
0 1
4
0 0
1
4
1
2
1
4
0 0 0
0 1
4
0 1
4
1
2
0
1
4
0 1
4
0 0 1
2
0 0 1
2
0 1
4
1
4
0 0 0 1
2
1
4
1
4
1CCCCCCCCCCCA
:
Note that the coecients appear to be independent of  owing to a number of algebraic cancellations.
For example, the probability of stepping in the positive y direction, from site 3 to site 5, is (1 + )=4.
The probability of stepping in the negative y direction, from site 3 to site 5, is (1  )=4. This means
that the net probability of stepping from site 3 to site 5 is (1 + )=4 + (1   )=4 = 1=2, which is
independent of . The mean velocity vectors are
vI =

0; 0; 0; 0; 0; 0
T
; (13)
v =

0; 0; 1
2
; 1
2
; 1
2
; 1
2
;
T
: (14)
From Eqs. (7){(8) it follows that
nI =

1
6
; 1
6
; 1
6
; 1
6
; 1
6
; 1
6
T
; (15)
n =

0; 0; 0; 0; 0; 0
T
: (16)
Combining Eqs. (13){(16) with Eq. (6) gives Dy = 1=3. Additional worked examples in both two and239
three dimensions are given in the appendix.240
The systems of linear equations that we derive are exact, however we always solve these equations241
numerically. In general, the transition matrix is large and sparse. Under these conditions Eqs. (7){(8)242
can be solved eciently using the generalised minimal residual method (GMRES) [33]. GMRES is243
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an iterative method which eciently solves for the solution to the matrix equation Ax = b in the244
Krylov subspace Kn = span fb;Ab;A2b; :::;An 1bg by nding the vector xn which minimises the245
Euclidean norm of the residual Axn   b to within any given error tolerance [33]. To demonstrate246
our implementation of this approach we apply it to calculate the diusivity in the x{direction for each247
combination of agent and obstacle depicted in Figure 2. Using our estimate of Dx, we plot horizontal248
lines at log10 (2Dx) on each subgure in Figure 2. Comparing the averaged MSD data in Figure 2249
with the relevant horizontal lines at log10 (2Dx) conrms that there is very good agreement between250
the exact calculations of Dx and the results from the averaged MSD data since the averaged MSD251
data asymptotes to the same horizontal line indicated by the exact calculations. Note that all MSD252
data in Figure 2 corresponds to the x-component of the trajectory data which is why the estimates of253
diusivity correspond to the x-component.254
III. RESULTS255
Now that we have described and veried the algorithm for calculating the diusivity on a range256
of small lattices, we apply the algorithm to calculate the diusivity on larger, more practically sized257
lattices. We interpret our results by applying the algorithm to a large number of identically-prepared258
lattices with the same value of  but with randomly arranged obstacles. Since the obstacles are always259
randomly oriented we always nd that hDxi = hDyi = hDzi (results not shown), conrming that there260
is, on average, no anisotropy. Therefore, for the remainder of this study we only present results for261
hDxi, and for simplicity we drop the subscript x and the triangular brackets.262
A. Two{dimensional random walk with symmetric agents and obstacles263
We rst consider two{dimensional lattices involving either 1  1 or 2  2 agents moving on a264
lattice which has been randomly populated with either 1 1 or 2 2 obstacles at density . We use265
the Mercier{Slater algorithm to calculate D for each lattice, and we consider an ensemble of 10; 000266
identically prepared lattices. Results are shown as a histogram of D in Figure 5. The mean estimates267
of D are given in Table I.268
For each system we consider, our results indicate that D decreases with increasing obstacle density269
and that smaller obstacles are more eective at reducing D than larger obstacles at the same density.270
For all densities considered, D is smaller for 1  1 obstacles than for 2  2 obstacles for both 1  1271
and 2 2 agents at the same density. We also note that these eects are more pronounced for larger272
agents than for smaller agents. On average, the diusivity of a 2 2 agent on a given lattice is smaller273
than the diusivity of a 1 1 agents on the same lattice.274
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We nd that, in situations where the agent and obstacles are the same size, the absolute size of the275
agent and obstacles relative to the size of the lattice spacing has an impact on D. For example, for276
 = 0:15, with 1  1 agents and 1  1 obstacles we have D = 0:6564, whereas for a similar situation277
with 2  2 agents and 2  2 obstacles we have D = 0:4849, corresponding to a reduction in D by278
approximately 26%.279
A histogram of calculated diusivities is given in Figure 5. Results in the left column correspond280
to lattices with X = Y = 50 while results in the right column correspond to a larger lattice with281
X = Y = 100. Our results indicate that the mean diusivity for each combination of agent and obstacle282
sizes is approximately independent of the size of the lattice. However, the standard deviation of each283
distribution decreases as the lattice size increases. For example, for a system in which 2  2 agents284
move through a lattice populated with 22 obstacles to density  = 0:15, we have D = 0:48410:0491285
and D = 0:48490:0279 for X = Y = 50 and X = Y = 100, respectively. This reduction in variability286
suggests that for a larger lattice fewer realizations are required to estimate D reliably.287
1 1 Agent 2 2 Agent
 1 1 Obstacles 2 2 Obstacles 1 1 Obstacles 2 2 Obstacles
0.05 0:8907 0:0021 0:9192 0:0026 0:6807 0:0133 0:8364 0:0079
0.10 0:7765 0:0045 0:8352 0:0054 0:3573 0:0452 0:6646 0:0176
0.15 0:6564 0:0210 0:7479 0:0081 0:0683 0:0400 0:4849 0:0279
TABLE I. Average diusivity, D, with the variability indicated by the sample standard deviation, for a system
in which a 1 1 agent moves on a lattice randomly populated with 1 1 obstacles. All results correspond to
a 100 100 lattice and are calculated from an ensemble of 10; 000 identically prepared realizations.
B. Two{dimensional random walk with asymmetric agents and obstacles288
We now consider a two{dimensional system in which either the agent or the obstacles are asymmet-289
ric. Specically, we consider the situation where we have: (i) either a 1 1 agent moving on a lattice290
populated with 1  2 obstacles or we have a 1  2 agent moving on a lattice populated with 1  1291
obstacles; (ii) the situation where we have either a 1  1 agent moving on a lattice populated with292
L{shaped obstacles or we have a L{shaped agent moving on a lattice populated with 1 1 obstacles;293
(iii) the situation where we have either a 11 agent moving on a lattice populated with 13 obstacles294
or we have a 1  3 agent moving on a lattice populated with 1  1 obstacles. A histogram of the295
ensemble of the diusivity results is shown in Figure 6 and the sample mean and variability, given by296
the sample standard deviation, for each system are shown in Table II.297
Our results for the asymmetric agents and obstacles are interesting because some of the trends298
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we observed in Section IIIA for symmetric agents and obstacles do not apply. Specically, while299
the data in Table II suggest that the smaller 1  1 obstacles are more eective are reducing D than300
larger 1 2 obstacles for each density considered. However, we see that larger L{shaped obstacles are301
more eective at reducing the diusivity than the smaller 1  1 obstacles for higher densities. 1  3302
obstacles are less eective at reducing the diusivity compared to L{shaped obstacles. This particular303
result is interesting because it shows that obstacles of the same size can have a dierent impact on304
the diusivity, and we attribute this to the dierence in obstacle shape. However, 1 3 agents have a305
lower diusivity, on average, than L{shaped agents when they are placed on a lattice populated with306
1  1 obstacles. We also observe other dierences when we compare the symmetric and asymmetric307
cases. For example, a 1 1 agent moving on a lattice occupied with L{shaped obstacles to a density308
of  = 0:15 is associated with D = 0:0898 whilst an L{shaped agent moving on a lattice occupied with309
1  1 obstacles has D = 0:1247, an increase of approximately 40%. Similarly, a 1  1 agent moving310
on a lattice occupied with 1  3 obstacles has D = 0:6560 whilst a 1  3 agent moving on a lattice311
occupied with 1  1 obstacles has D = 0:0846, a decrease of approximately 87%. Therefore, unlike312
the symmetric cases considered in Section IIIA, increasing the size of asymmetric agents does not313
necessarily decrease the diusivity.314
1 2 Agent 1 1 Agent L{shaped Agent 1 1 Agent 1 3 Agent 1 1 Agent
 1 1 Obstacles 1 2 Obstacles 1 1 Obstacles L{shaped Obstacles 1 1 Obstacles 1 3 Obstacles
0.05 0:7240 0:0067 0:7858 0:0073 0:6971 0:0220 0:6999 0:0165 0:5443 0:0077 0:8907 0:0011
0.10 0:4910 0:0216 0:5900 0:0124 0:3985 0:0501 0:3861 0:0391 0:2608 0:0114 0:7763 0:0045
0.15 0:2951 0:0310 0:4122 0:0183 0:1247 0:0459 0:0898 0:0409 0:0846 0:0118 0:6560 0:0124
TABLE II. Average diusivity, D, with the variability indicated by the sample standard deviation, for each
two{dimensional combination of asymmetric agents and obstacles considered. All results correspond to a
100 100 lattice and are calculated from an ensemble of 10; 000 identically prepared realizations.
C. Three{dimensional random walk with symmetric obstacles315
We now demonstrate how to apply the algorithm to three{dimensional problems in which either316
111 or 222 agents move on a lattice that is randomly populated with either 111 or 222317
obstacles. To manage the computational expense of dealing with three{dimensional calculations we318
consider three{dimensional lattices that contain approximately the same number of lattice sites as319
those considered in the two{dimensional simulations in Sections IIIA and III B. We show a histogram320
of the ensemble calculations of D in Figure 6. The sample mean and variability, indicated by the321
sample standard deviation, are reported in Table III.322
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Similar to the results in two dimensions, we nd that D decreases with  for all combinations of323
agents and obstacles in three dimensions. Our calculations indicate that smaller 1  1  1 obstacles324
are more eective at reducing D than larger 2  2  2 obstacles, for both types of agents and for325
all obstacle densities considered. Furthermore, for all obstacle types and densities considered, these326
eects are most pronounced for larger 2  2  2 agents than they are for smaller 1  1  1 agents.327
These results are consistent with the general conclusions we reached for a two{dimensional systems in328
Section IIIA.329
Similar to the two{dimensional results, we nd that situations in which the agent and obstacle are330
the same size, the absolute size of the agent and obstacles relative to the lattice spacing aects D.331
Generally, increasing the size of the agents and obstacles relative to the lattice spacing decreases D.332
For example, for  = 0:10, we have D = 0:8463 and D = 0:7136 for systems involving 1  1  1 and333
2 2 2 agents and obstacles, respectively.334
Two sets of histograms of each ensemble of D are given in Figure 7, corresponding to two dierently335
sized three{dimensional square lattices: P = Q = R = 15 and P = Q = R = 25. Our results indicate336
that increasing the size of the lattice does not alter the mean D for any combination of agents and337
obstacles considered. However, increasing the size of the lattice reduces the sample standard deviation,338
which is consistent with our exact calculations of D in two dimensions.339
1 1 1 Agent 2 2 2 Agent
 1 1 1 Obstacles 2 2 2 Obstacles 1 1 1 Obstacles 2 2 2 Obstacles
0.05 0:9236 0:0016 0:9487 0:0021 0:6313 0:0209 0:8558 0:0111
0.10 0:8463 0:0031 0:8962 0:0042 0:3305 0:0380 0:7136 0:0215
0.15 0:7686 0:0090 0:8426 0:0061 0:1044 0:0421 0:5742 0:0308
TABLE III. Average diusivity, D, with the variability indicated by the sample standard deviation, for each
three{dimensional combination of agents and obstacles considered. All results correspond to a 25  25  25
lattice and are calculated from an ensemble of 10; 000 identically prepared realizations.
D. Higher values of obstacle density340
We now consider a wider range of values of , 0    0:5, for a situation in which 1  1 agents341
move on a lattice that is randomly populated with 1  1 obstacles. Without any obstacles, we have342
 = 0 and D = 1. Additional results in Table IV and Figure 8 report values of D for 0    0:5. As343
 increases, D decreases, as expected. For  = 0:45 and  = 0:50 we nd that D = 4:46  10 5 and344
D = 5:3710 8 which both round to zero at four decimal places. We nd that the standard deviation345
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of the distribution increases with , and decreases as the size of the lattice increases, as shown in346
Figure 9.347
 1 1 Agents with 1 1 obstacles
0:05 0:8907 0:0011
0:10 0:7765 0:0022
0:15 0:6564 0:0100
0:20 0:5297 0:0178
0:25 0:3980 0:0210
0:30 0:2617 0:0226
0:35 0:1275 0:0201
0:40 0:0203 0:0110
0:45 0:0000 0:0007
0:50 0:0000 0:0000
TABLE IV. Average diusivity, D, with the variability indicated by the sample standard deviation, for each
two{dimensional combination of symmetrical agents and symmetrical obstacles considered. All results corre-
spond to a 100 100 lattice and are calculated from an ensemble of 10; 000 identically prepared realizations.
IV. DISCUSSION AND CONCLUSION348
A routine aim of applying a random walk model to replicate observations made from cellular and349
molecular experiments is to provide an estimate of the Fickian diusivity [6{8]. While these concepts350
are relatively straightforward in an in vitro experimental setting, applying a random walk model to an351
in vivo situation is complicated by the fact the motion of cells and molecules is hindered by the presence352
of obstacles of varying shapes and sizes [9{12]. Previous approaches for estimating the diusivity from353
a random walk model in a crowded environment involve performing repeated stochastic random walk354
simulations and collecting MSD data [13{16]. Since agent trajectory data can be very noisy and355
estimates of diusivity require long{time MSD data, it can be computationally demanding to estimate356
the Fickian diusivity from repeated simulations of such models.357
In this work we calculate D using a dierent approach that provides an exact result without the358
need for performing repeated stochastic simulations [26{28]. Our results provide insight into the details359
of how varying the shape and size of the obstacles aects the Fickian diusivity. Furthermore, we are360
also able to explore how varying the shape and size of the motile agent aects the diusivity. In361
summary, our results show that the diusivity is strongly dependent on the details of the obstacle eld362
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and is sensitive to the density of obstacles, the size of obstacles, the shape of obstacles and the size of363
the obstacles relative to the agent.364
Although our approach for calculating D overcomes certain limitations of relying solely upon365
stochastic simulation data, our approach is subject to other limitations. For example, the exact366
approach for calculating D is relevant to the situation where the obstacles are stationary only. This367
is relevant for certain problems, whereas other previous studies have considered mobile obstacles for368
which the exact calculations are not relevant. While the results presented in this study are limited369
to four dierent types of two{dimensional obstacles and agents, and two dierent types of three{370
dimensional obstacles and agents, the approach outlined here can also be applied to other lattices,371
such as a triangular lattice, and other types of agents and obstacles of varying shapes and size.372
373
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V. APPENDIX377
We now calculate the long{time diusivity in each direction for the lattices shown in Figure 4(b){378
(c). For the lattice in Figure 4(b), when we bias motion in the positive x{direction, the transition379
matrix is given by380
T =
0BBBBBBBBBBB@
3+
4
1+
4
0 0 0 0
1 
4
0 1+
4
0 1
2
0
0 1 
4
1 
4
0 0 1
2
0 0 0 3 
4
0 1 
4
0 1
2
0 0 1+
4
1+
4
0 0 1
2
1+
4
1 
4
0
1CCCCCCCCCCCA
;
and the mean velocity vectors are given by
vI =

 1
4
; 0; 1
4
; 1
4
; 1
4
; 0
T
;
v =

1
4
; 1
2
; 1
4
; 1
4
; 1
4
; 1
2
T
:
Equations (7){(8) gives
nI =

1
6
; 1
6
; 1
6
; 1
6
; 1
6
; 1
6
T
;
n =

1
2
; 1
6
; 1
6
; 1
2
; 1
6
; 1
6
T
;
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from which we arrive at the diusivity381
Dx = v  nI + vI  n = 0:
This result is expected as the location of the two 11 obstacles on this lattice mean that the displace-382
ment of the x{component of the trajectory is always conned by the obstacles and cannot increase383
indenitely. When we bias the motion in the positive y{direction, the transition matrix is given by384
T =
0BBBBBBBBBBB@
3
4
1
4
0 0 0 0
1
4
0 1
4
0 1
2
0
0 1
4
1
4
0 0 1
2
0 0 0 3
4
0 1
4
0 1
2
0 0 1
4
1
4
0 0 1
2
1
4
1
4
0
1CCCCCCCCCCCA
;
and the mean velocity vectors are
vI =

0; 0; 0; 0; 0; 0
T
;
v =

0; 0; 1
2
; 1
2
; 1
2
; 1
2
T
:
Using Eqs. (7){(8), we have
nI =

1
6
; 1
6
; 1
6
; 1
6
; 1
6
; 1
6
T
;
n =

0; 0; 0; 0; 0; 0
T
;
giving a diusivity of385
Dy = v  nI + vI  n = 1
3
:
We now consider the three{dimensional lattice depicted in Figure 4(c). The algorithm is identical to386
the algorithm for a two{dimensional lattice except that each lattice site has a maximum of six nearest387
neighbors instead of four. Introducing a bias in the positive x{direction, the transition matrix for this388
lattice is given by389
T =
0BBBBBBBBBBBBBB@
1
3
1
3
0 1
3
0 0 0
1
3
0 1
3
0 1
3
0 0
0 1
3
1
3
0 0 0 1
3
1
3
0 0 0 1
3
1
3
0
0 1
3
0 1
3
0 0 1
3
0 0 0 1
3
0 1
3
1
3
0 0 1
3
0 1
3
1
3
0
1CCCCCCCCCCCCCCA
;
16
and the mean velocity vector is given by
vI =

0; 0; 0; 0; 0; 0; 0
T
;
v =

0; 1
3
; 1
3
; 1
3
; 1
3
; 1
3
; 1
3
T
:
Equations (7){(8) give
nI =

 1
7
; 1
7
; 1
7
; 1
7
; 1
7
; 1
7
; 1
7
T
;
n =

0; 0; 0; 0; 0; 0; 0
T
;
and the diusivity is390
Dx = v  nI + vI  n = 2
7
:
Because the lattice in Figure 4(c) is symmetric in each direction, it follows that Dx = Dy = Dz = 2=7,391
and this can be conrmed by repeating the calculations by biasing the motion in the positive or392
negative y and z directions, respectively.393
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1 x 1 2 x 2 1 x 2 L
1 x 1 x 1
2 x 2 x 2
1 x 3 
FIG. 1. Various sizes and shapes of the two{ and three{dimensional agents and obstacles used in this study.
The dimensions relative to the lattice spacing are indicated next to each object.
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FIG. 2. Results in (a) show averaged MSD data, log10(hx2i=t), for a 11 agent moving on a lattice populated
with 1 1 (blue) and 2 2 obstacles (red), and similar data for a 2 2 agent moving on a lattice populated
with 11 (orange) and 22 obstacles (green). Results in (b) show log10(hx2i=t) for a 12 agent moving on a
lattice populated with 1 1 obstacles (blue), a 1 1 agent moving on a lattice populated with 1 2 obstacles
(red), an L{shaped agent moving on a lattice populated with 11 obstacles (orange) and a 11 agent moving
on a lattice populated with L{shaped obstacles (green). Results in (c) show log10(hx2i=t) for a 111 agent
moving on a three{dimensional lattice populated with 1 1 1 obstacles (blue) and 2 2 2 obstacles (red),
and similar data for a 222 agent moving on a lattice populated with 111 obstacles (orange) and 222
obstacles (green). The size of the lattice and density of obstacles are M = N = 10, P = Q = R = 10 and
 = 0:1, respectively. All random walk simulations are averaged over 50; 000 identically prepared realizations.
We also superimpose, for each case, in each subgure, a dashed horizontal line, log10(2Dx), where Dx is the
long{time Fickian diusivity in the x{direction. Exact values of Dx are calculated using the Mercier{Slater
algorithm using GMRES with a strict error tolerance 10 8.
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(a) (b) (c)
FIG. 3. (a) Special case (i), a lattice in which the obstacles (solid black) are laid down in a conguration so
that the agent (represented by X) cannot move. (b){(c) Special case (ii), two examples of lattices in which
the obstacles (solid black) are laid down so that the lattice contains two or more independent closed regions.
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FIG. 4. (a) and (b) show two examples of two{dimensional lattices, used for the worked calculations. In each
case the site numbering and obstacle locations (black) are given. (c) shows an example of a three{dimensional
lattice, used for the worked calculations. The site numbering and obstacle location (black) is given. For the
three{dimensional lattice we show both the entire lattice (lower right) as well as the two layers of the lattice
(lower left).
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FIG. 5. Results in (a){(h) show a normalized histogram of D values for 10; 000 lattices which are randomly
populated with obstacles to densities  = 0:15 (red),  = 0:10 (blue) and  = 0:05 (green). N is the
normalised number of counts in each histogram box. Results in (a){(d) and (e){(h) correspond to 1 1 and
2  2 agents, respectively. Results in (a){(b); (e){(f) and (c){(d); (g){(h) correspond to 1  1 and 2  2
obstacles, respectively. Results in (a), (c), (e), (g) and (b), (d), (f), (h) correspond to M = 50 and M = 100,
respectively. All histograms are constructed with 250 equally spaced intervals between 0:00 to 1:00. The
solution of all systems of linear equations use GMRES with a strict error tolerance 10 8.
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FIG. 6. Results in (a){(l) show a normalized histogram of D values for 10; 000 lattices which are randomly
populated with obstacles to densities  = 0:15 (red),  = 0:10 (blue) and  = 0:05 (green). N is the
normalised number of counts in each histogram box. Results in (a){(b), (c){(d), (e){(f), (g){(h), (i){(j),
(k){(l) correspond to a 1  2 agent with 1  1 obstacles, a 1  1 agent with 1  2 obstacles, an L{shaped
agent with 1  1 obstacles, a 1  1 agent with L{shaped obstacles, a 1  1 agent with 1  3 obstacles, and
a 1  3 agent with 1  1 obstacles, respectively. Results in (a), (c), (e), (g), (i), (k) and (b), (d), (f), (h),
(j), (l) correspond to X = Y = 50 and X = Y = 100, respectively. All histograms are constructed with 250
equally spaced intervals between 0:00 to 1:00. The solution of all systems of linear equations use GMRES
with a strict error tolerance 10 8.
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FIG. 7. Results in (a){(h) show a normalized histogram of D values for 10; 000 lattices which are randomly
populated with obstacles to densities  = 0:15 (red),  = 0:10 (blue) and  = 0:05 (green). N is the normalised
number of counts in each histogram box. Results in (a){(b), (c){(d), (e){(f) and (g){(h) correspond to
simulations involving a 1 1 1 agent with 1 1 1 obstacles, a 1 1 1 agent with 2 2 2 obstacles, a
2 2 2 agent with 1 1 1 obstacles, and a 2 2 2 agent with 2 2 2 shaped obstacles, respectively.
Results in (a), (c), (e), (g), and (b), (d), (f), (h) correspond to P = Q = R = 15 and P = Q = R = 25,
respectively. All histograms are constructed with 250 equally spaced intervals between 0:00 to 1:00. The
solution of all systems of linear equations use GMRES with a strict error tolerance 10 8.
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FIG. 8. D for a 1  1 agent moving on a 100  100 two{dimensional lattice randomly populated with 1  1
obstacles to density . Results are given for 0    0:5. Here the data points correspond to hDi, constructed
using 10,000 identically prepared lattices. The error bars denote the sample standard deviation.
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FIG. 9. Results in (a){(b) show a normalized histogram of D values for 10; 000 lattices which are randomly
populated with obstacles to densities  = 0:05; 0:10; 0:15; 0:20; 0:25; 0:30; 0:35 and 0.40, which are labeled in
sequential order (i){(viii), respectively. N is the normalised number of counts in each histogram box. Results
in (a){(b) correspond to X = Y = 50 and X = Y = 100, respectively. All histograms are constructed with
250 equally spaced intervals between 0:00 to 1:00. The solution of all systems of linear equations use GMRES
with a strict error tolerance 10 8.
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