This paper suggests the use of simple minimum distance methods to estimate restricted cointegrating vectors. The method directly employs minimum distance methods on unrestricted cointegrating matrices estimated in the usual way to estimate restricted parameters which are linearly or nonlinearly related to the unrestricted cointegrating vector coefficients. The limiting distribution of the estimates as well as the usual test for the restrictions are derived. A Monte Carlo experiment is undertaken to examine the effectiveness of these methods for cointegrating vectors.
INTRODUCTION
Theory often posits the existence of long run relationships between economic quantities. If the data contain a unit root, then cointegrating methods are appropriate. Quite a large number of methods for the estimation of cointegrating models are available (the most often employed estimator is due to Johansen (1988) , see Watson (1994) for a review). Methods have been developed to estimate and/or test various linear restrictions on these cointegrating vectors, however many practical problems arise. Likelihood methods can be used in many cases (Johansen 1995) however algorithms for estimation are often quite complex. This paper suggests a very simple asymptotically efficient two step method for undertaking the estimation of restricted cointegrating models. First, obtain unrestricted cointegrating vector estimates from one of the available methods. Second, use minimum distance methods to estimate and test the restricted cointegrating vector. The methods presented are valid for nonlinear as well as linear restrictions (with some regularity conditions on the functional relationship between the restricted and unrestricted estimates). The estimates have the property that if the original estimates have an asymptotic conditional mixed normal distribution, then so do the restricted estimates. The tests for overidentfying restrictions will have χ 2 limit distributions in this case.
The paper is set up as follows. The next section introduces the general theory showing consistency of the restricted parameter estimates and derives the asymptotic distributions of these estimates and the tests for overidentifying restrictions. The following section examines the properties of the suggested method for a variety of linear and nonlinear restrictions. The methods are then applied to the model of King, Plosser, Stock and Watson (1991) . The final section concludes. Proofs are contained in Appendix A.
2. MINIMUM DISTANCE AND COINTEGRATION.
Model
The data y t can be modeled as a vector autoregression , and the sums run to the order of the polynomial
We assume that the data y t individually have unit roots (are I(1)) so cointegration analysis is appropriate (Engle and Granger 1987) . If there is a long run relationship in the data such that βy t is stationary when y t is nonstationary (where β is n 2 xn and n 2 <n), then this implies that in the above model that Ψ has reduced rank. As examined in Johansen (1988) 
where y 1t is n 1 x1, y 2t is n 2 x1, (i.e. conformably partitioned with β) and u t = [u 1t ' u (1), in the second a constant is included, and in the third a constant and a time trend are included in the actual regression and that the restrictions implicit on m are not tested (the extension is straightforward). As the partition of the cointegrating vector was arbitrary, so is the partition of y t . Define Ω as the spectral density matrix of u t at frequency zero divided by 2π, and assume that
0 1 where W(λ) is an n dimensional standard Brownian motion and ⇒ denotes weak convergence.
In this paper we are interested in restrictions of the form vec g ( ) ( ) Γ = θ where θ is a qx1 vector of unknown parameters with true values θ 0 and q<n 1 n 2 (i.e. contains less parameters than does Γ).
The mapping may be linear or nonlinear. We are interested in obtaining estimates and limit distributions for θ and testing the over-identifying restriction vec g ( ) ( ) Γ = θ .
With various assumptions on the error terms and the lag polynomial in (1) or their equivalents, many papers have derived estimators for the cointegrating vector Γ (Johansen 1988 , Ahn and Reinsel 1990 , Phillips and Hansen 1990 , Stock and Watson 1993 , Saikkonen 1991 ,1992 Watson 1994 for a review). In this paper we will derive minimum distance methods applicable to the unrestricted estimates of $ Γ for all of these methods.
Minimum Distance
We will obtain estimates for θ using standard minimum distance methods applied to the unrestricted estimates of Γ . Thus our estimate for θ, denoted $ θ , is the θ that minimizes
where $ V is an estimate of the variance covariance matrix of the vec( $ Γ ) estimates.
For linear relationships between Γ and θ a closed form solution will be available for $ θ . In this case we have restrictions of the form vec G r
, where G is (n 1 n 2 x q) with all elements known and r is (n 1 n 2 x 1) again with elements known. Here the $ θ minimizing (3) is
All linear restrictions (within and cross equation) yield a closed form solution. For restrictions that cannot be written in this form search procedures will be required to estimate θ.
Limiting Results

Theorem 1. (Consistency of
for some V n positive definite with probability one and full
This result is not very restrictive, allowing estimation of $ θ from any consistent estimates of $ Γ .
This includes those that have asymptotically mixed normal asymptotic distributions or even simple OLS estimates which are known to be inefficient. The weighting matrix used may be constant or converge to a matrix which is potentially random so long as it is positive definite (i.e.
we need not use $ V here but could employ any positive definite weight matrix).
The main restriction placed on the problem in Theorem 1 is the limiting of the types of restrictions that can be handled (i.e. the g(.) functions), however this is just the standard restriction in the minimum distance literature. Restrictions that can be handled include all forms of linear restrictions, either within or across equations. The limitation is on the forms the nonlinear restrictions can take, they must be such that g(θ) is continuous. Thus consistent estimates of a wide range of restricted cointegrating vector parameters are available from this simple procedure.
Whilst the results of Theorem 1 show that we can turn any consistent unrestricted estimates into consistent restricted estimates, we are more likely to prefer to use estimators that efficiently (in the case of normal errors) use the information in the simultaneity of the residuals. These are the so called optimal set of estimators (see Saikkonen 1991 or Phillips 1991 . Estimators in this class all have the mixed normal limit distribution conditional on y 1t
and the partition is after the n 1 th row of W,
where the partition is after the n 1 th row and column and W d ( ) λ is a detrended Brownian Motion where
if no deterministic terms are included, 
Ω 2 1 is a consistent estimator of Ω 2.1 and
Different estimators of the unrestricted cointegrating vectors suggest different estimators of $ V .
They will be examined in the next section. The remainder of the paper deals with unrestricted estimates of estimators that are in this class.
has continuous second partial derivatives and 
Theorem 2 limits the results to the estimates for $ Γ that have asymptotic mixed normal distributions, obtaining asymptotic distributions for $ θ that also have asymptotic mixed normal distributions. These are the standard estimators used in practice. An analog to Theorem 2 for OLS estimates of $ Γ is available by the same method as the proof of Theorem 2 but results in a nonstandard asymptotic distribution for $ θ .
In practice we need to estimate the variance covariance matrix of the estimates, and G is often unknown when there are nonlinear restrictions as it is a function of the unknown restricted parameters θ 0 . This approximation can be done by using $ θ in place of θ 0 and noting that by the consistency results of Theorem 1 the estimated G ( $ ) θ converges to the true G ( ) θ 0 .
The variance covariance matrix, as in the unrestricted case, is stochastic however this presents no problems in practice as in the unrestricted case. Hypothesis tests and confidence intervals can be set up in the usual way.
We can test the above restrictions by constructing the test
where we multiply the function used to estimate θ by T 2 and replace θ with $ θ .
Theorem 3 (Asymptotic distribution of the test for overidentifying restrictions) Under the conditions of Theorem 2 the test for overidentifying conditions J T has a χ 2 distribution
conditional on y 1t with n 1 n 2 -q degrees of freedom.
This theorem shows the usual result that the standard overidentifying test has a chi squared distribution with degrees of freedom equal to the number of restrictions (n 1 n 2 -q) being tested.
The test itself is simple to implement as it only requires objects that have already been calculated to estimate $ θ .
Tests of a subset of the over-identifying restrictions available through these methods are available directly in a number of ways. For a subset of the possible linear restrictions, Johansen (1995) Saikkonen (1991) and Phillips (1991) detail optimality properties for the unrestricted cointegrating vector estimators when residuals are normally distributed. This optimality occurs within the locally asymptotically mixed normal (LAMN) family. The methods developed above retain optimality within this family by choosing the variance covariance matrix as the weighting matrix. Of course in small samples there may be a loss of efficiency in small samples as √T convergent parameters are treated as nuisance parameters rather than estimated simultaneously.
As in the regular application of minimum distance (Rothenberg 1973) any other choice of weighting matrix than the one suggested here results in a wider asymptotic distribution of the restricted estimates.
EXAMPLES AND A MONTE CARLO EVALUATION
This section examines a number of examples of restrictions and also examines the performance of the procedures for different initial estimators of the cointegrating vector by way of Monte Carlo experiments. In each case we examine the performance in large samples (showing the above limit theory to be applicable) and in small samples (to examine the applicability of the large sample theory for samples encountered in practice).
There are available a reasonably large number of estimators that satisfy the restrictions of Theorems 1 and 2. These were classed by Saikkonen (1991) as the efficient class of estimators and include those of Johansen (1988) , Phillips and Hansen (1990) , Ahn and Reinsel (1990) , Phillips and Loretan (1991) , Saikkonen (1991 Saikkonen ( ,1992 , Stock and Watson (1993) 
As results are numerically equivalent for all Γ 1 we set Γ 1 = 0.
Results when the null hypothesis is true are given for each of the three sets of unrestricted estimates for T=50, 100 and 250 and for three different values of the variance covariance matrix in Table 1A . The results presented in the first six columns are features of the original estimatoraverage bias and standard error of the estimated bias as well as size for each of the two coefficients in the unrestricted model. The final four columns give the same statistics for the restricted estimate as well as size for a test of the (true) restriction using the J T statistic.
A number of results are apparent. First, the performance of the asymptotic approximation in small samples does not appear to be qualitatively any different to those for the unrestricted estimates. This can be seen by comparing the tests of the unrestricted estimates to their true values and also examining the test of the restricted estimate for its true value and the test for overidentification. The size distortion on the restricted coefficient is nearly always less than or equal to the size distortion on the unrestricted estimates. As the sample size increases the differences are less (size distortions are all disappearing). Second, the restricted estimates vary less than the unrestricted estimates. This is a reflection of their smaller sampling variance.
Third, the test for overidentifying restrictions appear also to have similar small sample properties to the unrestricted estimates. In general the size performance of these statistics is no worse than for the usual cointegrating estimates. Note: In all cases unknown parameters in Γ are set to one. The data is generated according to equation (2) with no deterministics but estimated with a constant in the regressions. We set Φ(L)=I in the model and this is known in the simulations. The variance covariance matrix for u t =ε t has ones on the diagonal and off diagonal elements as indicated. The variance covariance matrices for the unrestricted cointegrating vector estimates are calculated as in Appendix B. All the reported tests on the unrestricted estimates are Wald tests (t tests) based on these VCV matrices. Results are calculated from 5000 simulations.
Fourth, whilst the individual size performance and biases of the estimates vary slightly with the variance covariance matrix, the relationship between the performance of tests in the unrestricted model and the restricted model detailed above holds for each of the models.
Rather than compare directly to the unrestricted estimates, we can compute the (pseudo) maximum likelihood estimates of θ. In Table 2 we examine such estimates from the model
where Γ is restricted as above, m and Φ are nx3 vectors of unknown parameters, and we assume that η t Ñ ( , ) 0 Σ . This is the implied error correction form for the model investigated above, so we do not use the Johansen method as it assumes less information and hence would be less efficient. (2) with u t~N (0,Ω), d 1t =d 2t =0 but a constant is estimated.
The results presented are for the same three models (parameterizations of the variance covariance matrix) and T=100. Each panel contains the average estimated bias (times 100) and mean square error (times 100) of the restricted estimates, with Panel 1 according to the model and Γ of this subsection (other panels are for models in subsections 3.2 to 3.4). For this model there are no differences between the MSE's for either estimation method, with the average bias being a little smaller for the MLE. Thus we see here that the simpler minimum distance method involves very little if any loss over the correctly specified MLE.
Cross equation linear restrictions
In this case we have n 1 =1 and n 2 =2 so there are two cointegrating vectors, and Γ = [ Γ 1 Γ 2 ]'. The restriction we will test is that θ = Γ 1 = Γ 2 , i.e. that the two cointegrating vectors are equivalent.
In this case G = [1, 1]'. In this case again the closed form solution Table 3 , that for when Ω 12 = Ω 13 = Ω 23 = 0.5. The restricted estimates are more precise, and the hypothesis tests both on the restricted estimates and the overidentifying restrictions have similar size properties to the tests on the unrestricted estimates.
Panel 2 of Table 2 gives the restricted estimates for this model using minimum distance and the MLE as above. Here the correctly specified MLE's have mean square errors slightly above than the minimum distance estimator, however they are fairly close. 
Non-linear Restriction
This model is similar to that in Section 3.1 except that now the restriction is that θ = Γ 1 = Γ 2 1/2 . In this case there is no closed form solution so numerical optimization was used. Here the restrictions can be written as vec g
θ θ θ so the matrix G is a function of θ. In constructing the variance covariance matrix for $ θ we use the consistent estimate $ θ . In this case
Given the many approximations used to derive the limit distributions in this case we pay particular attention to the size results for the test of overidentifying conditions. Again, as the results are similar over different models only the results for the same variance covariance matrix as in Section 3.2 are reported in the second panel of Table 3 . We see that there are no major problems apparent here, indeed qualitatively there is no real difference in the results from those in Section 3.1. The size performance for the tests on the restricted estimates is better in each case than the unrestricted estimates. The test of overidentifying restrictions has similar size performance to the tests on the unrestricted estimates.
Comparing the correctly specified restricted MLE's to the minimum distance estimates (Panel 3
of Table 2 ), in each model here the minimum distance method has either the same or slightly better MSE. The difference in the third row of the panel is due to a small number of outlier MLE's, which presumably would disappear as the sample size increases.
Cross Equation Non-Linear Restrictions.
This case is the same as in Section 3.2 except now the restriction is that θ = Γ 1 = Γ 2 1/2 . Again there is no closed form solution so optimization methods were used. The matrix G(θ) in this case
Results for the model with Ω 12 = Ω 13 = Ω 23 = 0.5 are reported in the last panel of Table 3 . Again, estimates are considerably more precise that the unrestricted estimates and the size properties of hypothesis tests on unrestricted estimates are similar to tests on restricted estimates.
Comparing again the restricted MLE's to the minimum distance estimates for this model, Panel 4
of Table 2 shows similar results to that of the model in the previous subsections. Overall, the relationships between the estimators are that the results are model dependent, but fairly close for each of the models and hence there does not appear to be too much if any loss from using minimum distance over the correctly specified maximum likelihood estimator. King et al (1991) . If we were to estimate the unrestricted cointegrating vector, as reported in Table 3 To estimate the restricted cointegrating vectors, there is no natural system reparameterization that allows restricted estimation. King et al. (1991) The restricted estimates and their standard estimates from King et al (1991) are reproduced in the first two columns of Table 4 below (All regressions here correspond to those in King et al (1991) including sample length (quarterly data 1954:1 to 1988:4, earlier data used for lags) and number of lags in DOLS estimation procedure (5 leads and lags, 4 periods used to estimate autoregressive robust errors, we thank Jim Stock for supplying data for this analysis and programs to reproduce these results). The remaining two columns give the minimum distance system restricted estimates and their standard errors. the standard errors is due to greater efficiency, however the change in the standard errors is in the direction we expect given the likely high degree of simultaneity in the model and the effect that using this information would have on the standard errors.
EXAMPLE
The test for overidentifying restrictions here is equal to 7.59, numerically equivalent to the Wald test for these restrictions reported in King et al (1991) . By differentiation, we have that
