








The classical theory about effects of high residential density is "negative," stating that high
density produces negative social attitudes and undesirable behaviors. Yet empirical re-
search usually finds density only weakly related to individuals’ attitudes and behavior. A
survey was conducted in Baltimore for three purposes: to test "negative" hypotheses for
new dependent variables; to determine if negative density effects appear only when certain
"buffers" are weak; and to test hypotheses about "positive" effects of density. Results show
that large population size and feelings that an area is overpopulated produce frustrations
about the environment. Objective density has some negative and positive effects, but it is
less important than population size, subjective appraisal of population, and population
composition. Compared to prior research, the special contributions of the Baltimore study
are examination of (1) population size, (2) "positive" consequences of high density and
large size, and (3) effects in three distinct residential areas.
The classical model of density effects claims that high density
causes emotional stress and that this stress produces negative
social affect and attitudes toward other people. These hypotheses
were suggested by Simmel (1971) and American sociologists of
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the &dquo;Chicago School&dquo; (Wirth, 1938). Simmel speculated that
constant exposure to other people is stressful. To accommodate
continual stimulation, urban residents adopt a blasrs reserved
attitude or hostility toward others. Wirth also emphasized atti-
tudinal and effective responses to high density, focusing on indi-
vidual reactions rather than social structural ones.’ I Wirth
thought that three aspects of urban life have profound conse-
quences on humans: population size, population density, and
population heterogeneity. He suggested that high urban density
fosters a sense of competition, reserve, loneliness, and irritation
(1938: 15-16). Milgram (1970) and Fischer (1972) have reformu-
lated Simmel and Wirth’s thought with greater precision, but
without fundamental changes in the hypotheses.
Recent sociological research has deviated from the classical
model in several ways. First, although Simmel and Wirth dis-
cussed individuals’ reactions to density, sociologists have often
used areas as units of anlaysis (Choldin and Roncek, 1976; Galle
et al., 1972; Schmitt, 1966; Winsborough, 1965). Individual-level
studies are relatively rare (Baldassare, 1975; Booth, 1976; Felson
and Solaun, 1975; Loring, 1956a, 1956b; Mitchell, 1971). Second,
although Simmel and Wirth considered affective and attitudinal
responses, many studies instead use behaviors as the dependent
variables. For example, areal analyses have used rates of mortal-
ity, tuberculosis, suicide, mental hospital admission, and juvenile
delinquency. The implicit claim is that negative attitudes induce
negative (&dquo;pathological&dquo;) behaviors. Third, a great variety of
density measures have been used. Some are ratios of population
to area (consistent with Simmel and Wirth’s perspective). Others
compare population to a structural unit (e.g., persons per room,
or a room’s deficit measure; Booth, 1976), or compare structures
to area. Fourth, Simmel and Wirth were mainly interested in
densities encountered in public places, not in residential settings,
yet most sociological research considers effects of residential
density. The spatial units vary greatly among studies; common
ones are the household, block, census tract, and city. Fifth,
empirical research has focused on associations between density
and attitudes or behavior. The intervening processes (i.e., stress)
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that link density to those responses are assumed to occur but have
not been measured.2
Despite all the variations just noted, the model of negative
effects is not strongly supported by empirical research. When
socioeconomic and demographic characteristics are controlled,
few strong effects between density and social attitudes or behav-
ior appear.3 Does population density have no important effects
on individuals, or are high-density communities organized to
blunt negative effects of high density (Day and Day, 1973)? Apart
from macro organization, do individuals adapt to high density
and thereby blunt negative effects, or has research failed to
identify the attitudes and behaviors which are indeed influenced
by population density?
Two possibilities must be examined before making conclusions
about density effects: (1) Negative effects of high density may
occur, but only under certain conditions. For example, when
high-density cities are not structured to accommodate high popu-
lation flows and demands, people may be frustrated and behave
more aggressively than in well-structured cities (Jacobs, 1961).
When individuals are newcomers to a high-density area or when
they value privacy, they may be more upset and hostile than
long-term residents and people with few privacy needs. (2) Varia-
tions in density may influence attitudes and behaviors not identi-
fied in prior research. Research has focused on &dquo;pathological&dquo;
behaviors (in areal data) and interpersonal conflicts (in individual
data).4 It is not always easy to understand how density actually
influences these behaviors. The intervening processes are prob-
ably complex and often are not measured. If one wants to find
density effects that are statistically significant and also interpre-
table, one needs to identity in advance social attitudes and behav-
iors that are plausibly and &dquo;closely&dquo; related to density.
What are some likely consequences of high population density?
As population density increases, some environmental resources
diminish. Space for activities and easy movement decreases; pri-
vacy and quiet decrease; property control and predictability of
local events decrease. In general, high density spurs competition
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for valued environmental resources, and it prompts concerns
about their scarcity.
But as density increases, local social resources actually increase.
High density provides more opportunities for informal contact
and assistance because people are more accessible. Density may
be positively associated with active informal ties and dependence
on a local area for social goods and services. Several writers have
suggested such positive effects (Booth, 1976; Freedman, 1975;
Hawley, 1972; Jacobs, 1961; Loring, 1956a: 167; Michelson,
1970: 157). The notion of positive effects contradicts the classical
view that high density is a mental &dquo;overload&dquo; and decreases social
ties. Urban America is characterized by moderate levels of resi-
dential density, and within that range, it is very possible that
increasing density enhances social ties.
In summary, new models should include interaction terms to
identify the contingent effects of high density. Also, a greater
range of dependent variables should be examined-some focus-
ing on positive outcomes, some on negative ones. To accommo-
date these concerns, we revise the classical negative model and
also develop a positive model.
NEGATIVE MODEL (DEPLETION OF
ENVIRONMENTAL RESOURCES)
These are the main features of the revised negative model:
(1) Dependent variables concern reactions to the depletion of
environmental resources. For example, items about noise, ade-
quate space, privacy, and control of a space are appropriate.
These are highly plausible correlates of density, not attitudes and
behaviors which are related to density only at great theoretical
distance.
(2) Humans devise numerous mechanisms to cope with high
density and buffer its negative effects. Communities adapt by
restructuring buildings, parks, and mass transit systems. Individ-
uals adapt through psychological buffers (learning to ignore some
environmental stimuli) and through physical ones (architectural
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features of houses and yards). In the Baltimore study, four types
of psychological buffers are considered:
(a) Subjective appraisal of population. This variable concerns
whether a person feels there are too many, too few, or just the
right number of people in an area. Those who feel an area is over-
populated are more likely to be frustrated about environmental
resources, especially if they live in high-density areas. Psycholo-
gists have long recognized the difference between objective den-
sity and the subjective experience of &dquo;crowding&dquo; (Freedman, 1973;
Rapoport, 1975; Stokols, 1976), but sociologists have seldom in-
cluded subjective measures in their research. Booth (1976) is a
recent exception.
(b) Sense ofpersonal control. People who feel in control of their lives
rather than controlled by external forces are probably less
bothered about environmental problems. They have greater con-
fidence that problems can be resolved and that they can change
their own behavior to avoid problems (Proshansky et al., 1970).
(c) Value of privacy. Another type of psychological buffer is the ex-
tent to which people value privacy. Those who strongly value
privacy may be more frustrated than others about scarce environ-
mental resources (see Altman, 1975).
(d) Exposure to an area. The longer people have lived in a place and
the more time they spend there daily, the more likely they are to
adjust to unpleasant aspects. (If they continue to be upset, they
probably move and become &dquo;recent&dquo; residents of another place
[see Rossi, 1955].) Experience in metropolitan areas and numer-
ous moves during one’s lifetime may also aid adjustment to an
urban street or neighborhood. Also, having grown up with a large
family might help people adjust to household disturbances as
adults. In summary, people with high exposure to an area,
measured by any of the indicators above, may be less bothered by
features which upset a newcomer.
All of these variables act as buffers since they help people in
adjusting to a residential area. We are interested in both their
additive and interaction effects. Additive effects are as follows:
regardless of population density, people with strong buffers
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should be less bothered about environmental resources than peo-
ple with weak buffers. Interaction effects are as follows: when
individual buffers are weak, high density probably causes espe-
cially high frustration about an area’s resources.
(3) The principal density measure is a ratio of population to
area. This is a straightforward indicator and is the one implied in
classical statements about density effects.
(4) Several demographic features of an area may be as impor-
tant as density in influencing environmental responses, but they
have been absent in prior research. These are population size,
population composition, and recent change in density and size.
Wirth (1938) considered size and composition of equal impor-
tance to density in influencing urbanites.
(a) Size. Size and density effects have been confounded in the litera-
ture, but they are not theoretically equivalent (see Hawley, 1972).
The difference between the two should be reflected in statistically
independent effect. Size concerns the total available population
of an area. Greater size means more people to take into account in
social exchanges. In contrast, density connotes how accessible
members of a population are to each other. Greater density en-
tails more chances of face-to-face contact and social stimulation
in a daily round. Large population and high density both lead to
greater competition for resources of an area and frustration
about obtaining them.
(b) Population composition. This variable concerns the degree of
heterogeneity among neighbors. Wirth (1938) suggested that high
heterogeneity of residents weakens social ties among them. Re-
search on residential segregation, friendship choice, and marriage
choice indicates that people do prefer status-similars for intimate
ties and close residence (Berscheid and Walster, 1969; Verbrugge,
1977). The more similar co-residents of an area are (or are per-
ceived to be), the more tolerant people may be of environmental
scarcities or problems. For example, they may be less bothered
about street noise when most of their neighbors are status-similars.
(c) Increases in density and size. Increases in an area’s population
density and size may temporarily cause frustration and hostility
among residents. The larger or more recent the increase, the larger
the adverse effects should be.
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Measures of population size, population composition, and
change in density and size are included as predictors in the model.
(5) No measures of emotional or physiological stress, which
may intervene between the predictors and dependent variables,
are included in the model. Thus, like prior research, we do not
show how predictor factors are routed to attitude behavior out-
comes. But, unlike prior research, we state no assumptions about
those processes and leave the issue to other studies.
(6) Residential density is associated with the social, economic,
and demographic characteristics of residents. We wish to estimate
density effects independent of those characteristics. In the multi-
variate analysis, principal socioeconomic and demographic items
are included as control variables: respondent’s sex, age, educa-
tion, and employment status. No hypotheses are stated for them.
(7) The model is tested in three residential settings: household,
street, and neighborhood. These are important sites of social
activities common to virtually all city residents. In contrast, many
city residents do not have a common workplace or local shopping
area. The relationships between the independent variables in the
negative model are examined in each of these residential areas.
POSITIVE MODEL
(INCREASE IN SOCIAL RESOURCES)
The main features of the positive model are as follows:
(1) Dependent variables concern reactions to social resources.
Some may be attitudes; others may be behaviors. For example,
items about cooperative activities, acquaintance, and social activ-
ities during leisure time are appropriate.
(2) Predictors for the negative model are also important for
the positive one. Therefore, the independent variables in the
positive model are also subjective appraisal of population, sense
of personal control, value of privacy, exposure to an area, den-
sity, size, population composition, and increases in size and den-
sity. The hypotheses for these variables are as follows:
People who feel an area is overpopulated may not exploit its
social resources as much as others. People who greatly value
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privacy or have a weak sense of control over life may avoid active
social ties in a place. High exposure to an area and prior expe-
rience with urban settings may enhance informal ties. The longer
people live in a place and the more time they spend there daily, the
more likely they are to find friends locally and spend leisure time
with them.6 The more familiar with highly populated and dense
places people are, the more likely it is that they have developed
skills in exploiting their social resources.
The larger an area’s population, the more possibilities there are
for informal social contact. Higher density means that people in
an area are more accessible to one another. Both size and density
should be positively related to the the number and frequency of
local ties. The more similar co-residents are, the more they
develop active informal ties. Increases in an area’s population size
and density provide more local social resources.
All of the variables named are expected to have additive effects
(as stated). Some of them may have interaction effects with
density, i.e., the effect is especially strong for residents of high-
density areas.
(3) Some additional predictors are included in the positive
model. Ample opportunities for social ties outside the neighbor-
hood may reduce local ties. Similarly, if there are many friends or
relatives away from home, leisure activities with household
members may be reduced. In general, the more alternative oppor-
tunities there are, the less active social ties in a given place will be.
However, if relatives live on the same street or in the same
neighborhood, people may depend on them for social contact. In
general, as the number of local relatives increases, local social ties
should increase.
HYPOTHESES
Let us summarize the relationships expected in each model:
For the Negative Model, dependent variables measure frustra-
tions and problems with environmental resources. The following
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predictors are expected to have a positive association with these
problems: population density, population size, feeling of over-
population, value of privacy, amount of recent increase in popu-
lation size. Variables expected to have a negative association with
these frustrations and problems are: exposure to area (length of
residence, daily time spent in area, household size when child,
childhood and adult residence experience in cities, number of
lifetime moves), sense of control, and perceived similarity of
co-residents. The negative effects of density will be stronger for
people who feel an area is overpopulated, value privacy strongly,
have a low sense of personal control, have low exposure to an
area, and feel co-residents are not very similar to themselves.
For the Positive Model, dependent variables measure the
number and frequency of informal social ties in an area. The
following predictors are expected to have a positive association
with these ties: population density, population size, exposure to
area, sense of control, recent increase in population density,
recent increase in population size, perceived similarity of co-
residents, and local relatives. Variables expected to be negatively
associated with informal ties are: feeling of overpopulation,
strong value of privacy, and alternative opportunities. The posi-
tive effect of density on social ties should be especially strong
for people who are satisfied with an area’s population, value
privacy little, have higher personal control, have high exposure to
an area, and consider co-residents similar to themselves.
Note that most predictors have complementary effects in the
two models: The buffers dampen negative aspects of an area and
enhance positive ones. Similarity of co-residents also dampens
hostile reactions to a local environment and encourages social ties
there. Feelings of overpopulation increase aggravations and
reduce social ties in a place.
But the hypotheses for population density and size, and their
increase, are radically different. We hypothesize that high density
and size increase both environmental frustrations and social inte-
gration. The claim is that increasing density and size have dual
effects-some unpleasant, some pleasant.
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DATA SOURCE
In spring 1976, a survey was conducted in the Baltimore metro-
politan area to examine the hypotheses above. A multistage,
stratified sample of white, owner-occupied households was
selected. In each sampled household, the household head or
spouse-of-head was interviewed. The completed sample size was
237.7
The study was restricted to homeowners since they probably
have a greater emotional investment in their home and neighbor-
hood than other people (see Wellman and Whitaker, 1974). They
may therefore be more sensitive to density effects, responding to
discomforts more strongly and utilizing social resources more
readily than apartment dwellers. This gives the hypotheses better
chances of being confirmed in a homeowner sample than one
including both homeowners and apartment dwellers.8
Variables for the Negative and Positive Models were obtained
for three settings: the respondent’s household, street, and neigh-
borhood. The household is defined according to the U.S. Bureau
of the Census ( 1976).9 The street is defined as the block face which
contains the respondent’s home plus the block face opposite it.
The respondent identified his / her neighborhood by drawing its
boundaries on a map. In the questionnaire, the three areas are
usually distinct, i.e., questions about the neighborhood explicitly
exclude the street.
PROCEDURE
In preliminary analysis, cross tabulations of independent with
dependent variables were examined for two purposes: to obtain a
clear view of the pattern and strength of bivariate relationships,
and to select variables for multivariate analysis. The majority of
these tables supported the hypotheses just stated (see Verbrugge
and Taylor, 1977). Variables were retained for multivariate analy-
sis if they showed persistently linear, significant relationships in
the cross-tabulations.
145
Multiple regression analysis of selected predictors and depend-
ent variables was performed. Two types of statistical models are
estimated, differing in how interaction effects are constructed.
Both models have additive terms for density (XI) and other
predictors (Xz, ... , XM). Model I has interaction terms of the
form DiX, where XI is population density and Di are dummy
variables for categories of another predictory (Xm). Model II has
interaction terms of the form XmXi where XI is population den-
sity and Xm is one of the other predictors. For the additive terms,
the variables Xz, ... , XM are assumed to be interval-scaled. (For
Model I, scores for an Xm are pooled to form two or three
categories and then the associated dummy variables DiX, are
created.) Significant effects for the XmXi are more difficult to
interpret than for D;X1 terms, but they have an extra advantage of
reflecting nonlinear effects in a parsimonious manner.
The general form of the two models is:
.
Model I: Y = f[X1, X2, ... , XM, D2iX!, D3iX¡,...] where X, is popula-
tion density;X2, ... , XM are other predictor items; D2iXI are inter-
action terms for X2 with density; and so forth.
Model II: Y = ljXl, Xz, ... , XM, X2X1, X3X!, ...] with variables de-
fined as for Model I.’°
Predictors are incorporated in a hierarchical fashion. First, the
social and demographic variables are entered; then all other Xm
terms; and finally, interaction terms. These three sets are referred
to as control, additive, and interaction effects. The purpose of
such ordering is to eliminate at the outset all correlation due to
socioeconomic and demographic variables, then to examine the
net effects of theoretical interest. This is a decidedly conservative
approach to finding density (and other Xi) effects. The procedure
allows only density effects which are wholly independent of addi-
tive ones, since they enter the regression after the Xi terms.’ 
I
Stepwise procedures are used within each of the three sets (i.e., a
variable is included only if it meets specified statistical criteria,
and these criteria are checked after each addition of a variable).
Models I and II were estimated twice, first with all predictors,
then with a reduced set of them. For the reduced models, only
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predictors whose coefficients were statistically different from zero
(P < .05) in the full model were retained.&dquo; Pairwise correlation
matrices were the input for all regressions. The case base is 221,
the smallest base for pairwise correlations among the variables.
VARIABLES FOR REGRESSIONS
INDEPENDENT VARIABLES
Table 1 shows the population density and size variables used,
with descriptive statistics. Subjective appraisal ofpopulation was
determined by asking respondents: &dquo;How do you feel about the
number of people living [in your household/ on your street/ in
your neighborhood]? Are there far too many people, a few too
many, just the right number, not quite enought, or far too few?&dquo;
In their answers, respondents might consider population size, or
density, or both. Three Rotter items measure sense of personal
control (Rotter, 1966). Three value of privacy items are taken
from a prior study on density effects (Baron et al., 1976). Expo-
sure to the three areas is measured by (a) residence length, (b)
usual number of waking hours spent at home, (c) type of place
lived in during most of childhood (large city, suburb, etc.), (d)
type of place lived in during most of adulthood, (e) number of
lifetime moves, and (f) usual household size (number of members)
when R was growing up. For the household, population composi-
tion is measured by the proportion of household members who
are under 18 years old. For the street and neighborhood, the
proportion of neighborhood (including street) residents who are
in R’s age group is used. Changes in density and in population size
within the past year were estimated for all three areas. Measures
of alternative opportunities and local relatives are respondent
reports of (a) the number of close friends living on their street,
neighborhood, and within an hour’s travel time and (b) the
number of adult relatives in these three arenas. 13 Control variables
used are sex, age at last birthday, years of school completed, and
employment status (employed or not employed).
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TABLE 1
Descriptive Statistics for Density and Size Variables, Baltimore 1976
a. Persons per 10,000 sq. ft. of living space is available for only 185 respondents. All
other density and size measures are available for the full sample (n = 237). To exploit
the full sample data, cross tabulations use the persons-per-room density measure. In 
multivariate analysis, persons-per-living-space is the household density measure.
b. None percent of all study households have a persons-per-room score greater than
1.00.
DEPENDENT VARIABLES
For the Negative Model, dependent variables measure percep-
tions of local environments and dissatisfaction with them. The
variables are:
Household. (1) How often there are conflicts among house-
hold members about using the same space in the house. (2) If R
lacks a private place in the house. (3) How dissatisfied R is with
the amount of privacy at home. (4) How often the house is noisy
because of things other members are doing. (5) How often R is
bothered by household noise.
Street. (1) How often the street is noisy. (2) How often R is
bothered by street noise.
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Neighborhood. (1) If there are neighborhood places other
than neighborhood stores, businesses, and parks where R is
bothered by too many people. (2) Number of neighborhood
places where R ever feels there are too many people.
For the Positive Model, dependent variables measure percep-
tions of social resources in local environments and use of those
resources. The variables are:
Household. (1) How often household members help R with
chores. (2) If a household member would be the first source of
help when R is ill. (3) If a household member would be the first
source to talk with about a personal problem. (4) When R spends
leisure time with other people, if that leisure time is spent mostly
with household members.
Street. (1) Number of adult street residents known by face
and name. (2) Percentage of adult street residents known. (3)
Percentage of R’s close friends who live on the street. (4) Number
of activities ever done with street residents. (Sum of answers to 7
items of this form: &dquo;Have you ever done [activity] with someone
living on your street?&dquo;)
Neighborhood. (1) Number of adult neighbors known by face
and name. (2) If neighbor would be the first source of help when R
is ill. (3) If neighbor would be the first source to talk with about a
personal problem. (4) Percent of R’s close friends who are neigh-
bors. (5) Number of activities ever done with neighbors. (cf. Item
4 for Street), (6) When R spends leisure time with other people, if
that leisure time is spent mostly with neighbors.
RESULTS
Altogether, four equations were estimated for every dependent
variable: a full model and a reduced one for Model I, and the same
for Model II. Detailed results for all regressions are not presented
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here. We shall summarize the results, first stating the success of
the Negative and Postive Models, then the relative importance of
predictor groups (control, additive, interaction), and finally the
overall effects of specific predictors. Results for Models I and II
are so similar that no distinction needs to be made in the discus-
sion. Table 2 presents summary statistics for Model I.
SUCCESS OF THE NEGATIVE MODEL
The Negative Model is most strongly supported in the house-
hold. Compared to the other two settings, the R2 are usually
larger for the household; more predictors are retained in the
reduced models; and more of the significant coefficients have the
hypothesized sign.
Striking results for each area are as follows:
Household. Considering all regressions, these additive effects
stand out: Large household size tends to increase frustrations at
home, but high household density seldom does so. Apparently the
number of people, not thier proximity, causes dissatisfaction. As
expected, people who think the household has too many members
are more bothered there than are others. A strong sense of per-
sonal control reduces frustrations at home, but a high proportion
of children and recent increases in household size aggravate them.
One interaction effect is persistently important: High household
density is especially bothersome to recent residents and much less
so for long-term residents.
The Negative Model is most strongly supported by the &dquo;noise&dquo;
variables (perceived frequently of household noise and how often
noise bothers R). These discomforts tend to increase with larger
household size, the feeling there are too many members, short
residence length, low sense of personal control, need for privacy,
recent increases in household size, and a high proportion of
children. High density and recent increases in density do not
increase these discomforts. Some people are especially sensitive
to noise in high-density households: those who value privacy
greatly, who are recent residents, and who are not home often.
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Street. The Negative Model yields weaker results for the street
area. Only the &dquo;noise&dquo; variables show significant results: People
living on high-density streets or on streets with recent increase in
TABLE 2





*Significant at P < .05 (two-tailed test).
- No variables for this group are included in the education. 
,
density report more frequent street noise and are more bothered
by it than are other people.
Neighborhood. The Negative Model fares poorly for the
neighborhood area. One additive effect merits note: Respondents
who feel the neighborhood has too many people tend to view local
facilities as crowded, compared to respondents who don’t per-
ceive overpopulation.
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SUCCESS OF THE POSITIVE MODEL
The Positive Model applies best to the street and neighborhood
areas. Results for each area are:
Household. Considering all household regressions, these addi-
tive effects stand out: People who strongly value privacy or who
live in households with a proportion of children are least depend-
ent on co-residents for help and spend the least leisure time with
them. Three factors are associated with high use of social oppor-
tunities in dense households: high daily exposure there, a strong
sense of control over life, and satisfaction with household size.
(Note that the latter are interaction effects, not additive ones.)
Street. The Positive Model is more applicable to the street as
an area. Additive effects are strongest for age composition and
population size: The more similar R is in age to street residents,
the more active R’s ties are with them. Heavily populated streets
also encourage the number of social ties, although they do reduce
the percentage of street residents known. Long residence on the
street usually encourages local ties. The Positive Model is most
stongly supported by acquaintance variables (number of street
residents known, and percentage of street population known.)
Neighborhood. The Positive Model is supported well for the
neighborhood area. Alternative opportunities and local relatives
are often significant predictors: Local social ties increase if some
of R’s neighbors are kin. Neighborhood social ties decrease when
R has numerous friends living outside the neighborhood or if R’s
household is large. Two other additive effects stand out: Feelings
that the neighborhood is overpopulated tend to reduce local ties.
But high age-similarity with neighbors increases ties. Interaction
effects which support our hypotheses involve residence length
and subjective appraisal; i.e., long-term residents of dense neigh-
borhoods and people who like dense areas are more likely to
exploit social resources there.
The model receives most support for these three variables:
number of neighbors known, number of activities done with
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neighbors, and percentage of close friends who are neighbors. All
of these are increased by large neighborhood population and by
the presence of relatives there.
GROUPS OF PREDICTORS
Socioeconomic and demographic controls have significant R2 2
increments in only 61 % (28/46) of the equations, despite the fact
that they enter the regression equations first. Most of the signifi-
cant increments occur in the Negative Model. The group of
additive predictors usually produce a significant increment (in
42/ 46 equations). This means that an area’s demographic features
and an individual’s adaptive skills are important predictors of
reactions to residential places. The group of interaction terms is
significant in about half the regressions (19/42). Interactions are
most significant for the household area (9/ 17), suggesting that
sensitivity to high household density can vary by personality and
exposure.
EFFECTS OF SPECIFIC PREDICTORS
The most surprising result is that population size is a more
important predictor than population density. More regression
coefficients for population size are significant and 90% of them
(18 of 20 significant coefficients) are in the hypothesized direc-
tion, compared to 62% (8/ 13) for density. In other words, size
effects are more consistent with our theory in every setting than
are density effects. Large household size tends to increase discom-
forts there, but it also increases social ties with household
members. Large street or neighborhood population encourages
local ties.
Subjective appraisal of population in an area is also more
significant than density. People who feel an area is overpopulated
are more likely to complain of its scarce environmental resources
and fail to exploit its rich social ones. This is especially true in the
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household. Overall, 94% ( 15 / 16) of the significant coefficients for
subjective appraisal are in the hypothesized direction.
After size and subjective appraisal, population composition is
the most significant predictor. It has numerous significant coeffi-
cients, and virtually all of them (17/ 18) are in the hypothesized
direction. As the proportion of children at home increases, frus-
trations about the home environment rise and social involvement
there diminishes. Age-similarity with street and neighborhood
residents dampens one’s perception of discomforts and increases
social ties there.
Of the remaining buffer variables, sense-of-control supports
the hypotheses most often. It is mainly important in the house-
hold : People with a strong sense of personal control are less
bothered by household disturbances and more able to recruit help
at home than are other people. Several buffer variables (residence
length, daily exposure, need for privacy) are important in specific
situations. The other buffers (lifetime moves, metropolitan expe-
rience, household size during childhood) rarely have significant
effects.
Recent increases in size and density have some negative effects:
People become more frustrated about privacy and noise when
household size or street density increases. Positive effects of this
increase are apparently delayed rather than totally absent, since
we already have found that large populations encourage social
ties.
There is some evidence that friends and family compete for a
person’s leisure time and attention. The larger a person’s house-
hold and the more friends living outside the neighborhood, the
less he or she relies on street and neighborhood residents for help
and social activity. But local relatives are attractive companions,
and their presence in the neighborhood increases a person’s social
ties there.
Interaction terms which support the hypotheses most often are
exposure variables (residence length, daily exposure) and subjec-
tive appraisal of population. Thus, long exposure to a high-
density area and satisfaction with the number of people there




The results show the merits of studying density effects within a
broad theory of how people use a residential area’s environmental
and social resources. What are the density effects found in the
Baltimore study? High residential density has some effects on
urbanites’ attitudes and behavior. This occurs most often in their
household, where the effects are mostly &dquo;negative&dquo; (Negative
Model). &dquo;Positive&dquo; effects of high density are less common and
occur mainly in street and neighborhood areas. A few interaction
effects with density appear, occurring most often in the house-
hold ; this means that individuals with adaptive skills are less
sensitive to unpleasant aspects of high household density and
more responsive to pleasant ones.
The study’s truly novel and important results concern: (1)
population size and other areal characteristics, (2) personality
characteristics that serve as buffers, (3) dual effects, and (4)
different residential areas.
(1) Wirth (1938) believed that population size, density, and
heterogeneity have strong influences on urban dwellers. The Bal-
timore study confirms this; all three are important predictors of’
urbanites’ social ties and attitudes about their local environments.
But density has much weaker effects than size and population
composition; population size especially overshadows density as a
predictor. This suggests that researchers who focus solely on
density are &dquo;wide of the mark,&dquo; missing some important areal
charcteristics.
People’s feelings about an area’s population are also impor-
tant. Subjective appraisal of population is a better predictor of
attitudes and behaviors in the Negative and Positive Models than
objective density is.
In summary, how accessible residents are to each other (i.e.,
density) has much less impact on environmental attitudes and
social ties than how many residents there are, what their social
and demographic characteristics are, and what their subjective
feelings about local population size and density are. We are
especially intrigued by the population size results. Experimental
psychologists have given ample attention to the effects of group
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size on members’ attitudes and task performance. The Baltimore
study indicates that size makes a difference for real-life groups,
too.
(2) Some psychological characteristics prevent people from
being aggravated by nuisances at home and in local areas, and
also help them to use social opportunities there. High sense of
personal control is especially helpful; sometimes low need for
privacy and long exposure to a place help. In some cases, these
personality characteristics are very beneficial, and they enhance a
person’s ability to adjust to high-density areas. The presence of
these buffers and their interaction with density means that no
simple model of density effects is adequate. People find ways to
blunt negative features of a place and to exploit positive ones.
Fuller understanding of these buffers is left to other research.
(3) High population density and large population size have
&dquo;dual effects&dquo;-both negative and positive consequences. They
not only increase discomfort in a place but also increase social ties
there. The classical model (of negative effects) is only half the
real-life story. As Jacobs (1961) suggests, residential areas with
many people or people living close to each other can have social
benefits.
(4) Support for the Negative and Positive Models varies across
types of residential settings. The Negative Model explains envir-
onmental frustrations best in the household. High density and
large family size cause more frustrations there than in the street or
neighborhood. But the Positive Model explains social ties best in
the street and neighborhood areas. High density and large popu-
lation size tend to encourage more social contacts there than at
home. We do not know why these variations occur. Maybe
bothersome features at home cannot easily be ignored, whereas
nuisances on the street or neighborhood can be avoided or &dquo;tuned
out.&dquo; There is no obvious answer and we welcome the thoughts
and research of other investigators. The important contribution
made by the Baltimore study is to demonstrate (within a single
data set) that the effects of density and size do vary in different
types of residential areas.
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In conclusion, residential density has its largest effects in the
household. People with certain adaptive skills are able to blunt
some negative effects of high density, mainly within the house-
hold. Thus the site where negative density effects are strongest is
also where adaptive skills prove most beneficial. But population
density effects of any kind are meager compared to those of
population size. Simply put, living in Baltimore (a large place)
versus Haggerstown (a small place) may make more difference
than living in a neighborhood of row houses (a dense area) versus
separate houses (a less dense area).
NOTES
1. Durkheim (1960) also considered density effects, but from a macrosociological
perspective. He proposed that high density in cities fosters the specialization and division
of labor. Durkheim’s thoughts on density effects have strongly influenced American
sociology, especially urban ecology.
2. Psychologists who study density effects have relied on these sociological models
and also models of animal behavior. Psychological research focuses on how density
influences interpersonal behavior (especially aggression) and task performance. Numer-
ous variations in settings, subject characteristics, duration of exposure, tasks, and social
interaction have been tried in experiments or observed in natural settings (see Freedman et
al., 1971; Loo, 1972; Ross et al., 1973; Sherrod, 1974). Strong negative effects are seldom
found. For a review of psychological studies, see Freedman (1975).
3. See Carnahan and Galle (1973), Choldin (1978), and Freedman (1975) for reviews.
See Booth (1976) for a comprehensive study.
An exception to the latter is Booth’s (1976) study.
5. The confusion may arise because size and density can be statistically equivalent in
one case-when areas of fixes spatial size are studied. Population size and density are then
perfectly correlated. When areas are chosen on the basis of political or social boundaries,
size and density are not equivalent. Their correlation is still positively correlated but not
perfectly.
Sociologists are not alone in ignoring size effects in density studies. Psychology has a
large literature on group size effects (O’Dell, 1968; Thomas and Fink, 1963; Willems,
1964), but experimental studies of density effects have ignored group size as a variable
independent of density.
6. This association could be a spurious one if another factor causes both residential
stability and local integration.
7. Sampling details are stated in Verbrugge and Taylor (1977).
8. A possible criticism of the restriction to homeowners is that the range of street and
neighborhood densities is reduced, compared to a sample including apartment dwellers.
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Therefore, the study may not capture linear or nonlinear effects of population density that
actually exist over the full span of densities experienced by urban Americans. We do not
believe this is a serious deficiency: If those effects are weaker for apartment dwellers than
homeowners, a wider span of densities would not reveal clearer or stronger relationships
than the narrow span. We hope this claim can be tested in other research.
9. "A household includes the related family members and all the unrelated persons, if
any ... who share [a] housing unit. A person living alone in a housing unit, or a group of
unrelated persons sharing a housing unit as partners, is also counted as a household" (U.S.
Bureau of the Census, 1976: 90).
10. Actually, the additive density term X1 had to be eliminated from Model II, due to
high multicollinearity with the interaction terms. The estimated form therefore excludes
the X1term.
11. The sequential entry of additive and interaction terms is discussed and justified in
Allison (1977).
12. The rules for inclusion are actually more complex: (1) Always include the control
variables education, sex, and age. (Employment status showed too few significant effects
to merit keeping.) (2) Always include density and size. (3) Include any additive or
interaction terms which have significant effects. Include their associated interaction (or
additive) term(s), whether these are significant or not. (4) For any significant interaction
term of the DiX1 form, include all interaction terms built from the original X variable. (5)
An X (additive) effect was included for all dependent variables if it had significant effects
in most of the full models.
13. An example of how these variables are used: In street equations, the number of
close friends not living there and number of relatives who do live there are included as
predictors.
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