Stellar population synthesis techniques for predicting the observable light emitted by a stellar population have extensive applications in numerous areas of astronomy. However, accurate predictions for small populations of young stars, such as those found in individual star clusters, star-forming dwarf galaxies, and small segments of spiral galaxies, require that the population be treated stochastically. Conversely, accurate deductions of the properties of such objects also requires consideration of stochasticity. Here we describe a comprehensive suite of modular, open-source software tools for tackling these related problems. These include: a greatly-enhanced version of the slug code introduced by da Silva et al. (2012) , which computes spectra and photometry for stochastically-or deterministically-sampled stellar populations with nearly-arbitrary star formation histories, clustering properties, and initial mass functions; cloudy slug, a tool that automatically couples slug-computed spectra with the cloudy radiative transfer code in order to predict stochastic nebular emission; bayesphot, a generalpurpose tool for performing Bayesian inference on the physical properties of stellar systems based on unresolved photometry; and cluster slug and SFR slug, a pair of tools that use bayesphot on a library of slug models to compute the mass, age, and extinction of mono-age star clusters, and the star formation rate of galaxies, respectively. The latter two tools make use of an extensive library of pre-computed stellar population models, which are included the software. The complete package is available at http://www.slugsps.com.
INTRODUCTION
Stellar population synthesis (SPS) is a critical tool that allows us to link the observed light we receive from unresolved stellar populations to the physical properties (e.g. mass, age) of the emitting stars. Reflecting this importance, over the years numerous research groups have written and distributed SPS codes such as starburst99 (Leitherer et al. 1999; Vázquez & Leitherer 2005) , fsps (Conroy et al. 2009;  mkrumhol@ucsc.edu † michele.fumagalli@durham.ac.uk ‡ rdasilva.astro@gmail.com , pegase (Fioc & Rocca-Volmerange 1997) , and galaxev (Bruzual & Charlot 2003) . All these codes perform essentially the same computation. One adopts a star formation history (SFH) and an initial mass function (IMF) to determine the present-day distribution of stellar masses and ages. Next, using a set of stellar evolutionary tracks and atmospheres that give the luminosity (either frequency-dependent or integrated over some filter) for a star of a particular mass and age, one integrates the stellar luminosity weighted by the age and mass distributions. These codes differ in the range of functional forms they allow for the IMF and SFH, and the evolutionary tracks and model atmospheres they use, but the underlying computa-tion is much the same in all of them. While this approach is adequate for many applications, it fails for systems with low masses and star formation rates (SFRs) because it implicitly assumes that the stellar mass and age distributions are well-sampled. This is a very poor assumption both in starforming dwarf galaxies and in resolved segments of larger galaxies.
Significantly less work has been done in extending SPS methods to the regime where the IMF and SFH are not well-sampled. There are a number of codes available for simulating a simple stellar population (i.e., one where all the stars are the same age, so the SFH is described by a δ distribution) where the IMF is not well sampled (Maíz Apellániz 2009; Popescu & Hanson 2009 , 2010a Fouesneau & Lançon 2010; Fouesneau et al. 2012; Anders et al. 2013) , and a great deal of analytic work has also been performed on this topic (Cerviño & Valls-Gabaud 2003; Cerviño & Luridiana 2004 ) -see Cerviño (2013) for a recent review. However, these codes only address the problem of stochastic sampling of the IMF; for non-simple stellar populations, stochastic sampling of the SFH proves to be a more important effect (Fumagalli et al. 2011; da Silva et al. 2014) .
To handle this problem, we introduced the stochastic SPS code slug (da Silva et al. 2012) , which includes full stochasticity in both the IMF and the SFH. Crucially, slug properly handles the clustered nature of star formation (e.g., Lada & Lada 2003; Krumholz 2014) , which causes large short-timescale fluctuations in the SFR even in galaxies whose mean SFR averaged over longer timescales is constant. Since its introduction, this code has been used in a number of applications, including explaining the observed deficit of Hα emission relative to FUV emission in dwarf galaxies (Fumagalli et al. 2011; Andrews et al. 2013 Andrews et al. , 2014 , quantifying the stochastic uncertainties in SFR indicators (da Silva et al. 2014) , analyzing the properties of star clusters in dwarf galaxies in the ANGST survey (Cook et al. 2012) , and analyzing Lyman continuum radiation from highredshift dwarf galaxies (Forero-Romero & Dijkstra 2013) . The need for a code with stochastic capabilities is likely to increase in the future, as studies of local galaxies such as PHAT (Dalcanton et al. 2012) , HERACLES (Leroy et al. 2013) , and LEGUS (Calzetti et al. 2015) , and even studies in the high redshift universe (e.g., Jones et al. 2013a,b) increasingly push to smaller spatial scales and lower rates of star formation, where stochastic effects become increasingly important.
In this paper we describe a major upgrade and expansion of slug, intended to make it a general-purpose solution for the analysis of stochastic stellar populations. This new version of slug allows essentially arbitrary functional forms for both the IMF and the SFH, allows a wide range of stellar evolutionary tracks and atmosphere models, and can output both spectroscopy and photometry in a list of > 100 filters. It can also include the effects of reprocessing of the light by interstellar gas and by stochastically-varying amounts of dust, and can interface with the cloudy photoionization code (Ferland et al. 2013) to produce predictions for stochastically-varying nebular emission. Finally, we have coupled slug to a new set of tools for solving the "inverse problem" in stochastic stellar population synthesis: given a set of observed photometric properties, infer the posterior probability distribution for the properties of the underlying stellar population, in the case where the mapping between such properties and the photometry is stochastic and therefore non-deterministic (e.g. da Silva et al. 2014) . The full software suite is released under the GNU Public License, and is freely available from http://www.slugsps.com.
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In the remainder of this paper, we describe slug and its companion software tools in detail (Section 2), and then provide a series of demonstrations of the capabilities of the upgraded version of the code (Section 3). We end with a summary and discussion of future prospects for this work (Section 4).
THE Slug SOFTWARE SUITE

slug: A Highly Flexible Tool for Stochastic Stellar Population Synthesis
The core of the software suite is the stochastic stellar population synthesis code slug. The original slug code is described in da Silva et al. (2012) , so we refer readers to that paper for a full description of some of its methods; here we summarize the overall function, and provide a more detailed description for a number of new capabilities that have been included in this version.
Simple Stellar Populations
The slug code can be run in two modes. The first, "cluster" mode, simulates a simple stellar population where all stars are born at the same instant. In this mode, a user specifies a total mass (or specifies a distribution from which the mass is to be drawn), and slug then draws the requested mass in stars from the stellar IMF. Slug allows a great deal of flexibility in this procedure. The IMF, and all other probability distribution functions (PDFs) that we discuss below, can be specified as a sum of an arbitrary number of piecewise continuous segments, dp dx = n1f1(x; x1,a, x 1,b ) + n2f2(x; x2,a, x 2,b ) + · · · ,
where the normalizations ni for each segment are free parameters, as are the parameters xi,a and x i,b that denote the lower and upper limits for each segment (i.e., the function fi(x) is non-zero only in the range x ∈ [xi,a, x i,b ]). The functions fi(x) can take any of the functional forms listed in Table 1 , and the software is modular so that additional functional forms can be added very easily. In the most common cases, the segment limits and normalizations will be chosen so that the segments are contiguous with one another and the overall PDF continuous, i.e., xi,a = x i,b and nifi(x i,b ) = ni+1fi+1(xi+1,a). However, this is not a required condition, and the limits, normalizations, and number of segments can be varied arbitrarily. Slug ships with the following IMFs pre-defined for user convenience: Salpeter (1955) , Kroupa (2002) , Chabrier (2003), and Chabrier (2005) . Table 1 . Functional forms for PDF segments in slug.
a In addition to the segment-specific parameters listed, all segments also allow the upper and lower cutoffs xa and x b as free parameters. b For delta segments, we require that xa = x b = x 0 .
In addition to freedom in choosing the functional form for the IMF, as emphasized by a number of previous authors (e.g. Cerviño & Luridiana 2004 Weidner & Kroupa 2006; Haas & Anders 2010) , when drawing a target mass Mtarget rather than a specified number of objects from a PDF, one must also choose a sampling method to handle the fact that, in general, it will not be possible to hit the target mass exactly. Slug allows users to choose a wide range of methods for this purpose, which we describe briefly here following the naming convention used in the code.
• STOP NEAREST: draw from the IMF until the total mass of the population exceeds Mtarget. Either keep or exclude the final star drawn depending on which choice brings the total mass closer to the target value. Unless a different scheme is deemed necessary, this is the preferred and default choice of slug, as this sampling technique ensures that the stochastic solution converges towards the deterministic one at the limit of sufficiently large Mtarget.
• STOP BEFORE: same as STOP NEAREST, but the final star drawn is always excluded.
• STOP AFTER: same as STOP NEAREST, but the final star drawn is always kept.
• STOP 50: same as STOP NEAREST, but keep or exclude the final star with 50% probability regardless of which choice gets closer to the target.
• NUMBER: draw exactly N = Mtarget/ M objects, where M is the expectation value for the mass of an object produced by a single draw.
• POISSON: draw exactly N objects, where the value of N is chosen from a Poisson distribution with expectation value N = Mtarget/ M
• SORTED SAMPLING 2 : this method was introduced by Wei-2 This method replaces the IGIMF method implemented in the earlier version of slug (da Silva et al. 2012) , which was based on the Weidner et al. (2010) version of the integrated galactic IMF (IGIMF) model. In Weidner et al. (2010) 's formulation, the upper cutoff of the IMF in a star cluster depends explicitly (rather than simply due to size-of-sample effects) on the total mass of the cluster. This model has been fairly comprehensively excluded by observations since the original slug code was developed (Fumagalli et al. 2011; Andrews et al. 2013 Andrews et al. , 2014 , and Weidner et al. (2014) dner & Kroupa (2006) . In it, one first draws exactly N = Mtarget/ M objects as in the NUMBER method. If the resulting total mass Mpop is less than Mtarget, the procedure is repeated recursively using a target mass Mtarget − Mpop until Mpop > Mtarget. Finally, one sorts the resulting list of objects from least to most massive, and then keeps or removes the final, most massive using a STOP NEAREST policy.
Once the stellar population has been drawn, slug calculates the integrated spectrum of the stellar population at one or more times specified by the user; output times can be either fixed or drawn from a specified distribution. As usual for SPS codes, this computation is done in two steps. Firstly, one interpolates on a set of stellar evolutionary tracks to generate effective temperatures, luminosities, surface gravities, and whatever other quantities are needed for each star and evolutionary time of interest. Secondly, one uses a set of stellar atmosphere models to transform the stars' physical properties into observable spectra.
The evolutionary tracks consist of a rectangular grid of models for stars' present day-mass, luminosity, effective temperature, and surface abundances at a series of times for a range of initial masses; the times at which the data are stored are chosen to represent equivalent evolutionary stages for stars of different starting masses, and thus the times are not identical from one track to the next. Slug uses the same options for evolutionary tracks as starburst99 (Leitherer et al. 1999; Vázquez & Leitherer 2005; Leitherer et al. 2010 Leitherer et al. , 2014 . In particular, slug implements the latest Geneva models for non-rotating and rotating stars (Ekström et al. 2012; Georgy et al. 2013) , as well as earlier models from the Geneva and Padova groups (Schaller et al. 1992; Vassiliadis & Wood 1993; Meynet et al. 1994; Girardi et al. 2000) . Models are available at a range of metallicities. Slug interpolates on the evolutionary tracks using a somewhat higherorder version of the isochrone synthesis technique (Charlot & Bruzual 1991) adopted in most other SPS codes. The interpolation procedure is as follows: first, slug performs Akima (1970) interpolation in both the mass and time directions for all variables stored on the tracks. To generate an isochrone, the code interpolates every mass and time track to the desired time, and then uses the resulting points to generate a new Akima interpolation at the desired time.
Stellar atmospheres are also treated in the same manner as is in starburst99. By default, stars classified as WolfRayet stars based on their masses, effective temperatures, and surface abundances are handled using CMFGEN models (Hillier & Miller 1998) , those classified as O and B stars are handled using WM-Basic models (Pauldrach et al. 2001) , and the balance are treated using Kurucz atmospheres as catalogued by Lejeune et al. (1997) . Different combinations of the Kurucz, Hillier & Miller (1998), and Pauldrach et al. (2001) atmospheres are also possible, although these alternative options are not recommended.
Composite Stellar Populations
The second mode in which slug can operate is the "galaxy" mode, where the stellar population is composite, i.e., not single-age. In galaxy mode, a user must specify four parameters in addition to the IMF. One of these is a single number, the fraction of stars that are formed in star clusters, fc.
The remaining parameters are three distributions: the cluster mass function (CMF), cluster lifetime function (CLF), and SFH. As with the IMF, these distributions are specified using the general functional form described by Equation (1) and Table 1 , and they can be sampled using the same set of possible methods described in the previous section.
Once the distributions and their associated sampling methods have been chosen, the procedure followed by the code is as follows:
(i) At each user-requested output time, slug uses the SFH and the cluster fraction fc to compute the additional stellar mass expected to have formed in clusters and out of clusters (in "the field") since the previous output.
(ii) For the non-clustered portion of the star formation, slug draws the appropriate mass in individual stars from the IMF. For the clustered portion, slug first draws a cluster mass from the CMF, and then it fills each cluster with stars drawn from the IMF.
(iii) Each star and star cluster formed is assigned an age between the current output and the previous one, selected to produce a realisation of the input SFH.
(iv) Each cluster that is formed is assigned a lifetime drawn from the CLF. This is the time at which the cluster is considered dispersed. Cluster disruption has no effect on the lifetimes of the constituent stars.
The end result of this procedure is that, at each output time, slug has constructed a "galaxy" consisting of a set of star clusters and field stars, each with a known age. Once the stellar population has been assembled, the procedure for determining spectra and photometry is simply a sum over the various individual simple populations. In addition to computing the integrated spectrum of the entire population, slug can also report individual spectra for each cluster that has not disrupted (i.e., where the cluster age is less than the value drawn from the CLF for that cluster). Thus the primary output consists of an integrated luminosity per unit wavelength L λ for the entire stellar population, and a value L λ,i for the ith remaining cluster, at each output time.
Post-Processing the Spectra
Once slug has computed a spectrum for a cluster or an entire galaxy, it can perform three additional post-processing steps. First, it can provide an approximate spectrum after the starlight has been processed by the surrounding H ii region. In this case, the nebular spectrum is computed for an isothermal, constant-density, metal-free H ii region, within which it is assumed that the chemical composition is purely H + and He + , i.e., that helium is singly-rather than doublyionized. Under these circumstances, the photoionized volume V , electron density ne, and hydrogen density nH obey the relation
where
is the hydrogen-ionizing luminosity, I(H 0 ) = 13.6 eV is the ionization potential of neutral hydrogen, φ dust is the fraction of H-ionizing photons that are absorbed by hydrogen atoms rather than by dust grains, and α (B) (T ) is the temperaturedependent case B recombination coefficient. Slug computes α (B) (T ) using the analytic fit provided by Draine (2011, his equation 14.6) , and adopts a fiducial value of φ dust = 0.73 following McKee & Williams (1997) . However, the user is free to alter φ dust .
Slug computes the continuum and line emission from the nebula as
The terms appearing in this equation are the helium abundance relative to hydrogen xHe, the H + and He + free-free emission coefficients γ corresponding to transitions between principal quantum numbers n and n , the energy differences E nn between these two states, and the collisionallyexcited and recombination line emission coefficients for He
i,line . The data sources used to compute these terms are as follows:
and γ (He) ff using the analytic approximation to the free-free Gaunt factor given by Draine (2011, his equation 10.8 ).
• We compute γ by interpolating on the tables provided by Ercolano & Storey (2006) .
• We compute α eff,(B),(H) nn by interpolating on the tables provided by Storey & Hummer (1995) . In practice, the sum includes all transitions for which the upper principal quantum number n 25.
• We compute γ (He) i,line using the analytic approximations provided by Benjamin et al. (1999) for the 33 brightest collisionally-excited and recombination lines emitted from regions of He + .
• We compute hydrogen two-photon emission via
is the effective recombination rate to the 2s state of hydrogen in case B, interpolated from the tables of Storey & Hummer (1995) , n2s,crit is the critical density for the 2s−1s transition, and Pν is the hydrogen two-photon frequency distribution, computed using the analytic approximation of Nussbaumer & Schmutz (1984) . The critical density in turn is computed as n2s,crit = A2s−1s q2s−2p,p + (1 + xHe)q2s−2p,e ,
where A2s−1s = 8.23 s −1 is the effective Einstein coefficient A for the 2s−1s transition (Draine 2011, section 14.2.4) , and q2s−2p,p and q2s−2p,e are the rate coefficients for hydrogen 2s − 2p transitions induced by collisions with free protons and free electrons, respectively. We take these values from Osterbrock (1989, Note that the treatment of nebular emission included in slug is optimized for speed rather than accuracy, and will produce significantly less accurate results than cloudy slug (see Section 2.2). In particular, it omits all metal lines, since computing these requires knowing the ionization state of the various emitting species, which is a complex function of the ionizing spectrum and the density in the H ii region. Moreover, the assumption that He is singly-rather than doublyionized introduces significant errors in regions where hard emission from Wolf-Rayet stars provides a significant contribution to the spectrum. The principal advantage of slug's nebular computation compared to cloudy slug, which correctly accounts for all these effects, is that it is computationally far cheaper.
The second post-processing step available is that slug can apply extinction in order to report an extincted spectrum, both for the pure stellar spectrum and for the nebulaprocessed spectrum. Extinction can be either fixed to a constant value for an entire simulation, or it can be drawn from a specified PDF. In the latter case, for simulations of composite stellar populations, every cluster will have a different extinction. Dust obscuration is specified by means of an AV value, and slug computes the wavelength-dependent extinction from a user-specified extinction law. The extinction curves that ship with the current version of the code are as follows:
• a Milky Way extinction curve, consisting of optical and UV extinctions taken from Fitzpatrick (1999) , and IR extinctions taken from Landini et al. (1984) , with the two parts combined by D. Calzetti (priv. comm., 2014) .
• a Large Magellanic Cloud extinction curve, taken from the same source as the Milky Way curve
• a Small Magellanic Cloud extinction curve, taken from Bouchet et al. (1985) • a "starburst" extinction curve, taken from Calzetti et al. (2000) .
As a third and final post-processing step, slug can convolve all the spectra it computes with one or more filter response functions in order to predict photometry. Slug includes the large list of filter response functions maintained as part of FSPS , as well as a number of Hubble Space Telescope filters 3 not included in FSPS; at present, more than 130 filters are available. As part of this calculation, slug can also output the bolometric luminosity, and the luminosity in the H-, He 0 -, and He + -ionizing continua.
Software Notes
Full details regarding the code implementation are included in the slug documentation, but we pause to here to note three significant features. First, the slug code ships with a python wrapper script that provides automated parallelism in multi-core environments. Thus, by default, slug computations will take advantage of all available processors.
Second, the slug package includes a python helper library, slugpy, that is capable of reading and manipulating slug outputs. In addition to more mundane data processing tasks, the library supports ancillary computations such as convolving spectra with additional filters and converting data between photometric systems. The slugpy library is also fully integrated with all the tools described below. FITS file handling capabilities in slugpy are provided through astropy (Astropy Collaboration et al. 2013) .
Third, the code is highly modular so that it is easy to add additional options. Extinction curves and photometric filters are specified using extremely simple text file formats, so adding additional filters or extinction curves is simply a matter of placing additional text files in the relevant directories. Similarly, probability distributions describing IMFs, CMFs, SFHs, etc., are also specified via simple text files, so that additional choices can be added without needing to touch the source code in any way.
cloudy slug: Stochastic Nebular Line Emission
In broad outlines, the cloudy slug package is a software interface that automatically takes spectra generated by slug and uses them as inputs to the cloudy radiative transfer code (Ferland et al. 2013) . Cloudy slug then extracts the continuous spectra and lines returned by cloudy, convolves them with the same set of filters as in the original slug calculation in order to predict photometry, and writes them out in a format readable by slugpy. As with the core slug code, this process is fully parallelized for multi-core environments.
When dealing with composite stellar populations, calculating the nebular emission produced by a stellar population requires making some physical assumptions about how the stars are arranged, and cloudy slug allows two extreme choices that should bracket reality. One extreme is to assume that the H ii regions from all star clusters are physicallyoverlapping to the extent that one can treat them all as a single ionized region being driven by a single point source of ionizing radiation at its center. We refer to this as integrated mode, and in this mode the only free parameters to be specified by a user are the chemical composition of the gas into which the radiation propagates and its starting density.
The opposite assumption, which we refer to as cluster mode, is that every star cluster is surrounded by its own H ii region, and that the properties of these regions are to be computed individually and only then summed to produce a composite output spectrum. In this case, the H ii regions need not all have the same density or radius; indeed, one would expect a range of both properties to be present, since not all star clusters have the same age or ionizing luminosity. We handle this case using a simplified version of the H ii population synthesis model introduced by Verdolini et al. (2013) and Yeh et al. (2013) . The free parameters to be specified in this model are the chemical composition and the density in the ambient neutral ISM around each cluster. For an initially-neutral region of uniform hydrogen number density nH, the radius of the H ii at a time t after it begins expanding is well-approximated by (Krumholz & Matzner 2009) 
rad + x 7/2 gas 2/7 (7)
where α
= 2.59 × 10 −13 cm 3 s −1 is the case B recombination coefficient at 10 4 K, TII = 10 4 is the typical H ii region temperature, ftrap = 2 is a trapping factor that accounts for stellar wind and trapped infrared radiation pressure, ψ = 3.2 is the mean photon energy in Rydberg for a fully sampled IMF at zero age, and µ = 1.33 is the mean mass per hydrogen nucleus for gas of the standard cosmic composition. The solution includes the effects of both radiation and gas pressure in driving the expansion. Once the radius is known, the density near the H ii region center (the parameter required by cloudy) can be computed from the usual ionization balance argument,
Note that the factor of 4.4 in the denominator accounts for the extra free electrons provided by helium, assuming it is singly ionized. Also note that this will not give the correct density during the brief radiation pressure-dominated phase early on in the evolution, but that this period is very brief (though the effects of the extra boost provided by radiation pressure can last much longer), and no simple analytic approximation for this density is available (Krumholz & Matzner 2009 ). In cluster mode, cloudy slug uses the approximation described above to compute the density of the ionized gas in the vicinity of each star cluster, which is then passed as an input to cloudy along with the star cluster's spectrum. Note that computations in cluster mode are much more expensive than those in integrated mode, since the latter requires only a single call to cloudy per time step, while the former requires one per cluster. To ease the computational requirements slightly, in cluster mode one can set a threshold ionizing luminosity below which the contribution to the total nebular spectrum is assumed to be negligible, and is not computed.
bayesphot: Bayesian Inference from Stellar Photometry
Description of the Method
Simulating stochastic stellar populations is useful, but to fully exploit this capability we must tackle the inverse problem: given an observed set of stellar photometry, what should we infer about the physical properties of the underlying stellar population in the regime where the mapping between physical and photometric properties is nondeterministic? A number of authors have presented numerical methods to tackle problems of this sort, mostly in the context of determining the properties of star clusters with stochastically-sampled IMFs (Cerviño & Valls-Gabaud 2003; Cerviño & Luridiana 2004; Popescu & Hanson 2009 , 2010a Fouesneau & Lançon 2010; Fouesneau et al. 2012; Anders et al. 2013; Cerviño 2013) , and in some cases in the context of determining SFRs from photometry (da Silva et al. 2014) . Our method here is a generalization of that developed in da Silva et al. (2014) , and has a number of advantages as compared to earlier methods, both in terms of its computational practicality and its generality. Consider stellar systems characterized by a set of N physical parameters x = (x1, x2, . . . xN ); in the example of star clusters below we will have N = 3, with x1, x2, and x3 representing the logarithm of the mass, the logarithm of the age, and the extinction, while for galaxies forming stars at a continuous rate we will have N = 1, with x1 representing the logarithm of the SFR. The light output of these systems is known in M photometric bands; let y = (y1, y2, . . . yM ) be a set of photometric values, for example magnitudes in some set of filters. Suppose that we observe a stellar population in these bands and measure a set of photometric values y obs , with some errors σy = (σy 1 , σy 2 , . . . , σy M ), which for simplicity we will assume are Gaussian. We wish to infer the posterior probability distribution for the physical parameters given the observed photometry and photometric errors, p(x | y obs ; σy).
Following da Silva et al. (2014), we compute the posterior probability via implied conditional regression coupled to kernel density estimation. Let the joint PDF of physical and photometric values for the population of all the stellar populations under consideration be p(x, y). We can write the posterior probability distribution we seek as
where p(y) is the distribution of the photometric variables alone, i.e.,
If we have an exact set of photometric measurements y obs , with no errors, then the denominator in equation (14) is simply a constant that will normalize out, and the posterior probability distribution we seek is distributed simply as
In this case, the problem of computing p(x | y obs ) reduces to that of computing the joint physical-photometric PDF p(x, y) at any given set of observed photometric values y obs .
For the more general case where we do have errors, we first note that the posterior probability distribution for the true photometric value y is given by the prior probability distribution for photometric values multiplied by the likelihood function associated with our measurements. The prior PDF of photometric values is simply p(y) as given by equation (15), and for a central observed value of y obs with errors σy, the likelihood function is simply a Gaussian. Thus the PDF of y given our observations is
where c 2015 RAS, MNRAS 000, 1-19
is the usual multi-dimensional Gaussian function. The posterior probability for the physical parameters is then simply the convolution of equations (14) and (17), i.e.,
Note that we recover the case without errors, equation (16), in the limit where σy → 0, because in that case the Gaussian G(y − y obs , σy) → δ(y − y obs ).
We have therefore reduced the problem of computing p(x | y obs ) to that of computing p(x, y), the joint PDF of physical and photometric parameters, for our set of stellar populations. To perform this calculation, we use slug to create a large library of models for the type of stellar population in question. We draw the physical properties of the stellar populations (e.g., star cluster mass, age, and extinction) in our library from a distribution p lib (x), and for each stellar population in the library we have a set of physical and photometric parameters xi and yi. We estimate p(x, y) using a kernel density estimation technique. Specifically, we approximate this PDF as
where wi is the weight we assign to sample i, K(x; h) is our kernel function, h = (hx 1 , hx 2 , . . . , hx N , hy 1 , hy 2 , . . . , hy M ) is our bandwidth parameter (see below), and the sum runs over every simulation in our library. We assign weights to ensure that the distribution of physical parameters x matches whatever prior probability distributions we wish to assign for them. If we let pprior(x) represent our priors, then this is
Note that, although we are free to choose p lib (x) = pprior(x) and thus weight all samples equally, it is often advantageous for numerical or astrophysical reasons not to do so, because then we can distribute our sample points in a way that is chosen to maximize our knowledge of the shape of p(x, y) with the fewest possible realizations. We choose to use a Gaussian kernel function, K(x; h) = G(x, h), because this presents significant computational advantages. Specifically, with this choice, equation (19) becomes
where hx = (hx 1 , hx 2 , . . . , hx N ) is the bandwidth in the physical dimensions, hy = (hy 1 , hy 2 , . . . , hy M ) is the bandwidth in the photometric dimensions, and the quadrature sum h 2 y + σ 2 y is understood to be computed independently over every index in σy and hy. The new quantity we have introduced,
is simply a modified bandwidth in which the bandwidth in the photometric dimensions has been broadened by adding the photometric errors in quadrature sum with the bandwidths in the corresponding dimensions. Note that, in going from equation (22) to equation (23) we have invoked the result that the convolution of two Gaussians is another Gaussian, whose width is the quadrature sum of the widths of the two input Gaussians, and whose center is located at the difference between the two input centers.
As an adjunct to this result, we can also immediately write down the marginal probabilities for each of the physical parameters in precisely the same form. The marginal posterior probability distribution for x1 is simply
and similarly for all other physical variables. This expression also immediately generalizes to the case of joint marginal probabilities of the physical variables. We have therefore succeeded in writing down the posterior probability distribution for all the physical properties, and the marginal posterior distributions of any of them individually or in combination, via a kernel density estimation identical to that given by equation (20).
Numerical Implementation
Since we have written the joint and marginal posterior probability distributions of the physical variables in terms of kernel density estimates (equations 24 and 27), we can perform numerical evaluation using standard fast methods. In bayesphot, numerical evaluation proceeds in a number of steps. After reading in the library of simulations, we first compute the weights from the user-specified prior probability distributions and sampling densities (equation 21). We then store the sample points and weights in a k−dimensional (KD) tree structure. The bandwidth we choose for the kernel density estimation must be chosen appropriately for the input library of models, and for the underlying distribution they are modeling. There is no completely general procedure for making a "good" choice for the bandwidth, so bandwidth selection is generally best done by hand. We describe the bandwidths we use for SFR slug and cluster slug below.
Once the bandwidth has been chosen, we can evaluate the joint and marginal posterior PDFs to any desired level of accuracy by using the KD tree structure to avoid examining parts of the simulation library are not relevant for any particular set of observations. As a result, once the tree has been constructed, the formal order of the algorithm for evaluating either the joint or marginal PDF using a library of N lib sim-ulations is only log N lib , and in practice evaluations of the marginal PDF over relatively fine grids of points can be accomplished in well under a second on a single CPU, even for 5-band photometry and libraries of many millions of simulations. In addition to evaluating the joint or marginal PDF directly on a grid of sample points, if we are interested in the joint PDF of a relatively large number of physical variables, it may be desirable to use a Markov Chain Monte Carlo (MCMC) method to find the probability maximum in the high-dimensional space. Bayesphot includes an interface to the MCMC code emcee (Foreman-Mackey et al. 2013) , allowing transparent use of an MCMC technique as well as direct evaluation on a grid. However, if we are interested in the marginal PDFs only of one or two variables at time (for example the marginal PDF of star cluster mass or star cluster age, or their joint distribution), it is almost always faster to use equation (27) to evaluate this directly than to resort to MCMC. The ability to generate marginal posterior PDFs directly represents a significant advantage to our method, since this is often the quantity of greatest interest.
sfr slug and cluster slug: Bayesian Star Formation Rates and Star Cluster Properties
The slug package ships with two Bayesian inference modules based on bayesphot. SFR slug, first described in da Silva et al. (2014) and modified slightly to use the improved computational technique described in the previous section, is a module that infers the posterior probability distribution of the SFR given an observed flux in Hα, GALEX FUV, or bolometric luminosity, or any combination of the three. The library of models on which it operates (which is included in the slug package) consists of approximately 1.8 × 10 6 galaxies with constant SFRs sampling a range from 10 −8 − 10 0.5 M yr −1 , with no extinction; the default bandwidth is 0.1 dex. We refer readers for da Silva et al. (2014) for a further description of the model library. SFR slug can download the default library automatically, and it is also available as a standalone download from http://www.slugsps.com/data.
The cluster slug package performs a similar task for inferring the mass, age, and extinction of star clusters. The slug models that cluster slug uses consist of simple stellar populations with masses uniformly sampled over the range log(M/M ) = 2−7, ages log(T /yr) = 4−10, and extinctions AV = 0 − 3 mag; libraries of 6 × 10 6 models are provided for both the Milky Way and "starburst" extinction curves (see Section 2.1.3). The default bandwidth is 0.1 dex in mass and age, 0.1 mag in extinction, and 0.25 mag (corresponding to 0.1 dex in luminosity) in photometry. For each model, photometry is computed for a large range of filters, listed in Table 2 . As with SFR slug, cluster slug can automatically download the default library, and the data are also available as a standalone download from http://www.slugsps.com/ data. Full spectra for the library, allowing the addition of further filters as needed, are also available upon request; they are not provided for web download due to the large file sizes involved. 
SAMPLE APPLICATIONS
In this section, we present a suite of test problems with the goal of illustrating the different capabilities of slug, highlighting the effects of key parameters on slug's simulations, and validating the code. Unless otherwise stated, all computations use the Geneva (2013) non-rotating stellar tracks and stellar atmospheres following the starburst99 implementation.
Sampling Techniques
As discussed above and in the literature (e.g., Cerviño & Luridiana 2004; Weidner & Kroupa 2006; Haas & Anders 2010; da Silva et al. 2012) , the choice of sampling technique used to generate stellar masses can have significant effects on the final light output, even when the underlying distribution being sampled is held fixed. As a first demonstration of slug's capabilities, we present a practical demonstration of this effect. Here we consider the problem of populating clusters with stars from an IMF, but our discussion also applies to the case of "galaxy" simulations. Specifically, we run four sets of 1000 "cluster" simulations with a target mass of 50 M by sampling a Kroupa (2002) IMF with the STOP NEAREST, STOP AFTER, STOP BEFORE, SORTED SAMPLING conditions. In the following, we analyse a single timestep at 10 6 yr. By default, slug adopts the STOP NEAREST condition, according to which the final draw from the IMF is added to the cluster only if the inclusion of this last star minimises the absolute error between the target and the achieved cluster mass. In this case, the cluster mass sometimes exceeds and sometimes falls short of the desired mass. The STOP AFTER condition, instead, always includes the final draw from the IMF. Thus, with this choice, slug simulations produce clusters with masses that are always in excess of the target mass. The opposite behaviour is obviously recovered by the STOP BEFORE condition, in which the final draw is always rejected. Finally, for SORTED SAMPLING condition, the final cluster mass depends on the details of the chosen IMF.
Besides this manifest effect of the sampling techniques on the achieved cluster masses, the choice of sampling produces a drastic effect on the distribution of stellar masses, even for a fixed IMF. This is shown in the top panel of Figure 1 , where we display histograms for the mass of the most massive stars within these simulated clusters. One can see that, compared to the default STOP NEAREST condition, the STOP AFTER condition results in more massive stars being included in the simulated clusters. Conversely, the STOP BEFORE and the SORTED SAMPLING undersample the massive end of the IMF. Such a different stellar mass distribution has direct implications for the photometric properties of the simulated stellar populations, especially for wavelengths that are sensitive to the presence of most massive stars.
The observed behaviour on the stellar mass distribution for a particular choice of sampling stems from a generic mass constraint: clusters cannot be filled with stars that are more massive than the target cluster itself. Slug does not enforce this condition strictly, allowing for realizations in which stars more massive than the target cluster mass are included. However, different choices of the sampling technique result in a different degree with which slug enforces this mass constraint. To further illustrate the relevance of this effect, we run three additional "cluster" simulations assuming again a Kroupa (2002) IMF and the default STOP NEAREST condition. Each simulation is composed by 1000 trials, but with a target cluster mass of M cl,t = 50, 500, and 10 4 M . The bottom panel of Figure 1 shows again the mass distribution of the most massive star in each cluster. As expected, while massive stars cannot be found in low mass clusters, the probability of finding at least a star as massive as the IMF upper limit increases with the cluster mass. At the limit of very large masses, a nearly fully-sampled IMF is recovered as the mass constraint becomes almost irrelevant.
Stochastic Spectra and Photometry for Varying IMFs
Together with the adopted sampling technique, the choice of the IMF is an important parameter that shapes slug simulations. We therefore continue the demonstration of slug's capabilities by computing spectra and photometry for simple stellar populations with total masses of 500 M for three different IMFs. We create 1000 realizations each of such a population at times from 1 − 10 Myr in intervals of 1 Myr, using the IMFs of Chabrier (2005) Figures 2 -4 show the distributions of spectra and photometry that result from these simulations. The plots also demonstrate slug's ability to evaluate the full probability distribution for both spectra and photometric filters, and reveal interesting phenomena that would not be accessible to a non-stochastic SPS code. In particular, Figure 2 shows that the mean and median specific luminosity can be orders of magnitude apart. The divergence is greatest at wavelengths of a few hundredÅ at ages ∼ 2 − 4 Myr, and wavelengths longer than ∼ 5000Å at 10 Myr. Indeed, at 4 Myr, it is noteworthy that the mean spectrum is actually outside the 10−90th percentile range, indicating a highly skewed, asymmetric distribution in which the mean is dragged upward by rare, high-luminosity cases (Fumagalli et al. 2011) . In this particular example, the range of wavelengths at 4 Myr where the mean spectrum is outside the 10 − 90th percentile corresponds to energies of ∼ 3 Ryd. For a stellar population 4 Myr old, these photons are produced only by WR stars. The extremely asymmetric distribution occurs because in most cases there is no WR star present and the luminosity at ∼ 3 Ryd is essentially zero, while in rare cases a WR star is present and the luminosity at ∼ 3 Ryd is many orders of magnitude greater.
A similar phenomenon is visible in the photometry shown by Figure 3 . In most of the filters the 10 − 90th percentile range is an order of magnitude wide, and for the ionizing luminosity and the HST UVIS F814W at 10 Myr the spread is more than two orders of magnitude, with significant offsets between mean and median indicating a highly asymmetric distribution. Figure 4 , which shows the full distributions for several of the filters, confirms this impres- sion: at early times the cumulative distribution functions are extremely broad, and the ionizing luminosity in particular shows a broad distribution at low Q(H 0 ) and then a small number of simulations with large Q(H 0 ). The figures also illustrate slug's ability to capture the "IGIMF effect" (Weidner & Kroupa 2006) whereby sorted sampling produces a systematic bias toward lower luminosities at short wavelengths and early times. Both the spectra and photometric values for the Weidner & Kroupa (2006) IMF are systematically suppressed relative to the IMFs that use a sampling method that is less biased against high mass stars (cf. Figure 1 ).
Cluster Fraction and Cluster Mass Function
The first two examples have focused on simple stellar populations, namely collections of stars that are formed at coeval times to compose a "cluster" simulation. Our third example highlights slug's ability to simulate composite stellar populations. Due to slug's treatment of stellar clustering and stochasticity, simulations of such populations in slug differ substantially from those in non-stochastic SPS codes. Unlike in a conventional SPS code, the outcome of a slug simulation is sensitive to both the CMF and the fraction fc of stars formed in clusters. This dependence arises from two channels.
First, because stars form in clusters of finite size, and the interval between cluster formation events is not necessarily large compared to the lifetimes of individual massive stars, clustered star formation produces significantly more variability in the number of massive stars present at any given time than non-clustered star formation. We defer a discussion of this effect to the following section. Here, we instead focus on a second channel by which the CMF and fc influence the photometric output, which arises due to the method by which slug implements mass constraints. As discussed above, a realization of the IMF in a given cluster simulation is the result of the mass constraint imposed by the mass of the cluster, drawn from a CMF, and by the sampling technique chosen to approximate the target mass. Within "galaxy" simulations, a second mass constraint is imposed on the simulations as the SFH provides an implicit target mass for the galaxy, which in practice constrains each realization of the CMF. As a consequence, all the previous discussion on how the choice of stopping criterion affect the slug outputs in cluster simulations applies also to the way with which slug approximates the galaxy mass by drawing from the CMF. Through the fc parameter, the user has control on which level of this hierarchy contributes to the final simulation. In the limit of fc = 0, slug removes the intermediate cluster container from the simulations: a galaxy mass is approximated by stars drawn from the IMF, without the constraints imposed by the CMF. Conversely, in the limit of fc = 1, the input SFH constrains the shape of each realiza- tion of the CMF, which in turn shapes the mass spectrum of stars within the final outputs. As already noted in Fumagalli et al. (2011) , this combined effect resembles in spirit the concept behind the IGIMF theory. However, the slug implementation is fundamentally different from the IGIMF, as our code does not require any a priori modification of the functional form of the input IMF and CMF, and each realization of these PDFs is only a result of random sampling of invariant PDFs.
To offer an example that better illustrates these concepts, we perform four "galaxy" simulations with 500 realizations. Each simulation follows a single timestep of 2 × 10 6 yr and assumes a Chabrier (2005) 2 × 10 6 yr, we are in essence requesting that slug populates galaxies with 2000 M worth of stars. However, similarly to the case of cluster simulations, slug does not recover the input galaxy mass exactly, but it finds the best approximation based on the chosen stop criteria, the input CMF, and the choice of fc. This can be seen in the top panel of Figure  5 , where we show the histograms of actual masses from the four simulations under consideration. For fc = 0, slug is approximating the target galaxy mass simply by drawing stars from the IMF. As the typical stellar mass is much less than the desired galaxy mass, the mass constraint is not particularly relevant in these simulations and slug reproduces the target galaxy mass quite well, as one can see from the narrow distribution centered around 2000 M . When fc > 0, however, slug tries to approximate the target mass by means of much bigger building blocks, the clusters, thus increasing the spread of the actual mass distributions as seen for instance in the fc = 0.5 case. At the limit of fc = 1, clusters as massive as 10 7 M are more often accessible during draws and, as a consequence of the STOP NEAREST condition, one can notice a wide mass distribution together with a non-negligible tail at very low (including zero) actual galaxy masses. Including a 10 7 M cluster to approximate a 2000 M galaxy would in fact constitute a larger error then leaving the galaxy empty! The middle panel of Figure 5 shows the total amount of mass formed in clusters after one timestep. As expected, the fraction of mass in clusters versus field stars scales pro- portionally to fc, retaining the similar degree of dispersion noted for the total galaxy mass. Finally, by comparing the results of the fc = 1 simulations with the default CMF and the truncated CMF in all the three panels of Figure 5 , one can appreciate the subtle difference that the choice of fc and CMF have on the output. Even in the case of fc = 1, the truncated CMF still recovers the desired galaxy mass with high-precision. Obviously, this is an effect of the extreme choice made for the cluster mass interval, here between 20 − 100 M . In this case, for the purpose of constrained sampling, the CMF becomes indistinguishable from the IMF, and the simulations of truncated CMF and fc = 0 both recover the target galaxy mass with high accuracy. However, the simulations with truncated CMF still impose a constraint on the IMF, as shown in the bottom panel. In the case of truncated CMF, only clusters up to 100 M stars are formed, thus reducing the probability of drawing stars as massive as 120 M from the IMF.
This example highlights how the fc parameter and the CMF need to be chosen with care based on the problem that one wishes to simulate, as they regulate in a non-trivial way the scatter and the shape of the photometry distributions recovered by slug.
Realizations of a Given Star Formation History
In previous papers, and particularly in da Silva et al. (2012) and da Silva et al. (2014), we have highlighted the conceptual difference between the input SFH and the outputs that are recovered from slug simulations. The reason for such a difference should now be clear from the above discussion: slug approximates an input SFH by means of discrete units, either in the form of clusters (for fc = 1), stars (for fc = 0), or a combination of both (for 0 < fc < 1). Thus, any smooth input function for the SFH (including a constant SFR) is approximated by slug as a series of bursts, that can described conceptually as the individual draws from the IMF or CMF. The effective SFH that slug creates in output is therefore an irregular function, which is the result of a superimposition of these multiple bursts. A critical ingredient is the typical time delays with which these bursts are combined, a quantity that is implicitly set by the SFH evaluated in each timestep and by the typical mass of the building blocks used to assemble the simulated galaxies. A simple example, which also highlights slug's flexibility in handling arbitrary SFHs in input, is presented in Figure 6 . For this calculation, we run 100 slug models with default parameters and fc = 1. The input SFH is defined by three segments of constant SFR across three time intervals of 1 Myr each, plus a fourth segment of exponentially decaying SFR with timescale 0.5 Myr. Figure 6 shows how the desired SFH is recovered by slug on average, but indi- vidual models show a substantial scatter about the mean, especially at low SFRs. An extensive discussion of this result is provided in section 3.2 of da Silva et al. (2012) .
Briefly, at the limit of many bursts and small time delays (i.e. for high SFRs and/or when slug populates galaxies mostly with stars for fc ∼ 0), the output SFHs are reasonable approximations of the input SFH. Conversely, for small sets of bursts and for long time delays (i.e. for low SFRs and/or when slug populates galaxies mostly with massive clusters for fc ∼ 1), the output SFHs are only a coarse representation of the desired input SFH. This behaviour is further illustrated by Figure 7 , in which we show the statistics of the SFHs of 100 galaxy simulations. These simulations are performed assuming a constant SFR and two choices of fraction of stars formed in clusters, fc = 1 and 0. One can notice that, in both cases, a "flickering" SFH is recovered, but that a much greater scatter is evident for the fc ∼ 1 case when clusters are used to assemble the simulated galaxies.
From this discussion, it clearly emerges that each slug simulation will have an intrinsically bursty SFH, regardless to the user-set input, as already pointed out in Fumagalli et al. (2011) and da Silva et al. (2012) . It is noteworthy that this fundamental characteristic associated to the discreteness with which star formation occurs in galaxies has also been highlighted by recent analytic and simulation work (e.g. Kelson 2014; Domínguez Sánchez et al. 2014; Boquien et al. 2014 ). This effect, and the consequences it has on many aspects of galaxy studies including the completeness of surveys or the use of SFR indicators, is receiving great attention particularly in the context of studies at high redshift. Slug thus provides a valuable tool for further investigation into this problem. Bolometric Luminosity (L ) Figure 8 . Total mass inside clusters (top) and the galaxy bolometric luminosity (bottom) as a function of time for three slug simulations of 100 trials each. In all cases, 1000 M of stars are formed in a single burst within 1 Myr from the beginning of the calculation. Simulations without cluster disruption are shown in red, while simulations with cluster disruption enabled according to a power-law CLF of index −1.9 and −1 are shown in blue and green. The black and coloured thick lines show the median, first, and third quartiles of the distributions.
Cluster Disruption
When performing galaxy simulations, cluster disruption can be enabled in slug. In this new release of the code, slug handles cluster disruption quite flexibly, as the user can now specify the cluster lifetime function (CLF), which is a PDF from which the lifetime of each cluster is drawn. This implementation generalises the original cluster disruption method described in da Silva et al. (2012) to handle the wide range of lifetimes observed in nearby galaxies (A. Adamo et al., 2015, submitted) . We note however that the slug default CLF still follows a power law of index −1.9 between 1 Myr and 1 Gyr as in Fall et al. (2009) .
To demonstrate the cluster disruption mechanism, we run three simulations of 100 trials each. These simulations follow the evolution of a burst of 1000 M between 0 − 1 Myr with a timestep of 5 × 10 5 yr up to a maximum time of 10 Myr. All stars are formed in clusters. The three simulations differ only for the choice of cluster disruption: one calculation does not implement any disruption law, while the other two assume a CLF in the form of a power law with indices −1.9 and −1 between 1 − 1000 Myr. Results from these calculations are shown in Figure 8 .
The total mass in clusters, as expected, rises till a maximum of 1000 M at 1 Myr, at which point it remains constant for the non-disruption case, while it declines according to the input power law in the other two simulations. When examining the galaxy bolometric luminosity, one can see that the cluster disruption as no effect on the galaxy photometry. In this example, all stars are formed in clusters and thus all the previous discussion on the mass constraint also applies here. However, after formation, clusters and galaxies are passively evolved in slug by computing the photometric properties as a function of time. When a cluster is disrupted, slug stops tagging it as a "cluster" object, but it still follows the contribution that these stars make to the integrated "galaxy" properties. Clearly, more complex examples in which star formation proceeds while cluster disruption is enabled would exhibit photometric properties that are set by the passive evolution of previously-formed stars and by the zero-age main sequence properties of the newly formed stellar populations.
Dust Extinction and Nebular Emission
In this section we offer an example of simulations which implement dust extinction and nebular emission in postprocessing, two new features offered starting from this release of the code (see Section 2.1.3). Figure 9 shows the stellar spectra of three slug simulations (in green, blue, and red respectively) of a galaxy that is forming stars with a SFR of 0.001 M yr −1 . During these simulations, each of 500 trials, the cluster fraction is set to fc = 1 and photometry is evaluated at 2 × 10 6 yr. Three choices of extinction law are adopted: the first simulation has no extinction, while the second and third calculations implement the Calzetti et al. (2000) extinction law. In one case, a deterministic uniform screen with AV = 1 mag is applied to the emergent spectrum, while in the other case the normalization of the extinction curve is drawn for each model from a lognormal distribution with mean 1.0 mag and dispersion of ∼ 0.3 dex (the slug default choice). . Spectra of four "galaxy" simulations with SFR of 0.001 M yr −1 evaluated at time of 2 × 10 6 yr. Each simulation differs for the adopted extinction law or the inclusion of nebular emission. In red (solid line), the intrinsic stellar spectrum is shown, while models with deterministic and probabilistic extinction laws are shown respectively in blue (dashed line) and green (dotted line). The solid lines show the first, second, and third quartiles of 500 realizations. In brown, the range of luminosities (first and third quartiles) with the inclusion of nebular emission is shown.
As expected, the simulations with a deterministic uniform dust screen closely match the results of the non-dusty case, with a simple wavelength-dependent shift in logarithmic space. For the probabilistic dust model, on the other hand, the simulation results are qualitatively similar to the non-dusty case, but display a much greater scatter due to the varying degree of extinction that is applied in each trial. This probabilistic dust implementation allows one to more closely mimic the case of non-uniform dust extinction, in which different line of sights may be subject to a different degree of obscuration. One can also see how spectra with dust extinction are computed only for λ > 912Å. This is not a physical effect, but it is a mere consequence of the wavelength range for which the extinction curves have been specified.
Finally, we also show in Figure 9 a fourth simulation (brown colour), which is computed including nebular emission for an assumed density 10 4 cm −3 , temperature T = 10 4 K, and dust coefficient φ dust = 0.73. In this case, the cutoff visible at the ionisation edge is physical, as slug reprocesses the ionising radiation into lower frequency nebular emission according to the prescriptions described in Section 2.1.3. One can in fact notice, besides the evident contribution from recombination lines, an increased luminosity at λ 2500Å that is a consequence of free-free, bound-free, and two-photon continuum emission. 
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Coupling cloudy to slug Simulations
In this section, we demonstrate the capability of the cloudy slug package that inputs the results of slug simulations into the cloudy radiative transfer code. For this, we run 100 realizations of a "galaxy" simulation following a single timestep of 2 × 10 6 yr. The galaxy is forming stars at a rate of 0.001 M yr −1 with fc = 1. We then pipe the slug output into cloudy to simulate H ii regions in integrated mode, following the method discussed in Section 2.2. In these calculations, we assume the default parameters in cloudy slug, and in particular a density in the surroundings of the H ii regions of 10 3 cm −3 .
Results are shown in Figure 10 . In the top panel, the median of the 100 slug SEDs is compared to the median of the 100 SEDs returned by cloudy, which adds the contribution of both the transmitted and the diffuse radiation. As expected, the processed cloudy SEDs resemble the input slug spectra. Photons at short wavelengths are absorbed inside the H ii regions and are converted into UV, optical, and IR photons, which are then re-emitted within emission lines or in the continuum. The bottom panel shows the full distribution of the line fluxes in three selected transitions: Hα, [O iii] λ5007 and [N ii] λ6584. These distributions highlight how the wavelength-dependent scatter in the input slug SEDs is inherited by the reprocessed emission lines, which exhibit a varying degree of stochasticity. A detailed investigation of the astrophysical implications of this effect will be presented in future work.
Bayesian Inference of Star Formation Rates
To demonstrate the capabilities of SFR slug, we consider the simple example of using a measured ionizing photon flux to infer the true SFR. We use the library described above and in da Silva et al. (2014) , and consider ionizing fluxes which correspond to SFR Q(H 0 ) = 10 −5 , 10 −3 , and 10 −1 M yr −1 using the "point-mass" estimate whereby one neglects stochasticity and simply adopts the ionizing luminosity to SFR conversion appropriate for an infinitely-sampled IMF and SFH. We then use SFR slug to compute the true posterior probability distribution on the SFR using these measurements; we do so on a grid of 128 points, using photometric errors of 0 and 0.5 dex, and using two different prior probability distributions: one that is flat in log SFR (i.e., dp/d log SFR ∼ constant), and one following the Schechter function distribution of SFRs reported by Bothwell et al. (2011) , dp/d log SFR ∝ SFR α exp(−SFR/SFR * ), where α = −0.51 and SFR * = 9.2 M yr −1 . Figure 11 shows the posterior PDFs we obtain, which we normalised to have unit integral. Consistent with the results reported by da Silva et al. (2014), at SFRs of ∼ 10 −1 M yr −1 , the main effect of stochasticity is to introduce a few tenths of a dex uncertainty into the SFR determination, while leaving the peak of the probability distribution centered close to the value predicted by the point mass estimate. For SFRs of 10 −3 or 10 −5 M yr −1 , the true posterior PDF is very broad, so that even with a 0.5 dex uncertainty on the photometry, the uncertainty on the true SFR is dominated by stochastic effects. Moreover, the peak of the PDF differs from the value given by the point mass estimate by more than a dex, indicating a systematic bias. These conclusions are not new, but we note that the improved computational method described in Section 2.3 results in a significant code speedup compared to the method presented in da Silva et al. (2014) . The time required for SFR slug to compute the full posterior PDF for each combination of SFR Q(H 0 ) , photometric error, and prior probability distribution is ∼ 0.2 seconds on a single core of a laptop (excluding the startup time to read the library). Thus this method can easily be used to generate posterior probability distributions for large numbers of measurement in times short enough for interactive use.
Bayesian Inference of Star Cluster Properties
To demonstrate the capabilities of cluster slug, we reanalyse the catalog of star clusters in the central regions of M83 described by Chandar et al. (2010) . These authors observed M83 with Wide Field Camera 3 aboard the Hubble Space Telescope, and obtained measurements for ∼ 650 star clusters in the filters F336W, F438W, F555W, F814W, and F657N (Hα). They used these measurements to assign each cluster a mass and age by comparing the observed photometry to simple stellar population models using Bruzual & Charlot (2003) models for a twice-solar metallicity population, coupled with a Milky Way extinction law; see Chandar et al. (2010) for a full description of their method.
We downloaded Chandar et al.'s "automatic" catalog from MAST 4 and used cluster slug to compute posterior probability distributions for the mass and age of every cluster for which photometric values were available in all five filters. We used the photometric errors included in the catalog in this analysis, coupled to the default choice of bandwidth in cluster slug, and a prior probability distribution that is flat in the logarithm of the age and AV , while varying with mass as p(log M ) ∝ 1/M . The total time required for cluster slug to compute the marginal probability distributions of mass and age on grids of 128 logarithmically-spaced points each was ∼ 1 second per marginal PDF (∼ 1300 seconds for 2 PDFs each on the entire catalog of 656 clusters), using a single CPU. The computation can be parallelized trivially simply by running multiple instances of cluster slug on different parts of the input catalog.
In Figure 12 we show example posterior probabilities distributions for cluster mass and age as returned by cluster slug, and in Figure 13 we show the median and interquartile ranges for cluster mass and age computed from cluster slug compared to those determined by Chandar Schechter, σ =0.5 dex log SFR Q(H 0 ) =−5 log SFR Q(H 0 ) =−3 log SFR Q(H 0 ) =−1 Figure 11 . Posterior probability distributions for the logarithmic SFR based on measurements of the ionizing flux, computed with SFR slug. The quantity plotted on the x axis is the offset between the true log SFR and the value that would be predicted by the "point mass" estimate where one ignores stochastic effects and simply uses the naive conversion factor between ionizing luminosity and SFR. Thus a value centered around zero indicates that the point mass estimate returns a reasonable prediction for the most likely SFR, while a value offset from zero indicates a systematic error in the point mass estimate. In the top panel, solid curves show the posterior PDF for a flat prior probability distribution and no photometric errors (σ = 0), with the three colors corresponding to point mass estimates of log SFR Q(H 0 ) = −5, −3, and −1 based on the ionizing flux. The dashed lines show the same central values, but with assumed errors of σ = 0.5 dex in the measured ionizing flux. In the bottom panel, we show the same quantities, but computed using a Schechter function prior distribution rather than a flat one (see main text for details).
et al. (2010) 5 . The points in Figure 13 are color-coded by the "photometric distance" between the observed photometric values and the 5th closest matching model in the cluster slug library, where the photometric distance is defined as
where M i,obs and M i,lib are the observed magnitude and the magnitude of the cluster slug simulation in filter i, and the sum is over all 5 filters used in the analysis. We can draw a few conclusions from these plots. Examining Figure 12 , we see that cluster slug in some cases identifies a single most likely mass or age with a fairly sharp peak, but in other cases identifies multiple distinct possible fits, so that the posterior PDF is bimodal. In these cases the best fit identified by Chandar et al. usually matches one of the peaks found by cluster slug. The ability to recover bimodal posterior PDFs represents a distinct advantage of cluster slug's method, since it directly indicates cases where there is a degeneracy in possible models. From Figure 13 , we see that, with the exception of a few catastrophic outliers, the median masses returned by cluster slug are comparable to those found by Chandar et al. The ages agree reasonably well at younger ages, but differ systematically at older ages, with cluster slug ages almost always being smaller. The differences likely have multiple causes. In this simple exercise, we are not using the same grid of stellar evolutionary tracks or atmospheres as Chandar et al., we are using Solar metallicity as compared to their favored value of twice Solar, our method of computing the nebular emission from the ionizing luminosity differs considerably from theirs, and we have not attempted to reproduce their aperture corrections. The strong difference in ages for older clusters is likely due to the differences in assumed metallicity and the evolutionary tracks, since the age constraints come mostly from the colors and these in turn depend sensitively on stellar atmosphere opacities and treatments of uncertain phases of stellar evolution.
We can also see from Figure 13 that, for the most part and without any fine-tuning, the default cluster slug library does a very good job of matching the observations. As indicated by the color-coding, for most of the observed clusters, the cluster slug library contains at least 5 simulations that match the observations to a photometric distance of a few tenths of a magnitude. Quantitatively, 90% of the observed clusters have a match in the library that is within 0.17 mag, and 95% have a match within 0.23 mag; for 5th nearest neighbors, these figures rise to 0.18 and 0.25 mag. There are, however, some exceptions, and these are clusters for which the cluster slug fit differs most dramatically from the Chandar et al. one. In most cases these failures occur because the cluster slug grid simply does extent to sufficiently large ages; of the 10 clusters that have the greatest distance to a library model, 7 have ages estimated by Chandar et al. at > 10 Gyr, and therefore outside the age range covered by cluster slug's default grid.
6 However, even eliminating these cases there are ∼ 10 clusters for which the closest match in the cluster slug library is at a photometric distance of 0.3 − 0.6 mag. It is possible that these clusters have extinctions AV > 3 and thus outside the range covered by the library, that these are clusters where our failure to make the appropriate aperture corrections makes a large difference, or that the disagreement has some other cause. These few exceptions notwithstanding, this experiment makes it clear that, for the vast majority of real star cluster observations, cluster slug can return a full posterior PDF that properly accounts for stochasticity and other sources of error such as age-mass degeneracies, and can do so at an extremely modest computational cost.
SUMMARY AND PROSPECTS
As telescopes gains in power, observations are able to push to ever smaller spatial and mass scales. Such small scales are often the most interesting, since they allow us to observe fine details of the process by which gas in galaxies is transformed into stars. However, taking advantage of these observational gains will require the development of a new generation of analysis tools that dispense with the simplifying assumptions that were acceptable for processing lower-resolution data. The goal of this paper is to provide such a nextgeneration analysis tool that will allow us to extend stellar population synthesis methods beyond the regime where stellar initial mass functions (IMFs) and star formation histories (SFHs) are well-sampled. The slug code we describe here makes it possible to perform full SPS calculations with nearly-arbitrary IMFs and SFHs in the realm where neither distribution is well-sampled; the accompanying suite of software tools makes it possible to use libraries of slug simulations to solve the inverse problem of converting observed photometry to physical properties of stellar populations outside the well-sampled regime. In addition to providing a general software framework for this task, bayesphot, we provide software to solve the particular problems of inferring the posterior probability distribution for galaxy star formation rates (SFR slug) and star cluster masses, ages, and extinctions (cluster slug) from unresolved photometry.
In upcoming work, we will use slug and its capability to couple to cloudy (Ferland et al. 2013) to evaluate the effects of stochasticity on emission line diagnostics such as the BPT diagram (Baldwin et al. 1981) , and to analyze the properties of star clusters in the new Legacy Extragalactic UV Survey (Calzetti et al. 2015) . However, we emphasize that slug, its companion tools, and the pre-computed libraries of simulations we have created are open source software, and are available for community use on these and other problems.
