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Abstract
We present eective numerical algorithms based on discrete variable techniques and nite elements for solving the
non-separable three-dimensional Schrodinger equation and a method for the solution of the two electron problem in a
strong magnetic eld, that combines the hyperspherical close coupling and the Finite Element method. As an example we
will present some atomic data for the hydrogen and the helium atom in external elds relevant for magnetic white dwarf
stars. c© 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction
In this paper we will describe some modern numerical methods recently developed and applied
to simple atomic systems. A simple atomic system is an atom or ion, which can be accurately
described by an eective one- or two-particle Hamiltonian. But note, the numerical methods pre-
sented in this paper are not only restricted to atomic systems. These numerical techniques are also
useful for computations with respect to other simple quantum systems, e.g., in solid-state physics
shallow donor states in GaAs [19] are accurately described by an Hamiltonian equivalent to the
hydrogen atom, in nuclear physics giant resonances in closed-shell nuclei can be treated by phe-
nomenological one-particle interactions like the Brink{Boeker or Skyrme interactions [28], in quest
of quantumchaology non-integrable single-particle Hamiltonians are of importance, and so forth. The
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applications presented in this paper are restricted to hydrogen atoms in external and van-der-Waals
elds, alkali metal atoms and alkali-like ions in external elds, wave-packet problems and the he-
lium atom and helium isoelectronic sequence in strong magnetic elds. Interpreting observations
from magnetic white dwarfs, neutron stars and Am-Hercules systems necessitate the knowledge of
the relevant atomic data, hence transition wave lengths and rates of hydrogen, helium and some
alkali ions in strong magnetic and electric elds have to be computed.
Simple quantum system does not mean that computations are simple. E.g., magnetic white dwarfs
and neutron stars possess magnetic elds of the order of 102{105, and 107{109 T, respectively.
At these extremely high eld strengths the Lorentz force acting on an atomic electron equals or
exceeds the Coulomb binding force, even for low-lying states. Due to the dierent symmetry of
the Coulomb and the Lorentz interaction the system is no longer quantum integrable. Thus it is
evident that perturbation theory is no longer applicable and more rened numerical methods become
necessary.
Integrability of a n-dimensional Hamiltonian system requires the existence of n commuting ob-
servables Oi, 16i6n. Each separable system is integrable, but not vice versa. Observables are given
by hermitian operators and their eigenvalues can serve as quantum-labels for the wave functions.
For separable systems the eigenvalues (separation constants) of each of the three (in general n)
unidimensional dierential equations can be used to label the eigenfunctions  (r) and hence serve
as quantum numbers. For a three-dimensional system it can be shown that the Laplace{Beltrami
operator  can be separated in exactly 11 dierent curvilinear [24] coordinates. For each of these
coordinates the potential V (r) has to full certain properties, that the Schrodinger equation"
− ~
2
2m
+ V (r)
#
 E(r) = E E(r) (1)
becomes separable. For all orthogonal curvilinear coordinates qj in three dimensions the following
conditions hold:
ds2 = dx2 + dy2 + dz2
with (x; y; z) cartesian coordinates,
ds2 =
3X
i; j=1
gij dqi dqj and gij = ijgii;
q1;q2;q3 =
1p
g
3X
i=1
@
@qi
p
g
gii
@
@qi

(Laplace{Beltrami operator);
dV =
p
g dq1 dq2 dq3 (volume element) (2)
with g= g11g22g33, and the quantum system becomes separable, if the potential can be written as
V (q1; q2; q3) =
3X
i=1
1
gii
V (qi): (3)
Using Eq. (3) it can be easily proved if and for which coordinates a given one-particle quantum
system is separable.
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In Section 2 we will present some numerical methods useful for non-separable quantum systems.
First we will discuss the discrete variable method followed by the nite element method and in
Section 2.3 a combination of hyperspherical closed coupling and nite element techniques, useful
for two-electron systems. All these methods lead to an Hamiltonian matrix and hence to a generalized
eigenvalue problem. In Section 2.4 we will briey discuss techniques for computing eigenenergies and
eigenstates from the already derived Hamiltonian matrix. In Section 3 we will present some results
for the hydrogen atom in external elds, we will discuss resonances, model potential techniques
useful to obtain atomic data from alkali-metal atoms and alkali-like ions in external elds, and
nally the helium atom in a strong magnetic eld. The paper will be completed by Section 4 with
a discussion and an outlook on future work.
2. Methods
In this Section we will rst describe the discrete variable method for three-dimensional nonrela-
tivistic quantum systems followed by a discussion of the nite element method. Higher n-dimensional
systems could be expanded by, e.g., n-dimensional nite elements. However, for many physical sys-
tems it turns out that it is numerically more promising to combine nite elements of lower dimen-
sions with certain basis function expansions. This is especially the case if non-Euclidean coordinates
are used. Sparse grid techniques for higher dimensions are only available for Euclidean coordinate
systems. This section will be completed by some remarks about diagonalization routines.
2.1. The discrete variable technique
The motivation for using the discrete variable method [21] in our approach is to transform the
three-dimensional Schrodinger equation into a system of coupled uni-dimensional dierential equa-
tions. To derive the dierential system, the Hamiltonian is expanded with respect to the discretized
eigensolution of a suitable operator, which we choose as the angular momentum operator. But note,
this expansion is not justied by a certain approximate symmetry of the system under consideration,
it is a numerical way to optimize the computation. The resulting coupled ordinary dierential equa-
tions will then be solved by nite elements. By this method we were able to obtain solutions for
the hydrogen atom in parallel electric and magnetic elds on workstations for eld strengths and
energy values for which Hamiltonian expansions based on Sturmians [39] did not even converge on
supercomputers.
By using appropriate units (~=1, me = 1) and spherical coordinates the one-particle Hamiltonian
becomes
H (r; ; ) =− 1
2r2
@
@r
r2
@
@r
+
1
2r2
L2(; )− i @
@
+ V (r; ; ); (4)
where
L2(; ) =− 1
sin 
 
@
@
sin 
@
@
+
1
sin 
@2
@2
!
(5)
and the derivation operator i @@ = Lz is already included to describe additional external magnetic
elds with eld strength . A complete set of orthonormal eigenfunctions of the angular momentum
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operator L2 (5) is given by
(
) =
1
C
Pml (cos )

cosm for m>0;
sin jmj for m< 0; (6)
where 
 = f; g, Pml the associated Legendre functions,
C =
s
21 + 0m
2l+ 1
(l+ jmj)!
(l− jmj)! (7)
and
L2 = ;  = l(l+ 1) with = fl; mg: (8)
The two-dimensional subspace 
 is discretized via a dierence grid with N nodal points 
k :

 ! 
k = fk ; kg; (9)
 (r; 
)!  (r; 
k) =  k(r) + i ~ k(r); (10)
where  k(r) and ~ k(r) are real scalar functions.
One important computational aspect is the optimal choice for the nodal points. Let us rst con-
sider the two-dimensional case in which the magnetic quantum number m is conserved. This holds
for systems with cylindrical symmetry with respect to the z-axis, e.g. for alkali-metal atoms in
parallel electric and magnetic elds. Up to normalization constants the eigenfunctions, Eq. (6), are
then reduced to the associated Legendre polynomials, and only the angular coordinate  has to be
discretized. The associated Legendre polynomials are orthogonal polynomials [35]. Hence by taking
the N nodal points k at the zeros of the Legendre polynomial PmN+m(x) in the interval x 2 [− 1; 1],
a set of orthogonal vectors fPml (cos k); m6l6(N − 1 + m)g is dened. By taking these set of
orthogonal vectors a square matrix  could be constructed which becomes together with a suitable
normalization constant orthogonal and hence its inverse is simply given by transposing. Note that
the corresponding Gauss{Legendre quadratures are exact, which is not true in general. For three
dimensions we design a N 2 grid by choosing N nodal points with respect to  as described above
and, for the variable , N equidistant nodal points in the interval [0; 2]. Taking the value of the
rst N 2 nodal points 
k as dened above, the square matrix  becomes
k = (
k) (11)
and its inverse −1 can be constructed. Thus the wave function can be expanded in terms of the
matrix :
 (r; 
) =
N 2X
k=1
0
@ N 2X
=1
(
)−1k
1
A ( k(r) + i ~ k(r)): (12)
This expansion has the advantage, that all those parts in the Hamiltonian become diagonal which
are independent of angular derivative operators. In order to keep the Hamiltonian matrix symmetric
we have to introduce a normalization condition for the radial function Eq. (10)
1 =
N 2X
k; j=1
0
@ N 2X
=1
−1k 
−1
j
1
AZ 1
0
drr2[ k(r) j(r) + ~ k(r) ~ j(r)]: (13)
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Inserting the expansion, Eq. (12), into the Schrodinger equation (4) at the nodal points 
k together
with the normalization condition (13) leads to a system of 2N 2 coupled uni-dimensional dierential
equations for the radial functions  k(r) and ~ k(r):
0 =
N 2X
j=1
[(dkj(r) + vkj(r)) j(r) + ~vkj(r) ~ j(r)]; (14)
0 =
N 2X
j=1
[(dkj(r) + vkj(r)) ~ j(r)− ~vkj(r) j(r)]; (15)
where
dkj(r) =

− 1
2r2
d
dr
r2
d
dr
+ V (r; 
j)− E

gkj; (16)
with
gkj =
N 2X
=1
−1k 
−1
j (17)
and
vkj(r) =
1
2r2
N 2X
=1
−1k 
−1
j ; (18)
~vkj(r) = 
N 2X
=1
m−1k 
−1
−j; −= fl;−mg: (19)
Note, that for either vanishing coecients  in the Hamiltonian or for Hamiltonians’ (4) separable
with respect to  the radial expansion becomes real and hence ~ k(r) = 0.
The remaining task is to solve this system of coupled dierential equations. By applying the
nite element method we arrive at a banded symmetric Hamiltonian matrix which we solve using
a spectral transformation Lanczos method. For Coulomb-like potentials it turns out that the nite
element computations in the radial coordinate are optimized by quadratically spaced nodal points
ri =
(i − 1)2
M 2
rmax; i = 1   M (20)
as described in the following section.
2.2. The nite element method
In this section we will describe the basic idea of the nite element method and hence restrict our
discussion for simplicity to uni-dimensional systems and bound states. Generalizations with respect
to both, higher dimensions and nonbound states will be discussed in the following sections.
In the discrete variable method the space is discretized but the expansion polynomials are still
globally dened functions. Therefore the discrete variable technique is a kind of hybrid method
between the nite element or nite dierence methods and the techniques based on global basis
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expansions. In the nite element methods not only the space will be discretized into local elements,
the approximation polynomials are in addition only dened on this local element. Therefore, we are
able to change not only the size of the nite elements but in addition the locally selected basis in
type and order. Usually only the size of the local element is changed from element to element but
the type and order of the approximation polynomials is kept xed.
Starting point of the discussion is the one-dimensional Schrodinger equation(
− ~
2
2m
d2
dx2
+ (E − V (x))
)
 E(x) = 0: (21)
Finite element techniques can be applied to any dierential equation, not necessarily of Schrodinger
type. Note, that due to the potential function it is not simple to nd an alternative description in
momentum space. Therefore, nite element techniques are usually formulated in coordinate space.
For simplication we set
~= 1; m= 1
2
) ~
2
2m
= 1: (22)
As bound states hxj i=  (x) are normalizable we could always nd a left and right border, (xa; xb),
in space beyond which the wave functions eectively vanish:
hxaj i= 0 = hxbj i: (23)
By multiplication of the Schrodinger equation with the wave function  (x) from the left we arrive
at an equivalent integral equationZ +1
−1
"
 (x)
d2
dx2
 (x) +  (x)(E − V (x)) (x)
#
dx = 0; (24)
which by partial integration gives
Z xb
xa
2
4 (x) d2
dx2
 (x)| {z }+  (x)(E − V (x)) (x)
3
5 dx = 0;
=  (x)
d
dx
 (x)jxbxa| {z }
at the border=0
−
Z xb
xa

d
dx
 (x)
2
dx: (25)
This integral equation can be formulated as a functional of the wave function  
I [ ] =−
Z xb
xa

d
dx
 (x)
2
dx +
Z xb
xa
 (x) [E − V (x)]| {z }
(x)
 (x) dx (26)
and by the following expansion:
 (x) =
X
i
CiNi(x); (27)
we arrive nally at
I [ ] =
X
i; j
CiCj
Z 
Ni(x)(x)Nj(x)− ddxNi(x)
d
dx
Nj(x)

dx: (28)
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Fig. 1. Graphical picture of a wave function in the local basis. The entire space is divided into small elements. On each
of the locale elements the wave function is expanded with respect to the interpolation polynomial. In this example each
element has ve nodal points at 0, 0.25, 0.5, 0.75 and 1. The rst and the last nodes are always common with the
neighbouring element.
Up to now the basis functions Ni(x) are still arbitrary and not restricted to a nite element approach.
In the nite element frame a suitable approximation is given by Lagrange- or Hermite-interpolation
polynomials.
As already mentioned above, the entire space will be divided in small pieces, the elements. On
each of this elements we dene a local basis, the nodal point coordinates:
r = r(n−1)0 + h
(n) x|{z}
loc: coord:
; (29)
x=0    1;
r= r(n−1)0    r(n)0 + h(n) = r(n)0
with h(n) the length of the nth nite element, r(n−1)0 the global position in space of the left-hand
border of the element and x the local coordinate. In Fig. 1 a simple example with constant nite
elements is shown.
For nite elements of constant dimension the following properties hold:
r(n−1)0 = (n− 1)h; h(n) = h 8n 2 N: (30)
A quadratic spacing is numerically more favourable for Coulomb systems:
r(n−1)0 = (n− 1)2h0 n= 1; : : : ; nmax; (31)
and hence the size of the elements increases linearly
h(i) = r(i+1)0 − r(i)0 = (2i + 1)h0 n= 1; : : : ; nmax − 1: (32)
Of course, the optimal spacing depends on the physical system under consideration. E.g., for a
parabolic potential (harmonic oscillator) a constant spacing is numerically favoured. The wave func-
tion is given by
 (r) =
X

(x)| {z }
interpol: basis
 (n) r 2 ]r(n−1)0 ; r(n−1)0 + h(n)[; (33)
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where  (n) is the correct value of the wave function at the nodal points and the summation  runs
over all interpolation polynomials.
Common interpolation polynomials are the Lagrange, the Hermitian and the extended Hermitian
interpolation polynomials. (Unfortunately this interpolation polynomials are often simply called La-
grangian and Hermitian which should not be mixed up with the polynomial functions of the same
name.) Let us rst discuss in more detail Lagrange interpolation polynomials, labelled by the index
. In the following discussion, we assume that the whole space of interest [xa; xb] is divided in
smaller elements carrying a local coordinate system ~x running from [− 1;+1].
In the selected interpolation the wave function is given by
 ( ~x) =
X

( ~x) ( ~x) =
X

( ~x)| {z }
inter: polynom
 ; (34)
thus if the interpolation polynom satises
( ~x) = ;; (35)
the wave function  (x) will have its correct values at the nodes ~x.
A polynomial of order n has n+1 linear independent coecients Ci and hence n+1 nodal points
in −16 ~x6+1 which are equidistantly distributed. E.g. for three nodes we get n=2; ~x0 =−1; ~x1 =
0; ~x2 = +1 and hence a system of linear equations
0( ~x0) =0(−1) = C00 − C01 + C02 = 1;
0( ~x1) =0(0) = C00 = 0;
0( ~x2) =0(+1) = C00 + C01 + C02 = 0
and similar additional equations for 1 and 2. This linear system of equation can be condensed to
a matrix equation0
@ 1 −1 11 0 0
1 1 1
1
A 
0
@C00 C10 C20C01 C11 C21
C02 C12 C22
1
A=
0
@ 1 0 00 1 0
0 0 1
1
A ; (36)
whose solution will give the unknown coecients Ci for our Lagrange interpolation polynomial.
Generalized for a polynomial of arbitrary order we get the following linear equation:
A|{z}
nodes
 C|{z}
coecient matrix
= 1|{z}
unity matrix
) C = A−1; (37)
by which we can easily compute the unknown coecients of the Lagrangian interpolation polynomial.
In addition to the equidistant distribution of the nodal points the Lagrange interpolation polynomial
are dened via the wave function not taking into account its derivative. Hermitian interpolation
polynomials are in addition dened by the assumption that value and derivation of the wave function
are correct at the nodal points. Hence we get the following ansatz:
 ( ~x) =
X


( ~x) ( ~x) + ( ~x)
d
d ~x
 ( ~x)

=
X

(( ~x)  + ( ~x)  ) (38)
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and for the derivative of the wave function  0( ~x)
 0( ~x) =
X

(0( ~x)  +
0 ( ~x)  ); (39)
which leads to
( ~x) =  ) for n nodes n equations;
d
d ~x
( ~x) =  ) for n nodes n equations; (40)
hence n nodal points lead to a total of 2n linear equations and thus a polynomial of order 2n− 1.
The next interpolation step are extended Hermitian polynomials in which not only the wave
function and its derivative but in addition its second derivative are taken into account. Hence we
get
 ( ~x) =
X

 
( ~x) ( ~x) + ( ~x)
d
d ~x
 ( ~x) + ( ~x)
d2
d ~x2
 ( ~x)
!
=
X

(( ~x)  + ( ~x)   +
( ~x)
 ) (41)
and therefore the polynomials have to full
( ~x) = ;
d
d ~x
( ~x) = ;
d2
d ~x2
( ~x) = :
(42)
For n nodal points a complete description will be given by 3n coecients and hence the corre-
sponding polynomial is of the order 3n− 1. All further derivations are equivalent to those described
in detail for Lagrangian interpolation polynomials and therefore are omitted. (A simple MAPLE
program is available on request for solving the corresponding linear equations for these three types
of interpolation polynomials and a further MAPLE program for one-dimensional nite element com-
putations, thought as a rather pedagogical tool. A very nicely and pedagogically written paper about
using the nite element method for the hydrogen atom in strong magnetic elds is [27].)
2.3. The nite element technique applied to helium in a strong magnetic eld
Three-body Coulomb systems in quantum mechanics are of principal interest due to its fundamental
importance in physics. In contrast to two-body systems three-body systems are already nonintegrable
without external elds. It is beyond the scope of this article to number the numerous applications
in physics, covering questions from principal atomic physics, quantum chaos up to astrophysical re-
lated applications. Several methods based on Hartree{Fock approaches [37], variational and quantum
Monte Carlo [18] methods have been used to compute relevant atomic data. In strong magnetic elds
helium and He-like systems become a 5-degrees-of-freedom system and all of the above mentioned
methods failed in some way. Quantum Monte Carlo methods are very accurate but the necessary
CPU-time [7] has to be measured in weeks to get relevant results. Therefore, this method is not
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useful to produce a large set of data necessary, e.g., to simulate the observed absorption spectra
of magnetic white dwarf stars. In this paragraph we will briey describe a method based on a
hyperspherical closed coupling scheme combined with Finite Elements.
The nonrelativistic Hamiltonian for two electrons in a uniform magnetic eld reads
H =
2X
i=0
1
2mi
(pi − eiA(ri))2 +
2X
i 6=j
eiej
jri − rjj (43)
with mi; ei mass and charge of the particles, A the vector potential, 0 the label of the nucleus and
1; 2 the two electrons. By introducing relative and centre of mass coordinates together with a Power{
Zienau{Woolley transformation [38] of the wave function and neglecting the mass polarization term,
the Hamiltonian [4] for the relative coordinates for the He-isoelectronic sequence in a strong magnetic
eld reads
H =
2X
i=1

−B2i −
2
jrij + 
2
Z(x
2
i + y
2
i )

+
2
Z jr1 − r2j + 2Z[Lz + geSz]; (44)
where we used Z-scaled atomic units, i.e. the energy is measured in Z2 Rydberg and the length in
units of aBohr=Z , the magnetic eld strength by Z =B=(Z24:7010105 T) and ge is the g-factor of
the electron. By appropriately rescaling the results the nite mass mnuc of the nucleus can be taken
into account.
Hamiltonian (44) is invariant under rotation around the z-axis and inversion with respect to the
origin. Therefore, the conserved quantum numbers of the Hamiltonian are the z-component M of the
total angular momentum, the parity P, the total spin S and its z-component MS . Thus the eigenstates
of the Hamiltonian can be labelled by jPMSMS ; i. However for our purpose, it is more convenient to
label the states by the eld free notation of helium, which is of course only correct in the asymptotic
limit of vanishing magnetic elds. The connection between jPMSMS ; i and the eld-free labels is
discussed in detail in [37].
Instead of the radius vectors ri we will use Jacobi vectors
1 =
1p
2
(r1 − r2) (45)
and
2 =
1p
2
(r1 + r2); (46)
because these coordinates bear already the correct symmetry with respect to the Pauli principle.
Finally we transform the coordinates to a coordinate system given by three internal coordinates and
the three Eulerian angles ;  and , between the body and the laboratory xed frame. As internal
coordinates, we choose the hyperradius
R=
q
21 + 22; (47)
the hyperangle
= arctan

2
1

(48)
and the angle u between the Jacobi coordinates 1 and 2. The body-xed z
0-axis coincides with 1
while 2 lies in the x
0{z0 plane. This choice simplies considerably the symmetry requirements for
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the wave function. Because this coordinates are connected to the radius vectors by an orthogonal
transformation, the form of the diamagnetic Hamiltonian remains invariant.
By transforming the wave function to the standard reduced form
(R; ; u; 
) = R5=2sin cos	(R; ; u; 
); (49)
where 
 are the Eulerian angles, and expanding in terms of the eigenfunctions of the symmetric top
with denite parity [4] up to a maximum J -value Jmax
=
JmaxX
J=jM j
X
Q
(R; ; u)J;QjPJMQi
jSMSi; (50)
and projecting onto the jPJMQi
 we obtain the following system of coupled partial dierential
equations for the functions of the internal coordinates:"
− @
2
@R2
− 1
4R2
+ Hadi(; u; R)
#
JQ
+
1
R2
X
Q0
hPJMQj2iJ2jPJMQ0i@=@u+ hPJMQj2J1J3jPJMQ0i cot u
cos2
JQ0
+2ZR
2
X
J 0Q0
0
@2
3
JJ 0QQ0 +
s
82
5
2X
k=0
hPJMQj+ 20kjPJ 0MQ0ipk(; u)
1
AJ 0 ;Q0
+VparaJQ = EJQ (51)
with the adiabatic Hamiltonian
Hadi(; u; R) =+
1
R2
 
− @
2
@2
− 1
sin2cos2sin u
@
@u
sin u
@
@u
+
Q2
sin2cos2sin2u
− 2Q
2 − J (J + 1)
cos2
+ C(; u)R
!
(52)
and the paramagnetic potential
Vpara = 2Z[M + geMS]: (53)
The eigenfunction of Eq. (51), JQ(R; ; u), depends on the internal coordinates hyperradius R, hy-
perangle  and Jacobi angle u. In a rst attempt we tried to solve this equation by three-dimensional
nite elements [6], but got serious convergency problems in strong magnetic elds. Therefore, we
splitted the ansatz with three-dimensional elements into a direct product of two- and one-dimensional
elements. With respect to the wave function this means that we used a further expansion of the wave
function. But before splitting the wave function we have to formulate the correct boundary conditions
due to the required Pauli symmetry. Interchanging the two electrons leaves the Jacobi coordinate 2
invariant but results in 1 ! −1, and hence the hyperradius and hyperangle will be invariant under
electron exchange, while
u ! − u and (; ; )! (+ ; − ; 2− ): (54)
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Together with the denition of the parity projected eigenfunctions of the symmetric top jPJMQi
 and
the properties of the Wigner functions dJMM 0() one arrives at the following symmetry requirement:
JQ(; − u; R) = P(−1)S+QJQ(; u; R) (55)
and
JQ(; 0; R) = 0 for Q> 0: (56)
Expanding the internal part of the wave function with respect to the adiabatic Hamiltonian leads to
JQ(; u; R) =
X

fJQ(R)aJQ(; u; R) (57)
with aJQ(; u; R) the adiabatic wave function which is the eigenfunction of the adiabatic Hamiltonian:
Hadi(; u; R)aJQ(; u;R) = UJQ(R)aJQ(; u;R): (58)
Thus, nally we have to solve the hyperradial dierential equation to get the corresponding eigenen-
ergies and eigenfunctions"
− @
2
@R2
+ UJQ(R)− 14R2 + 2Z[M + geMS] +
2
3
2ZR
2
#
fJQ(R)
−
X

"
2

aJQ
 @@R
 aJQ0

(R)
@fJQ(R)
@R
+
*
aJQ
 @
2
@R2
 aJQ0
+
(R)fJQ(R)
#
+
X
Q0
1
R2

hPJMQj2iJ2jPJMQ0i

aJQ
 1cos2 @@u
 aJQ0

(R)
+ hPJMQj2J1J3jPJMQ0i

aJQ
 cot ucos2
 aJQ0

(R)fJQ0(R)

+2ZR
2
X
J 0Q0
2X
k=0
s
82
5
hPJMQj+ 20kjPJ 0MQ0ihaJQjpk(; u)jaJ 0Q0i(R)fJ 0Q0(R)
=EfJQ(R): (59)
The various matrix elements between the jPJMQi
 can be analytically calculated by using stan-
dard SU(2)-algebra [9]. For computing the adiabatic wave function as well as the solution of the
hyperradial dierential equation, we employed the method of nite elements.
The adiabatic wave function depends parametrically on the hyperradius R and explicitly on the
two internal angular coordinates  and u. Both angles are restricted to the interval [0; =2] and
hence this two-dimensional space is subdivided into n ⊗ nu rectangular elements. On each element
the adiabatic basis function aJQ(; u;R) is expanded in terms of biquintic splines. Application of
the variational principle leads then to a generalized symmetric eigenvalue problem for the adiabatic
Hamiltonian Hadi.
The hyperradial equation (59) is solved by subdividing the interval [0; Rmax] for the hyperradius
R in nr quadratically spaced elements [Ri−1; Ri] according to
Ri =

i
nr
2
Rmax: (60)
W. Schweizer et al. / Journal of Computational and Applied Mathematics 109 (1999) 95{122 107
Because the adiabatic wave function aJQ(; u;R) depends parametrically on the hyperradius R, aJQ
is calculated on a grid in agreement with the selected nodes for solving Eq. (59). To obtain the
derivatives of the adiabatic functions, aJQ is in addition computed on two h and −h shifted grids:
@aJQ(; u;R)
@R
=
aJQ(; u;R− h)− aJQ(; u;R+ h)
2h
+ O(h3): (61)
Again applying the method of nite elements will lead to a symmetric banded matrix for the hyper-
radial equation. Both eigenvalue problems have been solved by using an Arnoldi method.
2.4. Diagonalization methods
Use of discrete variable or nite element techniques maps the Hamiltonian operator onto a
Hamiltonian matrix. In this paragraph we will, for the readers’ convenience, add a few remarks
about solving the corresponding eigenvalue problem. Of course describing the relevant program
codes and the mathematical background in detail goes far beyond the size of an article. An excellent
discussion of the mathematical background can be found, e.g., in [29].
The Hamiltonian matrices generated by the methods mentioned above are real, or in the case
of resonances, complex symmetric matrices, which are banded and sparce. Hence the number of
nonzero elements in the matrix is small compared to the total number of matrix elements. Thus, in
principle we have a simple algebraic equation to determine the eigenenergies and corresponding wave
functions. Nevertheless, the practical problem is still hard because the dimension of the Hamiltonian
matrix is usually extremely high (from a few thousand up to a few hundred thousand). Therefore
solving, e.g., the characteristic polynomial directly is numerically highly unstable and hence numer-
ically ill-suited. Besides that the Hamiltonian matrix carries due to its huge dimension much more
eigensolution than physically are converged or of interest. From this total amount of eigensolutions
we are only interested in a subset. Standard library routines as provided by lapack or NAG allow
only to compute either a single, extreme eigensolution or all eigensolutions. One single result is
usually not sucient, computing all eigensolution are usually not possible, because due to the large
size of the matrix the necessary computer power is even to large for supercomputers. Besides this it
would be a waste of CPU-time and computer space to compute thousand of unnecessary solutions
simple to get the few tens or hundreds we are interested in.
Iterative methods, like the Arnoldi or Lanczos methods, suer from the fact, that they only con-
verge rapidly to the extreme eigenvalue. But the subset of eigenenergies which we actually want
to compute might be in the centre of the total number of eigenvalues of the Hamiltonian matrix.
Therefore, the rst step in our computations is to map the Hamiltonian matrix onto a new matrix
in which the subset of eigenenergies is mapped onto a new subset of eigenvalues of large absolute
values [10]. Due to the discretization methods described above the physical system is described by
a generalized eigenvalue problem
H hrij i= ENhrij i (62)
with H the Hamiltonian matrix, hrij i the discretized wave function at the nodal points ri, E the
eigenenergy andN the normalization matrix.N is a symmetric matrix, hence by standard algebraic
techniques this generalized eigenvalue problem can be mapped onto an ordinary eigenvalue problem.
Note, that N remains real symmetric even in combinations with complex coordinate rotations to
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compute resonances, for more details see below. By introducing a shift  = E − ~E, the generalized
eigenvalue problem above can be mapped onto
1
~E
fNt1=2hrij ig=Nt1=2(H − N)−1N1=2fNt1=2hrij ig (63)
with N =N1=2Nt1=2, 1= ~E are the new eigenvalues and fNt1=2hrij ig are the transformed eigen-
functions. Hence the eigenenergies of the physical system are related to the new eigenvalues 1= ~E
via
E −  = ~E: (64)
Therefore, eigenenergies close to the shift  are mapped onto eigenvalues of large absolute values
by Eq. (63).
Using either an Arnoldi or a Lanzcos method we computed from Eq. (63) the eigensolutions of
interest. These two methods are both iterative methods based on Krylov subspace projections [29].
The Arnoldi method is a generalization of the Lanczos process and reduces to that method for real
symmetric Hamiltonian matrices. The basic idea of Krylov subspace iterations is to approximate a
subset of the eigensolutions of the large Hamiltonian matrix by a much smaller matrix, where this
small matrix is an orthogonal projection onto a particular Krylov subspace. Our actual computations
are based either on the spectrum transformed Lanczos code from Ericsson and Ruhe [10] for real
symmetric problems or on the Arnoldi codes in the ARPACK library from Lehoucq et al. [20,34].
Both packages include already all necessary computations including the spectral shift transformation.
For real symmetric problems our own computations show, that the ARPACK-routines are more
numerically stable but slower than the STLM-code of Ericsson and Ruhe, which is restricted to real
symmetric problems. Table 1 shows some examples.
In Table 1 we compare the necessary CPU-time and computer storage for dierent Hamiltonian
matrices obtained for the hydrogen atom by the discrete variable and nite element method. Both,
the CPU-time and computer storage is measured in units of the time and space used for the Lanczos
method. Hence, e.g., \1.75" in the last column means, that the Arnoldi method needed 1:75-times
longer than the Lanczos method for computing the same eigenvalues of the exactly same matrix. As
interpolation polynomials we took the Hermitian interpolation polynomials. Therefore the dimension
N of the matrix, the number of nonzero elements M and the density of the matrix d is given by
N = k(2er(kp − 1) + 2));
M = (2k2pk
2
 + kpk)er − (2k2 + k)(er − 1);
) d= 2M − N
N 2
;
=
erk2p − er + 1
(erkp − er + 1)2 ; (65)
with k the number of nodes of the -discretization, er the number of Finite Elements in the r
direction and kp the number of nodes for the hermite interpolation polynomial. Please note, that the
density of the matrix becomes independent form the number of nodes of the discrete variable . In
the next section we will discuss some results obtained by the methods mentioned above.
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Table 1
Comparison of the CPU-time and the computer space (rel. size) needed by the Lanczos and the
Arnoldi code in units of the Lanczos routine. d is the density of the matrix elements and N the
matrix dimension
N Rel size CPU-time
d= 6:67 10−4
15,002 1.32 1.75
45,006 3.41 1.32
75,010 4.20 2.08
105,014 4.53 1.98
d= 1:67 10−3
6,002 1.63 4.78
18,006 2.92 8.79
30,001 3.26 5.91
66,022 4.39 4.91
d= 6:65 10−3
1,502 1.28 1.04
4,506 3.32 1.24
7,510 4.19 1.97
16,522 4.76 1.34
31,542 4.96 1.53
3. Results
In the following paragraphs we will show some results obtained for the hydrogen and alkali-metal
atoms and ions in external elds. These results are of importance for astrophysical purposes, but
also in solid-state physics, in low-temperature plasma physics and in quest of quantum chaos. This
section will be completed by a discussion of the helium atom in strong magnetic elds relevant for
magnetic white dwarf stars.
3.1. The hydrogen atom
The method we will use is based on the discrete variable method in the angular coordinates and
on the nite element method with respect to the radial coordinate, as described above in detail. The
discrete variable approach to the problem was introduced in [23], exploiting an idea previously used
in quantum chemistry [21].
It was shown, that relativistic eects are almost negligible for the bound states of the hydrogen
atom in external elds relevant for magnetic white dwarf stars [22], exempting us from the need to
consider the spin explicitly in our calculations. It merely results in an energy shift proportional to
the magnetic eld strength. Therefore, we can restrict ourselves to the nonrelativistic Schrodinger
equation. The nonseparability of the centre-of-mass motion in strong magnetic elds gives rise to an
additional force perpendicular to the magnetic eld axis. As this force mimics an additional homoge-
neous electric eld and is proportional to the invariant momentum of the system, the corresponding
eect is called the \Motional{Stark eect". This \centre-of-mass" problem is discussed in detail in
110 W. Schweizer et al. / Journal of Computational and Applied Mathematics 109 (1999) 95{122
the literature (see e.g. [3,8,16] and references therein). For vanishing invariant momentum of the
system the results for nite nuclear mass can be obtained from the calculations with innite nuclear
mass, using suitable scaling laws.
In a simple picture but with sucient accuracy shallow donor states can often be described by a
solid state analog of the hydrogen atom with rescaled energy, Bohr radius, eective charge and mass
[26]. Under this assumption, the donor electron will have hydrogen-like bound states with energy
En =
−R
2n2
; (66)
but with a Rydberg constant R much smaller and will to some extent show the same qualitative
spectroscopic behaviour under external elds as the hydrogen atom. Therefore, studying the hydrogen
atom gives also some information about shallow donor states. E.g. for the donor in GaAs the eective
electron mass is 0.0665, the dielectric constant 12.56. In atomic units these two values are equal to
1. The Rydberg constant becomes 46.1 (11  104), the Bohr radius 9.96 nm (0.0529 nm), where
the values in brackets are the corresponding hydrogen values. Hence an electric eld of about 1010
V=m will have the same impact on a H-atom as a eld of 2 104 V=m on a donor.
3.1.1. The hydrogen atom in strong external elds
The Hamiltonian of a hydrogen atom with innite nuclear mass in an external magnetic eld B
and electric eld F reads
H =
jpj2
2me|{z}
kin:
− e
2
jrj|{z}
Coul:
+
e
2me
B  L| {z }
paramagn:
+
e2
8me
(B  r)2| {z }
diamagn:
+ eF  r| {z }
electr:
: (67)
Using atomic units, we measure energies in units of the Hartree energy EH = 2mec2  27:21 eV,
the magnetic eld strength = B=B0 in units of B0 = 22m2ec
2=e~  4:701 105 T, the electric eld
strength  = F=F0 in units of F0 = 3m2ec
3=e~  5:14  1011 V=m and lengths in units of the Bohr
radius aB = ~=mec  0:53 10−10 m. Then the Hamiltonian (67) becomes (in spherical coordinates
r; # and ’, with the magnetic eld axis pointing in the z = r cos# direction and  representing the
angle between the two external elds):
H (r; #; ’) =− 1
2r2
@
@r
r2
@
@r
+
1
2r2
L2(#; ’)− i @
@’
+ U (r; #; ’); (68)
where
L2(#; ’) =− 1
sin #
 
@
@#
sin #
@
@#
+
1
sin #
@2
@’2
!
; (69)
U (r; #; ’) =−1
r
+
1
2
2r2 sin2 #+ r(cos# cos + sin # cos’ sin ): (70)
For vanishing electric eld strength, = 0, the spherical symmetry of the hydrogen atom is broken
by the diamagnetic contribution of the strong magnetic eld 2r2 sin2  to the total potential. The
quantum number m and the z-parity, z, are conserved. For parallel magnetic and electric elds,
= 0, the quantum number m is still conserved, but not the parity z. Therefore, in this two cases
we have to solve a (2  1)-dimensional system. For perpendicular elds,  = =2, the rotational
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Fig. 2. Absolute value of the shift of the wave length as a function of the electric eld strength for the stationary
components of Balmer . The calculated values are represented by squares, the solid lines are interpolated quadratic
functions. On the left-hand side (a) for those transitions with small stationary magnetic eld (< 0:02) and on the
right-hand side (b) with strong stationary magnetic eld (> 0:02).
symmetry with respect to the z-axis is broken, hence m is no longer conserved, which results in a
three-dimensional system. In this case the z-parity, z, is conserved, but for arbitrary relative angles
 (unequal 0 or =2) between the magnetic and electric eld axis no discrete symmetry is left and
hence neither m nor z are conserved quantities.
The identication of stationary lines (transitions whose wavelength run through an extrema as
a function of the magnetic eld strengths) has been the most striking application of atomic data
to the spectra of magnetized white dwarf stars. In [12] we investigated the stationary lines of the
hydrogen atom in external magnetic and electric elds relevant to white dwarf stars, by calculating the
magnetic eld strengths, the wavelengths and the oscillator strengths of the extrema of all stationary
components of the Lyman , the Balmer  and the Balmer  transitions. By this computations we
could show, that the Lyman  transitions are rather insensitive to the electric eld, whereas the
electric eld exerts a considerable inuence on the Balmer transitions. Moreover, further stationary
components compared to the pure diamagnetic case occur, caused by the symmetry break due to
the additional electric eld. In most cases the relevant oscillator strength remain small compared
to transitions already allowed without additional electric elds. Computed atomic data for various
electric and magnetic eld strengths can be obtained on request, but will not be published here due
to the lack of space. Some relevant examples are shown in [11,12]. (We plan to publish the huge
data set already available via WWW.) As an example for the eect of additional electric elds to
the magnetic eld we will briey discuss the Balmer  transition.
Out of the 26 Balmer  transitions allowed in the diamagnetic case, seven transitions exhibit
stationary behaviour, with altogether 14 extrema in the magnetic eld range relevant for magnetic
white dwarf stars. As an example we show in Fig. 2 the absolute shift of the wave length as a
function of the electric eld strength for these stationary Balmer  components in parallel magnetic
and electric elds. For two of the transitions the oscillator strength becomes extremely small in very
strong electric elds, and therefore are not plotted in the gure. A table of the values can be found in
[12]. In contrast to the Balmer  lines the Balmer  transitions are much more inuenced by external
electric elds and show as the Balmer  transitions, wave length shifts as well to the blue and to
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the red. In addition to these stationary components of the Balmer  transitions 5 more stationary
Balmer  transitions become allowed in parallel magnetic and electric elds, with altogether six new
extrema.
The single electron of the hydrogen atom in external elds is, of course, a fermion and the Pauli
exclusion principle holds. Hence, there are no atomic states which share the same quantum number,
and therefore only those states can be degenerate (have the same energy) which can be labelled by
a quantum observable with dierent values. For the hydrogen atom in parallel electric and magnetic
elds the symmetry with respect to reection on the xy-plane is broken by the electric eld and hence
the z-parity z is no longer conserved. As pointed out above states could be degenerate with respect
to the energy for vanishing electric elds. For a small nonvanishing electric eld the degeneracy is
broken and hence level-crossing becomes forbidden, which can be observed as avoided crossings.
One important aspect is the behaviour of the eigenstates. In case of an allowed level-crossing the
wave functions run without any distortion through this point of crossing. For an avoided crossing
the two neighbouring wave functions are interacting with each other, which leads to the observed
repelling character of an avoided crossing. Far away from the point of the avoided crossing the wave
functions are similar to the ones without an additional electric eld. Close to the energy value at
which the avoided crossing occurs, both wave functions are distorted and mixed with each other.
An example for this behaviour can be found in [32].
3.1.2. Van-der-Waals interaction
The Hamiltonian of the hydrogen atom in front of a metal surface reads in semiparabolic coordi-
nates (
p
(x2 + y2) = , z = 12(
2 − 2))
H (; ; p; p) =
1
2
p2 + p
2

(2 + 2)
+ Vms (71)
with
Vms =− 12d −
4
2 + 2
+
2q
22 + (2d+ 12(
22))
− 1
2(d+ 12(
2 − 2)) (72)
and d the distance from the metal surface. In radial coordinates the nodes of the wave function
are quadratically spaced, whereas in semiparabolic coordinates the nodes are approximately equally
spaced and the characteristic dimension are equal in  and  direction. Note, that this would not
be true, e.g., for cylindrical coordinates  and z. Therefore, by representing Coulomb-like potentials
in semiparabolic coordinates nite elements of constant dimension are already optimally spaced.
By expanding the Hamiltonian with respect to the distance d, Ganesan and Taylor [14] calculated
Rydberg eigenstates and eigenvalues in a Sturmian basis. Such an expansion is unnecessary for
a two-dimensional nite element approach. To solve this problem we used two-dimensional nite
elements with quadratic and cubic form-functions. For more details of higher-dimensional nite
elements see, e.g., the excellent book of Akin [2]. In Fig. 3 we show as an example the 25th
eigenfunction of a hydrogen atom placed in a distance of 50 A in front of a metal surface. Basis
set calculations would necessitate huge Taylor expansions in the Hamiltonian potential leading to
serious convergency problems. Hence nite element techniques for quantum systems are especially
useful for computations in such extreme situations, where the Hamiltonian is far from integrable
limits, but the wave functions are still not too much structured.
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Fig. 3. This gure shows as an example on top cubic form-functions used for the nite element calculations and the 25th
m= 0 eigenstate of the hydrogen atom localized in front of a metal surface in a distance of 50 A.
3.1.3. Resonances
Due to the external electric elds the ionization threshold of the atom is lowered from the eld-free
value. In fact, all states become quasi-bound, as the electron can ionize by tunneling through the
potential states. This process becomes important for states close to the classical ionization energy or
above. The combination of the complex coordinate method with an R-matrix quantum-defect method
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Fig. 4. Complex energy of the hydrogen ground state for F = 0:3 as a function of the complex rotation angle . To
uncover the \convergence trajectory" the deviation from the converged value is plotted: Re(E) = (ER + 0:596722) 106
and Im(E) = ( =2 + 0:1306655) 107, with ER the real part of the complex energy eigenvalue and   the FWHM of the
resonance.
Fig. 5. Complex eigenenergies of the hydrogen atom for magnetic quantum number m= 0 at an electric eld F = 0:0001
in atomic units. The classical ionization threshold is Re(E) =−0:02.
is discussed for parallel magnetic and electric elds for hydrogen under astrophysical quest in [30]
and for sodium atoms (in general nonhydrogenic Rydberg atoms) for laboratory eld strengths in
[31]. Of course complex coordinate rotations can be also combined with discrete variable and nite
element techniques. Some results are presented in Figs. 4 and 5. In contrast to bound states the
Hamiltonian matrix becomes complex symmetric, but the normalization matrix N remains real.
Therefore, we have to solve a complex symmetric eigenvalue problem, Eq. (62).
In the complex coordinate method the real conguration space coordinates are transformed by a
complex dilatation. The Hamiltonian of the system is thus continued into the complex plane. This has
the eect that, according to the boundaries of the representation, complex resonances are uncovered
with square-integrable wave functions and hence the space boundary conditions remain simple. This
square integrability is achieved through an additional exponentially decreasing term
r ! r exp(i): (73)
After the coordinates entering the Hamiltonian have been transformed, the Hamiltonian is no longer
hermitian and thus can support complex eigenenergies associated with decaying states. The spec-
trum of a complex-rotated Hamiltonian has the following features [17]: Its bound spectrum remains
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unchanged, but continuous spectra are rotated about their thresholds into the complex plane by an
angle of −2. Resonances are uncovered by the rotated continuum spectra with complex eigenvalues
and square-integrable (complex rotated) eigenfunctions.
In the Stark eect the whole real energy axis is the continuum spectrum and no threshold exists
in the unrotated Hamiltonian for the continuous spectrum to rotate about. The Hamiltonian for the
hydrogen atom in parallel electric and magnetic elds, after the above complex transformation has
been applied, becomes
H ()=− exp(−2i)r
2
2
− exp(−i)1
r
+
1
2
(lz + 2sz) + exp(2i)
1
8
2r2 sin2 + exp(i)Fr cos ; (74)
using atomic units and spherical coordinates.
We calculated photoionization spectra [30] at optical wavelengths in a strong magnetic eld with
parallel electric elds of various strengths. The electric eld modulates the ionization spectra strongly
through an onsetting resonance structure which behaves smoothly by changing the electric eld
strength. The electric elds in the atmosphere of the white dwarf are generated by free electrons and
ions in the stellar plasma and hence distributed statistically. Taking this statistical origin into account
the strong resonance features are smeared out by the electric eld distribution and the opacities can
be approximated by straight lines over the relatively small wave length range in question.
In Fig. 4 we show an example for the convergence to a complex eigenvalue as function of the
complex angle . Convergence to a complex eigenvalue is systematic and follows a pattern with an
accumulation point at the correct complex value. Fig. 5 shows hydrogen resonances for an electric
eld strength of F=0:0001 just around the classical ionization threshold. The widths of the resonances
below the ionization threshold is relatively small. The single n-manifolds are well separated in the
complex plane. A resonance belonging to a certain n-manifold which lies lower on the real axis has
a bigger imaginary part of energy than one of higher energy. This astonishing behaviour is due to
the fact, that the corresponding wave function and hence the probability of presence of the valence
electron is localized further in the direction of the anode of the electric eld and thus tends to ionize
more easily.
3.2. Alkali systems
The combination of the discrete variable with the nite element method allows not only to compute
atomic data for the hydrogen atom. Atomic data for alkali-metal atoms and alkali-like ions can be
obtained by a suitable phenomenological potential, which mimics the multielectron core. The basic
idea of model potentials is to represent the inuence between the nonhydrogenic multielectron core
and the valence electron by a semi-empirical extension to the Coulomb term, which results in
an analytical potential function. The inuence of the nonhydrogenic core on the outer electron is
represented by an exponential extension to the Coulomb term [15]:
V (r) =−e
2
r
f ~Z + (Z − ~Z) exp (−a1r) + a2r exp(−a3r)g: (75)
Z is the nuclear charge, ~Z the ionization stage. (For neutral atoms the ionization stage is ~Z = 1,
for single ionized atoms ~Z = 2, and for multi-ionized atoms A(n+) ~Z = n + 1.) The coecients ai
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Table 2
Atomic data for Li states of principle quantum n=2; : : : ; 7 compared with experimental data and
various other numerical computations. (l is the quantum defect, energies in Hartree)
State Energy l 1l 
2
l 
3
l
2s −0:197331 0.40820 0.40946 0.41153 0.41070
2p −0:130068 0.03935 0.03916 0.04069 0.04049
3s −7:412388E-02 0.40280 0.40165 0.40392 0.40455
3p −5:724192E-02 0.04452 0.04271 0.04445 0.04453
3d −5:557495E-02 0.00052 0.00097 0.00147 0.00161
4s −3:860689E-02 0.40124 0.39953 0.40178 0.40281
4p −3:198441E-02 0.04619 0.04385 0.04567 0.04587
4d −3:126147E-02 0.00073 0.00125 0.00167 0.00186
4f −3:125008E-02 0.00000 | 0:00000 |
5s −2:363552E-02 0.40059 0.39864 0.40089 0.40209
5p −2:038076E-02 0.04693 0.04435 0.04622 0.04648
5d −2:000664E-02 0.00083 0.00138 0.00177 0.00199
5f −2:000007E-02 0.00000 | 0:00000 |
5g −2:000000E-02 0.00000 | 0:00000 |
6s −1:594531E-02 0.40025 0.39819 0.40043 0.40172
6p −1:411061E-02 0.04733 0.04462 0.04652 0.04680
6d −1:389300E-02 0.00089 0.00145 0.00182 0.00205
6f −1:388895E-02 0.00001 | 0:00000 |
6g-h −1:388890E-02 0.00000 | 0:00000 |
are optimized numerically so as to reproduce the experimental eld-free energy levels and hence
quantum defects of the alkali-metal atom or alkali-like ion. (A complete list of parameters ai for all
alkali-metal atoms and the Li isoelectronic sequence is published in [33].) The total interaction for
vanishing external elds holds the following properties:
lim
r!0
V (r) = lim
r!0
(
−Ze
2
r
)
(76)
and
lim
r!1V (r) = limr!1
(
−
~Ze2
r
)
: (77)
Model potential studies combined with discretization techniques allow even on small computers
quick parameter studies of eective single-electron ions and atoms. These model potentials are re-
stricted to those energy regions where it is sucient to treat the excitation of the valence electron
isolated from the ionic core, which means no additional core excitations and no additional electron
excitations are allowed.
In Tables 2 and 3 we compare our results with those obtained by ab initio close-coupling cal-
culations [25] in column 4 (1l ), with experimental data (if available) in column 5 (
2
l ), and with
results obtained by model potential calculations of the \opacity group" [25] in the last column for
Li and C IV. The model potential parameters are listed in Table 4. The model potential used by the
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Table 3
Atomic data for Li-like carbon (CIV) for n = 2; : : : ; 7 (l is the quantum defect, energies in
Hartree)
State Energy l of V(r) 1l 
2
l 
3
l
2s −2:363446 0.16019 0.16190 0.16282 0.16191
2p −2:073926 0.03597 0.03597 0.03698 0.03618
3s −0:989626 0.15679 0.15668 0.15770 0.15826
3p −0:911855 0.03802 0.03674 0.03792 0.03833
3d −0:889756 0.00146 0.00142 0.00162 0.00181
4s −0:541327 0.15572 0.15513 0.15615 0.15712
4p −0:509797 0.03862 0.03700 0.03818 0.03899
4d −0:500488 0.00195 0.00172 0.00194 0.00222
4f −0:500007 0.00003 | 0:00000 |
5s −0:340837 0.15525 0.15449 0.15547 0.15663
5p −0:325036 0.03889 0.03714 0.03828 0.03928
5d −0:320279 0.00218 0.00187 0.00210 0.00240
5f −0:320006 0.00005 | 0:00000 |
5g −0:320000 0.00000 | 0:00000 |
6s −0:234164 0.15500 0.15407 0.15512 0.15636
6p −0:225141 0.03902 0.03715 0.03835 0.03943
6d −0:222392 0.00230 0.00199 0.00222 0.00251
6f −0:222226 0.00006 | 0:00000 |
6g-h −0:222222 0.00000 | 0:00000 |
Table 4
Some potential parameter for the model potential Eq. (75). E=E is the averaged relative error
computed over all eigenstates with principle quantum number n610 with E the dierence
between our computation and the experimental results
Ion Z ~Z a1 a2 a3 E=E
Li I 3 1 3.395 3.212 3.207 0.00007
C IV 6 4 7.655 7.654 7.674 0.00036
Ne VIII 10 8 13.246 12.941 13.341 0.00025
opacity group diers from ours:
V (r) =−z
r
− 2
r
(1 + x + d0x2) exp(−x)− d
2r4
g2(x); (78)
where the Greek letters are t parameters, z = (Z − 2) is the net charge of the atomic core, x = zr
and
g2(y) = 2(y)2; 2(y) = 1− exp(y)
2X
n=0
yn
n!
: (79)
Despite the fact that the model potential, Eq. (78), depends on more parameters the results are not
better, and the additional 1=r4-singularity makes discretization computations much harder compared
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Table 5
Comparison of the oscillator strengths obtained at zero eld with those of [36]
M = 0; Z = 0
This work Tang et al.
21P0 ! 11S0 0.267 0.276
31P0 ! 21S0 0.144 0.149
21P0 ! 21S0 0.423 0.377
31P0 ! 11S0 0.070 0.074
to our model potential, Eq. (75). For large angular momenta no literature values are available.
Therefore we added for the readers’ convenience 0:00000 in the column with the results obtained
by close-coupling computations. This is justied as the quantum defect is close to zero for higher
angular momenta.
By combining the model potential technique with discretization methods and complex coordinate
rotations resonances can be easily uncovered. As an example we studied some transitions for Li-like
nitrogen. Due to the observed shift of various transitions these results could be used to obtain
some information about the microelectric elds in low-temperature plasmas, which are connected
with the electron density. Relative strengths between various transitions should allow to get some
information, e.g., about the temperature of the plasma. This data-set will be published elsewhere. In
quest of astrophysical observations of an Am-Her-system we computed also Li-like Ne in intense
magnetic elds. These computations allowed to interpret the observed absorption structure. (Details
will be published elsewhere.) Hence in conclusion model potential-based computations are useful
to study the contribution and importance of alkali metal atoms and alkali-like ions in a plasma
environment.
3.3. The helium atom
In the last paragraph we will show some results for the helium atom in intensive magnetic elds
obtained by the method described above. These computations were motivated by still unexplained
observed absorption structures in spectra of magnetic white dwarf stars, like the GD229, for which
transitions of neutral He are considered to be important. Therefore the properties of the helium atom
in strong magnetic elds are of great relevance.
To test the reliability of our method we compared our energies against the numerically exact results
for eld-free nonrelativistic helium by [1]. The agreement is good to very good for the S-states while
fair for the P-states. Thus one can expect our wavelengths to be accurate to about 1%. Considering
the strong variation of the magnetic eld within a neutron or white dwarf star due to the dipole or
even higher multipole eld assumed, this accuracy should be sucient for a reliable calculation of
model-spectra. As a further, more sensitive test of our numerical method we also checked our results
for oscillator strengths at zero eld. In Table 5 we show our results for the oscillator strengths at
zero eld. We also give those obtained by [36]. It is seen that the agreement is fair to good except
for 21P0 ! 21S0 which is due to the small energy dierence involved. However, the corresponding
wavelength is very large and thus unimportant for astrophysical applications.
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We have calculated the wavelengths of dipole transitions between a number of singulett- as well as
triplett-states for Z60:1, i.e. for eld strengths up to 1:88105 T. Some results have been published
in [5]. Due to the lack of space we cannot label all these results here, and hence we will provide
these data via WWW. But, e.g., between singlet states with M = −1, the wavelengths vary by
approximately a factor of 2. We also found some transitions exhibit wavelength extrema translating
into stationary lines, which should be observable as prominent structures in the photoabsorption
spectra of white dwarf stars. The computed extrema cover the whole wave length range, from the
ultraviolet up to the infrared area. E.g. for the transition 31P1 ! 21S we found a maximum at
Z  0:008;   4820 A, for 41P1 ! 31S a maximum at Z  0:018;   7730 A and a weak
minimum for Z  0:072;   5750 A, and for 51P1 ! 31S a maximum at Z  0:016;   2250 A
and again a minimum at about Z  0:078;   770 A to label only a few. A more complete list is
in preparation and will be published elsewhere.
4. Conclusion
Discrete variable techniques and nite element methods, if necessary combined with additional
model-dependent numerical techniques, turned out to be a useful, quick and accurate way for studying
nonintegrable quantum system. By this methods we were able to calculate atomic properties under
physical situations in which other methods, like basis set expansions or a perturbative treatment,
failed. The basic idea of this computation is graphically condensed in Fig. 6.
By a combination of the discrete variable with the nite element method we were able to compute
atomic data for the hydrogen atom in white dwarf or neutron star elds. With suitable phenomeno-
logical potentials, which mimic analytically alkali core eects, atomic data are obtained which have
Fig. 6. Graphical picture of our \working horse", where \FEM" stands for \nite element method" and \STLM" for
spectrum transformed Lanczos method.
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the same accuracy as those computed by (the more CPU-time consuming) R-Matrix quantum defect
methods. In addition time-dependent problems can be easily solved by time discretizations, like the
Cayley method [13] and complex coordinate rotations allow to uncover resonances or scattering
states.
One advantage of discretization techniques, not mentioned yet, is its broad approach. For basis
set expansions an optimized basis have to be selected in order to get a simple treatable numerical
problem. For discretization techniques the potential is not so important. Quite dierent potentials
can be treated, simply by \cut and paste" of the potential-function under consideration. This opens
the door for a quick treatment of quite dierent systems without the necessity to derive always new
computational techniques and hence to concentrate on the physical and not the numerical problem.
The last presented example was the combination of close-coupling ideas with nite element tech-
niques. By merging these two ideas we were able | for the rst time | to obtain suciently
accurate atomic helium data in strong magnetic elds. The results shown above are the rst step but
the method has to be improved further to reduce the necessary CPU-time and to improve the accu-
racy. One additional important step will be to include adaptive techniques, to improve the accuracy
without enlarging the nite element space too much.
Finally, not only under scientic, but also under pedagogical aspects discretizations techniques are
of interest. With the availability of powerful low-cost computers students have the possibility to use
this more advanced numerical techniques to study quantum systems, and hence courses on quantum
mechanics and the necessary exercises are no longer restricted to the perturbative and ground state
\pencil-regime" of quantum dynamical systems.
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