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Abstract
Dung’s abstract argumentation theory plays a guiding role in the field of formal
argumentation. The properties of argumentation semantics have been deeply ex-
plored in the previous literature. The SCC-recursiveness principle is a property of
the extensions which relies on the graph-theoretical notion of strongly connected com-
ponents. It provides a general recursive schema for argumentation semantics, which
is an efficient and incremental algorithm for computing the argumentation seman-
tics. However, in argumentation frameworks with uncertain arguments and uncertain
attack relation, the SCC-recursive theory is absence. This paper is an exploration
of the SCC-recursive theory in fuzzy argumentation frameworks (FAFs), which add
numbers as fuzzy degrees to the arguments and attacks. In this paper, in order to
extend the SCC-recursiveness principle to FAFs, we first modify the reinstatement
principle and directionality principle to fit the FAFs. Then the SCC-recursiveness
principle in FAFs is formalized by the modified principles. Additionally, some illus-
trating examples show that the SCC-recursiveness principle also provides an efficient
and incremental algorithm for simplify the computation of argumentation semantics
in FAFs.
Keywords: Fuzzy argumentation frameworks; Argumentation semantics; SCC-
recursiveness principle
1 introduction
Dung’s theory [8] of argumentation frameworks (AFs) played an increasingly important
role in artificial intelligence. This theory plays an incremental role in artificial intelligence
and non-monotonic reasoning.
After Dung’s pioneering paper, abstract AFs are extended in various ways. For exam-
ple, qualitative approaches extended Dung’s AF by considering support relation between
arguments [2], higher order attacks [5, 3]; preferences [1]. In order to handle the uncer-
tainty, incompleteness, and inconsistency of information, various kinds of quantitative
AFs are proposed. More specifically, in quantitative AFs, numerical values are combined
with arguments and attacks. Quantitative approaches extended Dung’s AF by consid-
ering probabilistic AFs [10, 12], FAFs [6, 7, 11, 13], weighted AFs [9] and so on. In the
current paper, we intend to explore some principles of quantitative AFs.
E-mail address: wujiachao1981@163.com
1
ar
X
iv
:2
00
6.
08
88
0v
1 
 [c
s.A
I] 
 16
 Ju
n 2
02
0
The SCC-recursiveness principle is provided by Baroni et al. in [4]. It is a property
of the argumentation semantics which relies on the graph-theoretical notion of strongly
connected components. And it provides a general scheme for argumentation semantics
and searches for novel semantics in AFs.
As for various quantitative AFs, the exploration of various principles is a gap. In this
paper, we explore the SCC-recursiveness principle in FAFs. Intrinsically, this principle
is based on the restatement principle and directionality principle. Thus, we first modify
the reinstatement principle and directionality principle to fit the FAFs. Then, the SCC-
recursiveness principle in FAFs is formalized by the modified principles. By utilizing the
SCC-recursiveness principle, each FAF is partitioned into many reduced sub-frameworks
based on the graph-theoretical definition ‘strongly connected components’. We then
prove that the semantics of the FAF coincide with the combination semantics of these
reduced sub-frameworks. Therefore, the SCC-recursiveness principle provides efficient
and incremental algorithms based on local computation at the level of strongly connected
components.
The remaining part of this paper is structured as follows. Section 2 reviews some basic
concepts. In Section 3, we establish the basic theory of the SCC-recursiveness principle
in FAFs. In Section 4, we provide the SCC-recursive semantics in FAFs. In Section 5,
we show some examples to illustrate the efficiency of the SCC-recursiveness principle in
FAFs. In Section 6, we discuss the distinction of the SCC-recursiveness principle between
AFs and FAFs. The paper ends with conclusions and remarks about future work.
2 Preliminaries
We recall some definitions of fuzzy set and fuzzy argumentation frameworks.
2.1 Fuzzy Set Theory
We only show some notions of fuzzy set theory [14] that appear in this paper.
Let X be a nonempty set. A fuzzy set (X,S) is determined by its membership
function S: X → [0, 1], such that for each x ∈ X the value S(x) is interpreted as the
grade of membership of x within X. Given some constant set X, we may denote a fuzzy
set (X,S) as S for convenience. A crisp set S′ is a classical set, namely for any x ∈ X,
S′(x) = 0 or S′(x) = 1.
A fuzzy set S is contained in another fuzzy set S
′
, if ∀x ∈ X, S(x) ≤ S′(x). And we
denote the set inclusion by S ⊆ S′ .
A fuzzy set S is called a fuzzy point if its support is a single point x ∈ X, and is
denoted by
(
x, S(x)
)
. A fuzzy point
(
x, S(x)
)
is contained in a fuzzy set S if it is a
subset of S.
In this paper, the t-norm is a binary operator on [0, 1]. In this paper, we focus
on Go¨del t-norm. Go¨del t-norm T : [0, 1] × [0, 1] → [0, 1] such that ∀x, y ∈ [0, 1],
T (x, y) = min{x, y}. For simplify, in this paper, we denote ∗ as Go¨del t-norm, namely
for any x, y ∈ [0, 1], x ∗ y = T (x, y) = min{x, y}.
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2.2 Fuzzy Argumentation Frameworks
In this paper, our discussion is built on the argumentation systems given by [13].
Definition 1. A fuzzy argumentation framework is a tuple 〈A, ρ〉 where A : Args→ (0, 1]
and ρ : Args × Args → (0, 1] are total functions. We refer to A as a fuzzy set of
arguments, and ρ as a fuzzy set of attacks, while Args is a crisp set of arguments.
From [13], we call the elements in A fuzzy arguments and the elements in ρ fuzzy
attack. And the extension semantics is established under the Go¨del t-norm.
An important distinction between the FAFs and AFs is that the attack relation may
be ignored when we choose the acceptable arguments in FAFs. In [13], the connection
between the fuzzy degree of B and ρBA is selected to be the Go¨del t-norm min. Then
the tolerable and sufficient attacks are extended to general FAFs.
Definition 2. Given two fuzzy arguments (A, a), (B, b), and an attack
(
(A,B), ρAB
)
, if
min{a, ρAB}+ b ≤ 1, then the attack is tolerable, otherwise it is sufficient.
If (A, a) sufficiently attacks (B, b), then B’s degree b should be revised. The weakening
relation is introduced as follows.
Definition 3. Suppose (A, a) and (B, b) are two fuzzy arguments in an FAF . we say
(A, a) weakens (B, b) to (B, b′), b is revised to b′ where b′ = min
{
1−min{a, ρAB}, b
}
.
The acceptability in [13] is called the weakening defence. It indicates how a fuzzy set
weakening defends a fuzzy argument.
Definition 4. Given an FAF = 〈A, ρ〉, a fuzzy set S ⊆ A weakening defends a fuzzy
argument (C, c) in A if for any (B, b) ∈ A there is some (A, a) ∈ S such that (A, a)
weakens (B, b) to (B, b
′
) and (B, b
′
) tolerably attacks (C, c).
Definition 5. The characteristic function of a fuzzy argumentation frameworks FAF =
〈A, ρ〉 is a function F from the set of all the subsets of A to itself, such that ∀S ⊆ A,
F (S) = {(A, a) | S weakening defends (A, a)}.
In [13], the extension-based approach to argumentation semantics in FAFs has been
proposed. We list it as follows.
Definition 6. Given a FAF = 〈A, ρ〉 and S ⊆ A.
A fuzzy set S is a conflict-free set if all attacks between the fuzzy arguments in S are
tolerable.
A conflict-free set S is an admissible extension if S weakening defends each element
in S.
A conflict-free set S is a complete extension if it contains all the fuzzy arguments in
A that S weakening defends.
An admissible extension is a preferred extension if it is maximal w.r.t. set inclusion.
A complete extension is a grounded extension if it is minimal w.r.t. set inclusion.
A conflict-free set E is stable if it sufficiently attacks every element in A not in E.
Particularly, the stable extensions coincide with the preferred extensions.
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3 The Base Notions of the SCC-recursiveness Principle
3.1 Some Notations
As described in [4], the SCC-recursiveness principle provides a general scheme for com-
puting the argumentation semantics of AFs. A Dung’s AF is essentially a directed graph.
The SCC-recursiveness principle provides a decomposition of the directed graph by the
graph-theoretical notion of strongly connected components. To begin with, we need to
combine the fuzzy argumentation frameworks with graph theory. Indeed, an FAF is
essentially a directed graph that is combined with fuzzy degree (or weight). For sim-
plicity, we borrow some notations from [4]. And we reestablish these notations in fuzzy
argumentation frameworks.
Definition 7. Given a fuzzy argumentation framework FAF = 〈A, ρ〉 and an argument
A ∈ Args, we define parents(A) = {(B,A(B)) | ρBA 6= 0}. If parents(A) = ∅, then A is
called an initial node.
Definition 8. Given a fuzzy argumentation framework FAF = 〈A, ρ〉, a fuzzy argument
(A, a) ∈ A and two fuzzy sets S and P, we define:
S attacks (A, a) if and only if ∃(B, b) ∈ S s.t. (B,A) ∈ Supp(ρ),
(A, a) attacks S if and only if ∃(B, b) ∈ S s.t. (A,B) ∈ Supp(ρ),
S attacks P if and only if ∃(A, a) ∈ S and (B, b) ∈ P s.t. (A,B) ∈ Supp(ρ),
S sufficiently attacks (A, a) if and only if ∃(B, b) ∈ S s.t. (B, b) sufficiently attacks
(A, a),
(A, a) sufficiently attacks S if and only if ∃(B, b) ∈ S s.t. (A, a) sufficiently attacks
(B, b),
S1 sufficiently attacks S2 if and only if ∃(A, a) ∈ S1 and (B, b) ∈ S2 s.t. (A, a)
sufficiently attacks (B, b),
outparentsFAF (S) = {(A, a) ∈ A | A /∈ Supp(S) and (A, a) attacks S}.
We then introduce the notions of strongly connected components in FAFs.
Definition 9. Given a fuzzy argumentation framework FAF = 〈A, ρ〉, the binary relation
of path-equivalence between nodes, denoted as PEFAF ⊆ Args × Args, is defined as
follows:
• ∀A ∈ Args, (A,A) ∈ PEFAF ,
• given two distinct arguments A,B ∈ Args, (A,B) ∈ PEFAF if and only if there is
a chain of attack relation from A to B and a chain of attack relation from B to A.
Definition 10. The strongly connected components of FAF are the equivalence classes
of nodes with the belief degree in A under the relation of path-equivalence. Given a
node A ∈ Args, we define the strongly connected component A belongs to is denoted
as SCCFAF (A) where SCCFAF (A) = {(B,A(B)) | (A,B) ∈ PEFAF }. The set of the
strongly connected components of FAF is denoted as SCCSFAF .
We extend to strongly connected components the notion of parents, denoting the set
of the other strongly connected components that attack a strongly connected component
S as sccparentsFAF (S), and we introduce the definition of proper ancestors, denoted as
sccancFAF (S):
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Definition 11. Given a fuzzy argumentation framework FAF = 〈A, ρ〉 and a strongly
connected component S ∈ SCCSFAF , we define
sccparentsFAF (S) = {P ∈ SCCSFAF | P 6= S and P attacks S}
sccancFAF (S) = sccparentsFAF (S) ∪
⋃
P∈sccparentsFAF (S)
sccancFAF (P )
A strongly connected component S such that sccparentsFAF (S) = ∅ is called initial.
To formalize the decomposition of FAFs, we provide the definition of restriction of
fuzzy argumentation frameworks:
Definition 12. Given a fuzzy argumentation framework FAF = 〈A, ρ〉, a fuzzy set
S ⊆ A. The restriction of FAF to S is the fuzzy argumentation framework
FAF ↓S = 〈S, ρ ∩ ρsupp(S)〉
3.2 Basic Theory
In the previous subsection, we combine the graph theory with fuzzy argumentation frame-
works. Based on the definition of strongly connected components of FAFs, all the fuzzy
arguments of an FAF can be divided into several parts along the strongly connected
components. Then we should analyze the properties of these strongly connected compo-
nents and formalize the SCC-recursiveness principle in this subsection. Essentially, the
SCC-recursiveness principle in Dung’s AFs is based on the reinstatement principle and
directionality principle. However, due to the distinction of AFs and FAFs, we cannot ap-
ply these two principles directly to FAF. We need to modify the reinstatement principle
and directionality principle to fit the FAFs. Thus, we first provide the basic notions of
the reinstatement principle and the directionality principle in FAFs.
Reinstatement principle of FAF: Given an argumentation semantics S and E ∈
ES(FAF ). If (A, a) is chosen to the extension E and (B, b) is sufficiently attacked by
(A, a), we then have that at least a ∗ ρAB belief degree of B should be limited so that it
cannot be chosen to E. And this part plays no role in the selection of fuzzy arguments to
be included in E. Namely, this part causes no influence in this system. This is because this
part is completely defeated by (A, a) so that (B, b) is always weakened to (B, 1−a∗ρAB ).
In addition, the relative attack relation w.r.t. B may be reduced since it may be always
tolerable. Then, we directly draw a conclusion: the maximal acceptable belief degree of
B is limited to 1− a ∗ ρAB . If not, suppose (B, b′) ∈ E and b′ > 1− a ∗ ρAB , then (A, a)
sufficiently attacks (B, b′) clearly holds by b′+a∗ρBA > 1−a∗ρAB+a∗ρBA = 1. Therefore,
E violates the conflict-freeness. Thus, this statement implies that the limited part has
no influence in the FAFs and the maximal acceptable belief degree of a generic argument
cannot greater than the negation of the limited belief degree. Taking into account the
decomposition into strongly connected components, the application of this principle can
be examined considering separately, for a given strongly connected component S, the
limited part w.r.t. E inside and outside S. Inside S, the principle entails that the limited
part (denoted as LFAF (S,E)) can be reduced from the strongly connected components.
Namely, we only need to consider the residual part (denoted as RFAF (S,E)) of the
strongly connected component S. At the same time, it is notable that if the limited
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part LFAF (S,E) is reduced from the strongly connected component S, the power of the
relevant attack relations may be suppressed. This is because the relevant attack relation
may cause no influence in the reduced system, i.e., the attack relation is always tolerable
in the reduced FAF. This implies that the selection within S of the fuzzy arguments to
be included in an extension E has to be carried out on a sort of reduced FAF, consisting
in RFAF (S,E), completely reducing the limited part (i.e., LFAF (S,E)).
Directionality principle of FAF: The acceptable belief degree of an argument A
only depends on the belief degrees of its attackers (which in turn are affected by their
attackers and so on). Thus, if there exists no path from B to A, then B has no influence
on B. Similar to Dung’s AF, the complete, grounded and preferred semantics satisfy
the directionality principle in FAF. This is because ∀E ∈ AECO(FAF,U), there exists no
fuzzy argument in E is sufficiently attacked by the fuzzy argument outside the unattacked
set. With reference to a given extension E, for any strongly connected component S of
FAF, the choice of the subset of S to be included in E (i.e., (E ∩S)) only depends on the
choices made in the strongly connected components of sccancFAF (S), i.e., those that are
antecedent to S in the acyclic graph made up of strongly connected components.
From the reinstatement principle and directionality principle of FAFs, with reference
to a specific strongly connected component S, we can identify the part of fuzzy argu-
ments that should be reduced from our system. It is called ‘Limited Part ’, denoted as
LFAF (S,E), according to the reinstatement principle, it represents the belief degree of
an argument that limited by the ancestor strongly connected components of S. When
reducing the limited part, the residual part is called as ‘Residual Part ’. It represents the
maximal belief degree of the arguments in S that cause influence in the reduced FAF.
The ‘Defended Part ’ (denoted as DFAF ) of FAFs coincides with the defended arguments
whose sufficiently attackers (out S) all are weakened to uncontroversial. It represents the
maximal belief degree of the arguments in S that can be chosen to a specific extension E.
Definition 13. Given a fuzzy argumentation framework FAF = 〈A, ρ〉, a fuzzy set
E ⊆ A and a strongly connected component S ∈ SCCSFAF , we define:
• LFAF (S,E) = {(A, a) ∈ S | ∃(B, b) ∈ E ∩ outparentsFAF (S), a = max
B∈Args
b ∗ ρBA}
• RFAF (S,E) = {(A, a) ∈ S | a = min{A(A), 1− LFAF (S,E)(A)}}.
• DFAF (S,E) = {(A, a) ∈ RFAF (S,E) | ∀(B, b) ∈ outparentsFAF (S), if (B, b)
sufficiently attacks (A, a), then ∃(C, c) ∈ E s.t. c∗ρCB = a, i.e., (B, b) is weakened
to uncontroversial with (A, a) by (C, c)}.
From the above definition, the fuzzy set LFAF (S,E) consists of the fuzzy arguments
of S attacked by E from outside S, i.e., it represents the belief degree of each argument
that is limited by E outside S. The fuzzy set RFAF (S,E) consists of the fuzzy arguments
of S that are not limited by E from outside S, i.e., it represents the residual degree of
each argument that is not limited by E outside S. And the fuzzy set DFAF (S,E) consists
of the fuzzy arguments in RFAF (S,E) that are not limited by E from outside S and are
defended by E (i.e., their sufficient attackers (out S) are weakened to uncontroversial
with the fuzzy arguments in DFAF (S,E) by E). It is easy to verify that LFAF (S,E),
RFAF (S,E) and DFAF (S,E) are determined only by the elements of E that belong to
the strongly connected components in sccancFAF (S).
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From the above statement, the SCC-recursiveness principle of FAFs then can be
introduced as follows:
Definition 14. A given argumentation semantics S is SCC-recursive if and only if for
any fuzzy argumentation frameworks FAF = 〈A, ρ〉, ES(FAF ) = GF(FAF,A), where
for any FAF = 〈A, ρ〉 and for any set C ⊆ A, the function GF(FAF,C) ⊆ 2A is defined
as follows:
for any E ⊆ A, E ∈ GF(FAF,C) if and only if
• in case |SCCSFAF | = 1, E ∈ BFS(FAF,C),
• otherwise, ∀S ∈ SCCSFAF , (E ∩ S) ∈ GF(FAF ↓RFAF (S,E), DFAF (S,E) ∩ C).
where BFS(FAF,C) is a function, called base function, that, given a fuzzy argumentation
framework FAF = 〈A, ρ〉 such that |SCCSFAF | = 1 and a set C ⊆ A, gives a subset of
2A.
Notably, the set of the extensions of the original fuzzy argumentation framework
coincides with GF(FAF,A). This is because there exists no outer attacker of A. The
fuzzy set C thus coincides with A. It is notable that the definition of GF(FAF,C) is
recursive with respect to the decomposition of FAF into strongly connected components.
From Definition 14, GF(FAF,C) is applied to progressively more restricted FAFs. In
particular, the base of the recursion is given by the function BFS(FAF,C), which returns
the extensions of a generic FAF consisting of a unique strongly connected component.
Now, based on the SCC-recursiveness principle, we provide the general recursive
scheme for computing the argumentation semantics according to the corresponding base
function. And the scheme is efficient by utilizing the reinstatement principle and direc-
tionality principle. First, as far as the initial strongly connected components are con-
cerned, for any initial strongly connected component S, since by definition there are no
outer attacks, we have that RFAF (S,E) = DFAF (S,E) = S. This gives rise to the invo-
cation GF(FAF ↓S , S). Since FAF ↓S obviously consists of a unique strongly connected
component, according to Definition 14 the base function BFS(FAF ↓S , S) is invoked,
which returns the extensions of FAF ↓S according to the semantics S. Therefore, the
set of all the extensions of the initial strongly connected components can be computed
by the base function of the specific semantics S. Then the results of the initial strongly
connected components are used to identify the subsequent restricted FAFs within the
subsequent strongly connected components.
According to Definition 14, the application procedure of the SCC-recursive scheme
can be summarized as follows:
1. the FAF is partitioned into its strongly connected components; they form a par-
tial order which encodes the dependencies existing among them according to the
directionality principle;
2. the possible choices for extensions within each initial strongly connected component
are determined using a semantic-specific base function which returns the extensions
of FAFs consisting of a single strongly connected component;
3. for each possible choice determined at step 2, according to the reinstatement prin-
ciple, the fuzzy arguments directly attacked within subsequent strongly connected
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components are limited and the fuzzy arguments with residual degree are taken
into account;
4. the steps 13 above are applied recursively on the restricted FAFs obtained at step
3.
4 The SCC-recursive Semantics in FAFs
4.1 Generalized Theory of Fuzzy Argumentation Frameworks
Following [4], in order to develop an SCC-recursive characterization of semantics, it is
necessary to redefine fuzzy argumentation frameworks in generalized terms, by restating
its fundamental concepts with reference to a specific subset C ⊆ A, from which acceptable
fuzzy arguments (that compose the extensions) are selected since it represents the subset
of defended fuzzy arguments within A. Original FAF can be recovered letting C = A.
Given an FAF = 〈A, ρ〉 and a set C ⊆ A, we define admissible sets in C as follows:
Definition 15. Given an FAF = 〈A, ρ〉 and a set C ⊆ A, a set E ⊆ A is an admissible
set in C if and only if E ⊆ C and E ∈ AS(FAF ). The set of admissible sets in C is
denoted as AS(FAF,C).
We introduce now the notion of complete, grounded, and preferred extensions in the
generalized fuzzy argumentation frameworks.
Definition 16. Given an FAF = 〈A, ρ〉 and a set C ⊆ A, a set E ⊆ A is a complete
extension in C if and only if E ∈ AS(FAF,C), and every argument (A, a) ∈ C which is
acceptable with respect to E belongs to E. The set of complete extensions in C is denoted
as CE(FAF,C).
Definition 17. Given an FAF = 〈A, ρ〉 and a set C ⊆ A, a preferred extension in C is
a maximal element (with respect to set inclusion) of AS(FAF,C). The set of preferred
extensions in C is denoted as PE(FAF,C).
The following theorem shows that for any fuzzy argumentation frameworks FAF and
for any set C ⊆ A, the preferred extensions always exist.
Theorem 1. Given an FAF = 〈A, ρ〉 and a set C ⊆ A:
• The elements of AS(FAF,C), i.e., the admissible subsets of C, form a complete
partial order.
• For all F ∈ AS(FAF,C), there is E ∈ PE(FAF,C) such that F ⊆ E.
Also in the generalized FAF, the grounded semantics can be defined in terms of the
least fixed point of the characteristic function.
Definition 18. Given an FAF = 〈A, ρ〉 and a set C ⊆ A, the function
• FFAF,C : 2C → 2C
• FFAF,C(S) = {(A, a) | (A, a) ∈ C, (A, a) is acceptable with respect to S}
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is called the characteristic function of FAF in C.
It is easy to see that FFAF,C is monotonic (with respect to set inclusion).
Corollary 1. Given a fuzzy argumentation framework FAF = 〈A, ρ〉 and a set C ⊆ A,
PE(FAF,C) is nonempty, i.e., there is always a preferred extension E ∈ PE(FAF,C).
Definition 19. Given a fuzzy argumentation framework FAF = 〈A, ρ〉 and a set C ⊆ A,
the function
FFAF,C : 2
C → 2C
FFAF,C(S) = {(A, a) | (A, a) ∈ C, (A, a) is acceptable with respect to S}
is called the characteristic function of FAF in C.
Definition 20. Given an FAF = 〈A, ρ〉 and a set C ⊆ A, the grounded extension of
FAF in C, denoted as GE(FAF,C), is the least (with respect to set inclusion) fixed point
of FFAF,C .
Notice that by definition GE(FAF,C) ⊆ C. The following lemma shows that for any
fuzzy argumentation frameworks FAF and for any set C ⊆ A, the grounded extension
always exists.
Lemma 1. For any fuzzy argumentation framework FAF = 〈A, ρ〉 and for all sets
C ⊆ A, GE(FAF,C) exists and is unique.
Finally, the following relations between grounded, preferred and complete extensions
can be concluded:
Proposition 1. Given an FAF = 〈A, ρ〉 and a set C ⊆ A, GE(FAF,C) is the least
(with respect to set inclusion) complete extension in C.
Proposition 2. Given an FAF = 〈A, ρ〉 and a set C ⊆ A, the preferred extensions
PE(FAF,C) are the maximal (with respect to set inclusion) complete extensions in C.
Since the original definitions are recovered by letting C = A, an SCC-recursive for-
mulation of the extended definitions also covers the original ones.
4.2 Admissible Semantics
Since admissibility plays a basic role in argumentation semantics theory, we first charac-
terize that admissible semantics are SCC-recursive. And the characterization of admissi-
ble semantics based on SCC-recursiveness is the basis of the analysis of other semantics.
This is achieved by Proposition 3, which requires two preliminary lemmas.
Lemma 2. Given a fuzzy argumentation framework FAF = 〈A, ρ〉, an admissible exten-
sion of arguments E ∈ AE(FAF ), and a fuzzy argument (A, a) ∈ FFAF (E) is weakening
defended by E, denoting SCCFAF (A) as S, it holds that:
• (A, a) ∈ DFAF (S,E);
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• (A, a) is weakening defended by (E ∩ S) in the fuzzy argumentation framework
FAF ↓RFAF (S,E), i.e., (A, a) ∈ FFAF↓RFAF (S,E)(E ∩ S).
Proof. We first show that (A, a) ∈ RFAF (S,E), i.e., a ≤ min{A(A), 1−LFAF (S,E)(A)}.
a ≤ A(A) is evident. From the definition of LFAF (S,E), we have that ∃(C, c) ∈ E s.t.
c ∗ ρCA = LFAF (S,E)(A). If a > 1 − LFAF (S,E)(A), then c ∗ ρCA + a > c ∗ ρCA + 1 −
LFAF (S,E)(A) = 1, i.e., (A, a) is sufficiently attacked by (C, c). Namely, there exists a
fuzzy argument (C, c) ∈ E sufficiently attacks (A, a). From the definition of characteristic
function, we have that ∃(D, d) ∈ E sufficiently attacks (C, c). Contradicted to that
E ∈ AE(FAF ). From the definition of characteristic function and (A, a) ∈ FFAF (E),
we have that for any (B, b) sufficiently attacks (A, a), there exists an fuzzy argument
(C, c) ∈ E s.t. (B, b) is weakened by (C, c) and then it is uncontroversial with (A, a).
Therefore, for any (B, b) ∈ outparents(S), if (B, b) sufficiently attacks (A, a), then there
exists (C, c) ∈ E s.t. c ∗ ρCB = a. Namely (B, b) is weakened to uncontroversial with
(A, a) by (C, c). Thus (A, a) ∈ DFAF (S,E).
Turning to the second part of the proof, since E ∈ AE(FAF ), we have that all
the elements of E is acceptable w.r.t. E, i.e., ∀(A, a) ∈ E, (A, a) ∈ FFAF (E). Thus,
the first part of this lemma entails that (E ∩ S) ⊆ DFAF (S,E). Therefore (E ∩ S) is
actually a set of fuzzy arguments in the fuzzy argumentation framework FAF ↓RFAF (S,E).
For a generic fuzzy argument (B, b) that sufficiently attacks (A, a) in FAF ↓RFAF (S,E),
since (A, a) ∈ FFAF (E), there exists a fuzzy argument (C, c) s.t. c ∗ ρCB = a. Namely
(B, b) is weakened by (C, c) and then it is uncontroversial with (A, a) in FAF. Since
(B, b) ∈ RFAF (S,E), by the definition of RFAF (S,E), we have that there exists no fuzzy
argument (C, c) ∈ E outside S that sufficiently attacks (B, b). Thus, (C, c) ∈ (E ∩ S),
and c ∗ ρCB = a. Namely, (A, a) is weakening defended by (E ∩ S) in RFAF (S,E), i.e.,
(A, a) ∈ FFAF↓RFAF (S,E)(E ∩ S).
Lemma 3. Given a fuzzy argumentation framework FAF = 〈A, ρ〉, let E ⊆ A be a set
of fuzzy arguments such that ∀S ∈ SCCSFAF
(E ∩ S) ∈ AE(FAF ↓RFAF (S,E), DFAF (S,E))
Given a strongly connected component Sˆ ∈ SCCSFAF and a fuzzy argument (A, a) ∈
DFAF (Sˆ, E) which is weakening defended by (E∩Sˆ) in the fuzzy argumentation framework
FAF ↓RFAF (Sˆ,E), i.e., (A, a) ∈ FFAF↓RFAF (Sˆ,E)(E ∩ Sˆ), (A, a) is acceptable with respect
to E in FAF , i.e., (A, a) ∈ FFAF (E).
Proof. With reference to the fuzzy argumentation framework FAF, we have to prove
that for any fuzzy argument (B, b) sufficiently attacks (A, a), then there exists a fuzzy
argument (C, c) ∈ E s.t. c ∗ ρCB = a. Namely (B, b) is weakened by (C, c) and then it is
uncontroversial with (A, a) in FAF . We distinguish two cases for (B, b).
First, let us support that (B, b) ∈ SCCFAF (A) = Sˆ. If (B, b) /∈ RFAF (Sˆ, E), namely
b > 1 − LFAF (Sˆ, E)(A). According to the definition of LFAF (Sˆ, E), then there exists a
fuzzy argument (C, c) ∈ E s.t. (B, b) is weakened to (B, b′) and (B, b′) ∈ RFAF (Sˆ, E). If,
on the other hand, (B, b) ∈ RFAF (Sˆ, E), then (B, b) sufficiently attacks (A, a) also holds
in FAF ↓RFAF (Sˆ,E), therefore according to the hypothesis of acceptability concerning
(A, a) it must be the case that ∃(D, d) ∈ (E∩Sˆ) s.t. d∗ρDB = a holds in FAF ↓RFAF (Sˆ,E).
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Obviously, such relation holds also in FAF , namely (A, a) is acceptable with respect to
E in FAF .
Let us consider the other case, B /∈ SCCFAF (A) = Sˆ. In this case, (B, b) ∈
(outparentsFAF (Sˆ) ∩ parentsFAF (A)), while by the hypothesis (A, a) ∈ DFAF (Sˆ, E):
on the basis of the definition of DFAF (Sˆ, E), it must be the case that ∃(C, c) ∈ E s.t.
c ∗ ρCB = a in FAF , namely (A, a) is acceptable with respect to E in FAF . The proof
is complete.
Proposition 3. Given a fuzzy argumentation framework FAF = 〈A, ρ〉 and a set of
fuzzy arguments E ⊆ A, ∀C ⊆ A, E ∈ AE(FAF,C) if and only if ∀S ∈ SCCSFAF
(E ∩ S) ∈ AE(FAF ↓RFAF (S,E), DFAF (S,E) ∩ C)
Proof. “⇒ ”: If E ∈ AE(FAF,C), then we need prove that ∀S ∈ SCCSFAF , (E ∩ S) ∈
AE(FAF ↓RFAF (S,E), DFAF (S,E) ∩ C). According to the definition of AE(FAF,C),
E ⊆ C and ∀(A, a) ∈ E, (A, a) is weakening defended by E, namely (A, a) ∈ FFAF (E).
From the Lemma 2, we have that ∀(A, a) ∈ (E ∩ S), (A, a) ∈ DFAF (S,E). Therefore
(E ∩ S) ⊆ (DFAF (S,E) ∩ C). Moreover, from the same lemma, we have that (A, a) is
weakening defended by (E ∩ S) in the fuzzy argumentation framework FAF ↓RFAF (S,E).
Furthermore, since that E is admissible and therefore conflict-free, entails that (E ∩S) is
admissible in FAF ↓RFAF (S,E). Hence, (E∩S) ∈ AE(FAF ↓RFAF (S,E), DFAF (S,E)∩C).
“ ⇐ ”: If ∀S ∈ SCCSFAF , (E ∩ S) ∈ AE(FAF ↓RFAF (S,E), DFAF (S,E) ∩ C), then we
have (E ∩ S) ⊆ (DFAF (S,E) ∩ C) ⊆ (S ∩ C), therefore E ⊆ C. As a consequence, the
next step is to prove that E is an admissible extension in FAF. If E is not conflict-free,
then there exists (A, a), (B, b) ∈ E s.t. (B, b) sufficiently attacks (A, a). We denote
SCCFAF (A) as S. Evidently that (B, b) /∈ S, if not, in this case (A, a), (B, b) ∈ (S ∩ E)
and (S∩E) is an admissible extension in FAF ↓RFAF (S,E). Contradiction! Thus (B, b) /∈
S. Then we have (B, b) ∈ outparents(S) ∩ E. Since (A, a) ∈ DFAF (S,E), from the
definition of DFAF (S,E), we have that (B, b) is weakened by E ∩ parents(B), namely
(B, b) is sufficiently attacked by an argument in E. As well as the fact that (B, b) ∈
(E ∩ SCCFAF (B)) ∈ AE(FAF ↓RFAF (SCCFAF (B),E), DFAF (SCCFAF (B), E) ∩ C), we
have that (B, b) ∈ DFAF (SCCFAF (B), E). Thus from the similar analysis, there exists
a fuzzy argument (C, c) ∈ E∩SCCFAF (C) 6= SCCFAF (B) s.t. (C, c) sufficiently attacks
(B, b). Hence we consider that the SCCSFAF is not infinite. There will always exists two
fuzzy arguments (F, f), (G, g) ∈ SCCFAF (F )(= SCCFAF (G))∩E and (F, f) sufficiently
attacks (G, g). However, this contradicts to the fact that (F, f), (G, g) ∈ (SCCFAF (F )∩
E) ∈ AE(FAF ↓RFAF (SCCFAF (F ),E), DFAF (SCCFAF (F ), E) ∩ C). Then we prove that
for any (A, a) ∈ E, (A, a) is weakening defended by E. If we denote SCCFAF (A) as S,
we have that (A, a) ∈ (E ∩ S). From that (E ∩ S) ∈ AE(FAF ↓RFAF (S,E), DFAF (S,E)),
(A, a) ∈ DFAF (S,E) and (A, a) is weakening defended by E ∩ S in FAF ↓RFAF (S,E).
Since that ∀S ∈ SCCSFAF , (E ∩ S) ∈ AE(FAF ↓RFAF (S,E), DFAF (S,E) ∩C), Lemma
3 can be applied to (A, a), entailing that (A, a) is weakening defended by E in FAF .
Hence, E is an admissible extension of FAF in C.
4.3 Complete Semantics
The following proposition shows that complete extensions also fit the SCC-recursiveness
principle.
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Proposition 4. Given a fuzzy argumentation framework FAF = 〈A, ρ〉 and a set of
fuzzy arguments E ⊆ A, ∀C ⊆ A, E ∈ CE(FAF,C) if and only if ∀S ∈ SCCSFAF
(E ∩ S) ∈ CE(FAF ↓RFAF (S,E), DFAF (S,E) ∩ C)
Proof. As for the first direction of the proof, if E ∈ CE(FAF,C) then in particular
E ∈ AE(FAF,C), therefore Proposition 3 entails that
∀S ∈ SCCSFAF (E ∩ S) ∈ AE(FAF ↓RFAF (S,E), DFAF (S,E) ∩ C) (1)
As a consequence, we have only to show that ∀(A, a) ∈ (DFAF (S,E) ∩ C) such that
(A, a) is acceptable with respect to (E ∩ S) in FAF ↓RFAF (S,E), (A, a) ∈ (E ∩ S).
First, we notice that Lemma 3 can be applied to (A, a), since Equation (1) entails that
∀S ∈ SCCSFAF (E ∩ S) ∈ AE(FAF ↓RFAF (S,E), DFAF (S,E) ∩ C). On the basis of this
lemma, (A, a) is acceptable with respect to E in FAF , i.e., (A, a) ∈ FFAF (E). Moreover,
(A, a) ∈ (DFAF (S,E) ∩ C), therefore in particular (A, a) ∈ C. As a consequence, from
the hypothesis that E ∈ CE(FAF,C) it follows that (A, a) ∈ E and therefore (A, a) ∈
(E ∩ S). As for the other direction of the proof, according to Definition 16 we have that
∀S ∈ SCCSFAF the following conditions hold:
(E ∩ S) ∈ AE(FAF ↓RFAF (S,E), DFAF (S,E) ∩ C) (2)
∀(A, a) ∈ (DFAF (S,E) ∩ C) : (A, a) ∈ FFAF↓RFAF (S,E)(E ∩ S), (A, a) ∈ (E ∩ S) (3)
Thus, on the basis of Equation 2 Proposition 3 entails that E ∈ AE(FAF,C), therefore
we have only to prove that ∀(A, a) ∈ C such that (A, a) is acceptable with respect to
E, (A, a) ∈ E, i.e., ∀(A, a) ∈ C : (A, a) ∈ FFAF (E), (A, a) ∈ E. Denoting SCCFAF (A)
as S, on the basis of Lemma 2 we have that (A, a) ∈ DFAF (S,E), so that (A, a) ∈
(DFAF (S,E) ∩ C), and (A, a) is acceptable with respect to (E ∩ S) in FAF ↓RFAF (S,E),
i.e., (A, a) ∈ FFAF↓RFAF (S,E)(E,S). Then, taking into account Equation 3 we have that
(A, a) ∈ (E ∩ S), therefore (A, a) ∈ E.
4.4 Preferred Semantics
In this subsection, we show that the preferred extensions also fit the SCC-recursive
decomposition scheme, as shown by Proposition 5 based on the following lemma.
Lemma 4. Given a fuzzy argumentation framework FAF = 〈A, ρ〉, an admissible set
E ∈ AE(FAF ), and a strongly connected component S ∈ SCCSFAF , let Eˆ be a set of
arguments such that:
• (E ∩ S) ⊆ Eˆ ⊆ DFAF (S,E);
• Eˆ is admissible in the fuzzy argumentation framework FAF ↓RFAF (S,E), i.e., Eˆ ∈
AE(FAF ↓RFAF (S,E)).
It holds that E ∪ Eˆ is admissible in FAF , i.e., E ∪ Eˆ ∈ AE(FAF ).
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Proof. First, we prove that (E ∪ Eˆ) is conflict-free. Evidently, Eˆ is conflict-free in
FAF ↓RFAF (S,E) by the hypothesis. As a consequence, Eˆ is conflict-free also in FAF.
Since also E is conflict-free in FAF by the hypothesis of admissibility, we have to prove
that E doesn’t sufficiently attack Eˆ and Eˆ doesn’t sufficiently attack E, namely there
exists no fuzzy arguments (A, a) ∈ E and (B, b) ∈ Eˆ s.t. (A, a) sufficiently attacks (B, b)
or (B, b) sufficiently attacks (A, a). Since E is admissible in FAF , Eˆ sufficiently attacks
E entails that E sufficiently attacks Eˆ, therefore we have only to prove that E suffi-
ciently attacks Eˆ. Since Eˆ ⊆ DFAF (S,E), E ∩ outparents(S) doesn’t sufficiently attack
Eˆ. Otherwise E is not conflict-free since the sufficient attacker in E ∩ outparents(S) is
sufficiently attacked by E which contradict to that E is admissible. Therefore, E suffi-
ciently attacks Eˆ only if E∩S sufficiently attacks Eˆ. However, the situation is impossible
since (E ∩ S) ∈ Eˆ and Eˆ is conflict-free.
Now, with reference to the fuzzy argumentation framework FAF we have to prove that
∀(A, a) ∈ E ∪ Eˆ, for any (B, b) sufficiently attacks (A, a), there exists a fuzzy argument
(C, c) ∈ E ∪ Eˆ s.t. c ∗ ρCB = a, i.e., E ∪ Eˆ ⊆ FFAF (E ∪ Eˆ). In case (B, b) sufficiently
attacks E, the conclusion follows from admissibility of E. On the other hand, if (B, b)
sufficiently attacks Eˆ, we have that (B, b) ∈ (outparentsFAF (S) ∪ S) since Eˆ ⊆ S; we
distinguish three cases for (B, b):
1. if (B, b) ∈ outparentsFAF (S), then taking into account that (B, b) sufficiently
attacks Eˆ and Eˆ ⊆ DFAF (S,E), it must be the case according to the definition of
DFAF (S,E) that there exists a fuzzy argument (C, c) ∈ E s.t. c ∗ ρCB = a.
2. if (B, b) ∈ S, then according to the definition of LFAF (S,E) and RFAF (S,E) it
must be the case that ∃(C, c) ∈ E ∩outparents(S) s.t. (B, b) is weakened to (B, b′)
by (C, c) and (B, b′) ∈ RFAF (S,E);
3. if (B, b) ∈ RFAF (S,E), then we have that (B, b) sufficiently attacks (A, a) holds also
in FAF ↓RFAF (S,E) . Consequently, the hypothesis that Eˆ ∈ AE(FAF ↓RFAF (S,E))
entails that there exists a fuzzy argument (C, c) ∈ Eˆ s.t. c∗ρCB = a, and, of course,
that the relation also holds in FAF.
Proposition 5. Given a fuzzy argumentation framework FAF = 〈A, ρ〉 and a set of
fuzzy arguments E ⊆ A, ∀C ⊆ A, E ∈ PE(FAF,C) if and only if ∀S ∈ SCCSFAF
(E ∩ S) ∈ PE(FAF ↓RFAF (S,E), DFAF (S,E) ∩ C)
Proof. As far as the first direction of the proof is concerned, let us assume that E ∈
PE(FAF,C). By definition, E ∈ AE(FAF,C), therefore, on the basis of Proposition 3,
we have that ∀S ∈ SCCSFAF ,
(E ∩ S) ∈ AE(FAF ↓RFAF (S,E), DFAF (S,E) ∩ C)
Let us now reason by contradiction, assuming that ∃Sˆ ∈ SCCSFAF such that (E ∩
Sˆ) is not maximal among the sets included in AE(FAF ↓RFAF (Sˆ,E), DFAF (Sˆ, E) ∩ C).
According to Theorem 1, there must be a set Eˆ such that
• (E ∩ Sˆ) ( Eˆ ⊆ (DFAF (Sˆ, E) ∩ C);
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• Eˆ ∈ AE(FAF ↓RFAF (Sˆ,E), DFAF (Sˆ, E) ∩ C)
Taking into account that, according to the definition of AE(FAF,C), E ∈ AE(FAF,C).
Lemma 4 entails that the set E′ = E ∪ Eˆ is admissible in FAF. Moreover since both E
and Eˆ are contained in C we have that E′ ⊆ C, therefore E′ ∈ AE(FAF,C). However, it
is easy to see that E is strictly contained in E′, contradicting the maximality of E among
the sets of AE(FAF,C). Hence, (E ∩ S) ∈ PE(FAF ↓RFAF (S,E), DFAF (S,E) ∩ C).
Let us turn now to the other direction of the proof, assuming that ∀S ∈ SCCSFAF ,
(E ∩ S) ∈ PE(FAF ↓RFAF (Sˆ,E), DFAF (Sˆ, E) ∩ C). On the basis of Proposition 3, E ∈
AE(FAF,C): in order to prove that E is also a preferred extension, we reason again
by contradiction, supposing that ∃E′ ⊆ C, E ( E′: E′ ∈ PE(FAF,C) (notice that
the existence of E′ is imposed by Theorem 1). Since E ( E′, there must be at least a
strongly connected component S ∈ SCCSFAF such that E ∩ S ( (E′ ∩ S): taking into
account the acyclicity of the strongly connected components, there exists in particular
Sˆ ∈ SCCSFAF such that
∀S ∈ SCCSFAF : S ∈ sccancFAF (Sˆ), (E′ ∩ S) = (E ∩ S) (4)
(E ∩ Sˆ) ( (E′ ∩ Sˆ) (5)
Note that condition (4) is trivially verified if Sˆ is initial.
Since E′ ∈ AE(FAF,C), on the basis of Proposition 3 we have that (E′ ∩ Sˆ) ∈
AE(FAF ↓RFAF (Sˆ,E′), DFAF (Sˆ, E′)∩C). Taking into account Equation (4), it is easy to
see that DFAF (Sˆ, E
′) = DFAF (Sˆ, E) and RFAF (Sˆ, E′) = RFAF (Sˆ, E), therefore (E′ ∩
Sˆ ∈ AE(FAF ↓RFAF (Sˆ,E), DFAF (Sˆ, E) ∩ C). However, on the basis of Equation (5)
we have that (E ∩ Sˆ) ( (E′ ∩ Sˆ), and this contradicts the hypothesis that (E ∩ S) ∈
PE(FAF ↓RFAF (S,E), DFAF (S,E) ∩ C).
4.5 Grounded Semantics
Finally, in this subsection, we prove that the grounded semantics also fit the SCC-
recursive decomposition scheme, as shown by the following Proposition 6.
Proposition 6. Given a fuzzy argumentation framework FAF = 〈A, ρ〉 and a set of
fuzzy arguments E ⊆ A, ∀C ⊆ A, E = GE(FAF,C) if and only if ∀S ∈ SCCSFAF
(E ∩ S) = GE(FAF ↓RFAF (S,E), DFAF (S,E) ∩ C)
Proof. Let us consider the first part of the proof, by supposing that E = GE(FAF,C).
On the basis of Proposition 1, E is in particular a complete extension in C, i.e., E ∈
CE(FAF,C), therefore Proposition 4 entails that
∀S ∈ SCCSFAF (E ∩ S) ∈ CE(FAF ↓RFAF (S,E), UAF (S,E) ∩ C)
Taking into account Proposition 1, we have to prove that ∀S ∈ SCCSFAF (E ∩ S) is the
least element (with respect to set inclusion) in CE(FAF ↓RFAF (S,E), DFAF (S,E) ∩ C).
We reason by contradiction, supposing that there is at least one strongly connected
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component where the thesis is not verified. In particular, since the strongly connected
components of FAF make up an acyclic graph, we can choose Sˆ ∈ SCCSFAF such that
∀S ∈ sccancFAF (Sˆ), (E ∩ S) = GE(FAF ↓RFAF (S,E), DFAF (S,E) ∩ C) (6)
and
∃Eˆ ( (E ∩ Sˆ), Eˆ = GE(FAF ↓RFAF (Sˆ,E), DFAF (Sˆ, E) ∩ C) (7)
Note that condition (6) is trivially verified if Sˆ is initial.
Moreover, the second condition follows from the fact that, on the basis of Lemma 1,
GE(FAF ↓RFAF (S,E), DFAF (S,E) ∩ C) must exist, and according to Proposition 1 it is
included in all the elements of CE(FAF ↓RFAF (Sˆ,E), DFAF (Sˆ, E) ∩ C).
Now, taking again into account that the strongly connected components of FAF make
up an acyclic graph, it is easy to see that it is possible to construct a set E′ such that:
• ∀S ∈ sccancFAF (Sˆ), (E′ ∩ S) = (E ∩ S);
• (E′ ∩ Sˆ) = Eˆ;
• ∀S ∈ SCCSFAF , (E′ ∩ S) = GE(FAF ↓RFAF (S,E′), DFAF (S,E′) ∩ C).
To this purpose, it is obviously possible to construct a set E′′ contained in the strongly
connected components of (Sˆ ∪ sccancFAF (Sˆ)) which satisfies the first two conditions.
Thus, it turns out that ∀S ∈ (Sˆ ∪ sccancFAF (Sˆ)) DFAF (S,E′′) = DFAF (S,E) and
RFAF (S,E
′′) = RFAF (S,E). Therefore, taking into account (6) and (7), E′′ satisfies the
third condition too for any such S, i.e.,
∀S ∈ (Sˆ ∪ sccancFAF (Sˆ)) (E′′ ∩ S) = GE(FAF ↓RFAF (S,E′′), DFAF (S,E′′) ∩ C)
Now, E′ can be obtained constructively from E′′ by proceeding along the other strongly
connected components: in fact ∀S ∈ SCCSFAF GE(FAF ↓RFAF (S,E′), DFAF (S,E′)∩C)
always exists by Lemma 1. On the basis of Proposition 1, we have that ∀S ∈ SCCSFAF
(E′ ∩ S) ∈ CE(FAF ↓RFAF (S,E′), DFAF (S,E′) ∩ C). As a consequence, by Proposition 4
it turns out that E′ ∈ CE(FAF,C), while since (E′ ∩ Sˆ) = Eˆ ( (E ∩ Sˆ), it is not true
that E ⊆ E′. However, this contradicts the hypothesis that E = GE(FAF,C), which
according to Proposition 1 is the least element of CE(FAF,C), i.e., the least complete
extension in C.
Let us turn now to the other direction of the proof, by supposing that ∀S ∈ SCCSFAF ,
(E ∩ S) ∈ GE(FAF ↓RFAF (S,E), DFAF (S,E) ∩ C). On the basis of Proposition 1, we
have that ∀S ∈ SCCSFAF , (E ∩ S) ∈ CE(FAF ↓RFAF (S,E), DFAF (S,E) ∩ C), there-
fore Proposition 4 entails that E ∈ CE(FAF,C). As a consequence, taking into account
Proposition 1 we have only to prove that E is the least element of CE(FAF,C). We reason
by contradiction, assuming that the grounded extension E′ = GE(FAF,C), which must
exist by Lemma 1 and is a subset of E by Proposition 1, is strictly included in E. Thus,
there must be at least a strongly connected component S such that (E′ ∩ S) ( (E ∩ S):
since the strongly connected components form an acyclic graph, there is in particular a
strongly connected component Sˆ such that:
∀S ∈ sccancFAF (Sˆ), (E′ ∩ S) = (E ∩ S) (8)
(E′ ∩ Sˆ) ( (E ∩ Sˆ) (9)
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Moreover, since E′ = GE(FAF,C) ∈ CE(FAF,C), Proposition 4 applied to Sˆ entails
that (E′ ∩ Sˆ) ∈ CE(FAF ↓RFAF (Sˆ,E′), DFAF (Sˆ, E′) ∩ C). Taking into account (8), it is
easy to see that DFAF (Sˆ, E
′) = DFAF (Sˆ, E) and RFAF (Sˆ, E′) = RFAF (Sˆ, E), therefore
(E′ ∩ Sˆ) ∈ CE(FAF ↓RFAF (Sˆ,E), DFAF (Sˆ, E) ∩ C). However, according to (9) we have
that (E′ ∩ Sˆ) is strictly included in (E ∩ Sˆ), contradicting the hypothesis (referred to
Sˆ) that (E ∩ Sˆ) ∈ GE(FAF ↓RFAF (Sˆ,E), DFAF (Sˆ, E) ∩C) and therefore, on the basis of
Proposition 1, that (E ∩ Sˆ) is the least element of CE(FAF ↓RFAF (Sˆ,E), DFAF (Sˆ, E) ∩
C).
4.6 The SCC-recursiveness Principle of Basic Semantics
As discussed in the previous section, each specific SCC-recursive semantics is identified
by its own base function. On the basis of the results obtained in the previous sections, we
prove that the admissible, complete, preferred, and grounded semantics fit the general
SCC-recursive decomposition scheme. This is achieved by the following theorem.
Theorem 2. The admissible, complete, preferred and grounded semantics are SCC-
recursive, characterized by the following base functions (defined for generic fuzzy ar-
gumentation frameworks such that |SCCSFAF | = 1):
• BFAE(FAF,C) ≡ AE(FAF,C);
• BFCO(FAF,C) ≡ CO(FAF,C);
• BFPE(FAF,C) ≡ PE(FAF,C);
• BFGR(FAF,C) ≡ {GR(FAF,C)}.
Proof. Let us prove the claim with reference to complete semantics. First, E ∈ CO(FAF )
if and only if E ∈ CO(FAF,A), since as noticed in Section 4.1, original fuzzy argumen-
tation frameworks are recovered from the extended ones in case C coincides with the set
of all arguments. Now, it is easy to see that CO(FAF,C) for generic FAF and C adheres
to Definition 14: if |SCCSFAF | = 1, then CO(FAF,C) coincides by definition with the
base function BFCO(FAF,C), otherwise the decomposition schema along the strongly
connected components follows from Proposition 4. As far as admissible, preferred and
grounded semantics are concerned, proofs are similar and are based on Propositions 3, 5
and 6, respectively.
From the above theorem and propositions, we show the soundness and completeness of
the SCC-recursiveness principle in admissible, complete, preferred, and grounded seman-
tics. It is showed that the SCC-recursiveness principle provides an incremental algorithm
for calculating the argumentation semantics of FAFs. By exploiting the SCC-recursive
decomposition scheme, each FAF is partitioned to many reduced sub-frameworks along
the strongly connected components. In the following section, we will use some examples
to illustrate the efficiency of the SCC-recursiveness principle in computing the argumen-
tation semantics of FAFs.
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5 The illustrating example of efficient algorithm for calcu-
lating the SCC-recursiveness semantics
It has been proved that the admissible, complete, preferred, grounded semantics fit the
SCC-recursiveness principle in FAFs. Thus, we can decompose the FAF to many sub-
frameworks along the strongly connected components. Then we can compute the seman-
tics of FAF by combining the semantics of these sub-frameworks. As a result, we prove
that the SCC-recursiveness principle provides efficient and incremental algorithms on lo-
cal computation at the level of strongly connected components. In this section, we show
some examples to illustrate that the SCC-recursiveness principle can help us to efficiently
compute the argumentation semantics extensions. From the previous sections, the SCC-
recursiveness principle decomposes the FAF along the strongly connected components.
Thus, by utilizing the SCC-recursiveness principle, we obtain many sub-frameworks. We
then calculate the argumentation semantics of these sub-frameworks and the combined
semantics of these sub-frameworks coincide with the semantics of the FAF. Hence, we
can efficiently compute the argumentation semantics of FAF.
Before the example, it is remarked that given an FAF, if an attack relation has no
influence (i.e., the attack relation is always tolerable in this FAF), then we neglect this
attack relation.
Figure 1: The illustrating example 1.
Example 1. Given a fuzzy argumentation framework FAF = 〈{(A, 0.8), (B, 0.7), (C, 0.6),
(D, 0.8), (E, 0.6), (F, 0.7)}, {((A,B), 0.8), ((B,C), 0.9), ((C,B), 0.9), ((C,D), 0.8), ((D,E),
0.7), ((E,F ), 0.8), ((F,D), 0.9)}〉.
First of all, according to the theory of strongly connected component, all the fuzzy
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arguments are first partitioned into three strongly connected components: S1 = {(A, 0.8)},
S2 = {(B, 0.7), (C, 0.6)}, S3 = {(D, 0.8), (E, 0.6), (F, 0.7)}.
Then we computing the complete extensions of the FAF. As for the initial strongly
connected component S1 = {(A, 0.8)}, DFAF (S1, E′) = RFAF (S1, E′) = S1. Thus,
the first sub-framework FAF1 = 〈{(A, 0.8))}, {∅}〉. Since FAF1 consists of a unique
strongly connected component, the base function BFPR(FAF1, S1) is invoked. It is
evident that the complete extension of FAF1 is E1 = {(A, 0.8)}. Then we consider
the strongly connected component S2 = {(B, 0.7), (C, 0.6)}. From that S1 attacks S2
and E ∩ S1 = {(A, 0.8)}, we have that LFAF (S2, E) = {(B, 0.8)}, RFAF (S2, E) =
{(B, 0.2), (C, 0.6)} and DFAF (S2, E) = {(B, 0.2), (C, 0.6)}. Since the attack relation be-
tween (B, 0.2) (C, 0.6) is always tolerable, the attack relation among them can be reduced
from the system. The strongly connected components of the reduced fuzzy argumentation
frameworks FAF ′ = 〈{(B, 0.2), (C, 0.6)}, ∅〉 is not unique. Thus, as for the strongly con-
nected component S2, we recursively obtain two strongly connected components: S4 =
{(B, 0.2)}, S5 = {(C, 0.6)}. It can be obtained that the second sub-framework FAF2 =
〈{(B, 0.2)}, ∅〉 and the third sub-framework FAF3 = 〈{(C, 0.6)}, ∅〉. And {(B, 0.2)} ∈
CE(FAF2), {(C, 0.6)} ∈ CE(FAF3) is obvious. As far as the strongly connected compo-
nent S3 is concerned, since (C, 0.6) attacks S3, we have that LFAF (S3, E) = {(D, 0.6)},
RFAF (S3, E) = {(D, 0.4), (E, 0.6), (F, 0.7)}, DFAF (S3, E) = {(D, 0.4), (E, 0.6), (F, 0.7)}.
Since the attack relation between (D, 0.4), (E, 0.6) is always tolerable, the attack relation
among them can be neglected. Thus the framework among S3 is reduced as FAF
′ =
〈{(D, 0.4), (E, 0.6), (F, 0.7)}, {((E,F ), 0.8), ((F,D), 0.9)}〉. Again utilizing the principle,
all the fuzzy arguments of FAF ′ is partitioned into three strongly connected compo-
nents: S4 = {(E, 0.6)},S5 = {(F, 0.7)},S6 = {(D, 0.4)}. We obtain that the fourth
sub-framework FAF4 = 〈{(E, 0.6)}, ∅〉 and E ∩ S4 = {(E, 0.6)}. We thus have that
DFAF (S5, E) = PFAF (S5, E) = {(F, 0.4)}. The attack relation from F to D is evi-
dently tolerable that should be reduced. Therefore, it can be concluded that the fifth sub-
framework FAF5 = 〈{(F, 0.4)}, ∅〉 and the sixth sub-framework FAF6 = 〈{(D, 0.4)}, ∅〉.
And E ∩S5 = {(F, 0.4)} and E ∩S6 = {(D.0.4)}. As a result, the combination extension
E = {(A, 0.8), (B, 0.2), (C, 0.6), (D, 0.4), (E, 0.6), (F, 0.4)} is a complete extension of the
FAF.
From the above example, when calculating the complete extension of the given FAF
by utilizing the SCC-recursiveness principle, it is reduced to a graph that only has nodes
but not arrows. It can be concluded that the SCC-recursiveness can efficiently reduce
the difficult FAF and computing the semantics. In the next example, we provide a
fuzzy argumentation framework with high complexity. We show the efficiency of the
SCC-recursiveness principle.
Example 2. Given a fuzzy argumentation framework FAF = 〈{(A, 0.8), (B, 0.8), (C, 0.9),
(D, 0.8), (E, 0.8), (F, 0.9), (G, 0.8), (H, 0.5), (I, 0.7)}, {((A,B), 0.8), ((B,A), 0.9), ((B,C),
0.9), ((C,D), 0.8), ((D,E), 0.9), ((E,F ), 0.8), ((F,C), 0.8), ((E,C), 0.9), ((E,G), 0.8), ((G,
H), 0.9), ((H, I), 0.7), ((G, I), 0.8), ((I,G), 0.8)}〉.
First of all, according to the theory of strongly connected component, the fuzzy argu-
ments first partitioned into three strongly connected components: S1 = {(A, 0.8), (B, 0.8)},
S2 = {(C, 0.9), (D, 0.8), (E, 0.8), (F, 0.9)}, S3 = {(G, 0.8), (H, 0.5), (I, 0.7)}.
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Figure 2: The illustrating example 2.
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Then we computing the preferred semantics of the FAF. As for the initial strongly con-
nected component S1 = {(A, 0.8), (B, 0.8)}, DFAF (S1, E′) = RFAF (S1, E′) = S1. Thus,
the first sub-framework FAF1 = FAF ↓RFAF= 〈{(A, 0.8), (B, 0.8)}, {((A,B), 0.8), ((B,A),
0.9)}〉. Since FAF1 consists of a unique strongly connected component, the base func-
tion BFPR(FAF1, S1) is invoked. The element of the subset of the preferred extension
is infinite, for the sake of the example, we just choose two limit conditions: PE1 =
{(A, 0.2), (B, 0.8)}, PE2 = {(A, 0.8), (B, 0.2)}. Therefore, we can obtain two decompo-
sitions of the FAFs according to these two distinct preferred extensions of FAF1. And
the final preferred extensions E′ and E′′ are directly obtained from these two decomposi-
tions respectively. We first consider the first decomposition (see decomposition 1 in figure
2) of the FAF, namely when E′ ∩ S1 = E1 = {(A, 0.2), (B, 0.8)}. As far as the subse-
quent strongly connected component S2 is concerned, from that E1 = {(A, 0.2), (B, 0.8)},
we have that DFAF (S2, E
′) = RFAF (S2, E′) = {(C, 0.2), (D, 0.8), (E, 0.8), (F, 0.9)}. It
is evident that the attack relation from E to C is always tolerable. Thus the attack re-
lation ((E,C), 0.9) is reduced from our system. Therefore, the second sub-framework
FAF2 = 〈{(C, 0.2), (D, 0.8), (E, 0.8), (F, 0.9)}, {((C,D), 0.8), ((D,E), 0.9), ((E,F ), 0.8),
((F,C), 0.8)}〉. Since FAF2 consists of an unique strongly connected component, the base
function BFPR(FAF2, DFAF (S2, E′)) is invoked. And E2 = {(C, 0.2), (D, 0.8), (E, 0.2),
(F, 0.8)} is an unique preferred extension of FAF2. Finally, we consider strongly con-
nected component S3. Due to E
′∩E2 = {(C, 0.2), (D, 0.8), (E, 0.2), (F, 0.8)}, we have that
DFAF (S3, E
′) = RFAF (S3, E′) = {(G, 0.8), (H, 0.5), (I, 0.7)}. Therefore, the third sub-
framework FAF3 = 〈{(G, 0.8), (H, 0.5), (I, 0.7)}, {((G,H), 0.9), ((H, I), 0.7), ((G, I), 0.8),
((I,G), 0.8)}〉. Since FAF3 consists of a unique strongly connected component, the base
function BFPR(FAF3, DFAF (S3, E′)) is invoked. And E3 = {(G, 0.8), (H, 0.2), (I, 0.2)}
is a preferred extension of FAF3. As a result, the combination extension E
′ = {(A, 0.2),
(B, 0.8), (C, 0.2), (D, 0.8), (E, 0.2), (F, 0.8), (G, 0.8), (H, 0.2), (I, 0.2)} is a preferred exten-
sion of the FAF.
Next, we consider the second decomposition (see decomposition 2 in figure 2) of the
FAF, namely when E′′∩S1 = E1 = {(A, 0.8), (B, 0.2)}. As far as the subsequent strongly
connected component S2 is concerned, from that E1 = {(A, 0.8), (B, 0.2)}, we have that
DFAF (S2, E
′′) = RFAF (S2, E′′) = {(C, 0.8), (D, 0.8), (E, 0.8), (F, 0.9)}. Thus, the second
sub-framework FAF2 = 〈{(C, 0.8), (D, 0.8), (E, 0.8), (F, 0.9)}, {((C,D), 0.8), ((D,E), 0.9),
((E,F ), 0.8), ((F,C), 0.8), ((E,C), 0.9)}〉. Since FAF2 consists of a unique strongly con-
nected component, the base function BFPR(FAF2, DFAF (S2, E′′)) is invoked. And E2 =
{(C, 0.5), (D, 0.5), (E, 0.5), (F, 0.5)} is an unique preferred extension of FAF2. Finally,
we consider strongly connected component S3. Due to E
′∩E2 = {(C, 0.5), (D, 0.5), (E, 0.5),
(F, 0.5)}, we have that DFAF (S3, E′′) = RFAF (S3, E′′) = {(G, 0.5), (H, 0.5), (I, 0.7)}. It
is evident that the attack relation from G to H is always tolerable. Thus the attack relation
((E,C), 0.9) is reduced from our system. The framework among S3 is reduced as FAF
′ =
〈{(H, 0.5), (I, 0.7), (G, 0.5)}, {((H, I), 0.7), ((G, I), 0.8), ((I,G), 0.8)}〉. The strongly con-
nected components of FAF ′ is not unique. Thus we again apply the SCC-recursiveness
principle. Then we obtain two strongly connected components: S4 = {(H, 0.5)}, S5 =
{(G, 0.5), (I, 0.7)}. Therefore, S4 is an initial strongly connected component in FAF ′.
We then obtain the third sub-framework FAF3 = 〈{(H, 0.5)}, ∅〉. Since FAF3 consists of
a unique strongly connected component, the base function BFPR(FAF3, DFAF (S4, E′′))
is invoked. And E3 = {(H, 0.5)} is a preferred extension of FAF3. From that E′′ ∩E2 =
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{(H, 0.5)}, we have DFAF (S5, E′′) = RFAF (S5, E′′) = {(G, 0.5), (I, 0.5)}. And the attack
relation among G and I is tolerable. We further obtain two strongly connected com-
ponents: S6 = {(G, 0.5)}, S7 = {(I, 0.5)}. Thus we obtain the fourth sub-framework
FAF4 = 〈{(H, 0.5)}, ∅〉 and the fifth sub-framework FAF5 = 〈{(I, 0.5)}, ∅〉. E′′ ∩ S6 =
{(G, 0.5)} and E′′ ∩ S7 = {I, 0.5} is obvious. As a result, the combination extension
E′′ = {(A, 0.8), (B, 0.2), (C, 0.5), (D, 0.5), (E, 0.5), (F, 0.5), (G, 0.5), (H, 0.5), (I, 0.5)} is a
preferred extension of the FAF.
6 Discussion
In [4], Baroni et.al proposed the SCC-recursiveness principle which relies on the graph-
theoretical notion of strongly connected components. It is an effective tool for supporting
the development of new semantics and it provides a general scheme for computing ar-
gumentation semantics. In this paper, we formalize the SCC-recursiveness principle in
FAFs. And we provide the efficient and incremental algorithms to compute the argu-
mentation semantics of FAFs based on this principle.
The major difference of the SCC-recursiveness principle between the AFs and FAFs is
the basic principles: reinstatement principle and directionality principle. In Dung’s AFs,
the reinstatement principle shows that arguments defeated by an extension E play no role
in the selection of arguments to be included in E. The directionality principle shows that
the justification status of an argument only depended on the justifications of its attackers
(which in turn are affected by their attackers and so on). Since the FAFs combine the
fuzzy degree with arguments and attack relation, it is infeasible to directly formalize the
SCC-recursiveness principle of FAFs. Therefore, we modify the reinstatement principle
and directionality principle to fit the FAFs. As far as the reinstatement principle is
concerned, we have proposed that the limited part has no influence in the FAFs and the
maximal acceptable belief degree of a generic argument cannot greater than the negation
of the limited belief degree. And the directionality principle shows that the acceptable
belief degree of an argument only depends on the belief degrees of its attackers (which
in turn are affected by their attackers and so on).
Additionally, due to the modification of the basic theory, the justification status of
the arguments are reestablished in FAFs. In Dung’s AFs, all the arguments within the
specific strongly connected component S are completely partitioned into three parts w.r.t.
E: defeated part, provisionally defeated part, and undefeated part. The defeated part
consists of the nodes of S attacked by E from outside S, provisionally defeated part
consists of the nodes of S that are not attacked by E from outside S and are defended by
E (i.e., their defeaters from outside S are all attacked by E), and undefeated part consists
of the nodes of S that are not attacked by E from outside S and are not defended by E. In
FAFs, all the arguments within the specific strongly connected component S are assigned
three belief degrees w.r.t. E: limited belief degree, residual belief degree, and defended
belief degree. The arguments with limited degree represent the limited part which should
be reduced, the arguments with residual degree represent the residual part which causes
influence in the reduced system, and the arguments with defended degree represent the
defended part (which belong to the Residual Part) which are partial defended w.r.t. E
out S, namely the outsider sufficient attackers are weakened by E.
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As a result, there is much difference between the initial SCC-recursiveness principle
and the modified SCC-recursiveness principle in this paper.
7 Conclusion
As shown in this paper, the SCC-recursiveness principle is a property of argumentation
semantics which relies on the graph-theoretical notion of strongly connected components.
It provides a general recursive schema for argumentation semantics, which is an efficient
and incremental algorithm for computing the argumentation semantics in FAFs.
This paper is an exploration of the SCC-recursiveness principle in FAFs, which is
a special kind of numbered AFs. In order to establish the basic theory, we modify the
reinstatement principle and the directionality principle to fit the FAFs. And the SCC-
recursiveness principle in FAFs is formalized by the modified principles. We then show
that admissible, complete, grounded, and preferred semantics fit this principle. And
the principle provides a general scheme for these SCC-recursive semantics of FAFs. We
finally provide examples to illustrate the efficiency of the SCC-recursiveness scheme in
FAFs.
The main contributions are in the following aspects.:
1. We modify the reinstatement principle and directionality principle to fit the FAFs.
For the reinstatement principle, we propose that the limited part has no influence
in the FAFs and the maximal acceptable belief degree of a generic argument cannot
greater than the negation of the limited belief degree. The directionality principle
shows that the belief degree of an argument only depended on the belief degree of
its attackers (which in turn are affected by their attackers and so on).
2. We extend the SCC-recursiveness principle to FAFs. For each strongly connected
component S, we identify three parts: limited part, residual part, and defended
part. Based on the reinstatement principle, the limited part is reduced from our
system. According to the directionality principle, the belief degree of each argument
within a strongly connected component depends on the belief degree of ancestor
strongly connected component. Based on these two modified principles, we provide
the SCC-recursiveness principle in FAFs.
3. We show the efficiency and incremental algorithms for calculating the argumen-
tation semantics of FAFs by utilizing the SCC-recursiveness principle. According
to the SCC-recursiveness principle, each FAF is partitioned into many reduced
sub-frameworks along the strongly connected component. And the combination
semantics of these sub-frameworks coincide with the semantics of the original FAF.
In the future, similar to [4], we want to search for some novel semantics that depend on
the SCC-recursiveness principle. Additionally, we will continue to explore the residual
principles of fuzzy argumentation frameworks. These principles can provide efficient
algorithms for computing argumentation semantics and explore the new semantics.
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