Strong approximations of uniform transport processes to the standard Brownian motion rely on the Skorokhod embedding of random walk with centered double exponential increments. In this note we make such an embedding explicit by means of a Poissonian scheme, which both simplifies classic constructions of strong approximations of uniform transport processes [8] and improves their rate of strong convergence [7] . We finalise by providing an extension regarding the embedding of a random walk with asymmetric double exponential increments.
Introduction
Let {X k } k≥1 be an i.i.d. collection of random variables with finite second moment, defined in some arbitrary probability space. Define the random walk
(1.1)
Let (Ω, P, F , {F t } t≥0 ) be a given filtered and complete probability space and let B = {B t } t≥0 be an F t -adapted Brownian motion defined on it. The Skorokhod embedding theorem/problem [12] states that there exists an increasing sequence of F t -stopping times {T i } i≥1 such that for all i ≥ 1,
where T 0 = 0. In other words, for any given random walk {S i } i≥1 one can find a sequence of epochs {T i } i≥0 , called Skorokhod stopping times, such that the Brownian motion B observed at those epochs is distributionally equivalent to {S i } i≥1 . A survey of methods to construct {T i } i≥0 such that (1.2) holds can be found in [10] .
Some of those methods rely on external randomization, meaning that {T i } i≥1 might also depend in some mechanism independent of B. For such a case, one needs to appropriately enlarge the original probability space, which is straightforward to do and in most situations implicit.
In this paper, we give a strikingly simple construction of {T i } i≥1 for the particular case in which {X k } k≥1 have a common density function on the form
called the centered double exponential law of parameter 2 √ λ. Its associated random walk {S i } i≥0 and corresponding Skorokhod embedding have been intensively used in the literature concerning strong approximations of uniform transport processes to the standard Brownian motion and related processes, for instance, in [8, 6, 7, 4, 3] . More specifically, they were used to show the existence of a family of uniform transport processes F λ = {F λ t } t≥0 on the form
that converge strongly to B as λ → ∞, where {J λ t } t≥0 is a Markov jump process on {1, −1} with initial distribution (1/2, 1/2) and intensity matrix −λ λ λ −λ . Here we prove that, with increments following (1.4), the Skorokhod stopping times {T i } i≥1 can be taken to correspond to the arrivals of a Poisson process independent of B. This draws a nice bridge between the existing uniform transport processes literature, and the theory of random models observed at Poissonian times such as the one recently developed for Lévy processes [2, 1] . Even more, it allows for a simpler description of the construction of strong approximations of uniform transport processes to the standard Brownian motion in [8] , together with improved rates of convergence compared to those provided in [7] . Additionally, we include how this embedding carries on to the case of Brownian motion with drift which, by means of [8] , allows us to specify a new family of strongly convergent transport processes.
Main result
Let {X k } k≥1 be an i.i.d. sequence of random variables whose elements follow a common law on the form (1.4), and let {S i } i≥0 be defined by (1.1). We call {S i } i≥0 the centered double exponential random walk of parameter 2 √ λ.
Theorem 2.1 (Skorokhod embedding for the centered double exponential r.w.). Let (Ω, P, F , {F t } t≥0 ) be a filtered probability space which supports an F t -adapted Brownian motion and an independent Poisson process of intensity 2λ with arrival
Proof. First, notice that both equations in (1.3) concern moments of the exponential distribution, which translate as
and thus (1.3) holds. By the independent and stationary increments property of B, it is enough to prove (1.2) for i = 1, which we do next. The Wiener-Hopf factorisation for the Brownian motion [5,
where Y 1 and Y 2 are independent exponential random variables of parameter 2 √ λ. Thus, the density of B τ 1 at x ∈ R is given by
implying that B τ 1 d = S 1 and thus the proof is finished.
Having a precise description of the Skorokhod stopping times used in the construction of uniform transport process implies two things. The first is, some elements of these constructions can be simplified. For instance, the initial construction of [8] may be instead setup as a standard Brownian motion which is observed at Poisson times, avoiding the use of results concerning the Skorokhod embedding problem, which we sketch next. 1 Regard {τ i } i≥1 as in Theorem 2.1, define ℓ(0) = 0 and let {ℓ(k)} k≥1 be the inflection epochs of the random walk {B τ i } i≥0 , that is,
Let θ k = τ ℓ(k) . Theorem 2.1 implies that for all k ≥ 1, |B θ k − B θ k−1 | follows the distribution of a Geo(0.5)-convolution of Exp(2 √ λ) distributions, which is itself an Exp( √ λ) distribution. Moreover, a thinning argument implies that {θ k } k≥1 is a Poisson process of parameter λ. Now, let F λ = {F λ t } t≥0 be the continuous piecewiselinear process with F λ 0 = 0, slopes ± √ λ, and whose inflection epochs
is also a Poisson process of parameter λ, implying that F λ is indeed a uniform transport process as the one described by the r.h.s. of (1.5). The precise arguments regarding its strong convergence to B are akin to those in [8, p. 1131] .
The second implication is that results concerning the strong rate of convergence of uniform transport processes to the standard Brownian motion can be improved. A considerable amount of work in [7] concerns quantitavely measuring how well the random grid induced by the Skorokhod stopping times {T i } i≥1 approximates the deterministic grid {E(T i )} i≥0 on compact intervals. More specifically, they show that if {T i } i≥1 are Skorokhod stopping times associated to the centered double exponential random walk of parameter 2n (for large n ∈ N), then
To do so, they use Doob's L p -maximal inequality, a bound on the moments of Skorokhod stopping times [11] and combinatorial arguments [7, Equation (5)]. Since we have identified {T i } i≥0 as being Poisson arrival times {τ i } i≥0 of intensity 2n 2 , we get the following shortened proof which additionally yields an improved rate of convergence.
Theorem 2.2. Let {τ i } i≥1 be the arrivals of a Poisson process of parameter 2n 2 . Then, for each q > 0 there exists some β * (q) > 1 such that
Proof. Doob's L p -maximal inequality implies that for n ∈ N ∩ (e, ∞),
Since τ 2n 2 ∼ Erlang(2n 2 , 2n 2 ), then Lemma 4.5 of [9] implies that
where C 1 is some positive real constant. Thus,
By letting β * (q) := e 2q+2 the r.h.s. of (2.3) is O(n −2q ) and the proof is finished.
By using the rate of convergence (2.1) and further calculations, the authors in [7] are able to prove that for every q > 0 there exists some α(q) > 0 P sup
If instead one takes T i = τ i (i ≥ 0) and plugs the rate of convergence (2.2) in their proof, one gets that there exists some α * (q) > 0 such that P sup
which corresponds to the same rate of strong convergence obtained in [9] for a related construction which is shown to converge to the Markov-modulated Brownian motion.
Extension
Theorem 2.1 can be easily extended to the case of asymmetric double exponential random walks as follows.
Theorem 3.1. Let {τ i } i≥0 be a Poisson process of intensity 2λ, let {B t } t≥0 be an independent standard Brownian motion and fix µ ∈ R, σ > 0. For t ≥ 0 define W t = µt + σB t . Then, for all i ≥ 1
where {S a i } i≥0 is a random walk whose increments are driven by the density function 
