fMRI MVPA language syntax lexical processing a b s t r a c t Work in theoretical linguistics and psycholinguistics suggests that human linguistic knowledge forms a continuum between individual lexical items and abstract syntactic representations, with most linguistic representations falling between the two extremes and taking the form of lexical items stored together with the syntactic/semantic contexts in which they frequently occur. Neuroimaging evidence further suggests that no brain region is selectively sensitive to only lexical information or only syntactic information. Instead, all the key brain regions that support high-level linguistic processing have been implicated in both lexical and syntactic processing, suggesting that our linguistic knowledge is plausibly represented in a distributed fashion in these brain regions. Given this distributed nature of linguistic representations, multi-voxel pattern analyses (MVPAs) can help uncover important functional properties of the language system. In the current study we use MVPAs to ask two questions: (1) Do language brain regions differ in how robustly they represent lexical vs. syntactic information? and (2) Do any of the language bran regions distinguish between "pure" lexical information (lists of words) and "pure" abstract syntactic information (jabberwocky sentences) in the pattern of activity? We show that lexical information is represented more robustly than syntactic information across many language regions (with no language region showing the opposite pattern), as evidenced by a better discrimination between conditions that differ along the lexical dimension (sentences vs. jabberwocky, and word lists vs. nonword lists) than between conditions that differ along the syntactic dimension (sentences vs. word lists, and jabberwocky vs. nonword lists). This result suggests that lexical information may play a more critical role than syntax in the representation of linguistic meaning. We also show that several language regions reliably discriminate between "pure" lexical information and "pure" abstract syntactic information in their patterns of neural activity.
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Introduction
A primary goal of language research is to understand the representations (data structures) and the computations (algorithms) that enable us to produce and understand language. However, these are difficult questions, and even in domains like vision, where we have access to animal models and single-cell recording data, we are only beginning to get glimpses of what the representations might look like that allow us to recognize an object or a face (e.g., DiCarlo & Cox, 2007; Freiwald & Tsao, 2010; see Kanwisher, 2010 , for discussion). Nevertheless, behavioral and neuroimaging investigations can place constraints on the architecture of the language system by revealing (i) cognitive and neural dissociations between specific mental processes, (ii) the time-course of each mental process, and (iii) whether specific pairs of mental processes are independent or interactive. * Corresponding author. Tel.: +1 617 253 8423.
E-mail address: Evelina9@mit.edu (E. Fedorenko).
The current paper is concerned with the processing of two kinds of information present in the linguistic signal: lexical information and syntactic information. In the rest of the Introduction, we discuss what is currently known about the nature of our linguistic representations (Section 1.1), and about the spatial organization of these representations in the brain (Section 1.2). Based on work in theoretical linguistics and available evidence from psycholinguistic investigations, we argue that our linguistic knowledge forms a continuum between individual lexical items and abstract syntactic representations, with most linguistic representations falling between the two extremes and taking the form of lexical items stored together with the syntactic/semantic contexts in which they frequently occur (the context could further vary in the degree of abstractness from a string of specific lexical items to an abstract rule or part of a rule stored in terms of syntactic categories). Based on the available neuroimaging evidence, we argue that these linguistic representations are organized in a distributed fashion throughout the language system, such that no brain region is selectively sensitive to only lexical or only abstract syntactic information.
