In color pattern recognition, color channels are normally processed separately and afterward the correlation outputs are combined. This is the definition of multichannel processing. We combine a singlechannel method with nonlinear filtering based on nonlinear correlations. These nonlinear correlations yield better discrimination than common matched filtering. The method codes color information as amplitude and phase distributions and is followed by correlations related to binary decompositions. The technique is based on binary decompositions of the red, green, and blue and the hue, saturation, and intensity monochromatic channels of the reference and of the input scene, after which the binary information on the red, green, and blue channels and that of the hue, saturation, and intensity channels are encoded as different angles of a phase distribution. We have applied the method to images degraded by high levels of substitutive noise. Results show that the sliced orthogonal nonlinear generalized correlation detects the target with a high degree of discrimination when other methods fail.
Introduction
Color is a fundamental attribute in Nature. Spectral information from objects has been used in several technologies, especially in remote sensing, medicine, chemistry, and photonics. In practical implementations of computer vision, color information is often lost because working with color images requires expensive technology. In such cases color images are treated as monochromatic gray-scale distributions, and the processing is applied directly to those images.
Color sometimes plays a fundamental role in pattern recognition, when, for example, the goal of detection is to discriminate between objects that have the same shapes and different colors. In recent years a variety of multichannel methods have been introduced for color pattern recognition. [1] [2] [3] In this kind of approach, the input scene and the color target are decomposed into three-color channels and then processed separately. Then the correlation outputs are combined by means of arithmetic or logical pointwise operations. Much effort has been devoted to improving multichannel detection, 4 -6 and efforts have made to find the color space that will provide the best recognition performance. 5, 7 Other, more selective nonlinear correlations have been applied to multichannel color pattern recognition. 8 Still other approaches without the generalization of well-known filters for monochromatic images, such as wavelength multiplexing methods, 9, 10 have been designed for color pattern recognition. A novel correlation technique for color pattern recognition in which colored images are described by threedimensional functions was recently proposed. 11, 12 The authors of that technique proposed a description of color images by three-dimensional functions in which all the color channels are considered unique signals that contain all the spatial as well as the color information of the image.
Other pattern recognition methods are based on single-channel approaches. Those so-called single-channel methods are based on encoding the color information into a certain complex distribution that can be processed by a unique filter. [13] [14] [15] The encoding consists of representing the color as a phase distribution and the square root of the intensity of the image as an amplitude distribution. This encoding is based on the encoding proposed by Kallman and Goldstein, 16 but in that research the encoding used gray-scale images. Reference 13 reported encoding the color as a lookup table ͑LUT͒ in which the red, blue, and green channels were represented as different phase values. A matched filter was applied to that complex distribution. The method improved discrimination of the pattern recognition process over that of multichannel methods. The same encoding was applied to detection of three-dimensional range images 14 and of threedimensional range and polychromatic images 15 with satisfactory results. One of the advantages of this method is that only one channel is used instead of three.
In this paper we combine a single-channel method with nonlinear filtering based on nonlinear correlations. Those nonlinear correlations, called the sliced orthogonal nonlinear generalized ͑SONG͒ correlations, [17] [18] [19] [20] have better discrimination than linear filtering, and they can be implemented easily by use of a time sequential joint-transform correlator. The technique is based on decomposing the red ͑R͒, green ͑G͒, and blue ͑B͒ monochromatic channels of the reference and of the input scene into binary decompositions and then encoding the binary information from the channels as different angles of a phase distribution. After the encoding is carried out, we correlate both distributions for each binary decomposition. The final correlation output is the sum of all the linear binary correlations.
Most of the color information is contained in the hue component. So the corresponding color system can be used as a LUT for color encoding. So now, besides encoding the binary color channel information, we have used a decomposition of RGB channels into hue, saturation, and intensity. We use the hue channel because hue corresponds to an angle in huesaturation-intensity ͑HSI͒ color space. It therefore makes sense that, because it is an angle, the encoding of hue information can be considered a phase angle distribution as well. We applied the SONG correlation to the hue and intensity channels. In this paper we show detection when high levels of substitutive noise degrade images. The results below show good results when other methods fail.
Single-Channel Nonlinear Correlators
As was pointed out in Section 1, color images require more information and memory than do gray-scale images. Image processing methods must be applied to different color channels, depending on the color space used to decompose the image. Information may be reduced by encoding. 13, 15 The resultant distributions can be real or complex functions. In the study reported in this paper we used two methods to encode color information such that single-channel correlation could be used. One of these methods is encoding based on certain LUT configurations, and the other is based on encoding the hue channel as a phase distribution and the intensity channel as an amplitude distribution. The correlation used is the SONG correlation, and we present results of a comparison of the SONG correlation with other kinds of nonlinear correlation such as morphological and common linear correlations.
A. Color Encoding
In the standard system an input 256 ϫ 256 pixel color image, f ͑X͒, is represented by a vector ͑X͒ with the three RGB color components,
where R͑X͒, G͑X͒, and B͑X͒, respectively, contain the R, G, and B color components. We assume that the three unit vectors R , Ĝ , and B are orthonormal. We can represent the encoded image, f e ͑X͒, as
where the total input amplitude of the object is
and the phase is obtained from a previously prepared LUT that converts each possible color to a phase value. This LUT is denoted ⌽͓R͑X͒, G͑X͒, B͑X͔͒.
In this paper we use two color codes. Both are inspired by the Munsell color system. In this system, hue, intensity, and chroma are coordinates of a color space. The Munsell color system is based on the idea of a color solid; it is a color atlas whose purpose is to assist the color user in describing, selecting, and matching colors to place them in a threedimensional space. The intensity is arranged on one axis, with black at the bottom and white at the top. The distance of a sample color from the vertical axis is governed by the saturation, called chroma in the Munsell system. Finally, the hue is expressed as an angle from 0°to 360°.
The second encoding that we used is based on the HSI color space.
The relation may derive these HSI values from the RGB values 21
where n ϭ 2 if C Յ 0 and n ϭ 1 if C Ͼ 0 and where
and the value ͑intensity͒ is
For this second method we encode the image as the following complex distribution:
In sum, we encode the reference object and the input scene as a complex distribution according to Eqs. ͑2͒ and ͑8͒. Then we apply a recognition operation such as correlation. Nonlinear correlation based on binary slices is a good alternative to linear matched filtering. In Subsection 2.B we review the main features of such a nonlinear correlation.
B. Sliced Orthogonal Nonlinear Generalized Correlation
The decomposition SONG correlation was described previously in Refs. 17 and 18. An image with discrete gray levels can be decomposed into a sum of disjointed elementary images e i ͓ f ͑X͔͒, defined as
The SONG decomposition of f ͑X͒ is
where Q is the number of gray levels. The orthogonality of the SONG components implies that
Kronecker delta function ␦ ij is equal to 1 when i ϭ j and is equal to 0 when i j, where i and j are integers. So the squared L 2 norm of e i ͓ f ͑X͔͒ at the origin ͑0, 0͒ is the number of pixels of f ͑X͒ that have a given gray value i.
The classic linear correlation ͑R͒ between two functions, g͑X͒ and f ͑X͒, can be expressed in terms of those elementary binary images:
The SONG correlation can be expressed in terms of a matrix for which the SONG correlation is defined as the sum of multiple linear correlations between different binary slices of the two functions, g͑x, y͒ and f ͑x, y͒, and where the matrix elements are weighted by the coefficients W ij :
The SONG correlation matrix is
where C g,f ij ͑X͒ ϭ W ij e i ͓ g͑X͔͒ R e j ͓ f ͑X͔͒. A weak point of this correlation is that a change in illumination changes the gray-level distribution and the correlation result, so a limitation of this scheme is its sensitivity to the small changes in intensity or gray level that are present in real-world images. To alleviate this problem, we have shown that the pattern recognition performance can be maintained when the objects are slightly degraded by means of a SONG correlation. 19, 20 The idea is to use not only the correlations that correspond to the principal diagonal but other correlations as well. The off-diagonal terms represent linear correlations between two slices of the reference and of the nonuniform illuminated target that correspond to different gray levels. These off-diagonal terms contain the contributions of pixels whose gray levels are changed from their original values. If all those terms are counted, then the SONG will be tolerant of small gray-level changes.
Because the aim of this study is to show the performance of the SONG correlation during variations in color, we use here a simplified version of the WSONG correlation by setting W ij ϭ ␦ ij , thereby giving the same importance to all the gray levels and reducing the SONG correlation to a trace of the SONG matrix:
In Subsection 2.C we explain the way to combine single-channel color encoding with Eq. ͑15͒. The sequential characteristic of the SONG correlation is maintained in the new color recognition process.
C. Description of the Suggested System
The first encoding scheme is based on a LUT ͑see Fig. 1͒ . We transform a three-channel color image into a one-channel complex image. Here the phase is given by a LUT, so the algorithm of the detection process that we propose is the following: First we decompose RGB images into binary slices; then for each gray-level binary slice we encode the binary information of the R, G, and B reference and input images as amplitude and phase values. Then, when the input image slice and the reference object slice are codified, we perform the correlation. Note that it is not necessary to have real-value images to perform correlation because we calculate the correlation by using the Fourier spectra. For each grayscale value we obtain a correlation output. The sum of all the correlations is the final SONG output.
The second proposed encoding method is based on the HSI representation, and instead of using an ad hoc LUT ͑Fig. 1͒ we also encode the color information as a complex image, according to Eq. ͑8͒. The application of the SONG correlation in this case is somewhat different. The RGB decomposition for the reference object and that for the input image are decomposed into an HSI representation. Then we binarize the hue and intensity channels for each gray-scale value and perform the correlation. We obtain the final output by adding all the correlation outputs for each gray-scale value. Our images have 16 gray-scale values. The latter ͑HSI͒ combination of color code and SONG correlation is extremely selective, because only the pixels that have the same hue ͑in angle͒ and intensity ͑in amplitude͒ are considered. It is true that we have an additional degree of freedom, which is the saturation channel. This could be a limitation of our second system, which can be avoided by use of the first proposed method.
We compare the SONG correlation with the linear correlation as well as with the morphological correlation. 22 The last-named correlation is based on performing a linear correlation between binary versions of the reference object and of the input scene binarized by use of threshold decomposition.
For the linear correlation method we encoded the images, made a matched filter from the encoded reference object, and correlated this filter with the encoded input image.
Results
In this section we present some computer results with which to determine the performance of the single-channel method for color pattern recognition and to compare its performance with other linear and morphological pattern recognition methods.
We define the discrimination capability ͑DC͒ as
where AutoCorr and CrossCorr are the autocorrelation peak value and the cross-correlation peak value, respectively. Because we used many objects in the input scene, we will obtain different cross-correlation peak values. The DC is calculated by use of the highest cross-correlation peak value. A high value of DC means that the value of the cross correlation is low compared with that of the autocorrelation, which implies that good discrimination and good robustness to noise are achieved. A low value of the ratio, however, means that the energy of the cross correlation has almost the same value as that of the autocorrelation; so the higher, the better.
The color input scene is shown in Fig. 2 . It comprises three butterflies on a nonoverlapping background. As was pointed out in Section 2, we used two color-encoding schemes. Figure 3 shows the correlation output for the single-channel color SONG correlation for the LUT shown in Fig. 1 . Figure 3͑a͒ shows the correlation output, and Fig.  3͑b͒ shows the three-dimensional ͑3-D͒ profile of that plane to illustrate the better performance of the correlation peaks. The DC for this SONG correlation is 0.91. Figures 4 and Fig. 5 , respectively, show the results obtained with the same color encoding applied to morphological correlation and to linear correlation. The DC is 0.56 for the morphological correlation and 0.55 for the linear correlation, much lower than for the SONG method. Now we compare the results when color encoding from Eq. ͑8͒ is used. Figure 6 shows results for the single-channel color SONG correlation, and Figs. 7 and 8 show the results for morphological correlation and for linear correlation, respectively. Again, the SONG correlation has a higher CD than the morphological and linear correlations.
Effect of Noise on Correlation Values
In this section we show computer simulation results obtained when the SONG correlation was applied to different scenes degraded by substitutive noise, and we compare the results with those for morphological and for linear correlations. Substitutive noise is known as impulse noise or outliers from a statistical point of view. To generate the noisy images we randomly corrupt pixels from the images with a white Gaussian noise pattern with various standard deviations and a varied randomness factor ͑N͒. N is the number of pixels corrupted in the image. We previously showed that the SONG correlation of Eq.
͑15͒ is optimum in the maximum-likelihood sense when the image is corrupted by a certain kind of substitutive noise. 23 Because of random fluctuations of the noise, we repeated the correlation and filtering operations several times to obtain an average value for the DC. Three correlations were considered for the singlechannel color-encoding technique: SONG correlation, linear correlation, and morphological correlation. From Table 1 it can be seen that, for highly degraded images, only the SONG correlation is able to detect the reference object with a high degree of certainty. Note that the DC for the SONG method is an almost stable value for all the noise levels. On the contrary, none of the other methods yields low values of the DC, which implies poor performance in correctly detecting the reference object. Figure 9 is the input scene of Fig. 1 degraded by white additive Gaussian noise ͑ ϭ 1.9 and N ϭ 22,000͒. The visual information is wiped out by the noise, but, as long as some pixels of the image remain unaffected, the SONG correlation will yield a high signal. Figure 10 shows the correlation outputs for noisy-image detection. Figure 10͑a͒ shows the 3-D plots for the SONG output correlation plane. Note that we detect the image with almost the same DC as for the noise-free image and that the false target is not detected. The correlation plots of Fig. 10͑b͒ for the morphological correlation ͑DC ϭ 0͒ and Fig. 10͑c͒ for the linear correlation ͑DC ϭ 0.04͒ show that the object was not extracted from the noise.
All the previous results were computer simulations, but, using spatial light modulators working in the phase and amplitude regimes, we could imple- ment those correlations optically by using conventional correlators.
Conclusions
The high discrimination ability of the nonlinear SONG correlation can be used for color pattern recognition. We propose encoding color information of both the reference object and the input scene into phase and amplitude complex distributions. A slicing procedure is followed by a number of correlations equal to the number of binary slices. The final color single-channel SONG correlation is the sum of all the correlations. Results and comparisons have been shown for free images and for images corrupted by high levels of substitutive noise.
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