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A simple picture for the spectrum of the one-dimensional Hubbard model is presented using
a classification of the eigenstates based on an intuitive bound-state Bethe-Ansatz approach. This
approach allows us to prove a ”string hypothesis” for complex momenta and derive an exact for-
mulation of the Bethe-Ansatz equations including all states. Among other things we show that
all gapped eigenstates have the Bethe Ansatz form, contrary to assertions in the literature1. The
simplest excitations in the upper Hubbard band are computed: we find an unusual dispersion close
to half-filling.
PACS 71.10.Fd 02.90.+p 71.30.+h 73.20.Dx
I. INTRODUCTION
In a recent article2 we have introduced a new approach to the derivation of the Bethe Ansatz equations of models
with bound states. By bound states we mean that the wave functions contain complex momenta kj which need to be
properly handled in the infinite volume limit. Our approach avoids postulating a ”string hypothesis” for the momenta
and allows a systematic and simple procedure to derive all eigenstates.
In our approach the Bethe Ansatz is formulated for bound states (and bound states of bound states). These
composites are formed on the infinite line and are incorporated systematically as building blocks of the wave functions
defined on a finite ring. The composites correspond to poles of the respective S-matrices thus guaranteeing their
stability under scattering with other particles. This necessitates the introduction of appropriate boundary conditions
- Composite Boundary Conditions (CBC) - which respect the construction and allow the formation of exact strings.
We conjecture that the CBC allow a symmetry - presumably Yangian - to be manifest already at finite volume, a
symmetry that is violated by the conventional Periodic Boundary Conditions, hence appearing in the latter case only
in the infinite volume limit. We shall refer to this approach as the Bethe Ansatz for Composites (BAC).
The approach is general and applies to any model where complex momenta appear: the Hubbard model, the t-
J model, the Anderson model and the multichannel Kondo model among many others. We shall discuss here the
Hubbard model in detail and leave the treatment of the other models for later.
The article is organized as follows:
In section II we present the model and construct the class of bound state solutions to the Schro¨dinger equation of
the model and show how to incorporate them as new ansatz functions besides the usual plane waves into the BA. We
introduce appropriate boundary conditions (the CBC) to define the model on a finite configuration space, and deduce
the BAC equations. A particular class of solutions of the BAC equations is found to underlie the η-pairing and the
charge SU(2) symmetry group. Next, we clarify the connection with Takahashi’s string hypothesis3, which, we argue,
leads to inconsistencies when finite volume corrections are taken into account.
In section III we study the bound state excitation spectrum both in the repulsive and attractive models. In the
repulsive case, holding the number of electrons fixed, we find a three parameter excitation, consisting of two gapless
holons (spinless, carrying charge -e) and a bound state residing in the upper Hubbard band (spinless, carrying charge
2e). The latter is in fact an anti-bound state, corresponding to the formation of a bound pair of electrons with positive
binding energy dressed by its interaction with the sea electrons. In the attractive case a dual picture emerges: it
corresponds to breaking one of the pairs forming the ground state. The resulting excitation consists of two gapless
(renormalized) electrons each carrying charge e and spin 1/2 and a gapped spinless excitation with charge -2e. The
gapped excitation is an independent mode only away from half-filling and we give numerical results for its dispersion.
In section IV we summarize our results. Appendix A contains a detailed demonstration of the stability of the
two-particle bound state in the presence of other particles with composite boundary conditions.
1
II. DERIVATION OF THE BAC EQUATIONS
The one-dimensional Hubbard hamiltonian is given by
H =
∞∑
i=−∞
−t(ψ†σ,i+1ψσ,i + h.c.) + Un↑,in↓,i. (1)
The hamiltonian was diagonalized by Lieb and Wu4 in the sector with N particles on a finite ring of length L, with
periodic boundary conditions (PBC) imposed on the wavefunction of the N electrons,
F (x1, . . . , xi, . . . , xN ) = F (x1, . . . , xi + L, . . . , xN ) ∀ i. (2)
The resulting eigenfunction is parameterized, for total spin S = 12 (N−2M), by N momenta kj andM spin rapidities
λγ , satisfying the BA equations
4,5,
eikjL =
M∏
δ=1
λδ − sin kj − i
u
4
λδ − sin kj + i
u
4
(3)
M∏
δ 6=γ
λγ − λδ − i
u
2
λγ − λδ + i
u
2
=
N∏
j=1
λγ − sin kj − i
u
4
λγ − sin kj + i
u
4
(4)
where u = U/t.
The energy and momentum of the state are then given by
E = −2t
∑
j
cos kj P =
∑
j
kj .
The eigenstates of the hamiltonian correspond to the various solutions of eqns (3,4). Real as well as complex solutions
need to be considered to obtain a complete spectrum of states.
We shall argue, however, that complex spin rapidities {λγ} and complex charge momenta {kj} have a different
character although both of them were treated in much the same way in the literature. The former type is associated
with the spin degrees of freedom and describes kink/anti-kink bound states. As such they are a many-body phe-
nomenon and make their appearance through complex conjugate solutions of the BA equations for spin rapidities.
The existence of these solutions is postulated in the λ string-hypothesis about the form of the BA solutions for large
number of particles N . Although very plausible, this hypothesis remains unproven up to now6.
The latter type - on which we concentrate in this article - is associated with the charge degrees of freedom. In
analogy to the spin sector, they were assumed to correspond to complex conjugate solutions of the Lieb - Wu equations
for charge rapidities. We will show that they have to be treated differently because they are not due to a many-body
effect but can be identified with the elementary bound states of the hamiltonian, present already in the few-particle
sector. They have to be incorporated into the Bethe ansatz ab initio and lead to a set of BA equations, which we call
the Bethe ansatz for composites (BAC).
The charge complex momenta were also conjectured to form strings, the so called k− Λ strings, and Bethe-Ansatz
equations were derived based on this hypothesis3. In the thermodynamic limit the BAC equations turn out to be
equivalent with those derived using the string-hypothesis for the charge rapidities. This finding does not constitute,
however, a proof of the string-hypothesis for a finite system. On the contrary, we shall argue in section II D. that
the string-hypothesis for charge bound states leads to an over-constrained set of equations, which has in general no
solutions for sufficiently large but finite system size L.
We begin by discussing the two string hypotheses separately. To introduce ”λ - strings” one assumes complex-
conjugate pairs of rapidities λ± = λ0 ± iχ, and introducing them into eq (4) one concludes,
χ =
u
4
+O(e−κN ) (5)
with κ > 0. More generally, m spin rapidities λj are grouped together to form a λ-string of length m:
λj = λ0 + i(m+ 1− 2j)
u
4
j = 1 . . .m. (6)
2
The solutions with complex λ to the BA equations are driven to the string position (6) in the limit N → ∞,
corresponding to a many particle effect.
The standard classification emerges in terms of spinons - chargeless spin-1/2 - objects. The ground state is a
singlet, S = 0, described by a solution with M = N/2 real λ rapidities. The simplest spin excitation corresponds to
M = N/2 − 1 rapidities, hence S = 1. It is found to be a two parameter state and can be interpreted naturally as
a symmetric combination of two elementary excitations, each carrying spin 1/2, the spinon states. To confirm this
picture one needs to show that there is also a state with the spinons combined antisymmetrically to form an excited
singlet. This can be done by introducing a λ-string of length 2 so that again M = N/2 corresponding to a singlet,
S = 0. This structure of excitations is universal to SU(2) invariant models. It was first observed in the Gross-Neveu
model7, and subsequently rediscovered in several other models: in the Kondo model9, the Heisenberg model10, the
Hubbard model11 or the t-J model12. Also the spinon - spinon S-matrix, when expressed in terms of rapidities, is
identical in these models, and was originally calculated from the Bethe Ansatz in [ 8]. The fact that quantities such
as the quantum numbers of the spinons and their scattering phase shifts are the same in the different models is due
to the circumstance that in all of them the interaction has the form of a spin exchange. Thus the spin sector of the
various models obeys the same BA equations up to shifts specific to each. As phase shifts and quantum numbers are
deduced from simple counting arguments that are independent of those shifts they are identical in spite of a wide
variation in dynamics, see [ 5] for a detailed discussion.
In addition to these spin strings the standard approach assumes “k − Λ strings”, which should describe the charge
bound states3. In the simplest case one assumes two complex momenta k± are grouped together with a certain spin
rapidity Λ from the set of the λγ :
sin k± = Λ∓ i
u
4
+O(e−
|u|
4 L), (7)
which one proceeds to insert into the Lieb - Wu equations. This procedure is assumed to hold for k − Λ strings of
any length.
We shall argue in what follows that this approach is flawed (a brief account was given in [ 2]) and will introduce
in its place the BAC approach, which does not rely on a string-hypothesis. We shall argue later that solutions of
type (7) do not exist for finite L. This is due to the fact that the elementary bound states of (1), to be constructed
below, cannot be defined with periodic boundary conditions in the presence of unbound electrons. Therefore, such
states - expected to exist in the infinite volume limit - cannot be obtained from finite volume considerations. To
obtain a consistent solution at finite volume we need to treat the bound states on an equal footing with the plane
wave (scattering) states in the Bethe ansatz, rather than trying to recover them as special solutions, “k−Λ strings”,
of the Lieb-Wu equations, which were derived from a Bethe ansatz based on plane waves.
It is amusing to note that already the expression (7) hints that it should not be treated, as is conventionally done,
on par with the spin strings. In contrast to the latter the k − Λ strings are driven to their asymptotic form in the
limit L→∞, i.e. in the infinite volume limit without the need for N to be large as well. This suggests that they are
not due to a many-body correlation effect as the spin strings (6) and should therefore exist already in the two-particle
sector of the Hilbert space.
We proceed now to explain our approach in detail.
A. Elementary bound states and their boundary conditions
The Schroedinger equation of the Hubbard model for N particles reads,
N∑
i
Fa1...aN (n1, . . . , ni − 1, . . . , nN) + Fa1...aN (n1, . . . , ni + 1, . . . , nN) (8)
+U
N∑
i<j
δninj F a1...aN (n1, . . . , nN ) = EFa1...aN (n1, . . . , nN ).
The solution of (8) in the two particle sector consists of:
(i) combination of plane waves Fa1a2(n1, n2) = Aa1a2e
i(k1n1+k2n2) describing unbound particles. These states exist on
the infinite line as well as on a finite ring of length L,
(ii) bound state solutions which take the following form on the infinite line:
3
F b(n1, n2) = A
s
a1a2e
iq(n1+n2)e−ξ(q)|n1−n2|. (9)
Here Asa1a2 denotes a spin singlet, i.e. A
s
a1a2 = −A
s
a2a1 . The parameters q and ξ are related by,
sinh ξ(q) = −
u
4 cos q
. (10)
The energy of the bound state is E(q) = −4t cos q cosh ξ and ξ ≥ 0. The last condition together with (10) sets a range
for q in the interval [−π, π]:
U > 0 : |q| ≥ pi2
U < 0 : |q| ≤ pi2 .
(11)
The signs of the energy depends directly on U : it is negative in the attractive case (U < 0) and positive in the repulsive
case. In the former case the real momentum q (which is half the quantum mechanical (or crystal) momentum: p = 2q)
lies near the center of the Brillouin zone and in the latter near the edges. Moreover there is a gap in the spectrum
E(q) = Ucotanhξ(q):
U > 0 : E(q) ≥ |U |
U < 0 : E(q) ≤ −|U |.
(12)
The limiting values ±|U | correspond to q → ±(π/2) from above or below according to the sign of U . In both cases
ξ(q) tends to infinity at these points. The state with q = π/2 (equivalent with q = −π/2) is strictly local - with a zero
width wave function both electrons being one on top of the other. The wave function of the local pair is characterized
by the crystal momentum p = π and energy E = U . This local bound state is the only eigenstate of (1), which exists
also on a finite ring with even number of lattice sites and plays an important role for the SU(2)charge symmetry, see
below.
The bound-state solution (9) corresponds, as it should, to a pole of the appropriate S-matrix (or a zero in its
inverse). We proceed to make it manifest.
The scattering matrix between two unbound electrons,
Sij(ki, kj) =
sinki − sinkj + i
u
2Pij
sin ki − sinkj + i
u
2
, (13)
is used to construct the conventional scattering solution,
F (n1, n2) = Ae
i(k1n1+k2n2)(Aa1a2Θ(n2 − n1) + [S12A]a1a2Θ(n1 − n2)) (14)
where A denotes the antisymmetrizer and the momenta are real.
To cast expression (9) into this form, rewrite it as,
Asa1a2e
i(q−iξ)n1ei(q+iξ)n2Θ(n2 − n1) +A
s
a1a2e
i(q−iξ)n2ei(q+iξ)n1Θ(n1 − n2), (15)
which is of the form (14) if we identify: k1 = k
− = q− iξ and k2 = k
+ = q+ iξ, provided [S12A
s]a1a2 = 0. Using now
the bound state condition (10), we find, sin k± = sin q cosh ξ ± i cos q sinh ξ = sin q cosh ξ ∓ iu4 ≡ φ(q) ∓ i
u
4 . We have
used the following notation:
φ(q) = ℜ(sin k±) = sin q
(
1 +
u2
16 cos2 q
)1/2
. (16)
Thus, inserting these values into eq.(13) we have,
S12(k
−, k+) =
1
2
(1+ P12). (17)
Observe that S12 vanishes indeed for the singlet (P12 = −1): [S12A
s]a1a2 = 0, while, S21 = S
−1
12 = S12(k
+, k−), is in
turn undefined13: the complex momentum satisfying the bound state condition (10) is placed on the pole – a standard
result of scattering theory.
Hence (14) gives correctly the wavefunction (9) after antisymmetrization as the amplitude eξx which diverges in
interval x > 0 is projected out:
4
F (n1, n2) = Ae
i(q−iξ)n1ei(q+iξ)n2Asa1a2Θ(n2 − n1) = A
s
a1a2e
iq(n1+n2)e−ξ|n1−n2|. (18)
We conclude that the bound state can be written in the usual Bethe ansatz form (14) if we allow for singular S-matrices
like (17).
If we seek an analogue of this bound state solution in the framework of PBC we find that the momentum is not
placed at the pole of the S-matrix. Assume two electrons on the ring with L sites. Let us consider a singlet wave
function in the two-particle sector, N = 2, and S = 0, (i.e. M = 1). The equations (3,4) read,
eikjL =
λ− sin kj − i
u
4
λ− sin kj + i
u
4
, j = 1, 2 (19)
1 =
2∏
j=1
λ− sinkj − i
u
4
λ− sinkj + i
u
4
. (20)
Now we look for solutions of (19,20) with complex kj , of the form k1,2 = q ± iξ. Inserting into the equations we find
that the spinon parameter λ is given by λ = φ(q) and ξ satisfies the following equation
e−2ξL =
(
cos q sinh ξ + u4
cos q sinh ξ − u4
)2
, (21)
which means,
| cos q| sinh ξ −
|u|
4
∼ e−ξL (22)
for finite L. It follows that the bound state momentum in a finite system with PBC according to the Lieb-Wu
equations deviates from the pole in the corresponding S-matrix by a term of order e−ξL. This makes S12 regular and
leads to a F (n1, n2) periodic in each variable separately, because in each sector of configuration space there is also
an amplitude with the exponentially diverging solution. These amplitudes are forbidden only for L → ∞. The fact,
that the bound state parameter does not satisfy the pole condition (10) for finite L renders the bound state unstable
when scattered on additional particles14. To avoid this problem, we have to introduce boundary conditions, which
allow the state (9) to exist in a finite system. This is done in the next section.
B. The Composite Boundary Conditions (CBC) and the Bethe Ansatz for Composites (BAC)
We proceed to introduce boundary conditions which allow us to incorporate bound-states consistently, bypassing
the unsatisfactory “string hypothesis”. We shall show that the Composite Boundary Conditions (i) define a complete
Hilbert space spanned by 4L states for finite volume L, (ii) lead in in the infinite volume limit to the conventional
quantization of the infinite line, (iii) respect the formation of the bound states. We conjecture that they allow, already
for finite volume, a symmetry expected to hold only in the infinite volume limit. The presence of this symmetry may
underlie the exact form of our Bethe Ansatz equations.
To impose a boundary condition on particle j we have to find a path in configuration space leading from region
xj < x1 < x2 . . . < xN to region x1 < x2 . . . < xN < xj . If j belongs to a bound state, the corresponding product of
S-matrices is necessarily singular. We can avoid the singularity by taking the two members j− and j+ simultaneously
around the ring of circumference L, by imposing the following modified boundary condition for bound states,
F (x1 . . . , xj− , . . . , xj+ , . . . xN ) = F (x1 . . . , xj− + L, . . . , xj+ + L, . . . xN ) (23)
corresponding to periodicity of the center of mass coordinate. For unbound particles we retain conventional periodicity.
Two new nonsingular S-matrices arise. The S-matrix of a bound pair with an unbound particle, Subi(j−j+), and the
S-matrix, Sbb(i−i+)(j−j+), between two bound pairs. These are in addition to the usual S
uu
ij given by (13) valid for both
ki and kj real.
The factorization property of the S-matrices (13) makes the following construction possible: Because of the validity
of the Yang Baxter relation it is sufficient to consider only amplitudes in which the two members of the bound pair,
with momenta k± = q ± iξ, are neighbors. Obviously the scattering matrix of the pair off an unbound particle with
momentum k is,
5
Sub1(23) = S
uu
13 (k, k
+)Suu12 (k, k
−), (24)
and we find (see appendix A),
Sub1(23)(k, q) =
sink − φ(q)− iu4
sink − φ(q) + iu4
. (25)
Sub is a scalar in spin-space, and acts as a pure (momentum dependent) phase shift on the wavefunctions. The bound
state is stable, its internal wavefunction in is not affected by the scattering with the unbound particle. In other words,
it couples directly only to the charge degrees of freedom via the phase-shift (25). In an analogous way we derive
Sbb(12)(34)(qa, qb) by using,
Sbb(12)(34) = S
ub
1(34)(k
−
a , qb)S
ub
2(34)(k
+
a , qb) (26)
with the result
Sbb(12)(34)(qa, qb) =
φ(qa)− φ(qb)− i
u
2
φ(qa)− φ(qb) + i
u
2
. (27)
We proceed now to derive the Bethe-Ansatz equations. As Sub and Sbb commute with each other and all the Suu’s
they do not enter the self consistency BA equations (4). This fact is responsible for the (partial) decoupling of the
bound states from the free particles which are correlated via the spinon parameters λγ . Assume N = N
u + 2N b
electrons, where 2N b particles are in bound states characterized by momenta ql, l = 1 . . .N
b and Nu particles are
in plane wave states given by momenta kj , j = 1 . . .N
u. The total spin S is given by S = 12 (N
u − 2M), where M
denotes the number of spin-lowering operators in the algebraic Bethe ansatz.
One proceeds to construct the Z-matrix which takes a particle or a bound pair around the ring L. For a particle j
in an unbound state it takes the form,
Zj = S
uu
1j . . . S
uu
NujS
ub
1j . . . S
ub
Nbj (28)
with eigenvalue zj = e
ikjL. The last N b S-matrices are phases. Diagonalizing Zj is a standard procedure and we find
the BA equations,
eikjL =
M∏
δ=1
λδ − sin kj − i
u
4
λδ − sin kj + i
u
4
Nb∏
l=1
φ(ql)− sin kj − i
u
4
φ(ql)− sin kj + i
u
4
(29)
M∏
δ 6=γ
λγ − λδ − i
u
2
λγ − λδ + i
u
2
=
Nu∏
j=1
λγ − sinkj − i
u
4
λγ − sinkj + i
u
4
(30)
Similarly the Z-matrix for a bound pair determines its momentum, ql, and is given by,
Z(ij) = S
ub
1(ij) . . . S
ub
Nu(ij)S
bb
(r−1 ,r
+
1 )(ij)
. . . Sbb
(r−
Nb
,r+
Nb
)(ij)
(31)
with eigenvalue z(ij) = e
2iqlL. The resulting BA equations read,
e2iqlL =
Nu∏
j=1
sin kj − φ(ql)− i
u
4
sin kj − φ(ql) + i
u
4
Nb∏
n6=l
φ(qn)− φ(ql)− i
u
2
φ(qn)− φ(ql) + i
u
2
(32)
The equations (29,30,32) replace the set (3,4) in the presence of two-particle bound states. These bound states,
however, are not the only multi-particle complexes which are allowed by the hamiltonian. We can infer the existence
of higher composites by looking for zeros and poles of the S-matrix for two two-particle bound states (27). The zero
of the bound - state S-matrix, (27), is at, φ(qa)−φ(qb) = i
u
2 , corresponding to complex q’s. Choosing φ
2
1,2 = φ
2
0± i
u
4 ,
we find the four momenta of this “double” bound state, the so-called quartet5,
6
sin k21 = φ
2
1 + i
u
4
sin k22 = φ
2
1 − i
u
4
sin k23 = φ
2
2 + i
u
4
sin k24 = φ
2
2 − i
u
4
. (33)
In other words,
k21 = π − arcsin(φ
2
0 + i
u
2
)
k22 = arcsin(φ
2
0)
k23 = π − arcsin(φ
2
0)
k24 = π − arcsin(φ
2
0 − i
u
2
). (34)
Again we can derive the S-matrix of this state with the unbound and the simple bound state. The latter follows from
the former upon application of a relation similar to (26). We find
S
u(bb)
kφ20
=
sin k − φ20 − i
u
2
sin k − φ20 + i
u
2
(35)
In general there are bound complexes of 2m electrons, (m-complexes), corresponding to a pole in the S-matrix of a
(m − 1)-complex with a simple bound pair, (a 1-complex). They are parameterized by m complex numbers {φmj ,
j = 1 . . .m} in the complex plane:
φmj = φ
m
0 + (m+ 1− 2j)i
u
4
(36)
corresponding to 2m complex momenta,
km1 = π − arcsin(φ
m
0 + im
u
4
)
km2 = arcsin(φ
m
0 + i(m− 2)
u
4
)
km3 = π − arcsin(φ
m
0 + i(m− 2)
u
4
)
... (37)
km2m−1 = π − arcsin(φ
2
0 − i(m− 2)
u
4
)
km2m = π − arcsin(φ
2
0 − i(m)
u
4
)
In fact, these correspond to the bound complexes conjectured by Takahashi3.
We proceed along the same lines as before: The S-matrix of an m-complex with an unbound particle is,
S
u(m)
kφm0
=
sink − φm0 − im
u
4
sink − φm0 + im
u
4
(38)
allowing us to derive the S-matrix of an m-complex with an n-complex:
S
(m)(n)
φn0 ,φ
m
0
=
φm0 − φ
n
0 − |n−m|i
u
4
φm0 − φ
n
0 + |n−m|i
u
4
φm0 − φ
n
0 − (n+m)i
u
4
φm0 − φ
n
0 + (n+m)i
u
4
min(m,n)−1∏
l=1
(
φm0 − φ
n
0 − (|n−m|+ 2l)i
u
4
φm0 − φ
n
0 + (|n−m|+ 2l)i
u
4
)2
. (39)
If we impose the composite boundary condition on the m-complexes,
F (x1 . . . , x
(m)
1 , . . . , x
(m)
2m , . . . xN ) = F (x1 . . . , x
(m)
1 + L, . . . , x
(m)
2m + L, . . . xN ) (40)
7
where the {x
(m)
i } are the coordinates of the members of the m-complex, we are led immediately to the corresponding
eigenvalue of the m-complex transfer matrix, (recall, all bound states are spin singlets):
exp(iL
∑
l
kml ) = exp(iL[−2ℜarcsin(φ0 +mi
u
4
) + (m+ 1)π]) ≡ eiq
m(φ0)L. (41)
In this way we get the full BAC equations, a generalization of (29,30,32):
eikjL =
M∏
δ=1
λδ − sin kj − i
u
4
λδ − sin kj + i
u
4
∏
(a,n)
S
(n)u
φ
(a,n)
0 ,kj
(42)
M∏
δ 6=γ
λγ − λδ − i
u
2
λγ − λδ + i
u
2
=
Nu∏
j=1
λγ − sinkj − i
u
4
λγ − sinkj + i
u
4
(43)
eiq
m(φ
(b,m)
0 )L =
∏
(a,n) 6=(b,m)
S
(n)(m)
φ
(a,n)
0 ,φ
(b,m)
0
Nu∏
j
S
u(m)
kjφ
(b,m)
0
(44)
where the index (a, n) runs over the set of all n-complexes present. These equations were also derived by Takahashi
in [ 3], within the framework the k − Λ string hypothesis. His procedure, however, involves discarding finite volume
corrections in equations written for finite volume. Our derivation makes no use of this hypothesis as all charge bound
states are consistently incorporated ab initio.
To discuss the nature of the eigenstates and count them it is convenient to consider (44) in a logarithmic form,
qm(φ
(b,m)
0 )L =
∑
(a,n) 6=(b,m)
Θnm
(
φ
(b,m)
0 − φ
(a,n)
0
)
− 2πJbm (45)
where,
Θnm(x) = θ
(
x
|n−m|
)
+ 2θ
(
x
|n−m|+ 2
)
+ . . . 2θ
(
x
|n−m| − 2
)
+ θ
(
x
n+m
)
n 6= m
= 2θ
(x
2
)
+ 2θ
(x
4
)
+ . . . 2θ
(
x
2n− 2
)
+ θ
( x
2n
)
n = m
with θ(x) = −2 tan−1(x 4u ).
Each allowed choice of quantum numbers {Jbm} uniquely labels the eigenstate, and the allowed ranges can be
deduced3 from eqn(45), (a derivation for the case m = 1 is given in the next section),
|Jbm| <
1
2
(L−Nu −
∑
n>0
tnmMn). (46)
Here Mn denote the number of n-complexes, tnm is defined as tnm = 2min(n,m) − δnm. These equations are the
starting point for counting the number of states of the model.
We end this subsection by showing that the dimensions of the Hilbert spaces for CBC and PBC are the same. The
dimension of the Hilbert space with CBC is larger or equal to the dimension of the space with PBC:
dim HCBC ≥ dim HPBC (47)
as each vector in HPBC lies also in HCBC . On the other hand, there is a one-to-one relation between states in HCBC ,
not satisfying PBC and states in HPBC . If one writes a vector in HCBC as function of the center-of-mass and relative
coordinates
F (x1, . . . , xN ) = F (Xc.m., xi − xj)
one has the injective mapping Φ(F ) onto HPBC :
Φ(F ) = F (Xc.m., [xi − xj ] mod L) (48)
because the value of the wavefunction F (x1, . . . , xN ) outside the interval |xi−xj | < L/2 is completely determined by
its value inside. It follows
dim HCBC = dim HPBC (49)
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C. Global Symmetries and the Bethe-Ansatz nature of all Eigenstates
We begin by considering the global symmetries of the model whose eigenvalues (partially) label the eigenstates.
We shall show, among other things, that all the eigenstates of the model are of the Bethe Ansatz form. This is in
contrast to claims by Eßler, Korepin and Schoutens1 that only the highest weight states have the Bethe Ansatz form
while the rest cannot be represented this way.
First, we have the spin SU(2)-symmetry, with
Sˆz =
1
2
∑
i
n↑,i − n↓,i, Sˆ
− =
∑
i
ψ†↓,iψ↑,i, Sˆ
+ =
∑
i
ψ†↑,iψ↓,i
The spin operators commute with the particle number operator, Nˆ =
∑
i n↑,i + n↓,i, and the application of the
spin-lowering operator Sˆ− does not lead to a change in particle number.
The spin highest weight state |S = Sz = (1/2)(N − 2M)〉 is defined by a solution {λγ , γ = 1 . . .M}, all λγ
finite. To obtain another member of the multiplet consider the solution with M + 1 spin rapidities {λ1 . . . λM , λ0}
and λ0 =∞. It formally satisfies (42,43), and corresponds to the state obtained from {λ1 . . . λM} by an application
of Sˆ−, since B(λ) → Sˆ−/λ, when λ → ∞, in the framework of the algebraic Bethe ansatz. Repeated application of
Sˆ− will generate the whole SU(2)spin multiplet from {λγ}, which consists of 2S + 1 states, i.e. we will find a zero
wavefunction for more than 2S spin rapidities equal to infinity. A consistent way of defining this process is provided
by considering an anisotropic version of the spin sector. New complex roots, denote them as λ− – roots, are generated
with π/γ as their imaginary part, where γ is the anisotropy parameter. When γ → 0 isotropy is regained and the λ−
– roots are sent to infinity in a controllable way, generating the Bethe Ansatz states that complete the multiplet19,20.
An even simpler argument holds in the case of the charge SU(2) symmetry. It is defined on a ring with L sites (L
even), as follows16,17,
ηz =
1
2
(L− Nˆ), η+ =
∑
j
(−1)jψ†j↑ψ
†
j↓, η
− =
∑
j
(−1)jψj↓ψj↑. (50)
The algebra is consistent with the CBC since the η± operators create (destroy) local pairs - see below. The
symmetry is manifest when one adds a chemical potential term with µ = −U/2 to the hamiltonian:
Hh.f. =
∞∑
i=−∞
−t(ψ†σ,i+1ψσ,i + h.c.) + Un↑,in↓,i −
U
2
Nˆ (51)
This choice of µ corresponds to a half-filled system in the grand canonical formalism. We have
[Hh.f., η
±] = 0 [Nˆ , η±] = ±2η± (52)
Clearly, the symmetry generators η± mix sectors with different particle number.
In terms of the BAC equations the η-symmetry has a simple explanation: Consider a given eigenstate of H , say
|ψ〉 = |ψ({λγ}, {kj}, {ql})〉 with N particles characterized by unbound momenta {kj} and bound momenta {ql}, as
well as spin content given by {λγ}. Acting with the operator η
+ adds to it a bound pair with q = π/2 and crystal
momentum p = π:
η+|ψ({λγ}, {kj}, {ql})〉 = |ψ
′({λγ}, {kj}, {ql, π/2})〉. (53)
(We have assumed ql 6= π/2, ∀l). Note that for a finite system, namely with CBC for L <∞, the state with q = π/2
exists for even L. The state |ψ′〉 is again an eigenstate of H , because the S-matrix between the bound pair with
q = π/2 and all other complexes is the identity (total transmission), – see (38), (39) and recall: φ(π/2) = ∞. The
state |ψ′〉 has then N ′ = N + 2 particles and its energy is
H |ψ′〉 = [E(ψ) + U ]|ψ′〉 (54)
since adding a bound pair at the edge, q = π/2, corresponds to ∆E = U , see eqn (12) and subsequent discussion.
Thus,
Hh.f.|ψ
′〉 = Eh.f.(ψ)|ψ
′〉. (55)
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|ψ′〉 is degenerate with |ψ〉 and the symmetry is manifest. We now proceed to add several pairs with q = π/2 to the
state |ψ〉. These states have zero width - ξ(±π/2) =∞ - and they behave as hard-core bosons: The S-matrix among
themselves is S = −1, corresponding to total reflection. The maximal number of applications of η+ to |ψ〉 is restricted
to L − N , the number of available lattice sites. Here N includes bound as well as unbound states - the former with
q 6= ±π/2 and thus ξ 6=∞, giving them a finite spread. For more than L−N applications of η+ the state is annihilated
due to the Pauli principle. The total number of states degenerate under the η-symmetry is therefore L−N +1. This
degeneracy coincides with the dimension of the SU(2)charge multiplet for Scharge = Sz,charge =
1
2 (L − N), which is
the eigenvalue of ηz applied to |ψ〉. It follows that the Bethe state |ψ〉 is a lowest weight state of this symmetry, and
all members of the multiplet have the appropriate Bethe Ansatz form21.
Actually, our construction goes further. We see from (54), that the η-symmetry can be used to group the eigenstates
of H into multiplets even away from half-filling when the SU(2)charge symmetry is explicitly broken: The energies of
the L−N + 1 states in the multiplet are equally spaced with Ei+1 − Ei = U − 2µ.
D. Periodic Boundary Conditions (PBC), and Takahashi’s conjecture
In this section we shall discuss the approach to the bound states within the usual scheme - imposing periodic
boundary conditions.
Defining the system on a finite ring L and imposing PBC (a multi-torus geometry) we have seen above that the
parameters q and ξ of a normalizable eigenstate of H in the two-particle sector deviate from the pole (given by eq.
(10)) in the scattering matrix by a term of order e−
|u|
4 L:
| cos q| sinh ξ −
|u|
4
∼ e−ξL ∼ e−
|u|
4 L for |q| resp. |q − π| ≪ π/2. (56)
This deviation is responsible for the instability of this state when a third particle is added with real momentum
k14. The S-matrix Sub is no longer a pure phase, and alters the spin structure of the bound state. There is a finite
(although exponentially small) probability for the bound state to switch from the spin singlet to the spin triplet state
upon passing through the third particle. As the wavefunction has to be antisymmetric in configuration space, we
have an anti-bound state which cannot satisfy periodic boundary conditions and is clearly forbidden in the infinite
volume limit. That means that PBC contradict the local properties of the interaction encoded in the pole structure
of the S-matrix, while the CBC are consistent with it. The coordinate space of the system with the CBC is not a
multi-torus, but has a more complicated topological structure which, however, turns into the infinite line for L→∞
as does the geometry of PBC.
One might still look for the analogues of the normalizable two-particle state (and higher composites) on a finite
ring with PBC - solutions to the Lieb-Wu equations (3,4) with complex momenta. It is clear that some of the states
must contain complex momenta because otherwise the subspace containing doubly occupied sites would be projected
out in the U →∞ limit11.
Takahashi’s k − Λ string hypothesis3 assumes that the states containing complex momenta are of the special form
(7) for large L, i.e. they become elementary bound states for infinite volume. Therefore, using the string hypothesis
one obtains BA equations similar to those for CBC (42,43,44), but containing correction terms. In fact, if one drops
the corrections ∼ e−
|u|
4 L then Takahashi’s equations do not describe PBC but instead CBC for finite L. The proof of
completeness of the Bethe ansatz solutions given in [ 18] uses Takahashi’s equations for finite L and counts not the
number of states on a finite ring for which they are approximate but on the CBC geometry, where these equations
become exact. But is Takahashi’s hypothesis correct for PBC and finite L when the terms proportional to e−
|u|
4 L do
not vanish?
We argue now, by examining the consequences of this assumption, that this is not the case and the complete
spectrum for PBC is (in general) not given by k − Λ string solutions to (3,4).
We begin by reviewing Takahashi’s approach in a simple case with no spin-strings or higher composites present. We
assume Ne electrons 2N b of them carrying complex momenta k±l = ql ± iξl. In addition we assume M = N
b +Mu
real spin rapidities {Λl, λγ ; l = 1 . . .N
b; γ = 1 . . .Mu }, N b of them, {Λl}, associated with the complex momenta
as follows,
sin k±l ≡ φ(ql)∓ iχl = Λl ∓ i
u
4
+O(e−ξlL). (57)
Plugging this form into (3,4) one finds,
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eikjL =
Mu∏
δ=1
λγ − sin kj − i
u
4
λγ − sin kj + i
u
4
Nb∏
l=1
Λl − sin kj − i
u
4
Λl − sin kj + i
u
4
(58)
Mu∏
δ 6=γ
λγ − λδ − i
u
2
λγ − λδ + i
u
2
=
Nu∏
j=1
λγ − sin kj − i
u
4
λγ − sin kj + i
u
4
(1 + Eγ) (59)
Mu∏
δ=1
Λl − λδ − i
u
2
Λl − λδ + i
u
2
=
Nu∏
j=1
Λl − sin kj − i
u
4
Λl − sin kj + i
u
4
(eiψl + El) (60)
e2iqlL =
Mu∏
γ=1
λγ − Λl − i
u
2
λγ − Λl + i
u
2
Nb∏
n6=l
Λn − Λl − i
u
2
Λn − Λl + i
u
2
(eiψl + El). (61)
Here {E} denote terms of order e−κL, with κ ≥ |u4 |. The phase e
iψl is defined as
eiψl = −
Λl − sin k
+
l − i
u
4
Λl − sin k
−
l + i
u
4
. (62)
Now the set (58 - 61) consists of Nu +Mu + 2N b coupled algebraic equations for the variables {kj, λγ , ql,Λl}, i.e.
the number of variables coincides with the number of equations22. But in the L → ∞ limit, Λl is not independent
from ql, because of (57): The Λl should be eliminated from the set together with the N
b parameters ψl, which do
not describe physical properties of the state. Takahashi did this by substituting eq. (60) into (61) after dropping the
E-terms. The resulting equations are the set (29,30,32). It is clearly consistent, as it can be derived using BAC. The
question arises whether the finite size correction terms in (58 - 61) can spoil the consistency for finite L. We proceed
now to show that this is the case in general.
Let us assume there is a consistent solution {kj(L), λγ(L), ql(L),Λl(L), ψl(L)} of (58 - 61) for arbitrary (large) L.
We define the set {k0j (L), q
0
l (L), λ
0
γ(L),Λ
0
l (L) = φ(q
0
l (L)), ψ
0
l (L)} as the solution of the zeroth order (in E) terms of
(58 - 61):
eik
0
jL =
Mu∏
δ=1
λ0γ − sin k
0
j − i
u
4
λ0γ − sin k
0
j + i
u
4
Nb∏
l=1
φ(q0l )− sin k
0
j − i
u
4
φ(q0l )− sin k
0
j + i
u
4
(63)
Mu∏
δ 6=γ
λ0γ − λ
0
δ − i
u
2
λ0γ − λ
0
δ + i
u
2
=
Nu∏
j=1
λ0γ − sin k
0
j − i
u
4
λ0γ − sin k
0
j + i
u
4
(64)
Mu∏
δ=1
φ(q0l )− λ
0
δ − i
u
2
φ(q0l )− λ
0
δ + i
u
2
=
Nu∏
j=1
φ(q0l )− sin k
0
j − i
u
4
φ(q0l )− sin k
0
j + i
u
4
eiψ
0
l (65)
e2iq
0L =
Mu∏
γ=1
λ0γ − φ(q
0
l )− i
u
2
λ0γ − φ(q
0
l ) + i
u
2
Nb∏
n6=l
φ(q0n)− φ(q
0
l )− i
u
2
φ(q0n)− φ(q
0
l ) + i
u
2
eiψ
0
l . (66)
The set (63 - 66) contains again the same number of unknowns as equations and should give the same solutions
as (29,30,32) for the parameters {k0j}, {λ
0
γ}, {q
0
l }. In addition it determines the phases e
iψ0l . Because we dropped
only the exponentially small correction terms E , the set {k0j , λ
0
γ , q
0
l ,Λ
0
l = φ(q
0
l )} deviates from {kj , λγ , ql,Λl} only in
quantities of order E . Especially, if we choose an arbitrary l and define ǫl = e
−ξlL, we can write
kj(L) = k
0
j (L) + k
(1)
j (L)ǫl
λg(L) = λ
0
g(L) + λ
(1)
g (L)ǫl
ql(L) = q
0
l (L) + q
(1)
l (L)ǫl (67)
Λl(L) = φ(q
0
l (L)) + Λ
(1)
l (L)ǫl
χl(L) =
u
4
+ χ
(1)
l (L)ǫl.
We will now show that the coefficient Λ
(1)
l in (67) is determined through two independent equations, leading to an
over-constraint.
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One set of equations to determine Λ
(1)
l is obtained as follows: dividing (3) for k
+
l with (3) for k
−
l we get the following
equation:
e−2ξlL =
(Λl − φ(ql))
2 + (ξl −
u
4 )
2
(Λl − φ(ql))2 + (ξl +
u
4 )
2
Mu∏
γ
(λγ − φ(ql))
2 + (ξl −
u
4 )
2
(λγ − φ(ql))2 + (ξl +
u
4 )
2
Nb∏
n6=l
(Λn − φ(ql))
2 + (ξl −
u
4 )
2
(Λn − φ(ql))2 + (ξl +
u
4 )
2
. (68)
which leads to,
1 =
4
u2

1−
[
eiψ
0
l − 1
eiψ
0
l + 1
]2 (χ(1)l )2f({λ0γ , q0n}) (69)
with f some function of {λ0γ , q
0
n}. This equation determines χ
(1)
l as function of the zeroth order variables {λ
0
γ , q
0
n, ψ
0
l },
therefore also the coefficient Λ
(1)
l in (67), (using (62)), up to terms which are by themselves exponentially small. On
the other hand, we obtain Λ
(1)
l directly from eq. (60), by looking at the ǫl-correction. These two determinations of
the coefficient Λ
(1)
l are independent, as the former is derived from (3) and the latter from (4). This indicates that the
set (58 - 61) is over-constrained in the first order finite volume correction to the thermodynamic limit. This effect can
be studied in the three particle case by an explicit construction of the BA wave function assuming the k − Λ string
hypothesis. An over-determination of the parameters in expressions of order E is found14. We conclude that the k−Λ
string hypothesis does not correspond to an actual solution of the BA equations for sufficiently large but finite L. The
spectrum of the model on a finite ring is not in analytic one-to-one correspondence with the spectrum on the infinite
line. On the other hand, the CBC - spectrum develops smoothly into the infinite volume limit, probably because it
already contains an additional symmetry. This symmetry is presumably destroyed by the PBC and appears in this
case only in the infinite volume limit.
Another way to observe the over-determination of (3,4) for finite volume is based on the algebraic Bethe ansatz.
We show that equations (60), which do not contain L explicitly, become redundant for L→∞, leading to superfluous
constraints on the parameters: assume a pair of complex conjugated momenta k+, k− related to the spin momentum Λ
by (7). An eigenstate of the corresponding inhomogeneous transfer matrix Z(µ) with (arbitrary) spectral parameter
µ then has the form (see e.g. [ 5]): |ψ〉 =
∏Mu
γ=1B(λγ)B(Λ)|ω〉 for total spin S =
1
2 (N
u − 2Mu), where the Mu
creation operators B(λγ), acting on the ferromagnetic vacuum |ω〉, create M
u ↓-spins, and B(Λ) creates the ↓-spin
of the bound state. By explicit calculation we find that B(Λ) acting on |ω〉 diverges as e
|u|
4 L for L → ∞, whereas
the B’s not associated with the complex pair do not diverge. Normalizing |ψ〉 by multiplication with e−
|u|
4 L yields
accordingly an exponential suppression of vectors of the form
∏
δ B(λδ)|ω〉 which do not contain B(Λ) among the
B(λδ). Now the equation (60) for Λ is necessary to cancel an “unwanted term” in the eigenvalue equation for |ψ〉:
(Z(µ)− E(µ))|ψ〉 =
Mu∑
γ
αγ
Mu∏
δ 6=γ
B(λδ)B(Λ)B(µ)|ω〉 + α0
Mu∏
γ
B(λγ)B(µ)|ω〉. (70)
It ensures, in particular, that α0 = 0. But, as argued previously, the vector
∏
γ B(λγ)B(µ)|ω〉 is projected out in
the infinite volume limit (exponentially suppressed for finite L), and therefore (60) is not necessary for |ψ〉 to be an
eigenvector of Z(µ) for L → ∞. That means that only a subset of all states allowed in the infinite volume can be
generated by the L→∞ limit of string solutions to (3,4) for finite L.
In conclusion we find that the k − Λ string hypothesis represents an over-constrained ansatz for solutions of BA
equations for periodic boundary conditions, having in general no solutions for large but finite volume L.
III. GAPPED EXCITATIONS
In this section we will compute the simplest gapped excitations above the ground state for the repulsive and the
attractive case. In the former case this amounts to the formation of a bound pair above the sea of unbound particles,
in the latter case one of the bound pairs forming the ground state is broken and the resulting excitation has nonzero
spin. Both excitations are characterized by a gap of order U and are accompanied, when the number of electrons is
held fixed, by two gapless excitations: two holons in repulsive or two dressed electrons in the attractive case.
The range of the gapped excitation momentum, pbs, depends on the filling n, −π(1− n) ≤ pbs ≤ π(1− n). At half
filling it becomes therefore a non dynamic mode. We present the dispersion of the gapped mode for various fillings
and interaction strengths.
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A. The repulsive case
A single bound pair above the ground state of the repulsive Hubbard model can be created without changing the
particle number N by placing two holes in the sea of the charge quantum numbers. Nu = N − 2 and M = N2 − 1 in
the notation given above. Equations (29,30,32) then read26,
Lkj = 2πnj +
M∑
δ=1
Θ1(sin kj − λδ) + Θ1(sin kj − φ(q)) (71)
N−2∑
j=1
Θ1(sin kj − λγ) =
M∑
δ=1
Θ2(λδ − λγ) + 2πIγ (72)
2qL =
N−2∑
j=1
Θ1(φ(q)− sin kj) + 2πJ (73)
where Θn(x) = θ(x/n). The range for the quantum numbers {nj} is: −N/2 ≤ nj ≤ N/2−1 forM = N/2−1 even and
−(N −1)/2 ≤ nj ≤ (N −1)/2 if M is odd. The {Iγ} range between −((N −2)−M −1)/2 and +((N −2)−M −1)/2.
The {nj} sequence contains two holes as the actual number of free k-momenta is N − 2. The {Iγ} sequence does
not contain holes in the absence of spin excitations. J , the quantum number associated with the bound state, is an
integer if N is even and a half-odd integer if N is odd. We assume N even in the following. To find the limiting
values for J , we consider the boundaries of the allowed range for q: π/2 < q < π, (resp. −π < q < −π/2). We may
treat the range for q as connected by shifting −π/2 to 3π/2. Setting q = π/2:
πL = 2πJ− − (N − 2)π (74)
as φ(π/2) =∞. For q = 3π/2 we have φ(q) = −∞. Thus,
3πL = 2πJ+ + (N − 2)π. (75)
Hence,
L−
N
2
> J >
N
2
(76)
At half-filling: (N/2) ≤ J ≤ (N/2), which leads to maximal restriction of the phase space for the bound state. In
the infinite volume limit which is treated here, the phase space for J vanishes at half-filling. Recall that this is the
case for spin singlet excitations where the string parameter is given in terms of the hole parameters5. The Lieb-Wu
equations studied in [ 11] lead to a similar rigid relation between q, k1 and k2, namely φ(q) =
1
2 (sin k1+sink2). While
this rigidity holds at half-filling it is physically meaningless, as the physical momentum pbs becomes independent of q
at this point (see below).
We proceed now in the usual manner15, using the notation of [ 5]. One introduces the functions {ρ(k), σ(λ)} to
describe the densities of the {k} and {λ} solutions respectively. The ground state densities {ρ0(k), σ0(λ)} are solutions
of the appropriate integral equations with no holes in the distribution of the kj , while the state under consideration
now is given in terms of{ρb(k), σb(λ)}. The integral equations for these densities read,
ρb(k) +
1
L
δ(k − k1)) +
1
L
δ(k − k2) =
1
2π
+ cos k
∫
dλσb(λ)K1(sin k − λ) +
1
L
cos kK1(sin k − φ(q)) (77)
σb(λ) =
∫ Q
−Q
dkρb(k)K1(sin k − λ)−
∫
dλ′σb(λ
′)K2(λ− λ
′) (78)
where k1, k2 denote the positions of the holes, and K1,K2 as well as R,K
Q (see below) are kernels of integral operators
defined as in [ 5]. The parameter Q defines the range of k and is given by,
13
∫ Q0
−Q0
dkρQ00 =
N
L∫ Q
−Q dkρ
Q = N−2L
(79)
it depends therefore implicitly on k1, k2 and q. The equation for q reads,
2q =
2π
L
J +
∫ Q
−Q
dkρ(k)Θ1(φ(q) − sin k). (80)
It is convenient to introduce ρ′1(k), σ1(λ),
ρ(k) = ρQ0 (k) +
1
Lρ
′
1(k)− δ(k − k1)− δ(k − k2)
σ(λ) = σ0(λ) +
1
Lσ1(λ)
(81)
these correspond to the density changes induced by the excitations with respect to the density ρQ0 . The Fourier
transform of the spin density σ1(λ) reads in terms of ρ
′
1(k),
σ˜1(p) =
1
2
∫ Q
Q
ρ′1(k)sech(
u
4
p)e−ip sin k −
1
2
sech(
u
4
p)[e−ip sin k1 + e−ip sin k2 ]. (82)
It is possible to split ρ′1(k) into three parts
ρ′1(k) = ρ
c
1(k, k1) + ρ
c
2(k, k2) + ρ
bs(k, q) (83)
such that
KQ[ρcj ](k) = − cosk
4
u
R
(
4
u
(sin k − sin kj)
)
(84)
for j = 1, 2 and
KQ[ρbs](k) = cos kK1(sin k − φ(q)) (85)
The excitation energy ∆E = E(Q)− E0(Q0) is defined via
E0(Q) = −2tL
∫Q
−Q dkρ
Q
0 (k) cos k
E(Q) = −2tL
∫Q
−Q dkρ(k) cos k
(86)
With the usual definition of the chemical potential µ
µ(Q) =
(
∂E0
∂N0
)
=
(
∂E0(Q)
∂Q
)(
∂N0(Q)
∂Q
)−1
(87)
and
N0(Q) = L
∫ Q
−Q
dkρQ0 (88)
It follows
∆E = −2t
∫ Q
−Q
dkρ′1 cos k + 2t[cosk1 + cos k2]− µ(Q0)
∫ Q
−Q
dkρ′1 (89)
µ is independent of k1, k2 and q and given by Coll’s formula
15:
−
µ(Q0)
2t
=
cos(Q0)−
∫ Q0
−Q0
dk cos kρc(k,Q0)
1−
∫ Q0
−Q0
dkρc(k,Q0)
(90)
The excitation energy is a sum of three parts
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∆E = Eh1 + E
h
2 + E
bs (91)
Each of them consists of a direct, a backflow and a ground state contribution:
Ehj (kj) = 2t cos kj − 2t
∫ Q
−Q
dkρc(k, kj) cos k − µ
∫ Q
−Q
dkρc(k, kj) (92)
The hole-energy goes to −µ for kj → Q. The bound state energy reads
Ebs(q) = −4t cos q cosh(ξ(q)) − 2t
∫ Q
−Q
dkρbs cos k − µ
∫ Q
−Q
dkρbs. (93)
We proceed to discuss the energy dispersion. We shall do it for any filling. Consider the half filled case: using the
identity −4t cos q cosh(ξ(q)) = U+2t
∫ pi
−pi dk cos
2 kK1(sin k−φ(q)) we see E
bs(q)−U vanishes identically at half-filling
and the dispersion of the excitation depends only on the hole part apart from the gap U .
Away from half-filling the bound state contribution becomes an independent excitation with its own dispersion.
The momentum has contributions from the holes and from the bound state, given by,
∆P = P − P0 = −p
h
1 − p
h
2 + p
bs. (94)
The hole-momenta 2piL nj read
phj =
∫ kj
0
dkρ0(k) (95)
(which leads to the identification of the point kj = ±Q with the charge Fermi-momentum ±kF = ±π(N/L)), while
for pbs we find
pbs(q) = 2q −
∫ Q
−Q
dkρ0(k)Θ1(φ(q)− sin k). (96)
As q runs over the allowed range π/2 < q < π (resp. −π < q < −π/2) , pbs varies between π + kF and 2π (resp.
−2π < pbs < −π− kF ). This corresponds to a symmetric band around zero between −|π− kF | and π− kF . It follows
that at half-filling pbs ≡ 0, i.e. the phase volume vanishes. The physical meaning of the shrinking to zero of parameter
range at half filling has a simple interpretation: the bound state has no room to propagate. Although the bound
state parameter q is fixed in this case, in terms of the hole parameters k1 and k2
11, this has no physical meaning:
Energy and momentum, the physical parameters of the excitation, are independent of the unphysical parameter q,
namely Ebs ≡ U and pbs ≡ 0. This redundancy of the parameter q at half-filling has led to some misconceptions in
the literature25.
Away from half-filling, the dispersion of the (always gapped) excitation is given parametrically by (93) and (96) for
fixed hole-momenta k1 and k2. We solved (84,85) numerically for t = 1 and two values of the interaction strength,
U = 0.5 and U = 2. Figures 1 and 2 show the dispersion of the bound state energy Ebs(pbs) for U = 2 and U = 0.5
respectively and for different values of the density n. Figures 3 and 4 show the dispersion curves for the same values
of U , but for densities very close to half filling.
We notice that beyond a critical filling nc(U) the bound state energy dips below U . The critical value depends on
U and decreases with increasing U . We are currently exploring whether the gap between the top of the holon and
spinon bands and the bottom of the upper Hubbard band can actually close for some value of U .
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FIG. 1. The band of the bound state excitation for U = 2, and densities n = 0.44, 0.62, 0.78 and 0.85, respectively.
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FIG. 2. The band for U = 0.5 and three values for the density, n = 0.53 (long-dashed), n = 0.75 (dashed), and n = 0.96
(solid line).
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FIG. 3. The dispersion for U = 2 and n = 0.84 (long-dashed), n = 0.87 (dot-dashed) and n = 0.89 (solid line). The critical
density nc ∼ 0.86.
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FIG. 4. The dispersion for U = 0.5 and three densities close to half filling: n = 0.97, 0.98 and 0.99. The critical density
nc = 0.98.
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B. The attractive case
In the attractive case U < 0 and we expect the ground state to consist solely of bound pairs (for even N), being a
total spin singlet with N b = N/2 and Nu =Mu = 0. We find accordingly,
e2iql =
Nb∏
n6=l
φ(qn)− φ(ql)− i
u
2
φ(qn)− φ(ql) + i
u
2
(97)
a reduced form of (32). We proceed in analogy with the treatment in section III A. The set of the ql lies in the interval
−pi2 < ql <
pi
2 . Taking the logarithm of (97)
2qlL = 2πJl −
Nb∑
n6=l
Θ2(φ(ql)− φ(qn)) (98)
The range for the quantum number Jl , corresponding to the range for ql above, is
− (L−N b − 1)/2 < Jl < (L −N
b − 1)/2 (99)
i.e. Jl is integer (half-odd-integer) if L − N
b is odd (even). At half-filling N = L, the Jl’s are filling all the slots
allowed by (99). It is convenient to change variables from ql to φ(ql), in defining the density, Lσ(φ) = dJ/dφ(q) which
leads to the ground state integral equation,
LB0 [σ](φ) =
1
π
F (φ) (100)
with LB0 [σ](φ) = σ(φ) +
∫ B0
−B0
dφK2(φ − φ
′)σ(φ′) and the inhomogeneous term, F (φ) = dq(φ)/dφ =
ℜ[1/
√
1− (φ+ iu4 )
2]. As observed in [ 5], operator LB plays the same role as KQ in the repulsive case. The in-
tegration limit B0 is determined by
∫ B0
−B0
σ(φ) = N b/L. At half-filling the r.h.s. is 1/2, allowing us to deduce from
that B0 =∞, and the equation can be solved via Fourier transformation
5.
We now consider the simplest gapped excitations above this ground state. It involves pair-breaking, and is therefore
a spin excitation.
We consider first the triplet: it is created by removing one bound pair and adding two free particles in a triplet
spin state. We have,
2qlL = 2πJl −
Nb−1∑
n6=l
Θ2(φl − Φn)−Θ1(φl − sin k1)−Θ1(φl − sink2) (101)
kjL = 2πnj −
Nb−1∑
l
Θ1(sin kj − φl) (102)
for j = 1, 2. The total spin is S = 1, N b → N b − 1, Nu = 2, Mu = 0.
At half-filling the number of available slots is reduced by one (see (99)), therefore no hole opens in the J- sequence.
The parameter of the excitation are just the two momenta of the free particles k1 and k2. Away from half-filling
N = 2N b < L and not all allowed slots are occupied in the ground state. Now, B0 < ∞, the Jl’s are distributed
symmetrically around zero and |qmax| < π/2. That means, we can create a hole in the J- sequence at position Jh,
which corresponds to a |φh| < B0 although the number of allowed slots decreases by one. This Jh is the third parameter
of the spin-triplet excitation and corresponds to the bound state parameter in the repulsive case. We proceed by
introducing the densities, σ(φ) = σB0 (φ)+
1
Lσ1(φ) and σ1(φ) = σ
′
1(φ)− δ(φ−φh) where σ
B
0 (φ), being the ground state
distribution with Fermi level B rather than B0,is determined by the normalization condition
∫ B
−B σ(φ) = (N
b− 1)/L.
Expressing the smooth density σ′1(φ) as a sum of three terms, σ
′
1(φ) = σ
1
c (φ) + σ
2
c (φ) + σh(φ) we find,
LB [σjc ](φ) = −K1(φ− sin kj) (103)
for j = 1, 2 and
LB[σh(φ, φh)](φ) = K2(φ − φh). (104)
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Having solved (103,104) for the densities σjc , σh, we compute the excitation energy. The total excitation energy consists
of three terms,
∆E = E1 + E2 + Eh = −2t
2∑
j=1
cos kj − E(φh) +
∫ B0
−B0
E(φ)σ′1(φ) − µ
σ(B0)
∫ B0
B0
σ′1(φ), (105)
associated with the two unbound electrons and the independent hole respectively,
Ej = −2t coskj +
∫ B0
−B0
σjc(φ)[E(φ) − µ
σ] (106)
Eh = −E(φh) +
∫ B0
−B0
σh(φ, φh)[E(φ) − µ
σ]. (107)
µσ is the chemical potential and accounts for the shift of the Fermi momentum q(B) through the excitation. It is
defined with respect to the number of bound pairs, µσ = dE0/dN
b, and given by an analog to (90):
µσ(B0) =
E(B0)−
∫ B0
−B0
E(φ)σh(φ,B0)
1−
∫ B0
−B0
σh(φ,B0)
. (108)
E(φ) denotes the bound state energy function,
E(φ) = −4tℜ
√
1− (φ+ i
u
4
)2 ≤ −|U |. (109)
At half-filling σh(φ,∞) ≡ 0 and µ
σ(∞) = −|U |, as expected5.
The momenta pj; ph, associated with the dressed electrons j = 1, 2 and the hole respectively, are given by,
ph =
∫ φh
0
σB00 (φ) (110)
pj = kj +
∫ B0
−B0
dφΘ1(sin kj − φ). (111)
Removing the bound state at the Fermi level B we have,
ph(B) = π
N b
L
=
π
2
n (112)
which identifies the Fermi momentum in the attractive case, kattF =
pi
2n. Note also that the dressed momenta pj of
the two unbound electrons deviate from their free values kj . The hole contribution to energy and momentum, given
by Eh and ph in (107) and (110), play the same role as E
bs and pbs in section III A.
Now consider the singlet excitation. We break a pair and put the two electrons into a spin singlet state. Again N b
is reduced by one, leading to an additional degree of freedom away from half-filling. Nu = 2, but Mu = 1 and S = 0,
the total spin is not changed. We have one λ parameter for the unbound electrons. Equation (30) reads then,
1 =
λ− sink1 + i
|u|
4
λ− sink1 − i
|u|
4
λ− sin k2 + i
|u|
4
λ− sin k2 − i
|u|
4
(113)
which leads to the familiar form
λ =
1
2
(sin k1 + sin k2). (114)
Eq. (101) remains valid in the singlet case while eq. (102) becomes
kjL = 2πnj −
Nb−1∑
l
Θ1(sin kj − φl)−Θ1(sin kj − λ) (115)
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The effect of this modification is to change the relative phase shift of the particles,
δsinglet = δtriplet −Θ2(sin k1 − sin k2) (116)
as expected on general grounds5.
We have analyzed the simplest gapped excitations. In the repulsive case, when the number of electrons is held
fixed, the spectrum consists of two gapless holons, as well as a gapful singlet residing in the upper Hubbard band. We
have calculated its dispersion for various values of the filling and interaction strength, see figure (1,2,3). The gapped
excitations are independent of the concomitant holon excitations away from half-filling. A dual picture holds for the
attractive case.
The upper Hubbard excitation we discussed was based on a two-particle bound state; other excitations emerge
when higher composites are studied, and can be identified with elementary m-complexes, see eq.(37). These have
higher gaps with respect to the ground state and constitute the upper bands.
IV. SUMMARY
We have studied in this article the gapful excitations of the one-dimensional Hubbard model, constituting the upper
Hubbard band. We have introduced a simple and intuitive construction to incorporate complex momenta solutions
that correspond to these states. Our analysis has the following results:
1) In infinite volume states with complex momenta are (elementary) bound states of the hamiltonian, formed of
any (even) number of electrons. These states are spin singlets and live in the upper Hubbard band for U > 0 and the
lower band for U < 0. They are renormalized by interacting with other particles, bound or unbound.
2) These states exist for finite volume if Composite Boundary Conditions (CBC) are introduced. Their existence
can be proven exactly without postulating a string-hypothesis, via the Bethe Ansatz for Composites (BAC) approach.
We have shown that all states can be obtained within this scheme.
3) We clarified the physical interpretation of the SU(2)charge symmetry in the framework of BAC and have shown
that it corresponds to the addition of completely local bound states. A simple proof for the corresponding lowest
weight property of the Bethe states follows.
4) We have argued that the states with complex momenta cannot have the string form for large but finite volume
and periodic boundary conditions (PBC). That means that the k − Λ string hypothesis may give correct results in
the thermodynamic limit but fails for finite volume and PBC.
5) The simplest gapped elementary excitations involve a multi-particle bound state. When the number of electrons
is held fixed the presence of such a state is accompanied by the appearance of at least two holons in the repulsive case
or two dressed electrons in the attractive case. The gapped excitation is an independent mode only away from half
filling, becoming a non-dispersive gap at half filling.
We conclude with two conjectures. The first is related to the possibility of the BAC construction, which follows
from the composite boundary conditions: we conjecture that the CBC incorporate a symmetry algebra which should
be similar to the Yangian symmetry found up to now only in infinite systems.
Furthermore, we conjecture that for a finite system with periodic boundary conditions the Hubbard model is no
longer integrable in the strong sense; that means the wavefunctions in the N -particle sector with spin S cannot be
parameterized by the set {kj , λγ} of N momenta and N/2 − S spin rapidities alone, if some of the momenta are
complex.
We wish to thank A. Ruckenstein, T. Kopp, R. Fresard, C. Bolech, A. Jerez and P. Zinn - Justin for carefully
reading the manuscript and for their insightful comments.
A. Appendix - Derivation of eq.(25)
This appendix contains the detailed derivation of (25), thereby showing the stability of the two-particle bound state
if it satisfies the pole condition (10). We define Sub1(23) by,
Aa1a2a3[231] = S
ub
1(23)(k, q
−, q+)A
a′1a
′
2a
′
3
[123] (117)
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i.e. it takes particle 1 with the real momentum k from the left side of the bound pair to the right side, without
changing their momenta. In both the initial and final amplitudes, we have particle 2 on the left of particle 3, which
means k2 = q
− and k3 = q
+. Therefore, Sub1(23) is given as the product,
Sub1(23)(k, q
−, q+) = Suu13 (k, q
+)Suu12 (k, q
−) (118)
which is equation (24). To proceed we write Suu(ka, kb) in the form
Suuab (ka, kb) =
1
2
(1 + sab)1+
1
2
(1 − sab)Pab (119)
where Pab is the spin exchange operator between particles a and b. The phase sab depends on ka and kb as,
sab =
sin ka − sin kb − i
u
2
sin ka − sin kb + i
u
2
. (120)
We write
s− =
sin k − sin q− − i
u
2
sin k − sin q− + i
u
2
s+ =
sin k − sin q+ − i
u
2
sin k − sin q+ + i
u
2
. (121)
Then
Sub1(23) =
(
1
2
(1 + s+) +
1
2
(1 − s+)P13
)(
1
2
(1 + s−) +
1
2
(1− s−)P12
)
=
1
4
[(1 + s+)(1 + s−) + (1 + s−)(1 + s+)P13 (122)
+(1 + s+)(1 + s−)P12 + (1− s+)(1 − s−)P13P12] .
Now we use the fact that the spin space of the three particles is restricted: 2 and 3 are in a mutual singlet in
region [123]. The spin state space in this region is therefore VA = V1 ⊗ V
singlet
23 and a two-dimensional subspace of
the eight-dimensional spin space of the three particles. Under this condition P23A[123] = −A[123]. It follows then
P13P12 = P12P23 = −P12 if acting on VA. A further identity valid if the operators act on VA reads P12 = 1 − P13.
Note that these operators do not leave VA invariant. In general, therefore, the singlet state of particles 2 and 3 will
be destroyed upon scattering with particle 1. It is due to a non trivial cancelation of terms if momenta q+, q− satisfy
the pole condition for Suu23 , that S
ub
1(23) indeed leaves VA invariant and acts as a pure spin independent phase on the
wavefunction. We use the identities above to simplify expression (122) and find
Sub1(23) =
1
4
[(1 + s−)(1 + s+) + 2s+(1− s−)] + P13[1 + s− − 3s+ + s+s−]. (123)
Explicit calculation shows that the term multiplying P13 vanishes for q
+, q− satisfying the pole condition (10). It
follows that Sub1(23) is indeed proportional to the identity on VA, leaving the bound state invariant up to a phase:
Sub1(23) =
1
2
(1 + s−) =
sin k − φ(q) − iu4
sin k − φ(q) + iu4
(124)
In an analogous manner one writes for the S-matrix of two bound states, consisting of particles 1 and 2 parameterized
by φ(q12) and 3 and 4, parameterized by φ(q34),
Sbb(12)(34) = S
ub
1(34)S
ub
2(34) (125)
and one finds immediately
Sbb(12)(34) =
φ12 − φ34 − i
u
2
φ12 − φ34 + i
u
2
. (126)
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