Abstract-Reconstructing a signal corrupted by impulsive noise is of high importance in several applications, including impulsive noise removal from images, audios and videos, and separating texts from images. Investigating this problem, in this paper we propose a new method to reconstruct a noise-corrupted signal where both signal and noise are sparse but in different domains. We apply our algorithm for impulsive noise (Saltand-Pepper Noise (SPN) and Random-Valued Impulsive Noise (RVIN)) removal from images and compare our results with other notable algorithms in the literature. Simulation indicates show that our algorithm is not only simple and fast, but also it outperforms the other state-of-the-art methods in terms of reconstruction quality and/or complexity.
I. INTRODUCTION
The following model is investigated in this paper
D −1 (X 0 ) ∈ R m×n represents the original signal which is additively corrupted by sparse noise N 0 ∈ R m×n , and D is the domain in which the signal is sparse; in other words, both the signal and the noise are sparse but in different domains.
Salt-and-pepper noise and random-valued impulsive noise (two of the most common types of sparse noise) are common phenomena in image processing, audio and video transition [1] . Additionally, the problem stated in (1) also arises in dictionary learning problems with random missing samples [2] , [3] . The proposed model can also be used to separate texts from images since text and image are sparse in space and DCT domains, respectively.
The algorithms associated with impulsive noise removal can be divided into two general categories: 1) Methods which first detect the locations of corrupted samples, and then restore them from other clean samples. Most of the researches on SPN stand in this category and they usually result in a better reconstruction since they first find the mask matrix with which the signal is corrupted [1] , [4] , [5] . Two main drawbacks of these algorithms are as follows: Firstly, the detection of noisy pixels becomes rather challenging when the original signal is corrupted by RVIN. Secondly, since all these methods utilize the structure of audio and image signals (mainly their low-pass characteristic) in order to detect the locations of the corrupted pixels, their application is only limited to these signals.
2) Methods which detect and restore the noisy pixels simultaneously [6] - [11] . Since the proposed model falls into this category, the obtained results are compared with those of other algorithms of this class. The following includes some examples of this category. In [10] , the Weighted Encoding with Sparse Nonlocal Regularization method (WESNR) is introduced which integrates a soft impulse detection and sparse non-local prior to remove mixed noise from images. For restoring images corrupted by impulsive noise, a method is suggested in [7] which utilizes particle swarm optimization and fuzzy filtering. The Structure-Adaptive Fuzzy Estimation (SAFE) algorithm is introduced in [8] , in which the randomvalued impulsive noise is removed via Gaussian Maximum Likelihood Estimation. The Annihilating filter-based LowRank Hankel Matrix Approach (ALOHA) is proposed in [11] . This method models the impulsive noise and the underlying image as a sparse component and a low-rank Hankel structured matrix, respectively.
A new iterative method is proposed in this paper which is applicable to 1-D and 2-D (even higher dimensions) sparse signals. Unlike other methods which are only capable of removing one particular type of noise, our algorithm can reconstruct any sparse signal corrupted by any type of sparse noise, without detecting the noisy samples beforehand. Our method reconstructs both signal and noise iteratively by thresholding them in their corresponding sparse domains and projecting them onto the set imposed by (1) . The main contributions of this paper is as follow: a general framework for removing impulsive noise is proposed. It is assumed that the noise and the signal are both sparse but in different domains. This makes the proposed algorithm applicable to various cases (any dimension) with different noise models.
The rest of this paper is organized as follows: In Section II, our iterative method, which tries to reconstruct the sparse signal corrupted by sparse noise, is introduced. Section III includes the simulation results and comparisons with other methods in the literature. Finally, the paper is concluded in Section IV.
II. PROBLEM FORMULATION AND ALGORITHM
For an observed matrix Y, our goal is to find the sparsest pair of signal and noise which satisfy problem (1), i.e., the sparsest member of the following set:
The sparsest member of W is considered to be the pair with the minimum total number of non-zero entries which is the minimizer of the following optimization problem:
where vec(.) 0 represents the L 0 semi-norm of the vectorization of the input matrix. The optimization problem (3) is non-convex and NP-hard, and thus we consider the following optimization problem which we have shown in Theorem 1 of [12] is equal to (3) under sufficient conditions.
where (X, N) ∈ W, T 1 , T 2 are m × n binary matrices, and 1 is a matrix of ones. represents the Hadamard (entry-wise) product of matrices and vec(.) 1 denotes the entry-wise 1 norm (or the 1 norm of the vectorization) of the input matrix. In Theorem 2 of [12] , a sufficient condition is derived under which the sparsest member of W is unique. If this condition is met, we can easilly conclude that the desired pair (X 0 , N 0 ) is the minimizer of (5). Now, we present our algorithm which solves optimization problem (5) . The procedure of our algorithm is given in Algorithm 1 with the name Iterative Double Thresholding (IDT). Note that lines of the algorithm marked with (*) are only for image denoising and should be omitted in other applications. It is seen through simulation results that these modifications improve the reconstruction quality.
In the lines of 13 to 18 of the algorithm, the starred lines, the estimated signal from the previous iteration, i.e., X k is first thresholded so that it becomes sparse in its corresponding sparse domain. and an approximation of the sparse noise is derived according to (1) . Then a better estimation of sparse noise is obtained by thresholding N k+1 and a better approximation of the original signal is found by (1) . In other words, we threshold both signal and noise in their sparse domains and project these estimations on to the set imposed by (1) . It should be noted that threshold(|X
, th) represents thresholding the entries of matrix A based on their absolute values with regard to the threshold level of th. The thresholding level can be any decreasing sequences, but as is Maximum number of iterations:
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In the image processing context, the reconstruction is not perfect since images do not become sparse by Discrete Cosine Transform (DCT) domain or other transforms used to make the images sparse such as Wavelet and Contourlet. Nevertheless, two pieces of side information are available, i.e., the signal values are in the interval [0, 255] for 8-bit images and the signal contains a large low frequency component. We can take advantage of the first one and clip the estimated signal in each iteration. Moreover, we can apply a low-pass filter, to the signal so as to emphasize the low-pass component of the image and attenuate the high frequency components of the noise. 
III. SIMULATION RESULTS
We evaluate the effectiveness of our algorithm for different scenarios, i.e., images and artificial sparse signals. Simulations are conducted in MATLAB 2018a on a PC equipped with an Intel Core i-7 3.60GHZ CPU and 64-GB RAM.
A. Artificial Sparse Signal and Noise
In this subsection, we generate a 500 × 500 2-D signal which is sparse in DCT domain corrupted with sparse noise. The sparse elements of the signal and noise are independently sampled from a normal distribution with variance 128. The evaluation of our algorithm in terms of Success Rate (SR) and SNR is presented in Table I for different signal and noise sparsity ratios ρ = Sparsity Number/500 2 . A reconstruction is considered as a success if the output SNR is greater than 60 dB. Intuitively, let the sparsity ratio of one of the signals be 30%. Since the location and value of these entries are unknown, there are about 60% unknown variables and at least 60% equations are needed to find them. If the location of the non-zero entries of the other signal were known, its sparsity ratio could have been 40%. However, in our case where no side information about the sparsity of the signals is provided, the sparsity ratio should be less than 40%. Table I shows that when the signal and noise are purely sparse, our algorithm can fully reconstruct the signal.
B. Impulsive Noise Removal from Images
The most common type of impulsive noise in image processing is SPN which changes the noisy pixels to the maximum or minimum values of the image, i.e., zero or 255 in 8-bit-per-pixel images. Since images are almost sparse in the DCT domain, as an example of sparse noise removal from 2-D sparse signals, we add SPN to some images and employ Algorithm 1 for denoising. We compare our results with AMF [6] with maximum window size of 19, TPFF [7] and WESNR [10] . The restoration results in terms of PSNR and Structural Similarity Metric (SSIM) for the 512 × 512 are represented in Table III . Figure 1 exhibits the restored images of various methods for Baboon image corrupted by 50% salt-and-pepper noise.
As another example of sparse noise, we consider RVIN which changes the noisy pixels randomly in the interval [0, 255] with uniform distribution. The results of our method in comparison with ACWMF [9] , WESNR [10] , SAFE [8] and ALOHA [11] can be found in Table IV .
C. Complexity
We evaluate the complexity of our method in terms of the run-time for the Lena image corrupted with 30% SPN. The results are shown in Table II . As can be seen in Table II , our method is very efficient and fast in restoring corrupted images with impulsive noise. The complexity of our algorithm is only dependent on the dimension of the signals since the noise level does not impact the number of iterations of our method. In each iteration of the proposed method, the computational complexity is dominated by 2D-DCT and 2D-IDCT. Hence, the overall complexity of our algorithm is O(n 2 ) log n regardless of the noise density.
D. Parameter setting
There are four parameters for the thresholding level of the signal and noise. As is common in impulsive noise removal literature, in order to obtain a rough estimation of the signal and noise an Adaptive Median Filter (AMF) [6] and ACWMF [9] is applied to the observed noisy signal in the case of SPN noise and RVIN, respectively. It is seen through simulation The maximum absolute value of the signal and noise in their respective sparse domains for the initial values of the threshold levels (β), and the average of the difference between two consecutive sparse elements for the exponential coefficient (α). Moreover, standard deviation of 0.5 is a suitable choice for the gaussian filter.
IV. CONCLUSION
In this paper, a new method for separating two sparse signals with different sparsity domains was introduced. A new method was suggested which iteratively thresholds the estimated signal and noise in their sparsity domains. The different aspects of the proposed method were evaluated through numerical experiments and compared to those of other well-known methods. The obtained results show that the introduced algorithm is fast and suitable for real-time applications, and it outperforms other methods in terms of reconstruction quality and/or complexity. Unlike other well-known methods which are only suitable for either SPN or RVIN or unknown random missing samples, the proposed algorithm can be used to remove any type of impulsive noise.
