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I. INTRODUCTION
The straightforward approach of performing a signal processing calculation on a sequential Von Neumann machine does not provide the data rates that are required in some advanced systems. In order to increase throughput, it is necessary to find tasks or subtasks that can be evaluated concurrently and then recombined quickly.
When the signal processing is to be done on board a satellite, there are the additional constraints that the necessary hardware has to be small, power-efficient, stable, and reliable. The power requirements in particular call for a different solution to the problem than would suffice for a stationary ground-based system. Static logic is recommended to provide radiation hardness, reducing the cost advantages of heavily pipelined bit-serial implementations.
The implementation of on-board signal processing circuits to meet speed, power, size, and reliability constraints is difficult with conventional circuits. In general, implementations that are easily partitionable onto multiple chips, which exhibit regular layouts (for area efficiency), and which use design styles purported to be high performance (e.g., parallel and pipelined) are desirable. However, such implementations might still contain standard binary-encoded numbers and binary arithmetic functions. Standard binary multiplication implementations are either large or slow, and the addition and multiplication circuit performances are limited by carry propagation delays. These delays can be reduced by designing the adders with circuits such as carry-look-ahead and by using similar methods for the multipliers, but the additional circuitry increases the power consumption.
It has been known for centuries that residues (remainders) obtained by dividing a number by a set of relatively prime numbers can be used to uniquely represent numbers within a given range, as described by Szabo and Tanaka 1 . Calculations to be performed on the original number can be performed on the residues in parallel, using the algebra of rings. The results of these independent calculations can be combined to give a single binary result: the same one that the usual binary arithmetic would produce. Calculations with residue numbers are valid provided no operation yields a result that would exceed the defined range. Overflow cannot be detected as easily in residue codes as in weighted binary codes; thus, for economy, it is necessary use a large enough range to contain all possible results of the calculation. Many researchers have reported using residues for signal processing calculations (e.g.,2 and 3 ), and some have implemented VLSI circuits (e.g., 4 and 5 .)
Using a residue representation for the numbers of interest allows computations using each of the different moduli to proceed independently and concurrently. Since each of the moduli is much smaller than the range of interest, its computations can be performed by table look-up, providing a regular structure that can be easily laid out.
Since aerospace applications often require circuits to be not only fast but also low power, the increased complexity of a residue number system would seem to offset any speed advantages with an increase in power consumption. However, at The Aerospace Corporation we have devised an approach to the residue number representation that exploits the speed possible with these circuits while keeping power consumption to a minimum.
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The next section of this report describes our approach to implementation of on-board signal processing, followed by details of the input/output conversion, the adder implementation, the general multiplication scheme, and multiplication by a constant. Section VII describes details of the implementation. Finally, Section VIII summarizes the work and presents a comparison to binary arithmetic.
II. THE PROBLEM APPROACH
The approach that we are taking to implement on-board signal processing is to use a set of residue numbers to perform computations, with a "one-out-of-n"* representation for the various residues. The resulting circuits are highly efficient in speed and power.
A one-out-of-n coding means there is a unique line for each value to be represented. For example, representing a residue uf 13 requires exactly 13 lines. This exponential increase in the number of bits used to represent a number has a payoff in reduced power consumption when we design residue arithmetic computational circuits.
The use of a single line for each number in a residue greatly simplifies the logic required to do additions and multiplications. It is no longer necessary to decode the number or examine the value of any line other than the single line that is high. This means that addition simply requires a circuit to detect which line is high in each of the addends and then table lookup or simple logic to determine which line is to be raised on the output. Our innovation is to implement these tables with circuits that are regular, fast (one gate delay), and correspondingly low-power. Our basic adder design uses a square matrix of lines, as given in Section IV. These adders require constant time for an operation, virtually independent of the size of the residue (excluding the effects of fanout on performance). This combination of residue and one-out-of-n representation for addition was previously applied to magnetic core technology, as described in Ref. 1 .
Multiplication can be done with the same circuitry as addition by using logarithms. This is shown in detail in Section V. If the addition or multiplication is by a constant, then an even simpler method exists for computation: the input lines are simply rearranged to form the result. This can be hardwired, or some form of shifting network can be used to re-route in hardware. The fact that multiplication by, or addition of, a constant can be a simple wire routing problem means that operations with constants use little area and have negligible power and delay costs. Constant multiplications are also shown in Section V.
For the purposes of the study, an algorithm typical of those encountered in on-board signal processing was chosen. This algorithm computes a vector result of a set of linear equations. The algorithm will be presented in Section VI.
A fundamental decision regarding these circuits is selection of the set of moduli to be used in the design to achieve the desired precision and to minimize the area, power, and other constraints. For our example Algorithm, 12 bits of accuracy on output are required. Since multiplications in the linear transform increase the dynamic range, we found we had to carry 30 bits of precision internally. We chose the residues 4, 5, 7, 9, 11, 13, 17, 19, and 23 to minimize the area. Our adder circuit area depends roughly on the square of the largest modulus, so our choice of moduli represents an optimization of minimal area and minimal active lines for the range we are using. The overall data flow for this algorithm is represented in Figure 1 .
A more-detailed flow diagram of the overall scheme is shown in Figure 2 , and a timing diagram is shown in Output from chip
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III. INPUT AND OUTPUT CONVERSION
Using the one-out-of-n representation greatly speeds and simplifies the input and output conversions. The weighted binary input can be broken into 4-bit half-bytes, and each of these can be fully decoded to 16 one-out-of-n lines. These are combined using constant multiplications and residue/one-out-of-n adders to form the desired values for each modulus. Since each residue can use the results from one set of decoders, all of the moduli can be translated from the input in parallel. This is illustrated in Figure 4 for the conversion of 12-bit binary numbers to one-out-of-7 representation.
The decoding begins by decomposing the input into 3 half-bytes. Each half-byte is decoded into 16 bits, representing one-out-of-n encoding. Each encoded number is then reduced to 7 bits, which represents the number modulo 7. The mapping from 1-out-of-n to 1-out-of-m where m < n is accomplished by:
This is implemented by OR'ing the lines above m -1 with their counterparts less than m.
For combining the half-bytes, the equation used is: Input = x 1 2 16 + x 2 2 4 + x 3 -xa + x 2 b + x 3 mod m where the x's are the half-bytes and 216 = a mod m 2 4 =bmod m In the illustration, the two higher-order half-bytes are multiplied by 256 and 16 (4 and 2 mod 7), as described in Section V.B, and the two products are added together using a 7-bit modulo 7 residue adder. This result is then added to the low-order 4 bits to give the final result. These adders will be described in detail in Section IV. The entire input conversion process is shown in Figure 5 .
Translation back into weighted binary is a harder problem that incurs a cost dependent on the number of moduli used and the desired output precision. The conversion to a weighted mixed radix code (MRC) 1 can be accomplished using the same general purpose adders and constant multipliers used in the rest of the circuit. The co c;sion of tis code to binary requires a series of binary additions. Only the final binary add need be full precision; other additions vary in length according to the weight given the values in MRC.
Since the cost of conversion is fixed, given the number of moduli for the computation, and is independent of the computation performed, it can be amortized over the computations that compute the output function. As a consequence, evaluating a long expression in residue arithmetic is more cost effective than a short one if the output must be converted to binary. For the given algorithm, output conversion is much faster than the computation of the algorithm as shown in Figure 3 . Thus, since the computation is overlapped in time with the output conversion, the throughput of the overall computation is not affected by the output conversion. 
If we were to design such circuitry using logic gates (e.g., NAND gates) this design would be expensive in time, power and area. But, because inl will have one and only one line high, we can replace a relatively expensive NAND gate with a simple transmission gate. With transmission gates replacing the NAND gates, only one term will be driven, and the other n-1 terms will be tri-stated or high-impedance. This allows us to WIRE-OR the AND terms together along each output line. The result is a simple, regular structure for the residue adders ( Figures 6, 7 , and 8).
The delay is roughly the time to drive the single transmission gate and propagate the charge to the edge of the adder. Figure 6 shows a straightforward implementation of the adder using AND and OR gates. Figure 7 shows a transmission gate implementation, and Figure 8 shows the layout.
In our NMOS prototype circuits, the adders used only single n-type pass transistor for the boolean AND function. In designing CMOS circuits, we found we could conserve power and area by retaining this design, rather than using the pass transistor pair. This nonstandard implementation of the AND function has been verified in simulation and by prototyping in CMOS.
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V. MULTIPLIER DESIGN A. MULTIPLICATION OF TWO VARIABLES
Multiplication in residue systems requires only a small amount of information for each residue. For the one-out-of-n representation, we can use our adders for multiplication by finding a logarithmic base, or generator, for prime moduli.
The set of residues modulo n that are relatively prime to n form a group under the operation of multiplication. In such groups there sometimes exists an element called a generator. The powers of the generating element will generate every residue in the multiplicative group. For a prime modulus there is always a generator for its multiplicative group*. A prime modulus p has a multiplicative group of size p-I, since 0 is not relatively prime top. 
mod 5
This means that we can implement multiplication by permuting the inputs according to the generator mapping, performing a modular add, and then permute the lines from the generator mapping back to the one-out-of-n representation.
As noted earlier, the multiplicative group does not include the residue zero. Therefore, we need an OR gate to detect if either of the inputs is zero, and, if so, set the output to zero. Since the adder is built out of transmission gates with the expectation that exactly one line of each of the inputs will be high, it is also necessary that we place a small MUX on the output of the adder so that stored charge (from an undriven pass transistor) will not show up as an erroneous value. Figure 10 shows a general multiplier using mod 5 as an example. 
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Multinlication by a constant is simple, requiring no active elements, and therefore has minimal extra power or delay. If the modulus and the constant are relatively prime, then to achieve the multiplication the lines are simply permuted. If they are not relatively prime, then the multiplication is a function which has a smaller output set than its input set. This is implemented either with wired-or's, or, in the case of multiplication by zero, elimination of the operation altogether.
Below there are two examples of constant multiplies for modulus 7, one by 5 ( Figure 11 ) and the other by -I (Figure 12 ). 
VI. THE EXAMPLE ALGORITHM
The adder and multiplier designs for each of the moduli are similar, with variations in size and aspect ratio. Furthermore, for each of the moduli, a given algorithm requires an identical configuration of additions and multiplications. This isomorphism allows us to floorplan and wire one modulus and then easily extend the results to all moduli by scaling the design. Using the adders and multipliers described here, designed in CMOS, we have been able to implement a linear transform of interest. This transform is:
F=Af where " F is the resultant vector (9 words at 12 bits) " A is a 9 x 9 matrix of constants (2 to 12 bits of significance) * f is the input vector (9 words at 12 bits) Each term . this matrix product can be decomposed into a series of additions and multiplications by constants. The number of additions can be reduced by sharing common subexpressions. Then the equations can then be translated directly into residue adders with multiplications between addition stages. In the example design, the equation was reduced to 34 additions and 17 multiplications by constants. Each operation is implemented by a dedicated circuit for each modulus. Therefore, we will require 34 adders for each modulus. We are using nine moduli, therefore the algorithm requires 9*34 or 306 adders. Likewise, the algorithm requires 9*17=153 multipliers.
As described in the introduction, the input words arrive serially, bit-parallel, and are output the same way. On a single chip we have been able to receive the binary encoded words, partition them into the various residues, translate them into the one-out-of-n represei.tation, perform the residue 11 calculations, and re-encode the residue I 1 result into binary. We plan to use a separate chip to recombine the residues into a single binary word to be delivered to the next processing stage.
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VII. IMPLEMENTATION
The algorithm was locally floorplanned for all the moduli. Presently, the same floorplan has been used for all moduli. Howev ince each modulus' floorplan must fit into a global floorplan, actual aspect ratios of the local floorplans has nut been determined. Another reason for customization of local floorplans results from some of the constant multipliers being exact multiples of the modulus (congruent to zero mod n). In this case the input to the multiplier need not be calculated, nor does anything directly depending on the multiplier output; these components can be removed from the circuit. It is possible to introduce pipelining into the design at this stage. We were able to meet our particular performance constraints without it, but in general a significant speed improvement cculd be expected if there are several addition stages. After the local Loorplans were designed, then the various residues were laid out and the interconnections were done. Various ancillary circuits had to be designed and routed appropriately. These include " Input decoding " State machines to load the various registers and to shift the data into the combinational algorithm " State machines to load the output of the combinational part into storage registers and to move the data from the storage registers onto the output bus, and * Circuitry to encode the one-out-of-n representation into a more compact form for transmission to the chip that will recombine the residues into standard binary.
A. DESIGN SIMULATION
The fidelity of the implementation to the original equations has been checked at the switch level by comparing simulation results derived from the chip representation to results from a bit-level simulator that is based on the equations. This was especially helpful in detecting routing errors in the multipliers and input converters.
The adder design was verified at the circuit level using SPICE.
B. TEST CHIPS
Two test chips have been fabricated: a modulus 11 adder, and the full algorithm with input and output conversion for modulus II computations. The adder test chips performed as predicted. Parts of the algorithm chip performed according to predictions. However, fabrication problems seemed to cause parts of the circuit to fail. A fully working chip is expected on the next iteration. 
VIII. SUMMARY
Our initial results indicate that our particular design is able to operate well within our required specification of 10 MHz clock rate and 1 W power consumption in 3. CMOS. The concept appears to be general enough that this methodology can be applied to a large family of signal processing and other arithmetic applications. The regular structure of the computational components facilitates the design of CAD tools for automating layout, placement, and routing. For computations of under 100 operations and about 16 bits of precision, we believe that this design method will be rapid and provide a high degree of confidence in the accuracy of the produced designs.
A. COMPARISON TO BINARY ARITHMETIC
An extensive comparison of the residue implementation to binary arithmetic is underway. Early estimates indicate that the residue implementation is somewhat larger than the binary implementation, with lower power consumption and higher performance.
Binary adders using both ripple-carry and carry-look-ahead circuits were designed for comparison purposes.
These adders were implemented using pass transistors wherever possible, so that the circuitry was similar to the residue implementation. A constant binary multiplier was also designed, using an array of these adders. The output of each adder in the multipliers was buffered with an inverter pair. Ripple-carry adders were used in the multipliers, except for the last adder in each array, which was either ripple-carry, or CLA, as appropriate.
Early estimates of the comparison are summarized in Table 1 . Area is given in units of X 2 , and the estimates for the binary implementation compare closely to published sizes for CMOS implementations. Power consumption is estimated by totalling the worst-case number of transistor gates that must be charged for a unit delay. Delays are given in inverter delays. For the delay calculations, a nominal fanout of 3 is assumed for each inverter. Some additional delay is expected due to interconnect and pass-transistor delays. These delays are being incorporated into SPICE simulations that will provide better estimates of the circuit performance. The area, delay and power contributions by the buffers are included in the adder and multiplier computations.
The first set of residue implementation computations are for the residue 23 case. The entire set of residues is expected to be about 3.93 times as large as the residue 23 implementation, and to use nine times as much power since there will be nine residues, and only one line will change state in each residue for each cycle. The residue implementation has been computed for the lowest power implementation. Significant speedup could be obtained with more power consumption. A 10-fold increase in power could produce a tenth the delay.
Routing area is not included in the algorithm area. However, we expect routing area to be approximately 200% of functional area for both traditional and residue implementations. This overhead has been confirmed for the moduli that have been implemented to date.
Fault tolerance, comparisons to binary, output conversion techniques, and CAD tools that can be used to design such chips will be addressed in future publications. 
B. CAVEATS
As originally designed the adders were unidirectional with respect to the inputs, and the output was bidirectional (a pass transistor) but would be operated in such a way that it was unidirectional.
During the design process it was observed that if the buffers were moved from the inputs to the output of the adders then we would only need half as many buffers. Unfortunately, we didn't think the problem through well enough to realize the error of our logic. The problem is that one of the inputs is now bidirectional, and can be changed if there are ever two one's on the other input. This change to the bidirectional input can either be a transient change that is soon remedied when the unidirectional input stabilizes, or the change can produce a form of feedback (feed sideways actually) that could cause the circuit to oscillate indefinitely.
The only solution to this problem is to make all of the inputs unidirectional. This can be done by the following: " Moving the buffers back to the inputs. Not good in that there are (four times the residue) number of inverters needed to make the two buffers, and the buffers are somewhat removed from the long lines that have to be driven.
" Putting buffers on the inputs and outputs. Now we need (six times the residue) number of inverters for the three buffers.
" Putting an inverter at the inputs and an inverter at the output. This only needs (three times the residue) number of inverters and allows for each of the inverters to do some of the driving where it is necessary.
Any of these solutions means that the design will grow in size and, of course, will require design modifications.
Another, unrelated, problem is that when inputs are changing one of two things will happen to the input to an adder. Looking at just one of the inputs to an adder we start with one line high, and all of the rest low. Since nothing happens simultaneously in the world the transition from one line being high to another line being high will either go through a state where two lines are high or through a state where all lines are low.
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The all lines low will not cause a problem, it will just leave lines undriven for a short period of time.
Although the situation where two lines are high is a problem. While both lines are high there will exist a path from Vdd to ground that will be going through four pass transistors. Since pass transistors have such a low resistance, this will cause a large power surge and will lead to reliability problems.
In looking at the automatically produced file that shows the extracted parasitics from the laid out design, it is observed that there is up to a 10% variance in the capacitance of an adder output bus. This variance could cause the two input lines to remain high for an appreciable amount of time.
There are two ways to alleviate this problem: One is to put some circuitry at the input (or outpit) of an adder to ensure that at most one line is ever able to go high at a time. This will guarantee t1at this problem will never happen, unfortunately it will cost in time, power, area, and redesign. A second solution would be to design the buffers so that they are not symmetrical in operation. We could design them so that they are much quicker and stronger in going to a low than to a high. This "solution" makes no guarantee that two lines will not be high at once, but it does make it much less probable. The good tiwings about this solution is that it will sacrifice a small amount of time, but it will not consume any more power, area or much redesign.
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LABORATORY OPERATIONS
The Aerospace Corporation functions as an "architect-engineer" for national security projects, specializing in advanced military space systems. Providing research support, the corporation's Laboratory Operations conducts experimental and theoretical investigations that focus on the application of scientific and tcchnice! advances to such systems. Vital to the suta of these investigations is the technical staff's wide-ranging expertise and its ability to stay current with new developments. This expertise is enhanced by a research program aimed at dealing with the many problems associated with rapidly evolving space systemL Contributing their capabilities to the research effort are these individual laboratories:
Aerophysics Laboratory: Launch vehicle and reentry fluid mechanics, heat transfer and flight dynamics; chemical and electric propulsion, propellant chemistry, chemical dynamics, environmental chemistry, trace detection; spacecraft structural mechanics, contamination, thermal and structural control; high temperature thermomechanics, gas kinetics and radiation; cw and pulsed chemical and excimer laser development, including chemical kinetics, spectroscopy, optical resonators, beam control, atmospheric propagation, laser effects and countermeasures.
Chemistry and Physics Laboratory: Atmospheric chemical reactions, atmospheric optics, light scattering, state-specific chemical reactions and radiative signatures of missile plumes, sensor out-of-fiekl-of-view rejection, applied laser spectroscopy, laser chemistry, laser optoelectronics, solar cell physics, battery electrochemistry, space vacuum and radiation effects on materials, lubrication and surface phenomena, thermionic emission, photosensitive materials and detectors, atomic frequency standards, and environmental chemistry.
Electronics Research Laboratory: Microelectronics, solid-state device physics, compound semiconductors, radiation hardcning; electro-optics, quantum electronics, solid-state lasers, optical propagation and communications; microwave semiconductor devices, microwave/millimeter wave measurements, diagnostics and radiometry, microwave/millimeter wave thermionic devices; atomic time and frequency standar&, antennas, rf systems, electromagnetic propagation phenomena, space communication systems.
Materials Sciences Laboratory-Development of new materials: metals, alloys, ceramics, polymers and their composites, and new forms of carbon; nondestructive evaluation, component failure analysis and reliability; fracture mechanics and stress corrosion; analysis and evaluation of materials at cryogenic and elevated temperatures as ell as in space and enemy-induced environments.
Space Sciences Laboratory: Magnetospheric, auroral and cosmic ray physics wave-particle interactions, magnetospheric plasma waves; atmospheric and ionospheric physics, density and composition of the upper atmosphere, remote sensing using atmospheric radiation; solar physics, infrared astronomy, infrared signature analysis; effects of solar activity, magnetic storms and nuclear explosions on the earth's atmosphere, ionosphere and magnetosphere; effects of electromagnetic and particulate radiations on space systems; space instrumentation.
