Currently, in a target detection framework, a feature pyramid is widely used to capture differences resulting from the change in size of a detected object. Examples include the one-stage detector, the Deconvolutional Single-Shot Detector (DSSD), the RefineDet and the two-stage detector DetNet. Although these target detection frameworks with characteristic pyramid structure have achieved good results, they are limited by the facts that 1) they only use one feature layer of multi-scale information for prediction, and 2) they do not fully incorporate multi-scale inclusion of feature information. Therefore, based on Singleshot detector (SSD) architecture, we propose a novel one-stage target detector framework-fusion shared network (FSNet) which makes full use of feature information between multiple scale feature maps to more effectively detect objects of different scales. First, we introduce a fusion attention mechanism to fuse features between feature layers of different scales. Secondly, we combine this with multi-head structure fusion multilayer features extracted as new features by a backbone network. Finally, we feed multi-layer fusion features into shared prediction module (shared PM). In the module, a new class feature pyramid for target detection is formed wherein the feature map used for prediction is composed of multiple levels of feature layers. In order to verify the effectiveness of this new FSNet target detection algorithm, we used the 320X320 input for FSNet, obtaining 80.7% mean accuracy (mAP) and 15 frames per second (Frame Per Second, FPS) in the PASCAL VOC 2007 test.
I. INTRODUCTION
Detecting differences in target object scale has long been one of the main challenges inherent to target detection tasks [1] - [3] . Two basic strategies are currently used to detect objects of different scales. The first strategy is to detect the object of the feature pyramid extracted from the input image, which can be subsequently utilized in training and testing phases. The second strategy is to detect objects in the image pyramid (i.e. a series of copies of the input image size) that can only be used during the test phase. Comparing the two methods clearly reveals that the first solution requires less memory and is less computationally costly. At the same time, the module built by the feature pyramid can be easily embedded into the target detection framework based on a convolutional neural network, making it easier to construct an end-to-end model architecture.
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As a result of the introduction of the feature pyramid structure, an increasing number of target detection methods incorporate this concept of a feature pyramid. Although target detectors with a characteristic pyramid structure have achieved good results, they do not make full use of the feature information between multiple features, remaining limited as such. For example, as shown in Figure 1 , Single-Shot Detector (SSD) [1] directly uses the features of the two-layer feedforward network (VGG16) and obtains four additional layers by convolution with a step size of 2 to construct the feature pyramid. Feature Pyramid Network (FPN) [2] uses a top-down approach combing deep and shallow features to construct feature pyramids. Scale-Transferrable Detection Network (STDN) [3] builds feature pyramids by pooling and scaling operations by introducing the last Dense block of DenseNet [4] . In general, the above methods are limited in that they usually only use a certain feature layer of the feature pyramid for prediction, while each feature map in the pyramid (used to detect objects within a certain size range) is mainly VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ constructed by a single layer of the feedforward network. A single layer construction only contains a single layer of feature information such that its feature expression ability is insufficient, resulting in suboptimal performance of the target detector. In addition, the convolutional feature layer in the shallow layer has a smaller receptive field and is used to detect smaller objects; the deeper layer of the characteristic layer has a larger receptive field and is used to detect larger objects. At the same time, low-level features in shallow layers are suitable for expressing objects with a simple appearance, while advanced features in deeper layers are suitable for objects with a complex appearance. In general, inspected objects with similar sizes may appear different. For example, while vehicles and distant ships are similar in size, the appearance of the ship is more complex. Each feature map in the feature pyramid (used to detect objects in different size ranges) is therefore mainly composed of single-level features, thereby resulting in poor detection performance. The purpose of this paper is to construct a more efficient target detection framework for detecting objects of different scales while circumventing the limitations of the above methods. To this end, as shown in Figure 1 , we introduce a fusion attention mechanism to fuse feature layers of different scales, combined with a multi-head structure to fuse multi-level features extracted by feedforward networks (i.e., multiple feature layers). As a new feature, this is then sent to the Shared Prediction Module (Shared PM). It is worth noting that in order to share receptive fields of different scales, the range of receptive fields is increased along with the feed into the shared prediction module. The feature layer depth is unified to 512. Of course, the network model we designed constructs a new feature pyramid structure, in which its feature map contains feature information from multiple feature layers. At the same time, our shared prediction module can increase the information contained in each feature layer's receptive field. We therefore refer to our network as the Fusion Shared Network (FSNet).
In order to evaluate the effectiveness of this proposed FSNet, we embedded a multi-head fusion module and shared module into the SSD architecture to design and train a powerful end-to-end single-stage target detector, which we call FSNet (because it is built on a multi-head fusion module and a shared module). Our FSNet achieved 80.7% mAP on the PASCAL VOC 2007 test set [5] while maintaining a reasoning speed of approximately 30 FPS.
II. RELATED WORK
The most advanced object detection methods are based on convolutional neural networks such as Deconvolutional Single-Shot Detector (DSSD) [6] , Faster R-CNN [7] , Region-Based Full Convolutional Network (R-FCN) [8] , and STDN [3] . They use features from the top layer of the feedforward network to detect objects of different sizes. However, since the receptive fields of each layer of convolutional neural networks remain fixed, it is clearly suboptimal to use only one layer of features in the prediction of objects of different scales.
Many new methods have been proposed in response to the above challenges, such as SNIP [9] , proposed by Singh and Davis in 2018, which generate a series of sub-images through image pyramids (i.e., adjusting the input image size) to produce semantic representations. Detection results are predicted separately by the features of images of different scales, and the prediction results are fused to obtain a final prediction. Although the features from images of different scales exceed the features based on single-scale images in terms of detection accuracy, the required operations both require a large amount of memory and reduce the detection speed. With this in mind, this strategy can generally be selected for use during the test phase; other methods such as Fast R-CNN [10] and Faster R-CNN [7] , however, do not incorporate this strategy by default. Compared with the above method, in order to satisfy real-time performance, another strategy consists of extracting the feature pyramid directly from the intrinsic layer in the network model for object detection, solely using a single-scale image. As previously mentioned, computational and memory costs naturally remain very low. This strategy is therefore widely used in singlestage detectors, such as Multi-Scale Convolutional Neural Network (MS-CNN) [11] , SSD [1] , DSSD [6] and FPN [2] ; other articles have also adopted this method in various ways. MS-CNN [11] used multi-scale features in convolutional neural networks for target detection for the first time. SSD [1] is a multi-scale prediction using the convolution feature layer at the top of the VGG16 [12] base network alongside the additional feature layer formed by convolution with a step size of 2. FPN [2] uses three simple different path methods (bottom-up, top-down, horizontal connection) to produce a feature pyramid with stronger feature expression. DSSD [6] is used to enhance contextual association and enhance feature expression through deconvolution. Our novel contributions to previously performed work can be summarized as follows:
(1) An end-to-end training target detection network framework fusion shared network (FSNet) is proposed.
(2) The Multi-Head Fusion Attention (MFA) to fuse the feature information of multiple scale feature maps is introduced.
(3) In order to increase the range of receptive fields of convolutional feature layers at different scales while reducing the number of parameters, shared prediction module (Shared PM) is designed.
III. METHODS
The overall network architecture of FSNet is shown in Figure 2 . FSNet uses a feedforward network and a multiheaded attentional attention mechanism (MFA) to extract features from the input image to form a new feature pyramid, then, similar to an SSD, generating dense bounding boxes and class scores based on learned features, finally passing non-maximum. The suppression operation (NMS) eliminates the extra bounding box to obtain the final result. FSNet consists of two modules, the Feature Fusion Module (MFA) and the Multi-Scale Void Convolution Shared Prediction Module (Shared PM). MFA fuses feature maps of different scales through a multi-head attention mechanism, enriches semantic information, and generates feature maps with stronger expression ability. In addition, Shared PM consists of a number of different sizes of expansion convolutions to increase the feature layer receptive field range by setting different expansion ratios. At the same time, in order to reduce the number of parameters, we share the parameters during the training process. Details on the two core modules and network configurations in FSNet are provided below.
A. MFA
The problem of scale is at the core of the target detection task. It is generally considered that low-level features in the shallow layer are suitable for expressing objects with a simple appearance, while advanced features in the deeper layers are suitable for objects with a complex appearance; as such, the feature information of the multi-layer feature map is fused, effective for the detection of multi-scale objects. In past work, the single-layer feature layer is generally used to predict the result of the instance object. Of course, its feature expression ability remains insufficient. For example, SSD [1] utilizes the features of the back layer and the additional feature layer from the VGG16 [12] base network while the graph performs multi-scale prediction. Although DSSD [6] uses the deconvolution layer to achieve information aggregation between different feature layers, it mainly enhances highlevel semantic information of shallow features. Therefore, we propose a multi-headed attentional attention mechanism (MFA) that fuses different feature layers, enhances feature expression capabilities, and forms a new feature layer containing multiple layers of feature information. First, we analyze the fusion attention mechanism included in MFA before then introducing the process of multi-head operation.
As shown in Figure 3 , given a feature map A ∈ R C×H ×W (C represent the channel, H represent the height, and W represent the width) as a basic feature, we first input it to the convolutional layer with batch normalization and ReLU activation layer, respectively, to generate two new feature maps B and P, where {B, P} ∈ R C×H ×W , after which we re-integrate them into {B, P} ∈ R C×N , where N = H × W (N being the number of features). We then transpose features P and B, perform matrix multiplication, and calculate the attention map O ∈ R N ×N of the feature map A using the softmax function:
where o ji is the weight at a position on the attention map. At the same time, we select another feature map D ∈ R C×H ×W as the feature to be fused. First, we use linear interpolation to make the size of the feature map D uniform with the scale of the feature map A, after which we input the onvolutional layer with batch normalization and ReLU layer generates a new feature map E ∈ R C×H ×W , and the newly generated feature map E is re-integrated into E ∈ R C×N . The transposition of feature map E and attention graph O is performed by matrix multiplication and the result is re-integrated into R C×H ×W , after which splicing is finally obtained on the column with the basic feature A ∈ R C×H ×W . The output G ∈ R C×H ×W is as follows:
Therefore, it can be inferred from the above formula that G is the result of merging different information elements of a feature map. We named this attention mechanism fusion attention (FA). In order to more effectively integrate multi-level features, we introduced a multi-head operation to form an MFA module as shown in Figure 4 . Supposing there is a set of features y feature = x 1 . . . x n , with x 1 as the basic feature and the remaining as features that need to be merged, we feed them into the fusion attention to obtain the more expressive features x l 1 (x l 1 incorporating multiple levels of features): By looping through x 1 to x n , a new set of features y l feature = x l 1 ...x l n is generated (note that l has no intrinsic meaning other than its function to distinguish from the previous set of features).
B. SHARED PM
For the target detection task, from the perspective of the receptive field, the receptive field is used to indicate the size of the different neurons in the network either relative to the original image or on the feature map of each layer of the convolutional neural network (CNN). With regards to the size of the area on the original image to which the pixel is mapped, the larger the neuronal receptive field range, the larger the involved area of the original image, and the more comprehensive the features and more refined the semantic levels. Conversely, the smaller the perceived field value, the more local and detailed the features. Therefore, it is generally thought that the shallow feature layer is less commonly used to detect small target objects while the deeper feature layer has a larger range of receptive fields, often used to detect large target objects. In 2016, Luo et al. [13] proposed the concept of an effective receptive field and found that the effective receptive field is far smaller than the theoretical receptive field. We propose a shared prediction module (Shared PM) to compensate for the lack of receptive field by using cavity convolution (expanded convolution) to increase the receptive field range of different scale feature layers in order to improve detection performance. At the same time, in order to reduce the number of parameters, we share the parameters of the convolution operation before introducing the specific implementation process of the shared prediction module.
The shared prediction layer (Shared PM) expands the receptive field range of features input into the prediction layer, critical to the overall frame detection performance. As shown in Figure 5 , Shared PM contains five 3x3 sample rates {1, 2, 4, 6, 8} for the whole convolution, using 512 filters and an adaptive pooling layer. Given a feature M ∈ R C×H ×W , it is feed into five parallel whole convolution and adaptive pooling layers, and the respectively obtained outputs are spliced and obtained by a 1x1 convolutional compression channel. With the feature F ∈ R C×H ×W , we perform the element sum operation with the feature M to obtain the final output U ∈ R C×H ×W . It is worth noting that this effectively reduces the number of parameters. The parameters of the five whole convolutions are shared, and we unify the number of channels input to the features of the Shared PM module.
C. NETWORK CONFIGURATIONS
We replace the VGG [12] network in the original SSD with a residual network. The basic network needs to be pretrained on the ImageNet [14] dataset before training the entire network. In the 320x320 input, the MFA module only fuses five different scale features (five different scales are: 75, 40, 20, 10, 5), and the same Shared PM only expands the receptive range for these five different scale features. However, the scale of the final participation in the forecast remains the same as the DSSD setting. In order to reduce the number of parameters, we introduced the operation of sharing parameters in Shared PM. We therefore unified the number of channels input into the features of Shared PM, to a total of 512, to reduce the number of parameters in the network. As for the size of the image input into the network, this remains consistent, at 320, with the original SSD [1] , DSSD [6] and RefineDet [15] .
In the detection phase, we maintain the same position as the original SSD, as shown in Figure 2 , using six different feature maps to achieve position regression and classification. The detection scale range of the default frame of the six feature maps follows the settings of the original SSD. The number of default boxes on different convolutional layers remains the same as the original SSD. Next, we use a probability score of 0.01 as the threshold to filter out the lower score anchors.
IV. EXPERIMENTS
In this section, we will present experimental results obtained on PASCAL VOC [5] data. Abiding by the agreement in the PASCAL VOC, we trained on the PASCAL VOC 2007 trainval and PASCAL VOC 2012 trainval joint datasets. For comparison with other methods, we performed tests on the PASCAL VOC 2007 test set. Our experiments will consist of the following four parts: (1) introduce the implementation details of the experiment; (2) demonstrate results of the comparison with other methods; (3) discuss the detection of small target categories; (4) present the FSNet ablation experimental study.
A. IMPLEMENTATION DETAILS
For all experiments based on FSNet, we started training with 5 epoch warm-up strategies. The initial learning rate was set to 0.001, after which every 50 epochs were reduced 10 times from the 150th epoch (the 150th epoch learning rate) 0.0001). Training ceased at the 300th epoch. We also used stochastic gradient descent (SGD) for optimization, whereby weight decay and momentum are set to 0.0005 and 0.9, respectively. Our model was developed in PyTorch v0.4.01. We experimented on devices with two NVIDIA GTX1080Ti GPUs, CUDA8.0 and cuDNN6.0.21. We entered sizes of 300 and 320, respectively. When the input was 300 and 320, the batch size was set to 32 due to memory limits.
B. COMPARISON ON PASCAL VOC
Experimental results of the proposed FSNet with the existing target detection are compared in Table 1 . The main information involved in the comparison includes the input size of the model, the backbone network, experimental GPUs, the model speed, and the test results. Table 1 contains the test results for the different setup versions of FSNet which were tested on the PASCAL VOC 2007 [5] test set (single NVIDIA 1080Ti and batch size of 1). Other statistical results are derived from the references. Table 1 shows than when our backbone network is ResNet-101 [16] (input size 320X320), test results revealed a 80.7% mAP, 3.6% higher than the original SSD. As shown in the table, our method shows different degrees of improvement compared to other one-stage detector methods. Further, when the input size is 300 and the backbone network is VGG16 [12] , our model is superior to other one-stage detector methods. 
C. SMALL OBJECTS DETECTION
We screened 541 small target images for testing with the PASCAL VOC 2007 [5] test set. To further ensure experimental integrity, we retrained the original SSD. Table 1 shows the SSD retrained in our experimental environment. 77.7% mAP was obtained on the PASCAL VOC 2007 test set. Our FSNet300 (backbone network is VGG16) is 1.8% higher than the retrained SSD300. In addition, when visualizing the results, Figure 6 more intuitively demonstrates that our method is effective for detecting small targets. In particular, after adding the MFA module (as in the green box of Figure 6 ), it can detect more small targets. Based on this, the Shared PM module is added to make the detection result more accurate and robust (as in the blue box of Figure 6 ).
D. ABLATION STUDY
Since FSNet is made up of multiple subcomponents, its validity needs to be verified. In order to reduce experimental time, we used an SSD with an input size of 300X300 as the baseline for our experiment.
1) IMPACTS OF MFA AND SHARED PM
In order to assess the impact of the two sub-modules of MFA and Shared PM on the experiment, four sets of experiments were designed. First, we separately added the MFA and Shared PM sub-modules based on the original SSD of 300x300. We then verified two different combinations consisting of adding the Shared PM module after the MFA module or adding the MFA module after the Shared PM module. Experimental results are shown in Table 2 . Experimental results revealed that when we added MFA and Shared PM alone, we increased mAP by 1.36 % and 1.44% compared with the original SSD. Table 2 shows that the first module combination method is better than the second module combination method; accordingly, we chose the first combination method as our final module combination method.
2) IMPACTS OF DIFFERENT SCALES
We use the MFA module to fuse multiple features of different scales. In order to assess the influence of these different scales on the MFA module, we set different parameters for the model. Specifically, we only adjust the MFA scale of the FSNet with a feedforward network of VGG and an image input size of 300×300. Experimental results are recorded in Table 3 . The experimental results intuitively revealed that the detection performance of the model is continuously improved with the integration of feature layers of different size scales. This proves that the fusion of VOLUME 7, 2019 feature information of different scales improves detection performance, further supporting the effectiveness of the MFA module.
3) IMPACTS OF RECEPTIVE FIELD
Shared PM has been shown in previous experiments to be effective, but we sought to assess the limits of its improvements. In addition, we investigated how to design a Shared PM, along with how much expansion convolution to use. To this end, a set of differential comparison experiments were designed, the results of which are recorded in Table 4 . More specifically, we set the backbone network to VGG16, the input image size to 300X300, and adjusted the number of expansion convolutions in the Shared PM and the expansion ratio. Table 4 shows that the detection performance of the model is improved as expansion convolution increases; in other words, as expansion convolution increases, the range of the receptive field also increases. We therefore verified that the increase resulted in receptive field results in improved detection performance. However, Table 4 reveals that when the expansion convolution is stacked to the sixth, the performance of the model ceases to improve. Currently, we believe that this is due to the receptive field being saturated.
V. CONCLUSION
In this work, we first propose a multi-feature fusion method (MFA) to fuse features of different scales for the detection of objects of different scales. Second, in order to improve the range of receptive fields, we propose a shared prediction module (Shared PM) which increases the receptive field range by a combination of multiple expansion convolutions to improve the performance of detection. Based on the MFA and Shared PM sub-modules, we have designed a powerful end-to-end single-stage target detector FSNet. Although we expect in the future to develop more efficient, improved methods, our proposed method is significantly improved compared to other feature fusion methods as applied to the PASCAL VOC dataset. As a follow-up, we will test more backbone networks such as ResNet variants, among others. In parallel, we will try to apply the MFA and Shared PM modules to other tasks. 
