This paper presents a technique to identify an affine parameter-dependent model based on a set of LTI models that are identified in local operating points of the varying system. The systems under investigation are mechatronic systems in which the dynamic behaviour is depending on a single varying parameter. By fitting specific pole and zero loci on the poles and zeros of the local LTI models, an affine state-space model can be constructed. Since the resulting affine model is well conditioned and has a low complexity, it is suitable to be used for LPV control. The applicability of the presented technique is shown on an industrial pick-and-place machine with position-dependent dynamics.
INTRODUCTION
For systems with parameter-dependent dynamics, it is often impossible to achieve satisfactory high performance over the entire operating range with a single robust Linear-Time-Invariant (LTI) controller. For such systems it is desirable to use controllers that incorporate the varying parameter in order to adjust them to the current operating conditions [13] . Linear-Parameter-Varying (LPV) control synthesis is one such technique where a parameter-dependent controller is designed with guaranteed stability of the closed loop for all possible time-varying parameter trajectories. For LPV control synthesis a plant model is required that describes the varying dynamic behaviour of the system depending on scheduling parameters. These parameters are considered measurable in real-time, but not known in advance. Such a model is called a LPV model, first introduced by Shamma and Athans [18] . Currently, LPV modelling is one of the most crucial bottlenecks in LPV controller design procedure [5] . LPV modelling techniques are still in development and a theoretically generic and sound approach to construct a LPV model from experimental measurements on the system is still missing.
A good LPV model should satisfy a set of requirements that are often conflicting. Firstly, the identified LPV model should accurately represent the dynamic behaviour of the system throughout the parameter range. In particular is of great importance to have an accurate model of the sharp resonances and antiresonances for the control of systems with lightly damped modes if high-performance control is desired.
Secondly, complexity of the LPV model must be limited, as numerical issues for the synthesis of LPV controllers are at this moment still an important limitation on performance, especially for models with a high number of states and a complex parameter dependency [5] . Unfortunately, the complexity of a LPV model not only increases with the number of states, as it is the case with LTI models, but also with the complexity of the parameter dependency, being the number of terms needed to describe the parameter dependency of the LPV model. The same two requirements, good accuracy and low complexity, are also important for the identification of LTI models. However, a third requirement for LPV modelling is that the numerical conditioning of the resulting LPV model should be good. Unfortunately, no tractable balancing techniques can be applied on the LPV model as is the case with LTI models to improve the numerical conditioning of the model. Wood et al. [26] extends LTI model reduction and balancing techniques formulated as an optimisation problem to LPV systems. However, no proof of global convergence is given and furthermore it must be verified if the neglected states of the reduced model do indeed contribute little to the input-output response.
For LPV models that are restricted to an affine parameter dependent state-space realisation, reliable softwares exist that are commercially available to design LPV controllers (e.g. the LMI Control Toolbox [4] ). Moreover, this subclass of models is quite general as proven by Dasgupta and Anderson [2] . There it is shown that for a wide class of physical systems with one varying parameter, always at least one state-space representation exists which has an affine parameter dependence. For example it is easy to show that the class of mechanical lumped-parameter systems, where one mass, stiffness or damping is varying can always be written as an affine state-space model. Furthermore, LPV models with a high complexity of parameter dependency that exactly fit all the local LTI models is rarely desirable. The accuracy of the estimated poles and zeros are in reality subject to noise on the measurement data and on the amount of disturbances and nonlinear elements present. So the more local models that are taken into account for the LPV model identification, the higher the complexity of the parameter dependency of the LPV model will be if an exact fit on the local models is desired. It is then often better to lower the complexity of parameter dependency by allowing small errors on the fit of the pole and zero loci. Moreover, for LPV control design, the lower the complexity of the parameter dependency, the less numerical problems are generally expected. In addition, control design techniques exists that automatically exhibits some robustness against such small errors on the poles and zeros like H ∞ -control synthesis based on minimising the H ∞ -norm of a four-block transfer function matrix [22] .
In some applications an affine model can be obtained by transforming the underlying physical laws to a state-space form. This approach remains restricted to academic simulation examples, since it is often too time-consuming to reveal the underlying physical laws for industrially relevant large-scale systems.
Therefore experimental identification techniques are more appropriate for such systems.
In this paper a technique is proposed to identify affine models (= affine model identification technique) for SISO systems with one varying parameter. The approach presented is an experimental identification technique, where in a first step several local models are experimentally identified for different fixed operating points (fixed values for the varying parameter). In a second step an interpolation is made between the local LTI models. In order to enable a smooth interpolation between the parameters of the local models, the local models must be represented in an invariant form. The invariant form chosen here is the poles, zeros and gain representation of the local LTI system, since it is observed that the poles, zeros and gain of affine models can generally be interpolated by low order functions, unlike e.g. the entries of local systems represented in controllable canonical form (CCF) [3] . In order to estimate an affine state-space model, the proposed interpolation functions are the pole and zero loci obtained by deriving expressions for the variation of the poles and zeros of a general affine state-space system. The coefficients in the expression of these pole and zero loci are estimated by minimising the least-square error between the local poles and zeros and the pole and zero loci. The derivation of these pole and zero loci is generally (for model orders higher than 4) a difficult problem. In this paper a simplified approach has been adopted, by restricting ourselves to the class of affine models that can be written as a series product of affine subsystems of first and/or second order. For this class, the pole and zero loci can be calculated analytically. The accuracy of the fit of the Frequency-response Functions (FRFs) of the LPV model (for fixed values of the parameter) on the FRFs of the local LTI models is then verified afterwards. Unfortunately, this affine model identification technique requires that the number of poles and zeros must be the same over the entire operating range. However, for mechatronic systems such as robots, machine-tools, pick-and-place machines, etc., the number of poles and zeros generally remains the same for all values of the varying parameter.
The outline of this paper is as follows. Section 2 compares existing LPV identification techniques with our approach. Section 3 presents each step of the affine model identification technique. In section 4 an industrial application is presented. Section 5 gives the main conclusions of this paper.
Comparison with existing LPV identification techniques
In this section a comparison is made between existing experimental LPV identification techniques and the affine model identification technique presented in this paper. There are mainly two classes of existing experimental LPV identification techniques: (1) techniques that identify LPV models based on one set of measurements on the system with time-varying parameter(s); (2) techniques that identify LPV models based on different sets of measurements on the system for different frozen values of the varying parameter.
In the first class of LPV identification techniques, Lovera et al. [11] describes an identification technique that deals with multiple time-varying parameters. This technique is applicable to LPV systems with affine parameter dependence in the state equation and full state measurements. Lee and Poolla [9] proposed an identification technique to identify LFT descriptions with multiple inputs, outputs and time-varying parameters without the need for full state measurement. Verdult [24] proposed subspace LPV identification techniques for MIMO systems and multiple time-varying parameters. They are often used to generate a good initial starting point for the optimisation-based approach of Lee and Poolla [9] . In addition to these state-space-based techniques, some authors have considered LPV systems in an input-output form. Bamieh and Giarré [1] considered the special case where the parameters are represented by polynomials of order n.
They showed that the coefficients of these polynomials can be determined by solving a linear least-squares problem.
On the other hand, the second class of identification techniques starts from a set of LTI identifications based on measurements on the system for a set of frozen values of the scheduling parameter. By interpolating between these local LTI models a LPV model is obtained. The local LTI models are generally transformed into the same invariant form before the interpolation step, in order to make a smooth interpolation possible.
The technique described in Reichert and Nichols [15] transforms varying poles, zeros and gain of the local LTI models directly to a parameter-dependent transfer-function representation. In other techniques the local LTI models are transformed to the same LTI canonical state-space representation, like the LTI controllable canonical form in Groot Wassink et al. [5] and Van der Voort [23] , the LTI modal canonical form in Yung [27] and the LTI observable canonical form in Oosterom et al. [12] . Remark that a LPV model is not automatically represented in a LPV canonical form [6] if the LPV model is obtained using interpolation between local LTI models represented in a specific LTI canonical form, as discussed by Tóth et al. [21] .
A disadvantage of these techniques is that the parameters of the local model representations are often not smoothly varying from one local model to another. Consequently, the interpolation boils down to finding a model representation in which the parameters of the local LTI models are continuously varying and can be interpolated by a function of low order. This paper follows the second approach. This approach is chosen since there exist fast and reliable tools to identify LTI models from experimental data [10, 17] , even for high order models. Both LPV subspace identification and LPV identification based on linear regression are less appropriate for such models, since the numerical calculation time grows exponentially with the order of the model, making it as yet not tractable as a modelling technique for mechatronic systems. Furthermore LPV models calculated with our approach are well-conditioned affine parameter-dependent state-space models and can therefore directly be used for LPV control. Conversely, LPV models that are estimated using linear regression [1] are transfer functions of which the coefficients have a polynomial parameter dependence that have to be transformed to state-space representation in order to be used for LPV control. A transfer function representation can be ill-conditioned for high-order models [25] .
A drawback of using interpolation between local LTI models is that there is no information available of what happens in between the chosen operating points. It is assumed that the dynamics between each two local LTI models can be interpolated, whereas in the other classes of LPV identification techniques all values of the varying parameter are visited and therefore the dynamics of the system over the entire operating range is taken into account. Furthermore an LPV model that is obtained based on local LTI models only does not always represent the dynamic behaviour of the real system during fast parameter variations [16, 21] .
Only systems of which the dynamic behaviour does not explicitly depend on the derivative(s) of the varying parameter can be correctly modelled using an interpolation of LTI models identified in local operating points.
Since LPV models estimated with LPV subspace identification techniques and LPV identification based on linear regression do not contain derivatives of the varying parameter, they also cannot address the class of LPV models that depend explicitly on the derivatives of the varying parameter.
Affine model identification technique

Problem formulation
Given are m local SISO LTI models G i , with i = 1, ..., m corresponding to m distinct operating points θ i of one varying parameter θ . Each local LTI model is of the same order n and has n p = n poles p i, j with j = [1, ..., n p ] and n z zeros z i, j with n z ≤ n and j = [1, ..., n z ]:
with γ i the gain of the local LTI system. Remark that the gain in the pole-zero-gain representation, γ, is not the standard system theoretic notion of DC gain: γ = γ DC 
The desired LPV model is of order n and is affine in ρ(θ ):
with ρ(θ ) a polynomial function in θ :
The pole and zero loci of the affine model 1 G(ρ(θ )) are defined as p j (θ ), with j = [1, ..., n p ] and z j (θ ),
The problem is now to find the entries of the unknown system matrices (A 0 ,
and ρ, such that the sum of the least-squares errors between the pole and zero loci of G(θ i ) and the poles and zeros of the local LTI models G i are minimised.
In order to minimise this error, formula of the pole and zero loci of an affine model must be derived. The pole and zero loci of a model of order n which is affine in ρ(θ ) are the solutions of the following equations:
and [19] :
with I nxn the identity matrix of order n. The scalars p and z represent the set of solutions of these equations,
Solving Eq. (5), (6) boils down to finding the roots of a characteristic polynomial in p and z respectively.
However, no analytical solutions can be found in general for polynomials of order higher than four (Abel's Impossibility Theorem [8] ). If the order is one or two, an analytical solution can be found in a rather easy way. If the order of the polynomial is three or four, then a solution can also be found analytically, but the resulting expressions are usually very complex and difficult to interpret. Therefore the problem of finding the pole and zero loci of an affine model of order n is simplified by decomposing both the given local LTI models and the affine model in a product of first and second order subsystems. For those subsystems analytical formula for the pole and zero loci can be derived easily. This decomposition is explained in the next section.
Decomposition of the local LTI models and the affine model
Considering Eq. (1) each local LTI model can be decomposed into a product of first order subsystems and/or second order subsystems with unit gain:
with τ 1 the number of first order subsystems F and τ 2 the number of second order subsystems S. The decomposition of local LTI models can be seen in Figure ( 3.2) as the second step of the interpolation technique.
Each subsystem must be proper, meaning that the number of poles must be equal or bigger than the number of zeros. Second order subsystems contain 2 poles and 0, 1 or 2 zeros. First order subsystems contain 1 pole and 0 or 1 zeros. The decomposition of an LTI model into subsystems can be done in an automatic way using the following rules:
• for all pairs of complex conjugated poles a second order subsystem is created;
• all pairs of complex conjugated zeros are added to the existing second order subsystems; if there are more complex conjugated zeros than poles, then new second order subsystems are created containing each two complex conjugated zeros and two real poles;
• for each remaining real pole a first order subsystem is created;
• the remaining real zeros are added to the first and second order subsystems. is advised to augment the number of local LTI models. An easy way to sort the vector of poles and zeros automatically that works in most cases, is sorting them according to increasing absolute value of the entries.
Next, the third step in Figure ( 3.2) consists of two parts: (1) calculation of affine models for each subsystem; (2) calculation of the gain γ(θ ) of the final model. In the first part τ 1 + τ 2 affine models with unit gain are fitted on the local LTI subsystems. The total affine model equals:
In order to obtain an affine model of the whole system, the product of two or more affine subsystems must preserve the affine parameter dependency. This can be accomplished by not allowing the B τ -and D τ -matrices of the affine subsystems to be parameter varying. This can be understood by considering the series product of two subsystems (G 1 , G 2 ) defined by the quadruples (
:
The complete affine model is then readily obtained as the series product of the first and second order affine models using Eq. (7). After the construction of the complete affine model, the gain of the LPV model still has to be determined. Therefore, a function γ(ρ(θ )), affine in ρ(θ ), is calculated that interpolates the gain γ i of each local model. This affine gain is then multiplied with the constant B-matrix of the affine model.
Consequently, G(θ ) remains affine in ρ(θ ).
In Figure (3. 2) the different steps of the interpolation technique are summarised:
1. identification of m local LTI models;
2. decomposition of each local LTI model in 1 st order subsystems (F) and 2 nd order subsystems (S);
3. calculation of affine models of 1 st and 2 nd order by optimising the pole and zero loci of the affine models in order to fit the poles and zeros of the local LTI subsystems;
4. series product of the affine subsystems and the varying gain γ(θ ).
Except for the sorting of the poles and zeros, these steps do not require human interaction.
Section (3.4) and (3.5) describe step 3 of the interpolation technique in detail. Before describing step 3 in detail, first the derivation of analytical formula for the pole and zero loci of 1 st and 2 nd order subsystems is explained in the next section.
Analytical derivation of the pole and zero loci of subsystems
In this section the formula of the pole and zero loci of first and second order affine state-space model are calculated analytically. In the next section it is shown how the coefficients of these pole and zero loci can be optimised in order to fit the poles and zeros of the local LTI subsystems.
An affine first order subsystem F τ with constant B τ and D τ matrices and unit gain is of the form:
with d 0 equal to 0 if the subsystem is strictly proper and equal to 1 if the subsystem is proper, since the subsystem has unit gain 2 . For this subsystem, the pole locus and zero locus are calculated using Eq. (5) and (6) . The pole locus is described by:
If d 0 equals 1, the zero locus is described by:
with
Second order affine subsystems are represented in the same structure as the LTI CCF, but all the entries that contribute to the input-output behaviour are affine functions of the varying parameters. Remark that this form is not a LTV canonical form as described in Guidorzi and Diversi [6] , which generally may contain derivatives of the scheduling parameter (for continuous time systems) and can therefore not be used for an identification which is based on a set of measurements on the system for local values of the varying parameter only. This structure is chosen, since it contains a minimal number of unknown entries and it has constant B τ and D τ matrices. A 2 nd order affine subsystem S τ with unit gain is then of the form:
with d 0 equal to 0 if the subsystem is strictly proper and equal to 1 if the subsystem is proper, since the subsystem has unit gain. The pole loci of this subsystems are given by the following equation: 
If d 0 equals 1, there exist two zeros and the solutions of Eq. (6) are then of the same form as the solution for the poles: 
Equations (16) and (21) 
In the next section it is shown how the coefficients of the pole and zero loci can be optimised in order to fit the poles and zeros of the local LTI subsystems.
Fitting pole and zero loci on a set of local poles and zeros
The optimisation of the pole and/or zero loci of each affine subsystem τ is explained. The purpose of the optimisation is to minimise the error between the poles and zeros of the local LTI models and the pole and zero loci. Not only the coefficients α τ and β τ are unknown in the pole and zero loci, but also the scheduling function 3 ρ(θ ) is unknown in most practical cases. The coefficients α τ and β τ are different for each subsystem τ, whereas the coefficients ρ are the same in the formula of the pole and zero loci of each subsystem τ, such that the total affine state-space model depends only on one scheduling function. This implies that the optimisation of the coefficients α τ , β τ and ρ cannot be done separately for each subsystem, that is all the subsystems must be taken into account, leading to the following optimisation:
where Φ and Ψ is the set of parameters α τ and β τ of all first and second order subsystems.
For all first order subsystems τ = 1, ..., τ 1 the terms E p j and E z j can be specified further as
and 3 Note that ρ(θ ) is not unique. For all affine functions of ρ(θ ) there exists an equivalent affine state-space realisation.
For all second order subsystems τ = 1, ..., τ 2 the terms E p j and E z j can be decomposed into a real part and an imaginary part. This decomposition can only be made if strictly real poles in each local LTI model remain strictly real for all other local LTI models, so that there is no transition from strictly real poles to complex poles.
The terms E p j and E z j can then be written as
and (in the case of two zeros)
This optimisation problem is a complex non-linear problem. Therefore a pragmatic optimisation approach is proposed to simplify the problem. The optimisation of the coefficients α τ and β τ for fixed values of ρ is iteratively alternated with the optimisation of the coefficients ρ for fixed values of the coefficients α τ and β τ . The coefficients α τ and β τ for fixed values of ρ are optimised by solving a sequence of independent linear least-squares problems, that is minimising
However, α τ 2 and β τ 2 appear both in the error of the real part and the imaginary part of the complex pole and zero loci. To make the minimisation of the terms E ℜ p j , E ℑ p j and E ℜ z j , E ℑ z j independent, α τ 2 and β τ 2 are optimised by minimising only E ℜ p j and E ℜ z j respectively. The optimised α τ 2 and β τ 2 are then fixed in the minimisation of E ℑ p j and E ℑ z j . This is a rather fair simplification, since now there are two degrees of freedom in the optimisation of the real part of the pole and zero loci and two degrees of freedom in the optimisation of the imaginary part of the pole and zero loci. The optimisation of the coefficients ρ with fixed values of the coefficients α τ and β τ is now easier but still nonlinear and is calculated using the Matlab-command fminunc of the Optimisation Toolbox.
So the proposed practical optimisation approach consists of a nonlinear optimisation to find the coefficients ρ in which a series of linear optimisations are used to find the coefficients α and β :
1. generate an initial condition for the coefficients ρ;
2. given the coefficients ρ, find the optimal coefficients α τ and β τ of each subsystem τ by minimising each error separately:
3. use the sum of all the error terms, E tot , to update the coefficients ρ; Now that it is clear how to find the coefficients α, β and ρ, it is explained in the next section how to construct the affine state-space matrices of the subsystems.
Construction of the affine state-space models
To find the entries of the affine state-space matrices of each subsystem, the relation between the optimised coefficients α τ and β τ and the entries of the state-space matrices must be established. In section (3.3) this relation is described. There it is shown how α τ and β τ can be calculated if the entries of the state-space system matrices are given. Here this relation is inverted such that the entries of the state-space system matrices are calculated from given values α τ and β τ . For first order subsystems this relation is straightforward. For second order subsystems, this relation is given by:
No approximation errors are introduced in this step of the interpolation technique.
Discussion
Affine models that are designed using this technique, have a good numerical conditioning and a low complexity of the parameter dependency. This makes them excellent to be used for LPV control synthesis. The numerical conditioning of the resulting affine state-space model is generally good, because the state-space matrices are a concatenation of first and second order state-space matrices. Such a concatenation most likely preserves the numerical stability of the first and second order subsystems, since there are no products of the A-matrices of the subsystems (Eq. 7), so that high condition numbers are avoided. As no balancing methods are needed to improve the numerical conditioning of the model, it can directly be used for LPV control. For the example presented in the next section, local LTI transfer-function models are first identified, using reliable frequency domain identification techniques [17] , from which the local poles and zeros are then calculated by solving a conventional and a generalised eigenvalue problem respectively. It is well known that the location of poles and zeros in the complex plane are very sensitive to arbitrary perturbations on the transfer function coefficients [25] . However, the errors on the estimated coefficients of the transfer function based on measurements are strongly correlated, such that the sensitivity of the poles and zeros to these errors on the coefficients is significantly decreased [7] . Therefore, poles and zeros can be accurately calculated from models which are calculated with frequency-domain estimation techniques, even in the case of high-order transfer function models. Furthermore, attention is being paid to avoid rounding errors during calculation of the poles and zeros.
Experimental validation
In this example, an affine model is designed for a pick-and-place machine. After a description of the layout of the pick-and place machine, the different steps of the identification technique are described. The identification technique starts with local identifications in different operating points of the machine; in this example five operating points are chosen. Four of them will be used as local models in the identification technique, the fifth model, which is identified in an intermediate operating point, will be used to evaluate the derived LPV model. As a second validation, time-domain results of both the LPV model and of the experimental setup are compared in the case of a varying parameter. Finally, a comparison is made with a LPV model which is calculated using an alternative existing method. 
Description of the setup
The test-case considered is an industrial 3-axis pick-and place machine shown in Fig. 2 
Construction of an affine LPV model
The setup is first identified for five different lengths of the beam based on frequency response function (FRF) measurements using multi-sine excitation [17] . The identified model has one input, the force of the motor, and one output, the motor position. For each length, the FRF is measured and a linear transfer function model is estimated using nonlinear least-squares optimisation. The resulting Bode-plots of the five linear models together with the FRF's can be seen in Fig. (3) . Each local model has the same number of poles and zeros (Fig. 4) . There is one real pole p 1 The first step of the interpolation technique is decomposing the four local LTI plant models in subsystems. In order to decompose the local models in a similar way such that each subsystem contains poles and zeros that are smoothly varying from one local model to the next, the vector of poles and zeros of each local model are first sorted. As can be seen in Fig. (4) , the sorting of the vector of poles and zeros can in this case be done automatically by sorting them according to increasing absolute value of the entries, since the order of subsystem poles zeros varying 1 
Validation of the LPV model
One Table ( 2). The average error between the poles and zeros of both models is 0.72 rad/s.
The derived affine model will be used to design a LPV controller that is based on minimising the H ∞ -norm of a four-block transfer function matrix [22] . This approach automatically exhibits some robustness against small uncertainties on the resonances, therefore the obtained accuracy on the poles and zeros is sufficient.
A comparison between the Bode diagrams of the LPV model and the extra local model can be seen in Fig.   (7) , which strongly zooms in on the resonance frequency where the error between both models is the largest.
The error on the resonance frequency is around 0. R RMS E  44%  46%  68%  F R RMS E  19%  21%  47%   Table 3 : Relative RMS errors between a LTI model and a LTI experiment (LTI-LTI), between the LPV model and a LPV experiment (LPV-LPV) and between a LTI model and a LPV experiment (LTI-LPV).
LTI-LTI LPV-LPV LTI-LPV
larger than the error of the LTI-LTI test, probably due to the vibrations induced by the Z-motor. Finally, the output of a LTI model, identified for an average length, is compared with the measured motor position for a LPV experiment (LTI-LPV). The F R RMS E is then 48%. The R RMS E and F R RMS E of the three experiments are summarised in Table ( 
Comparison with an alternative technique
By means of comparison, a LPV model is calculated using direct interpolation of the state-space matrices of the four local models represented in LTI CCF. This approach is followed in Van der Voort [23] to identify a LPV model of a similar pick-and-place machine considering the dynamic behaviour of the Y-axes as a function of the position of the X-motor. In a first step a LPV model is calculated with a parameter dependency of order 4. In a second step the LPV model is converted to an LFT and tools from uncertainty modelling have been applied, including (uncertainty) reduction. A lot of effort has been done to get a well conditioned model which is suitable for LPV control.
For our investigated system, a polynomial interpolation of order three is used to fit the varying entries of the state-space matrices exactly. to small approximation errors on the coefficients of the state-space matrices. The calculation time for the interpolation of both investigated LPV identification techniques is comparable and is in order of seconds on a standard computer.
Although the order of the parameter dependency of the LPV model calculated using direct interpolation of the state-space matrices is higher, the accuracy of the model in intermediate operating points is worse. This comparison clearly shows the merit of our approach, which enables to estimate accurate and wellconditioned LPV models with a simple parameter dependency.
Conclusions
This paper proposes a technique that identifies affine parameter-dependent state-space models for SISO mechatronic systems with one varying parameter. Affine LPV models have a simple parameter dependency and can be used to model a large class of systems accurately. The starting point is a set of LTI models identified in different local operating points of the varying system, because fast and reliable tools exist to identify LTI models from experimental data, even for high order models. The resulting affine model interpolates between local models, by fitting pole and zero loci on the poles and zeros of these models. The derivation of these pole and zero loci is generally (for model orders higher than 4) a difficult problem. In this paper a simplified approach has been adopted, by restricting ourselves to the class of affine models that can be written as a series product of affine subsystems of first and/or second order. For this class, the pole and zero loci can be calculated analytically. The identification technique then consists of estimating the coefficients in the expressions of these pole and zero loci by minimising the least-squares error between the poles and zeros of the different local LTI subsystems and the pole and zero loci. The complete affine LPV model is the product of all the affine subsystems. It is numerically well conditioned as it is a series product of well conditioned subsystems. Both the simplicity and good numerical condition of the resulting LPV model make it suitable for LPV control design.
The experimental validation of the proposed model on an industrial pick-and-place machine clearly illustrates the practical use of this approach. LPV controllers will be synthesised for this model and then need to be compared with previously designed traditional gain-scheduling controllers for the same setup [14] .
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