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Abstract
This dissertation is concerned with the formation control problem of multiple agents modeled
as nonholonomic wheeled mobile robots. Both kinematic and dynamic robot models are considered.
Solutions are presented for a class of formation problems that include formation, maneuvering, and
flocking. Graph theory and nonlinear systems theory are the key tools used in the design and
stability analysis of the proposed control schemes. Simulation and/or experimental results are
presented to illustrate the performance of the controllers.
In the first part, we present a leader-follower type solution to the formation maneuvering
problem. The solution is based on the graph that models the coordination among the robots being
a spanning tree. Our control law incorporates two types of position errors: individual tracking
errors and coordination errors for leader-follower pairs in the spanning tree. The control ensures
that the robots globally acquire a given planar formation while the formation as a whole globally
tracks a desired trajectory, both with uniformly ultimately bounded errors. The control law is first
designed at the kinematic level and then extended to the dynamic level. In the latter, we consider
that parametric uncertainty exists in the equations of motion. These uncertainties are accounted
for by employing an adaptive control scheme.
In the second part, we design a distance-based control scheme for the flocking of the nonholo-
nomic agents under the assumption that the desired flocking velocity is known to all agents. The
control law is designed at the kinematic level and is based on the rigidity properties of the graph
modeling the sensing/control interactions among the robots. A simple input transformation is used
to facilitate the control design by converting the nonholonomic model into the single-integrator
equation. The resulting control ensures exponential convergence to the desired formation while the
formation maneuvers according to a desired, time-varying translational velocity.
In the third part, we extend the previous flocking control framework to the case where only a
subset of the agents know the desired flocking velocity. The resulting controllers include distributed
observers to estimate the unknown quantities. The theory of interconnected systems is used to
analyze the stability of the observer-controller system.
viii
Chapter 1. Introduction
1.1 Motivation
The exotic collective behavior of natural swarming species such as schools of fish, colonies of
ants, bee colonies, flocks of birds, and groups of insects has attracted the attention of many systems
and control researchers for the past decades. Collaborative behaviors serve needs such as survival,
defense against predators, and foraging for food. With this inspiration and the development in
technologies such as sensors, embedded systems, communication systems, and power storage, it
has become feasible to tackle problems such as surveillance, exploration, rescue missions, mapping
and environmental monitoring, by deploying formations of robotic vehicles.
A multi-agent system refers to the coordinated behavior of multiple, interacting physical entities
as they perform tasks unsuitable and/or too complex for a single entity. For variety of reasons,
using multi-agent systems is more effective than deploying single vehicles to accomplish a task:
more efficient and complex task execution, versatility, adaptability, scalability, lower cost, and
robustness when one or more robots fail. For example, multiple robots could use its neighbors’
relative positions to synthesize a virtual, large scale antenna to receive acoustic signals with better
sensitivity. If one of the robots fails, the rest can reconfigure to maintain the antenna operational,
whereas a stand-alone antenna would be a single point of failure. Roughly speaking, malfunctions
in multi-agent systems are less likely than a single agent since they are usually much simpler
hardware- and software-wise. This simplicity along with mass production can also lead to lower
costs. Another application that can benefit form the use of multi-agent system is the survey of
large geographic areas since multiple robot sensors can cover the region of interest more rapidly
than a single one. Lastly, multiple robots with on-board sensors may have different functionalities,
which may give the whole formation a new functionality in the aggregate. For instance, in a group
of underwater vehicles, some could be equipped with sonar sensors and others with radio-frequency
direction sensors to allow target identification and localization by the entire formation [1].
The multi-agent system concept, on the other hand, introduces a list of unique challenges
such as communication topology, control protocols, collision avoidance, information exchange, and
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cooperation and coordination algorithms. These challenges are often complicated by restrictions
on computational, communication, and sensing resources. A key design decision is choosing be-
tween a centralized coordination scheme (e.g., GPS or a central command station) or decentral-
ized/distributed one (local/on-board sensors and processing). A decentralized scheme is typically
the preferred approach since it maximizes the benefits of the multi-agent system concept.
Numerous collaborative and coordination problems for multi-agent systems have been studied
over the past decade: foraging, consensus, formation, coverage, flocking, rendezvous, agreement,
scheduling, and synchronization. The aim of these problems is mostly to drive the multi-agent
system to a common state such as velocity, position, planar or spatial formations, arrival time, etc.
In this dissertation, we will mainly focus on the class of formation problems. Formation acquisition
is the most basic formation control problem, and refers to the coordinated behavior where mobile
agents are required to autonomously configure into a desired spatial pattern. Formation maneuver-
ing refers to the special case where the formation is not static, but moves in space as a virtual rigid
body according to a pre-defined trajectory. Flocking is a type of formation maneuvering where the
trajectory is described by a desired translational velocity. Notice that formation acquisition is a
pre-condition for the other problems.
1.2 Literature Review and Scope of Work
Most formation control results are based on point-mass type models for the agent’s motion,
such as the single- and double-integrator models. For example, see [11, 29, 34, 45, 57, 66, 69, 76] for
single-integrator results and [10, 13, 34, 56, 58] for double-integrator results. On the other hand,
some results have used more sophisticated models that account for the agent kinematics/dynamics.
One of two models are used in these cases: the fully-actuated (holonomic) Euler-Lagrange model,
which includes robot manipulators, spacecraft, and some omnidirectional mobile robots; or the
nonholonomic (underactuated) model, which accounts for velocity constraints that typically occur
in the vehicle motion (e.g., wheeled mobile robots and air vehicles). In the nonholonomic case,
models can be further subdivided into two categories: the purely kinematic model where the control
inputs are at the velocity level, and the dynamic model where the inputs are at the actuator level.
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Examples of work based on the Euler-Lagrange model include [12, 16, 19, 26, 41, 48, 60, 71, 74, 75].
Formation control results based on nonholonomic kinematic models can be found in [6, 21, 24, 43,
52, 54, 67]. Designs for nonholonomic dynamic models appeared in [17, 27, 28, 31, 49, 79].
Among the above nonholonomic-based results, the only ones to address the formation maneu-
vering problem are [21, 31, 43, 67]. In [21], the problem of controlling formations was decomposed
into either tracking the position and orientation of a robot relative to a lead robot or the position
relative to two lead robots. A single lead robot was responsible for planning and generating the
desired maneuver for the formation, which was then transmitted to the followers through a commu-
nication graph with a tree structure. In [31], a scheme that combines artificial potential functions
and sliding mode control was proposed to allow the formation to track a maneuvering target. The
control scheme can compensate for uncertain dynamics and is based on measurements of all agents’
global position. In [43, 67], kinematic controllers were designed based on two types of position errors
[71]—individual tracking errors (relative to the desired trajectory of each agent) and coordination
errors for agent pairs—where the latter serves the purpose of coupling the motion of the individual
agents in the formation. The control laws in [43, 67] guarantee simultaneous formation acquisition
and trajectory tracking, but require measurements of all agents’ global position.
The intent of our first result is to further explore the formation maneuvering control framework
introduced in [43, 67] and, in particular, the interplay between the tracking and coordination errors.
Specifically, we seek the following improvements to [43, 67]: a) simplify the coordination scheme
to require a minimal number of control links and global position measurements, and b) extend the
coordination scheme to the dynamics problem while compensating for parametric uncertainty. To
this end, we consider formations of unicycle-type nonholonomic robotic vehicles with dynamics.
Our solution will involve a leader-follower type coordination scheme, composed of a primary leader,
secondary leaders, and a follower, where the inter-vehicle interactions are modeled by a chain-like
spanning tree graph. As a result, only the global position of the primary leader is required in
addition to the relative positions of the robots connected in the graph. Based on a composite
Lyapunov analysis of the primary leader’s tracking error and all coordination errors, we construct
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a nonlinear control law that ensures all the errors are uniformly ultimately bounded. This is
accomplished by exploiting the pentadiagonal structure of a matrix in the Lyapunov analysis
which arises from the specific topology of our graph. For ease of explanation, the proposed control
law is first developed for the nonholonomic kinematic model, and then extended to account for
the vehicle dynamics using the backstepping technique [46]. In this extension, we assume the
parameters in the dynamic equations are unknown, and design an adaptive controller to account
for this uncertainty. Despite similarities in the open-loop error dynamics, our results in Section
3.2 differs from [43, 67] in a few aspects: i) we use a spanning tree for the coordination graph;
ii) we employ a different Lyapunov function candidate and, as a result, a different control law;
and iii) the stability analysis is simpler since we are only concerned with the negative definiteness
of the Lyapunov function derivative in the least squares sense. With respect to [31], our control
algorithm has the advantage of only depending on one robot’s global position. In comparison to
[21], which also uses a leader-follower strategy modeled as a tree graph, our control is not limited
to the kinematics problem. A portion of the work presented in Chapter 3 appeared in [39].
Flocking and target interception controllers were introduced in [11, 9] for the single- and double-
integrator models, respectively, using the distance-based, rigid graph approach from [45]. A 2D
formation maneuvering controller was proposed in [5] for the double-integrator model where the
group leader, who has inertial frame information, passes the information to other agents through
a directed path in the graph. A limitation of this control is that it becomes unbounded if the
desired formation maneuvering velocity is zero. A consensus scheme was presented in [34] using
both the single- and double-integrator models where the formation translation velocity is constant
and known to only two leader agents. In [66], the translational maneuvering strategy involved a
leader with a constant velocity command and followers who track the leader while maintaining the
formation shape. The control law, which was based on the single-integrator model, consisted of the
standard gradient descent formation acquisition term plus an integral term to ensure zero-steady
error with respect to the velocity command. In [72], for agents modeled by double integrators, a
flocking controller was designed that allows all agents to both achieve the same velocity and reach
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a desired formation in finite time. A similar problem was addressed in [20] but with asymptotic
formation acquisition and velocity consensus. Recently in [50], a controller was proposed using the
single-integrator model that can steer the entire formation in rotation and/or translation in 3D.
The rotation component was specified relative to a body-fixed frame whose origin is at the centroid
of the desired formation and needs to be known.
Various multi-agent tracking and flocking results have appeared in the literature. In [15],
a control algorithm was proposed to force a multi-agent system modeled by the Euler-Lagrange
equation to move inside a desired region while maintaining a predefined distance among the robots.
The stability of cooperative tracking control laws for multiple robot manipulators was studied in
[19] using nonlinear contraction analysis. The authors in [35] proposed a control law for the
coordinated tracking problem with the presence of an observer to estimate the unknown velocities;
however, their algorithm requires knowledge of a leader agent acceleration. The flocking behavior
of multiple vehicles with a dynamic leader whose acceleration is known to all agents was discussed
in [68],. A swarm tracking scheme via a variable structure control approach and artificial potential
fields was proposed in [75]. In [65], the authors study distributed coordinated tracking problems
on single- and double-integrator models; note that the observer designed in the aforementioned
reference does not require leader’s velocity or acceleration measurement.
In formation control, a key aspect is whether the controlled variables are the relative position
vector of the agents or the inter-agent distances (i.e., norm of the relative position). The latter
approach has the advantage that relative position measurements can be done in an arbitrary
coordinate frame, whereas the former requires the measurements in a global coordinate frame [70].
Rigid graph theory is a natural tool for describing the multi-agent formation shape for the distance-
based approach since it naturally ensures that the inter-agent distance constraints of the desired
formation are enforced through the graph rigidity. The distance-based control framework has been
mostly applied to the single- and double-integrator models. To the best of our knowledge, the only
exception are the results in [23, 77] which considered the nonholonomic kinematic model in the
design of a formation acquisition controller.
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In our second result, we apply the distance-based approach to the flocking of nonholonomic
kinematic agents. We assume that the desired flocking velocity is known to all agents in the
formation. Similar to [23], we use a simple input transformation to convert the nonholonomic multi-
agent system into the single-integrator system. As a result, we can apply the flocking controller
from [11] to ensure that the desired formation is acquired and maneuvers according to the given
flocking velocity. In comparison to [23], our input transformation is slightly different but more
importantly, we rigorously show how it achieves the conversion to the single-integrator system
using an interconnected system analysis.
We conclude the dissertation by revisiting the distance-based flocking problem but with the
restriction that only a subset of the agents know the desired flocking velocity. This restriction is
overcome via the design of a distributed, consensus-like observer that estimates this velocity. The
premise behind the observer is that agents that do not have direct access to the flocking velocity
can acquire this information from its neighbors since the graph modeling the communication and
control network is connected. Distributed observers are again used to estimate these quantities
based on the connectedness of the formation graph.
1.3 Dissertation Outline
This dissertation is organized as follows. In Section 1.4 below, we review some concepts of
graph theory and nonlinear systems theory that will be used by the formation control algorithms.
The equations of motion for the nonholonomic agents are introduced in Chapter 2. In Chapter 3,
the control law for the formation maneuvering problem is first introduced at the kinematic level
(Section 3.2) and then extended to the uncertain dynamics case (Section 3.3). Evaluations of the
proposed control design are provided in Section 3.4 in the form of experimental results for the
kinematic controller and MATLAB-based simulation results for the adaptive dynamic controllers.
Chapter 4 discusses the flocking control with known desired velocity, including the control law
design, closed-loop stability analysis, and experimental results. Chapter 5 presents the flocking
controller with limited velocity information (Section 5.2). Experimental validations of the control
solution is given in Section 5.3. The dissertation concludes with a summary of the results in
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Chapter 6.
1.4 Background Material
This work utilizes some concepts of graph theory and nonlinear systems theory which are
reviewed below.
An undirected graph G is a pair (V,E) where V = {1, ..., n} is the set of vertices and E ⊂ V ×V
is the set of undirected edges that connect two different vertices, i.e., if vertex pair (i, j) ∈ E then
so is (j, i). We let a ∈ {1, . . . , n(n− 1)/2} denote the total number of edges in E. The set of
neighbors of vertex i is denoted by
Ni(E) = {j ∈ V | (i, j) ∈ E}. (1.1)
A graph G is said to be complete if every pair of distinct vertices is connected by an edge such
that a = n(n− 1)/2. A complete graph with n vertices is symbolized by Kn. A path is a trail that
goes from an origin vertex to a destination vertex by traversing edges of the graph. An undirected
graph is connected if there is a path between every pair of vertices of G, otherwise it is said to
be disconnected. A tree is a connected graph in which two vertices are connected exactly by one
path. Note that in a tree, cycles cannot exist. A spanning tree for a connected graph G is a tree
containing all the vertices of G. In other words, a spanning tree of a graph of n vertices is a subset
of n− 1 edges that form a tree. Some general properties of spanning trees are the following [32]:
• A connected graph G can have more than one spanning tree.
• All feasible spanning trees of graph G have the same number of edges and vertices.
• Removing one edge from a spanning tree will make the graph disconnected; i.e., a spanning
tree is minimally connected.
• Adding one edge to a spanning tree will create a cycle; i.e., the spanning tree is maximally
acyclic.
Some of the above concepts are illustrated in Figures 1.1 and 1.2.
Let A = [aij] ∈ Rn×n be the adjacency matrix defined such that aij = 1 if (i, j) ∈ E and aij = 0
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Figure 1.1. Example of a path connecting vertex a to vertex b.
Figure 1.2. Examples of a connected graph, a tree, and spanning trees.
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otherwise. Note that aij = aji. Let the Laplacian matrix L = [lij] ∈ Rn×n associated with A be
defined as lii =
∑n
j=1,j 6=i aij and lij = −aij for i 6= j. Note that L is symmetric positive definite
and has a simple zero eigenvalue with an associated eigenvector 1 [18].
If pi ∈ R2 is the coordinate of vertex i, then a framework F is defined as the pair (G, p) where
p = [p1, . . . , p2] ∈ R2n. In the following, we assume all frameworks have generic properties, i.e.,
the properties hold for almost all of the framework representations. This is done to exclude certain
degenerate configurations such as frameworks that lie in a hyperplane (see [33] for a detailed study
of generic framework).
Based on an arbitrary ordering of edges, the edge function φ : R2n → Ra is given by
φ(p) =
[
..., ‖pi − pj‖2 , ...
]
, (i, j) ∈ E (1.2)
such that its kth component, ‖pi − pj‖2, relates to the kth edge of E connecting the ith and jth
nodes. The rigidity matrix R : R2n → Ra×2n is given by
R(p) =
1
2
∂φ(p)
∂p
(1.3)
where rank[R(p)] ≤ 2n− 3 [2].
An isometry of R2 is a bijective map T : R2 → R2 satisfying [36]
‖w − z‖ = ‖T (w)− T (z)‖ , ∀w, z ∈ R2. (1.4)
This map includes rotations and translations of the vector w − z. Two frameworks are said to
be isomorphic in R2 if they are related by an isometry. In this dissertation, we will represent the
collection of all frameworks that are isomorphic to F by Iso(F ). It is important to point out that
(1.2) is invariant under isomorphic motions of the framework.
Frameworks (G, p) and (G, pˆ) are equivalent if φ(p) = φ(pˆ), and are congruent if ‖pi − pj‖ =
‖pˆi − pˆj‖, ∀i, j ∈ V [37]. The necessary and sufficient condition for a generic framework (G, p)
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to be infinitesimally rigid is rank[R (p)] = 2n − 3 [36]. An infinitesimally rigid framework is
minimally rigid if and only if a = 2n − 3 [1]. If the infinitesimally rigid frameworks (G, p) and
(G, pˆ) are equivalent but not congruent, then they are referred to as ambiguous [1]. The notation
Amb(F ) will be used here to represent the collection of all frameworks that are ambiguous to the
infinitesimally rigid framework F . All frameworks in Amb(F ) are also assumed to be infinitesimally
rigid. According to [1] and Theorem 3 of [4], this assumption holds almost everywhere; therefore,
it is not restrictive.
Lemma 1 [10] Consider two frameworks F = (G, p) and F¯ = (G, p¯) sharing the same graph
G = (V,E) and the function
Λ(F¯ , F ) =
∑
(i,j)∈E
(‖p¯i − p¯j‖ − ‖pi − pj‖)2 . (1.5)
If F is infinitesimally rigid and Λ(F¯ , F ) ≤ ε where ε is a sufficiently small positive constant, then
F¯ is also infinitesimally rigid.
Lemma 2 [11] For any x ∈ R2, R(p)(1n ⊗ x) = 0 where 1n is the n× 1 vector of ones.
The following stability theorems will prove useful.
Theorem 1 [40] Consider the system x˙ = f (x, u) where x is the state, u is the control input, and
f(x, u) is locally Lipschitz in (x, u) in some neighborhood of (x = 0, u = 0). Then, the system is
locally input-to-state stable if and only if the unforced system x˙ = f(x, 0) has a locally asymptotically
stable equilibrium point at the origin.
Theorem 2 [51] Consider the interconnected system
Σ1: x˙ = f(x, y)
Σ2: y˙ = g(y).
(1.6)
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if subsystem Σ1 with input y is locally input-to-state stable and y = 0 is a locally stable equilibrium
point of subsystem Σ2, then [x, y] = 0 is a locally asymptotically stable equilibrium point of the
interconnected system.
Finally, the following metric will be used to denote the ”distance” between a point and a set:
dist (ζ,M) = inf
x∈M
‖ζ − x‖ (1.7)
for points ζ, x ∈ R2 and a set M.
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Chapter 2. System Model
In this chapter, we introduce the equations of motion for the multi-agent system. We consider
a system of n wheeled nonholonomic robots moving autonomously on the plane. We assume the
wheels operate under the conditions of pure rolling and no slipping. This condition is known as a
nonholonomic constraint, and is the main feature of the kinematic model of wheeled mobile robots.
To explain this feature, consider a single wheel (a.k.a. unicycle) moving on the plane as shown
in Figure 2.1, where q = [x, y, θ] denotes the wheel pose. Under the rolling without slipping
condition, the wheel is not able to move sideways. Thus, the linear velocity of the wheel center has
no lateral component and lies in the body plane of the wheel. In other words, the wheel’s velocity
cannot take independent values, and must satisfy the following constraint [22]
wᵀq˙ = 0 (2.1)
where w = [sin θ,− cos θ, 0]. The constraint equation (2.1) is a common example of a Pfaffian
constraint, which has the general form [22]
A(q)q˙ = 0 (2.2)
where A : Rn → Rk×n and k < n. Note that Pfaffian constraints are linear in the velocities. If
Figure 2.1. Unicycle kinematics.
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(2.2) can be integrated to yield
h(q) = c (2.3)
where h : Rn → Rk such that ∂h/∂q = A(q) and c ∈ Rk contains the integration constants, then
the Pfaffian constraint is said to be holonomic (a pure geometric constraint). Otherwise, (2.2) is
called nonholonomic (a kinematic constraint).
From (2.2), we know that all possible velocities are contained in the null space of the matrix
A(q). Since in our case, A(q) = wᵀ, we have that
Null(A(q)) = span


cos θ
sin θ
0
 ,

0
0
1

 , (2.4)
and therefore,
q˙ =

cos θ
sin θ
0
 v +

0
0
1
ω (2.5)
where v is the linear velocity in the direction of θ and ω is the steering velocity about the vertical
axis. Equation (2.5) is called the kinematic model of the unicycle.
Now, we turn our attention to the multi-agent system model. Consider the ith robot depicted
in Figure 2.2, where {X0, Y0} is a reference frame fixed to the Earth and {Xi, Yi} is the moving
reference frame attached to the robot such that theXi-axis is aligned with robot’s heading direction,
which is denoted by the angle θi and measured counterclockwise from the X0-axis. It is assumed
that the robot’s center of mass is coincident with its center of rotation located at point Ci. We
consider that each robot is a unicycle vehicle governed by following equations of motion [25]
q˙i = S(θi)ηi (2.6)
Miη˙i +Diηi = ui (2.7)
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Figure 2.2. Schematic of the unicycle vehicle.
for i = 1, 2, ..., n. The robot kinematics is given by (2.6), where qi = [xi, yi, θi] denotes the position
and orientation of {Xi, Yi} relative to {X0, Y0}, ηi = [vi, ωi], vi is the robot’s linear velocity in the
direction of θi, ωi is the robot’s steering velocity about the vertical axis passing through Ci, and
S(θi) =

cos θi 0
sin θi 0
0 1
 . (2.8)
Note that (2.6) and (2.8) are equivalent to (2.5). The robot dynamics is described by (2.7),
where Mi = diag(mi, Ji), mi and Ji are the vehicle mass and mass moment of inertia about the
vertical axis, respectively, Di ∈ R2×2 is the constant damping matrix, and ui ∈ R2 represents the
force/torque-level control input provided by the drive train actuators.
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Chapter 3. Formation Maneuvering Control
In this chapter, we present a leader-follower type solution to the formation maneuvering prob-
lem for multiple, nonholonomic wheeled mobile robots. Our solution is based on the graph that
models the coordination among the robots being a spanning tree. Our control law ensures, in the
least squares sense, that the robots globally asymptotically acquire a given planar formation while
the formation as a whole globally asymptotically tracks a desired trajectory. The control law is
first designed at the kinematic level and then extended to the dynamic level. In the latter, we
consider that parametric uncertainty exists in the equations of motion. These uncertainties are
accounted for using an adaptive control scheme. The proposed formation maneuvering controls are
demonstrated by experimental and numerical simulations of five vehicles.
3.1 Problem Statement
Our control objective is to ensure that the system of n nonholonomic robots acquires a specified
two-dimensional formation and maneuvers cohesively according to a predefined desired trajectory.
The information exchange between robots is modeled by graph T (V,E), which should be a
spanning tree of the complete graph Kn.
1 The spanning tree guarantees that the least number
of control links (edges) between the robots in the graph is used to meet the control objective.
The spanning tree is also motivated by our proposed collaboration protocol for the robots, which
includes three categories of agents. In particular, we will designate one robot as the primary leader,
which for notational convenience will be robot 1, who knows its global position (i.e., with respect
to {X0, Y0}). The secondary leaders are robots who have a dual roles: they follow the primary
leader or a secondary leader, but also serve as a leader for other robots. Finally, the follower is
the robot that simply follows a secondary leader with no leadership role. Secondary leaders and
followers can only measure their relative position to other robots to which they are connected in
T .
Our control approach will require that graph T have a chain-like form: vertex 1 (primary
leader) is only connected to vertex 2, vertex i for i = 2, . . . , n − 1 (secondary leaders) is only
1This requirement is simply for the purpose of maximizing the number of choices for the spanning tree.
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Primary Leader
Secondary Leader
Secondary Leader
Follower
Secondary Leader
1
2
34
5
Figure 3.1. Spanning tree example with five robots.
connected to vertices i − 1 and i + 1, and vertex n (follower) is only connected to vertex n − 1.
Figure 3.1 shows an example of a required spanning tree T for the case of five robots.
We will quantify the control objective by defining two types of position errors. The first one is
the standard tracking error for each individual robot:
ei = qdi − qi, i ∈ V (3.1)
where qdi(t) ∈ R3 denotes the desired trajectory for robot i (below we describe how qdi is gen-
erated) dictated by the desired formation shape and maneuver. We also introduce the following
coordination error between robots i and j [43, 67, 71]
εij = ei − ej, (i, j) ∈ E (3.2)
where E is edge set of the spanning tree. The coordination errors will couple the motion of robots
so that the desired formation maneuvering is accomplished by only measuring q1 and qi − qj,
(i, j) ∈ E. That is, from (3.1) and (3.2), we have that
εij = qdi − qdj − (qi − qj) , (3.3)
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which is only dependent on the relative position of robots i and j. Our problem statement is then
to design ui = ui(t, θi, ηi, q1, qi − qj), ∀i ∈ V and ∀(i, j) ∈ E in (2.7) such that
lim
t→∞
(|ei(t)| , |εij(t)|) ≤ δ (3.4)
for ∀i ∈ V and ∀(i, j) ∈ E, where δ is an arbitrarily small constant.
The desired trajectory of each robot needs to satisfy the nonholonomic constraint of the unicycle
vehicle given by (2.6). That is,
q˙di = S (θdi) ηdi (3.5)
where qdi = (xdi, ydi, θdi), and ηdi = (vdi, ωdi) includes the desired translational and rotational
speeds such that vdi(t) 6= 0, ∀t. This condition on vdi stems from the potential singularity in
the relationship ωdi = (x˙diy¨di − x¨diy˙di) /v2di, which can be derived from (3.5) and its derivative.
However this singularity can be diminished by using a different control point on the vehicle other
than on the axis of the two wheels. We assume the desired trajectory is generated such that qdi(t),
q˙di(t), ηdi(t), and η˙di(t), i = 1, . . . , n are bounded for all time. The signal qdi(t) is usually known
in advance and therefore can be stored on the ith robot’s microcontroller.
Remark 1 Different approaches can be used to acquire the linear position signals needed by the
control. The most direct approach is to equip each robot with a GPS and then have the signals
broadcast between the robots using a local wireless network. This approach has the disadvantage of
reduced accuracy when the line of sight between the GPS receiver and satellite is obstructed (e.g.,
indoor operation, urban areas, dense vegetation, underwater). An alternative approach for GPS-
denied environments is to use a suite of onboard sensors. Specifically, one can measure the relative
linear positions in (3.3) using, for example, a rangefinder, camera, and compass, and measure the
global position of the primary leader using an inertial navigation system coupled to a Kalman filter.
Finally, the robots’ heading angles can be measured with a compass, while velocity signals can be
determined by numerically differentiating and low-pass filtering the position signals.
Remark 2 In theory, a formation control law could be designed just based on (3.1) such that each
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robot tracks its own desired trajectory, independently of one another. This however has the disad-
vantage that a) perturbations from the desired trajectory will distort the formation shape without
a mechanism for self-correction, and b) the control will depend on the global position of all robots.
These problems are avoided by introducing (3.2) in the control scheme along with the chain-like
topology for the graph .
3.2 Kinematic Control
We first consider the kinematic control problem by treating ηi in (2.6) as the control input.
To this end, we begin by expressing the tracking error (3.1) with respect to the moving reference
frame {Xi, Yi} as follows [25, 38]
si = R
ᵀ(θi)ei (3.6)
where R(θi) is the rotation matrix defined as
R(θi) =

cos θi − sin θi 0
sin θi cos θi 0
0 0 1
 . (3.7)
Differentiating (3.6) with respect to time yields
s˙i = R˙
ᵀ(θi)ei +R
ᵀ(θi) (q˙di − q˙i)
= ωiQsi +R
ᵀ(θi)S(θdi)ηdi − Pηi (3.8)
where
Q =

0 1 0
−1 0 0
0 0 0
 , P =

1 0
0 0
0 1
 , (3.9)
R˙ᵀ(θi) = ωiQR
ᵀ(θi), and S (·) was defined in (2.8).
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Now, consider the Lyapunov function candidate
V (z) =
1
2
sT1 s1 +
1
2
∑
(i,j)∈E
εᵀijεij =
1
2
zᵀz (3.10)
where
z = (s1, . . . , εij, . . .) ∈ R3n, ∀(i, j) ∈ E. (3.11)
It is important to note that (3.11) is a function of all coordination errors but only the primary
leader’s tracking error.
The time derivative of (3.10) is given by
V˙ = sᵀ1 [R
ᵀ(θ1)S(θd1)ηd1 − Pη1] +
∑
(i,j)∈E
εᵀij [S(θdi)ηdi
−S(θi)ηi − S(θdj)ηdj + S(θj)ηj]
(3.12)
where we used the fact that Q is skew-symmetric. After some manipulations, we can rewrite (3.12)
in the following form
V˙ = zᵀ [K (θ) η +H(θ1, t)] (3.13)
where η = (η1, . . . , ηn) ∈ R2n, θ = (θ1, . . . , θn) ∈ Rn, and K ∈ R3n×2n and H ∈ R3n are defined as
K(θ) =

−P 03×2 03×2 03×2 · · · 03×2
−S(θ1) S(θ2) 03×2 03×2 · · · 03×2
03×2 −S(θ2) S(θ3) 03×2 · · · 03×2
03×2 03×2 −S(θ3) S(θ4) 03×2 03×2
. . . . . . . . . . . . . . . . . .
03×2 03×2 · · · 03×2 −S(θn−1) S(θn)

(3.14)
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H(θ1, t) =

Rᵀ(θ1)S(θd1)ηd1
S(θd1)ηd1 − S(θd2)ηd2
...
S(θd(n−1))ηd(n−1) − S(θdn)ηdn

. (3.15)
Remark 3 The structure of matrix K(θ) in (3.14) stems from the chain-like form of graph T , and
is crucial for the proposed control design and its stability analysis. In particular, it can be proven
that (3.14) has full column rank (see Appendix A).
In the following theorem, we give a solution to the kinematic control problem that is valid in
the least squares sense.
Theorem 3 The kinematic control
η = −K† (θ) [λ1z +H(θ1, t)] , (3.16)
where λ1 is a 3n× 3n diagonal, positive-definite, control gain matrix and K† is the pseudo-inverse
of (3.14) defined as
K† = (KᵀK)−1Kᵀ, (3.17)
ensures that (3.4) is met with global exponential decay and that all other system signals are globally
bounded.
Proof. If we can specify η to satisfy
Kη +H = −λ1z, (3.18)
then we know from (3.13) that
V˙ = −zᵀλ1z. (3.19)
Along with the form of (3.10), this would indicate that z = 0 is exponentially stable [40].
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Notice that K in (3.14) does not have full row rank since the system (3.18) is overdetermined.
Therefore, the exact solution
η∗ = −Kᵀ(KKᵀ)−1(λ1z +H) (3.20)
cannot be used. However, the fact that K has full column rank means the matrix KᵀK is invertible.
Therefore, we seek a solution for ( 3.18) that minimizes the energy of the error [47]
J (η) = ‖Kη∗ −Kη‖2 = ‖(−λ1z −H)−Kη‖2 (3.21)
where ‖·‖ denotes the Euclidean norm. This solution, which is called the least squares solution, is
given by ( 3.16). Since this is an approximate solution for (3.18), this equation becomes
Kη +H = −λ1z + r (3.22)
where r is the least squares residual. Since matrix K has full column rank, the solution (3.16) is
unique and r can be upper bounded as follows [59]
‖r‖ ≤
√
a1 + a2 ‖η‖2 (3.23)
where a1 and a2 are some positive constants. From (3.16), it is not difficult to see that
‖η‖ ≤ b1 + b2 ‖z‖ (3.24)
where b1 and b2 are some positive constants. Therefore, substituting (3.24) into (3.23) yields
‖r‖ ≤
√
c1 + c2 ‖η‖+ c3 ‖η‖2 ≤ c4 + c5 ‖z‖ (3.25)
where the ci’s are some positive constants.
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Now, if we substitute (3.22) in (3.13), we obtain
V˙ = −zᵀλ1z + zᵀr. (3.26)
By using (3.25) and letting λ1 = λ
′
1 + λ
′′
1 , we can upper bound (3.26) as follows
V˙ ≤ −zᵀλ1z + ‖z‖ (c4 + c5 ‖z‖)
≤ −(σmin(λ′1)− c5) ‖z‖2 + c4 ‖z‖ − σmin(λ
′′
1) ‖z‖2
≤ −(σmin(λ1)− c5) ‖z‖2 + c
2
4
4σmin(λ
′′
1)
(3.27)
where σmin(·) represents the minimum eigenvalue. If σmin(λ1) > c5 and  := c24/
[
4σmin(λ
′′
1)
]
, we
have from ( 3.10) and (3.27) that
V˙ ≤ −β ‖z‖2 +  ≤ −2βV + , (3.28)
where β := σmin(λ1) − c5 > 0, which indicates that z(t) is globally uniformly ultimately bounded
[63]. This means that
lim
t→∞
‖z(t)‖ ≤
√

2β
:= δ (3.29)
where the steady-state error can be made arbitrarily small by increasing σmin(λ1).
From (3.28), (3.29), and the definition of z, we know that limt→∞ (|s1 (t)| , |εij (t)|) ≤ δ, (i, j) ∈
E with an exponential convergence rate controlled by σmin(λ1). From (3.6), we then know that
limt→∞ |e1 (t)| ≤ δ globally exponentially fast. Given the spanning tree nature of the graph, we can
recursively use (3.2) starting from the primary leader to show that limt→∞ |ei (t)| ≤ δ, i = 2, . . . , n
globally exponentially fast.
Based on (3.1) and the assumption that qdi(t), i = 1, . . . , n is bounded, we know that qi(t),
i = 1, . . . , n is bounded for all time. Since ei(t), i = 1, . . . , n is bounded, we know from (3.6)
that si(t), i = 2, . . . , n is bounded. From (3.14) and (3.15), we have that K (θ) and H(θ1, t) are
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bounded. Thus, we know from (3.16) that η(t) is bounded. From (2.6) and (2.8), we can conclude
that q˙i(t), i = 1, . . . , n is bounded.
3.3 Adaptive Dynamics Control
The kinematic controller assumes the control inputs are the translational and angular speeds
of the vehicle. However, these are states of the dynamic system with the actual control inputs
being the torque/force produced by the drivetrain motors. In this section, we extend the kinematic
control law to account for the robot dynamics (2.7) so we can design actuator-level control inputs.
We will assume that uncertainties exist in the parameters of (2.7), which will be accounted for by
the design of an adaptive control law. To this end, we exploit the fact that (2.7) is linear in the
unknown parameters:
Miµ+Diηi = Yi(µ, ηi)φi, ∀µ = (µ1, µ2) (3.30)
where
Yi =
 µ1 0 vi ωi 0 0
0 µ2 0 0 vi ωi
 (3.31)
is the 2× 6 regression matrix,
φi = (mi, Ji, [Di]11, [Di]12, [Di]21, [Di]22) (3.32)
is the unknown, constant parameter vector, and [·]ij denotes the ijth element of the matrix. We
assume each parameter in (3.32) lies in a known compact set. That is, parameter • ∈ [•min, •max]
where •min and •max are known constants. Let the stack vector of all parameters for all robots
be Φ = {Φi} := (φ1, ..., φn) ∈ R6n such that Φ1 = m1, Φ2 = J1, . . . , Φ7 = m2, etc., where
Φ ∈ Ω := {Φ : ‖Φ‖ ≤ %} and % is a known constant dependent on the compact sets of the
individual parameters Φi.
The formation controller will include a dynamic estimate of (3.32), whose adaptation law will
be part of the control design. To this end, let Φˆ(t) ∈ R6n be the parameter estimate vector, and
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define the corresponding parameter estimation error as
Φ˜ = Φˆ− Φ. (3.33)
We also introduce the new error variable
ρ = η − ηf , (3.34)
where ηf ∈ R2n denotes the fictitious velocity input, to facilitate the use of the backstepping
technique [46]. Finally, we introduce the new Lyapunov function candidate
Va = V (z) +
1
2
ρᵀMρ+
1
2
Φ˜ᵀΓ−1Φ˜ (3.35)
where V was defined in (3.10), M = diag(M1, ...,Mn), and Γ ∈ R6n×6n is a diagonal, positive
definite, adaptation gain matrix.
In order to solve the adaptive dynamics control problem, we propose the following adaptive
control
u = −λ2ρ−Kᵀ(θ)z + Y (η˙f , η)Φˆ (3.36)
ηf = −K† (θ) [λ1z +H(θ1, t)] (3.37)
·
Φˆ = −ΓProj(pi, Φˆ), (3.38)
pi = Y ᵀ(η˙f , η)ρ (3.39)
where u = (u1, ..., un) ∈ R2n, λ1 is a 3n×3n diagonal, positive-definite, control gain matrix, λ2 is a
2n× 2n diagonal, positive-definite, control gain matrix, and Proj(pi, Φˆ) is the projection operator
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given by [8]
Proj(pi, Φˆ) = pi −
p(Φˆ) +
∣∣∣p(Φˆ)∣∣∣
2
∇p(Φˆ)ᵀpi +
∣∣∣∇p(Φˆ)ᵀpi∣∣∣
2
∇p(Φˆ)
∇p(Φˆ)ᵀ∇p(Φˆ) (3.40)
with
p(Φˆ) =
ΦˆᵀΦˆ− %2
c2 + 2c%
, (3.41)
c an arbitrary positive constant, and ∇ the gradient operator. If Φˆ(0) ∈ Ω, the above projection
operator is known to have the following properties [8]:
P1.
∥∥∥Φˆ(t)∥∥∥ ≤ %+ c ∀t ≥ 0;
P2. Φ˜ᵀProj(pi, Φˆ) ≥ Φ˜ᵀpi.
The following theorem depicts the main result of this section.
Theorem 4 The adaptive control in (3.36)-(3.39) ensures that (3.4) is satisfied with global expo-
nential decay and that all other system signals are globally bounded.
Proof. First, note from (3.35) that2
Va ≤ 1
2
‖z‖2 + σmax(M)
2
‖ρ‖2 + σmax(Γ
−1)
2
∥∥∥Φ˜∥∥∥2
≤ 1
2
max{1, σmax(M)}
(‖z‖2 + ‖ρ‖2)+ σmax(Γ−1)
2
(∥∥∥Φˆ∥∥∥+ ‖Φ‖)2
≤ 1
2
max{1, σmax(M)}
(‖z‖2 + ‖ρ‖2)+ σmax(Γ−1)
2
(2%+ c)2
= ζ1
(‖z‖2 + ‖ρ‖2)+ ζ2 (3.42)
where σmax(·) denotes maximum eigenvalue,
ζ1 :=
1
2
max{1, σmax(M)}, and ζ2 := σmax(Γ
−1)
2
(2%+ c)2 .
2The purpose of using the projection algorithm on the adaptation law is to ensure that Va can be upper bounded
as in (3.42).
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After taking the time derivative of (3.35), we obtain
V˙a = z
ᵀ [K (θ) η +H(θ1, t)] + ρ
ᵀ (u−Dη −Mη˙f ) + Φ˜ᵀΓ−1
·
Φˆ
= zᵀ [K (θ) ηf +H(θ1, t)] + ρ
ᵀ [u− Y (η˙f , η)φ+Kᵀ(θ)z] + Φ˜ᵀΓ−1
·
Φˆ (3.43)
where (2.7), (3.13), (3.30), and (3.34) were used, D = diag(D1, ..., Dn), and Y (η˙f , η) = diag(Y1(η˙f1 , η1),
..., Yn(η˙fn , ηn)). Now, substituting (3.36)-(3.39) and (3.22) with η replaced by ηf into (3.43) yields
V˙a = −zᵀ (λ1z + r)− ρᵀλ2ρ+ Φ˜ᵀ
(
Y ᵀ(η˙f , η)ρ− Proj(pi, Φˆ)
)
. (3.44)
Upon use of (3.27) and property P2 of the projection, we obtain
V˙a ≤ −min{β, σmin(λ2)}
(‖z‖2 + ‖ρ‖2)+ . (3.45)
Finally, applying (3.42) and (3.35) to (3.45) yields
V˙a ≤ −min{β, σmin(λ2)}
ζ1
Va + +
ζ2 min{β, σmin(λ2)}
ζ1
(3.46)
from which we can conclude that z(t) and ρ(t) are globally uniformly ultimately bounded. As the
in proof of Theorem 1, we can show that (3.4) holds with δ =
√
ζ1
min{β,σmin(λ2)} + ζ2.
Since qdi(t) is bounded by assumption, we know qi(t) is bounded for all time from (3.1). Again,
we can follow the proof of Theorem 1 to show that si(t) and ηf (t) are bounded. Then, using (3.34),
we have that η(t) is bounded. From (2.6) and (2.8), we conclude that q˙i(t) is bounded. As shown in
Appendix B, η˙f is a function of the variables θ, η, z, and t; hence, we know that η˙f (t) is bounded.
Due to property P1 of the projection, we know that Φˆ(t) is bounded. Consequently, we can show
u(t) and
·
Φˆ(t) are bounded using (3.36) and (3.38). Finally, we can use (2.7) to conclude that η˙i(t)
is bounded.
Remark 4 Note that (3.37) is the right-hand side of (3.16). Also, the expression for its derivative
26
η˙f , which is needed in (3.36) and (3.38), is explicitly given in Appendix B.
Remark 5 To implement a kinematic controller in practice, one includes the kinematic control
law as the desired velocity in a lower level, velocity control loop. That is, one simply sets u in (3.36)
to u = −λ2ρ where ρ, defined in (3.34), is the velocity error. Since this simplified actuator-level
control law does not explicitly compensate for the vehicle dynamics, it cannot be proven to globally
stabilize the closed-loop system, and will likely yield a worse performance than a control law that
incorporates dynamic model-based feedforward terms.
3.4 Control Evaluation
3.4.1 Kinematic Control Experiment
To demonstrate the performance of the kinematic controller from Section 3.2, we conducted
an experiment on the Robotarium system [62], which is a swarm robotics testbed that uses the
GRITSBot as the mobile robot platform [61]. The testbed arena has a 8 × 12 ft2 area on which
multiple robots can be deployed. The GRITSBot is a low-cost, wheeled robot equipped with a suite
of onboard sensors, wireless communication, battery, and processing boards, and has a footprint of
approximately 3 × 3 cm2. An overhead camera and a unique identification tag atop each robot’s
chassis provide a position tracking system for their motion. A picture of Robotarium and the
GRITSBot are shown in Figure 3.2. Robotarium is ideal for testing kinematic control laws since
it uses velocity-level commands as inputs to the robots with the low-level, velocity control loop
being invisible to the user. The desired formation maneuver was a regular pentagon that moves as
a virtual rigid body around a circle. To this end, the desired trajectory for the geometric center
of the pentagon was chosen as qcgd (t) = (5 cos t cm, 5 sin t cm, t+ pi/2 rad). From this trajectory,
we determined the corresponding trajectory for each robot to be governed by (3.5) with ηdi = (5
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Figure 3.2. The Robotarium (left) and the GRITSBot (right)
cm/s, 1 rad/s), i = 1, ..., n, and initial conditions
qd1(0) = (5 cm, 10 cm, pi/2 rad) , qd2(0) = (5 + 10 cos pi/10 cm, 10 sinpi/10 cm, pi/2 rad) ,
qd3(0) = (5 + 10 sinpi/5 cm,−10 cospi/5 cm, pi/2 rad) ,
qd4(0) = (5− 10 sinpi/5 cm,−10 cospi/5 cm, pi/2 rad) ,
qd5(0) = (5− 10 cospi/10 cm, 10 sinpi/10 cm, pi/2 rad) .
The desired formation at t = 0 along with the desired trajectory for the geometric center of the
pentagon is shown in the Figure 3.3. The graph was selected as the spanning tree shown in Figure
3.1 with edge set E = {(1, 2), (2, 3), (3, 4), (4, 5)}. The initial positions and orientations of the
robots were randomly set to
q1(0) = (2.37 cm, 8 cm, 0.0162 rad) , q2(0) = (17.5 cm, 6 cm, 0.0218 rad) ,
q3(0) = (2.06 cm,−1.36 cm,−0.0031 rad) , q4(0) = (−9.9 cm,−11.49 cm, 0.0517 rad) ,
q5(0) = (−4.45 cm, 8.62 cm,−0.0452 rad) .
The control gain in (3.16) was set to λ1 = I5⊗diag(2, 2, 10) where Ik is the k × k identity matrix.
Snapshots of the initial and final formations are given in Figure 3.4 showing that the desired
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Figure 3.3. Experiment: Desired pentagon formation at t = 0 along with desired circular trajectory
for the geometric center.
formation was successfully acquired from a random initial configuration. The path of each robot
as they maneuver in formation is shown in Figure 3.5. Figure 3.6 shows the norm of all tracking
and coordinations errors quickly converging to approximately zero. The errors are not exactly zero
due to measurement noise and the sensor resolution. We can see from the errors that the desired
pentagon formation is acquired after approximately 10 s while simultaneously maneuvering around
the desired circular path. The control inputs are depicted in Figure 3.7, where one can see that
ηi(t) → ηdi as t → ∞ for all i as expected. A video of the experiment can be seen via this link:
https://www.youtube.com/watch?v=4q_rSynUDjA
3.4.2 Adaptive Dynamics Control Simulation
Since Robotarium does not allow the specification of actuator-level commands, a simulation
conducted in MATLAB was used to demonstrate the performance of the adaptive dynamics con-
troller from Section 3.3. The system parameters in (2.7) were set to mi = 3.6 kg, Ji = 0.0405
kg-m2, and Di = diag(0.3 kg/s, 0.004 kg-m
2/s) for i = 1, ..., 5. The desired formation maneuver
was similar to the one in the experiment with exception of ηdi = (4 m/s, 1 rad/s), i = 1, ..., 5 and
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t =0 s t = 50 s
Figure 3.4. Experiment: Snapshots of the initial formation (left) and the formation when the
experiment was stopped (right).
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Figure 3.5. Experiment: Circular maneuver of each robot from the initial formation at t = 0 s to
the formation at t = 50 s.
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Figure 3.6. Experiment: a) Norm of the tracking errors, ‖ei(t)‖, i = 1, .., 5; b) norm of the
coordination errors, ‖εij(t)‖, (i, j) ∈ E.
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Figure 3.7. Experiment: Control input ηi(t) = (vi(t), ωi(t)), i = 1, . . . , 5.
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Figure 3.8. Simulation: Desired pentagon formation at t = 0 along with the desired circular
trajectory for the geometric center.
the initial conditions
qd1(0) = (4 m, 1 m, pi/2 rad) , qd2(0) = (4 + cospi/10 m, sin pi/10 m, pi/2 rad) ,
qd3(0) = (4 + sinpi/5 m,− cos pi/5 m, pi/2 rad) ,
qd4(0) = (4− sin pi/5 m,− cospi/5 m, pi/2 rad) ,
qd5(0) = (4− cospi/10 m, sinpi/10 m, pi/2 rad) .
The graph was set to the one in Figure 3.1. The desired formation at t = 0 along with the desired
trajectory for the geometric center of the pentagon is shown in the Figure 3.8.
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The initial conditions for the robots’ position and orientation were randomly chosen as
q1(0) = (0.0940 m, 1.3850 m, 0.2600 rad) , q2(0) = (1.5735 m, 0.1980 m, 0.6210 rad) ,
q3(0) = (1.000 m,−1.0115 m, 0.8475 rad) , q4(0) = (0.0500 m,−0.1415 m, 0.5260 rad) ,
q5(0) = (−0.3845 m, 0.9120 m, 0.0305 rad) .
The initial translational and angular speed of each robot was set to zero. All parameter estimates
in (3.38) were randomly initialized to a value in the interval (0, 1). The control and adaptation
parameters were set to λ1 = 2I15, λ2 = 4I10, Γ = 0.5I30, c = 1, and % = 3.
Figure 3.9 shows the snapshots in time of the unicycle robots as they maneuver in formation.
Only the trajectories of two robots are shown for illustration purposes. Figures 3.10 and 3.11
show the time evolution of ‖ei(t)‖, i = 1, . . . , 5 and ‖εij(t)‖, (i, j) ∈ E, respectively. Despite
the stability analysis of Section 3.3 proving the uniform ultimate boundedness of the errors, the
simulation shows the errors converging to zero. This is not surprising since Lyapunov-type analyses
are generally conservative. We can see from these results that after approximately 17.5 s the robots
converge to the pentagon formation while maneuvering as a rigid body around the circle. Some
of the parameter estimates for robot 1 are shown in Figure 3.12. The parameter estimates for the
other robots had a similar behavior, converging to some constant values.3
In order to illustrate the benefit of the dynamics controller over a pure kinematic one, we also
simulated the kinematic controller as described in Remark 5 with the same gain values for λ1 and
λ2 used in the adaptive control simulation. Figure 3.13 shows the tracking and coordination errors
of the kinematic controller. As one can see, the tracking errors do not converge to zero as they
do in Figure 3.10. Since all tracking errors are converging to the same nonzero value in Figure
3.13, the coordination errors of the kinematic controller nevertheless converge to zero since they
are simply the difference of the tracking errors (see (3.2)).
3Recall that adaptive control does not, in general, guarantee the convergence of the parameter estimates to their
actual values [55] .
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Figure 3.9. Simulation (Adaptive control): Snapshots in time of the formation maneuvering and
the desired trajectory for the geometric center.
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Figure 3.10. Simulation (Adaptive control): Norm of tracking errors, ‖ei(t)‖, i = 1, .., 5.
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Figure 3.11. Simulation (Adaptive control): Norm of the coordination errors, ‖εij(t)‖, (i, j) ∈ E.
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Figure 3.12. Simulation (Adaptive control): Sample of parameters estimates for robot 1.
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Figure 3.13. Simulation (Kinematic control): Tracking and coordination errors.
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Chapter 4. Rigidity-Based Flocking Control
In this chapter, we present a solution to the distance-based formation maneuvering problem of
multiple nonholonomic unicycle-type robots. The control law is designed at the kinematic level and
is based on the rigidity properties of the graph modeling the sensing/control interactions among
the robots. A simple input transformation is used to facilitate the control design by converting the
nonholonomic model into the single-integrator equation. The resulting control ensures exponential
convergence to the desired formation while the formation maneuvers according to a desired, time-
varying translational velocity. An experimental implementation of the proposed control law is
conducted on the Robotarium testbed [62].
4.1 Problem Statement
Consider that the agents’ target formation is modeled by the framework F ∗ = (G∗, q∗) where
G∗ = (V ∗, E∗), dim(V ∗) = n, dim(E∗) = a, p∗ = [p∗1, . . . , p
∗
n], and p
∗
i = [x
∗
i , y
∗
i ]. The fixed target
distance separating the ith and jth agents is given by
dij =
∥∥p∗i − p∗j∥∥ > 0, i, j ∈ V ∗. (4.1)
We assume F ∗ is constructed to be infinitesimally and minimally rigid. The actual formation of
the agents is encoded by the framework F (t) = (G∗, p(t)) where p = [p1, . . . , pn] and pi = [xi, yi].
The statement of the control problem of this chapter is the following.
Flocking Problem: The agents need to acquire and maintain a pre-defined geometric shape in
the plane while simultaneously moving with a given translational velocity. That is,
F (t)→ Iso (F ∗) as t→∞, (4.2)
which is equivalent to
‖pi(t)− pj(t)‖ → dij as t→∞, i, j ∈ V ∗ (4.3)
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due to the framework rigidity, and
p˙i(t)− v0(t)→ 0 as t→∞, i = 1, ..., n (4.4)
where v0 ∈ R2 is any continuously differentiable function of time representing the desired transla-
tional velocity. We assume v0 and v˙0 are bounded for all time.
The proposed control scheme assumes that the velocity v0(t) is known to all agents. This is
not an overly restrictive assumption since in many cases this information is known beforehand and
can pre-programmed into the agents’ onboard computer.
4.2 Control Formulation
Before presenting the control scheme, we introduce several error variables. The relative position
of agents i and j is defined as
p˜ij = pi − pj, (4.5)
while their distance error is captured by the variable [45]
zij = ‖p˜ij‖2 − d2ij. (4.6)
The vector of all zij for which (i, j) ∈ E∗ is defined as z = [..., zij, ...] ∈ Ra, which is ordered as
(1.2). Given that ‖p˜ij‖ ≥ 0, note that zij = 0 if and only if ‖p˜ij‖ = dij. This means that when
z = 0, the frameworks F and F ∗ are equivalent and therefore, F = Iso(F ∗) or F = Amb(F ∗).
Finally, let
θ˜i = θi − θdi (4.7)
where θdi denotes the desired heading direction, which is to be specified later.
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Theorem 5 Let the initial conditions for the distance errors be z(0) ∈ Ω1 ∩ Ω2
Ω1 = {z ∈ Ra | Λ(F, F ∗) ≤ δ}
Ω2 = {z ∈ Ra | dist(p, Iso(F )) < dist(p,Amb(F ∗))}
(4.8)
where δ is a sufficiently small positive constant. Then, the kinematic control law
vi = uix cos θi + uiy sin θi (4.9a)
ωi = −βiθ˜i + θ˙di (4.9b)
ui =
 uix
uiy
 = −k ∑
j∈Ni(E∗)
p˜ijzij + v0 (4.9c)
θdi =
 0, if uix = uiy = 0atan2(uiy, uix), otherwise, (4.9d)
where βi and k are positive control gains, ensures (z, θ˜i) = 0 for all i ∈ V ∗ is exponentially stable
and that (4.2) and (4.4) hold.
Proof. We first decompose (2.6) as follows
p˙i =
 vi cos θi
vi sin θi
 (4.10)
θ˙i = ωi. (4.11)
Using (4.7), (4.9a), and (4.9d) in (4.10), one arrives at
p˙i = B(θ˜i)ui. (4.12)
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where
B(θ˜i) =
 cos2 θ˜i −12 sin 2θ˜i1
2
sin 2θ˜i cos
2 θ˜i
 (4.13)
Now, taking the time of derivative of (4.6) gives
z˙ij =
d
dt
(
p˜ᵀij p˜ij
)
= 2p˜ᵀij
(
B(θ˜i)ui −B(θ˜j)uj
)
, (4.14)
which can be rewritten in the following vector form
z˙ = 2R(p)B(θ˜)u (4.15)
where (3.7) was used, B(θ˜) = diag
(
B(θ˜1), ..., B(θ˜n)
)
∈ R2n×2n, θ˜ =
[
θ˜1, . . . , θ˜n
]
∈ Rn, and u =
[u1, . . . , un] ∈ R2n. Likewise, (4.9c) can be rewritten as
u = −kRᵀ(p)z + 1n ⊗ v0. (4.16)
After substituting (4.16) into (4.15), we obtain
z˙ = −2kR(p)B(θ˜)Rᵀ(p)z + 2R(p)B(θ˜)(1n ⊗ v0). (4.17)
Next, after taking the derivative of (4.7) and substituting (4.11) and (4.9b), we obtain
·
θ˜i = −βiθ˜i, (4.18)
which indicates that θ˜i = 0, ∀i ∈ V ∗ is exponentially stable.
Our overall closed-loop system includes two interconnected subsystems (4.17) and (4.18), which
are in the form of (1.6). Now, we show that (4.17) is input-to-state stable with respect to θ˜ by
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using Theorem 1. Consider the Lyapunov function candidate
V =
1
4
∑
(i,j)∈E∗
z2ij =
1
4
zᵀz. (4.19)
The derivative of (4.19) along (4.17) is given by
V˙ = −kzᵀR(p)B(θ˜)Rᵀ(p)z + zᵀR(p)B(θ˜)(1n ⊗ v0). (4.20)
When θ˜ = 0, B(θ˜) = I2n×2n and (4.20) becomes
V˙ = −kzᵀR(p)Rᵀ(p)z (4.21)
upon application of Lemma 2. Given that F ∗ and F (t) have the same edge set and F ∗ is minimally
rigid by design, then F (t) is minimally rigid for all t ≥ 0. Moreover, from Lemma 1 and the fact
that F ∗ is infinitesimally rigid, we know F (t) is infinitesimally rigid for z(t) ∈ Ω1. Therefore, R (p)
has full row rank and
V˙ ≤ −kλzᵀz for z(t) ∈ Ω1 (4.22)
where λ = inf
t
λmin (RR
ᵀ) > 0 and λmin represents the minimum eigenvalue. From (4.22), we know
that V˙ (t) ≤ 0 for all t ≥ 0, which implies that V (t) ≤ V (0) for all t > 0. Therefore, since z(t) ∈ Ω1
is equivalent to z(t) ∈ {z ∈ R2n | V (z) ≤ c} according to Lemma 2 of [12], a sufficient condition
for (4.22) is given by
V˙ ≤ −4kλV for z(0) ∈ Ω1. (4.23)
From (4.23), we know that z = 0 is exponentially stable for z(0) ∈ Ω1 [40], which is equivalent
to the input-to-state stability of (4.17) with respect to θ˜. Therefore, [z, θ˜] = 0 is a locally stable
equilibrium point of the interconnected system by Theorem 2.
The exponential stability of z = 0 infers one of two possible occurrences: F (t) → Iso(F ∗) or
F (t)→ Amb(F ∗) as t→∞. Since the initial condition is such that z(0) ∈ Ω1 ∩ Ω2, then we have
41
from (4.8) that
dist(q(0), Iso(F ∗(0))) < dist(q(0),Amb(F ∗(0))). (4.24)
It follows from this condition that the energy function (4.19) would necessarily have to increase for
a certain time interval for F (t)→ Amb(F ∗) as t→∞ to occur. This is however contradictory to
the fact that V (t) is nonincreasing for all time. Thus, we conclude that F (t)→ Iso(F ∗) as t→∞
for z(0) ∈ Ω1 ∩ Ω2.
Since z(t) is bounded, we know from (4.6) that p˜ij(t), (i, j) ∈ E∗ is bounded. Therefore, since
z(t)→ 0 and θ˜(t)→ 0 as t→∞, we know from (4.9c) and (4.12) that p˙i(t)− v0(t)→ 0 as t→∞
for ∀i ∈ V ∗.
Remark 6 The time derivative of (4.9d), which is needed in (4.9b), can be calculated as follows
θ˙di =
 0, if uix = uiy = 0−uiy
u2ix+u
2
iy
u˙ix +
uix
u2ix+u
2
iy
u˙iy, otherwise
(4.25)
where
u˙i = −k
∑
j∈Ni(E∗)
(
zij + 2p˜ij p˜
ᵀ
ij
)
(ui − uj) + v˙0 (4.26)
and (4.12) and (4.14) were used.
Remark 7 The control (4.9) is time invariant and discontinuous, which is expected by Brockett’s
condition for stabilization of nonholonomic systems [7]. Interestingly, the experimental study in
[42] has shown that such controllers can yield better performance than time-varying, continuous
controls if carefully implemented on unicycle-type robots.
4.3 Experimental Results
An experiments with five robots were again conducted on the Robotarium system. The desired
formation F ∗ was set to a regular pentagon, which was made infinitesimally and minimally rigid by
introducing seven edges such that E∗ = {(1, 2), (1, 3), (1, 4), (1, 5), (2, 3), (3, 4), (4, 5)}. The desired
distances between all robots were given by d12 = d23 = d34 = d45 = d15 = λ
√
2(1− c1) and
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Figure 4.1. Desired pentagon formation along with desired circular trajectory for the geometric
center.
d13 = d14 = λ
√
2(1 + c2) where λ = 0.1 m, s1 = sin
2pi
5
, s2 = sin
4pi
5
, c1 = cos
2pi
5
, and c2 = cos
pi
5
.
The formation was required to move as a virtual rigid body around a circle. To this end, the
desired flocking velocity was chosen as vf (t) = [−r$ sin$t, r$ cos$t] m/s where r = 0.15 m is
the radius for the circular trajectory and $ = 0.3 rad/s. Figure 4.1 depicts the desired formation
and desired maneuver. The initial positions and orientations of the robots were randomly selected.
The control gains in (4.9b) and (4.9c) were set to βi = 10, i = 1, ..., 5, and k = 6.
Snapshots of the formation at t = 0 s and t = 32 s are given in Figure 4.2 showing that the
desired formation was successfully acquired from the random initial configuration. The path of the
geometric center of the formation as it maneuvered in the circle is shown in Figure 4.3. Figure 4.4
shows the inter-agent distance errors and heading angle errors quickly converging to approximately
zero. The errors are not exactly zero due to measurement noise and the sensor resolution. We can
observe from the errors that the desired formation is acquired after approximately 25 s. The control
inputs are depicted in Figure 4.5, where one can see that vi(t)→ r$ = 4.5 cm/s as t→∞ for all i.
The steady-state values for ωi(t), i = 1, ..., 5, are approximately 0.5 rad/s rather than the expected
value of $ = 0.3 rad/s. This can be explained from (4.9b) by the facts that a) the term βiθ˜i(t) does
not approach zero as t→∞ due to the small steady-state offset and fluctuation in θ˜i, and b) the
term θ˙di(t) does not approach 0.3 as t→∞ due to the manner in which (4.25) is calculated. Also,
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Figure 4.2. Snapshots of the initial formation (left) and the formation when the desired formation
was acquired (right).
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Figure 4.3. Circular maneuver of the robots from the initial formation.
notice from Figure 4.5 that the Robotarium testbed limits the robot’s linear velocity to ±10 cm/s.
A video of the experiment can be seen in https://www.youtube.com/watch?v=2EV_SUpvsrk.
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Chapter 5. Flocking Control with Limited Information
In this chapter, we present solutions to the distance-based flocking problem. Like in Chapter 4,
we design kinematic-level control laws based on the rigidity properties of the graph. The challenge
here is that the translational velocity is assumed to be known only to a subset of agents in the
formation. As a result, the controls will include a distributed observer to identify the unknown
velocities.
5.1 Problem Statement
A formal statement of the problem tackled in this chapter is given next.
Flocking Problem II: This problem is similar to the flocking problem described in Section 4.1,
but with the constraint that only agents i ∈ V0, where V0 ⊂ V ∗ is a nonempty subset, have direct
access to v0. We assume v0(t) is any bounded, continuously differentiable function of time such
that ‖v˙0‖ ≤ γ where γ is a known positive constant. Thus, the control objective is to ensure that
both (4.2) and (4.4) hold.
5.2 Flocking Control Formulation
The control law that solves the flocking problem stated above is given in the following theorem.
Theorem 6 Let the initial conditions for the distance errors be z(0) ∈ Ω1 ∩ Ω2 where Ω1 and Ω2
were defined in (4.8). Then, the kinematic control law
vi = uix cos θi + uiy sin θi (5.1)
ωi = −βiθ˜i + θ˙id (5.2)
ui =
 uix
uiy
 = −k ∑
j∈Ni(E∗)
p˜ijzij + vˆfi (5.3)
·
vˆfi = −αsgn
 ∑
j∈Ni(E∗)
(vˆfi − vˆfj) − bi(vˆfi − v0)
 (5.4)
θid =
 0, if uix = uiy = 0atan2(uiy, uix), otherwise, (5.5)
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where βi, k > 0 are control gains,
bi =
 1, if i ∈ V00, otherwise, , (5.6)
α > γ is an observer gain, and sgn(·) is the standard signum function defined as
sgn (x) =

1 for x > 0
0 for x = 0
−1 for x < 0,
(5.7)
ensures (z, θ˜i) = 0 for all i ∈ V ∗ is exponentially stable and that (4.2) and (4.4) hold.
Proof. The proof of this theorem will follow similar arguments to those used in the proof of
Theorem 5. From (5.3), we have that
u = −kRᵀ(p)z + vˆf (5.8)
where vˆf = [vˆf1, ..., vˆfn] ∈ R2n. Let v˜fi = vˆfi − v0 denote the flocking velocity estimation error for
agent i. If v˜f = [v˜f1, ..., v˜fn] ∈ R2n, then
v˜f = vˆf − 1n ⊗ v0. (5.9)
As part of this proof, we will show that (5.4) guarantees v˜f (t)→ 0 as t→∞.
After substituting (5.8) into (4.15), we get the closed-loop system
z˙ = −2kR(p)B(θ˜)Rᵀ(p)z + 2R(p)B(θ˜)vˆf . (5.10)
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Using (5.9) in (5.10) yields
z˙ = −2kR(p)B(θ˜)Rᵀ(p)z + 2R(p)B(θ˜)(v˜f + 1n ⊗ v0). (5.11)
We now turn our attention to deriving the dynamics of the estimation error. First, notice that
∑
j∈Ni(E∗)
(vˆfi − vˆfj) =
n∑
j=1
aij(vˆfi − vˆfj), (5.12)
where aij are the elements of the adjacency matrix A. Taking the time derivative of (5.9) and
substituting (5.4) gives
·
v˜f = −αsgn ((L ⊗ I2)v˜f − (B ⊗ I2)v˜f )− 1n ⊗ v˙0
= −αsgn ((M⊗ I2)v˜f )− 1n ⊗ v˙0 (5.13)
where we used the fact that vˆfi − vˆfj = v˜fi − v˜fj, B :=diag(b1, ..., bn), L is the Laplacian matrix,
and M := L+ B.
Our overall closed-loop system is composed of three interconnected subsystems: (5.11), (5.13),
and (4.18). This interconnected system is in the form of (1.6) with y = [v˜f , θ˜]. Therefore, we need
to show that (5.11) is input-to-state stable with respect to [v˜f , θ˜].
Taking the derivative (4.19) along (5.11) yields
V˙ = −kzᵀR(p)B(θ˜)Rᵀ(p)z + zᵀR(p)B(θ˜)(v˜f + 1n ⊗ v0). (5.14)
After setting [v˜f , θ˜] = 0 in (5.14), we obtain (4.21). We can now follow the proof of Theorem 5 to
conclude that (5.11) is input-to-state stable with respect to [v˜f , θ˜].
Next, we prove that v˜f = 0 is a stable equilibrium point of (5.13). Since the graph of a rigid
framework is always connected, we know that G∗ is connected. Therefore, we know from Lemma
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3 of [35] that M is positive definite in (5.13). Consider the positive definite Lyapunov function
W =
1
2
v˜ᵀf (M⊗ I2)v˜f . (5.15)
The time derivative of W along (5.13) is given by
W˙ = v˜ᵀf (M⊗ I2)(−αsgn ((M⊗ I2)v˜f )− 1n⊗v˙0)
= −αv˜ᵀf (M⊗ I2)sgn((M⊗ I2)v˜f )− v˜ᵀf (M⊗ I2)(1n⊗v˙0)
= −α ‖(M⊗ I2)v˜f‖1 − (1n⊗v˙0)ᵀ(M⊗ I2)v˜f
= −α ‖(M⊗ I2)v˜f‖1 + v˙>0
2n∑
i=1
[(M ⊗ I2) v˜f ]i
≤ −α ‖(M⊗ I2)v˜f‖1 + ‖v˙0‖1 ‖(M⊗ I2)v˜f‖1
≤ −(α− γ) ‖(M⊗ I2)v˜f‖1 (5.16)
where ‖·‖1 denotes the 1-norm. For α > γ, W˙ is negative definite and therefore v˜f = 0 is
asymptotically stable.
Since we already know that θ˜ = 0 is an exponentially stable equilibrium of (4.18), we can invoke
Theorem 2 to claim that (z, v˜f , θ˜) = 0 is an asymptotically stable equilibrium of the interconnected
system.
We again follow the arguments of the proof of Theorem 5 to show that (4.2) holds for z(0) ∈
Ω1 ∩ Ω2.
Since z(t) is bounded, we know from (4.6) that p˜ij, (i, j) ∈ E∗ is bounded. Therefore, since
z(t)→ 0 as t→∞, we know from (5.3) and (4.12) that p˙i(t)− v0(t)→ 0 as t→∞ for ∀i ∈ V ∗.
Remark 8 The form of (5.4) is inspired by multi–agent consensus algorithms in [64] and [65].
The premise behind the observer is that agents that do not have direct access to v0 can acquire this
information from its neighbors since the graph modeling the communication network is connected.
Note that the observer (5.4) can accommodate a leader-follower strategy (only one agent has access
to v0 ) as well as the general case where the velocity information exchange happens between any
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Figure 5.1. Desired pentagon formation along with desired circular trajectory for the geometric
center.
two agents.
5.3 Experimental Results
The same experimental parameters described in Section 4.3 were used here. We set agent 1 to
be the only one with access to the desired flocking velocity. As a result, bi in (5.4) became
bi =
 1, if i = 10, otherwise.
The control gains in (5.2) and (5.3) were set to βi = 10, i = 1, ..., 5, and k = 6. The flocking
velocity estimates were initialized to zero, i.e., vˆfi(0) = 0, i = 1, ..., 5. The observer gain in (5.4)
was chosen as α = 0.05, which satisfies the condition α > γ = r$ = 0.045.
Snapshots of the formation at t = 0 s and t = 32 s are given in Figure 5.2 showing that
the desired formation was successfully acquired from the random initial configuration. The path
of the geometric center of the formation as it maneuvered in the circle is shown in Figure 5.3.
Figure 5.4 shows the inter-agent distance errors, heading angle errors, and velocity estimation
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Figure 5.2. Snapshots of the initial formation (left) and the formation when the desired formation
was acquired (right).
errors quickly converging to zero. We can observe from the errors that the desired formation is
acquired after approximately 15 s. The control inputs are depicted in Figure 5.5, where one can
see that vi(t) → r$ = 4.5 cm/s as t → ∞ for all i. A video of the experiment can be seen in
https://www.youtube.com/edit?o=U&video_id=nujX1QsVUJI.
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Chapter 6. Conclusions
This dissertation introduced solutions to several formation control problems for nonholonomic
robots. The key properties of the results in Chapter 3 were the use of a spanning tree to model
the inter-robot coordination graph, the use of a leader-follower type strategy motivated by the
spanning tree, and the judicious use of tracking errors and coordination errors to quantify the
formation maneuvering control objective and decentralize the control system. A Lyapunov-based
control law was designed that ensured that the formation maneuvering task is achieved in the
least squares sense. Backstepping was used to extend the kinematic control to the dynamic case
with parametric uncertainty. The kinematic control law was successfully implemented on the
Robotarium testbed while a simulation demonstrated the model-based and adaptive controllers.
The proposed formation controller does not include a collision avoidance strategy. However, one can
incorporate the collision avoidance method from [44] since it only modifies the desired trajectories
of robots at risk of colliding without interfering with the stability properties of the control.
Chapter 4 demonstrated how the distance-based flocking controller, originally designed for
single-integrator models using rigid graph theory, can be applied to nonholonomic kinematic agents.
An input transformation along with Lyapunov and input-to-state stability analyses showed that
the proposed control ensures exponential convergence to the desired formation while maneuvering
according to the desired translational velocity. An experimental validation of the formation control
scheme was presented
Finally, in Chapter 5, we extended the distance-based flocking controller of Chapter 4 to the
case where the flocking velocity is only known by some of the agents in the formation. Velocity
matching was achieved by using a consensus-type velocity observer that exploits the connectivity
of the formation graph.
All controllers were successfully validated either by simulation or by experimentation on the
Robotarium testbed using unicycle-type robotic vehicles.
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Appendix A. Proof of Matrix K Being Full Column Rank
Here, we prove that K in (3.14) has full column rank by showing that KᵀK ∈ R2n×2n is
invertible. First, from (2.8) and (3.9), we have that P ᵀP = Sᵀ (θi)S (θi) = I2 and
Sᵀ(θi)S(θj) = S
ᵀ(θj)S(θi) =
 cos θij 0
0 1
 (A.1)
where θij = θi − θj. Using the above properties and the shorthand notation Si := S(θi), we have
that
KᵀK =

2I2 −Sᵀ1S2 02×2 02×2 02×2 . . . . . . 02×2
−Sᵀ2S1 2I2 −Sᵀ2S3 02 02×2 . . . . . . 02×2
02×2 −Sᵀ3S2 2I2 −Sᵀ3S4 02×2 . . . . . . 02×2
...
. . . . . . . . . . . . . . . . . . . . .
02×2 . . . . . . . . . 02×2 −Sᵀm−1Sm−2 2I2 −Sᵀm−1Sm
02×2 . . . . . . . . . . . . 02×2 −SᵀmSm−1 I2

.
(A.2)
For illustration purposes, for the case of 3 robots, the above matrix becomes
KᵀK =

2 0 − cos θ12 0 0 0
0 2 0 −1 0 0
− cos θ12 0 2 0 − cos θ23 0
0 −1 0 2 0 −1
0 0 − cos θ23 0 1 0
0 0 0 −1 0 1

(A.3)
where (A.1) was used.
Interestingly, KᵀK is a pentadiagonal matrix [3]. Specifically, an m×m pentadiagonal matrix
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∆ has the form
∆ =

a1 b1 c1 0 . . . . . . . . . 0
d2 a2 b2 c2 0 . . . . . . 0
e3 d3 a3 b3 c3 0 . . . 0
0 e4 d4 a4 b4 c4 0 . . .
...
. . . . . . . . . . . . . . . . . . . . .
0 . . . 0 em−2 dm−2 am−2 bm−2 cm−2
0 . . . . . . 0 em−1 dm−1 am−1 bm−1
0 . . . . . . . . . 0 em dm am

(A.4)
where ∆ = [γij] is such that γij = 0 for |i− j| > 2.
To find the determinant of ∆, we will utilize the algorithm from [78]: |∆| =
m∏
i=1
xi if xi 6= 0,
i = 1, . . . ,m where
xi =

a1, i = 1
a2 − y1z2, i = 2
ai − yi−1zi − eici−2
xi−2
, i = 3, . . . ,m,
(A.5)
yi =
 b1, i = 1bi − zici−1, i = 2, . . . ,m− 1, (A.6)
and
zi =

d2
x1
, i = 2
di − eiyi−2xi−2
xi−1
, i = 3, . . . ,m.
(A.7)
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Note that (A.2) satisfies (A.4) with
a1 = . . . = am−2 = 2, am−1 = am = 1
b1 = . . . = bm−1 = d2 = . . . = dm = 0
ci =
 − cos θ( i−12 )( i+12 ), i = odd−1, i = even
ei = ci−2, i = 3, . . . ,m
(A.8)
where m = 2n, which is obviously even. After substituting (A.8) into (A.5)-(A.7), we obtain the
following simplified recursive algorithm
xi =

2, i = 1, 2
ai − e
2
i
xi−2
, i = 3, ...,m.
(A.9)
where
e2i =
 cos
2 θ( i−12 )(
i+1
2 )
, i = odd
1, i = even.
(A.10)
After some simple calculations, it follows from (A.8)-(A.10) that
xi =

2, i = 1, 2
2−
cos2 θ( i−12 )(
i+1
2 )
xi−2
, i = 3, 5, . . . ,m− 3
1 +
2
i
, i = 4, 6, , . . . ,m− 2
xm−1 = 1−
cos2 θ(m−2
2
)(m
2
)
xm−3
xm =
2
m
.
(A.11)
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From (A.11), it is clear that xi 6= 0 for i = even. Furthermore, we can obtain
i+ 3
i+ 1
≤ xi ≤ 2, i = 1, 3, . . . ,m− 3
2
m
≤ xm−1 ≤ 1,
(A.12)
which indicates that xi 6= 0 for i = odd. Since all xi 6= 0, then |KᵀK| =
m∏
i=1
xi 6= 0 and KᵀK is
invertible. The proof is complete.
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Appendix B. Expression for η˙f
In this appendix, we compute the expression for η˙f . After taking the time derivative of (3.37),
we have
η˙f = −
d
(
K† (θ)
)
dt
[λ2z +H(θ1, t)]
−K† (θ)
[
λ2z˙ + H˙(θ1, t)
]
. (B.1)
From (3.10) and (3.13), it is obvious that z˙ = K(θ)η + H(θ1, t). Taking the time derivative of
(3.15) yields
H˙ =

ω1QR
ᵀ(θ1)S(θd1)ηd1 +R
ᵀ(θ1)[ωd1Q
ᵀS(θd1)ηd1 + S(θd1)η˙d1]
ωd1Q
ᵀS(θd1)ηd1 + S(θd1)η˙d1 − ωd2QᵀS(θd2)ηd2 + S(θd2)η˙d2
...
ωd(n−1)QᵀS(θd(n−1))ηd(n−1) + S(θd(n−1))η˙d(n−1) − ωdnQᵀS(θdn)ηdn + S(θdn)η˙dn

where (3.7) and (3.9) were used, and η˙di is the derivative of the reference signal defined in (3.5).
The derivative of (3.17) is given by
d(K† (θ))
dt
=
d (KᵀK)−1
dt
Kᵀ(θ) + (KᵀK)−1 K˙ᵀ (θ) (B.2)
where from (3.14)
K˙ (θ) = ΛΥ, (B.3)
Λ =

03×3 03×3 03×3 03×3 · · · 03×3
03×3 Qᵀ 03×3 03×3 · · · 03×3
03×3 03×3 Qᵀ 03×3 · · · 03×3
. . . . . . . . . . . . . . . . . .
03×3 · · · · · · · · · 03×3 Qᵀ

∈ R3n×3n, (B.4)
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Υ =

03×2 03×2 03×2 03×2 · · · 03×2
−ω1S(θ1) ω2S(θ2) 03×2 03×2 · · · 03×2
03×2 −ω2S(θ2) ω3S(θ3) 03×2 · · · 03×2
03×2 03×2 −ω3S(θ3) ω4S(θ4) 03×2 03×2
. . . . . . . . . . . . . . . . . .
03×2 · · · · · · 03×2 −ωn−1S(θn−1) ωnS(θn)

∈ R3n×2n, (B.5)
and Q was defined in (3.9). Since for any invertible matrix A,
dA−1
dt
= −A−1A˙A−1, (B.6)
we have that
d (KᵀK)−1
dt
= −(KᵀK)−1
[
K˙ᵀ (θ)K(θ) +Kᵀ(θ)K˙ (θ)
]
×(KᵀK)−1. (B.7)
From the above equations, we can see that the expression for η˙f is dependent on the following
variables: θ (through trigonometric functions), η, z, and t.
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