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Fakultete za računalnǐstvo in informatiko Univerze v Ljubljani. Za objavo in
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Naslov: Paralelizacija Delaunayeve triangulacije
Avtor: Simon Žaucer
Diplomska naloga je narejena z namenom pohitritve Delaunayeve triangu-
lacije, ki jo uporablja podjetje KobiLabs d.o.o. V prvem delu diplomske
naloge smo na kratko predstavili različne tipe Delaunayeve triangulacije in
izpostavili prednosti triangulacije tipa deli in vladaj. V nadaljevanju smo
triangulacijo tipa deli in vladaj paralelizirali z večnitnostjo. Ugotovili smo,
da algoritem triangulacije tipa deli in vladaj brez paralelizacije doseže pri-
merljivo hitrost s knjižnico Triangle, vendar pa je mogoče s paralelizacijo
doseči preceǰsnjo pohitritev.
Ključne besede: triangulacija, deli in vladaj, Delaunay, paralelnost.

Abstract
Title: Diploma thesis sample
Author: Simon Žaucer
The thesis is made with purpose of speeding up Delaunay triangulation,
which is used by the company KobiLabs d.o.o. In the first section of the the-
sis we briefly introduce different types of Delaunay triangulation and show
benefits of the use of divide and conquer triangulation. Later on we paral-
lelize divide and conquer triangulation using multithreading. From results
it is apparent that our divide and conquer triangulation is comparable to
Triangle in terms of speed, but we managed to gain a large speedup due to
parallelization.




Triangulacija je povezovanje ravninskih točk v trikotnike, katerih stranice se
ne sekajo. Določeno množico točk je mogoče triangulirati na veliko različnih
načinov, v diplomskem delu sem uporabil Delaunayevo triangulacijo.
Pri konstrukciji 2.5D TIN površin ne želimo imeti tankih trikotnikov, ker
se slabše prilegajo terenu in so za upodabljanje neželjeni. Delaunayeva trian-
gulacija maksimizira najmanǰsi kot med koti vseh trikotnikov v triangulaciji
in je privzeta rešitev za konstrukcijo TIN površin.
Temo za diplomsko nalogo je razvilo podjetje KobiLabs d.o.o, ki razvija
dodatno programsko opremo za orodje AutoCAD. AutoCAD je programska
oprema za natančno risanje inženirskih 2D ali 3D slik. Njihova programska
oprema temelji na 3D modelu terena, ki je izrisan na podlagi množice točk.
Točke trianguliramo v geometrijsko mrežo, ki predstavlja model terena, na
katerem se opravljajo ostale funkcionalnosti programske opreme.
Pri podjetju imajo že implementirano delujočo sekvenčno Delaunayevo
triangulacijo, vendar ima trenutna implementacija vǐsjo časovno zahtevnost,
kar poslabša uporabnǐsko izkušnjo kupca njihove programske opreme. To še
zlasti pride do izraza pri večjih podatkovnih vhodih.
Za triangulacijo smo uporabili metodo deli in vladaj, ki ima bolǰso časovno
zahtevnost, vendar je implementacija nekoliko zahtevneǰsa. Implementirana
je tudi paralelizacija triangulacije z večnitnostjo.
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V poglavju o rezultatih vidimo, da je naš algoritem brez paralelizacije
po hitrosti primerljiv s knjižnico Triangle. S paralelizacijo pa algoritem dobi
zelo visoke pohitritve, ki so seveda odvisne od sistema, na katerem se izvaja.
Natančneje se posvetimo še analizi rezultatov paralelizacije in iz dobljenih
podatkov vidimo, da je triangulacija tipa deli in vladaj zelo ugodna za para-
lelizacijo.
V diplomski nalogi začnemo z opisom Delaunayeve triangulacije in različnih
tehnik za njeno konstrukcijo. Sledi pregled nekaj konstruktov, s katerimi so
si pomagali različni avtorji pri Delaunayevi triangulaciji s tehniko deli in
vladaj. Nato pregledamo dve znani knjižnici za triangulacijo, ki bi podjetju
morda lahko služili kot alternativa našemu algoritmu. Podrobno se posve-
timo opisu algoritma in omenimo nekaj različnih izbolǰsav/poslabšav, ki so
se pokazale med razvojem algoritma. Zaključimo z opisom paralelizacije ter
pregledom rezultatov in diskusijo.
Poglavje 2
Delaunayeva triangulacija
Delaunayevo triangulacijo je leta 1934 razvil Boris Delaunay. Posebnost De-
launayeve triangulacije je v maksimizaciji najmanǰsega kota med koti vseh
trikotnikov triangulacije. Triangulacija je Delaunayeva, če v očrtanem krogu










(b) Pravilna Delaunayeva triangulacija
Slika 2.1: Dva načina triangulacije štirih točk
Delaunayeva triangulacija je unikatna, če ne obstajajo štiri točke, ki ležijo
na eni krožnici. V nasprotnem primeru ima Delaunayeva triangulacija več
rešitev, saj vsaj en štirikotnik lahko spremenimo v dva trikotnika na dva
različna načina in pri obeh zadostimo Delaunayev pogoj očrtanega kroga.
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Množica točk v ravnini lahko vedno tvori Delaunayevo triangulacijo, ra-
zen če so vse točke kolinearne. Za točke v tri- ali večdimenzionalnem prostoru
uporabimo pogoj z očrtano sfero, vendar pri vǐsjih dimenzijah obstoj Delau-
nayeve triangulacije na poljubni množici točk ni zagotovljen.
Njen geometrjski dvojnik je Voronoijev diagram, ki predstavlja deljenje
ravnine na regije, odvisne od razdalj med podmnožicami točk v ravnini.
Lahko ga pridobimo iz rezultata Delaunayeve triangulacije v O(n) času, saj
stranice trikotnikov predstavljajo sosedstvo tudi v Voronoievem diagramu.
Zaradi maksimizacije najmanǰsega kota v triangulaciji, se posledično zgradi
mreža z manj tankimi trikotniki. Tanki trikotniki se terenu slabše prilegajo
in so za upodabljanje nezaželeni, zato je Delaunayeva triangulacija privzeta
triangulacija za TIN površine. Obstaja veliko tehnik Delaunayeve triangula-
cije, nekaj jih bomo predstavili v naslednjih podpoglavjih.
2.1 Sekvenčna triangulacija
Sekvenčna Delaunayeva triangulacija je z vidika enostavnosti implementa-
cije najosnovneǰsa tehnika triangulacije. Vsako točko vstavimo v obstoječo
mrežo, poǐsčemo, v kateri trikotnik pade, ter ga razdelimo na tri manǰse
trikotnike. Nato preverimo, če sosednji trikotniki še ustrezajo Delaunaye-
vem pogoju, in jih v nasprotnem primeru popravimo. Postopek rekurzivno
ponavljamo, dokler vsi sosedi sosedov ne ustrezajo Delaunayevemu pogoju.
Največ časa algoritem izgubi pri lociranju, v kateri trikotnik obstoječe
mreže pade novo vstavljena točka. Obstajajo optimizacije, ki časovno kom-
pleksnost z O(n2) znižajo na O(n log n), v praksi pa celo na O(n) [13].
Prostorska zahtevnost je O(n).
Priložena psevdo koda enostavnega Bowyer–Watson algoritma za sekvenčno
Delaunayevo triangulacijo [1].
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Algoritem 1 Bowyer-Watson sekvenčni algoritem
1: procedure BowyerWatson(pointList) . pointList je množica
koordinat točk za triangulacijo
2: triangulation := empty triangle mesh data structure
3: add super-triangle to triangulation . mora biti zadosti velik, da
vsebuje vse točke iz pointList
4: for each point in pointList do . vsako točko zase vstavimo v
triangulacijo
5: badTriangles := empty set
6: for each triangle in triangulation do . najprej najdi trikotnike,
ki niso več primerni zaradi na novo vstavljene točke
7: if point is inside circumcircle of triangle then
8: add triangle to badTriangles
9: polygon := empty set
10: for each triangle in badTriangles do . najdi mejo poligonske
luknje
11: for each edge in triangle do
12: if edge is not shared by any other triangles in badTriangles
then
13: add edge to polygon
14: for each triangle in badTriangles do . odstrani jih iz podatkovne
strukture
15: remove triangle from triangulation
16: for each edge in polygon do . retrianguliraj poligonsko luknjo
17: newTri := form a triangle from edge to point
18: add newTri to triangulation
19: for each triangle in triangulation do . triangulacija je končana,
pospravi ostanke supertrikotnika
20: if triangle contains a vertex from original super-triangle then
21: remove triangle from triangulation
22: return triangulation
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2.2 Triangulacija s prebirno premico
Tehniko prebirne premice je leta 1987 objavil Fortune [6]. Prvotni namen
je bil konstrukcija Voronoijevih diagramov, vendar je bila predstavljena tudi
rešitev za Delaunayevo triangulacijo.
Algoritem si lahko predstavljamo kot premico, ki se pomika čez ravnino
točk. Za pomikajočo se premico so točke že triangulirane, pred njo pa še
ne. Uporabljamo dve različni strukturi za hranjenje stanj. Prva struktura
je fronta, ki vsebuje urejene točke nerešenega dela množice točk. Druga
struktura je prioritetna vrsta, imenovana tudi dogodkovna vrsta, ki vsebuje
točke za prihodnje pomike prebirne premice.
Pri premiku prebirne premice se lahko sprožita dva koraka, imenovana
dogodek točke in dogodek kroga. Dogodek točke se sproži, ko se prebirna
premica premakne do točke. Dogodek kroga se dogodi, ko so dosežene tri
zaporedne točke v fronti, kjer se zgradi Delaunayev trikotnik.
Prostorska zahtevnost tehnike Delaunayeve triangulacije s prebirno pre-
mico je O(n), časovna pa O(n log n).
2.3 Triangulacija s tehniko deli in vladaj
Paradigma deli in vladaj temelji na rekurzivnem deljenju množice točk na
polovico, dokler ostanejo v množici le dve ali tri točke. Dvojčke ali trojčke
točk spremenimo v osnovne gradnike triangulacije in jih nato preko vračanja
rekurzije združujemo v vse večje mreže.
Tehnika deli in vladaj Delaunayeve triangulacije ima časovno zahtevnost
O(n log n), prostorsko pa O(n). Še bolǰsi argument kot teoretično časovno
zahtevnost za tehniko triangulacije deli in vladaj postavi avtor knjižnice Tri-
angle. V knjižnici Triangle so implementirane sekvenčna triangulacija, tri-
angulacija s prebirno premico ter triangulacija s tehniko deli in vladaj. Na
podlagi rezultatov kot najhitreǰso izbere slednjo [9].
Poglavje 3
Različni tipi triangulacije deli
in vladaj
Triangulacije s tehniko deli in vladaj se najbolj razlikujejo po uporabljenih
podatkovnih konstruktih, na katerih temeljijo algoritmi. V nadaljevanju je
predstavljeno nekaj različnih konstruktov, ki jih je mogoče najti v strokovni
literaturi.
3.1 Točka
Primer uporabe točke kot osnovnega gradnika sta predstavila D. T. Lee in
B. J. Schachter [4]. Avtorja predstavita algoritem, ki temelji na točki kot
osnovni strukturi. Točka vsebuje dvojno povezan seznam povezav do sose-
dnih točk, ki je urejen v smeri urinega kazalca. Povezave do sosednjih točk
si lahko predstavljamo kot stranice trikotnikov v triangulaciji.
Triangulacija z osnovno strukturo točke je zelo klasičen primer grafa in je
še najbolj intuitiven od vseh obravavanih struktur. Podjetje pričakuje izhod










Slika 3.1: Primer dvojno povezanega seznama
3.2 Stranica
Avtorja L. Guibas in J. Stolfi predstavita štirirobno stranico kot osnovno
strukturo njunega algoritma [10].
Struktura je bila primarno razvita za računanje Voronoijevega diagrama,
ki je geometrični dvojnik Delaunayeve triangulacije. Hkrati je prikazana tudi
uporaba tega osnovnega gradnika za računanje Delaunayeve triangulacije.
Struktura vsebuje štiri kazalce na sosednje robove in dva na točke. Upo-
rabna vrednost te strukture leži v enostavnih operacijah preklapljanja stranic.
3.3 Trikotnik
Pri tej strukturi vsak trikotnik vsebuje tri kazalce na vsebovane točke ter tri
kazalce na sosednje trikotnike. Kazalci so urejeni v smeri urinega kazalca,
brez tega faza združevanja ni efektivna.
Avtor knjižnice Triangle primerja hitrosti štirirobne in trikotne strukture
[9]. Po njegovih ugotovitveh je trikotna struktura dvakrat hitreǰsa, vendar
je programska koda dvakrat dalǰsa. Zaradi ustreznosti hitrosti in strukture



















Triangle je odprtokodna C knjižnica za triangulacijo dvo dimenzionalnih
mrež, katere uporaba je brezplačna le za nekomercionalne namene [3].Vsebuje
veliko število stikal in podpira zelo širok nabor dodatnih funkcionalnosti, kot
so: luknje v mreži, natančno računanje, omejena triangulacija itd.
Implementirane so naslednje tehnike triangulacije: sekvenčna, prebirna
premica ter deli in vladaj. Vsem trem algoritmom naj bi bilo posvečeno
približno enako pozornosti in časa, tako da je avtorjeva primerjava med nji-
hovimi hitrostmi zelo ustrezna [9].
Pri uporabi pomožnega konstrukta navideznih trikotnikov smo se zgle-
dovali po knjižnici Triangle, s katero je naš algoritem posledično najbolj
primerljiv.
Triangle paralelizacije ne vsebuje. Razlog za to so verjetno nekatere kom-
pleksneǰse funkcionalnosti, kot je npr. triangulacija z omejitvami (robovi, ki




CGAL (Computational Geometry Algorithms Library) je C++ knjižnica, ki
vsebuje hitre in zanesljive algoritme za geometrijsko računanje [2]. Upora-
bljena je na področjih, kot so: geografski informacijski sistemi, računalnǐsko
podprto oblikovanje, molekularna biologija itd.
Podpira dvodimenzionalno in tridimenzionalno triangulacijo. Dvodimen-
zionalna triangulacija CGAL vsebuje: navadno, omejeno, uteženo, Delau-
nayevo ter omejeno Delaunayevo triangulacijo. Tridimenzionalna različica
triangulacije podpira: navadno, uteženo ter Delaunayevo triangulacijo. Pri
tridimenzionalni triangulaciji je rezultat množica točk, razdeljena v tetrae-
dre.
CGAL vsebuje funkcionalnosti za dodatno dodajanje in brisanje točk v
obstoječo mrežo. Pri omejenih triangulacijah podpira tudi dodatno dodaja-
nje in brisanje omejitev.
Uporablja sekvenčen algoritem, ki je 2.5-krat počasneǰsi kot Triangle, s
tehniko deli in vladaj [8]. Počasneǰse delovanje avtorji pripǐsejo kot nujno
zlo možnostim dodatnega dodajanja in brisanja točk.






Vhodni podatki so podani v obliki datoteke .xyz, kjer so zapisane koordinate
točk. Točke so 2.5-dimenzionalne oz. tridimenzionalne, kjer je zagotovljeno,
da se tretja dimenzija ne prekriva. Za računanje se uporabljata le dve di-
menziji, v rezultatu je podana tudi tretja.
Sledi urejanje tabele točk, po koordinati X kot primarnem ključu ter
koordinati Y kot sekundarnem ključu, uporabljen je standardni C quicksort.
Namen tega časovno potratnega koraka je eliminacija duplikatnih točk, saj
algoritem ne prenese le-teh. Iz podjetja pridobljen vhod z 100 točkami je
vseboval 4 duplikatne točke in potrdil potrebo po sortiranju. Inicializiramo
tudi tabelo trikotnikov, ker je sedaj znano končno število točk. Posledično je
zato znano tudi število trikotnikov, to je podrobneje predstavljeno v poglavju
o gradnji trikotnikov.
Najmanǰsi koordinati X in Y izmed množice točk odštejemo vsem ko-
ordinatam X in Y v tabeli točk. Tako si pomagamo v nevarnosti preliva
pri nadaljnjih računskih operacijah, saj vnaprej ne poznamo velikosti podat-
kov. Predlog o tej normalizaciji je prǐsel iz podjetja, kjer so očitno že imeli
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probleme na tem področju.
5.1.2 Deljenje
Uporablja se alternirajoče deljenje množice točk po osi X in Y, ki ga je Rex
A. Dwyer prikazal kot veliko pohitritev proti običajni tehniki deli in vladaj
[5].
Kot je prikazano v sliki 5.5, se točke razdeli najprej po koordinati X, pri
naslednji stopnji rekurzije pa po koordinati Y. Ker menjamo osi, po kate-
rih se cepijo točke za delno urejanje tabele, je potrebno po vsakem novem
rekurzivnem klicu uporabiti Hoarov quickselect [7]. Quickselect pri iskanju
mediane postavi elemente, manǰse od mediane, na eno stran mediane, večje
pa na drugo stran. Najslabša časovna zahtevnost algoritma je sicer enaka
kot pri quicksortu, O(n2), pričakovana pa O(n). Prostorska zahtevnost je v
obeh primerih O(n).
Rekurzivno deljenje se konča, ko so v dodeljenem delu tabele le 2-3 točke.
Takrat namesto ponovnega deljenja začnemo graditi osnovne trikotnike tri-
angulacije.
5.1.3 Gradnja trikotnikov
Kot je omenjeno v poglavju o različnih tipih triangulacije deli in vladaj, je v
diplomski nalogi za osnovno strukturo izbrana struktura trikotnika. Za gra-
dnjo trikotnikov je uporabljena tudi pomožna struktura, opisana s strani av-
torja knjižnice Triangle [9]. Omenjena struktura je tako imenovan navidezni
trikotnik, ki nudi elegantne rešitve za vse večje probleme pri implementaciji
triangulacije.
Vsak trikotnik vsebuje tri kazalce na točke in tri kazalce na sosednje
trikotnike. Kazalci na točke navadnih, ne navideznih trikotnikov so vedno
urejeni tako, da je točka 0 točka z najmanǰso koordinato X, točki 1 in 2
pa si sledita v smeri urinega kazalca. Kazalci na trikotnike kažejo na točki
nasproten sosednji tikotnik (npr. sosed 0 si deli stranico z točkama 1 in 2).
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Zaradi urejenosti kazalcev na točke so tudi kazalci na sosede urejeni v smeri
urinega kazalca.
Navidezni trikotnik uporablja enako strukturo kot navaden trikotnik, in
sicer tri kazalce na točke in tri kazalce na sosednje trikotnike. Na prvi po-
gled se navidezni trikotnik od ostalih trikotnikov razlikuje le v tem, da ima
tretji kazalec na točko vrednost null. Klub temu, da vedno leži na obodu
konveksnega trupa triangulacije, ima vse tri kazalce na sosednje trikotnike.
Ti kazalci pa imajo drugačen pomen, kot bi ga imeli, če bi šlo za navaden
trikotnik.
Ker so navidezni trikotniki vedno le na robu mreže, sta poziciji ne-null
točk taki, da točka 1 sledi točki 0 v smeri urinega kazalca okoli oboda trian-
gulirane mreže.
Kazalec navideznega trikotnika z indexom 0 kaže na navidezni trikotnik, s
katerim si deli točko 1, in sicer v smeri urinega kazalca. Kazalec z indeksom
1 kaže na navidezni trikotnik v obratni smeri urinega kazalca. Kazalec z
indeksom 2 pa kaže na navaden trikotnik, s katerim si deli stranico. Navidezni
trikotniki služijo kot nekakšen dvojno povezan seznam, ki omogoča premike
po obodu mreže. Ta lastnost je vitalna za korak združevanja.
t0 t1 t2 t3
null null null
Slika 5.1: Prikaz navideznih trikotnikov
Pri navadni triangulaciji je število trikotnikov omejeno le na zgornjo mejo,
kar je 2n-b-2, kjer je n število vseh točk v triangulaciji in b število točk na
zunanjem obodu [5]. Pri uporabi navideznih trikotnikov za vsako točko na
obodu obstaja en dodaten navidezni trikotnik. Natančno število trikotni-
kov med triangulacijo je zato 2n-2, kar je glede na prostorsko zahtevnost
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popolnoma enako, saj število točk na obodu vnaprej ni znano.
Grajenje trikotnikov lahko poteka s tremi različnimi kombinacijami treh
oziroma dveh točk. Opisane so v naslednjih podpoglavjih.
Dve točki
V primeru dveh točk trikotnika tipično ni mogoče narediti, vendar z navi-
deznimi trikotniki lahko enostavno predstavimo dve točki kot dva sosednja




Slika 5.2: Dve točki sta predstavljeni kot dva navidezna trikotnika
Tri kolinearne točke
Kolinearnost prepoznamo s testom površine trikotnika, v primeru nične površine
je kolinearnost potrjena. Gre za zelo redek primer, večinoma pri uporabi celih
števil.
Pri gradnji trikotnikov v triangulaciji je ta primer zelo podoben primeru









Slika 5.3: Tri kolinearne točke
Tri nekolinearne točke
To je edini primer, kjer dobimo trikotnik s tremi ne-null točkami. Poleg
navadnega trikotnika zgradimo še tri navidezne trikotnike, na katere meji,






Slika 5.4: Tri nekolinearne točke
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Shranjevanje ekstremov
Na koncu faze gradnje trikotnikov zgradimo konstrukt mrežo, ki nosi in-
formacije, potrebne za združevanje. V mrežo vnesemo kazalce na točke z
najmanǰso in največjo koordinato X ter najmanǰso in največjo koordinato Y
med 2 oz 3 točkami, s katerimi smo gradili trikotnike. Za vsako točko vne-
semo tudi po en navidezen trikotnik, ki jo vsebuje. Od te faze naprej so vsi
poljubno veliki deli triangulacije, ki jih združujemo med seboj, predstavljeni
z osmimi zgoraj omenjenimi kazalci.
5.1.4 Združevanje
Združevanje predstavlja največji izziv za triangulacijo po metodi deli in vla-
daj in je njen daleč najbolj zapleten del. Zaradi alternirajočega deljenja
tudi združujemo preko alternirajočih osi. Zaradi enostavnosti predstave bo
naslednji opis združevanja opisan kot združevanje med dvema mrežama, raz-
deljenima po osi x. Združevanje po y je popolnoma enako, saj si točke, sosedi
in obroč navideznih trikotnikov sledijo v smeri urinega kazalca, ki je rotacij-
sko neodvisna. Zamenjata se le začetni točki ter začetna navidezna trikotnika
pri iskanju tangent.
Iskanje tangent
Iskanje tangente je implementirano na način, opisan v [4] in v [12]. Združevanje
leve in desne mreže začnemo z iskanjem spodnje tangente med mrežama. Kot
začetne točke postavimo najbolj desno točko leve mreže (a2 v sliki 5.6) ter
najbolj levo točko desne mreže (b0).
Dovoljeni so le premiki, pri katerih naslednja točka leži desno od nosilke
vektorja, ki povezuje trenutno točko levega oboda, s trenutno točko desnega
oboda (točka a3 leži desno od a2⇒ b0).
Za preverjanje uporabimo funkciji 2 in 3. Uporabo teh funkcij argumen-
tira Joseph O’Rourke [12], saj je pri uporabi naklonov veliko nevšečnosti.
Za premike bomo uporabljali že prej omenjeni dvojno povezani seznam
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Algoritem 2 Računanje ploščine med točkami a, b in c
1: function area(točka a, točka b, točka c)
2: return (b.x - a.x) * (c.y - a.y) - (c.x - a.x) * (b.y - a.y)
Algoritem 3 Preverjanje, ali je točka c desno od vektorja ab
function jeDesno(točka a, točka b, točka c)




Algoritem 4 Iskanje spodnje tangente
1: procedure spodnjaTangenta(mreža A, mreža B)
2: a = najbolj desna točka A
3: b = najbolj leva točka B
4: while T = ab in ni spodnja tangenta obema A in B do
5: while T ni spodnja tangenta od A do
6: ai = ai + 1
7: while T ni spodnja tangenta od B do























Slika 5.5: Shema triangulacije s tehniko deli in vladaj
navideznih trikotnikov. Pot po obodu posamezne mreže se konča, ko pridemo
do prvega nedovoljenega premika, nato se začne pot po drugi mreži. Tangenta










Slika 5.6: Začetno stanje
Na sliki 5.6 bi iskanje tangente potekalo v sledečem vrstnem redu. Začnemo
s pomikom v smeri urinega kazalca po obodu leve mreže v točko a3, kjer tudi
zaključimo pomik po levi mreži, saj naslednja točka a0 leži levo od a3⇒b0.
Sledi pomik v nasprotni smeri urinega kazalca, po obodu desne mreže. Iz
b0 se pomaknemo v b3, iz b3 v b2 premik ni veljaven.
Nadaljujemo na levi mreži, iz a3 se sedaj smemo premakniti v a0, saj se je
trenutna točka na desni mreži v preǰsnjem koraku premaknila v b3. Premik
iz a0 v a1 ni veljaven.
Na desni mreži se ne izvede noben premik, ostanemo v b3. Poskusimo
spet na levi, in spet na desni. Ker v ciklu ni bilo premika, spodnja tangenta
poteka skozi trenutni točki a0 in b3.
Zgornjo tangento dobimo z isto funkcijo, le desno mrežo podamo funk-
ciji iskanja tangente kot levo in levo kot desno. S tem smo poskrbeli za
obrnjeno smer premikanja in obrnjeno preverjanje veljavnosti premikov po
obodu triangulacije.
Poleg parov točk zgornje in spodnje tangente si zapomnimo tudi navide-
zna trikotnika, pri katerih smo zaključili premikanje.
Združevanje mrež
Po končanem iskanju parov točk zgornje in spodnje tangente se začne združevanje
mrež.
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Ena bolǰsih lastnosti navideznih trikotnikov je učinkovito ustvarjanje no-
vih trikotnikov. Na novo sta v realnosti ustvarjena le trikotnika na spodnji
in zgornji tangenti. Ostali trikotniki, ki so ustvarjeni med levo in desno
mrežo, so pred združitvijo navidezni trikotniki, katerim dodamo tretjo točko
z nasprotne mreže in nove kazalce.
Kot je prikazano na sliki 5.7, na začetku zgradimo nov navidezni triko-
tnik s točkami spodnje tangenge, mu podamo kazalce na sosednje navidezne









Slika 5.7: Gradnja spodnjega trikotnika
Osredotočimo se na levo mrežo, in sicer na levo točko tangente (a0). So-
sednjo točko, ki ima najmanǰsi kot od tangente v nasprotni smeri urinega
kazalca, poimenujemo kandidat (a3). Točko z drugim najmanǰsim kotom pa
poimenujmo naslednji kandidat (a1). Na desni mreži se izvede enak proces,
vendar z merjenjem kota v smeri urinega kazalca. Kandidat desne mreže
postane b0, naslednji kandidat pa b1.
Nadaljujemo z začetkom preverjanja dvojnega pogoja na levi mreži. Pre-
verimo, ali je kot v nasprotni smeri urinega kazalca med nosilko tangente a0
b3 in med nosilko vektorja med levo točko tangente in kandidatom leve mreže
(a0 a3) manǰsi kot 180 stopinj.
Če je kot večji ali enak 180 stopinj, se kandidat zavrže in se začne testirati
dvojni pogoj na desni mreži. Ker pa stanje na sliki 5.7 ustreza prvemu delu
pogoja, preverimo še drugi del dvojnega pogoja. Testiramo, ali naslednji
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Slika 5.8: Preverjanje drugega pogoja
Iz slike 5.8 je razvidno, da naslednji kandidat, in sicer točka a1, ne leži v
krogu. Kandidat a3 je s tem potrjen, zato začnemo s preverjanjem dvojnega
pogoja na desni mreži. Točka b0 ustreza dvojnemu pogoju in se potrdi kot
kandidat desne mreže.
Če obe strani potrdita svojega kandidata, sledi primerjava med njima.
Spet preverjamo krožni pogoj. Ali kandidat desne mreže leži v krogu, določenem
s kandidatom leve mreže in točkama tangente. Na sliki 5.8 vidimo, da točka
b0 ne leži v krogu (ki je enak kot pri potrjevanju kandidata leve strani), zato
se odločimo za uporabo kandidata leve strani.
Sledi sprememba navideznega trikotnika, ki vsebuje točki a0 in a3, v na-
vaden trikotnik s točkami a0, a3 in b3, kot kaže slika 5.10.
V nadaljnjem opisovanju je beseda tangenta uporabljena za črto med
točkama, ki sta locirani na stranici na novo narejenih trikotnikov med združevanjem.
Trenutno se tangenta nahaja med točkama a3 in b3.
Nadaljujemo z določanjem kandidata leve mreže (a2) in naslednjega kan-
didata leve mreže (a1). V primeru, da kotni del dvojnega pogoja ustreza,
krožni pa ne (naslednji kandidat a1 pade v krog kandidata a2 in tangente a3
b3), se trikotnik, kateremu pripadata kandidat in naslednji kandidat, izbrǐse.
Ker uporabljamo navidezne trikotnike, se sama struktura trikotnika ne iz-




















Slika 5.10: Izbrisan trikotnik
Po izbrisu trikotnika se korak iskanja kandidata ponovi. Trikotnike brǐsemo
toliko časa, dokler ne najdemo kandidata, ki ustreza dvojnemu pogoju, ali
pa je kot med novim kandidatom in tangento večji ali enak 180 stopinj.
Gradnja naslednjega trikotnika nima nobenih posebnosti, kandidat desne
strani b0 leži v krogu določenem z levim kandidatom a1 in točkami tangente
a3 in b3, zato uporabimo desno mrežo za nov trikotnik a3 b0 b3, kot kaže
slika 5.11.
V naslednjem koraku potrdimo točko a1 kot kandididata leve strani, pri











Slika 5.11: Neustrezen prvi del dvojnega pogoja
V primeru ene strani brez potrjenega kandidata krožno preverjanje kan-










Slika 5.12: Končano združevanje
Na sliki 5.12 smo na levi in desni mreži prǐsli do točk zgornje tangente,
kar deluje kot izhodni pogoj. Kot zadnjo stvar ustvarimo še zgornji trikotnik,
in sicer na enak način, kot smo na začetku naredili spodnjega.
S tem se je združevanje tega nivoja rekurzije zaključilo. Obstoječa trian-
gulacija se vrne vǐsjemu nivoju rekurzije in ponovno združuje.
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Urejanje rezultata
Zaradi manǰse verjetnosti preliva podatkov smo v poglavju branja podatkov
vsem točkam odšteli najmanǰsi koordinati X in Y. Da vzpostavimo začetno
stanje točk, jim sedaj prǐstejemo najmanǰse vrednosti X in Y.
Iz tabele trikotnikov odstranimo navidezne, ki so orodje za lažjo triangu-
lacijo, ne pa del rezultata.
5.2 Optimizacija algoritma
Pri optimizaciji algoritma je bilo nekaj večjih preskokov v hitrosti delovanja,
ki niso bili natančno izmerjeni, vendar so vredni omembe.
5.2.1 Zamenjava funkcije rand()
V funkciji za delno razvrstitev quickselect, je bila uporabljena funkcija rand()
za naključno izbiro delilnega elementa (pivota). Ko je bila implementirana
večnitnost, se je izkazalo, da rand() ustavlja delovanje na hitrost enonitnega
programa.
Po zamenjavi s konstanto se je celo enonitni program pohitril za 35 od-
stotkov. Paralelizacija pa je po tej spremembi stekla v pohitritev, prikazano
v poglavju o rezultatih. Test je bil opravljen na množici naključnih točk.
5.2.2 Brez alternirajočih rezov
Pred uspešno paralelizacijo je bil algoritem poenostavljen tako, da je delo-
val brez alternirajočih rezov. Transformacija je bila zelo enostavna, izbri-
sati je potrebno le nekaj linij kode, preskok pa je potrdil teorijo. Sledila je
upočasnitev za 45 odstotkov.
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5.2.3 Sprememba funkcije za krožni test
Za preverjanje, ali točka leži v krogu, ki ga definirajo tri druge točke, je bila
na začetku uporabljena enostavna razdalja od sredǐsča kroga do točke. Ker je
potrebno najprej najti sredǐsče in radij kroga ter nato uporabiti kvadriranje
in korenjenje za primerjavo razdalj, je bila funkcija časovno neugodna. V delu
optimizacije je bila zamenjana s funkcijo preverjanja determinante matrike
prikazane na sliki 5.13.
A, B in C predstavljajo točke, ki si sledijo v nasprotni smeri urinega
kazalca. Za točko D preverjamo če leži v krogu določenem z točkami A, B in
C. Točka D leži v krogu, če je izračunana determinanta matrike pozitivna.
Po zamenjavi funkcij smo dobili 25-odstotno pohitritev.
Ax −Dx Ay −Dy (Ax −Dx)2 + (Ay −Dy)2
Bx −Dx By −Dy (Bx −Dx)2 + (By −Dy)2
Cx −Dx Cy −Dy (Cx −Dx)2 + (Cy −Dy)2
 > 0




Tako kot obstaja mnogo načinov Delaunayeve triangulacije, obstaja mnogo
načinov paralelizacij. Algoritmi, ki delujejo na paradigmi deli in vladaj,
so za paralaleizacijo večinoma ugodni, saj vsebujejo deljenje in združevanje
implementirano že v osnovnem algoritmu.
Paralelizacija Delaunayeve triangulacije je v strokovni literaturi že bila
obravnavana. Med viri najbolj izstopa delo, v katerem avtorji na osnovi
knjižnice Triangle paralelizirajo triangulacijo na več sistemih [11]. Kot je
pričakovano, je glavna tema medsistemska komunikacija, vendar je nazorno
prikazana shema delitve in združevanja.
Večsistemski paralelizem je za potrebe podjetja nepotreben, zato je bila
paralelizacija omejena na en sistem z več nitmi. Knjižnica pThreads je upo-
rabljena zaradi svoje enostavnosti, saj je za algoritem treba le narediti in
združiti nit.
Uporabljena arhitektura nitenja je zelo inutiativna, saj posnema rekur-
zivno naravo algoritmov metode deli in vladaj, kot je prikazano na sliki 6.2.
Vsaka nit zase izvaja deljenje množice točk, ki spominja na rekurzivno prei-
skovanje v globino. Vendar se zaradi ustvarjanja novih niti celotno rekurzivno
drevo izvaja hkrati.
Zapore oziroma ključavnice so nepotrebne, saj ni nobene nevarnosti kvar-
jenja podatkov med nitmi. Vsaka nit bere iz svojega dela tabele točk in svo-
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jega dela tabele trikotnikov ter pǐse vanj. Kazalec na del tabele trikotnikov,
kamor naj bi določena nit zapisovala na novo narejene trikotnike, je edino,
na kar je treba paziti. Predstavljen je kot dodaten argument v funkcijah, v
katerih se tvorijo novi trikotniki.
Spodnjo formulo 6.1 uporabimo za določitev maksimalne globine rekur-
zivnega tvorjenja niti in posledično tudi števila niti. Števila logičnih jeder
neposredno ne uporabimo za določitev števila niti, ker je naša paralelizacija
zasnovana za podporo števila niti, pridobljenega s potenco števila 2.
maksimalna globina = blog2(število logičnih jeder)c
Slika 6.1: Formula za določanje maksimalne globine
Prva izmed dveh funkcij za paralelizacijo ima nalogo tvoriti nove niti. Če
ni na maximalni globini, vsaka nit v tej funkciji ustvari novo nit, ji da v
obdelavo polovico svojega dela tabele ter se znova spusti v enako funkcijo s
povečano globino z drugo polovico svojega dela tabele.
Ko nit doseže maksimalno globino, namesto ustvarjanja nove niti začne z
navadno triangulacijo na delu tabele, ki ji je ostal. Po vrnitvi iz rekurzivnega
klica deljenja zapǐse rezultat na določen indeks globalne tabele in se pridruži
niti, ki jo je ustvarila.
Po pridružitvi hčerinske niti obstoječa nit kliče drugo funkcijo paraleliza-
cije, ki združi rezultate trenutne in njene sedaj neobstoječe hčerinske niti.
Majhnih množic (n < 1000) se ne lotimo s paralelnim programom.
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nit 0
nit 0 nit 1





























Za začetek preglejmo časovno in prostorsko zahtevnost razvitega algoritma
brez paralelizacije. Prostorska zahtevnost je enaka ostalim algoritmom za
triangulacijo in sicer O(n). Da se v časovni zahtevnosti lahko primerjamo z
rezultati strokovne literature, sta na spodnjem grafu 7.1 primerjana časa z
uporabo urejanja s funkcijo quicksort in brez.













Slika 7.1: Primerjava časovne zahtevnosti z uporabo funkcije quicksort
in brez
Kot je razvidno iz grafa, je časovna zahtevnost algoritma brez uporabe
quicksort praktično linearna. Rezultati potrjujejo trditve strokovne litera-
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ture, da se kljub časovni zahtevnosti O(n log n) za najslabši primer v praksi
algoritmi približajo O(n).
Za podjetje uporaba algoritma brez urejanja ni sprejemljiva zaradi dvoj-
nih točk, ki vodijo do napak pri Delaunayevi triangulaciji. Zato je dejanska
časovna zahtevnost razvitega algoritma O(n log n), ki jo predstavlja quick-
sort.
7.1 Primerjava hitrosti algoritmov
Testiranje za to poglavje je bilo izvedeno na procesorju Intel i7 z 2 fizičnima
in 4 logičnimi jedri.
Iz sledečega grafa 7.2 se da razbrati, da je razviti enonitni algoritem
primerljiv s hitrostjo knjižnice Triangle, večnitni algoritem pa je signifikatno
hitreǰsi že na nekaj let starem prenosnem računalniku.















Slika 7.2: Primerjava hitrosti razvitega algoritma s knjižnico Triangle
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7.2 Rezultati paralelizacije
V poglavju se posvetimo analizi rezultatov, pridobljenih pri testiranju z
različnimi števili niti. Merjeni so bili časi brez uporabe funkcije quicksort, ki
v teoriji ni potrebna za triangulacijo.
Testiranje je bilo opravljeno na Intelovem i9 processorju z 8 fizičnimi in
16 logičnimi jedri, na primeru z 10 milijoni naključno razporejenih točk.
Kot je razvidno iz spodnjega grafa 7.5, je problem triangulacije zelo ustre-
zen za paralelizacijo, saj efektivnost dodatnih niti ne upada v veliki meri.
Ker lokalnost ni popolna in občasno prihaja do predpomnilnǐskih zgrešitev,
hyper-threading prinese signifikantno pohitritev.
Ob presežku števila logičnih jeder opazimo upočasnitev in velik padec
efektivnosti novih niti, kot pričakovano. Procesor dodatno obremenimo s







št. niti čas [s] pohitritev učinkovitost
1 8.80 1 1
2 4.50 1.95 0.94
4 2.42 3.51 0.88
8 1.40 6.07 0.76
16 1.08 7.87 0.49
32 1.10 7.72 0.24
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Slika 7.3: Izvajalni čas pri različnem številu niti
















Slika 7.4: Pohitritev pri različnem številu niti
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Iz rezultatov je vidno, da je triangulacija zelo primerna za paralelizacijo.
Kljub malce slabšim rezultatom enonitnega programa v primerjavi s knjižnico
Triangle bo zaradi paralelizacije razviti algoritem deloval bistveno hitreje na
praktično vsakem modernem sistemu.
Razvoj se je začel z zelo podobnim algoritmom, vendar brez uporabe
navideznih trikotnikov. Izkazalo se je, da je imel algoritem veliko posebnih
primerov, zato je postal slabo berljiv in kompliciran. Končan algoritem je
bil testiran na naslednjem testnem primeru, prikazanem na sliki 8.1.
Slika 8.1: Najtežji testni primer
Tega testa prvi algoritem ni bil sposoben opraviti. Posledično se je začel
razvoj algoritma z navideznimi trikotniki.
Pri razvoju druge iteracije algoritma ni bilo večjih problemov, večino
hroščev je bilo enakih kot pri prvem algoritmu. Navidezni trikotniki so se
izkazali kot teoretično dobro dodelan koncept, ki ponudi enostavno rešitev
vsem problemom triangulacije s tehniko deli in vladaj.
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Zataknilo se je pri paralelizaciji, ki je delovala pravilno, le prikazan čas
se je z vsako dodano nitjo povečal. Problem je bil v funkciji merjenja časa,
uporabljena je bila funkcija za procesorski čas, ne realni.
V prihodnje bi bilo dobro implementirati natančno aritmetiko. Upočasnitev,
ki jo natančna aritmetika prinese, je vredno sprejeti v zameno za stabilnost
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