Quantum One-class Classification With a Distance-based Classifier by de Oliveira, Nicolas M. et al.
Quantum One-class Classification With a
Distance-based Classifier?
Nicolas M. de Oliveira1, Teresa B. Ludermir1, Wilson R. de Oliveira2, and
Adenilton J. da Silva1
1 Centro de Informa´tica, Universidade Federal de Pernambuco, Recife, Brazil
{nmo, tbl, ajsilva}@cin.ufpe.br
2 Departamento de Estat´ıstica e Informa´tica, Universidade Federal Rural de
Pernambuco, Recife, Brazil
wilson.rosa@gmail.com
Abstract. Distance-based Quantum Classifier (DBQC) is a quantum
machine learning model for pattern recognition. However, DBQC has a
low accuracy on real noisy quantum processors. We present a modifica-
tion of DBQC named Quantum One-class Classifier (QOCC) to improve
accuracy on NISQ (Noisy Intermediate-Scale Quantum) computers. Ex-
perimental results were obtained by running the proposed classifier on a
computer provided by IBM Quantum Experience and show that QOCC
has improved accuracy over DBQC.
Keywords: Quantum Machine Learning · Quantum Computing · Pat-
tern Classification
1 Introduction
In Quantum Computing (QC) [7] we find algorithms which can solve particular
problems more efficiently than any known corresponding classical algorithms.
Examples of this quantum speedup are Shor’s algorithm and Grover’s algorithm.
Characteristics such as quantum parallelism and other phenomena only observed
in quantum mechanics increased research interest in the application of QC to
problems without efficient algorithmic solutions.
Several works propose Quantum Machine Learning (QML) [1] models and
quantum supervised learning problems. For instance, quantum support vector
machine [10]; learning algorithm for a perceptron through quantum amplitude
amplification [4]; and a supervised pattern recognition algorithm that imple-
ments a linear regression model in quantum computers [13].
We investigate the Distance-based Quantum Classifier (DBQC) [11] and
present a modification to this classifier named Quantum One-Class Classifier
QOCC to allow its implementation on NISQ (Noisy Intermediate-Scale Quan-
tum) computers [9]. QOCC is based on DBQC and Probabilistic Quantum Mem-
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ory (PQM) [14]. This work aims to improve the DBQC accuracy on NISQ com-
puters removing the class register to avoid the impossibility of classifying sam-
ples of class 2 (class qubit |1〉) due to its rapid decoherence [11]. We perform
experiments on IBM Quantum Experience [3] to validate our classifier, the first
experiment in an error-free simulation environment, and then on the non-error-
corrected quantum processor ibmq vigo. The original DBQC tries to define a
minimal quantum classifier. In this work we reduce the size of the classifier with
improvements in the accuracy on quantum devices.
The remainder of this paper is divided into 6 sections. Section 2 summa-
rizes the basic principles of quantum computing. Section 3 shows some examples
of quantum machine learning. Section 4 describes the original distance-based
quantum classifier that motivated our proposal. Section 5 presents the main re-
sults of this work: a description of our quantum one-class classifier. Section 6
gives details of the experiments performed as a proof of concept in prototypes of
quantum devices. The proposed method has higher accuracy in NISQ devices.
Finally, Section 7 is the conclusion.
2 Quantum Computing
In this section, a brief review of essential concepts for a basic understanding of
quantum computing will be exposed. For a complete and more detailed approach
we suggest the text contained in [7].
A quantum computer is a machine capable of performing computational cal-
culations and operations based on properties and phenomena of quantum me-
chanics. Analogous to the classic bit, the unit of quantum information is the
quantum bit, or qubit. To a qubit the logical values “0”, “1”, or any superposi-
tion of these can be assigned. This superposition consists of a linear combination
of the states of the computational base described by a vector like in (1), where
α and β are probabilistic amplitudes associated with the respective states and
|α|2 + |β|2 = 1.
|ψ〉 = α|0〉+ β|1〉 =
[
α
β
]
(1)
As can also be seen in (1) one of the main characteristics of quantum com-
puting compared to classical computing is the superposition of states. This su-
perposition allows quantum computing to obtain a high degree of computational
parallelism, described in general in (2), where we have n qubits and αi prob-
abilistic amplitudes associated with i states. Thus, n qubits can represent 2n
combinations of states.
|ψ〉 :=
2n−1∑
i=0
αi|i〉 (2)
Operations under a quantum state are performed by unit operators. Given a
U : H → H operator, with H denoting Hilbert’s space, U is said to be unitary
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when its inverse is equal to its conjugate transpose. That is, UU† = U†U = I,
where I designates the identity operator. Thus, an operator acting on n qubits
needs to be in a complex Hilbert space of dimension 2n. That is, a single appli-
cation of U performs an exponential number of operations in the states of the
base (3).
U |ψ〉 = U
(
2n−1∑
i=0
αi|i〉
)
=
2n−1∑
i=0
αiU |i〉 (3)
A constraint that is applied to the QC computing model refers to the mea-
surement required to extract any information resulting from a qubit state. When
performing this operation, the state collapses and only one of the states that were
in superposition will be observed. Given the state in (2), after the measurement
is performed, the probability of obtaining the output |i〉 is pi = |αi|2.
Quantum circuits are one of the ways available for performing quantum com-
puting. It is the quantum circuits that determine which and in what order
the operators are applied to one or more qubits. Examples of quantum oper-
ators/gates and their respective actions are: Identity (4), Not (5), Hadamard
(6) and Controlled-not (CNOT) (2).
I =
[
1 0
0 1
]
,
I|0〉 = |0〉
I|1〉 = |1〉 (4)
X =
[
0 1
1 0
]
,
X|0〉 = |1〉
X|1〉 = |0〉 (5)
H =
[
1√
2
1√
2
1√
2
− 1√
2
]
,
H|0〉 = 1√
2
(|0〉+ |1〉)
H|1〉 = 1√
2
(|0〉 − |1〉) (6)
CNOT =

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

(7)
CNOT |0〉|0〉 = |0〉|0〉 CNOT |1〉|0〉 = |1〉|1〉
CNOT |0〉|1〉 = |0〉|1〉 CNOT |1〉|1〉 = |1〉|0〉
In addition to these, there is a generalization of the CNOT quantum gate,
which can include more than one qubit having the control function (0, ..., i)
and more than one qubit as target (0, ..., j), in addition to being able to apply
an arbitrary U operator to the target qubits. The general controlled gate is
represented in Figure 1.
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Fig. 1. Representation in the quantum circuit of a general controlled gate.
3 Quantum Machine Learning
Quantum machine learning is an area of quantum computing that combines ar-
tificial intelligence techniques with the power of quantum computing. In general,
this integration aims to solve pattern recognition problems where the objective
is to learn about new data from other data already analyzed. For a summary of
some concepts related to QML we suggest the text contained in [1]. A more com-
prehensive text on QML, including information encoding and other techniques
for performing machine learning on quantum computers can be found in [12].
As stated in Section 1, there are several approaches that employ the concept
of quantum machine learning to perform classification tasks. In [10], the authors
represented the Support Vector Machine (SVM) algorithm as an approximate
least-squares problem to take advantage of the matrix inversion algorithm under
the number of training vectors M . In addition, the presented algorithm uses fast
quantum evaluation of inner products to obtain O(log NM) run time perfor-
mance, where N is the dimension of the feature space.
The work presented in [4] develops two quantum algorithms for perceptron
learning. The first one makes use of Grovers search to quadratically speed up
online perceptron training. This algorithm works from a quantum analog of
the traditional training of a perceptron to define a separating hyperplane with
O(
√
N) steps, for N data points. The second one consists of a quantum version
space training algorithm which improves its classical counterpart through am-
plitude amplification. Such an algorithm also made use of Grover’s search and
improves the classical mistake bound of O
(
1
γ2
)
to O
(
1√
γ
)
, where γ indicates
the margin between the classes in the training data.
In [13], the authors use quantum computing to develop an algorithm to pre-
dict the class output to a new input from a dataset. This algorithm is based
on a linear regression model with least squares optimisation and it runs in time
logarithmic (O(logNκ2−3), where N is the dimension of the input data, κ is its
condition number and  is the desired accuracy) regarding the size of the input
space. To achieve this result, the authors used techniques of quantum Principal
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Component Analyzes [5] and focused on guessing the output of a new input
instead of facing the problem of reading out the optimal parameters of the fit.
In this paper we will focus on a machine learning quantum model that uses
quantum interference to classify new input data [11]. Such interference occurs
through the Hadamard gate shown in Section 2 which, even when applied to a
single qubit, acts in all amplitudes present in a quantum state.
4 Distance-based Quantum Classifier
The Distance-based Quantum Classifier (DBQC) proposed by [11] aims to inves-
tigate how to perform a distance-based classification task from the construction
of a quantum circuit. The strategy used in DQBC is to use amplitude encoding
to encode the input features and to use quantum interference to evaluate the
distance from a new input vector to the training set vectors. Such a construc-
tion aims to provide a classification model that can be implemented in existing
quantum devices. To validate the DBQC, the authors performed supervised clas-
sification experiments using the Iris dataset [2] (available in Scikit-learn [8]). The
quantum system that performs the classification is shown in (8). Where |m〉 is
an index register flagging the mth training vector, |ψxm〉 is the mth training
vector, |ψx˜〉 is the new input, and |ym〉 is a single qubit that stores the vector
class.
|D〉 = 1√
2M
M∑
m=1
|m〉
(
|0〉|ψx˜〉+ |1〉|ψxm〉
)
|ym〉 (8)
The main point of DBQC is a conditional measurement, called postselection,
that depends on the probability of measuring |0〉 in the ancilla qubit. A mea-
surement is made in the class qubit only after the postselection succeeds. Ex-
perimental results showed 100% accuracy for classes 1 and 2 of the Iris dataset.
However, it was impossible in [11] to classify new input vectors from class 2 on
NISQ computers due to the rapid decoherence of the class qubit storing |1〉.
5 Quantum One-class Classifier
The postselection of the DBQC [11] succeeds with probability pacc =
1
4M
∑
m |x˜+
xm|2. This probability depends on data distribution and can tend to zero. Fig-
ure 2 presents an artificial dataset where the postselection probability is ap-
proximately 0.02 for the pattern x0 and 0.98 for pattern x1. The postselection
probability is a function of the Euclidean distance of the new pattern to the
patterns in the dataset and returns 0 with higher probability if the new pattern
is near to the patterns in the dataset. In this Section, we redefine the DBQC to
use the outcome of the postselection as the output of the classifier. With this
modification, we remove the class qubit, reduce the number of repetitions neces-
sary to estimate the output of the classifier and reduce the number of operations
necessary to perform the classification.
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Fig. 2. Artificial example where the probability of postselection tends to zero for a
given new input vector.
The QOCC is based on the DBQC and extends its applicability to allow the
classification of a new input vector from a quantum one-class classifier indicating
the probability that the vector will be associated with the set of loaded (train-
ing) vectors in the classifier. Such a modification allows us to work around the
problem of rapid decoherence pointed out by [11] and correctly classify samples
of class 2 (class qubit |1〉) on real NISQ computers.
In our approach we use the same data preprocessing strategy used in [11].
As with the original classifier, we use the quantum rotation gate Ry (9) to load
training vectors and new input vectors. However, the classification of a new input
vector works similar to a probabilistic quantum memory [14]. Thus, a new input
vector is classified according to a degree of membership of this new vector against
vectors already stored in the classifier. This degree of membership actually is the
probability of measuring 0 on the output where previously was postselection.
Ry(θ) =
(
cos
(
θ
2
) −sin ( θ2)
sin
(
θ
2
)
cos
(
θ
2
) ) (9)
Thus, the modification made here allows us to abstract the issue of data
distribution, which could lead to a very low probability of postselection. Also,
by loading training samples from a single class, our classifier proves to be more
flexible by simplifying the classification/association of a new input vector in any
class.
Figure 3 shows our classifier for a given class C. In step F the computed
output of successive measurements represents the degree of membership of the
new input vector to the C class. Therefore, a degree of membership greater than
0.5 means that the new input vector has been classified as class C. The procedure
for performing QOCC is shown in Algorithm 1.
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Fig. 3. Quantum circuit implementing quantum one-class classifier. The result of suc-
cessive runs of this circuit represents a kind of degree of membership of the new input
vector (step B) to the vectors already stored in the classifier (steps C and D). The quan-
tum gates Ry are responsible for loading data from each vector through their associated
angles α, β and γ. Enclosed the dashed lines is the subcircuit for state preparation.
At the end of the computation, the Hadamard gate in the ancilla qubit interferes the
copies of the new input vector with the loaded vectors and then the ancilla is measured.
Algorithm 1: Quantum One-class Classifier (QOCC)
Input: test, training
1 Initialize quantum registers ancilla = |a〉, index = |m〉, data = |i〉
2 Perform H|a〉 and H|m〉
3 Perform C-Ry(test)|a〉|i〉 to load the sample to be classified
4 Apply X|ancilla〉 to entangle test sample with the ground state of the ancilla
5 Perform CC-Ry(training[0])|a〉|m〉|i〉 to load the first training sample
6 Apply X|m〉 to entangle the first training sample with the ground state of the
index and the excited state of the ancilla
7 Perform CC-Ry(training[1])|a〉|m〉|i〉 to load the second training sample
8 Apply H|a〉 to interferes the copies of the test sample with the training ones
9 Measure |a〉 to get the probability of the output being |0〉
In Figure 3 the rotation gates Ry in steps B, C and D load the classical
input vectors in quantum amplitudes. However, this is not so straightforward and
requires an auxiliary procedure to perform such an embedding, to be explained
in the next section.
5.1 Amplitude Encoding
In order to perform the amplitude encoding necessary to encode input data in
the amplitudes of the qubits, we follow the strategy present in [12]. Figure 4
illustrates how to start from the desired vector to the state |0...0〉.
In Figure 4 each β is a rotation angle to be performed by the respective Ry
gate and is calculated according to (10), where s = {1, ..., n}, n is the number
of qubits and j =
{
1, ..., 2i−1
}
(i is the index of the qubit in which the rotation
gate is being applied).
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Fig. 4. Procedure to reach the vector |0...0〉 from any other vector.
βsj = 2 arcsin

√∑2s−1
l=1 |α(2j−1)2s−1+l|2√∑2s
l=1 |α(j−1)2s+l|2
 (10)
The main idea is to perform different rotations for each portion of the su-
perposition state through multi-controlled rotation gates. Amplitude coding is
performed by applying the inverse gates shown in Figure 4 in the inverse order.
As an example of how amplitude encoding works, Figure 5 shows the procedure
being performed to load the 4 feature input vector |ψ〉 = −0.286|00〉+0.723|01〉−
0.464|10〉 − 0.425|11〉 (Iris sample 20) in a quantum circuit.
Fig. 5. Example of how to load a sample in the amplitudes of a quantum state.
6 Experiments and Results
Here we will show the results obtained with the execution of the classifier pro-
posed in the previous section. Will be considered the simulation and experimental
results. As in [11], we use the Iris dataset [2] in our experiments. Just like in
DBQC, an adequate choice of training vectors strongly influences the probability
of classification success. However, for all experiments, we choose to take 1 or 2
random samples, depending on the experiment.
Ideally, we should load a larger training set, but due to the limitations and
errors of the available quantum hardware we decided to keep the original proposal
and load only 2 training vector for the classifier. For the case where it was
necessary to load one vector of each class, samples 20 (class 1) and 97 (class
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2) were used. For situations where it was necessary to load two samples of each
class we used the samples {21, 30} (class 1) and {83, 89} (class 2). The execution
of the QOCC on IBM Quantum Experience [3] followed the default (1024 runs)
for each experiment/sample.
As already mentioned in Section 5 the QOCC loads only the input vectors
of a single class. Thus, in our results, where QOCC-X is shown, X represents
the classes of the input vectors. Still, the accuracy takes into account both the
correct classification of the samples of class X and the samples of the other class
(which must be identified by the classifier with a low degree of membership).
Therefore, in order to validate our approach, we replicate the DBQC and
compare with our QOCC (Table 1). We emphasize that the experiments were
performed for classes and features 1 and 2 of the Iris dataset. All experiments
were performed both on the simulator and on a real quantum computer provides
by IBM Quantum Experience. The experiments for our classifier followed the
Algorithm 2.
Algorithm 2: Experiments for Quantum One-class Classification
1 Load Iris dataset D (class = {0, 1}, features = {0, 1})
2 Standardize and normalize D
3 Pick 2 random samples x0 and x1 from dataset
4 Set training set T = (x0, y0), (x1, y1)
5 Calculate training angles Tangles for Ry gates
6 for x = 1 to size(D) do
7 if x not in T then
8 Calculate test angle xangle for Ry gate
9 Perform QOCC(xangle, Tangles)
10 end
11 end
12 Return the number of samples that were correctly associated with their
classification memory
6.1 Discussion
The accuracy presented in [11] is only achieved if postselection succeeds.
The results of the previous section consider samples the went through the
postselection and reached the classification step. We consider that a probability
of postselection success greater than 0.5 means that postselection succeeds. In
the experiments performed, postselection succeeds in 48% of the executions on
the simulation and 71% of the execution on real quantum computer. Finally, the
impossibility to classify input vectors of class 2 due to the rapid decoherence of
the class qubit is solved with our QOC classifier, since it does not depend on a
class qubit storing |1〉 to indicate input vectors of class 2.
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Table 1. Accuracy of QOCC and DBQC for Classes and Features 1 & 2 of the Iris
Dataset
Classifier Overall accuracy C1 accuracy C2 accuracy
DBQC (simul.) 100% 100% 100%
DBQC (IBM Q) 53% 74% 26%
QOCC-1 (simul.) 100% 100% 100%
QOCC-1 (IBM Q) 92% 96% 88%
QOCC-2 (simul.) 98% 98% 98%
QOCC-2 (IBM Q) 89% 82% 96%
In order for our classifier to handle datasets containing more than 2 classes,
it was observed that it is necessary to perform a more adequate pre-processing of
the input vectors. This pre-processing is essential for our classifier to be able to
efficiently distinguish among all available classes. Another possibility to overcome
this obstacle is to parameterize the quantum circuit to evaluate its performance
in the classification by inserting variable rotation gates, based on the theory of
variational circuits presented in [6].
In the model presented by [11], it is not clear how to proceed in the presence
of more features for the input vector. This is because the exposed DBQC was
prepared to deal with a single qubit of data storing the amplitudes corresponding
to the features of the samples, not being explicit as to generalize the operations
involving the qubit that stores the class. For our classifier, it is possible to directly
apply the procedure shown in [12] (see Section 5.1).
Finally, on datasets with only two classes the QOCC containing vectors from
a single class works as a complete quantum binary classifier. Therefore, it is
possible to classify the entire dataset only with respect to the samples of a single
class stored in the classifier, so that the high (low) degree of membership of
the test samples to those already stored gives us the classification between the
classes 1 or 2.
7 Conclusion
In this work, we investigated a distance-based quantum classifier (DBQC), and
we proposed a new one (QOCC) based on the idea of probabilistic quantum
memory for a single class that performs better on NISQ computers. The QOCC
has better accuracy on real quantum processors when compared with the DBQC.
Our QOCC shows an advantage regarding the DBQC with regard to its size,
the accuracy of the class 1 classification and the absence of the post-selection
stage. In addition, in datasets with two classes, the QOCC behaves like a com-
plete quantum binary classifier, indicating in the ancilla qubit the degree of
membership of the input vector to class 0 or 1, just needing to load data from
one of the classes.
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There are some possible improvements to be explored. Possible future works
are to investigate how to use the QOCC to classify multiclass datasets and to
explore how to insert parameters into the classifier to improve its accuracy. Also,
it is possible to conduct a circuit optimization study for more efficient execution
on real quantum computers.
8 Code Availability
The codes used during this study are available on the GitHub repository.
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