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Abstract
An ordinary differential equation perturbed by a null-recurrent diffusion will be consid-
ered in the case where the averaging type perturbation is strong only when a fast motion
is close to the origin. The normal deviations of these solutions from the averaged motion
are studied, and a central limit type theorem is proved. The limit process satisfies a linear
equation driven by a Brownian motion time changed by the local time of the fast motion.
1 Introduction
Many mathematical models arising from physics, biology, finance or other areas of science
involve subsystems evolving on different time scales. Often, there is a fast and a slow component
and the limiting behavior of the latter is an interesting non-trivial problem.
One possible setting is a system of diffusion processes (Xε(t), Y ε(t)) ∈ R1+d satisfying the
stochastic differential equation
dXε(t) =
1
ε2
φ(Xε(t), Y ε(t))dt+
1
ε
ϕ(Xε(t), Y ε(t))dW (t), X(0) = x0,
dY ε(t) = b(Xε(t), Y ε(t))dt+ σ(Xε(t), Y ε(t))dW (t), Y (0) = y0,
where b is a d-dimensional vector function and φ is a one-dimensional vector function, W (t)
is an r-dimensional Brownian motion, and ϕ, σ are 1 × r and d × r matrix valued functions
respectively. This process depends on a parameter ε representing the ratio of the two time
scales. In other words, Xε changes faster and faster in time as ε → 0, while Y ε changes on
the same time scale for all values of ε. Xε and Y ε are referred to as the fast and the slow
component respectively.
The case when the fast motion has a finite invariant measure µ was first studied by Khas-
minskii ([7]) and is well understood by now. He proved that, as ε → 0, the law of the slow
component Y ε approaches that of a limiting diffusion Y¯ , and one can obtain the effective drift
and diffusion coefficients of Y¯ by averaging b and σ in the first variable with respect to µ. This
result was later extended and refined by a vast number of authors (see e.g [3],[4],[9],[10],[11],[13],
or the monograph [12]).
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Much less is known about what happens when the fast motion does not posess a finite
invariant measure. In the case when the process is null recurrent, and there is a σ-finite
invariant measure, naive intuition would suggest that the limit (if it exists) would be a diffusion
with coefficients averaged with respect to this measure. However, this is false due to the fact
that Xε spends most of the time in the neighborhood of infinity. It was shown in [8] that if
φ = 0 and there exist constants c1, c2 ∈ (0,∞) such that
c1 ≤
r∑
i=1
ϕ2i (x, y) ≤ c2 ∀(x, y) ∈ R1+d,
then the asymptotic behavior of Y ε is governed by values of b and σ when |x| is very large
(under the assumption that they are non-zero). As, in general, these values can be different
for positive and negative values of x, Y ε does not converge to a Markov process. Indeed, it
was shown that, under certain assumptions on the large |x| behavior of ϕ, b, and σ, the pair
(Xε(t), Y ε(t)) converges weakly to a (1 + d)-dimensional diffusion with diffusion coefficient
discontinous at x = 0.
In this paper, we are interested in the case when φ = 0, b(x, y) = b1(y) + b2(x, y) where b2
and σ are very small as |x| → ∞. The result cited above ([8]) then implies that Y ε converges
to the solution of the ordinary differential equation y˙ = b1(y) (see also Lemma 3.2), and the
slow motion can be considered as a perturbation of this ODE. This situation can be intuitively
understood by noting that a typical trajectory of the process X is of order 1/ε, and therefore
b2 and σ are small. This implies that Y
ε(t) cannot deviate significantly from the unperturbed
solution on a finite time scale. We show that the first correction term is O(ε1/2) and study the
limiting behavior of the process ε−1/2(Y ε(t)−y(t)) where y(t) is the solution of the unperturbed
system. The main ingredient is that the bulk of the deviation comes from the displacement
when Xε is at distance O(1) from the origin, which suggests that the natural time scale to
look at is defined by the local time LX(t, x) at x = 0. This implies that in order to obtain
a Markov process in the limit, it is necessary to keep track of both component. Indeed, we
derive a limit theorem for the pair (εXε, Y ε).
In the general case, the large |x| behavior of ϕ can be different depending on the sign of
x. This creates a discontinuity in the diffusion coefficient of the limit of εXε and one has
to consider convergence to a limiting process with a certain boundary behaviour at x = 0.
Another difficulty is posed by the fact that the noise driving the fast and the slow motion
are the same. In the absence of these complications, however, a proof using only elementary
stochastic calculus is possible. Our result captures the phenomenon without much technical
difficulties. Therefore, we consider a simplified system in this paper and return to the general
case in an upcoming publication.
One motivation to study these systems is to describe certain systems with an interface
where significant transport is possible only in a thin layer, see e.g. [6] for a recent result.
This paper is organized as follows. After we state our precise result in Section 2, we prove
some preliminary lemmas in Section 3. In Section 4, we show that the case ϕ ≡ 1 can be reduced
to a simpler problem which is solved in Section 5. We extend the result to non-constant ϕ in
Section 6.
2
2 The main result
We begin by stating the result in the special case where the fast motion is a Brownian motion.
Let W1 and W2 be independent one and d-dimensional Brownian motions and consider the
following d-dimensional non-homogeneous stochastic differential equation
dY ε(t) = [b1(Y
ε(t)) + b2(
−1W1(t), Y ε(t))]dt+ σ(−1W1(t), Y ε(t))dW2(t), (2.1)
with initial condition Y ε(0) = y0.
Assume that
bˆ(x) := sup
y∈R
|b2(x, y)|Rd ∈ L1(R), σˆ2(x) = sup
y∈R
TrσσT (x, y) = sup
y∈R
d∑
i,j=1
σ2ij(x, y) ∈ L1(R).
We also assume that b2(x, y) and σ(x, y) are globally Lipschitz continuous in x and y, and that
b1(y) is twice continuously differentiable with bounded derivatives. It follows from the above
that the ordinary differential equation
dy
dt
= b1(y(t)), y(0) = y0,
which serves as the unperturbed part of the slow motion, has a unique solution defined for all
times.
To describe the limiting process, let us introduce the process V (t) = W¯2(L
W¯1(t, 0)) where
W¯1 and W¯2 are independent 1 and d dimensional Brownian motions respectively and L
W¯1(t, 0)
is the local time of W¯1 at 0. It is a continuous, non-Markovian process that only grows on
a set of Lebesgue measure zero with probability one. Note that the non-Markovity is rather
innocent in this case as the pair (W¯1, V ) is Markovian. Also note that the conditional law
V |W¯1 is Gaussian.
Remark 2.1. We mention that V is a known process, in the literature it is called 1/2-fractional
kinetic process and it appears as the scaling limit of certain randomly trapped random walks
(see [1]). The connection is intuitively explained by considering the time the fast process spends
away from the origin as a trapping for the slow component with a heavy tail trapping time (due
to null-recurrence).
As another example, Brownian motion time changed by the local time of a more complicated
process was obtained as the limit of a diffusion in a cellular flow ([5]).
Theorem 2.2. The law of the process ζε(t) = ε−1/2(Y ε(t)− y(t)) converges in distribution in
C([0,∞),Rd) to the solution of the stochastic differential equation
dζ0(t) = Dxb1(y(t))ζ
0(t)dt+
√(∫ ∞
−∞
(σσT )(x, y(t))dx
)
dV (t), ζ0(0) = 0, (2.2)
where V (t) is as above,
√· denotes the matrix square root and Dxb1(x) is the derivative tensor
of the vector field b1 at x ∈ Rd, i.e (Dxb1(x))ij = ∂(b1)i/∂xj. The space C([0,∞),Rd) is
endowed with the topology of uniform convergence on bounded sets [0, T ] for any T > 0.
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As we will see in Section 3, integration with respect to the process V (t) is well defined and
the formula (2.2) defines a well posed integral equation.
Remark 2.3. Note that our assumptions imply that equation (2.2) has a unique solution which
can be explicitly obtained by the variation of parameters formula
ζ0(t) =
∫ t
0
e
∫ t
s Dxb1(y(r))dr
√(∫ ∞
−∞
(σσT )(x, y(s))dx
)
dV (s).
Also observe that ζ0 is not a Markovian process and in order to obtain one, the pair (W1, ζ
0)
has to be considered.
By a time-change argument, the result can be extended to some cases of non-constant ϕ.
Let ψ1(y) and ψ2(x, y) be Lipschitz continus functions and suppose that
sup
y∈Rd
ψ2(., y) ∈ L1(R) ∩ L2(R), 0 < c1 ≤ ψ1(y)+ψ2(x, y) ≤ c2 <∞ (2.3)
Notice that a consequence of the above assumptions is that
c1 ≤ ψ1(y) ≤ ψ2(y)
Consider the system
dXε(t) =
1
ε
[ψ1(Y
ε(t)) + ψ2(X
ε(t), Y ε(t))]dW1(t), (2.4)
dY ε(t) = [b1(Y
ε(t)) + b2(X
ε(t), Y ε(t))]dt+ σ(Xε(t), Y ε(t))dW2(t), (2.5)
where W1 and W2 are again independent Brownian motions, b1, b2 are as in (2.1) but assume
that b1 is bounded, and σ satisfies
sup
y∈R
TrσσT (., y)
(ψ1(.) + ψ2(., y))2
∈ L1(R) (2.6)
Let ζε(t) = ε−1/2(Y ε(t)− y(t)).
Corollary 2.4. There are independent Brownian motions (denoted again by W˜1 and W˜2) such
that the process (εXε(t), ζε(t)) converges weakly in C([0,∞),R1+d) to (X0(t), ζ0(t)) where
dX0(t) = ψ1(y(t))dW˜1,
dζ0(t) = Dyb1(y(t))dt+
∫ t
0
√∫ ∞
−∞
σσT
(ψ1 + ψ2)2
(x, y(s))dxdV X
0
(s),
where V X
0
= W˜2(L
X0(t, 0)) and LX
0
(t, 0) is the local time of the X0 process at zero.
Theorem 2.2 will be proved in Sections 3-5 and the proof of Corollary 2.4 will be presented
in Section 6.
4
Remark 2.5. As it is apparent from Theorem 2.2, the drift part of the perturbation does not
contribute to the deviations of order
√
ε. It is natural however to conjecture that it will play
a role in fluctuations of order ε under some additional assumptions on the regularity of b1.
For example, if σ ≡ 0, almost identical arguments as in the proof of Theorem 2.2 show that
ζ˜ε(t) = ε−1(Y ε(t)− y(t)) converges weakly to ζ˜0(t) where
dζ˜0(t) = Dxb1(y(t))ζ˜
0(t)dt+
∫ ∞
−∞
b2(x, y(t))dxL
W¯1(dt, 0).
We expect that b2 will also play a role on the behavior of Y
ε(t) on timescales of order 1/ε2 as
it takes this much time for a typical realization of the Brownian local time to make a growth
of order 1. We are planning to return to these questions in a future paper.
An example: perturbed harmonic oscillator
Let σ ∈ L2(R) be Lipschitz continuous and consider the equation
q¨ε(t) + qε(t) = σ(ε−1W1(t))W˙2(t), qε(0) = 0, q˙ε(0) = 1.
Introducing Y ε = (q˙ε, qε) leads to the system
dY ε(t) =
(
0 −1
1 0
)
Y ε(t) +
(
σ(ε−1W1(t))
0
)
dW2(t), Y
ε(0) = (1, 0). (2.7)
Thus y(t) = (cos(t), sin(t)).
Theorem 2.2 and Remark 2.3 imply that ζε = ε−1/2(Y ε − y) converges weakly to
ζ0(t) = ||σ||L2(R)
∫ t
0
(
cos(t− s)
sin(t− s)
)
dV (s),
where V (t) = W¯2(L
W¯1(t, 0)) which in turn means
qε(t) ≈ cos(t) +√ε||σ||L2(R)
∫ t
0
cos(t− s)dV (s), (2.8)
for small enough ε. A typical trajectory can be seen on Figure 1.
3 Auxilliary lemmas
In Sections 3-5 we prove Theorem 2.2 and therefore we consider equation (2.2). First we prove
the following lemma which establishes a continuity property of certain functionals of the fast
Brownian motion.
Lemma 3.1. Suppose that ψ ∈ L1(R). Then for any p ≥ 1, there exists Cp > 0 such that
E
∣∣∣∣1ε
∫ t
s
ψ(ε−1W1(r))dr
∣∣∣∣p ≤ Cp|ψ|pL1(R)|t− s| p2 , (3.1)
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Figure 1: A typical trajectory of the approximation (2.8) with
√
ε = 0.1, ||σ||L2(R2) = 100.
Proof. The function
Ψ(x) =
∫ x
−∞
ψ(y)dy
is well defined, continuous and bounded (|Ψ(x)| ≤ |ψ|L1(R)). Consequently, we can define
f(x) =
∫ x
0
Ψ(y)dy
so that f ′′(x) = ψ(x). This function is Lipschitz continuous because
|f(x2)− f(x1)| ≤
∣∣∣∣∫ x2
x1
Ψ(y)dy
∣∣∣∣ ≤ |ψ|L1(R)|x2 − x1|. (3.2)
Note that since f ′′ is not necessarily continuous, we cannot directly apply the Itoˆ-formula to
f . By the Meyer-Tanaka formula, however, we do have
f(ε−1W1(t))− f(ε−1W1(s)) = 1
ε
∫ t
s
Ψ(ε−1W1(r))dW1(s) +
1
2ε2
∫ t
s
ψ(ε−1W1(r))dr. (3.3)
This implies that∣∣∣∣1ε
∫ t
s
ψ(ε−1W1(r))dr
∣∣∣∣ ≤ 2ε ∣∣f(ε−1W1(t))− f(ε−1W1(s))∣∣+ 2 ∣∣∣∣∫ t
s
Ψ(ε−1W1(r))dW1(r)
∣∣∣∣ ,
so that
E
∣∣∣∣1ε
∫ t
s
ψ(ε−1W1(r))dr
∣∣∣∣p ≤ 22p−1(Eεp|f(ε−1W1(t))− f(ε−1W1(s))|p + E ∣∣∣∣∫ t
s
Ψ(ε−1W1(r))dW1(r)
∣∣∣∣p) .
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By (3.2),
ε|f(ε−1W1(t))− f(ε−1W1(s))| ≤ |ψ|L1(R)|W1(t)−W1(s)|,
and we see that
E
∣∣∣∣1ε
∫ t
s
ψ(ε−1W1(r))dr
∣∣∣∣p ≤ Cp
(
|ψ|p
L1(R) |t− s|
p
2 +
∣∣∣∣E∫ t
s
Ψ2(ε−1W1(r))dr
∣∣∣∣
p
2
)
,
where we used the BDG inequality. The integrand is bounded as Ψ(x) ≤ |ψ|L1(R) and therefore
we can conclude that
E
∣∣∣∣1ε
∫ t
s
ψ(ε−1W1(r))dr
∣∣∣∣p ≤ Cp|ψ|pL1(R)|t− s| p2 .
The second technical result we are going to need is an estimate on the Lp convergence rate
of Y ε(t) to y(t) which is a consequence of Lemma 3.1.
Lemma 3.2. For every p ≥ 1, there exists a constant CT,p such that
sup
t∈[0,T ]
E|Y ε(t)− y(t)|p < CT,pεp/2.
Proof. Note that
Y ε(t)− y(t) =
∫ t
0
(b1(Y
ε(s))− b1(y(s))ds+
∫ t
0
b2
(
ε−1W1(s), Y ε(s)
)
ds+∫ t
0
σ
(
ε−1W1(s), Y ε(s)
)
dW2(s) = I
ε
1(t) + I
ε
2(t) + I
ε
3(t).
By the Lipschitz continuity of b1 and Jensen’s inequality,
E|Iε1(t)|p ≤ T p−1Lip(b1)p
∫ t
0
E|Y ε(s)− y(s)|p.
On the other hand,
sup
t∈[0,T ]
E|Iε2(t)|p ≤ E
(∫ T
0
bˆ(ε−1W1(s))ds
)p
≤ CpεpT p/2,
where in the last inequality we used Lemma 3.1 with s = 0. Finally, it is easy to see that the
scalar quadratic variation of I3 is
Tr < I3 >t=
∫ t
0
TrσσT (ε−1W1(s), Y ε(s))ds ≤
∫ t
0
σˆ2(ε−1W1(s))ds,
and therefore by the Burkholder-Davis-Gundy inequality and Lemma 3.1 we have
sup
t∈[0,T ]
E|Iε3(t)|p ≤ CpE
(∫ T
0
σˆ2(ε−1W1(s))ds
)p/2
< Cpε
p/2T p/4. (3.4)
The result now follows from Gronwall’s lemma.
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Next, we show that the stochastic integral in (2.2) is well defined.
Lemma 3.3. Suppose that W (t) is a d-dimensional Wiener process and that F (t) is an increas-
ing, deterministic, real-valued function for t ∈ [0,+∞]. Then the composition V (t) = W (F (t))
is a Gaussian martingale, and if ψ(s) is a deterministic matrix-valued process with∫ t
0
Tr(ψψT )(s)dF (s) < +∞,
where this is the Riemann-Stieltjes integral with respect to F , then the stochastic integral∫ t
0
ψ(s)dV (s)
is a well-defined variable with distribution
N
(
0,
∫ t
0
(ψψT )(s)dF (s)
)
,
where the above integral is a Riemann-Stieltjes integral.
Proof. If ψ =
∑N−1
k=0 ψkχ[tk,tk+1](s) is a step function, then∫ t
0
ψ(s)d(W (F (s))) =
N−1∑
k=0
ψk(W (F (tk+1))−W (F (tk))),
which is a zero-mean Gaussian random variable with covariance
N−1∑
k=0
ψkψ
T
k (F (tk+1)− F (tk)).
The result follows by the density of these step functions.
Corollary 3.4. Suppose that W is a d-dimensional Wiener process and that F : [0,∞) → R
is an increasing function that is independent of W . Set V (t) = W (F (t)). Then if ψ(s) is a
deterministic matrix-valued process with
E
∫ t
0
Tr(ψψT )(s)dF (s) < +∞,
where this is the Riemann-Stieltjes integral with respect to F , then the stochastic integral∫ t
0
ψ(s)dV (s)
is a well-defined random variable with characteristic function for any λ ∈ Rd
E
(
exp
(
i
〈
λ,
∫ t
0
ψ(s)d(W (F (s)))
〉))
= E
(
−1
2
∫ t
0
〈
(ψψT )(s)λ, λ
〉
dF (s)
)
.
Proof. This follows from the previous lemma by conditioning on F .
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4 A simpler case
We first show that the Theorem 2.2 holds in the case where Y ε(t) is replaced by y(t) in the
second argument of σ, and then we prove that the general case can be reduced to this one.
Lemma 4.1. Let
dJε(t) = σ(ε−1W1(t), y(t))dW2(t), Jε(0) = 0.
Then ε−1/2Jε(t) converges in distribution to
J¯(t) :=
∫ t
0
√(∫ ∞
−∞
(σσT )(x, y(s))dx
)
dV (s) (4.1)
where V (t) = W (LW1(t, 0)) for some d-dimensional Wiener process, W , independent of W1.
Proof. Note that because W1 and W2 are independent, the conditional law of ε
−1/2Jε, condi-
tioned on W1, is zero mean Gaussian and therefore it is determined by its quadratic variation.
In fact, for any fixed t > 0,(
ε−1/2Jε(t)|W1
)
D
= N
(
0,
1
ε
∫ t
0
(σσT )(ε−1W1(s), y(s))ds
)
where the above notation means that for any λ ∈ Rd
E
(
exp
(
i
〈
λ, (ε−1/2Jε(t))
〉)
|W1
)
= exp
(
− 1
2ε
∫ t
0
〈
(σσT )(ε−1W1(s), y(s))λ, λ
〉
ds
)
. (4.2)
We can see from the above formula that the convergence of the quadratic variation of ε−1/2Jε(t)
implies the converge in distribution of ε−1/2Jε(t). By the continuity of y, the approximating
sum
yn =
n∑
i=0
y
(
iT
n
)
1[iT/n,(i+1)T/n)
converges to y in C([0, T ];Rd). Because of the continuity of σ, for any fixed ε,
1
ε
∫ t
0
(σσT )(ε−1W1(s), yn(s))→ 1
ε
∫ t
0
(σσT )(ε−1W1(s), y(s))ds
almost surely.
By the definition of the Brownian local time, it is not hard to check that on a set of full
measure we have
1
ε
∫ t
0
(σσT )(ε−1W1(s), yn(s))ds =
=
1
ε
n∑
i=0
∫
R
(σσT )
(
x
ε
, y
(
it
n
))(
LW1
(
(i+ 1)t
n
, x
)
− LW1
(
it
n
, x
))
dx.
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By a change of variables, this becomes
n∑
i=0
∫
R
(σσT )
(
x, y
(
it
n
))(
LW1
(
(i+ 1)t
n
, εx
)
− LW1
(
it
n
, εx
))
dx.
Taking n→∞, we see that for fixed ε, we have with probability one that
1
ε
∫ t
0
(σσT )(ε−1W1(s), y(s))ds =
∫
R
∫ t
0
(σσT )(x, y(s))LW1(ds, εx)dx, (4.3)
where the right hand side is the Riemann-Stieltjes integral with respect to the increasing
function t 7→ LW1(t, εx). Lastly, we argue that this converges as ε→ 0 to∫ t
0
(∫
R
(σσT )(x, y(s))dx
)
LW1(ds, 0).
Similarly to (4.3),
1
ε
∫ t
0
(σσT )(ε−1W1(s), y(s))1{ε−1|W1(s)|≤N}ds =
∫ N
−N
∫ t
0
(σσT )(x, y(s))LW1(ds, εx)ds,
and consequently for any N ∈ N,∣∣∣∣1ε
∫ t
0
(σσT )(ε−1W1(s), y(s))ds−
∫ t
0
(∫
R
(σσT )(x, y(s))dx
)
LW1(ds, 0)
∣∣∣∣
≤
∣∣∣∣1ε
∫ t
0
(σσT )(ε−1W1(s), y(s))ds− 1
ε
∫ t
0
(σσT )(ε−1W1(s), y(s))1{ε−1|W1(s)|≤N}ds
∣∣∣∣
+
∣∣∣∣∫ N−N
∫ t
0
(σσT )(x, y(s))LW1(ds, εx)dx−
∫ N
−N
∫ t
0
(σσT )(x, y(s))LW1(ds, 0)dx
∣∣∣∣
+
∣∣∣∣∫ N−N
∫ t
0
(σσT )(x, y(s))LW1(ds, 0)dx−
∫
R
∫ t
0
(σσT )(x, y(s))LW1(ds, 0)dx
∣∣∣∣
:= I1 + I2 + I3.
where |.| = |.|L(Rd,Rd) is the operator norm.
By Lemma 3.1,
sup
ε≥0
EI1 = sup
ε≥0
E
1
ε
∣∣∣∣∫ t
0
(σσT )(ε−1W1(s), y(s))1{ε−1|W1(s)|>N}ds
∣∣∣∣
≤ sup
ε≥0
E
1
ε
∫ t
0
σˆ2(ε−1W1(s))1{ε−1|W1(s)|>N}ds≤ |σˆ2χ{|x|>N}|L1(R)
√
t.
where we used that for the positive matrix σσT ,
|σσT | = λmax ≤
d∑
i=1
λi = Trσσ
T .
Because σˆ2 ∈ L1(R), we can choose N large enough to make this contribution arbitrarily small.
Similarly, with probability 1,
lim
N→0
∫ N
−N
∫ t
0
(σσT )(x, y(s))LW1(ds, 0)dx =
∫
R
∫ t
0
(σσT )(x, y(s))LW1(ds, 0)dx
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so that I3 → 0 almost surely. Next, we claim that for any N ∈ N,
lim
ε→0
∫ N
−N
∫ t
0
(σσT )(x, y(s))LW1(ds, εx)dx =
∫ N
−N
∫ t
0
(σσT )(x, y(s))LW1(ds, 0)dx.
Indeed,
lim
ε→0
sup
|x|≤N
sup
0≤s≤t
|LW1(s, εx)− LW1(s, 0)| = 0,
which implies the weak convergence of the Lebesgue-Stieltjes measures LW1(ds, εx) to LW1(ds, 0)
uniformly for |x| < N . Therefore I2 → 0 with probability 1.
Because I1 → 0 in L1(Ω), for any subsequence εn → 0, there exists a further subsequence
εnk such that
lim
k→+∞
1
εnk
∫ t
0
(σσT )(ε−1nkW1(s), y(s))ds =
∫
R
∫ t
0
(σσT )(x, y(s))LW1(ds, 0)dx
almost surely.
Then, from (4.2) and the dominated convergence theorem, we see that
lim
k→+∞
E
(
exp
(
i
〈
λ, (ε−1/2nk J
εnk (t))
〉))
=
= E
(
exp
(
−1
2
∫ t
0
∫ ∞
−∞
〈
(σσT )(x, y(s))λ, λ
〉
dxLW1(ds, 0)
))
.
Since this is true for a subsequence of every sequence εn → 0, we conclude that
lim
ε→0
E
(
exp
(
i
〈
λ, (ε−1/2Jε(t))
〉))
=
= E
(
exp
(
−1
2
∫ t
0
∫ ∞
−∞
〈
(σσT )(x, y(s))λ, λ
〉
dxLW1(ds, 0)
))
.
From Corollary 3.4, this is equal to the characteristic function of J¯(t) given by (4.1). We
have proven that for fixed t,
ε−1/2(Jε(t))→ (J¯(t)) in distribution.
By the same arguments, we can show that for any finite collection of times 0 ≤ t1 < t2 < ... <
tn, the finite dimensional distributions
ε−1/2 ~Jε := (ε−1/2Jε(t1), ..., ε−1/2Jε(tn))→ (J¯(t1), ...J¯(t2)) in distribution.
It remains to show that the laws of {ε−1/2Jε} are tight as a family of measures on
C([0, T ];Rn). Exactly as in (3.4), we have
sup
ε>0
E
∣∣∣ε−1/2Jε(t)− ε−1/2Jε(s)∣∣∣p
Rd
≤ Cp|t− s|
p
4 p ≥ 1
and therefore this family of measures is tight by the Kolmogorov test. Since the family is tight
and all of the finite dimensional distributions converge, our conclusion follows.
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Now introduce the process Zε that uniquely solves the integral equation
Zε(t) = y0 +
∫ t
0
b1(Z
ε(s))ds+ Jε(t). (4.4)
The following lemma shows that the general case can be reduced to studying (4.4).
Lemma 4.2. We have
ε−1E sup
t∈[0,T ]
|Y ε(t)− Zε(t)|2 → 0 ε→ 0.
Proof. Note that if Kε(t) = ε−1/2(Y ε(t)− Zε(t)) then
Kε(t) = ε−1/2
∫ t
0
(b1(Y
ε(s))− b1(Zε(s))) ds+ ε−1/2
∫ t
0
b2(ε
−1W1(s), Y ε(s))ds+
+ ε−1/2
∫ t
0
(σ(ε−1W1(t), Y ε(s))− σ(ε−1W1(t), y(s)))dW2(t) = Iε1(t) + Iε2(t) + Iε3(t).
For the second term, we write
E sup
t∈[0,T ]
|Iε2(t)|2 ≤ E
1
ε
(∫ T
0
bˆ(ε−1W1(s))ds
)2
≤ εCpT,
where in the last inequality we used Lemma 3.1 with p = 2.
On the other hand, by Doob’s inequality,
E sup
t∈[0,T ]
|Iε3(t)|2 ≤
4
ε
E
∫ T
0
Trσ˜σ˜T (t)dt = M ε> +M
ε
<,
where M ε> (resp. M
ε
<) is the part of the sum-integral when |ε−1W1(t)| > N (resp. |ε−1W1(t)| ≤
N) and
σ˜(t) = σ(ε−1W1(t), Y ε(t))− σ(ε−1W1(t), y(t)).
We have by a simple calculation
M ε> ≤
16
ε
E
∫ T
0
1{W1(t)>εN}σˆ
2(ε−1|W1(t)|)dt ≤ CT |σˆ1{|x|>N}|2L2(R)
where we used Lemma 3.1 with p = 2 and ψ(x) = σˆ2(x)1{|x|>N}. Pick δ > 0 and let N be so
large such that this is less than δ/2.
For the other term, we use the Lipschitz continuity of σ and the Cauchy-Schwartz inequality
to write
M ε< ≤ CLip(σ)
(
1
ε
∫ T
0
E|Y ε(s)− y(s)|4ds
)1/2(
E
1
ε
∫ T
0
1{ε−1|W1(s)|≤N}ds
)1/2
.
The second term in the product is bounded by CN1/2T 1/4, while the first one is O(√ε). Indeed,
Lemma 3.2 implies E|Y ε(t)− y(t)|4 < CT ε2. Now choose  small enough such that M ε< < δ/2.
The result now follows from the Lipschitz continuity of b1 and Gronwall’s lemma since δ is
arbitrary.
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5 Proof of Theorem 2.2
We are going to prove that the processes ε−1/2(Zε(t) − y(t)) converge weakly to the limit in
(2.2). It is not hard to see that as a consequence of the tightness of ε−1/2Jε, the Lipschitz
continuity of b1, Lemma 4.2 and Lemma 3.2, we also have
Lemma 5.1. The family of processes ε−1/2(Zε(t)− y(t)) is tight in C([0, T ]).
Now we prove Theorem 2.2.
Proof of Theorem 2.2. Let εn be any sequence converging to 0. By Lemma 5.1, there is a
subsequence εnk such that the laws of {ε−1/2nk (Zεnk (t) − y(t))} converge weakly. By the Sko-
rokhod representation theorem and Lemma 4.1, we can assume that ε
−1/2
nk (Z
εnk − y)→ Z¯ and
ε
−1/2
nk J
εnk → J¯ in C[0, T ] almost surely on some probability space.
By Taylor approximation, we have
Zεnk (t)− y(t)√
εnk
=
∫ t
0
Dxb1(y(s))
Zεnk (s)− y(s)√
εnk
ds+
1√
εnk
Jεnk (t) +R(t, εnk),
where
E sup
t∈[0,T ]
|R(t, εnk)| ≤ C
∫ T
0
ε−1/2nk E|Zεnk (u)− y(u)|2du.
The constant in the above formula depends on the second derivatives of b1 which are bounded
by assumption. Taking k → ∞ and using Lemma 4.2 and Lemma 3.2, the above expression
converges to
Z¯(t) =
∫ t
0
Dxb1(y(s))Z¯(s)ds+ J¯(t).
By uniqueness, Z¯ = ζ0 in distribution where ζ0 is defined by (2.2). Because our original
sequence εn was arbitrary,
lim
ε→0
ε−1/2(Zε − y) = Y¯ in distribution.
Finally, by Lemma 4.2, ε−1/2(Y ε(t)− y(t)) and ε−1/2(Zε(t)− y(t)) have the same limit, so our
result follows.
6 Proof of Corollary 2.4
We first prove Corollary 2.4 in the case where b1 ≡ 0. That is, in the case where the Y ε(t)→ 0
uniformly on bounded time intervals. In this case, we can time change the system (Xε, Y ε)
which solves (2.4)-(2.5) into a system where the fast motion is Brownian.
Let (Xε(t), Y ε(t)) solve (2.4) and (2.5) with b1 ≡ 0, and introduce the time-change
sε(t) =
∫ t
0
(ψ1(Y
ε
u ) + ψ2(X
ε(u), Y ε(u)))2du.
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Denote the inverse of sε(t) by tε(s). If we set X˜ε(s) = Xε(tε(s)), then it becomes fast Brownian
motion, in the sense that there exists W˜1 such that X˜
ε(s) = ε−1W˜1(s). If we set Y˜ ε(s) =
Y ε(tε(s)), then it solves the SDE
dY˜ ε(s) = b˜(ε−1W˜1(s), Y˜ ε(s))ds+ σ˜(ε−1W˜1(s), Y˜ ε(s))dW2(s),
where
b˜(x, y) =
b2(x, y)
(ψ1(y) + ψ2(x, y))2
and
σ˜(x, y) =
σ(x, y)
(ψ1(y) + ψ2(x, y))
.
By (2.3) and (2.6), we have supy∈Rd b˜2(., y), and supy∈Rd Trσ˜σ˜T (., y) ∈ L1(R).
By Theorem 2.2, we have that if ζ˜ε(s) = 1√
ε
(Y˜ ε(s), then we have
(εX˜ε(s), ζ˜ε(s))
ε→0⇒ (W˜1(s), ζ˜0(s)) in C([0,∞),R1+d), (6.1)
where ζ˜0(s) is the limit as in Theorem 2.2 but with b˜1 ≡ 0, σ˜ and some W˜2 independent of W˜1.
Using (2.3), Lemma 3.1, and Lemma 3.2, it is not hard to see that
tε(s) =
∫ s
0
1
(ψ1(Y˜ ε(v)) + ψ2(ε−1W˜1(v), Y˜ ε(v)))2
dv →
∫ s
0
1
ψ21(y˜(v))
dv =: t0(s),
where the convergence takes place in L2(Ω) uniformly on bounded intervals. This also implies,
by (2.3), that
sε(t)→ s0(t) =
∫ t
0
ψ21(y(u))du in L
2(Ω), uniformly on bounded intervals. (6.2)
Therefore, by reversing the time change, we see that
(εXε(t), ζε(t)) = (W˜ ε1 (s
ε(t)), ζ˜ε(sε(t)))⇒ (W˜1(s0(t)), ζ˜0(s0(t))) =: (X0, ζ0).
Since s0 is a deterministic time-change,∫ ∞
−∞
f(x)LW˜1(s0(t), x)dx =
∫ s0(t)
0
f(W˜1(u))du =
=
∫ t
0
f(W˜1(s
0(v)))ψ21(y(v))dv =
∫ t
0
f(W˜1(s
0(v)))d〈W˜1(s0(v))〉 =
∫ t
0
f(W˜1(s
0(v)))d〈X0〉,
for every bounded, measurable test functions, where 〈.〉 denotes the quadratic variation. There-
fore, LX(t, x) = LW˜1(s0(t), x) is the local time of W˜1(s
0(v)). This implies that V˜ (s0(t)) =
W˜2(L
X(t, 0)).
Using this, (6.1), (6.2), and that s0 is a deterministic time change, the proof can be con-
cluded.
If b1 6≡ 0, then the time change argument described above does not immediately convert
(X˜ε, ζ˜ε) into a pair that fulfills the assumptions of Theorem 2.2. The main reason for this
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is that the time change converts y(t), which is the solution to a deterministic ODE, into
y˜(s) := y˜(tε(s)) which solves
dy˜
ds
=
b1(y˜(s))
(ψ1(Y˜ ε(s)) + ψ2(X˜ε(s), Y˜ ε(s)))2
.
Before doing the time change, we notice that ζε(t) := ε−1/2(Y ε(t)− y(t)) solves
dζε(t) =ε−1/2(b1(y(t) +
√
εζε(t))− b1(y(t)))dt+ ε−1/2b2(Xε(t), y(t) +
√
εζε(t))dt
+ ε−1/2σ(Xε(t), y(t) +
√
εζ(t))dW2(t).
We can prove Corollary 2.4 by analyzing these three terms separately. By the properties of
derivatives, if ζε → ζ0, the first term∫ T
0
ε−1/2(b1(y(t) +
√
εζε(t))− b1(y(t)))dt→
∫ T
0
Dyb1(y(t)) · ζ0(t)dt.
We can then use the tightness of {ζε} to extract a convergent subsequence. The second term
with b2 converges to zero uniformly on bounded intervals of time because of Lemma 3.1. Finally,
we can analyze the stochastic term using the time change argument described at the beginning
of this section. The results of Corollary 2.4 will follow.
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