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ABSTRACT 
Environmental protection legislation, consumer interest in “green” products, a trend 
towards corporate responsibility and recognition of the potential profitability of salvaging 
operations have resulted in increased interest in product take-back. However, the cost-
effectiveness of product take-back operations is hampered by many factors, including the high 
cost of disassembly, a widely varying feedstock of dissimilar products and uncertainty in the 
quantity and variability in the quality of received products. These uncertainties make current 
product take-back systems unprofitable. Two types of decisions must be made; how to carry out 
the disassembly process in the most efficient manner to “mine” the value-added that is still 
embedded in the product, and then how to best utilize that value-added once it is recovered.  
The variation in the quality of End-of-Life (EOL) products the remanufacturers receive 
may be reduced through offering financial incentives to those who return products with a 
specified quality level. Although the variability in the quality of received products can be 
reduced applying those techniques, firms seeking to rely on recovered products as a key 
ingredient to manufacturing still face uncertainty surrounding the number of returned products [1] 
as well as the uncertainties in disassembly operations.  
The aim of this research is to help product recovery facilities handle uncertainties that 
mainly affect the profitability of the EOL product recovery operations. EOL product recovery 
includes several activities: collecting EOL products; determining the potential for the product’s 
reuse/upgrade, disassembling the product, and recovering the valuable components. 
Uncertainties exist in all of those activities in different forms and types. Several new, normative 
engineering decision systems including some mathematical models for decision making under 
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uncertainty have been created in this dissertation to decrease those uncertainties and to reduce 
the detrimental effect of unavoidable uncertainty. The methods developed in this research can 
make product take-back systems more profitable and facilitate the product recovery activities 
including disassembly planning and EOL decision making.  
The work has been expanded to focus on the design stage rather than EOL stage and 
consider how designer’s decision at the early stage of the design influences the amount, quality 
and timing of EOL products arrival at the waste stream. Design for EOL management requires 
considering uncertainties in the design parameters as well as the uncertainties involved during 
the EOL recovery activities such as disassembly time and probability of damage during 
disassembly. Moreover, it has been shown how EOL activities including disassembly sequence 
planning can be investigated at the conceptual design stage applying Immersive Computing 
Technology (ICT). The ICT capabilities have been used to gather the required information for 
mathematical models that include consideration of the potential of product damage during 
disassembly. In addition, the ICT has been employed to show how the optimal disassembly 
sequence could sometimes be counterintuitive even to those with experience and expertise in 
disassembly procedures.  
Applying the ICT in disassembly sequence planning has provided a basis for developing 
a framework for achieving synergy between normative and descriptive approaches to design 
theory and methodology, with the goal of exploiting the strengths and remedying the weaknesses 
of each approach. By focusing on the product design stage and using virtual reality techniques, 
we could support designers with information which aids them in choosing product designs that 
are more suitable for disassembly and end of life recovery.    
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CHAPTER 1 INTRODUCTION 
1.1. Background  
End-of-Life Products Management 
The focus of most efforts within manufacturing companies over the past century was on 
product design, production and marketing. The only contact the manufacturer might have with 
the product once it left the factory was for providing after sale support. End-of-Life take-back 
laws grown over the past decade enforce new requirements on companies and hold 
manufacturers responsible for their products throughout an increasing number of product life-
cycles [1].  
Beside environmental regulation and customers’ interest to green products, there is an 
economic incentive for implementing product take-back systems. Some products come to the end 
of their first lifecycle with subassemblies and parts that still have a significant value added by the 
original manufacturing activities [2]. There are several alternatives for a product at its EOL 
including disposal, recycling, reuse, repair or remanufacturing [3]. One main decision for 
manufacturers is to determine which of these alternatives (or combination of them) achieves the 
maximum recovery value of the product.  
In addition to the OEMs, many third party remanufacturers also take end of life products 
to create profit. However the efficiency of the refurbishing operations is influenced by several 
factors including uncertainties in the quantity and quality of returns which negatively affect 
remanufacturing activities.  
2 
Most of the remanufacturing companies are not able to predict the amount of returned 
used products and many of them passively accept all products returned from the reverse logistic 
waste stream [4]. Therefore, the amount of their profit depends on the products rate of return. 
The used product acquisition system acts as an interface between reverse logistic activities and 
production planning and inventory control operations [5]. The waste stream system and the 
market driven system are two common used products acquisition systems [6]. Market driven 
system uses financial incentives to motivate end users to return their products while the waste 
stream system is designed such that to accept all the waste returns passively [4]. As the waste 
stream systems passively accept all product returns they are extremely uncertain in terms of 
quality, quantity and timing of returns. The uncertainty in the quantity of received products and 
variability in the quality of returns result in some issues such as: unreasonable inventory levels, 
timing retard on responding to demands, stock outs and finally customer dissatisfaction. 
Several policies applied to predict the amount of product returns. For example leasing 
products or offering trade-in credits on the return of a used product when a new product is 
purchased. Applying these policies can result in a more predictable return stream, but the 
remanufacturing companies still struggle with the variability in the quality of the product returns. 
The refurbishing centers receive products with various quality levels. They need techniques to 
help them decide about the EOL alternatives they can apply to retrieve the value still embedded 
in the products and decide about the level to which the products should be upgraded to result in 
more profit.  
  
3 
Disassembly Sequence Planning 
Among the various areas that affect the efficiency of end-of-life (EOL) product recovery 
operations, disassembly has been the focus of a large number of research projects [7]. In addition 
to EOL considerations, maintenance operations during the customer use phase of the product life 
cycle also often require disassembly. The efficiency of the disassembly sequence thus influences 
the profitability of both salvaging and maintenance activities. Exploring potential disassembly 
sequences early in the design process provides the opportunity to evaluate and perhaps modify 
the product design in ways that could improve the disassembly process.  
Disassembly sequences are listings of subsequent disassembly actions conducted for 
separation of an assembly to its subassemblies [8]. Disassembly sequence planning may be 
conducted for a variety of objectives. Such objectives include the re-usability of certain 
components, the recovery of components which still have embedded value, the removal of 
defective parts in the course of maintenance, assembly planning, etc. [9]. A good disassembly 
plan incorporates considerations for minimum disassembly time, low cost, minimum damage to 
components, operator safety, and ergonomics.   
According to Gerner et al. [10], generating a disassembly process consists of two main 
steps. The first is to determine the technically feasibility of alternative disassembly activities and 
the second is to evaluate those activities to establish the most efficient sequence of those 
activities. Although there is a significant number of  studies in the area of disassembly sequence 
planning [8], most studies have considered disassembly planning as a deterministic problem. 
However, the disassembly process poses many uncertainties and the sources of uncertainties vary 
depending on the purpose of disassembly.   
4 
Uncertainties in Product Recovery 
As mentioned before, the economic performance of product recovery is complicated by 
uncertainties in many factors. The sources of uncertainty can be categorized into four groups: 
 Product characteristics such as uncertainty in retirement age and the variability in the 
quality of returned flows  
 Collection uncertainty such as the amount and timing of returned products [11], [12] 
 Market uncertainties such as the value of the recovered components and market 
demand for used products and materials [13] 
 Uncertainty in remanufacturing activities such as disassembly operations [14] 
Inderfurth [15] developed a stochastic model to determine the number of remanufactured 
and disposed items in a remanufacturing system. Uncertainties in both returns and demands have 
been included in his model. Listes and Dekker [16] applied a stochastic programming model to 
specify the number and location of the new refurbishing facilities considering the amount and the 
quality of the incoming flows as uncertain sources. While prior studies considered uncertainties 
for the purpose of recovery networks design, the current research focuses on the uncertainty in 
recovery processes for the purpose of product design.  
Product design plays an important role in the economic performance of a value recovery 
system. The decisions made by designer directly or indirectly affect the EOL recovery value 
through advocating or discouraging certain recovery strategies [17]. For example, if the physical 
and functional characteristics of a product are good enough, then product reuse is possible in the 
next life cycle [18]. Moreover, product design influences the cost and time of disassembly 
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operations. Disassembly is considered as the first action where some refurbishing operations are 
conducted on a used product. 
 
1.2. Motivations and Research Objectives 
1.2.1. Motivation for Disassembly Sequence Planning and End-Of-Life 
Decision Making for Multiple Products 
Several factors motivate environmentally conscious product stewardship, including 
legislation and consumer interest in “green” products [19]. In addition, some products reach the 
end of their first lifecycle with components or subassemblies that still contain a significant 
portion of the value added by the original manufacturing process [20]. This can create an 
economic incentive for developing product take-back systems.  
However, there are several impediments to cost-effective take-back. According to Kara et 
al. [21] disassembly is one of the significant cost drivers in end-of-life (EOL) decision making. 
Another impediment is that, unlike the original manufacturing process, the feedstock to take-
back operations varies significantly, as many different models, ages and conditions are returned 
to the manufacturer.  
There are many issues to consider. Is it necessary or desirable to disassemble the product 
down to individual components? How can the disassembly processes be made more efficient? 
Can the same disassembly operations be carried out for different products by sharing 
disassembly operations? What EOL decisions should be made for each component or 
subassembly?  
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The goal of research presented in Chapter 3 is to help answer these questions. It presents 
a new method for solving disassembly sequencing and EOL decision making simultaneously for 
multiple products. A mathematical model is used to determine the best subassembly level for 
multiple products, and the best EOL decision for each subassembly.  
 
1.2.2. Motivation for Multi-objective Disassembly Sequence Planning under 
Uncertainty  
Determining the best disassembly sequence is the main task of disassembly process 
planning. Disassembly sequences are studied for a variety of purposes including: 
 Remote construction and repair in hazardous or inaccessible environments such as 
nuclear equipment and spacecraft [8]; 
 Service performance: e.g. maintenance and component replacement to repair or 
upgrade[22]; 
 Assembly optimization [23]; 
 Material recovery at the end of life of a product [8, 9, 10]. 
Specifying the best disassembly sequence comprises two main steps: (1) generating a set 
of feasible disassembly sequences and (2) evaluating those sequences to find the most efficient 
one [10]. Many graph-based models can be applied to represent various disassembly sequences 
including: undirected graph, digraph, AND/OR graph, Petri net and so on [25]. Several studies 
have concentrated on the second step to specify the best disassembly sequence among all feasible 
options. Graph-based methods, mathematical programming including linear programming, 
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mixed integer programming based models, the shortest path method, modified travelling 
salesman problems, heuristic methods including fuzzy logic, neural networks and genetic 
algorithms are among the methods suggested in the literature. 
Also most of the previous work has considered disassembly planning as a deterministic 
problem. However, the disassembly process poses many uncertainties, particularly in the realm 
of disassembly for remanufacturing, and partial disassembly for maintenance which limits the 
usefulness of deterministic methods. The sources of uncertainties vary. For example, in 
disassembly of end-of-life products, the widely varying feedstock of take-back product types, 
ages and designs both from qualitative and quantitative points of view is the main source of 
uncertainty. However, in disassembly for maintenance, dimensional instability or warping is a 
primary source of uncertainty. Uncertainty in time required for disassembly operations is 
common between all disassembly processes regardless of their purpose.  
The starting point for the work presented in this dissertation is the observation that the 
effective management of these uncertainties has not been adequately addressed in the relevant 
literature. The emphasis of much of the existing research in disassembly under uncertainty (e.g., 
[26], [27], [28], [29], [30], [31], [32], [33]) is on product characteristics such as the uncertainty 
in estimating the recovery value, net profits of salvaging operations, rate of return of used 
products, product states and the uncertain quality of take-back products. In contrast, the current 
work addresses uncertainty for disassembly process characteristics, such as disassembly time or 
the degree of components damage during disassembly.  
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Furthermore, the studies that identify the potential un-deterministic nature of disassembly 
planning usually deal with this issue by conducting a sensitivity analysis of a solution developed 
using a deterministic optimization model (e.g. [34], [35]).  
In Chapter 4 we have applied a multi-objective decision analytical approach to deal with 
the uncertainty associated in the disassembly process characteristics. We applied a multiattribute 
utility function to consider the trade-offs between two attributes: disassembly time and the 
degree of components damage during disassembly, and the uncertainty associated with those 
attributes. Applying utility theory requires a time commitment by decision makers/designers to 
formulate and asses the utility functions. The current work focuses on selective, rather than 
incomplete, disassembly and provides an approach for seeking an optimal disassembly sequence, 
not just a feasible disassembly considering multiple objectives.  
The method proposed in this work is categorized among proactive approaches for dealing 
with uncertainty. The proactive approach includes consideration of the degree of subjective risk 
aversion exhibited by the decision maker in deciding how much risk to assume. The method here 
takes all uncertainty estimation into account at the beginning of planning process to maximize 
the expected utility. In addition, this method considers multiple criteria, including the cost and 
degree of damage during both disassembly and reassembly processes to derive an optimum 
disassembly sequence. Multi-criteria disassembly planning has been considered in several 
studies. 
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1.2.3. Motivation for EOL Decision Making with Uncertain Quantity of 
Product Return 
The management of end-of-life electronic waste (e-waste) attracts significant attention 
due to environmental concerns, legislative requirements, consumer interests in green products 
and market image of manufacturers.  
However, managing e-waste is complicated by some factors including the high degree of 
uncertainty of quantity, timing of arrival and quality of the returned products. The variability in 
the stream of returned end of life (EOL) products makes it difficult to plan for facility materials, 
equipment and human resource requirements. 
A more precise estimation of the quantity of received products along with consideration 
of uncertainty will help refurbishing companies plan for their materials, equipment and capacity 
requirements more precisely, especially in the case of mass recycling. Through better facility and 
staffing planning, companies can maximize their profit potential. 
The aim of this research is to tackle the uncertainty associated with the quantity of 
received used products. A stochastic programming model for waste stream acquisition systems 
(compare to market driven systems) is introduced in Chapter 5. The model considers the quantity 
of returned product as an uncertain parameter and determines to what extend the product should 
be disassembled and what is the best end of life option for each subassembly. The stochastic 
model is defined in a form of chance constrained programming and is then converted to a mixed 
integer linear programming. An example is provided to show the application of the model for an 
uncertain stream of CPUs received in a refurbishing company. Remanufacturers must then 
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decide which proportion of disassembled modules should be processed given specific 
remanufacturing options. 
 
1.2.4. Motivation for the Application of Immersive Computing Technology to 
Facilitate Disassembly Sequence Planning 
Disassembly sequence planning at the early conceptual stage of design leads to enormous 
benefits including simplification of products, lower assembly and disassembly costs, and design 
modifications which result in increased potential profitability of end-of-life salvaging operations. 
However, in the early design stage, determining the best disassembly sequence is challenging. 
First, the required information is not readily available and very time-consuming to gather. Much 
of the research involving disassembly sequence planning relies on mathematical optimization 
models. These models often require input data that is unavailable or can only be approximated 
with high uncertainty. In addition, there are few mathematical models that include consideration 
of the potential of product damage during disassembly operations. 
The emergence of immersive computing technologies enables designers to evaluate 
products without the need for physical prototypes. Utilizing unique three-dimensional (3D) user 
interfaces, designers can investigate a multitude of potential disassembly operations without 
resorting to disassembly of actual products. The information obtained through immersive 
simulation can be used to determine the optimum disassembly sequence. The aim of the work 
presented in Chapter 8 is to apply a decision analytical approach in combination with immersive 
computing technology to optimize the disassembly sequence while considering trade-offs 
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between two conflicting attributes: disassembly cost and damage estimation during disassembly 
operations. human computer interaction is used to determine input values for key variables in the 
mathematical model.  
Another point that makes disassembly sequence planning challenging at the early stage of 
design is the fact that the best solution is sometimes counterintuitive, even to those with 
experience and expertise in disassembly procedures. Integrating analytical models with 
Immersive Computing Technology (ICT) can help designers overcome this issue. A two-stage 
procedure for doing so is introduced in Chapter 9. In the first stage, a stochastic programming 
model together with the information obtained through immersive simulation is applied to 
determine the optimal disassembly sequence, while considering uncertain outcomes, such as time, 
cost and the probability of causing damage. In the second stage, ICT is applied as a tool to 
explore alternative disassembly sequence solutions in an intuitive way. The benefit of using this 
procedure is to determine the best disassembly sequence, not only by solving the analytic model, 
but also by capturing human expertise. The designer can apply the obtained results from these 
two stages to analyze and modify the product design.  
 
1.2.5. Motivation for Design for EOL Recovery under Uncertainty  
Design for End of Life (DfEOL) recovery is a complex process that requires 
consideration of various design aspects including design for product life extension, design for 
reliability, design for disassembly, design for components reuse, and design for recyclability. 
There is a need for an analytical tool that helps designers integrate all these design aspects 
together and moreover investigate the impact of design features on the recovery network. The 
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designer needs to predict the variability that design features bring into the reverse logistics 
network, including the variability in the amount, quality and timing of return flows and 
uncertainty in the remanufacturing operations such as disassembly time. In addition to the 
product design, the EOL recovery system performance is also affected by human decision 
making. The willingness of customers to keep used products in storage, the qualitative criteria 
used by remanufacturing companies to sort and categorize the returned used products and the 
manual disassembly operations influenced by the operator’s cognitive biases are examples of 
human decision making processes that impact product recovery. The nonlinear character of 
reverse logistics system along with the dynamic complexity as a result of uncertainties and 
cognitive biases are particularly troublesome.  
Chapter 7 establishes a simulation-based System Dynamics (SD) model of product life 
cycle to check interrelationship among product design features and their impacts on the amount, 
quality and timing of the return flows to the waste stream. The complex product take back 
process and recovery operations are modeled. Designers could use the results of the model to 
compare different design scenarios and to receive information about what design features bring 
problems or create opportunities for EOL recovery.  
In addition toward facilitating the design for EOL recovery, Chapter 10 seeks to resolve 
some of the tension between the two approaches to design theory and methodology: descriptive 
and normative approaches. Descriptive approaches typically seek to document, formalize and/or 
automate existing ad hoc design methods, towards the goal of making current best practices 
available to all. In contrast, normative approaches attempt to improve upon existing design 
practices, towards a new method for how design should be done. Both approaches have strengths 
and weaknesses. Chapter 10 presents a new method for designing a design system that 
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synergistically exploits the strengths while remedying the weaknesses of both normative and 
descriptive methods. An illustration that employs immersive computing technology (ICT) to 
remedy some of the cognitive biases that might occur in a normative mathematical model for 
disassembly planning is presented. 
 
1.3. Contribution and Research Questions 
The primary contribution of this dissertation is that it provides several normative 
engineering decision systems including some mathematical models to facilitate multi-objective 
disassembly sequence planning and EOL decision making under uncertainty in both end-of-life 
and design stages. The methods presented in this dissertation range from a method for 
disassembly sequence planning of multiple products to a method for evaluating the economic 
aspect of upgrading a product with stochastic quality variability over several life cycles.  
Another contribution of this research is the development of a framework for using 
immersive computing technology to support disassembly sequence planning at the early design 
decision making stage. The framework presented here shows how ICT can be used in 
conjunction with mathematical methods to enhance disassembly sequence planning. It includes 
two main stages. In the first stage a mathematical method has been developed to derive the 
optimum disassembly sequence based on the input information provided by the ICT to the model. 
In the second stage, the ICT technique has been used to visualize the product and explore 
potential intuitive disassembly alternatives compare to the optimum solution(s) resulted from the 
first stage.  
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The methods provided in this research cover a variety of objectives including: 
 Maximize EOL products recovery profit 
 Maximize decision maker’s utility 
 Minimize components damage during disassembly 
 Minimize disassembly time 
The following specific questions are of the primary focus of this dissertation: 
 Is it necessary or economical to disassemble the product down to individual 
components? (addressed in Chapters 3 and 5)  
 Can the same disassembly transitions be executed for different products by sharing 
disassembly transitions? (addressed in Chapter 3 ) 
 What EOL recovery options should be made for each component or subassembly (re-
use, recycling, remanufacturing, disposal, etc)? (addressed in Chapters 3 and 5) 
 What is the best method for disassembly of a product to reach to a target component 
considering the uncertainty in disassembly time and degree of components damage? 
(addressed in Chapters 4 and 8) 
 What EOL decisions should be made for resulting components considering the 
uncertainty in the quantity of received used product in a remanufacturing company? 
(addressed in Chapter 5) 
 What upgrade level maximizes the expected profit of a used product considering the 
stochastic variability in the quality of the product over an infinite number of 
lifecycles? (addressed in Chapter 6) 
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 How do the designer’s decisions at the early stage of the design influence the 
variability in the amount and quantity of used products returned back to the waste 
stream? How to simulate the variability that design features bring into the recovery 
network, including the variability in the quantity, quality and timing of arrival and 
uncertainty in the remanufacturing operations such as disassembly time? (addressed 
in Chapter 7) 
 How to use the capabilities of ICT to facilitate the disassembly planning at the design 
stage? How can simulating the product in the ICT environment provide insights to the 
mathematical models? (addressed in Chapters 8 and 9) 
 How to achieve synergy between normative and descriptive approaches to design 
theory and methodology? How to exploit the strengths and to remedy the weaknesses 
of each approach? (addressed in Chapter 10) 
 
1.4. Organization of the Dissertation 
This dissertation consists of 11 chapters organized as follow: 
Chapter 1 introduces the issue of uncertainty in the EOL products recovery and provides 
motivations for the methods presented in this work. In addition, the objectives and the specific 
research questions addressed in this dissertation are discussed.  
Chapter 2 provides a review of the related studies. Disassembly sequence planning under 
uncertainty, multi-objective disassembly planning, EOL decision making with uncertainty in the 
amount and quality of returned used products and the design for EOL recovery are among the 
topics presented in Chapter 2.  
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Chapter 3 discusses simultaneous disassembly sequence planning and EOL decision 
making for multiple products that share disassembly operations. The optimization model 
presented in this chapter shows how to avoid the unnecessary cost of fully disassemble a product.  
Chapter 4 introduces the concept of uncertainty in the disassembly process including 
uncertainty in disassembly time and components damage during disassembly. The multi-attribute 
utility theory in combination with the optimization model presented in this chapter helps decision 
maker make trade-offs between the speed of disassembly and the occurrence of component 
damage during disassembly.  
Chapter 5 discusses the importance of considering the uncertainty in the amount of 
products returned back to the remanufacturing facility in determining the most profitable EOL 
fate for individual components of a used product. a stochastic optimization model has been 
developed to identify the level of disassembly and the best EOL fate for the resulting 
subassemblies considering the statistical distribution of the quantity of used products.  
Chapter 6 investigates the variability in the quality of end-of-cycle product as another 
source of uncertainty in the EOL products recovery. A Markov Chain model has been used to 
model the product’s transition to another quality level in the next life cycle. The primary 
objective of the model is to determine the upgrade level that maximizes the profit over several 
product life cycles. In addition, a simulation approach is introduced to further analyze the impact 
of the upgrade policy on the amount of reusable inventory for sale in a remanufacturing facility.  
Chapter 7 presents a system dynamics model to simulate the non-linear character of the 
reverse logistics system and help designers see the impact of the decisions they made at the early 
stage of the design on the uncertainty in the amount, quality and timing of the returns to the 
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waste stream. The SD model also simulates the uncertainty in the customer behavior in returning 
back the used products. The designer could use the model to analyze different design scenarios. 
Chapter 8 gets back to the issue discussed in Chapter 4 about considering two conflicting 
objectives: disassembly cost and damage estimation. This chapter explains how the information 
obtained through ICT simulation can be used to determine input values for key variables of a 
dynamic programming model. The dynamic programming algorithm integrated with virtual 
disassembly simulation is an effective method for evaluating multiple attributes in disassembly 
sequence planning. 
Chapter 9 expands the work presented in Chapter 8 to a stochastic programming model 
that provides the ability to consider the uncertainty in estimating the components collisions as a 
proxy of probability of product damage. In addition, the ICT is further used to capture human 
expertise and determine the disassembly sequence in an intuitive way.  
Chapter 10 finally provides a comparison of the descriptive versus normative design 
methods and describes how the ICT can be used to remedy some of the limitations of these 
approaches. A framework is proposed to create synergy between these approaches applying the 
ICT capabilities.  
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CHAPTER 2 LITERATURE REVIEW 
Given the discussion presented in Chapter 1, the relevant literature is categorized into 
three main groups shown in Table 2-1: Disassembly Sequence Planning, Optimizing EOL 
Product Recovery Decision Making and Design for EOL recovery.  
Table ‎2-1: Categories of Relevant Literature  
2. Relevant Literature 
2.1 Disassembly sequence planning 
 Disassembly sequence planning based on optimum EOL strategy 
 Disassembly sequence planning under uncertainty 
 Multi-objective disassembly planning  
 Disassembly/assembly using ICT 
 
2.2 Optimizing EOL decision Making 
 EOL decision making with uncertain quantity of return 
 EOL decision making with variability in quality of return 
 
2.3 Design for EOL Recovery 
 Descriptive vs. Normative approach 
 Designing the disassembly process 
 
 
2.1. Disassembly Sequence Planning 
Several studies have discussed that more efficient disassembly sequence planning is 
essential to making product take-back cost effective. According to Gerner et al. [10], creating a 
disassembly process consists of two main steps. The first step is to determine the technically 
feasibility of alternative disassembly activities. The second step is to evaluate those activities to 
establish the most efficient sequence of those activities. 
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Three main approaches are found in the prior studies for describing disassembly activities: 
And/or graphs, state diagrams and disassembly precedence relationship graphs. Different 
approaches have likewise been adopted for modeling the product structure [3]. 
Johnson and Wang [36] presented a procedure of generating an optimal disassembly 
sequence based on maximizing the profits of material recovery. Three criteria were considered: 
material compatibility, clustering for disposal, and concurrent disassembly operations. Zhang 
and Kuo [37] proposed a graph-based heuristic approach for disassembly. Their model is 
embedded in an object-oriented modeling and graph representation, which is obtained by 
generating disassembly sequences. Others concentrate on related aspects of disassembly. For 
example Srinivasan and Gadh [38] concentrated on the selective disassembly and proposed a 
new approach, disassembly wave propagation, for efficient selective disassembly of multiple 
components from a geometric model of an assembly. 
 
2.1.1. Disassembly Sequence Planning Based on Optimum EOL Strategy 
Research in this area is concerned with how to disassemble a product and what to do with 
each of the resulting disassembled parts. Gonzalez and Adenso-Diaz [39] have proposed a 
recurrent algorithm to determine the optimal EOL strategy based on the product bill of materials 
and its graphical CAD/CAM representation. Their model determines to what extent the product 
should be disassembled and what the EOL decision for each disassembled component should be 
(reuse, recycling or disposal). Kara et al. [21] developed a “selective disassembly” concept 
which requires the disassembly of selected components with reuse potential. According to their 
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model a disassembly sequence for some selected components with minimal removal of other 
components is determined. 
Kwak et al. [40] introduced a new concept of eco-architecture: “which represents a 
scheme by which the physical components are allocated to EOL modules”. Mathematical 
programming is used to produce an optimum eco-architecture to find the best EOL strategy for 
each subassembly based on the estimation of the economic values and costs for possible EOL 
modules under given environmental regulations. 
 
2.1.2. Disassembly Sequence Planning under Uncertainty 
Several surveys of the relevant literature in the field of disassembly sequence planning 
are provided in [41], [42], [43], [8], and [44]. According to Reveliotis [45] most of the studies 
address disassembly planning in three main steps: (1) first formalize the dynamics of the 
disassembly process by applying a particular representation tool such as tree representation, 
AND/OR graph representation, and state representation, (2) assign a ‘cost structure’ to the 
representation and modeling the economic elements involved in the decision-making process; 
and (3) finally apply a method to select the best disassembly sequence by means of the 
established framework in steps (1) and (2).  
According to Kang and Xirouchakis [44] most disassembly planning research has been 
aimed at EOL products, which is incomplete disassembly planning. Kara et al. [46] suggested a 
methodology to reduce disassembly time by providing a disassembly sequence for the selected 
components with reuse potential. Behdad et al. [24] also focused on incomplete disassembly for 
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the purpose of deriving value from end of life products. They employed a mathematical model to 
derive the best disassembly sequence for the multiple products which share disassembly 
operations.  
Yi et al. [47] concentrated on selective disassembly. They applied an algorithm for the 
purpose of selective disassembly of mechanical parts based on a general CAD product model. 
The main purpose of their algorithm was to minimize the number of component removals using a 
wave propagation concept. They regarded number of removals as representative of disassembly 
cost or time. Chung and Peng [48] mentioned that the wave propagation concept only focuses on 
topological disassemblability of parts and misses consideration of tool accessibility to a fastener 
and batch removability to directly access a part for separation or replacement. They proposed an 
approach which combines topological disassemblability of parts and fastener accessibility to 
generate a feasible selective-disassembly sequence, not necessarily an optimal sequence.  
Much of the existing work on optimal disassembly planning assumes a deterministic 
model for the underlying process dynamics and cost structure (Reveliotis, 2007). However, 
disassembly is a process in which uncertainty is often encountered, both in product and process 
characteristics. 
Depending on the purpose of disassembly, the uncertainty sources are different. When the 
purpose is re-using, remanufacturing or recycling, uncertainty in the incoming feedstock design, 
material, age and quantity creates enormous impediments to cost-effective operations. When the 
purpose of disassembly is maintenance, uncertainty lies in dimensional instability and the 
possibility of causing damage to valuable components [14]. However, regardless of the purpose 
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of disassembly, uncertainty in outcomes such as disassembly time, cost and other important 
outcomes is common. 
To deal with uncertainties, several approaches have been suggested in the literature. 
Zussman and Zhou [49] introduced a modified Petri net method for adaptive planning of 
disassembly processes with uncertainty caused by different product conditions and performance 
of external resources. In this method probability values are assigned to transitions, which 
represent the success rates of the corresponding operations. Probabilities can be updated during 
process execution, and if a disassembly transition fails, a transition with the next largest decision 
value will be selected. Gungor and Gupta also used the same approach and developed a 
methodology to resolve uncertainty interactively during disassembly [50].  
Martinez et al. suggested a control system based on a Multi-Agent technology which 
achieves dynamic decision-making in real time. In that method the disassembly sequence is 
generated step by step based on the actual state and failures during the process [51]. Some of the 
literature applied sensitivity analysis as a reactive approach to cope with the uncertainties [24, 
17].  
Lu et al. [53] applied an ant colony algorithm to derive a feasible disassembly sequence 
with minimal disassembly cost. They included three objectives in their model: disassembly 
orientation changes, tool changes, and changes in disassembly operation types. 
Duta and Henrioud [54] also applied a multi-objective optimization method to determine 
a disassembly sequence taking into account both the revenue from the end-of-life options for 
each subassembly, and the operational time of disassembly tasks.  
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Hula et al. [55] utilized a multi-objective genetic algorithm to specify the Pareto set for 
the optimization of product disassembly under different scenarios of cost and environmentally 
conscious actions.  
Lee et al. [56] also presented a multi-objective methodology to determine the appropriate 
end-of-life options based on the objectives of minimizing environmental effects and cost. They 
introduced two end-of-life disassembly charts illustrating the impact on the environment and 
cumulative costs incurred as a product is disassembled. They used the charts to assist in product 
design and to specify the optimal stage of end-of-life disassembly of the product. 
Although multi-objective optimization of disassembly planning has been considered in 
several studies, the uncertainty associated with the disassembly process still needs to be taken 
into account. Multi-attribute utility analysis helps to overcome this limitation and facilitates 
consideration of the uncertainties inherent in the disassembly process. While many multi-
objective optimization models handle uncertainty through sensitivity analysis, multi-attribute 
utility directly includes the effect of uncertainty on the desirability of each feasible alternative, 
reflecting the decision maker’s attitude toward risk.  
 
2.1.3. Multi-objective Disassembly Planning  
Researchers have proposed various approaches to achieve disassembly sequence planning, 
including the disassembly tree approach, the disassembly Petri net and the AND/OR graph based 
approach [57]. Although the primary objective of much of the research is to minimize 
disassembly cost, some research methods include other objectives as well. [55] developed a 
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decision-making methodology that determines how to maximize the environmental benefits of 
end-of life (EOL) operations while minimizing costs. McGovern and Gupta [58] applied an ant 
colony optimization metaheuristic for obtaining optimal or near-optimal solutions to the 
disassembly line balancing problem. They considered multiple objectives including minimizing 
the number of workstations, minimizing idle time, and balancing the line. Lee et al. [59] 
determined the disassembly schedules for end-of-life products subject to capacity restrictions. 
Some research has focused on selective disassembly for the purpose of maintenance in which the 
final status of the product or the target component is defined a priori [44]. The primary objective 
of much of the research has been to maximize the economic returns, or to maximize efficiency 
with respect to disassembly time and the number of removed components [55]. 
When the goal of disassembly is re-use or material recovery, additional considerations 
are warranted. An evaluation of the potential for re-use of various subassemblies will affect 
decisions regarding the best process plan. Estimates of material recovery will also influence the 
final plan. Some research integrates disassembly cost and the resulting cost of component EOL 
options together to find the optimal disassembly sequence ([39], [21], [24]).  
 
2.1.4. Disassembly/Assembly Using ICT 
Another consideration is that disassembly is primarily accomplished through human labor 
instead of the use of automated robotic assembly lines. One factor that has not received much 
attention is how to estimate the amount of damage that may occur during disassembly operations. 
Lambert [8] emphasizes the importance of considering potential product damage that may occur 
during the disassembly process resulting from human actions. Behdad and Thurston [14] 
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developed a decision analytical approach to account for the uncertainties associated with the 
disassembly process, including damage estimates. In their model they employed mixed integer 
linear programming to find the optimal disassembly sequence, considering both cost and damage. 
The probability of damage was estimated using historical data gathered from previous 
disassembly operations. In situations where no historical data exists, another method is needed to 
generate the input data.  
The literature described above shows that although disassembly is a complex and costly 
process, mathematical models are being developed with the goal of making that process more 
efficient. However, these models are themselves complex and require large amounts of data that 
can be very difficult to gather. Furthermore, even after the data is gathered, unavoidable 
uncertainty remains, due to the very nature of the disassembly process. This requires designers to 
consider the effect of unavoidable uncertainty due to variability in product condition, operator 
skill, etc.  
ICT provides designers with new opportunities to gather this difficult to obtain data in a 
way that includes the effect of the human operator. The proliferation of ICT has enabled 
engineers to attack real world problems in industry [60]. Several researchers have been exploring 
how this technology might improve assembly training and planning; however, few have 
examined these techniques for disassembly [61]. Jayaram et al. [62] developed a general purpose 
ICT application called VADE which allows users to simulate assembly operations and factory 
and facility layouts. Seth et al. [63] developed SHARP which supported two-handed interaction 
with haptic (force feedback) to simulate manual assembly operations. 
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In order to simulate realistic virtual object interaction, a VR assembly application must 
provide a method for detecting object collisions and generating interaction forces. A significant 
challenge is the need to compute collisions and forces over very short time frames (60 – 1000 Hz) 
to support interactive manipulation of complex CAD models. Jimenez et al. [64] presented a 
survey of 3D collision detection algorithms and Borro et al. [65] organized these algorithms into 
a taxonomy. Voxel-based methods, such as Voxmap Pointshell (VPS), have proven especially 
effective in simulating full 6 DOF haptic interactions [66], but the reliance on using approximate 
geometry for collision detection presents a challenge when faced with assembly of low clearance 
parts. Faas and Vance [67] presented a method of pointshell shrinking to support low clearance 
virtual assembly tasks, and Seth et al. [68] developed a tiered approach using both exact and 
approximate geometry to support low clearance assembly. 
Researchers have proposed various approaches to disassembly sequence planning. Dong 
and Arndt [43] presented a comprehensive overview of disassembly sequence planning including 
some methods based on ICT. Ritchie et al. [69] first proposed combining knowledge capture and 
ICT to support assembly methods planning.  An application by Dewar et al. [70] logged user 
interactions and created assembly plans from logs. Bullinger et al. [71] presented an application 
that generates a precedence graph based on user interaction. Time and cost of disassembly were 
calculated. Aleotti and Caselli [72] applied the concept of physics-based modeling in virtual 
reality to the problem of learning task precedence graphs and automatic disassembly planning. 
Pomares et al. [9] also worked on an object-oriented representation of the information required 
for the determination of the disassembly movements. They included the information of the tools 
and places that allow a manipulator to grasp and do the disassembly. Li et al. [57] presented a 
desktop VR application for disassembly training for maintenance tasks.   
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This dissertation addresses two issues unresolved by the work described above. The first 
is the difficulty of gathering data required to estimate the parameters used in mathematical 
models of the disassembly process, specifically data related to the potential for causing damage 
during disassembly. The second is the effect of the residual, unavoidable uncertainty associated 
with that data.  
 
2.2. Optimizing EOL Decision Making 
According to the US Environmental Protection Agency (EPA), about 8 billion tons of 
industrial waste is generated annually in the United States. More than 214 million tons of these 
wastes are regulated by the Resource Conservation and Recovery Act (RCRA) as hazardous 
wastes [73]. In addition, legislation such as European legislation on End of Life Vehicle (ELV), 
Waste Electrical and Electronic Equipment (WEEE) and the Restriction of use of certain 
Hazardous Substances (RoHS) have forced manufacturers to evaluate their products to determine 
the recyclability of their products and identify the presence of regulated and restricted substances 
[74]. 
There are several alternatives for a product at its EOL, including disposal, recycling, 
reuse, repair or remanufacturing [3]. One of the most important decisions for manufacturers is 
determining which of these alternatives (or combination of them) achieves the maximum 
recovery value of the product.  
Several models for determining the optimal EOL strategy for the components of a 
product have been developed. Mangun and Thurston [75] have developed product portfolio 
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approach that helps in determining the time at which a product should be taken back, and 
identifies the components that should be reused, recycled, or disposed. The objective of the 
model is to maximize total multiattribute utility for a portfolio compromised of three distinct 
market segments (technophiles, utilitarian, and green consumers). 
Park et al. [76] conducted a comparative evaluation of four decision-making methods for 
a washing machine at its EOL. The four methods were a two-dimensional diagram, eco-
efficiency, a monetary method and multiattribute decision-making (MADM). Since all four 
methods have advantages and disadvantages, they recommended using all four simultaneously 
when considering both environmental and economic impacts.  Xing and Belusko [77] considered 
“design for upgradability” as a method to reutilize a product and proposed an algorithm for 
determining an optimal design solution for product upgradability characteristics. 
Bufardi et al. [78] proposed a multi criteria decision-aid to help decision makers in 
selecting the best compromise EOL alternative on the basis of their preferences and the 
performance of EOL alternatives with respect to the relevant environmental, social and economic 
criteria.  
Pandey and Thurston [79] considered a situation of a product comprising a mix of 
reused/remanufactured components and introduced a method for assessing the resulting effective 
performance of a product with different component ages. In another research they [80] used a 
heuristic non-dominated sorting genetic algorithm (NSGA) to identify the optimal component 
level EOL decisions when there is more than one stakeholder.  
While all these methods address EOL decision making, they are restricted to analysis of a 
single product, and do not explicitly consider alternative disassembly sequence planning. 
29 
 
2.2.1. EOL decision Making with Uncertain Quantity of Return 
The focus of this section is on two categories of literature: research concentrating on the 
uncertainty of received product quantity for the purpose of facility location, the material flows 
between demand and supply sites (stochastic reverse logistic models), and research focusing on 
the end of life management of returned products.  
Many reverse logistics models involve uncertain data where variables or parameters are 
not deterministic. Researchers have addressed uncertainty applying three core methods: chance-
constrained programming, stochastic programming, and robust optimization. 
Stochastic programming is a conventional method for optimizing problems with 
probabilistic and uncertain parameters. This method applies a scenario-based strategy to solve 
large-scale probabilistic optimization problems [81]. Pishvaee et al [82] suggested a scenario-
based stochastic optimization model to deal with the uncertainty in the quality of returned 
products within integrated logistics network design. The forward and reverse network design 
decisions have been integrated to avoid the sub-optimality results from separated designs. El-
Sayed et al. [83] also considered multi-period stochastic demand and proposed a model in 
designing forward–reverse logistics networks by taking into account three parties (suppliers, 
facilities and distributors) in the forward direction and two parties (disassemblies and 
redistributors) in the reverse direction. The decision variables in their models are the amount of 
products flowing between facilities. Salema et al. [84] also developed a stochastic model for 
multi-product networks under demand uncertainty using stochastic mixed integer programming. 
Listes and Dekker [16] applied the same method for facility location planning in a sand recycling 
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network. Also Qin et al. [85] solved the issue of potential logistics centers’ site selection by 
modeling the problem as a NP hard network design. A genetic algorithm approach-based 
heuristic was applied to solve the model. Demand and return rates of used products are two main 
sources of uncertainty in their model.  
Chen and Gu [86] applied a chance constrained model to analyze the uncertainty in the 
quantity of returns to remanufacturing logistic networks. Their model specifies how to distribute 
product flows within the logistic network.  
Moa et al. [87] applied an expected value programming model for facility location 
planning in a reverse logistics network under uncertain remanufacturing environments.  
Inderfurth et al. [88] focused on the production planning inside a remanufacturing facility 
and worked on a model to define how to allocate a limited amount of reusable products to 
different remanufacturing options.  
Li et al. [89] formulated a stochastic dynamic programming based model to study the 
production planning of re-manufacturing systems. The objective of their model is to determine 
the quantities to be remanufactured at each period in order to minimize the total cost. 
Mukhopadhyay and Huafan [90] addressed this issue where used and new parts served as inputs 
in the production process to satisfy an uncertain market demand and yield of used parts. Table 2-
2 summarizes some of the existing research in this field and shows where the current research is 
set among them.  
To sum up, there are two categories of literature in this field, those that considered 
uncertainty in the quantity of received products for the purpose of facility location or the material 
flows between demand and supply sites, and those that considered the disassembly planning and 
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end of life management strategies (reuse, recycle, remanufacture, …). The latter did not take the 
uncertainty in the quantity of received products into account.  
Various approaches have been applied to determine the disassembly sequence and 
appropriate EOL recovery strategies for the resulting subassemblies of a used product. Gonzalez 
and Adenso-Diaz [39] applied the product bill of materials and its graphical CAD/CAM 
representation to propose an algorithm which would define the optimal EOL strategy.  
Rickli et al. [91] worked on disassembly sequence planning of used products and applied 
a genetic algorithm to optimize partial disassembly decisions based on disassembly costs, 
environmental impacts and revenues. Dong et al. [92] applied Petri net modeling approach to 
generate an optimal disassembly sequence based on accessibility and EOL strategy. 
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Table ‎2-2: Summary of existing research which considers uncertainty in the 
quantity of received products for the purpose of facility location or the material 
flows 
 Method 
Uncertain 
parameters 
Decision Variables Scope 
Chen and 
Gu (2007) 
[86] 
Chance 
constrained 
programming 
Demand  
Quantity of returns 
Product flows between 
facilities, 
The location of disassembly 
centers 
Intra 
facilities 
Pishvaee et 
al (2009) 
[82] 
scenario-based 
stochastic 
optimization 
model 
Demand, 
Transportation 
Costs, Quantity of 
Returns, Quality of 
Returns 
Product flows between 
facilities 
Intra 
facilities 
Mao et al. 
(2007) 
[87] 
Expected Value 
Programming 
Demand, quantity of 
returns 
Locations of facilities 
The transformation flows 
between facilities 
Intra 
facilities 
Li et al. 
(2007) [89] 
stochastic 
dynamic 
programming 
Quantity of returned 
products 
The quantities to be 
remanufactured 
Intra 
facilities 
Inderfurth et 
al. (2001)  
[88] 
stochastic 
dynamic 
programming 
Demand, quantity of 
returns 
The quantities to be assigned 
to different remanufacturing 
options 
Inter facility 
Salema et al. 
(2007) 
[84] 
Stochastic mixed 
integer linear 
programming 
Demand, 
Transportation 
Costs, Quantity of 
Returns, 
Locations of facilities 
The transformation flows 
between facilities 
Intra 
facilities 
Listes and 
Dekker 
(2005) [16] 
Stochastic mixed 
integer linear 
programming 
Income, Quantity of 
return 
Locations of facilities 
 
Intra 
facilities 
Qin et al. 
(2007) [85] 
Stochastic mixed 
integer linear 
programming/  
Demand, Quantity 
of Returns 
Locations of facilities 
 
Intra 
facilities 
Mukhopadh
yay and 
Huafan 
(2009) [90] 
two-stage 
stochastic analysis 
Demand, Quality procurement quantity of used 
products 
Inter facility 
Current 
research 
Chance 
constrained 
programming 
Quantity of Returns The quantities to be 
disassembled, the quantities 
to be assign to different End 
of Life options 
Inter facility 
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Table ‎2-3: Summary of existing research that considers disassembly planning and 
end of life management strategies 
Study Method Disassembly 
EOL recovery 
strategy 
Uncertainty 
parameters 
Gonzalez and 
Adenso-Diaz 
(2003) [39] 
Using BOM and product’s 
CAD/CAM representation - X - 
Rickli et al. 
(2009) [91] 
Partial disassembly 
decisions applying genetic 
algorithm 
X X - 
Dong et al. 
(2007) [92] 
Petri net modeling 
X - - 
Lee et al. 
(2001) [93] 
A set of guidelines for 
evaluating EOL options 
X X - 
Kwak et al. 
(2008) [94] 
Linear programming 
X X - 
Bedad et al. 
(2010) [24] 
Linear programming- EOL 
decision making for multiple 
products 
X X - 
Current research  X X X 
 
Lee et al. [93] discussed a set of guidelines for evaluating feasible product end-of-life 
options and disassembly.  
Kwak et al. [94] also applied a linear programming model to find the best EOL strategy 
for each subassembly based on the estimation of the economic values and costs. Behdad et al. 
[24] extended the work to multiple products and considered the sharing disassembly operations 
between different products to reduce the cost of disassembly and increase the profit of EOL 
strategies. Current research is an extension to [24] for the case of one product with constant 
product quality and an uncertain rate of return. 
Table 2-3 illustrates the areas addressed by literature in the field of disassembly planning 
and EOL decision making compared to the current research.  
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Although, the decisions considered in most of the literature focuses on the quantity and 
location of facilities and the inter-facility distribution of product flows, current research focuses 
on process planning inside a facility. The decision facing the remanufacturer in this research is 
which quantity of disassembled modules should be processed by a specific remanufacturing 
option. In fact, the focus of this work is on the micro-scale process level planning compared to 
the macro-scale of reverse logistics.  
However, the process planning of EOL products is influenced by variable quantities and 
timing of their arrival. As mentioned by Vadde et al. [95] these uncertain factors make it difficult 
to adequately plan for staff, material and the equipment required to perform product recovery 
operations. The work presented in Chapter 5 considers the uncertainty as an input to the 
disassembly and end of life decision making model. 
 
2.2.2. EOL decision Making with Variability in Quality of Return 
Most of the previous studies have considered the variability in the quality of returned 
products for the purpose of production planning. Denizel et al. [96] formulated the production 
planning as a stochastic program when inputs have different quality levels. Mukhopadhyay and 
Huafan [90] addressed the issue of a hybrid system where both used and new parts can serve as 
inputs in the production process to satisfy an uncertain market demand. Behret and Korugan [97] 
focused on a similar issue. They constructed a simulation model to show that under different cost 
scenarios, quality based classification of returned products brings significant cost savings. 
Tagaras and Zikopoulos [98] investigated how the quality of returned products affects the 
profitability of reuse activities. They examined a reverse supply chain consisting of two 
35 
collection sites and a refurbishing site, which faces stochastic demand for refurbished products in 
a single-period setting. They derived the conditions under which the expected profit function has 
a unique optimal solution.  
Aras et al. [99] applied a continuous-time Markov chain model to investigate the effect of 
quality-based sorting of used products on the cost saving of a remanufacturing facility. In 
another study they developed a model to use either manufacturing or remanufacturing to satisfy 
customer demands considering the uncertainty related with the quality of returns [100].  
Souza et al. [101] also investigated the production planning for a remanufacturer and 
suggested a decision support tool that can help to determine if a returned item can be sold in a 
graded as-is or it should be remanufactured. Galbreth and Blackburn [102] analyzed the 
acquisition and sorting policies in a refurbishing facility considering the variability in the 
condition of the returned used products. 
There is limited literature investigating the effect of the highly variable quality of 
returned products on the remanufacturing process. Behret and Korugan [103] used a simulation 
model to show the effect of variability in the quality of returns on the remanufacturing 
processing times. They suggested that to decrease the variability in the process the returns can be 
inspected and classified according to their quality following their arrival.  
The current research focuses more on the remanufacturing process and the determination 
of whether a unit with a specific level of quality should be upgraded/remanufactured to a higher 
level or not. Chapter 6 formulates a linear programming to deal with the issue of upgrading a 
used component and bring in to a desired level of quality at the end of a life cycle considering 
the current quality level of the component and using a discrete time Markov decision model. 
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2.3. Design for EOL Recovery 
An extensive collection of design guidelines including design for manufacturability, 
design for reliability, design for quality, etc. are summarized under ‘Design for X’. Three types 
of “Design for X’ initiatives that are especially useful when thinking about product life cycles 
along with accompanying EOL care are: 
 Design for reliability [104]  
 Design for disassembly [105], [106] 
 Design for recovery [107]  
One important distinction when looking at designing for product reliability is to note the 
difference between product quality and product reliability. Product quality refers to whether the 
product will meet the desired functions needed by consumers which can be assessed through 
tools such as Quality Function Deployment (QFD). Product reliability refers to whether the 
product can meet certain pre-determined dependability criteria for a set amount of time [108]. 
There are different types of reliability corresponding to the phases of product life. One example 
would be design reliability which is based on previous data and predicted operating conditions in 
the product design/development phase. The field reliability is based on actual product activity 
both from environmental and operating factors as well as tabulated historical data [109]. Another 
avenue to try and address product EOL management is by using design for disassembly. This 
design practice requires that products are designed in such a way as to allow for more intuitive 
maintenance during product life and then prompt reuse of product materials at the EOL. This can 
play a big role in with repairs and product upkeep by using techniques such as using partial 
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product disassembly. This entails partially disassembling the product while keeping certain 
product assemblies in proper configuration. This also implies that there is no exact equivalent 
form as in the assembly process. This means that there is wide variability in the ensuing potential 
product configurations. This would allow for greater modularity in solutions when assessing 
faulty products.  
Design for disassembly allows for easier replacement of faulty components or even the 
upgrading of those components. This would alleviate the problem of having to replace faulty 
products with a separate unit along with reducing unnecessary increases in the waste stream 
[110]. Design for disassembly is also critical due to generating source of either reusable 
components or recycled raw materials.  
The design community has been offering different methodologies and approaches ranging 
from optimization models to some heuristic guidelines to cover Design for X principles. Youn et 
al. [111] applied a hybrid analysis optimization method for reliability-based design. Reyes Selva 
et al. [112] showed the application of artificial intelligence in determining the disassembly 
sequence toward efficient design for disassembly. Chen et al. [113] conducted a cost-benefit 
analysis of design for recyclability and suggested some design-for-recycling and design for ease 
of disassembly rules and concepts. Although the previous studies tried to identify specific design 
features that facilitate end-of-life recovery, there is no system that provides designers a tool to 
compare different design scenarios and see the impact of their decisions on the end of the stream. 
Rifer et al. [114] suggested creating a shared information database between product designers 
and EOL managers so that the designers could receive direct feedback about sorting, reuse and 
recycling activities from end-of-life managers.  
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2.3.1. Descriptive vs. Normative Design Theory and Methodology  
This section presents a small sampling of DTM Conference papers that trace the arc of 
thought regarding descriptive and normative approaches to engineering design theory and 
methodology.  
The set of papers that appeared in the proceedings of the first conference on Design 
Theory and Methodology were largely descriptive in nature. Ullman [115] defined design 
taxonomy, towards the goal of providing a common language for evaluating the different design 
methodologies being proposed at the time. The taxonomy sought to capture, or describe, the 
design environment, process and research approach. Stauffer and Slaughterbeck-Hyde [116] 
defined a taxonomy of constraints that are used by the designer in a heuristic fashion in order to 
guide the design process. They specifically state that “…we are not proposing a methodology of 
how to improve the design process.” Ishii and Nekkanti [117] presented a method for 
representing expert design knowledge, specifically for net shape manufacturing. Their 
contribution was a descriptive structure for organizing expert design knowledge for the purpose 
of embedding it in an expert system.   
The second, third and fourth  DTM conference continued in this vein, and included 
papers that documented design histories [118], [119], [120], iterative design using behavior 
graphs [121], methods for representing and studying design procedures [122] and  design studies 
[123], for example.  
However, even these early DTM conferences began to include some work of a more 
normative nature, including decision analytic methods for catalog selection [124],  multiattribute 
design evaluation [125], and design for recyclability [126]. 
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This combination of both descriptive and normative approaches continued. For example, 
the tenth conference in 1998 included both descriptive papers on text learning capture [127] and 
design capture using direct observation  [128], as well as normative papers such as those for new 
methods for design synthesis [129] and an enhanced axiomatic basis for design [130]. 
Even as the descriptive phase continued, many papers began to document things that can 
go wrong during the design process. For example, [131] examine reasons for change propagation, 
which greatly increases product development costs. Yang [132] conducted a survey of design 
practice in industry, but also included an evaluation and resulting ranking of the design tools by 
industry respondents.  
Viswanathan and Linsey [133] described the detrimental effects of design fixation and 
the irrational consideration of sunk costs in order to “prevent” the perceived loss of time, effort 
and costs that have already been spent. 
Hallihan et al. [134] describe a set of the most commonly employed cognitive heuristics 
in design, and some of the resulting cognitive biases that might limit the designer. They 
hypothesize that confirmation bias may occur during concept generation and limit the number 
and variety of alternative design concepts that are generated. They propose the use of matrix 
methods in an effort to overcome this limitation. 
Vakili et al. [135] employ an interesting combination of descriptive and normative 
approaches. They advocate using biological phenomenon to stimulate concept-generation in a 
descriptive fashion, but at the same time propose that function structures be employed in a 
normative fashion by a third party in order to do a better job of objective extraction of strategies. 
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Oehlberg et al. [136] is an example of how design theory and methodology researchers 
have come full circle. They employ a descriptive approach, surveying practicing designers to 
document how new design technologies are used to share information during the collaborative 
design process. 
This twenty-five year evolution of design theory and methodology from a purely 
descriptive approach towards a more normative approach (particularly to computer aids to 
design), and then back to a descriptive study of how the tools are used informs the methodology 
presented in the next section. Neither approach is sufficient on its own. This methodology 
recognizes the cyclic nature of descriptive and normative approaches informing and improving 
one another.   
 
2.3.2. Designing the Disassembly Process 
This section presents background on the design task of disassembly planning. Design-for-
disassembly arose as a normative response to traditional designs’ inability to be disassembled 
profitably. It has become an important part of the lifecycle design process, for legislative, 
customer and economic reasons. Disassembly is required in almost all product recovery 
strategies including reuse, remanufacturing, recycling, and disposing [137]. The primary 
objective is often minimizing disassembly time [138]. However, reuse and remanufacturing 
provide an opportunity for recovery of the economic value added by the original manufacturing 
process [75]. In this case, it is important to minimize not only time, but also the damage to 
valuable components. Many methods treat disassembly as a deterministic process, and assume 
that the costs and benefits are known [24], [8].  Normative disassembly sequence planning is 
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known as a nondeterministic polynomial-time complete (NP-complete) problem [50]. In practice, 
the consequences of conducting disassembly are often highly uncertain due to many factors 
[139]. Gungor and Gupta [50] developed a three-step methodology to resolve the uncertainty that 
arises from defective incoming components or disassembly damage. They proposed to generate 
an optimum disassembly sequence and then modify the sequence whenever an unexpected 
situation arises during the actual disassembly process. However, they have not addressed how to 
estimate and avoid causing damage during disassembly. Behdad and Thurston [14] combined a 
graph-based linear programming method with multi-attribute utility theory to determine a 
disassembly sequence while addressing tradeoffs between two attributes: degree of damage and 
the disassembly time. Their normative approach assumed that the probabilities of damage were 
known prior.  
Determining the optimal disassembly sequence involves consideration of many complex 
factors. The natural limitations of human cognition lead decision makers to employ a broad 
range of mental shortcuts, or rules of thumb, in order to deal with such complexities. By 
definition, these necessary and useful heuristics purposefully ignore parts of the information that 
might be available, to make the selection among alternatives more approachable. This is 
particularly beneficial when working with problems with limited data and uncertainty.  
Todd and Gigerenzer [140] discuss several common heuristics including Recognition, 
Take The Best, Tallying, and Try A Dozen. When the decision maker only recognizes one of the 
choice alternatives they may pick the recognized choice; employing the recognition heuristic. In 
cases where multiple alternatives are recognized, the Fluency Heuristic may be implemented. 
This heuristic states that the speeds of which alternatives are recognized are related to their 
strength of some criteria [141]. Next, the Take The Best heuristic involves finding a single 
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discriminating feature and choosing the alternative with the highest value of that feature. 
Tallying requires the decision maker to count the positive attributes of a particular alternative. 
The alternative with the most tallies is chosen. In other cases the decision maker is willing to 
forfeit the best choice with an alternative that is good enough (Try-a-dozen or satisficing). 
Finally, in some decisions there is already a default choice indicated. The Default Heuristic 
suggests that the decision maker should choose the default alternative [142]. 
Humans are especially limited in their ability to perceive, interpret and process 
information in uncertain environments, especially when considering judgment and decision-
making [143]. Heuristics are employed in the presence of incomplete or uncertain data because 
they are effective [142].  
Tversky and Kahneman [144] discussed three common heuristics: Representativeness, 
Availability, and Adjustment & Anchoring. While these heuristics are necessary and useful, they 
can sometimes lead to cognitive biases that systematically lead the decision maker in the wrong 
direction. These heuristics and the resulting cognitive biases are described in terms of 
engineering design in Hallihan et al. [134]. For example, people often overestimate the 
probability of an event simply because it is easy to imagine or recall [145], as a result of their 
employing the “availability” heuristic.    
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CHAPTER 3 DISASSEMBLY SEQUENCE PLANNING AND 
END-OF-LIFE DECISION MAKING FOR MULTIPLE 
PRODUCTS 
 
3.1. Introduction 
Environmental protection regulations, customer interest in “green” products, a trend 
towards manufacturing responsibility and recognition of the potential profitability of salvaging 
operations have resulted in increased interest in product take-back. However, the cost-
effectiveness of product take-back operations is hampered by many factors, including the high 
cost of disassembly and a widely varying feedstock of dissimilar products. Two types of 
decisions must be made, how to carry out the disassembly process in the most efficient manner 
to “mine” the value-added that is still embedded in the product, and then how to best utilize that 
value-added once it is recovered. This chapter presents a method for making those decisions. The 
concept of a transition matrix is integrated with mixed integer linear programming to determine 
the extent to which products should be disassembled, and simultaneously determine the optimal 
end of life (EOL) strategy for each resultant component or subassembly. The main contribution 
here is the simultaneous consideration of selective disassembly, multiple products, and the value 
added that remains in each component or subassembly. Shared disassembly operations and 
capacity limits are considered. An example using two cell phone products illustrates application 
of the model. The obtained results demonstrate the most economical level of disassembly for 
each cell phone and the best EOL options for each resultant module. In addition, the cell phone 
example shows that sharing disassembly operations between different products makes 
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disassembly more cost effective compared to the case in which each product is disassembled 
separately.  
This chapter presents work published in Behdad et al. (2010) [24]. The remainder of the 
chapter is organized as follows: Section 2 provides a brief description of the problem. Section 3 
presents the proposed method for simultaneously considering partial disassembly and EOL 
decision making for multiple products. In Section 4, our solution technique is illustrated with a 
cell phone example. And finally, Section 5 concludes the chapter.  
 
3.2. Problem Definition 
Lambert [52] defined the disassembly process as a sequence of single operations for 
separating a component from a product or separation into two different subassemblies. There are 
many practical cases in which partial disassembly leads to better net revenue than the recovery of 
a complete set of single parts. This incomplete disassembly is called selective disassembly. As 
selective disassembly usually means incomplete disassembly, there are more degrees of freedom 
and, therefore, a greater number of feasible sequences than in the related assembly process. 
In the case of disassembly of take-back products, the related subassemblies are called 
EOL modules. Kwak et al. [40] have defined an EOL module as “a feasible subset of 
components that can be recovered or disposed without further disassembly according to a single 
EOL option”. 
In this chapter we assume that an EOL module can be processed through one of the 
following three options: 
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 Reuse: The EOL module can be used as a new one in the same (direct reuse) or 
another (indirect reuse) application after a simple cleaning, refurbishing or repair 
process. 
 Recycling: The EOL module is reprocessed to recover its raw materials. This 
typically involves shredding and component reforming processes. 
 Disposal: The EOL module is land-filled or incinerated. 
EOL decision making has its own consequences from an economical, environmental and 
social point of view [78]. It can be modeled as a multiattribute decision which concerns different 
stakeholders including customers, manufacturers, recyclers and other authorities. Each of them 
has its own criteria and objectives which are sometimes in conflict. The decision whether to 
reuse, recycle, remanufacture or dispose a product often requires inevitable tradeoffs between 
cost, product performance, environmental effect, energy consumption, etc. In the current work 
the EOL decision is considered only from the economical point of view of remanufacturers. 
One of the key issues in determining the optimal disassembly sequence is to represent 
each disassembly operation and the related subassemblies in an appropriate way. Different 
methods have been developed to represent disassembly sequences, including undirected graph, 
digraph, AND/OR graph and Petri net methods [42]. Lambert [52] has shown the disassembly 
graph of a product in the form of a Matrix: Transition Matrix T. This matrix represents the 
transitions caused by the possible disassembly operations. The cells of the matrix are presented 
by Tik, in which index i refers to the different subassemblies, and index k refers to the 
disassembly actions. Tik = -1 indicates that action k destroys subassembly i, and Tik = 1 means 
that action k creates subassembly i. Other elements are 0. 
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To define a transition matrix, all of the feasible subassemblies and feasible transitions 
(disassembly actions) should be enumerated, which is a difficult and time consuming process 
[40]. Nevertheless, some recent research has focused on this issue. For example, Zwingmann et 
al. [146] applied a constraint programming approach to efficiently solve the combinatorial 
problem of finding the feasible subassemblies. Kang et al. [147] developed an algorithm for 
automatic derivation of a transition matrix based on architecture of a product. Lambert [148] has 
used a simple example to explain the transition matrix. Figure 3-1 illustrates the structure of this 
product and table 3-1 shows the related transition matrix.  
 
Figure ‎3-1: Simple assembly (a), its connection diagram (b) and its disassembly 
graph (c) [148] 
 
Although in Table 3-1 each disassembly transition has been led to two subordinate 
disassemblies, the method presented in the current research is not restricted to two subassemblies. 
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This is compatible with practical situations in which more than two subassemblies may have 
been resulted from each disassembly transition/action.  
 
Table ‎3-1: Transition matrix of product ABCD 
 0 1 2 3 4 5 6 7 8 9 10 11 12 
ABCD 1 -1 -1 -1 0 0 0 0 0 0 0 0 0 
ABD 0 1 0 0 -1 -1 0 0 0 0 0 0 0 
ACD 0 0 1 0 0 0 -1 -1 0 0 0 0 0 
BCD 0 0 0 1 0 0 0 0 -1 -1 0 0 0 
AD 0 0 0 0 1 0 1 0 0 0 -1 0 0 
BD 0 0 0 0 0 1 0 0 0 1 0 -1 0 
CD 0 0 0 0 0 0 0 1 1 0 0 0 -1 
A 0 0 0 1 0 1 0 1 0 0 1 0 0 
B 0 0 1 0 1 0 0 0 1 0 0 1 0 
C 0 1 0 0 0 0 1 0 0 1 0 0 1 
D 0 0 0 0 0 0 0 0 0 0 1 1 1 
 
3.3. Method  
This section describes the mathematical method presented in the ASME paper [24] 
for determining the optimal disassembly sequence and EOL decisions for multiple products. 
The main characteristics are: 
 The model does not restrict products to be disassembled up to their last bill of material 
levels. Selective or partial disassembly is considered in order to avoid unnecessary 
disassembly costs.  
 The model includes consideration of the EOL value resulting from each of three possible 
EOL options (reuse, recycling and disposal) for each feasible subassembly. In this 
chapter EOL value is defined as the income or loss generated from a particular EOL 
decision for a specific EOL module. One method for estimating this value is to apply the 
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costs associated with EOL operations used for each module times a coefficient based on 
market situations. This estimation of value does not contain the disassembly cost. 
Considering disassembly costs concurrently with resultant EOL value is expected to 
reveal the optimal sequence and degree of disassembly which lead to the highest net 
income. 
 The model considers multiple products that can share disassembly operations. Thus, 
disassembly costs can be reduced through economy of scale. Total disassembly cost 
includes both fixed and variable costs.  
 The model helps manufacturers maximize their income by determining the best 
disassembly plan for a set of different products based on capacity of disassembly 
facilities and the value of EOL decisions for each subassembly.  
To clarify the concept of sharing and non-sharing disassembly transitions, an example 
of two simple products is shown in Figure 3-2. Tables 3-2 and 3-3 show the related transition 
matrices of these two products.  
 
 
Figure ‎3-2: Two products with some shared disassembly operations [24] 
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Table ‎3-2: Transition matrix of product (a) 
 0 1' 2 3 4' 5 6 
ABC 1 -1 -1 -1 0 0 0 
AB 0 1 0 0 -1 0 0 
AC 0 0 1 0 0 -1 0 
BC 0 0 0 1 0 0 -1 
A 0 0 0 1 1 1 0 
B 0 0 1 0 1 0 1 
C 0 1 0 0 0 1 1 
 
Table ‎3-3: Transition matrix of product (b) 
 0 1' 2 3 4' 5 6 
EFD 1 -1 -1 -1 0 0 0 
EF 0 1 0 0 -1 0 0 
ED 0 0 1 0 0 -1 0 
FD 0 0 0 1 0 0 -1 
E 0 0 0 1 1 1 0 
F 0 0 1 0 1 0 1 
D 0 1 0 0 0 1 1 
 
The joining component between components A and B in product (a) is the same as 
the joining component between components E and F in product (b) so the required 
disassembly of these components in both products is identical. In this case transition 4 shows 
this action, so transition 4 is a shared disassembly action between the two products. Another 
shared disassembly action is transition 1. Although the components engaged in disassembly 
action 1 in two transition matrices are not the same, the joint type between components AB 
and C in product (a) is the same as the joint type between EF and D components in product 
(b). So transition 1 also is a shared disassembly action.  
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The model presented here determines the optimal sequence and degree of 
disassembly, and EOL decisions for the resultant components and/or subassemblies. The 
index set, decision variables and parameters of the model are summarized as follows: 
 
Index set:  
i: Feasible subassembly / EOL Module 
j: End of Life (EOL) option 
k: Feasible disassembly transition (action) 
l: Product type 
Nl: the set of non-sharing disassembly operations for product l 
S: The set of sharing disassembly operations  
 
Decision Variables: 
xkl: Number of modules of product type l that will be disassembled by transition k. 
yijl: the quantity of feasible subassembly i of product type l that are processed with EOL option j. 
zk: The binary variable that shows whether disassembly transition k is done or not. (This variable 
can also be defined as an integer variable that shows the number of facilities required for 
disassembly operation k. In the current research it is a binary one.) 
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Parameters: 
Tikl: the value of cell (i, k) in transition matrix of product type l (it can be -1, 0 or 1) 
Cvk: The variable cost of feasible disassembly transition k (US $) 
Cfk: The fixed cost of facility using for disassembly transition k (US $) 
Vijl: The value of applying EOL option j for feasible subassembly i of product l (US $) 
Ml: Total quantity of product type l (Units) 
uk: The whole capacity of disassembly operation k. (Units/Hours) 
 
The problem can then be formulated as a linear program as follows: 
Objective function: 
          
   
          
  
        
 
   
The first term is the total value earned by executing EOL options for products subassemblies, the 
second term is the sum of variable cost of disassembly and the third term is the disassembly 
fixed cost. 
  
Subject to: 
                                     (3.1) 
This constraint guarantees feasibility with respect to quantity. For example, consider module 
BCD in table 3-1. Suppose that 40 units of this module are created by transition 3. These 40 units 
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can be divided between transitions 8 and 9, and no more than 40 units can be disassembled by 
transitions 8 and 9. In addition, transactions 8 or 9 cannot be executed unless transaction 3 is 
executed. 
The left term in the constraint ranges between 0 and the maximum number of feasible 
disassembly i in product l. Some components of subassembly i may be disassembled more by 
other disassembly transitions and some may be considered as an EOL module. Then the yijk will 
determine the related EOL option for those that are not considered for further disassembly.  
                          (3.2) 
Constraint equation 3.2 shows that the initial disassembly action in the transition matrix 
must be executed.  
                                     (3.3) 
Constraint equation 3.3 shows the capacity of non-sharing disassembly for each 
disassembly operation (facility). 
                            (3.4) 
Constraint equation 3.4 shows the capacity of sharing disassembly operations. The 
summation is for those cases of products that can share operation k. The constraint forces that the 
summation of the numbers of modules of those products to be less or equal to the capacity of 
operation k. zk is the number of facilities required for disassembly operation k, and uk is the 
capacity of facility k.  
Assumptions: 
 Only one facility/resource is used for each disassembly operation; 
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 Disassembly time is fixed for all units of products; 
 The resulting subassemblies of all units have the same quality condition; 
 Information on sharing disassembly operations (i.e., which disassembly operations to share) 
is given. 
 An EOL module can be processed through one of three options: Reuse, Recycling or 
Disposal. 
The model has a low computational complexity. The proposed mixed integer linear 
programming problem can be solved using readily available optimization software. However 
obtaining the disassembly structure of the products, which is basic information for developing 
the disassembly plan is a challenge, particularly for more complex products. Nevertheless, some 
recent research has concentrated on this issue [21, 22, 24]. For example, Kang et al. [149] 
proposed an algorithm to derive the disassembly structure of a product based on part-oriented 
precedence relationships and represented it as a transition matrix. 
 
3.4. Example: Cell phones 
This section illustrates the model using cell phones, which presents take-back operators with 
a large number of different products with a relatively short lifecycle. More than 1,800 models of 
cell phones are produced by more than 50 manufacturers and registered with the European 
Telecommunication Standards Institute [150]. Newer models offer improved features, and 
customers frequently replace their old phones with newer ones. Often the customer’s current 
phones are still fully functional and not yet at the end of their useful lives. According to EPA 
estimates, approximately 140.3 million cell phones were ready for EOL management in 2007 but 
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only 14 million phones were collected for recycling. Despite cell phone’s small size and low 
material content, an active resale market makes cell phone take-back profitable [151]. 
The assumptions and structure of the proposed model do not restrict its application to a 
particular category of products. It can be applied to any set of products that can share 
disassembly transitions. Sharing disassembly operations between different products has the 
potential to make disassembly more cost effective. Personal computers are another example of 
this kind. While the collection rate of end-of-life PCs is increasing, only 20% are refurbishable 
without disassembly [152].  
Since cell phones are the fastest growing segment of the U.S. waste stream [151] (due in part 
to their short life expectancy), the method proposed here is applied to two cell phone designs. 
These two cell phones can share some disassembly operations and are shown in figure 3-3. 
Tables 3-4 and 3-5 show the major components and their weights. Weights are estimated 
according to data collected by Gupta et al. [153] for a similar product. 
 
 
Figure ‎3-3: Product 1 (a) and Product 2 (b) [24] 
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Table ‎3-4: Main components of Product 1 
Part Label Component Name Weight (gm) 
A Battery cover 6.23 
B Battery 30.80 
C SIM card holder 0.83 
D Aerial cover 3.21 
E Front cover 9.81 
F Key board 2.26 
G Housing 2.34 
I Printed Circuit Board 16.56 
J Screen 2.49 
 
Table ‎3-5: Main components of Product 2 
Part Label Component  Name Weight (gm) 
A Battery cover 6.11 
B Battery 33.34 
C SIM card holder 0.97 
H Top dark gray cover  4.1 
E Front cover 10.62 
F Key board 2.45 
I Printed Circuit Board 17.93 
J Screen 2.70 
 
3.4.1. Model Inputs 
The transition matrices for each product are shown in Tables 3-6 and 3-7. For 
simplification in this example, the joining parts (e.g. screws, clips, bolts) have not been included 
in the transition matrices. The sets of sharing transitions (those that require the same resources, 
facilities, and disassembly operations) and non-sharing transitions are defined as follows:  
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Table ‎3-6: Transition Matrix of Product 1 
 0 1 2 3 4 5 6 7 8 9 10 
ABCDEFGIJ 1 -1 0 0 0 0 0 0 0 0 0 
BCDEFGIJ 0 1 -1 0 0 0 0 0 0 0 0 
CDEFGIJ 0 0 1 -1 0 0 0 0 0 0 0 
DEFGIJ 0 0 0 1 -1 0 0 0 0 0 0 
EFGIJ 0 0 0 0 1 -1 0 0 0 0 0 
GIJ 0 0 0 0 0 1 -1 0 0 -1 0 
EF 0 0 0 0 0 1 0 0 -1 0 0 
IJ 0 0 0 0 0 0 1 -1 0 0 0 
GI 0 0 0 0 0 0 0 0 0 1 -1 
A 0 1 0 0 0 0 0 0 0 0 0 
B 0 0 1 0 0 0 0 0 0 0 0 
C 0 0 0 1 0 0 0 0 0 0 0 
D 0 0 0 0 1 0 0 0 0 0 0 
E 0 0 0 0 0 0 0 0 1 0 0 
F 0 0 0 0 0 0 0 0 1 0 0 
G 0 0 0 0 0 0 1 0 0 0 1 
I 0 0 0 0 0 0 0 1 0 0 1 
J 0 0 0 0 0 0 0 1 0 1 0 
 
Another input for the model is the EOL option value matrices for these two cell phones, 
which indicate the estimated income from making each feasible EOL decision for each feasible 
subassembly. So, re-use for EOL modules results in positive value while disposal results in 
negative value. Table 3-8 shows the result of the research performed by Bhuie et al. [151] 
regarding the cost for collection and processing of cell phones. It is assumed that the resulting 
subassemblies of all units have the same quality condition. Different value matrices may be 
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required in the case of different quality conditions. Theories of probability and reliability 
engineering can be used for mathematical modeling and analysis of EOL value. Uncertainty of 
the product quality and its impact on the EOL value can be regarded in the future research.  
 
Table ‎3-7: Transition Matrix of Product 2 
 0' 1 2 3 4 5 6' 7 8 9' 
ABCHEFIJ 1 -1 0 0 0 0 0 0 0 0 
BCHEFIJ 0 1 -1 0 0 0 0 0 0 0 
CHEFIJ 0 0 1 -1 0 0 0 0 0 0 
HEFIJ 0 0 0 1 -1 0 0 0 0 0 
EFIJ 0 0 0 0 1 -1 -1 0 0 0 
FIJ 0 0 0 0 0 0 1 0 0 -1 
EF 0 0 0 0 0 1 0 0 -1 0 
IJ 0 0 0 0 0 1 0 -1 0 1 
A 0 1 0 0 0 0 0 0 0 0 
B 0 0 1 0 0 0 0 0 0 0 
C 0 0 0 1 0 0 0 0 0 0 
E 0 0 0 0 0 0 1 0 1 0 
F 0 0 0 0 0 0 0 0 1 1 
H 0 0 0 0 1 0 0 0 0 0 
I 0 0 0 0 0 0 0 1 0 0 
J 0 0 0 0 0 0 0 1 0 0 
 
Table ‎3-8: Costs for collecting and processing cell phones (per unit) Ref. [150] 
Process Cost (US $) 
Collection 6.00 
Transportation 0.35 
Dismantling 0.03 
Refining 0.32 
Dispose of nonhazardous waste 0.01 
Dispose of hazardous waste 0.03 
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For estimating the cost associated with each of EOL decision, the operations associated 
with each EOL decision have been indicated in Table 3-9. For providing an appropriate baseline 
for the example, estimates were derived using the cost data in Table 3-8, operations associated 
with each EOL option shown in Table 3-9, and the proportional weight of each module.  
 
Table ‎3-9: Operation associated with three post recovery decision 
Decision Operation Disposal Reuse Recycle 
Collection X X X 
Transportation to disposal centers X   
Dismantling X  X 
Refining   X 
Dispose of nonhazardous waste X   
Dispose of hazardous waste X   
 
The operational cost of each EOL option for each unit is multiplied by the proportional 
weight (gm) of each module in order to estimate the cost of EOL option. Then the estimated cost 
is multiplied by 1.2, 1 and -1 coefficients for re-use, recycling and disposal options respectively 
to reflect the relative EOL value (income or lack thereof) of each EOL option. These coefficients 
can be estimated based on the selling price of EOL modules and may change according to market 
situation. Tables 3-10 and 3-11 show the EOL value matrices for Products 1 and 2 respectively. 
A value of -∞ in a matrix cell refers to an infeasible EOL option. In this particular case the 
values for all EOL decisions of the intact, un-disassembled product are considered as -∞. So the 
product cannot be re-used, recycled or disposed directly. 
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Table ‎3-10: Matrix of EOL decision value for Product 1 
 Re-use Recycling Disposal 
ABCDEFGIJ -∞ -∞ -∞ 
BCDEFGIJ -∞ -∞ -∞ 
CDEFGIJ -∞ -∞ -∞ 
DEFGIJ -∞ -∞ -∞ 
EFGIJ 2.36 -∞ -∞ 
GIJ 2.01 -∞ -∞ 
EF -∞ 1.2 -0.95 
IJ 0.48 -∞ -∞ 
GI 1.60 -∞ -∞ 
A -∞ 0.46 -0.49 
B -∞ 2.30 -∞ 
C -∞ -∞ -0.06 
D -∞ 0.23 -0.24 
E -∞ 0.73 -0.74 
F -∞ 0.19 -0.17 
G 0.19 0.17 -0.17 
I 1.39 1.23 -∞ 
J 0.204 0.18 -0.18 
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Table ‎3-11: Matrix of EOL decision value for Product 2 
 Re-use Recycling Disposal 
ABCHEFIJ -∞ -∞ -∞ 
BCHEFIJ -∞ -∞ -∞ 
CHEFIJ -∞ -∞ -∞ 
HEFIJ 2.38 -∞ -∞ 
EFIJ 2.21 -∞ -∞ 
FIJ 1.74 -∞ -∞ 
EF -∞ 1.87 -0.52 
IJ 1.56 -∞ -∞ 
A -∞ 0.40 -0.43 
B -∞ 2.22 -∞ 
C -∞ -∞ -0.06 
E -∞ 0.70 -0.75 
F -∞ 0.16 -0.17 
H 0.30 0.27 -0.29 
I 1.35 1.19 -∞ 
J 0.204 0.18 -0.19 
 
Table 3-12 shows other data required: 
 Variable cost of each disassembly transition; 
 Capacity of each disassembly operation; 
 Fixed cost of the facility that has been used for each disassembly transition.  
 It is assumed that only one facility/resource is used for each disassembly operation. 
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Table ‎3-12: Fixed and variable costs of disassembly 
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0 Non-sharing 0 0 1500 0 
1 Sharing 3 0.029 1200 1000 
2 Sharing 2 0.019 1800 1000 
3 Sharing 3 0.029 1200 1000 
4 Sharing 10 0.09 650 400 
5 Sharing 4 0.038 580 400 
6 Non-sharing 30 0.29 1200 1000 
7 Sharing 20 0.19 1800 1000 
8 Sharing 3 0.029 1200 2000 
9 Non-sharing 40 0.38 900 500 
10 Non-sharing 20 0.19 1200 1000 
0' Non-sharing 0 0 2000 0 
6' Non-sharing 50 0.48 800 1000 
9' Non-sharing 20 0.19 1800 2000 
 
3.4.2. Results 
This mixed integer linear problem was solved for 560 units of product (1) and 350 units 
of product (2) using commercially available optimization software (Excel Solver 2007). The 
results are shown in Table 3-13 and Table 3-14 for product (1) and (2), respectively. 
The optimal value of the objective function is $1279 and the optimal solution indicates 
that the values of variables z1, z2, z3 and z4 are 1, so transitions 1 to 4 should be executed. It 
should be added that all of these operations are shared operations.  
Table 3-13 shows that product (1) should be disassembled up to the EFGIJ module. 
Among the disassembled modules, modules A, B and D should be recycled, and module C 
should be land filled. 490 units of module EFGIJ should be disassembled by applying transition 
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5 to reach to EF and GIJ modules (see Table 3-6). GIJ modules should be reused and EF 
modules should be recycled.  
 
Table ‎3-13: Optimal number of subassembly modules and related EOL decision for 
Product 1 
 Re-use Recycling Disposal 
EFGIJ 70   
GIJ 490   
EF  490  
A  560  
B  560  
C   560 
D  560  
 
These results are summarized in Figure 3-4. In this figure the product is presented according 
to its EOL modules and their interactions. Kwak et al. [40] called this architecture of the product 
as eco-architecture. 
In this figure, the interactions between EOL modules mean the transitions (operations) 
needed for disassembly. These interactions are those transitions that have been defined in the 
product’s transition matrix. 
The results for product 2 are shown in Table 3-14 and Figure 3-5. Product 2 should be 
disassembled up to HEFIJ module. 260 out of 350 units of HEFIJ should be reused and the 
remaining 90 units will be disassembled further by applying transitions 4 and 5. The resulting 
modules H, EF and IJ will be reused, recycled and reused respectively. Components A and B are 
recycled, and component C is disposed of. It seems that the disassembly of more units of module 
HEFIJ is restricted by the capacity of transition 4. Here z4 is a binary variable that shows whether 
63 
disassembly transition 4 is performed or not. This variable can also be defined as an integer 
variable which determines the number of facilities required for disassembly operation 4. There 
should be a tradeoff between the fixed cost of adding a new facility and the value earned by 
further disassembly considering economy of scale.  
 
 
Figure ‎3-4: EOL Modules and disassembly transitions of Product 1 [24] 
 
The result of this model can not only help the manufacturer plan the disassembly process 
but also help the designer modify the product according to the disassembly levels and EOL 
decision for each disassembled module. For example, the result for product 1 indicates that the 
subassemblies GIJ and EF do not require further disassembly, so the designer should not expend 
efforts on ‘design for disassembly’ for this module. In addition, since recycling is recommended 
for module EF, the designer should consider utilizing the same material for both components if 
possible to facilitate recycling. Standardization of disassembly operations and designing 
disassembly transitions as sharing ones between different products can be regarded as another 
modification. 
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Table ‎3-14: Optimal number of subassembly modules and related EOL decision for 
Product 2 
 Re-use Recycling Disposal 
HEFIJ 260   
EF  90  
IJ 90   
A  350  
B  350  
C   350 
H 90   
 
 
Figure ‎3-5: EOL Modules and disassembly transitions of Product 2 [24] 
 
What if sharing disassembly operations were not considered between products? In order 
to show the effect of sharing disassembly operations, the model was also solved for 560 units of 
product 1 and 350 units of product 2 separately. Figures 3-6 and 3-7 illustrate the disassembly 
level of these products when the model was solved separately for them. 
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Figure ‎3-6: EOL Modules and disassembly transitions of Product 1 when model 
was solved just for product 1 [24] 
 
 
Figure ‎3-7: EOL Modules and disassembly transitions of Product 2 when model 
was solved just for product 2 [24] 
 
Comparing Figures 3-6 and 3-7 to Figures 3-4 and 3-5 shows that when two products are 
disassembled together, the remaining capacities of transitions 4 and 5 from product 1 can be 
applied to further disassembly of product 2. On the other hand, when products are disassembled 
separately, executing transition 4 for product 2 is not economical due to the trade-off between the 
fixed cost of facility 4 and the value-added that is still embedded in further disassembly of 
module HEFIJ. In terms of the objective function, solving the model considering sharing 
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disassembly operations resulted in a profit of $1278.79 whereas solving the model separately for 
products 1 and 2 resulted in losses of ($476.4) and  ($1297.95), respectively. So, sharing 
disassembly operations has made EOL decision making and disassembly planning profitable and 
has increased net profit by $3053.14.  
The model allows the capacity of facilities to be shared between those products that can share 
disassembly operations. In the worst case that the set of sharing disassembly operations is empty, 
particularly when take-back products are more complex, the model can be solved for each of 
them separately.  
To sum up, researches focused on effective design of joints parts [154] along with the results 
of the current research can help remanufactures reduce the disassembly cost as one of the 
significant cost drivers in EOL decision making. 
 
3.4.3. Sensitivity Analysis 
Model results are influenced by facility capacity. The limited capacity of Transitions 4 
and 5 restricted further disassembly of module HEFIJ in Product 2, and EFGIJ in Product 1. 70 
units of module EFGIJ of Product 1 may need further disassembly. So Transition 5 capacity can 
be increased 70 units. Further capacity may be needed to disassemble the module EFIJ in 
Product 2, but as Transition 4 is a precedence transition for 5, increasing the capacity of 
Transition 5 without increasing the capacity of Transition 4 is useless.  
Say that the manufacturer wants to increase the capacities of Transitions 4 and 5, but due 
to budget limitations the capacity of only one of those facilities can be increased by 50 units. 
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Tables 3-15 and 3-16 show the results of increasing the capacity of Transition 4 by 50 units, and 
Tables 3-17 and 3-18 illustrate the results of this increase for Transition 5.  
Increasing capacity of Transitions 4 and 5 by 50 units increases profit by 20.5 and 40.6 
units, respectively. Comparing Tables 3-14 and 3-16 shows that increasing capacity of Transition 
4 resulted in further disassembly of Module HEFIJ. Then, more EFIJ modules were assigned to 
Transition 5.  
 
Table ‎3-15: Optimal number of subassembly modules and related EOL decisions 
for Product 1 when Transition 4 capacity was increased by 50 units  
 Re-use Recycling Disposal 
EFGIJ 120   
GIJ 440   
EF  440  
A  560  
B  560  
C   560 
D  560  
 
Table ‎3-16: Optimal number of subassembly modules and related EOL decisions 
for Product 2 when Transition 4 capacity was increased by 50 units  
 Re-use Recycling Disposal 
HEFIJ 210   
EF  140  
IJ 140   
A  350  
B  350  
C   350 
H 140   
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Table ‎3-17: Optimal number of subassembly modules and related EOL decisions 
for Product 1 when Transition 5 capacity was increased by 50 units  
 Re-use Recycling Disposal 
EFGIJ 20   
GIJ 540   
EF  540  
A  560  
B  560  
C   560 
D  560  
 
Table ‎3-18: Optimal number of subassembly modules and related EOL decisions 
for Product 2 when Transition 5 capacity was increased by 50 units  
 Re-use Recycling Disposal 
HEFFIJ 260   
EF  90  
IJ 90   
A  350  
B  350  
C   350 
H 90   
 
Comparing Tables 3-17 and 3-13 shows that increasing Transition 5 capacity resulted in 
further disassembly of Module EFGIJ in product 1. Since Transition 4 is a precedence transition 
for 5, increasing Transition 5 capacity by itself does not affect the related results of product 2.  
Disassembly time is another input that influences the results of the model. The 
disassembly time of connection is different depending on the length of product life and chemical 
and physical degradation during the usage stage. In the current case disassembly time is assumed 
to be fixed for all units of products, but in practice it may not be the case. Suppose that the 
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disassembly time for Transition 4 based on previous data is estimated to be 7, 8, 9, 10 and 11 
seconds with probability 0.15, 0.20, 0.35, 0.20, 0.10 respectively. So after solving the model for 
560 units of Product 1 and 350 units of Product 2, the estimated income based on different 
disassembly time and in consequence different disassembly variable cost is shown in Table 3-19. 
The expected income based on this distribution function is $1285.22. The manufacturer can 
determine the confidence interval of its income according to any statistical distribution for 
disassembly time. Further analysis of results will be considered in future research. 
 
Table ‎3-19: The resulting incomes of different disassembly time for Transition 4  
Disassembly time (sec) Probability Income (US $) 
7 0.15 1296.34 
8 0.20 1290.49 
9 0.35 1284.64 
10 0.20 1278.79 
11 0.10 1272.94 
 
3.5. Conclusion 
This chapter addressed two problems that detract from the cost effectiveness of product 
take back operations. The first is the costs that are incurred when a product is fully disassembled 
unnecessarily, and the second is the mixed feedstock presented by dissimilar products. To solve 
these problems, a method for evaluating simultaneous partial disassembly and EOL decision 
making for multiple products was presented. Considering sharing disassembly operations 
between products with similar architectures is one of the key features of this method. A mixed 
integer linear model optimization was introduced for solving the problem, and an illustrative 
example using cell phones was presented. The model was solved for two cell phones with similar 
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disassembly architecture under the assumption that sharing information of disassembly 
operations is given. Then, it was compared to the case when each product is disassembled 
separately. The results show the economic benefits of sharing disassembly operations compared 
to considering products separately. The results also show the optimal disassembly level for each 
product and the best EOL option for each resulting module. The designer can apply the obtained 
results to modify the product design based on disassembly levels and EOL decisions for each 
disassembled module. A sensitivity analysis was conducted to show how the results of the model 
are influenced by the capacity of the facilities. 
The result of this research can be extended in several ways: First, sharing EOL operations 
as well as disassembly operations between products may bring additional cost savings. In the 
current research, only the sharing of similar operations at the disassembly stage have been 
integrated in the model, but considering sharing operations at the recovery stage of the products 
could also help reduce the cost of multiple product recovery. Second, considering cases of 
multiple products with both shared operations and shared common components may reduce the 
cost of satisfying customer demands via economy of scale. Third, the objective function can be 
extended to maximize the multiattribute utility which directly includes environmental impacts 
and product quality.  
Fourth, uncertainties such as disassembly time and quality of the take-back products can 
be added to the model. A more precise estimation on disassembly time and also EOL value based 
on quality of return products will lead to more cost saving specially in the case of mass recycling. 
In addition, simulation tools and statistical methods can be applied to deal with the uncertainties 
embedded both in the model structure and in the model parameters. Fifth, more precise methods 
are needed for estimating EOL value. Finally anticipating EOL decisions can result in significant 
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design modifications, so determining the specific redesign guidelines according the results of the 
model can be a focus point for future research. 
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CHAPTER 4 DISASSEMBLY SEQUENCE PLANNING UNDER 
UNCERTAINTY  
4.1. Introduction 
Design for lifecycle requires consideration of disassembly for maintenance for two 
reasons. The first is easy access to remove components for repair, maintenance or replacement 
by either the customer or the manufacturer if the product is under warranty. The second is 
disassembly by the manufacturer at the end of a product lifecycle for the purposes of recycling, 
reuse or remanufacturing. The distinction between these two stages (customer-use and product 
takeback) is becoming blurred as manufacturers adopt a leasing business model. The leasing 
model has been proposed as part of the solution to the e-waste problem [31, 32, 14]. Takeback 
operations often involve the extraction of specific, high-value components, such as personal 
computer hard drives and memory, and automotive radiators. 
Many products are designed to operate with some sort of maintenance or upgrade during 
their life cycle. Maintenance is defined here as the activities carried out to alleviate depreciated 
performance of a system, equipment or product to a level close to ‘as good as new’ condition 
[157].  
According to Kang and Xirouchakis [44] maintenance comprises the following steps: 
 identifying the target component; 
 dismantling it from the assembly; 
 repairing or replacing it; 
 assembling the repaired component; 
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 restoring the assembly to its functional state. 
The dismantling of target components often requires maintenance experts to identify a 
feasible and efficient disassembly sequence before carrying out the disassembly operations. In 
addition, one must avoid damage to components during disassembly. A final consideration is the 
reversibility of the disassembly sequence. There are often avoidable tradeoffs among 
disassembly time (and the resulting cost), the degree of damage, and reassembly considerations. 
While different algorithms and optimization approaches have been extensively applied to 
tackle the disassembly sequence problem, no methods have employed a decision analytic 
approach for dealing with these tradeoff issues. The aim of the research presented in this chapter 
is to optimize the disassembly sequence while simultaneously considering tradeoffs among 
attributes; disassembly time (and resulting cost), the degree of damage, and the reversibility of 
disassembly sequence (both time and the degree of damage during reassembly). We also model 
decision maker preferences regarding the degree of no components damage during disassembly 
and reassembly, in addition to operation times by employing utility functions.  
This chapter presents work published in Behdad and Thurston (2012) [14], The remainder 
of this chapter is organized as follows. Problem definition and selected attributes are introduced 
in Section 2. Section 3 presents a mixed integer programming model of disassembly sequence 
selection. The results of the model are presented in Section 4 for an example of a solar heating 
system, and, Section 5 concludes the chapter. 
74 
4.2. Problem Definition 
There are three types of disassembly: complete, incomplete, and selective disassembly. In 
complete disassembly all components or subassemblies are separated from each other [44]. In 
contrast, during incomplete disassembly only some components are removed. Incomplete 
disassembly is usually employed for end of life (EOL) products, and its main objective is to 
determine the level at which a product should be disassembled to recovery the value added still 
embedded in the product. Selective disassembly requires the disassembly of selected components 
and the final desired status of the product or the target components is known, in contrast to 
incomplete disassembly in which the extent to which a product should be disassembled is not 
known and should be specified. In general, disassembly for the purpose of maintenance or 
upgrade is called selective disassembly. According to Kang and Xirouchakis [44] most 
disassembly planning research has been aimed at EOL products, which is incomplete 
disassembly planning. Therefore, a comprehensive approach is needed for selective disassembly 
for maintenance. Another issue is that much of the literature has considered disassembly as 
deterministic sequencing with a single criterion, rather than as a multiple criterion problem. 
Multiattribute utility theory is an appropriate method to address those issues. Several attributes 
are defined and five steps are followed to identify the best disassembly sequence. 
 Identify different disassembly alternatives; 
 Identify attributes (tradeoff criteria for comparing alternatives); 
 Determine attribute utility functions; 
 Construct multiattribute utility function;  
 Rank the alternatives based on overall utility 
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4.2.1. Disassembly Alternatives 
One of the main issues in specifying the optimal disassembly sequence is to represent the 
feasible disassembly operations and related subassemblies in an appropriate way [24]. Different 
methods have been developed including AND/OR graph, Petri net, undirected and digraph. The 
disassembly graph of a product can be shown in the form of a matrix called a transition matrix 
[52]. Figure 4-1 illustrates the structure of a simple ballpoint pen and its disassembly graph. 
Nodes and arcs of the graph correspond to subassemblies and disassembly transitions 
respectively. In this example the pen’s plastic body (component B) is the target component, and 
the disassembly graph shows several alternative paths to reach that component. Table 4-1 shows 
the related transition matrix. Each cell of the matrix is defined with element tij that is -1 if 
transition j destroys subassembly i, and is 1 if it creates subassembly i. Otherwise it is 0. 
 
 
 
 
 
 
 
Figure ‎4-1: Simple assembly (a) and its disassembly graph (b) [14]  
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Table ‎4-1: Transition matrix of the pen with four major components  
 Disassembly Transitions 
su
b
as
se
m
b
li
es
 
 1 2 3 4 5 6 7 
ABCD -1 -1 0 0 0 0 0 
ABD 1 0 -1 0 0 0 0 
BCD 0 1 0 -1 -1 0 0 
BD 0 0 1 1 0 -1 0 
BC 0 0 0 0 1 0 -1 
A 0 1 1 0 0 0 0 
B 0 0 0 0 0 1 1 
C 1 0 0 1 0 0 1 
D 0 0 0 0 1 1 0 
A: cap                            B: plastic body      
C: end-cap                     D: internal ink reservoir and the sphere 
 
To find an optimal or near optimal disassembly sequence, all feasible disassembly 
sequences generated by the user for a given product can be represented with a systematic tool 
such as a graph or transition matrix. See Behdad et al. [24] for different methods of disassembly 
sequence representation. 
 
4.2.2. Attributes 
After identification of disassembly alternatives, the next step is to define the relevant 
criteria or objectives for identifying the preferred alternative. The term “attribute” is employed 
here instead of “objective” or “criteria”, because once a problem is identified as a tradeoff 
problem, maximizing or minimizing any one objective is no longer the goal. Instead, the goal is 
to maximize some measure (utility) of a combination of attributes [50, 51]. The relevant 
attributes in the disassembly process for the purpose of maintenance or upgrade are: disassembly 
77 
cost, the occurrence of damage during disassembly, reassembly cost and the occurrence of 
damage during reassembly.  
Disassembly cost 
Disassembly cost, cj , of each transition (action) is estimated based on labor cost and 
disassembly time, as shown in equation 4.1. 
                   (4.1) 
  : The disassembly cost of transition j 
   : Labor cost 
  : Time of transition j 
In practice, disassembly time can vary considerably because of corrosion of connections 
or other contaminations. These factors can be significant, particularly for those products that 
have been operated in aggressive environments. Corrosion not only degrades the quality of the 
products but also contributes to more difficult and unsafe disassembly operations. In addition to 
corrosion, disassembly time is influenced by other factors including operator skills, material 
properties, disassembly tools and fixtures. Moreover, product deformation during the usage stage 
and possible changes in the original product structure due to the repair, replacement and 
manipulation efforts also influence the disassembly time.  
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Not occurrence of damage during disassembly 
Whether or not the dismantled components become damaged during the disassembly 
process is another attribute. This occurrence of damage is related to all of the components 
involved in disassembly.  
Reassembly 
In selective disassembly for the purpose of maintenance or upgrade, reassembly is as important 
process as disassembly. To include consideration of the reversibility of the disassembly process, 
the same attributes used for disassembly are employed: the cost of reassembly and the binary 
attribute that shows whether or not components become damaged during reassembly. 
 
4.3. Method 
This section describes the mathematical model presented in the ASME paper [14] for 
determining the optimal selective disassembly sequence. The aim of the model is to identify a 
sequence of the disassembly transitions that results in the best combination of conflicting 
attributes under uncertainty. As mentioned earlier, in selective disassembly the target component 
and the final state of the disassembly plan is given. Therefore an approach similar to the shortest 
path method can be employed. The constraints of the model are formulated the same way as a 
single-source, single-destination shortest path problem. The purpose is to find a path with 
maximum utility from a whole product (as an initial node) to a target component as a given node, 
in contrast to the shortest path which is looking for a path with minimum cost. Applying the 
shortest path formulation to identify the disassembly sequence with the highest utility is 
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particularly useful in the case of complicated subassemblies with large complex disassembly 
graphs in which determining and counting all disassembly alternatives and their associated 
transitions time and damage cannot be conducted manually. 
The index set, decision variables and model parameters are defined as follows: 
Index set:  
 : attribute 
 : feasible disassembly transition (action) 
 : node of disassembly graph (assembly states) 
 : target node  
 : the set of all attributes 
 : the total number of attributes 
 : the set of all feasible disassembly Transitions 
  : the set of disassembly transitions (arcs) coming to node l 
  : the set of disassembly transitions outgoing from node l 
Decision Variables: 
xj: The binary (0, 1) variable that indicates whether disassembly transition j is performed ( xj = 1) 
or not (xj = 0). 
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Parameters: 
yi: the performance level of attribute i  
yi,j: the performance level of attribute i for disassembly transition j 
U(yi,j) :the single attribute utility of  attribute i for disassembly transition j 
ki: the single attribute scaling constant which scales each attribute from 0 to 1 
K: the multiattibute scaling constant which scales the overall utility from 0 to 1 
The problem can then be formulated as a binary integer linear program that maximizes 
multiattribute utility. The background and justification for engineering design applications of the 
multiplicative form for the objective function developed in equations 4.2-4.5 has been presented 
fully elsewhere [158], [159], [160], and will not be repeated here.  In practice, the design 
decision maker’s utility function is assessed directly through the use of lottery questions. The 
single attribute utility functions U(yi,j) reflect the value the decision maker derives over the 
tolerable (and feasible) range of each attribute, while the scaling constants ki reflect the tradeoffs 
the designer is willing to make among the attributes. The scaling constant K simply normalizes 
the multiattribute utility to range between 0 and 1. Again, implementation details for engineering 
design can be found in [158], [159], [160] and [161].  
                      
 
                  (4.2) 
Where k is a nonzero solution to the equation  
           
 
             (4.3) 
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After rearrangement, this multiplicative utility function the objective function of the 
model would be: 
Objective function: 
       
 
 
                                      (4.4) 
In the case of uncertain attribute outcomes, the utility function         can be replaced by 
expected utility, applying the probability density function f(y): 
                           (4.5) 
Subject to: 
The disassembly network has been described by a set of node equations. A binary 
decision variable is assigned to each disassembly transition or arc of the graph. The summation 
of the arcs leaving the first node should be equal to 1. The summation of the arcs entering 
destination node (node correspond to target part) should be equal to 1. For the remaining nodes 
(transit nodes), the number of arcs entering must be equal to the number of arcs leaving a node. 
These constraints are shown in Equations 4.6-4.8. 
             (initial node)       (4.6) 
                  (transit nodes)       (4.7) 
            (target node)        (4.8) 
   is a flow variable assigned to each link of the graph representing the execution of 
disassembly transition j. The formulation of the constraints is the same as the linear 
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programming suggested by Lambert for incomplete disassembly planning based on the transition 
matrix structure [162]. 
Assumptions and Conditions: 
 Each subset of attributes exhibits utility-independence of the remaining attributes.  
 The disassembly process is reversible 
 The target component(s) is given 
 
4.4. Example: Solar Heating System 
A solar heating system illustrates the proposed methodology. Suppose a manufacturer 
that is responsible for after sale service has received a report of malfunctioning of the auxiliary 
heater. The question is: What is the best method for disassembly of the system to reach the heater? 
Before answering this question some insights about components, scale and geometry of the 
whole system are provided. 
Figure 4-2 is a simplified version of a solar thermal heater that shows the geometric 
information of the system and Figure 4-3 shows a part of the plumbing system of the solar 
heating system.  
Different components of the system are listed in Table 4-2. There are several reasons for 
choosing this system as an example. This system is designed for durable use, has a long expected 
life and high initial cost, making it a good candidate for repair and reuse rather than replacement 
with an entirely new system [77].  
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There are several fundamental components in most solar water heating systems, including 
collector, storage tank, and interconnecting plumbing. The system is powered by the sun. The 
collector catches solar rays and heats a fluid such as water or antifreeze, then transfers the heat to 
the storage tank. Expansion tanks are installed to accommodate the expansion of the heated 
fluid.  
The size of the heater depends on the collector area and storage volume required to 
provide 100% of a household’s hot water needs during the summer.  
Storage tanks are usually 50-, 60-, 80-, or 120-gallon capacity. A 50- to 60- gallon system 
is sufficient for 1 to 3 people. Collector size can be estimated based on the number of members 
in a household. A collector area of 20 square feet for each of the first two family members, plus 
8 square feet for each additional family member is sufficient [163].  
 
 
Figure ‎4-2: Solar Heating System structure [164] 
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Figure ‎4-3: A portion of the plumbing system [14] 
 
Table ‎4-2: Major components of a solar heating system 
Parts Label 
Insulation plate1 A 
Insulation plate2 Q 
Thermal storage B 
Auxiliary heater F 
Fan E 
Valves 1, 2 S,T 
Collector H 
Expansion tank 1 C 
Expansion tank 2 D 
Pipes 1-10 G, P, O , L, M, K, J, R, N, I 
Pumps 1, 2 V, U 
 
 
Different disassembly sequences to access the auxiliary heater are shown in a network 
illustrated in Figure 4-4. The disassembly transactions are mainly related to dismantling the pipes 
tied into the auxiliary heater. Each arc of the graph shows a single disassembly operation. Each 
road from node 1 to node 11 shows a specific disassembly alternative. Two labels are shown in 
each node: the label(s) associated with dismantled part(s) and the disassembly transition. For 
simplicity, the notation introduced in Figure 4-1 has not been applied here and the resulting 
subassemblies are not listed in each node of the graph. In addition, since the focus of this 
example is on selective disassembly in which the target component is given, the last node of the 
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graph represents all different disassembly states (nodes) in which the auxiliary heater is 
accessible, rather than the fully disassembled product. For the case of more complicated products, 
a transition matrix is a better tool for representing the feasible disassembly alternatives. In this 
situation the problem formulation can be adjusted based on the matrix representation.  
 
 
Figure ‎4-4: Network of possible disassembly alternatives [14] 
 
4.4.1. Results for the case with deterministic disassembly and reassembly 
times 
This section presents results when a deterministic point estimate (no uncertainty) of 
disassembly and reassembly times is considered.  
For the purpose of this example the following notation has been used to reflect the 
performance levels of attributes: 
tj: the performance level of first attribute: disassembly time (y1,j) for disassembly transition j  
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dj: the performance level of second attribute: a number in 0-1 scale showing the degree of not 
incurring damage during disassembly (y2,j) for disassembly transition j  
taj: the performance level of third attribute: reassembly time: (y3,j) for transition j 
daj: the performance level of fourth attribute: a number in 0-1 scale showing the degree of not 
incurring damage during reassembly (y4,j) for transition  j 
An exponential single attribute utility function is employed for disassembly time in 
equations 9-13. In many cases, an exponential form as shown in equation 4.9 is revealed during 
the decision maker’s lottery assessment process, reflecting decreasing marginal gains in utility as 
one moves from “worst” to “best” over the range. The lottery assessment procedure is fully 
described in [158]. The magnitude of constant c reflects the degree of non-linearity, if any, as 
well as the degree of risk aversion exhibited by the design decision maker [158]. Larger values 
of c reflect a utility function that is more concave and more risk averse, while smaller values 
reflect a flatter, less risk averse (more risk tolerant) utility function. For the current example, 
      .  
The single attribute utility function U(tj) can be normalized between zero (worst tolerable) 
and one (best feasible) by calculating the constants a and b using eqs. 4.10-4.12, so that 
          and          , where the disassembly time ranges over the interval      
     .  
 
  : The risk aversion coefficient 
  : Time of transition j (min) 
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a, b and c are constant 
 
          
             (4.9) 
                                         (4.10) 
  
      
             
          (4.11) 
  
      
             
          (4.12) 
                
               (4.13) 
The second attribute is the degree of not having damaged parts. This attribute is a 
subjective attribute defined on a 0-1 scale where 1 represents the case in which we have no 
components damaged and 0 represents the case in which the components are fully damaged. The 
0-1 scale helps decision makers quantify the magnitude of the components damage subjectively. 
If    is defined as the degree of not incurring damage during transition j, then by applying the 
proportional score method (equation 4.14) the utility of this attribute would be its value (equation 
4.15). Thus, this single attribute utility is linear with magnitude of components damage estimated 
by decision maler, and scaled from 0 to 1 over the range of worst to best estimated probabilities. 
      
              
                      
        (4.14) 
Where                                        
                   (4.15) 
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The same procedure is followed for estimating the single attribute utilities of reassembly 
cost and the degree of not incurring damage during reassembly.  
Expert opinions, historical data, and/or analytic estimation can be used for estimating the 
degrees of damage. Another method is to employ Immersive Computer Technology to carry out 
virtual experiments in order to simulate a large number of disassembly process steps, and better 
estimate the degree of damage associated with each possible step. For the purpose of this chapter 
the assumed magnitudes listed in Table 4-3 and 4-4 can be taken as reasonable estimates, 
considering the difficulty of disassembly.  
 
Table ‎4-3: Disassembly time and degree of not incurring damage during 
disassembly 
Operation j tj dj 
1 38 0.94 
2 21 0.97 
3 11 0.99 
4 4 0.93 
5 17 0.99 
6 18 0.93 
7 34 0.85 
8 13 0.85 
9 12 0.95 
10 10 0.96 
11 11 0.99 
12 4 0.95 
13 11 0.99 
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Table ‎4-4: Reassembly time and degree of not incurring damage during reassembly 
Operation j taj daj 
1 43 0.90 
2 27 0.92 
3 18 0.95 
4 4 0.95 
5 22 0.91 
6 14 0.87 
7 24 0.90 
8 10 0.90 
9 11 0.93 
10 7 0.92 
11 16 0.93 
12 5 0.85 
13 16 0.93 
 
Single attribute and overall utilities for each feasible disassembly transition are calculated 
and shown in Table 4-5.  
Table ‎4-5: Single attribute utilities and overall utility for each transition  
Operation j U(tj) U(dj) U(taj) U(daj) Overall Utility 
1  0.73 0.94 0.69 0.90 0.84 
2  0.85 0.97 0.81 0.92 0.90 
3  0.92 0.99 0.88 0.95 0.94 
4  0.97 0.93 0.97 0.95 0.94 
5  0.89 0.99 0.85 0.91 0.92 
6  0.89 0.93 0.91 0.87 0.89 
7  0.76 0.85 0.84 0.90 0.84 
8  0.91 0.85 0.93 0.90 0.88 
9  0.92 0.95 0.93 0.93 0.93 
10  0.94 0.96 0.96 0.92 0.94 
11  0.93 0.99 0.90 0.93 0.94 
12  0.97 0.95 0.97 0.85 0.91 
13  0.93 0.99 0.90 0.93 0.94 
*Assumed scaling constants:        ,        ,         ,             K =0.09 
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The scaling constants ki for disassembly time, degree of damage during disassembly, 
reassembly time and degree of damage during reassembly are considered as 0.17, 0.30, 0.15 and 
0.35 respectively. Applying equation 3, normalizing constant K would be 0.09. 
Using the overall utilities as coefficient factors and solving the integer linear 
programming model gives the optimal route from node 1 to node 11, with highest utility. Route 
1-3-8-9-11 shown in Figure 4-5 with dashed line is the optimal disassembly sequence for the 
solar heater. Therefore for disassembly of solar heating system for the purpose of Auxiliary 
Heater maintenance, transitions 2, 5, 9 and 12 should be executed. The optimal disassembly 
process starts by removing the Pipe 3. Then the combined module of Valve 2 and Pipes 4 and 5 
is removed, and finally Fan and Pipe 7 are disassembled. 
 
 
Figure ‎4-5: Network of disassembly transitions and related utilities and Optimal 
Path [14] 
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4.4.2. Results for the case with uncertain disassembly and reassembly times 
This section presents results when a probabilistic estimate (including uncertainty) of 
disassembly and reassembly times is considered. The results of the model can vary depending on 
whether the input values for disassembly and reassembly time are treated as being deterministic 
or probabilistic. There is often a large degree of uncertainty associated with these inputs, so 
including consideration of that uncertainty will yield more accurate results. 
The same exponential single attribute utility function is equation 4.9 is employed, but this 
time the effect of the uncertainty on the desirability of each alternative is reflected using 
expected utility as calculated in equation 5.  
If the decision maker’s degree of risk aversion as reflected by the coefficient c in 
equation 4.9 is high, he or she would prefer to have a longer (less desirable) disassembly time 
than to be exposed to the possibility of risking a significantly longer time, even when there is 
some possibility of a shorter time.  
Fisher et al. [165] showed that the beta-distribution is well suited for modeling 
uncertainty in disassembly and reassembly execution times. The maximum likelihood estimator 
for the Beta-distribution was determined by Carnahan [166], and the distribution is relatively 
straightforward to obtain since it can be characterized by only three input parameters; the 
optimistic, the pessimistic and the most common values.  
If the disassembly or reassembly time of the jth transition has a beta distribution with the 
probability density function  
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f t  
      
         
 
    
 
 
   
 
    
 
 
   
               0                 (4.16) 
Where:         ,  p and q are shape parameters 
Then, the expected utility based on equation 4.5, equation 4.9 and the probability density 
function of a beta distribution can be calculated by equation 4.17 [36]. 
         
      
         
        
  
  
 
    
 
 
   
 
    
 
 
   
        (4.17) 
The range of disassembly and reassembly times and their probability distributions are 
listed in Tables 4-6 and 4-7 respectively. Single attribute and overall utilities for each feasible 
transition are calculated and shown in Table 4-8. The overall utilities in Table 4-8 are calculated 
with all four utilities. 
Table ‎4-6: Disassembly time range and probability distribution 
Operation 
j 
[tL , tu ] Distribution 
1 [31,39]        
2 [20,42]        
3 [5, 15]        
4 [2, 7]        
5 [14, 36]        
6 [5, 19]        
7 [30, 41]        
8 [11, 16]        
9 [10, 25]        
10 [2, 11]        
11 [8, 16]        
12 [2, 17]        
13 [8, 16]        
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Table ‎4-7: Reassembly time range and probability distribution 
Operation 
j 
[taL , tau ] Distribution 
1 [28,44]        
2 [23,45]        
3 [10, 19]        
4 [2, 6]        
5 [21, 37]        
6 [6, 13]        
7 [22, 27]        
8 [8, 15]        
9 [9, 23]        
10 [3, 8]        
11 [14, 18]        
12 [3, 20]        
13 [14, 18]        
 
Table ‎4-8: Single attribute utilities and overall utility for each transition 
Operation 
j 
U(tj) U(taj) Overall Utility 
1  0.77 0.74 0.86 
2  0.82 0.79 0.89 
3  0.94 0.91 0.95 
4  0.97 0.97 0.94 
5  0.84 0.81 0.90 
6  0.92 0.94 0.90 
7  0.76 0.84 0.84 
8  0.91 0.93 0.88 
9  0.90 0.90 0.92 
10  0.96 0.96 0.94 
11  0.93 0.90 0.94 
12  0.95 0.93 0.90 
13  0.93 0.90 0.94 
 
Using the overall utilities, the model gives Route 1-2-4-6-11 as the optimal route. The 
route is shown in Figure 4-6 with dashed line. As can be seen the optimal sequence changes 
when uncertainty is present.  
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Therefore, considering uncertainty is an essential point that is handled via utility theory. 
The same reasoning procedure can be followed for the results shown in Figure 4-5 that is the 
case in which uncertainty in disassembly/reassembly time has been resulted into a different 
disassembly sequence. As Figure 4-5 illustrates, the subassemblies P, G, L and R need to be 
dismantled so the designer can concentrate on ease of disassembly of these modules.  
A sensitivity analysis can be performed to show how the optimal sequence changes when 
the scaling constants ki are changed. These scaling constants reflect the tradeoffs that the 
decision maker is willing to make among the conflicting attributes i. Rather than a sensitivity 
analysis on the time and degree of damage occurring during disassembly and reassembly, this 
sensitivity analysis can be conducted on the scaling constants themselves. As one example, the 
scaling constant for disassembly time was increased from 0.17 to 0.27, and the scaling constant 
of the degree of disassembly damage was decreased from 0.30 to 0.19, changes which reflect a 
greater willingness to increase the degree of damage in order to decrease disassembly time. The 
resulting overall utility was 3.58 and the route 1-2-4-6-11 remained as the optimal route. This 
example shows that the results of the model are not significantly influenced by the scaling 
constants over this range. When the sensitivity is not high, then it will not be difficult for the 
approach to be used in practice. 
The results of the model can not only help the manufacturer plan the disassembly process, 
but also help the designer modify the product in order to improve disassembly.  
For example, the result in Figure 4-5 indicates that the subassemblies O, MLT, EV and J 
should be disassembled, so the designer can focus efforts on the number and type of fasteners 
that connect these modules to the main body of the system. 
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Figure ‎4-6: The Network of disassembly transitions and Optimal Path for the case 
of uncertain attributes [14] 
 
Furthermore, the model provides some design insights that previously eluded the designer. 
For example many designers do not consider disassembly damage and its effects on reparability 
during development of the original design concept. One important aspect of the proposed model 
is that it quantifies the effects of those probabilities in terms of utility. Lower degree of damage 
results in higher utility, and can be achieved by applying some design guidelines such as 
reducing the complexity of the product or the number of parts. The model reveals the importance 
of considering design properties such as product architecture and materials type which influence 
the degree of damage and eventually utility of different disassembly sequences. Various design 
modifications with different assembly and disassembly times and also degree of damage could 
be studied by employing the model. The results of the model answer this question: How much 
does a design change influence the performance (utility) of disassembly alternatives? Figures 4-7 
and 4-8 respectively depict the influence of disassembly and reassembly time, and the degree of 
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disassembly/reassembly damages on the utility of Operation 5 while the other attributes levels 
are equal.  
 
 
Figure ‎4-7: The influence of decreasing the disassembly and reassembly time on 
overall utility of Operation 5 [14] 
 
 
Figure ‎4-8: The influence of decreasing the degree of damage during disassembly 
and reassembly on the overall utility of Operation 5 [14] 
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To clarify the discussion, consider the optimal sequence in the current example and see 
how the model aids in evaluating the suggested design modifications. 
Sequence 1, 3, 6 and 11 has the highest utility (0.91), but the degree of components 
damage during reassembly for this sequence is high (0.31). Operation 6 is one step of this 
sequence that has a high degree of components damage during reassembly. On the other hand, 
the degree of damage during disassembly (0.07) is not as high as the degree of damage during 
reassembly. Therefore, the degree of damage for disassembly (0.07) is an accurate estimate.  
Investigating the design of the heating system reveals that in the current design four 
hexagonal socket head cap screws have been used for attaching Pipe 4 to Pipe 8. The design 
team suggests using another type of screw. A hexalobular socket head cap screw whose 
cylindrical head has a hexalobular socket formed at its center. These two different types of screw 
are shown in Figure 4-9. 
The new design increases the fastening force and results in decreasing the degree of 
components damage during reassembly by 0.06 for Operation 6 since the hexalobular head hole 
is shaped to withstand high tightening torque. However, with a hexalobular wrench the rotation 
angle cannot be visually checked with ease, so using the new screw will shift the reassembly and 
disassembly time ranges of all four screws by 7 and 5 minutes respectively. 
The manufacturer seeks to determine whether using the new type of screws will increase 
overall utility or not. The corresponding utilities were calculated for each design, and are listed 
in Table 4-9.  
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Figure ‎4-9: Hexagonal (a) and Hexalobular (b) socket head cap screws [14] 
 
Table ‎4-9: The utility comparison of two different types of screw 
Operation 6 
 tDis dDis tRe dRes Overall Utility 
Current Design [5,19] 0.93 [6,13] 0.87 0.90 
New Design [10,24] 0.93 [13,20] 0.93 0.88 
 
Although by employing the new design, the parts have lower damage during reassembly, 
the disassembly and reassembly times are increased, so that the overall utility is decreased. To 
conclude, using the new type of screws for attaching Pipe 4 to Pipe 8 will not improve the 
decision maker’s utility.  
 
4.5. Conclusion 
Disassembly sequence optimization has a direct impact on the effectiveness of a 
maintenance plan as well as on product upgrade efforts. As with assembly, components can often 
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be disassembled in several different orders. Overall effort can be reduced by carefully planning 
of the disassembly and reassembly sequence.  
This chapter presented a procedure for identifying the best sequence of disassembly 
operations for maintenance and/or component upgrade. It considers both disassembly and 
reassembly operations. Binary integer linear programming is combined with multiattribute utility 
analysis to select the most appropriate disassembly sequence when the target component is given 
(e.g. disassembly for the purpose of maintenance/upgrade). The multiattribute utility 
optimization maximized tradeoffs under uncertainty. Utility functions which incorporate a design 
decision maker’s attitude toward risk were constructed. Four attributes were considered. (1) 
disassembly time as a measure of disassembly cost; (2) the degree of damage incurred during 
disassembly transitions, (3) reassembly cost and (4) the degree of damage components damage 
incurred during reassembly. A simple example regarding replacement of an auxiliary heater 
inside a solar heating system illustrated the method. The results of the model were presented for 
two cases: a case in which disassembly and reassembly times are deterministic and a case with 
uncertainty. The different results obtained from two cases illustrated the usefulness of utility 
theory in handling uncertainty. Moreover, sensitivity analyses illustrated the influence of 
disassembly/reassembly time and the degree of damage on the optimal solution.  
The proposed method was initially motivated by the need to select the best disassembly 
sequence for the purpose of maintenance and upgrade, but the results also provided some 
insights for designers. The designer can apply the results obtained about the disassembly 
sequence to modify the product design based on transitions and disassembled modules. I this 
research, two different designs of a screw have been evaluated, as an example. 
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The proposed method can be extended by considering more attributes such as ‘knowledge 
of disassembly/operator experience’, ‘capacity of the disassembly operations’ and the 
‘environmental effects’ of the operations. In addition, constructing a procedure for determining 
different disassembly alternatives and enumeration of the feasible disassembly sequence can be 
automated to facilitate the analysis of complex products. 
In the current study, cost and the degree of components damage have been considered as 
two utility-independent attributes. Future work could consider the combined effect of the degree 
of damage and cost of resulting repair and rework, in the form of total expected cost. 
Furthermore, statistical analyses and simulation tools can be applied to better estimate the 
uncertain parameters of the model (e.g. disassembly time and degree of damage). More 
investigation is needed to determine the disassembly time of an operation depending on the parts 
having been disassembled so far, and their effect on the risk of damage.  
The selection of precedence relations and feasible subassemblies is another possible area 
of future inquiry. Finally, investigating the specific redesign guidelines according to the model 
results can be a focus point for future studies. 
.  
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CHAPTER 5 DISASSEMBLY SEQUENCE PLANNING AND END 
OF LIFE DECISION MAKING FOR USED PRODUCTS WITH 
UNCERTAIN QUANTITY OF RETURN 
 
5.1. Introduction 
Regulations obligate OEMs in some countries to collect products at the end of their 
useful life. Many third party remanufacturers also take used or unwanted products to make profit. 
One impediment to the profitability of remanufacturing companies is the uncertainty associated 
with the rate of return of used products [4]. The used product acquisition system performs as an 
interface between reverse logistic operations, production planning and control operations for 
firms. Two most common EOL product acquisition systems are the waste stream system and the 
market driven system [5]. While market-driven systems apply financial incentives to motivate 
customers to return their products at a specific time, waste stream systems passively accept all 
product returns from the waste stream [4]. The nature of waste stream systems can be highly 
uncertain in terms of quantity, quality and timing of returns. This variability may cause problem 
in making profit from available capacities of disassembly and product recovery operations. 
Although the companies may lack control over the quantity and timing of returns, a good 
estimation of what they will receive during a specific period of time can help them manage their 
production planning and increase their profit.  
The focus of this research is on waste stream product acquisition systems, as opposed to 
market-driven systems. The aim of this research is to utilize the current available capacity. It 
focuses on a mathematical model that can help remanufacturers determine the extent of needed 
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disassembly and what to do with each subassembly, taking into account uncertain quantity of 
returns.  
A more precise estimation of the quantity of received products along with consideration 
of uncertainty will help remanufacturers use their plant capacity toward making more profit.  
 
5.2. Problem Definition 
Manufacturers are aware of their solid waste production due to increasing environmental 
legislation. Regulations urging stronger stewardship for product retirement and disposal can no 
longer be the primary end-of-life strategy [167]. 
Promoting recycling, repair, reuse and other recovery strategies at the product’s end of 
life helps reduce the waste amount. One of the main decisions for manufacturers is to decide 
which of these options or their combination should be applied to receive the highest recovery 
profit. Using the recovery strategy, the remanufacturer understands the depth of needed 
disassembly and final subassembly destination (reuse, recycling or disposal).  
Remanufacturing firms often face difficulties with the quantity of products entering their 
recovery operations, due to a high degree of variability. One way to deal with uncertainties is to 
enforce policies which reduce variability in the timing and quantities of returns. Product deposits, 
leasing, customer owned returns, and trade-ins are example of such policies [5].The mentioned 
strategies are proactive methods that reduce product quantity uncertainties. There is additional 
research about determining the optimal time of return and the number of product lifecycles 
which facilitate prediction of the timing and amount of product returns. For instance, Zhao et al. 
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[168] presented a method to perform long range product planning and determine optimal take-
back times and end-of-life design decisions.  
Although employing proactive policies results in the reduction of uncertainty, the amount 
of products received in each period of time at a refurbishing facility will remain uncertain. 
Developing some reactive methods facilitates the management of uncertainty and helps firms 
develop a more precise remanufacturing plan. The current research applies a stochastic 
programming model to identify the best EOL options of a product while considering the 
uncertain amount of received product as a model input.  
 
5.3. Method 
This section discusses the mathematical model presented in the ASME paper [32] to 
identify the level of disassembly and the best EOL option for each subassembly. A transition 
matrix, which includes the feasible disassembly transitions in the columns and resulting 
subassemblies in the rows, has been employed. The resulting subassemblies will be processed 
via one of several EOL strategies taking into account the market value of each option. The model 
has the following features: 
 To model the uncertainty, a chance-constrained stochastic programming model that 
incorporates end of life decision making into disassembly sequence planning is put 
forward. The quantity of incoming product returns is considered as a random variable. 
 The model determines which fraction of each subassembly should be processed with a 
particular EOL option.  
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 The market values of EOL options are calculated based on the operational cost of each 
option. The estimated cost is multiplied by coefficients to estimate the profit or cost of the 
chosen EOL option. The index set, decision variables and parameters of the model are 
defined as follows: 
Index set: 
i: feasible subassemblies/EOL modules 
j: EOL options 
k: feasible disassembly transitions  
Decision variables: 
xk: number of modules that will be disassembled in transition k 
yij: the fraction of feasible subassembly i that is processed with EOL option j 
zk: the binary variable that shows whether disassembly transition k is completed or not 
Parameters: 
Tik: value of cell i, k in transition matrix of product (-1, 0, 1) 
Cvk: variable cost of feasible disassembly transition k 
Cfk: fixed cost of facility use for disassembly transition k  
Vij: value of applying EOL option j for feasible subassembly i 
Ej: Capacity of end of life option j 
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Fk: Capacity of disassembly transition k 
  : the quantity of product returns. For simplicity, it is assumed that   is a random variable which 
follows normal distribution 
Objective Function: 
Max                                 or 
Min                                
The objective is to maximize profit. The first term in the objective function refers to the total 
earned by conducting the EOL options for the subassemblies. The second and third terms 
represent the variable and fixed costs of disassembly transitions, respectively. Since the objective 
function includes a random parameter, it is restated as a decision variable  .  
      
 
Subject to: 
                                                           (5.1) 
In the inequality constraint, Pr {.} represents the probability of {.}. The objective chance 
constraint (5.1) introduces a target value   with confidence level  . Where  
                 
  
         
 
         
 
        
                           (5.2) 
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The constraint reflects the feasibility of further disassembly. It relates to each row of the 
transition matrix and guarantees that only the available number of subassemblies can be further 
disassembled.  
In cases where the disassembly operations result in identical components, those components are 
considered as different subassemblies with different index i.  
                        ,          (5.3) 
The left term in constraint 5.2 ranges between 0 and the maximum number of feasible 
disassembly i. Some components of subassembly i are considered for EOL options while the 
remaining parts are disassembled further. Here,   represents the confidence level.  
                          (5.4) 
Constraint (5.4) ensures no violation of the capacity of EOL option j, where   is the confidence 
level. 
                        (5.5) 
This constraint incorporates no violation of the capacity of the disassembly transition k. 
     -                   (5.6) 
Constraint (5.6) ensures that the initial disassembly transition in the transition matrix must be 
executed for all received products. It means that all received products should be sent for 
disassembly, where   is a very small positive number close to zero. One method for solving the 
chance-constrained programming model is to convert the constraints incorporating the 
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probability term into corresponding crisp equivalences [83]. The following shows how to convert 
constraint (5.1) into its equivalence.  Let’s define B as follows:  
                                        (5.7) 
where   is the only random variable in the above expression. If   follows normal distribution, 
then B follows normal distribution and the expected value and the variance are calculated as 
follows: 
                                            (5.8) 
                          
         (5.9) 
Since B follows normal distribution, 
      
       
 follows the standardized normal distribution.  
   
      
       
   
    
       
           (5.10) 
Let’s define 
      
       
              (5.11) 
Therefore, constraint (5.1) can be converted to: 
      
    
       
            (5.12) 
Where         . The inequality is satisfied if and only if  
        
    
       
          (5.13) 
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Then 
                            (5.14) 
                                                   (5.15) 
With this, the equivalence of constraint (5.1) is:  
                          
  
                                     (5.16) 
                                                              (5.17) 
                     
                                    (5.18) 
Similar procedures are followed for constraints (5.3), (5.4) and (5.6) to obtain the 
respective equivalences represented by inequalities (5.19), (5.20) and (5.21). Constraint (5.19) 
represents the feasibility with respect to quantity. Constraint (5.20) guarantees no breaking the 
capacity of EOL recovery options including reuse, recycle and disposal. Constraint (5.21) 
ensures all received products have been considered. Since for a continuous random variable, the 
probability of any specific value is zero, the constraints are formulated in the form of inequalities. 
The mean and standard deviation of parameter  are known, so the constraints take the simple 
forms of linear inequalities. 
         
                                   (5.19) 
           
                               (5.20) 
                                 (5.21) 
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The parameters       and   are selected such that the confidence interval 
      
             for the quantity of product returns only contains positive values.  
 
5.4. Application of the Method: Personal Computer 
This section provides an example of the application of the model for the tower style 
Computer Case with hardware inside of a personal computer (PC).  
It is estimated that 29.9 million desktops and 12 million laptops were discarded in 2007; 
over 112,000 computers discarded per day [169]. This shows an expansive market for personal 
computer recovery. It also shows an active resale market makes personal computer recovery 
profitable. The profitability of the refurbishing processes, however, is influenced by the amount 
of received products, but this is made more complex since the number of received products is 
highly uncertain. Accurate estimation of the amount of PCs returned to a refurbishing facility is 
an important input for the analysis of remanufacturing systems. Figure 5-1, for example, shows 
the numbers of computers received in 23 months, from November 2007 to September 2009, in 
PC Rebuilders and Recyclers (PCRR), an electronic waste recovery facility located at Chicago. 
Although the sample size was not enough to calculate the exact statistical distribution of the 
number of received products, this figure gives a sense of variability in the number of computers 
received each month in a refurbishing facility. The number of received computers in 23 months 
varies from 61 to 256 units. This variability makes it complex to plan for material, human 
resource and equipments requirements.  
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Figure ‎5-1: Number of collected PCs in a sample refurbishing company (PCRR) [32] 
 
5.4.1. Model Inputs 
The proposed model in the previous section is applied to a computer case. It is assumed 
that the number of tower style Computer Cases received in a recovery facility is a normal 
random variable with mean 500 and STD 30 units, N (500, 30). The distribution of received 
products can be calculated applying historical data and forecasting methods. Table 5-1 lists 
components inside the computer case and their related weights, where a label has been assigned 
to each component. This data is vital in calculating EOL option costs. Table 5-2 indicates the 
transition matrix for components inside the computer Case. The columns of the matrix contain 
the feasible disassembly actions and the rows show the resulting subassemblies. -1 indicates that 
the disassembly action destroys the subassembly and 1 indicates that disassembly actions create 
that subassembly. Other elements in the matrix are zero. For example, by conducting 
disassembly transition 14, module JKLM will be converted to module JKL and module M.  
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The estimated market value of a module based on the EOL option (disposal, re-use and 
recycle) is another input of the model. This value is estimated based on the cost of executing 
EOL options for each module. The cost is based on activities corresponding to each EOL 
decision. Table 5-3 summarizes the activities and associated cost per PC unit. An important 
assumption to note is the cost for a module is proportional to the weight of that module. The 
estimated cost is multiplied by the corresponding EOL coefficient. This coefficient depends on 
the chosen EOL option and reflects the resulting income or cost associated with that option. For 
the purpose of this example, 1.2, 1 and -1 are used for re-use, recycling and disposal respectively, 
as determined in previous work. The coefficients are estimated based on the selling price of the 
modules and may change according to market conditions. 
 
Table ‎5-1: List of components and their weights 
Part Label Component Name Weight (gm) 
A Chassis Side cover 570 
B CD drives 900 
C DVD drives 950 
D System fan 320 
E RAM module 70 
F Hard drive cable 150 
G Hard Drive 530 
H Expansion Cards 150 
I Power supply 1250 
J CPU fan 200 
K Motherboard 750 
L CPU heat sink 400 
M Chassis/case 1760 
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Table ‎5-2:  Disassembly Transition matrix 
 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
Disassembly time  0 4 10 10 15 7 10 10 15 6 9 10 9 10 20 10 10 
ABCDEFGHIJKLM 1 -1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
BCDEFGHIJKLM 0 1 -1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
CDEFGHIJKLM 0 0 1 -1 0 0 0 0 0 0 0 0 0 0 0 0 0 
DEFGHIJKLM 0 0 0 1 -1 0 0 0 0 0 0 0 0 0 0 0 0 
EFGHIJKLM 0 0 0 0 1 -1 0 0 0 0 0 0 0 0 0 0 0 
EGHIJKLM 0 0 0 0 0 1 -1 0 0 0 0 0 0 0 0 0 0 
EHIJKLM 0 0 0 0 0 0 1 -1 0 0 0 0 0 0 0 0 0 
EHJKLM 0 0 0 0 0 0 0 1 -1 -1 0 0 0 0 0 0 0 
EJKLM 0 0 0 0 0 0 0 0 1 0 -1 0 0 0 0 0 0 
EJKL 0 0 0 0 0 0 0 0 0 1 0 0 -1 0 0 0 0 
HM 0 0 0 0 0 0 0 0 0 1 0 0 0 -1 0 0 0 
JKLM 0 0 0 0 0 0 0 0 0 0 1 -1 0 0 -1 0 0 
JKL 0 0 0 0 0 0 0 0 0 0 0 1 1 0 1 -1 0 
KL 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 -1 
A 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
B 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
C 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 
D 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 
E 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 
F 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 
G 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 
H 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 
I 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 
J 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 
K 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
L 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
M 0 0 0 0 0 0 0 0 0 0 0 1 0 1 1 0 0 
 
Table ‎5-3: Related operations for end-of-life options and the collection and 
processing cost of personal computer (per unit) 
Activity Decision Cost  
(US $)** Disposal Reuse Recycle 
Collection X X X 23.50 
Transportation to disposal centers X   0.43 
Sorting X X X 3.50 
Dismantling X X  2.75 
Refining   X 7.87 
Dispose of non-hazardous waste X   0.83 
Dispose of hazardous waste X   5.00 
*weight of a PC (including Case, Monitor and Keyboard) ~14 kg, ** Ref. [151] 
 
Table 5-4 indicates estimated market values. When an EOL option is not feasible, the 
corresponding value is set to -∞. The current example assumes that shredding and recycling of 
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the entire product is not feasible and some levels of disassembly are required. For cases in which 
further disassembly might not be required, the corresponding EOL value of the first row of Table 
5-4 would not be -∞. Table 5-5 includes the list of disassembly transitions, the variable costs 
calculated from disassembly time and the fixed cost of the transitions.  
Table ‎5-4: The estimated market value of each module based on the EOL option 
 End of Life option  End of Life option 
Module  Disposal  Re-use  Recycle Module  Disposal  Re-use  Recycle 
 Capacity 1600 1100 1500  Capacity 1600 1100 1500 
ABCDEFGHIJKLM -∞ -∞ -∞ A -1.42 1.82 1.36 
BCDEFGHIJKLM -∞ -∞ -∞ B -2.25 2.88 2.16 
CDEFGHIJKLM -∞ -∞ -∞ C -2.37 3.04 2.28 
DEFGHIJKLM -∞ -∞ -∞ D -0.8 1.02 0.76 
EFGHIJKLM -∞ -∞ -∞ E -∞ 0.18 -∞ 
EGHIJKLM -∞ -∞ -∞ F -∞ 0.48 0.36 
EHIJKLM -11.45 14.65 10.99 G -1.32 1.69 -∞ 
EHJKLM -8.325 10.66 7.992 H -0.375 0.48 0.36 
EJKLM -7.95 10.17 7.69 I -∞ 4 3 
EJKL -∞ 4.54 3.40 J -0.5 0.64 0.48 
HM -∞ -∞ 4.58 K -∞ 2.4 1.8 
JKLM -∞ 9.95 7.46 L -1 1.28 0.96 
JKL -∞ 4.32 3.24 M -4.4 5.63 4.22 
KL -∞ 3.68 2.76     
 
Table ‎5-5: Capacity, variable and fixed costs of disassembly transitions  
Disassembly 
transition 
Variable 
cost 
($US) 
Fixed 
cost 
($US) 
Capacity Disassembly 
transition 
Variable 
cost 
($US) 
Fixed 
cost 
($US) 
Capacity 
1 0 0 - 10 0.102 500 2000 
2 0.068 500 2000 11 0.153 2000 1000 
3 0.17 500 1500 12 0.17 3000 2000 
4 0.17 500 900 13 0.153 1000 1500 
5 0.255 500 2000 14 0.17 2000 2000 
6 0.119 500 800 15 0.34 2000 1500 
7 0.17 1000 1500 16 0.17 3000 2000 
8 0.17 500 2000 17 0.17 1000 2000 
9 0.255 2000 1500     
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5.4.2. Results 
The confidence level selected for converting the stochastic constraints was       . An 
important assumption used within the model was the statistical distribution of uncertainty. Real-
world data within PCRR was analyzed to show the high degree of variance in the amount of 
expected incoming e-waste. Since there was not sufficient data within this set to determine a 
stable statistical distribution, the incoming stream uncertainty was assumed to be a normal 
distribution. The model was solved for a number of tower style Computer Cases with N(500,30).  
The results of the model are shown in Table 5-6. The results illustrate that the case should 
be disassembled up to the ‘EHIJKLM’ module, which contains the RAM module, expansion 
cards, power supply, CPU fan, motherboard, CPU heat sink and chases/case. The model shows 
that this module should be re-used.  
 
Table ‎5-6: The resulting subassemblies and their EOL fates including the 
percentage 
EOL Modules EOL options 
EHIJKLM %100 of this module is re-used 
A %100 Disposal 
B %100 Recycle 
C %86.8 Re-use, %13.2 Recycle 
D %58.4 Disposal, %41.6 Recycle 
F %100 Recycle 
G % 100 Disposal 
 
Among the subassemblies, 100% of the modules ‘A’ (chassis side cover) and ‘G’ (hard 
drive) should be sent for disposal and 100% of modules ‘B’ (CD drives) and ‘F’ (hard drive 
cables) should be recycled. For the case of module ‘C’ (CVD drives) 86.8% should be reused 
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and the remaining will be recycled. Finally, 58.4% of module ‘D’ (system fan) should be 
disposed and the remainder should be recycled. Figures 5-2 and 5-3 give an overview of the 
disassembly level, resulting modules and fate of each module.  
 
 
* EHIJKLM Module contains: RAM module, Expansion cards, Power supply, CPU fan, 
Motherboard, CPU heat sink and Chassis 
Figure ‎5-2: The resulting subassemblies of a CPU and the related End of Life 
options [32] 
 
The reuse of the EHIJKLM module is critical, as it would prevent premature disposal of 
functioning materials. In addition, by reusing the RAM module, expansion cards, and 
motherboard, many harmful chemicals will be kept out of landfills. Printed wiring boards (PWBs) 
are the main components in these three components, and they should be kept out of landfills in 
order to minimize the environmental impact caused by computer equipment. These components 
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consist of environmentally hazardous materials, such as copper, gold, and Teflon. In addition, 
PWS often contain flame-retardants and soldering materials, which can additionally pose 
environmental hazards if they leach into the ground or corrode. Therefore, the reuse of PWBs 
and associated products proves to be both profitable and environmentally responsible.  
 
 
Figure ‎5-3: Disassembly transitions, Modules and EOL options [32] 
 
The results of the model are influenced by factors including disassembly cost, 
disassembly transition capacity and the capacity of facilities conducting EOL options. The 
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limited capacity of EOL (re-use, recycling, disposal) facilities restricts the percentage of the 
processed products. Figure 5-4 shows the effects of decreasing the capacity of re-use option on 
the percentage of products that can be processed in the facility. When re-use is included in the 
EOL options, 100% of incoming products will be processed. The removed of this option, 
however, will lead to only 75% of product processing, ultimately decreasing an organization’s 
potential profits. Further, the removal of the disposal option will lead to a 63% processing 
capability, also decreasing the costs. Surprisingly, the mathematical model data shows that 
process capacity will remain at 100% if the recycling process is discarded, but the reuse and 
disposal EOL options are maintained. These results are significant, as they indicate that versatile 
facilities using numerous EOL options will process more equipment than EOL facilities 
specializing in only one type of EOL options, leading versatile companies to steady company 
profits. Further, versatile EOL processing facilities also decrease environmental damage incurred 
from disposed electronic components. 
 
 
Figure ‎5-4: The percentage of processed products based on the re-use capacity [32] 
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The results of the model can not only be applied by remanufacturers to find the 
disassembly sequence and the best end of life option for the subassemblies, but it can also be 
used by designers to get insights to modify their design. For instance, modules ‘D’ and ‘G’ are 
sent for disposal/land filled, showing that the weights of these modules influences transportation 
cost. Therefore, the transportation cost is lowered when the weight of the designed modules is 
decreased. Since the product should be disassembled up to the ‘EHIJKLM’ module, the designer 
should focus on reducing the disassembly time of transitions 1-6. One solution can be to apply 
detachable joints such as a screw, snap or bayonet, instead of glued, welded or soldered 
connections. In addition, the EHIJKLM module is a non-reversible assembly and does not need 
further disassembly. Thus, the designer should not focus on its design for disassembly. Instead, 
module C should be designed in such a way which is good both for re-use and recycling.  
 
5.5. Conclusion 
This chapter considered product end of life management by integrating the uncertainty 
associated with the quantity of received products. The EOL option and the disassembly level are 
two main questions encountered within remanufacturing while receiving EOL products. A 
stochastic MILP model with random parameters is proposed to answer these questions, where the 
quantities of returns are random variables. By crisping the chance constraints, the model is 
converted into an ordinary programming model. An illustrative example applying tower style 
Computer Case was presented which explained the application of the model.  
Future work can include a stronger correlation between real-world data and mathematical 
model assumptions to ensure correct modeling and decrease error based on assumptions. 
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While disassembly results are based on highest profits, the disposal options may cause 
increased difficulty within industry application. For example, the model recommends that all 
hard drives should be sent to disposal. This, however, causes an increased logistics problem 
since computer hard drives often contain very private and personal data, including credit card 
and social security numbers. Because of the importance and sensitivity of this data, mere 
disposal becomes infeasible. Consumers who turn in their PCs want to be assured that private 
data is removed or destroyed from such devices. In order to meet customer demands and avoid 
liability lawsuits, re-manufacturers and refurbishers will incur increased costs associated with the 
removal of private data. Therefore, more precise methods for calculating the market value of 
each of the EOL option can be considered as one of the future works. In addition, this research 
assumed that EOL values of subassemblies are directly proportional to the mass of components 
and materials used within. Therefore, this research could be further expanded in order to include 
the non-linear component cost estimation based on current market values, as opposed a direct 
relationship with component weight. 
The results witnessed in this research have overarching benefits for industry. Best Buy 
has recently started a buy-back program, where consumers can receive up to 50% of the initial 
product cost, if they return their old products to Best Buy while upgrading their electronics. By 
applying this research within Best Buy facilities, managers would be able to find the disassembly 
options and facility management which would lead to the highest profits. The application will 
further yield better process and facility planning, resulting in an efficient large-scale end of life 
management that would produce profits and subsequently lower EOL management costs.  
Current work only focused on the disassembly sequence of PCs. However, the robustness 
of the model can be tested by applying the model to smaller devices, such as cell phones, gaming 
120 
systems, and more. By expanding the model to include additional devices, the subassembly 
analysis may lead to further results and design insights. However, defining the transition matrix 
of the feasible subassemblies is a challenge and therefore future research should develop 
efficient approach for finding feasible subassemblies and analyze possibilities of creating 
disassembly transition matrices automatically.  
Finally, this model focused only on the uncertainty within the incoming e-waste stream, 
which assumes a constant product quality. While this makes the model more manageable, it does 
not adequately represent current industry practices. By introducing stochastic uncertainty to both 
quantity and quality of products, the model could be improved further.  
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CHAPTER 6 A MARKOV CHAIN MODEL TO MAXIMIZE 
REVENUE THROUGH CHANGING PRODUCT UPGRADE 
LEVELS  
6.1. Introduction 
In recent years the enforcement of environmental legislation has extended the 
responsibility of manufacturers to cover the entire life of certain products. Therefore, the 
manufacturers are responsible for their products even at the end of their usage lives. Several 
factors make the refurbishing operations of the reverse logistics process difficult, including 
uncertainties in the quantity and quality of returns which negatively affect remanufacturing 
activities.  
Extended enterprises are actively committed in remanufacturing and recovering of their 
used products by either leasing their products or by offering trade-in credits on the return of a 
used product when a new product is purchased [96]. These policies result in a more predictable 
return stream. Although the return stream has become more and more steady and predictable, 
uncertainty and variability still present barriers to profitability. The remanufacturers still struggle 
with the variation in the quality of the returned products. The refurbishing companies receive 
products with different levels of quality. There should be a technique to help them decide about 
the level to which a product should be upgraded. This chapter focuses on the economic aspect of 
upgrading a product in the remanufacturing environment with stochastic variability. It describes 
the method presented in the ASME paper [170], a linear programming method that applies 
discrete time Markov Chain model where the quality of a product/component may vary during 
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time based on a transition matrix. The model obtains the optimal upgrade policy which 
maximizes the expected value.  
This chapter presents work published in Behdad and Thurston (2011) [170], The rest of 
the chapter is organized as follows. Section 2 introduces the proposed method. The application of 
the model is show in section 3 via an example of a copy machine. The results of the example are 
further investigated applying system dynamics approach in Section 4. Finally, the conclusion 
remarks are given in Section 5.  
 
6.2. Problem Definition 
The remanufacturing systems focus on the outdated products collected from customers. A 
simple overview of a remanufacturing process is depicted in Figure 6-1. The end of lease/used 
products are received. The refurbishing facility receives products with various quality levels. The 
returns are first categorized at the inspection and classifying station. They deal with varying 
incoming quality levels by landfilling the lowest quality ones and upgrading the rest to a uniform 
quality level. On the other hand, Figure 6-2 depicts the model presented in this chapter in which 
the remanufacturer should decide about the upgrade level which maximize the market value of 
the product, the lowest quality ones are upgraded to some lower level (and not wasted), and the 
rest are upgraded to varying degrees to maximize revenue. 
The returned products are graded into N different quality levels (states). S is the set of 
quality levels/states. S {1, 2, 3, …, N}. The average market value of the component/product, ri, 
is based on its quality. After determining the condition of the product the next step is to decide 
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whether the product or component should be upgraded or not and what is the best quality level 
for upgrade. (i) is the decision chosen when the quality state is i. Since moving from quality 
level i to quality level j only depends on the present quality level, and not the past states, the 
process can be modeled applying a discrete Markov Chain model. The quality of the product 
deteriorated over time based on a transition matrix P. The transition probability pij is the 
probability that the quality of a component transits from state i to state j in one step. The 
statistical data available from the remanufacturing system can be used for establishing the 
transition probability matrix, P(pij). 
The value of each decision, V(i), is calculated by considering the current market value of 
the product with quality state i, the chosen decision and the transition probabilities between state 
i and other states. Equation 6.1 summarizes this.  
V(i) = ri,(i) +  j 1,2,…,N p(j | i, (i)) V(j), for i   1,2,…,N     (6.1) 
The discount factor   is applied to take into account the present value of the component 
from the next lifecycle. The discount factor is the same as the rate of return earned on an 
investment in markets with similar risk. 
Different scenarios can be analyzed using the above equation. A linear programming 
approach can be applied to solve the mentioned Markov Decision process [171]. An optimal 
stationary policy for the maximization Markov Decision process mentioned above can be found 
by solving the following LP: 
Min    
 
                (6.2) 
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Subject to:  
                                                          (6.3) 
V(i)              (6.4) 
. 
 
 
 
 
 
Figure ‎6-1: The classification of received products and upgrading to uniform 
quality [170] 
 
 
 
 
 
 
 
 
 
 
Figure ‎6-2: The process of upgrading returned products to varying quality levels  
[170] 
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If a constraint for state i and decision d is tight, then decision d is optimal for state i. The 
notation of the model is listed below 
Notation: 
i: current state (quality level)  
j: state in the next lifecycle  
S: set of states {1, 2, 3, … , N}  
: set of decisions/policy 
(i): decision chosen when the process begins in state i. 
ri,(i): the expected value given that the state is i and the decision is (i) 
V(i): expected revenue earned over an infinite number of periods, given that at the end of first 
lifecycle, the state is i and the stationary policy is . 
: the discount factor 
p(j | i, (i)): probability of transition to state j from state i when making decision (i) 
P: transition probability matrix 
 
6.3. Application of the Method: Copy Machine 
House-hold electric appliances, such as refrigerators, washing machines, computer 
peripherals, and automobiles and their parts have some features that make them appropriate 
products for upgrade or repair. Some of their characteristics are as follow [172]: 
 Complicated assembled products which are difficult to disassembled and recycled with 
high quality.  
 They are long life products that encounter obsoleteness and damage 
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 Their performance becomes quickly deteriorated because of the rapid technology 
progress.  
In general, if consumers want to keep those products for a long period, their operational 
performance to the environment becomes worse. If users want to dispose them frequently a large 
volume of waste disposal is generated. And if simply the total recycling strategy is adopted, a 
huge amount of disposal and recycling is necessary. Therefore for this type of product, there 
should be some strategies to refurbish, upgrade or repair them.  
Nevertheless, the question whether and when to replace or repair in case of failure is not 
easy to answer on an intuitive basis. Both early replacement/upgrade (almost new and acceptable 
quality level items are replaced) as well late replacements (the end of life of a product is too 
close) are not economically justifiable. 
An example of a copy machine (Canon imageRunner 3570) shown in Figure 6-3 has been 
considered here. At the time of return, the quality of an end-of-lease copy machine based on its 
condition is in one of the five states: 
 A - These are used copy machines in excellent condition with minor cosmetic blemishes.  
 B - These are used copy machines in good to great shape with more obvious blemishes 
and other cosmetic issues 
 C - These are used copy machines in good working condition with fair to poor cosmetics. 
 D- These are used copy machines with poor working condition still can be repaired 
 E- These are used copy machine with poor working condition sent for material recovery 
The average value of the copy machine based on its quality is listed in Table 6-1. 
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Figure ‎6-3: Canon imageRunner 3570 copy machine. [Ref. google image] 
 
Table ‎6-1: Average market value of used copy machines with different quality 
levels 
Quality level Market Value  
A $900 
B $400 
C $160 
D $50 
E $-30 
*The price of a new copy machine is around $2800. 
 
After observing the condition of the component at the refurbishing process, the choice of 
repair versus replacement is made by the remanufacturer. The decision depends on the relevant 
costs. It is therefore important for the remanufacturer to devise a maintenance strategy which 
minimizes the cost of refurbishment. Table 6-2 summarizes the list of decisions and the 
associated cost for each decision. The costs listed in Table 6-2 are estimated based on the labor 
cost ($40/hour) and the prices of replaced components shown in Table 6-3. The cost of refilling 
toner and cleaning has been excluded since it is a part of cost for all of the alternatives.  
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Table ‎6-2: The existing quality levels and their associated upgrade alternatives  
Quality 
Level 
Decisions/ 
alternatives 
Description Cost* ($) 
A Quality grade A Refilling toner and cleaning  
B 
Upgrade to grade A Refilling toner, cleaning and replacing 
upper/lower fuser rollers and exit tray 
with new components 
72 
grade B Refilling toner and cleaning  
C 
Upgrade to grade A Refilling toner, cleaning and replacing 
upper/lower fuser rollers, exit tray, 
laser unit and power supplies with 
new components 
235 
Upgrade to grade B Refilling toner, cleaning and replacing 
laser unit and power supplies 
163 
grade C Refilling toner and cleaning  
D 
Upgrade to grade A Refilling toner, cleaning and replacing 
Fuser unit, laser unit and power 
supplies, upper/lower fuser rollers and 
exit tray with new components 
386 
Upgrade to grade B  Refilling toner, cleaning and replacing 
Fuser unit, laser unit and power 
supplies 
314 
Upgrade to grade C Replacing fuser unit  151 
grade D Refilling toner and cleaning  
E 
Sent for material 
recovery 
Transferring to recycling centers  
 
Table ‎6-3: Prices of copy machine components 
Row Part Price ($US) 
1 upper/lower fuser rollers 50 
2 exit tray 20 
3 laser unit 70 
4 power supplies 90 
5 Fuser unit 150 
6 Toner refill 30 
 
In addition to the cost of each decision, the quality of the product in the future life cycle 
is also important. Suppose that the quality of a copy machine deteriorates over time according to 
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the following transition matrix. This matrix provides the probabilities of moving from any state i 
to any state j in a single-step time period or life cycle. The probabilities can be calculated 
applying the historical data available from the remanufacturing process. For instance the 
probability that the returned copy machine has quality level C given that it had quality level B in 
previous lifecycle is 0.25. 
 
 
 
P 
 
  A B C D E  
A  0.5 0.30 0.15 0.04 0.01  
B  0 0.5 0.25 0.20 0.05  
C  0 0 0.55 0.35 0.10  
D  0 0 0 0.6 0.4  
E  0 0 0 0 1  
 
If the quality of the returned copy machine is grade A the product will be sent for 
cleaning, if the quality is grade E the product will be sent for material recovery (MR), but if the 
quality is grade B, C or D the remanufacturer should decide up to which level the product should 
be upgraded. The possible decisions are listed in Table 6-2. Therefore 
D(A)={CA} D(B)={UA,CB} D(C)={UA,UB,CC} D(D)={UA,UB,UC,CD} 
D(E)={MR}  
 
Where  
UB : Upgrade to quality level B                     CB: Not upgrade (just cleaning)  
The transition probabilities are given by: 
P(A | A, CA) = 0.5 P(B | A, CA) = 0.3 P(C | A, CA) = 0.15 
P(A | B, UA) = 0.5 P(B | B, UA) = 0.3 P(C | B, UA) = 0.15 
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P(A | B, CB) = 0 P(B | B, CB) = 0.5 P(C | B, CB) = 0.25 
P(A | C, UA) = 0.5 P(B | C, UA) = 0.3 P(C | C, UA) = 0.15 
P(A | C, UB) = 0 P(B | C, UB) = 0.5 P(C | C, UB) = 0.25 
P(A | C, CC) = 0 P(B | C, CC) = 0 P(C | C, CC) = 0.55 
P(A | D, UA) = 0.5 P(B | D, UA) = 0.3 P(C | D, UA) = 0.15 
P(A | D, UB) = 0 P(B | D, UB) = 0.5 P(C | D, UB) = 0.25 
P(A | D, UC) = 0 P(B | D, UC) = 0 P(C | D, UC) = 0.55 
P(A | D, CD) = 0 P(B | D, CD) = 0 P(C | D, CD) = 0 
   
P(D | A, CA) = 0.04 P(E | A, CA) = 0.01  
P(D | B, UA) = 0.04 P(E | B, UA) = 0.01  
P(D | B, CB) = 0.20 P(E | B, CB) = 0.05  
P(D | C, UA) = 0.04 P(E | C, UA) = 0.01  
P(D | C, UB) = 0.20 P(E | C, UB) = 0.05  
P(D | C, CC) = 0.35 P(E | C, CC) = 0.10  
P(D | D, UA) = 0.04 P(E | D, UA) = 0.01  
P(D | D, UB) = 0.20 P(E | D, UB) = 0.05  
P(D | D, UC) = 0.35 P(E | D, UC) = 0.10  
 
Suppose that starting with quality level C, the decision is to upgrade the product to 
quality level B, then the probability that the product moves from quality level B to level D as 
mentioned in transition matrix is equal to 0.2 and is defined by P(D | C, UB) = 0.20.  
The expected values are given by  
rA,CA=$900 rB,UA=$828 rC,UA=$665 
 rB,CB=$400 rC,UB=$237 
  rC,CC=$160 
rD,UA=$514 rE,MR= $-30  
rD,UB=$86   
rD,UC=$9   
rD,CD=$50   
 
The decision made at period t can be a function of the states at time periods 1,2,…,t and 
the decisions made at time periods 1,2,…,t-1.  
Then, V(i) can be obtained by setting up and solving the following N linear equations: 
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The LP model of the example would be as follow: 
 
Objective Function: 
Min VA+VB+VC+VD+VE 
 
Subject to: 
VA  900 + .9(0.5 VA + 0.3VB+0.15VC+0.04VD+0.01VE)    CA in A 
 VB  828 + .9(0.5 VA + 0.3VB+0.15VC+0.04VD+0.01VE)    UA in B  
VB  400 + .9 (0.5VB+0.25VC+0.20VD+0.05VE)     CB in B 
VC  665 + .9(0.5 VA + 0.3V=+0.15VC+0.04VD+0.01V=)    UA in C  
VC  237+ .9 (0.5VB+0.25VC+0.20VD+0.05VE)     UB in C 
VC  160 + .9(0.55VC+0.35VD+0.10VE)      CC in C  
VD  514 + .9(0.5 VA + 0.3VB+0.15VC+0.04VD+0.01VE)    UA in D  
VD  86+ .9 (0.5VB+0.25VC+0.20VD+0.05VE)     UB in D 
VD  9 + .9(0.55VC+0.35VD+0.10VE)      UC in D 
 VD  50 + .9(0.60VD+0.40VE)       CD in D  
VE  -30          MR in E  
VA, VB, VC, VD, VE  0 
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If a constraint for state i and decision d is tight, then decision d is optimal for state i. The 
results of solving the model show that the optimal strategy is to reuse the copy machine if the 
quality level is grade A, to send it for disposal if the quality is grade E and to upgrade the 
product to grade A if the received product has other grades (B, C or D). Based on a Markov 
decision process and applying the suggested strategy, the revenue of the refurbishing facility 
over an infinite horizon would be maximized.  
The results of the model are influenced by some factors including the upgrade cost and 
the transition probabilities of quality levels. Sensitivity analysis can be applied to illustrate how 
the optimal policy is affected by these factors. Moreover, the results of the model can be 
simulated to determine the effects of the chosen strategy on other aspects of a remanufacturing 
system for example the inventory/production planning. The next section discusses the results of 
simulating the remanufacturing process applying the suggested strategy 
 
6.4. Results Analysis Using System Dynamics Approach 
System Dynamics approach. A system dynamics approach is a modeling and simulation 
method for dynamic industrial management processes and could be an appropriate tool for those 
management systems in which new circumstances appear with the passing of time and new 
decisions have to be made [173].  
The structure of a dynamic system model contains stock and flow variables. Stock or 
level variables are accumulations of items represented by rectangles in the model, while rate of 
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flow variables are physical flows of items feeding or depleting stocks. Physical flows of items 
are represented by double line with arrows and flows of information are represented by single 
line with arrows. Auxiliary variables represent constant or converters used in calculation [174]. 
There is a mathematical mapping behind the stock-flow diagram. The mathematical 
model of a stock-flow diagram is represented via a system of differential equations, which is 
numerically solved via simulation. The simulation software has been employed here is Vensim.  
Figure 6-4 illustrates a draft view of product take back process based on the results of the 
model. The collected returns with grade E are sent for disposal, the returns with grade A are 
counted as reusable inventory and the returns with other grades are sent to be upgraded. 
In order to simplify the system, a number of assumptions are considered in this analysis. 
One major assumption is the number of returns which is calculated based on the forecasted 
demand and a return index. The return index is considered as the frequency of the product 
returned by the customer during its life time and can be formulated as follow [102]: 
(the number of times a product could be returned during its lifetime) / product lifetime = 
1 / average residence time 
Our objective is to analyze the effects of the suggested upgrade strategy on the amount of 
reusable inventory (available products for sale) in a remanufacturing system in which variability 
on the quality of returns characterizes the remanufacturing process. Figure 6-5 depicts an 
overview of the inventory flow in the system.  
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Figure ‎6-4: Stock and flow diagram of upgrade process (has been modeled in 
Vensim software) [170] 
 
The amount of ‘reusable inventory’ or the inventory for sale is the focus of our analysis. 
The reusable inventory is influenced by either the return index or the quality level of returned 
products. The return index is derived from the ‘time in storage’ and the product’s ‘usage life’. 
Time in storage is affected by either the customer behavior in using the product or product 
characteristics. The results of the analysis indicate that the ‘quality level’ of returned products 
has more influence on the number of reusable inventory compare to the ‘time in storage’. The 
effects of quality level is studied via changing the percentage of returned products with quality 
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level E. Increasing the quality level by 2 percent results into a higher reusable inventory compare 
to decreasing the ‘time in storage’ from 5 months to 1 month.  
 
 
 
 
 
 
Figure ‎6-5: An overview of the inventory flow in the simulated remanufacturing 
system [170] 
 
Figure 6-6 summarizes three scenarios: The red line represents the inventory for sale 
where the percentage of returned products with quality level E is 0.1 and the time in storage is 5 
months. The green line shows the inventory level where the time in storage is reduced to 1 month 
The available products for sale versus 
the number of upgraded products 
The reusable inventory for sale during 
time 
The available products for sale versus 
the number of collected products 
The collected returned during time 
136 
and the blue line represents the situation where the quality level improve to 0.08 and the time is 
storage is still 5 months.  
Although manufacturing companies cannot impact the ‘time in storage’ since it is 
influenced both by product characteristics and the customer behavior which is not under their 
control, they can do so through improving the design of their products. Modifying the product 
design not only helps improve the quality, but also helps to reduce the time in storage. For 
example, applying a modular design makes a product easy to be disassembled, so the return of 
the components for the purpose of the upgrade or repair would be facilitated.   
 
 
Figure ‎6-6: The influence of quality level and customer behavior on the amount of 
reusable inventory [170] 
 
6.5. Conclusion 
The management of refurbishing activities requires new techniques to facilitate the 
decision making process and make these activities cost effective. One challenge facing the 
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reverse refurbishing operations is the variability in the quality level of the received products. The 
refurbishing companies must determine if a certain product with a specific quality level should 
be upgraded and  the extent to which upgrading should be done. 
This chapter formulated this problem applying a discrete time Markov Chain model. An 
example about refurbishing a copy machine with 5 different quality levels was provided to show 
the application of the model. The results of the model determined the optimal upgrade strategy. 
The results further were investigated applying a system dynamics approach to determine the 
effect of the chosen strategy on the remanufacturing system.  
Applying a system dynamic approach for investigating the optimal strategy, several 
observations were made looking at the impacts of the ‘time in storage’ and the ‘quality level’ of 
the returned products. The main observation is that quality level has more influence on the 
number of reusable inventory compare to the time in storage. Therefore, changes in the product 
design can improve control on the amount of inventory for sale in a refurbishing company.  
The results of the study can be extended in several ways. First, the expected value of each 
upgrade decision in Markov chain model can be modified to include the environmental effect as 
well as the upgrade cost. Second, the quality of the product during time can be calculated using 
more accurate method rather than just estimating with regard to the historical data. Third, more 
investigation on the simplified version of the remanufacturing process in the system dynamics 
approach could be a topic for further research  
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CHAPTER 7 SYSTEM DYNAMICS MODELING OF DESIGN 
FOR END-OF-LIFE RECOVERY UNDER UNCERTAINTY 
7.1. Introduction 
Take-back legislation, customer consciousness on environment issues and profitability of 
salvaging operations lead designers to focus on Design for EOL (DfEOL) recovery initiatives. 
Design for Recovery stands among ‘Design for X’ efforts and aims to reduce environmental 
impacts and life cycle costs and to maximize the recovery value of EOL products [175]. 
However, consideration of EOL recovery early in design is a complex task that requires 
designers to study a wide range of factors including product design features, customer behavior 
in product return, disassembly and refurbishing operations. The point is that DfEOL relies 
heavily on information that designers do not know at early stages of design. Therefore, there is a 
need for an analytical tool that helps designers predict how the design features impact the 
product EOL recovery system.  
The objective of this work is to develop a simulation based System Dynamics model that 
helps designers study the overall life cycle of the product with an emphasize on disassembly and 
EOL recovery operations. The model provides a practical design evaluation tool that determines 
specific design factors that influence, directly or indirectly, EOL recovery value. In addition the 
model can address a large number of scenarios for the uncertain parameters.  
To the best of our knowledge, the simulation model developed in this chapter is the first 
attempt to include system thinking approach to design for EOL recovery under uncertainty with a 
large number of factors influencing the recovery value.  
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This chapter presents work discussed in Behdad et al (2013) [176] and is structured as 
follow. The simulation model is introduced in Section 2. Section 3 discusses the application of 
the model and Section 4 shows how the model can be used for the purpose of the design scenario 
analysis. Finally, Section 5 concludes the chapter.  
 
7.2. Simulation Model 
This section outlines the SD simulation approach to help designers model the complexity 
over the entire product life cycle and explore design features influencing the EOL recovery. SD 
is a powerful method in modeling any complex system identified by interdependency, nonlinear 
causality and information feedback [177]. What distinguishes SD from other engineering models 
is that SD relies on casual loops and information feedback [178]. The cause and effect often are 
not closely related in complex systems and there are often some nonlinear interrelationships 
among variables that may change over time [179]. Therefore, decision makers should look for 
the causes of the difficulty in the structure and policies of the system not just the prior events and 
variables. SD provides designer feedback based models and helps investigate the impact of 
design policies at an aggregate level over time.  
Several studies have used System Dynamics simulation to model the recovery logistics 
network of manufacturing and remanufacturing companies. The primary objective of those 
studies was capacity planning [180], [181], [174]. Qingli et al. [182] also applied a SD model to 
compare the performance of an ‘open loop’ supply chain, in which the remanufactured products 
are redistributed in a secondary market, with a closed-loop supply chain. Georgiadis and Besiou 
[183] investigated the impact of ecological motivation including the legislation and green image 
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factor and the impact of technological innovations on the behavior of a closed-loop supply chain. 
Dong et al. [184] developed a SD model to assess the impact of cleaner production regulations in 
the electroplating industry in China. However, none of the above mentioned studies considered 
the role of product design and product properties into account.  
The overall structure of the SD model formulated in Vensim software is presented in this 
section.  
7.2.1. The overall framework of the model  
The Stock and Flow diagram is used to show the dynamics of the system. The structure 
of all stock and flows is composed of several elements: Stocks represented by rectangles, Inflows 
represented by a pipe pointing into the stock, Outflows represented by pipes pointing out of the 
stock, Valves that control the flows and Clouds that represent the sources for the flows.  
The representation of the model itself consists of five sectors, each representing a 
different sub process: product aging structure, product failure over its life cycle, customer 
behavior in returning back the used product to the waste stream, disassembly process and finally 
product end-of-life recovery process.  
To make it easy to read, each part of the model is shown in a separate figure, Figure 7-1 
to Figure 7-4. The complete model is available in Figure 7-5.  
 
Aging process 
This part of the model traces one generation of the products over 15 years. The flows of 
products are homogeneous in the sense that they are of the same model. The products go through 
141 
six aging categories in a logical order. An exponential decay function can be applied to allow a 
smooth aging of product into different aging steps. Figure 7-1 represents the main structure of 
the aging process. It consists of six stock variables connected through seven rates from variable 
‘A 2 3’, representing the number of two to three-year old products, to variable ‘A 11 15’, 
representing the number of products in age eleven to fifteen. The first part of the model is shown 
in Figure 7-1. The model described in Figure 7-1 is called the sixth-order delay since there are 
six levels between the inflow and outflow products. The ‘Expected life time’ variable is used to 
determine the outflow rate of each aging step. One general equation for the outflow rate is an 
exponential decay function. Since products go through six aging categories, the decay function 
can be defined as follow [185]: 
    
     
             
    
 
          (7.1) 
      
Figure ‎7-1: Stock and Flow diagram of the products flow through six age 
categories (age 2-age 15) and product failure over the 15-year horizon [176] 
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Product failure over its life cycle 
This part of the model represents the product failure over its life cycle. While some 
products move onto the next age step, some fail and are no longer functional. The failed products 
will be returned back to the waste stream. The products failing during the age range 2 to 3 years 
are categorized as ‘Quality 1’ products, those failing during age 3 to 5 are categorized as 
‘Quality 2’ and so on. The failure rate at each age step is taken to characterize the product 
reliability. In this model, Weibull and Exponential distributions have been applied to model the 
failure rate over the six age steps. The Weibull failure distribution can be applied to model both 
decreasing and increasing failure rates. A Weibull distribution with decreasing failure rate is 
used to determine the failure rate during the first two age steps, products in age 2-5 years old. An 
exponential distribution is used to show the rate of failure for products in age 5-9 years old and 
finally Weibull distribution with increasing failure rate can be applied to model the failure rate of 
products in age 9-15 years old. As an example, the outflow from stock variable ‘A 3 5’ (failure 
rate of products in age 3-5 years) is calculated using the following equation: 
     
  
 
 
 
 
     
 
 
 
 
             (7.2) 
In general, the failure rate can be estimated as a rough function of a product’s reliability 
and design life. Therefore the designer can estimate the amount of products returned back to the 
waste stream based on these two factors. The renewal functions that are the generalization of the 
Poisson process can also be applied to count the number of failures in a fixed period of time 
[186]. 
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Customer behavior in returning back the used product to the waste stream 
End-customers' willingness-to-recycle behavior or customer’s willingness-to-storage 
influences the collection rate of used products. When a product is obsolete or no longer meets 
customer requirements, the customer may not return it back immediately to the waste stream. 
Therefore, delays are inherent in tack-back systems. For example, about 180 million units of the 
electronics sold between 1980 and 2004 in the U.S., 9% of the total electronics, are still in 
storage, awaiting disposal [187]. Transaction costs of tack-back options including both financial 
and non-tangible (psychological) costs, the remaining product’s market value, product lifetime, 
and unawareness of the tack-back options are among several factors affecting the customer 
behavior in end-of-life returns [188].  
To model the delay time in EOL returns, the third order exponential delay equation in 
Vensim software called DELAY3 is applied. DELAY3 has two arguments. The first is the input 
variable (failure rate), and the second is the delay time. Since the time in storage is not fixed for 
all customers, a uniform random variable using RANDOM UNIFORM function ‘average time in 
storage’ is defined in the model to represent delay time. Moreover, it has been assumed that the 
end-user willingness to keep the used product is affected by the product age. The average time in 
storage for a one-year old nonfunctional product is different from the average storage time of a 
10 year-old used product. Therefore several ‘average time in storage’ variables with different 
means are used to model the delay time in returning used products for EOL recovery (Figure 7-2): 
                                                                  (7.3) 
Where ‘rate of return Qi’ refers to the rate of products with quality level i returned back 
to remanufacturing facilities.   
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Figure ‎7-2: ‘Average‎time‎in‎storage’‎variables‎represent‎the‎delay‎time‎in‎
returning used products to EOL recovery system [176] 
 
 
Disassembly process 
One of the basic activities in almost every product recovery operation is to disassemble 
the used product into its components. Components with economic value have first to be extracted 
from the product and then sent to the appropriate EOL recovery option for reuse, 
remanufacturing, or recycling. One part of the model is assigned to simulate the disassembly 
process. The product disassembly rate is affected by several factors: the number of collected 
products, disassembly time, probability of damage during disassembly, and the number of work 
labor available for disassembly.   
Disassembly operation is often conducted manually by workers in refurbishing 
companies. Since the quality of the returned product determines the recovery option, therefore 
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including quality considerations is essential in determining the speed of conducting disassembly 
and disassembly time. In general disassembly time depends on product characteristics such as 
quality, age and usage as well as on the type of disassembly processes and the destined EOL 
recovery option [189]. In the current model, the ‘average disassembly time’ of collected products 
is calculated as follow: 
                         
                                                                                (7.4) 
Where ‘disassembly time i’ is the time required to disassembly a product with Quality 
level i and ‘Modular design’ is a variable ranging from 0 to 1 reflecting the impact of modular 
design on the disassembly time (Figure 7-3).  
 
 
Figure ‎7-3: Disassembly process [176] 
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Product end-of-life recovery process 
The recovery operations begin when components and modules from EOL products are 
obtained from disassembly process. There are several EOL treatment options for a used product. 
The most common options are reuse, remanufacturing, recycling and disposal. Among them, 
disposal is the least desirable option due to the environmental impact and reuse is the preferred 
alternative since it helps conserves the environment and the value that still is embedded in the 
product [190]. In this work, three EOL options have been included in the model. The ‘landfill 
percentage’ variable is defined to determine the percentage of the components that do not have 
the required quality to be reused or recycled and therefore need to be sent for disposal. The 
‘reuse rate’ is determined based on the ‘market demand for the component’ and also ‘the time to 
respond component’s demand’. The market demand can be defined via LOOKUP function which 
allows for user-defined functions and matches a set of input values to a set of output values. 
The ‘recycling rate’ is calculated based on several factors including ‘market demand for 
the material’. ‘component’s weight’, and ‘recovery percentage’. Recovery percentage would be 
different depending on the ‘component’s material type’ and represents the yield of the recovery 
operations. The ‘recycling rate’ is calculated as follow: 
                              
                         
                
 
                         
                  
                                
    (7.5) 
The carbon emission and the earned market value can further be calculated using the 
‘recycling rate’. The overall overview of the product EOL recovery operations is shown in 
Figure 7-4. 
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Figure ‎7-4: Stock and‎Flow‎diagram‎of‎the‎‘Product‎EOL‎recovery‎process’  [176] 
 
7.2.2. Design features included in the model  
The proposed model establishes a link between designer’s decisions and what will 
happen at the EOL recovery. According to Rifer and Stitzhal [114], if designers decide to design 
a product that incorporates DfEOL principles they need to include several objectives such as: 
 Design for product-life-extension  
 Design for disassembly to facilitate component recovery and reuse  
 Design for recyclability  
 Design for identification, separation, and appropriate handling of toxic 
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Figure ‎7-5: Overall Structure of the Model [176] 
Figure 7-1 
Figure 7-2 
Figure 7-3 
Figure 7-4 
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In order to satisfy the above mentioned objectives, designers need to add some design 
features. However, designers lack detailed feedback on how design features influence EOL 
recovery. The current simulation model provides an evaluation technique for designer to assess 
the impacts of design features on EOL recovery.  
The following design variables are implemented in the model: 
 Expected design life: of a product is the amount of time during which the 
product is expected to work under specified conditions defined by designers.  
 Reliability: The parameters associated with the hazard rate function such as 
Weibull distribution   and   parameters are a result of the materials selected and the 
design of the system.  
 Average disassembly time 
 Probability of damage during disassembly 
 Modular Design: ranging from 0 to 1 represents how the product is organized 
as a set of components. Modular design directly influences disassembly time and also 
product’s reuse rate.  
 Component weight 
 Component material type 
 Recovery percentage representing the recyclability of the component 
 Degradability: ranging from 0 to 1 represents the degree to which a 
component is degradable. Degradability is determined based on the material type and 
should satisfied regulatory considerations.  
Table 7-1 summarizes the connection between the above mentioned features and some of 
the DfEOL principles.  
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Table ‎7-1: Design features associated with DfEOL principles  
Design Concepts Design features 
design for product-life-
extension 
expected design life, reliability 
design for disassembly 
disassembly time, probability  of damage during 
disassembly, modular design 
design for recyclability 
and reuse 
material type, component weight, recovery 
percentage, degradability, modular design 
 
7.2.3. Cognitive biases covered in the model  
Analyzing the EOL recovery at the design stage gets complicated knowing the fact that 
the EOL recovery is influenced by the end-customer behavior in returning back the used 
products and also the decisions made by remanufacturing operators during sorting, inspection, 
disassembly and refurbishing operations. Modeling human decision making is challenging since 
human rationality is bounded. People often apply a set of rules of thumb and heuristics to make 
decisions, however they lead to systematic errors and biases in many cases [177]. To help the 
designer investigate the role of human decision making on EOL recovery, three decision areas 
have been included in the model.  
Average time in storage 
The customer willingness to keep used products in storage is influenced by several 
cognitive biases including endowment effect, loss aversion and status quo bias. The followings 
are brief explanations of cognitive biases that may impact time in storage:  
 Endowment effect: the fact that people often request much more to give up an item 
than they want to pay to receive it [191].  
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 Loss aversion: people are more sensitive to losses than to gains. The dissatisfaction of 
giving up an item is more than the satisfaction of receiving it [192].  
 Status quo bias: the willingness to like things to keep their current state 
To address the impact of cognitive biases on ‘time in storage’, the simplifying 
assumption that the ‘time in storage’ is fixed is not valid. In this model, three separate uniform 
random variables are defined to represent the time in storage for products with various quality 
levels. The lower the age of failed product is, the higher average time in storage is set.  
Probability of damage during disassembly 
Another area in which human decision making may influence product EOL recovery is 
where the workers in remanufacturing companies rely on their own judgment to sort and 
manually disassemble used products. In reality due to the variability in the amount of dissimilar 
products with different configuration received in remanufacturing companies, the normative 
decision making models are not used to determine the optimal path for disassembly instead the 
operators use their own intuitive solutions. Depending on the purpose of disassembly, the criteria 
chosen by operators to select the disassembly path would be different. If the retrieval of reusable 
components is the purpose of disassembly, then the likelihood of occurring damage during 
disassembly is important to user for determining the disassembly path. The point is that operators 
make decisions based on their subjective assessments of probabilities which may be quite 
different from the objective or true probabilities of damage. The subjective assessment of 
probability influences the speed of disassembly conducted by operator and finally the rate of 
components generated for recovery.  
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The tendency to quantitatively overestimate the probability of infrequent events and 
underestimate the probability of frequent events was well studied by Tversky and Kahneman 
[193] through prospect theory. These overestimation or underestimation of probability can be 
explained through cognitive biases. Availability bias and Loss aversion bias are two examples of 
them. Availability bias describes the tendency of the decision maker to overestimate the 
likelihood of events that are more available in memory. Loss aversion bias explains the point that 
the severity and consequence of disassembly damage affects the operator’s estimation about 
probability. According to Harris el al. [194] the decision maker judges an event to happen more 
likely when its consequence is extremely negative than when it is more neutral.  
The variable ‘subjective probability of damage’ is defined in the model to include the 
impact of cognitive biases on the estimation of probability. The subjective probability of damage 
is calculated from the objective probability based on the following formula [182]: 
                                 
  
           
 
 
      (7.6) 
Where p is the true probability and parameter     (           ) determines the 
curvature of the ‘subjective probability of damage’ S-shape function.  
7.2.4. Uncertainties covered in the model  
The behavior of customers as well as product features such as design life cause 
uncertainties in the quality, quantity, location and timing of product returns. Given the 
complexity and uncertainty of the reverse flows, predicting the quantity, quality, and timing of 
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returned goods is difficult [195]. The current SD model helps designer predict the rate of product 
returns with various quality levels over time.  
Brown-West et al. [13] conducted a design of experiment analysis to determine the most 
influential factors on the economic performance of a recovery system. Several factors were 
included in their analysis. The amount of returned flows, commodity prices, depreciation rate, 
original quality of the components used in the product and product age were among those factors. 
The results of the analysis showed that product age has the most impact on the recovery system 
economic performance.   
Based on the product expected design life, the product flow is categorized to six age 
categories. Each age category represents one quality level. The failure rate of each category 
determines the quantity and timing of product returns. The ‘total rate of return’ and ‘Qi fraction’ 
variables show the total number of returns at each time step and the fraction of products received 
with quality level i respectively.  
Uncertain ‘disassembly time’ and ‘average time in storage’ are other examples of 
uncertainties that affect recovery process. Random variables are used to model these sources of 
uncertainties.  
 
7.3. Application of the Method: Personal Computer  
An example of desktop computer is applied to show the application of the model. 
Electronic Waste has become a concern in the US and many other countries due to the high 
generation rate, hazardous materials they contain and the lack of regulations for their proper 
154 
disposal or recycling [196]. In 2011 around 95.4 million computers were sold in the US [197]. 
According to EPA report electronics waste is growing at three times faster than the rate of other 
municipal waste [198]. Based on the age distribution presented in EPA report, the expected 
design life of the desktops is 12.2 years [199]. Applying this information, this section explains 
the result of the model for one generation of desktops going through six age categories over 15-
year period. The values of parameters used in the simulation are presented in Table 7-2. It is 
assumed that 10,000 units of a specific model of desktop computer are sold. Figure 7-6 illustrates 
the number of desktops in each age category over 15-year period. As you can see the number of 
products in age category 2-3 (A23) starts to reduce exponentially and over the years the number 
of computers in other age categories increases and then finally decreases near the end of the age 
period.  
Another aspect of reasoning for dividing the 15-year period to six age categories 
corresponds to set levels of product “quality”. There are two methods of estimating the product 
failure over the entire product lifetime. The Weibull distribution is applied to estimate the 
number of products failed at the first two and last two age periods (1, 2, 5 and 6). This is due to 
the higher chance of failure in the first few years of manufacture as well as near the end of the 
estimated life which is where this reasoning comes from. Figure 7-7 depicts the impact of 
Weibull distribution on the number of products failed in the first period (or about 2-3 years after 
manufacture). The blue color line represents the number of failed computers and the red color 
line shows the total units being sent to the remanufacturers. The difference between two lines is 
the result of customer cognitive behavior in keeping the old used products in storage.  
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Table ‎7-2: The values of parameters used in the simulation 
Parameter Value 
Expected design life 12.2 years 
Average storage time 1 RANDOM UNIFORM(2.11, 2.15 , 2.1 ) 
Average storage time  RANDOM UNIFORM(1.95, 2.05 , 2 ) 
Average storage time 2 RANDOM UNIFORM(0.6, 0.7 , 0.5) 
Theta burn in 20 years 
Beta burn in  0.3 
Theta wear out 20 
Beta wear out  3 
Probability of damage RANDOM UNIFORM(0.09, 0.2, 0.1 ) 
Gamma 0.69 
No. of disassembly work labor 6 
Modular design  0.85 
Dis. time of products with Quality level 1 30 
Dis. time of Q2 32 
Dis. time of Q3 34 
Dis. time of Q4 36 
Dis. time of Q5 38 
Dis. time of Q6 40 
Recovery percentage Lookup function (Material type, recovery 
percentage): (1, 0.7) (2, 0.85) (3, 0.95) 
Module A material type 1: metal 
Market demand for material A A concave increasing function has been 
assumed 
 
 
Figure ‎7-6: The number of desktops in six different age categories (A2 3, A3 5, A5 
7, A7 9, A9 11, A11 15) [176] 
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Figure ‎7-7: The number of computers failed between age 2-3 and the rate of return 
to the remanufacturing facilities [176] 
 
The middle of the life cycle (periods 2-5) is assumed to follow a simple exponential 
distribution. This is due to the relatively stable product failure in this phase of the life cycle as 
represented by time until next failure. The failure in this region is taken as natural and part of the 
normal life cycle for this product albeit at a much lower rate. Figure 7-8 depicts a representation 
of this middle or natural failure region from our model. This graph is taken from period 3 (or 
about 5-7 years after manufacturing). These returned units are lower than the first and last 
periods. This is because an exponential distribution which corresponds to a constant failure rate 
has been applied to model the failure rate over periods 3 and 4. However the failure rates over 
other periods (early life and wear out) are modeled using Weibull distribution. This exponential 
distribution seems to show near consistency around this middle region in the 15-year product 
cycle. This means that the time until failure follows a more random pattern due to this being part 
of the normal product failure [200]. Comparing blue line with the red line shows the delay in 
returning used products to the waste stream as a result of customer behavior in storing used 
products. 
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Figure ‎7-8: The number of products failed between age 5-7 and the rate of returns 
[176] 
 
Another output of the model is the number of returned products with different quality 
levels (Figure 7-9). In contrast with the conventional manufacturing systems, the timing, quantity, 
and quality of supply in remanufacturing systems are more uncertain and this is the major 
difference between remanufacturing and manufacturing systems [201]. Figure 7-9 gives an 
overview of the products mix with various quality levels received in a remanufacturing system.  
Disassembly is one of the key operations in any remanufacturing system. The number of 
products disassembled at each unit of time is a function of quantity and quality of the supply and 
also the speed in which disassembly is conducted. The speed of disassembly is determined by 
operator based on his subjective estimation of probability of components damage during 
disassembly. Considering these factors, product disassembly rate is depicted in Figure 7-10. 
Although average disassembly time increases over time as a result of decreasing product quality, 
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the disassembly rate also increases since the units of products available for disassembly increases 
over time.  
 
 
Figure ‎7-9: Quantity of returns with various quality levels [176] 
 
 
Figure ‎7-10: Products disassembly rate [176] 
 
Quantity of return with various Quality levels
4,000
3,000
2,000
1,000
0
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Time (Year)
returned PC with Quality 1 : Current
returned PC with Quality 2 : Current
returned PC with Quality 3 : Current
returned PC with Quality 4 : Current
returned PC with Quality 5 : Current
returned PC with Quality 6 : Current
159 
Another output that is of interest to remanufacturing companies is the total rate of returns. 
This allows remanufacturing companies plan for their resources and equipment. As seen in 
Figure 7-11, the rate of returns increases at the beginning of the 15-year period as a result of high 
failure rate and decreases in the middle and then again increases at the end of the expected 
design life.  
 
Figure ‎7-11: The total rate of returns [176] 
 
The model also includes EOL product management by showing not just the 
remanufacturing and disassembly but also focusing on the recycling of raw materials and 
landfilling. It includes variables such as ‘recovery percentage’ which is set based on ‘material 
type’ and also ‘recycling rate’ determined from the ‘market demand’ for that particular raw 
material. We then have a way to quantify the relative market value that is created from the 
recycling of certain material types that are present in the computers over the course of the 15 
years. For example, Figure 7-12 shows the market value earned from recycling ‘Module A’. It is 
assumed that Module A is made up of metal and the market value for 10 grams of that type of 
metal is $2. The weight of Module A is set to 20 grams.  
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Figure ‎7-12: The cumulative market value earned over 15-year period from 
recycling‎‘Module‎A’ [176] 
 
7.4. Scenario Analysis  
Three examples of possible scenario analysis are presented in this section reflecting the 
views of both manufacturers and product designers.  
Example 1:  
Typically, remanufacturing firms have little to no control over what EOL products they 
can collect. Sometimes the costs of disassembly are not made up by the market values of 
components or raw materials which would mean it is not always profitable when deciding on 
certain EOL management techniques. One way to mitigate this is by setting minimum 
requirements on what they will accept for remanufacture and then send the rest to be processed 
as e-waste. This can be requirements such as certain processor speeds or model year but it would 
really depend on the manufacturer and any potential sales projections. Remanufactured products 
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can be competitive with newer products due to the former being well into its useful life and the 
latter potentially experiencing burn-in issues [110]. This is why it is important for 
remanufacturers to be able to accurately assess the uncertain quality of the incoming EOL 
product feed and then plan accordingly.  
In this model, we illustrated this behavior as an alternate scenario (scenario 2) by adding 
a probability of remanufacturer product acceptance which could also interpreted as an estimated 
probability of product failure for the incoming EOL products. Figure 7-13 shows how this 
probability can affect the remanufacturer’s incoming yield (orange color arrows). 
 
 
 
Figure ‎7-13: Design Scenario 2 where remanufacturer assesses a probability of 
unsuitability for EOL processing [176] 
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This probability of product failure could be due to the EOL product not passing the 
minimum requirements. The problem with using just this probability is that it could be subject to 
the potential biases from the remanufacturing firms. Previously, an ideal situation was prescribed 
where the total rate of return to remanufacturers was taken to be equal to the remanufacturers’ 
own collection rates otherwise known as scenario 1. This was done in order to provide an 
estimation of the levels of EOL collection in our simulation and provide a potential upper bound 
for each product generation. It was desired to attempt to account for potential behavior in 
remanufacturing firms hence the creation of scenario 2. Table 7-3 summarizes two scenarios 
used in Example 1.  
 
Table ‎7-3: Summary of scenarios on remanufacturer collection rates for Example 1  
Scenario Condition Description 
1 Total Rate of Return = 
Remanufacturer Collection 
Rate 
Ideal assumption that all EOL products 
will be sent for either recycling or reuse 
2 Total Rate of Return ≠ 
Remanufacturer Collection 
Rate 
More realistic assumption in which 
remanufacturing firms send some 
percentage of returned products for 
disposal 
 
Company data from earlier years would allow for estimations of the failure rates for EOL 
products in the remanufacturing process in order to set minimum remanufacturing standards. 
Still, these requirements may not always be the bare minimum to function but what is desired so 
as to make the remanufacturing process more profitable. This is why the concept of probability 
weighting is needed so as to account for any cognitive lapses and show the effect of subjectivity 
in e-waste management as well as illustrate the effect of agent preferences and framing on 
decisions. The condition of rate of return not being equivalent to collection rates was done in 
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order for the remanufactured products to be able to provide some consumer utility depending on 
the product age. The remanufacturer’s product failure probability was stated as 10% for this 
example which would mean that they accept 90% of the total rate of returned products. The 
subjective probability of product failure, when using the probability weighting formula turns out 
to be about 17% or an acceptance rate of about 83%. Figure 7-14 shows the computer 
disassembly rates for the two scenarios where the remanufacturer either accepts all returned EOL 
products in the collection rate or sets minimum system requirements along with using an 
estimated failure probability. When taking into account the subjective probability in scenario 2, 
lower rates of product disassembly are shown to result when compared to previous operation 
(scenario1). This means that a smaller yield of remanufactured products or extracted material but 
of a higher quality as defined by the remanufacturer. This is an important consideration when 
thinking about the sometimes low market values of components and some raw materials. This is 
one important function of the model since the preferences for the remanufacturer’s need to be 
taken into account in order to accurately reflect market behavior. Our model allows for the 
analysis of both the analysis of efficient EOL product management under uncertainty but also of 
remanufacturing firms’ behavior.  
Since our model attempts to account for the incentives in the firm’s behavior toward 
actually selling the remanufactured products, this would help explain a drop in the acceptance of 
EOL products in order to retain certain quality levels. The firm’s preferences in scenario 2 result 
in slightly larger amounts of products sent immediately for e-waste or some material recovery 
than when all EOL products are accepted and processed. Figure 7-14 demonstrates this as the 
gap between the two rates increases over the 15 year time horizon. This makes sense since 
computers near the end of their life may not always be as up to date and their components may 
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not be as desirable for reuse. This makes raw material recovery or disposal more likely options 
for these much older computers. 
 
 
Figure ‎7-14: Computer disassembly rates in Design Scenario 1 (Blue) and Design 
Scenario 2 (Red) [176] 
 
Example 2:  
Another example of the scenario analysis is to model the effects of the product’s expected 
design life on the recovery process. The product lifetimes were taken to be 3, 5, 10 and 15 years. 
Figure 7-15 summarizes the various rates of return to manufacturers at the different product 
lifetimes. It appears that the peak times for return rates are right at the end of the established life 
which seems sharper when the product life is small. 
One of the hopes for this system dynamics model is for designers to think about better 
EOL management in the early design stages as well as making it product agnostic meaning any 
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product could be simulated for an entire generation. This would help with product decision 
making and to make a more seamless transition from one product generation to the next. When 
product designers plan for a certain product market periods then they can see the recovery 
options available for each generation and update their predictions of the trends for the subsequent 
product generation. The product life can then be modified in order to generate the most utility for 
both consumers and EOL product managers. One example of this type of analysis could involve 
looking at potential rates of recovery of either components or raw materials at various product 
lives and then factoring that into the decision making within the product design phase. Figure 7-
16 shows the potential recovery rates of reusable computer components at various product ages. 
It seems that the longer that a product life is designed, the larger the potential recoverable yield. 
This trend decreases as the products exceed their designated lifetime but this effect seems to take 
longer based on increasing product life.  
 
 
Figure ‎7-15: Total rates of return for different product lifetimes  [176] 
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Figure ‎7-16: Estimated rates of recovery for different product lives  [176] 
 
Example 3: 
Another area of uncertainty and subjective assessments lies with the probability of 
component damage during the disassembly process with the remanufacturers. As described 
earlier in this chapter, this probability of damage that is determined by the workers who 
manually disassemble the EOL products can have an impact on the rates of disassembly. For 
example, if a worker believed that a certain product up for disassembly had components that 
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the disassembly process.  
Figure 7-17 depicts two disassembly rates based on different assessed probabilities of 
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increasing costs. These costs can be associated with labor or decreased disassembly throughput. 
Evaluation of the tradeoffs involved in higher costs and quantity of disassembly yield need to be 
made for remanufacturers. 
One way for product designers to use this information is in the product conception phase. 
They can use system dynamics to simulate potential rates of disassembly based on perceived 
damage probabilities of proposed components. They can see how certain parts may influence the 
EOL product management in their product supply chains. They can then choose designs that 
allow for the greatest amount of either products that can be remanufactured or extractable 
components/raw materials. 
 
 
Figure ‎7-17: Rates of disassembly based on high/low values for probability of 
component damage as assessed by workers [176] 
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7.5. Conclusion 
A new approach was proposed in this chapter to bring together multiple elements that can 
affect product lifecycles and try to simulate those effects under conditions of uncertainty. This 
was done in order to give product designers a way of designing for sustainability and integrate it 
deeply into a product for easier integration into sustainability cycles. System dynamics was used 
in order to model the interrelationships of variables that affect products (in this case personal 
computers) during its commercial life and then when it is sent for EOL processing. The presence 
of certain cognitive frames for both consumers and remanufacturers was also stated in order to 
show how the role of subjectivity and preferences can affect the viability of using sustainable 
methods for product lifecycles. This chapter also used the method of alternative scenarios in 
order to show how product designers can use system dynamics to estimate trends and create 
products that are modular and thus more responsive to a variety of stimuli. 
As mentioned in this chapter, the desire is to present this model as a tool that can fit with 
different types of products that need EOL management. This can be further expanded from 
personal computers and include other electronic products such as cell phones or televisions that 
would have a different product useful life. The product designers and engineers can generate 
products that have product-specific age ranges and can base this on the efficiency of the EOL 
recovery options through repeated simulations. This can give designers insight into what areas 
are most valuable and cost effective through the product life cycles. 
The model validation in the system dynamics field seems to lack formalized methods and 
therefore the validation typically focuses on different number of tests [202]. The SD is designed 
to help decision makers investigate the trends in the output variables not necessarily their 
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accurate values. In this chapter model validation was an iterative procedure conducted 
throughout the modeling process. Two most common validation tests in system dynamics area, 
Structure Validity and Extreme Condition, were applied iteratively during the modeling step. 
However, data unavailability restricted comparing the results of the model with the real world 
data. Future work can include testing the robustness of the model using real data. In addition, 
expanding the model to include additional product life cycle stages such as customer behavior 
during usage and service stages may lead to further results and design insights. This can allow 
for testing of model robustness by designers through applying real-life data such as past U.S. 
national EPA e-waste reports and simulating the results for comparison. The simulations can 
help to bring estimations of certain trends in the life cycle with system dynamics more in line 
with actual usage results and thus allow for more meaningful interpretations. 
Finally, this model concentrated only on the uncertainty within the incoming feedstock. 
While this makes the model more manageable, it does not adequately represent current 
remanufacturing operations. By introducing stochastic uncertainty to EOL recovery operations 
and market demands of reused and remanufactured components, the model could be improved 
further.   
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CHAPTER 8 VIRTUAL REALITY TO ANALYZE TRADEOFFS 
UNDER UNCERTAINTY IN DISASSEMBLY SEQUENCE 
PLANNING 
8.1. Introduction 
There are situations in which disassembly planning cannot be completed using physical 
prototypes, such as remote maintenance and repair in inaccessible or hazardous environments. 
While various algorithmic and optimization approaches have been developed to tackle the 
disassembly sequence planning problem, providing the input data for these approaches during 
the early design stage, or in cases in which physical prototypes are not available, is a challenge. 
In these situations, immersive computing technologies (ICT) can be employed to facilitate 
physical prototype simulations.  
ICT places the user into a simulated 3D computer generated world. Through the use of 
stereo viewing, 3D position tracking and haptic (force feedback) devices, ICT allows users to 
interact with computer generated images/products using natural human motions. In this manner, 
users can manipulate digital representations of products in ways similar to how they would 
manipulate physical prototypes. ICT supports an ego-centric approach and manipulation of 
objects in real scale that is not possible using traditional computer interaction tools such as the 
monitor, mouse and keyboard. Kinesthetic feedback involved in self-awareness of body motions 
and spatial relationships is an important aspect in evaluating disassembly operations.  
The aim of this research is to explore the coupling of a decision analytical approach and 
ICT to optimize a disassembly plan for re-use and recovery while considering trade-offs between 
two attributes: disassembly cost and the amount of damage. The proposed method models the 
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decision maker’s preference toward risk and allows the consideration of uncertainties in the 
disassembly process. 
The remainder of this chapter is organized as follows: Section 2 introduces the 
formulation of the disassembly sequence model, including a dynamic programming model 
incorporating utility theory to solve a multiattribute disassembly sequence planning problem. An 
example problem is introduced in Section 3 where ICT is used to determine the input parameters 
for the optimization. Section 4 presents results, and section 5 presents overall conclusions and 
recommendations for future work. This chapter presents work published in Behdad et al. (2013) 
[203].  
 
8.2. Method 
Much of the previous literature has considered disassembly sequencing as a single 
objective problem. In the current research presented in the ASME paper [203], disassembly 
sequencing is regarded as a multiattribute, rather than a multi-objective problem. The most 
commonly employed approach to exploring tradeoffs between attributes is to present the 
designer with a graphical depiction of the Pareto optimal frontier, which shows the set of feasible 
design alternatives where it is not possible to improve one attribute without adversely affecting 
another [204], [205]. 
The next step is to determine what single solution on the optimal frontier represents the 
best outcome. The simplest approach is to define one attribute as “most important”, and select 
the alternative that is best in that attribute. If there are more than two such alternatives, the one 
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that is best in the second most important attribute is chosen, and so on. A more balanced 
approach is to identify the best combination of attributes, typically by determining the 
willingness to make tradeoffs among attributes by assigning weighting factors, which are 
typically interpreted to reflect relative importance. While this heuristic is better than myopically 
focusing on only the “most important” attribute and is a reasonable first attempt at determining 
appropriate tradeoffs, it has been demonstrated to result in choices that do not reflect the 
designers true preference structure [206]. Methods that employ normative multiattribute utility 
analysis can be used to solve this problem [207]. Using this approach, tradeoffs can be quantified 
with reasonable accuracy, uncertainty and its effect can be quantified, and both tradeoffs and 
uncertainty decisions can be fully integrated into the disassembly sequence decision making 
process.  
The first step in determining the optimal disassembly sequence is to define the feasible 
disassembly transitions/alternatives. Disassembly graphs can be driven based on the information 
of coherence and detachability. They represent the generation of all the possible disassembly 
sequences. After constructing the disassembly graph, the search for reasonable sequences begins, 
which can be done according to heuristic criteria [8]. In the current research the optimum 
disassembly sequences are generated through the application of dynamic programming with a 
utility value assigned to each disassembly action (arc of the graph). Figure 8-1 shows an example 
of a disassembly graph for a simple assembly with four components. Corresponding 
subassembly states are listed at each node of the graph. The set of disassembly choices is 
condensed in a single disassembly graph that is based on connective states and disassembly 
actions are transitions between these states. 
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Figure ‎8-1: Disassembly graph based on corresponding subassembly states [203] 
 
Defining the relevant and negotiable attributes is the next step. Here, we will consider 
two attributes; the cost of performing each disassembly transition, and the amount of incurring 
damage during that transition.  
A dynamic programming model [208] is then used to determine the sequence of 
disassembly transitions that result in the optimal, or best, combination of conflicting attributes. 
The goal is to find a path with maximum utility considering the whole product. The basic idea of 
a dynamic program is to define stages and states and then use backward or forward recursion 
methods to determine the optimal decisions in each stage. The decision in each stage     is to 
choose the path or the optimal state(s) in the next stage       which results in the maximum 
utility. A backward recursion method can be applied to choose the optimal path at each stage. 
The process starts from the final node of the graph and return to the starting node.  
The index set and model parameters are defined as follows: 
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Index set:  
 : the set of all disassembly transitions (all edges in disassembly graph) 
 : the set of all stages  
 : first attribute 
 : second attribute 
 : stage   
 : state   in stage   
 : the set of all states in stage   
 : state   in stage     
 : the set of all states in Stage     
 : feasible disassembly transition (action) 
 
Parameters: 
   cost incurred during disassembly transition   
  : amount of damage incurred during disassembly transition   
  : scaling constant for attribute   
  : scaling constant for attribute   
     : utility of attribute x for disassembly transition   
     : utility of attribute y for disassembly transition   
       : the two-attribute utility function for disassembly transition   
               : the utility of transition j from state   in stage i to state   in stage i+1 
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     : the maximum utility from states   in stage   (nodes in stage  ) to the destination 
node (last disassembly level) 
Equation 8.1 shows the dynamic programming model that maximizes the two-attribute utility: 
                                     
     (8.1) 
To find the optimal path in the disassembly graph, the two-attribute utility values 
associated with each arc of the disassembly graph needs to be estimated. To estimate the two-
attribute utility value we need to define the single utility function for each attribute.  
For engineering design formulations, considerations for defining the appropriate set of 
attributes, testing independence conditions, determining the form of the multiattribute utility 
function, and assessing its elements     ,      and    and    have been presented elsewhere in 
detail  ([206], [209], [207]) and will not be repeated here. Equation 8.2 shows a two-attribute 
utility function written as a composition of two single attribute utility functions. Therefore, the 
two-attribute utility of disassembly transition j can be calculated as follows: 
                                              (8.2) 
In the case of uncertain attribute outcomes, the utility function        or      can be 
replaced by expected utility shown in Equation 8.3, applying the probability density functions 
     and     , given probabilistic independence: 
                           (8.3) 
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8.3. Example: Burr Puzzle 
Burr puzzles are a collection of interlocking puzzles traditionally made of wood. A 
simple six piece burr puzzle as shown in Figure 8-2 is used as the test bed application to 
demonstrate the method proposed in this chapter.   
 
 
Figure ‎8-2: A simple six piece Burr puzzle [203] 
 
Because of their unique geometric properties, Burr puzzles provide an interesting 
assembly/disassembly test bed, for reasons listed in Table 8-1.  
The movement of each piece is limited given the interlocking nature of the assembly 
configuration. Further, the movement of each piece is constrained along orthogonal axes. Users 
generally assume there is one “correct” assembly method, while in fact there are multiple 
assembly sequences. The additional sequences arise when considering the potential for 
disassembling the component into sub assemblies (as compared to always removing only one 
piece) and considering reorientation of a piece to afford removal of another piece.  
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Table ‎8-1: Desirable Features of Burr Puzzle for use in ICT Disassembly 
Simulation 
Desirable Feature Burr Puzzle Characteristics 
Number of components and 
variety of components 
Six unique components 
Movement limitation Each component may move in one, two, or three equally 
orthogonal directions 
Interlocking limitations Assembled components are interlocked with one another 
providing for sequence based disassembly 
Multiple disassembly 
sequences 
Affords many deterministic disassembly sequences. The 
“obvious” sequence may not be optimal. 
Multiple disassembly 
operation types 
Component removal (component is removed from product 
assembly) and/or component reconfiguration (part is 
reoriented, but remains a part of the product assembly) 
Partial disassembly into 
subassemblies 
Multiple opportunities during disassembly to create 
subassemblies of several pieces 
 
Researchers at Iowa State University developed an ICT environment to be used in this 
research that includes stereo viewing, position tracking of the head and a haptic device to render 
collision forces to the user during the simulation (Figure 8-5). The individual puzzle pieces were 
modeled as 3D objects using Google SketchUp. For the purposes of increasing visual 
distinctiveness in the immersive environment, and to easily correlate parts shapes to actions, 
each piece was given a unique color (red, teal, blue, green, purple, and yellow) (Figure. 8-3).  
 
 
Figure ‎8-3: An assembly view of the Burr puzzle in an ICT environment [203] 
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A disassembly graph is created by manipulating the real puzzle to determine all of the 
possible assembly sequences (Figure 8-4). The first letter of the color of a block is the identifier 
used for each block. A completed puzzle can be represented in the graph as “BGPRTY” (Blue, 
Green, Purple, etc.). The transitions between states consist of either part removal or part 
repositioning without removal For example, the notation “BGPTY, R” indicates that part R has 
been removed from the assembly and only BGPTY remain assembled. The notation “BGPRTY*” 
indicates that the Y part has been repositioned but not removed. 
 
Figure ‎8-4: Disassembly graph of the 6 piece Burr puzzle [203] 
 
 
The disassembly graph of the Burr puzzle shown in Figure 8-4 consists of 9 stages and 33 
possible states. Table 8-2 summarizes the states associated with each stage. As can be seen in 
Figure 8-4, although the number of components is small, the Burr puzzle provides a reasonable 
number of feasible disassembly sequences. Often in reality, as a result of precedence 
relationships of disassembly operation steps, the complex products with a high number of 
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components provide far fewer number of feasible disassembly sequences than the number that 
would results if there were no precedence relationships. Therefore, in terms of the number of 
disassembly alternatives, the Burr puzzle serves as a good example of reality real complicated 
assembly.  
Table ‎8-2: The states of each stage in the Burr puzzle disassembly graph 
Stage State(s) 
1 0 
2 2 
3 1, 3 
4 5 
5 4, 11, 6 
6 7, 20, 8 
7 9, 10, 12, 13, 14, 15, 16, 17, 18, 19, 21, 22, 23 
8 24, 25, 26, 27, 28, 29, 30, 31, 32 
9 33 
 
The purpose of using the ICT environment is to have a user actually disassemble the part 
and collect the data needed for the optimization problem. There are two attributes being 
considered in this example: cost due to time of disassembly, and amount of damage incurred 
during the disassembly process. The state-of-the-art of simulating part interactions using ICT is 
such that absolute timing of the disassembly process is not possible. Research has not validated 
that task time using ICT is directly correlated with actual task time with real objects. Therefore, 
to provide a measure of time of disassembly, the distance of movement during a disassembly 
task is used as a surrogate measure. Movement along each of three orthogonal axes can be 
generated during an ICT disassembly task. Estimating the amount of damage during a task is also 
not possible to measure directly using ICT. Here, the research team has chosen to estimate this 
attribute by correlating it to the number of collisions of the 3D models during disassembly. The 
rationale lies in the belief that more collisions have the potential to cause more damage during a 
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disassembly task. Although applying the distance of movement as a measure for disassembly 
time and applying the number of collisions as a proxy for the components damage are far from 
the ideal, considering the limitations of the existing simulation technologies, these proxies 
provide helpful information for comparing different disassembly alternatives especially at the 
early stage of the design in which the actual prototype of the product does not exist and in some 
cases is very expensive to build.  
The ICT environment allows the user to select objects and manipulate them while 
holding the haptic device. Collision forces guide the user as to how to manipulate each object to 
accomplish disassembly. Sometimes disassembly operations require reorientation of the product. 
In this example, we assumed that the Burr puzzle is fixed in a certain position so that several 
operations can be conducted. Moreover, in each trial of the experiment the disassembly sequence 
is given, therefore the user does not need to explore intuitive and feasible disassembly sequences. 
Based on the given sequence, the disassembly is carried out and the required data are recorded. 
Each 3D object is modeled both as a collection of polygons (for visual rendering) and a 
collection of volume elements or voxels (for dynamic simulation) (Figure 8-6). The size of the 
voxels may be specified during voxelization which is a procedure used to generate the voxelized 
model from the geometry model. Collisions are calculated on a voxel-to-voxel basis. When a 
user moves one object in contact with another, the number of voxel collisions is tallied and 
recorded. A collision between objects may be recorded as several thousand voxel collisions. The 
collision calculations are computed at one thousand times per second. Collisions are only 
summed when a particular part is virtually manipulated. This ensures that the collisions of two 
pieces which might be resting upon each other are not included in the summation. 
 
181 
 
Figure ‎8-5: Leif Berg (Iowa State University) shown interacting in the immersive 
virtual environment for disassembly [203] 
 
 
Figure ‎8-6: Polygonal representation (a) and Voxel representation (b) [203] 
 
Several studies have offered computational algorithms to determine collision free paths 
for physical robots and virtual agents ([210], [211], [212]). The purpose of these studies is often 
motion planning of robots. Although disassembly is automated in some cases, in practice 
disassembly is labor intensive and conducted manually [213]. Therefore, the purpose of the 
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current study is to simulate manual disassembly in the virtual environment in order to provide 
input to the design of the product. Using the data collected from the ICT simulation, the 
multiattribute utility theory can be employed to make tradeoffs between component damage 
(number of collisions) and disassembly time (distance of movement) as two different objectives 
in disassembly operations. Multiattribute utility theory is helpful in handling the tradeoffs among 
multiple objectives, particularly when there is uncertainty in disassembly time and amount of 
damage.   
 
8.4. Results 
This section first presents the data gathered using the ICT to simulate the disassembly 
process, then presents the results of incorporating that data into the decision model. 
To estimate disassembly time, the Iowa State collaborators measured the distance that 
each part was moved by the user in the immersive environment during a given operation. The 
user manipulated the puzzle pieces using ICT and estimated the distance a given part had to be 
moved in the x, y, or z direction for each step in the disassembly process. To arrive at an estimate 
for disassembly time for a given transition from one state to the next, the distances covered 
during that transition were added. For example, to transition from state 1 to state 4 requires the 
removal of the teal (“T”) colored piece. The manipulation of this piece is 12 mm in the y 
direction and 12 mm in the z direction resulting in a total distance (cost) of 24 mm. Table 8-3 
shows the resulting data for states 0 – state 4. 
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Table ‎8-3: Burr Puzzle disassembly state transitions with estimated distance cost  
Initial 
State  
Disassembly 
Operation 
Resulting 
State  
Movement 
(mm) 
Distance 
Cost 
(mm) X Y Z 
0 -R 1 0 0 72 72 
0 =R 2 0 0 24 24 
1 -T 4 0 12 12 24 
2 -T 3 0 12 12 24 
2 -R 1 0 0 48 48 
3 -B 5 12 0 12 24 
3 -P 6 12 0 12 24 
4 -P 13 12 0 12 24 
 
To estimate the amount of damage caused by each manipulation, the number of collisions 
that occurred for each transition was recorded. The burr puzzle was disassembled by an 
individual at Iowa State University, using the ICT, and the voxel collisions were tabulated. The 
results for three trials were averaged. Figure 8-7 presents the average collisions per disassembly 
step for each of the 99 possible manipulations in the entire disassembly graph. The ‘x’ axis is 
organized to show each transition as a user works through the disassembly graph performing the 
required transitions to move from stage to stage. The figure clearly shows that there are multiple 
collisions at the beginning of the disassembly process when there are more parts in the assembly, 
and fewer collisions towards the end of the disassembly process where only a few parts remain.  
After using ICT to gather this data, the dynamic programming decision tradeoff model 
from Eqn. 8.1 was used to determine the optimal disassembly sequence.  
Equation 8.4 shows the exponential utility function reflecting risk aversion that is used 
for     .   
                      (8.4) 
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The risk aversion coefficient   reflects the decision maker’s degree of risk aversion, and 
the constants   and   are calculated to normalize      from 0 to 1, where        when cost is 
the worst that the decision maker is willing to consider tolerating, and        when cost is the 
best possible (least) cost.  
 
 
Figure ‎8-7: Average collision data for each transition in the disassembly tree [203] 
 
In the Burr puzzle example, movement ranges over the interval from              , 
and      for the part movement as a measure of disassembly cost is: 
                              (8.5) 
Equations 8.6 and 8.7 show the linear utility function (reflecting risk neutrality towards 
the amount of damage) that is assumed for     .  
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         (8.6) 
     
      
       
          (8.7) 
Where, the worst value for the number of collisions for Burr puzzle example is 3557 and 
the best value is 10.  
Table 8-4 presents a partial set of data generated from the ICT simulation and resulting 
elements of the dynamic programming model. Column 1 indicates the state  , column 2 indicates 
transitions   where “-R” indicates removal of the red part and “ R” indicates repositioning of the 
red part, column 3 indicates the resulting state  , columns 4 and 5 show the resulting distance   
and number of collisions  , columns 6 and 7 show the resulting single attribute utilities       
and       for cost and amount of damage, respectively. The last column shows the        
resulting from employing scaling constant values   and   , which reflect the decision maker’s 
willingness to make tradeoffs between cost and the probability of damage. The scaling constants 
approximately assumed to be         and        . 
Figure 8-8 shows the results of using eq. 8.1 to solve the dynamic programming model, 
giving the optimal route from node 0 to node 33. The result indicates that the sequence from 0  
2 1 4 714 26 33 is the optimal disassembly sequence for the Burr puzzle example.  
The disassembly sequence obtained here was based on single data points for distance of 
movement and number of collisions. To consider the uncertainties as a result of operator’s 
dexterity and manipulability, more data can be generated by conducting each disassembly 
transition more than one trial and the statistical distributions that best fit to data can be identified. 
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Finally, the utility functions can be replaced by expected utility function applying the statistical 
distributions of data. 
 
Table ‎8-4: Sample cost data and utility function values 
      
Disassembly 
movement 
   /mm 
Damage 
   /count 
                    
0 -R 1 72 1155 0.28 0.68 0.49 
 
=R 2 24 2560 0.70 0.28 0.40 
1 -T 4 24 1066 0.70 0.70 0.68 
2 -T 3 24 1751 0.70 0.51 0.55 
 
-R 1 48 710 0.46 0.80 0.65 
3 -B 5 24 1226 0.70 0.66 0.65 
 
-P 6 24 669 0.70 0.81 0.75 
4 -P 13 24 710 0.70 0.80 0.74 
 
-B 14 24 972 0.70 0.73 0.70 
 
S 17 48 1139 0.46 0.68 0.57 
 
=B 7 12 1666 0.85 0.53 0.62 
5 -R 14 48 1087 0.46 0.70 0.58 
 
-P 18 24 921 0.70 0.74 0.70 
 
-Y 12 5 1215 0.94 0.66 0.74 
 
S 19 48 1196 0.46 0.67 0.56 
 
=R 11 60 1804 0.36 0.49 0.42 
6 -R 13 48 1275 0.46 0.64 0.55 
 
-B 18 24 3557 0.70 0.00 0.22 
 
-Y 10 12 482 0.85 0.87 0.85 
 
=R 8 36 1599 0.58 0.55 0.53 
. 
. 
. 
. 
. 
. 
. 
. 
. 
     31 -R 33 12 144 0.85 0.96 0.91 
 
-Y 33 12 18 0.85 1.00 0.93 
32 -B 33 12 176 0.85 0.95 0.90 
 
-R 33 12 141 0.85 0.96 0.91 
33 
  
Final node 
 
As an example, consider the operation in which component ‘T’ is removed from the 
whole assembly. The arc connecting node 2 to 3 in Figure 8-8 illustrates this disassembly 
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operation. Suppose that the disassembly movement follows a uniform distribution U(20, 28). In 
order to identify the uncertainty in the number of collisions, the disassembly operation was 
conducted 120 times and the number of collisions was recorded. 
 
 
Figure ‎8-8: Disassembly graph of the 6 piece Burr puzzle including the optimal 
disassembly route [203] 
 
Figure 8-9 illustrates the distribution fitted to the data points. Applying these distributions 
and Equations 8.3, 8.5 and 8.7, the expected utilities for each individual attribute and finally the 
overall utility of the disassembly transition were calculated (Table 8-5).  
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Figure ‎8-9: The statistical distribution of the number of collisions in Transition 2-3 
[203] 
 
 
Table ‎8-5: Utility function values for disassembly transition 2-3 
Disassembly 
Transition 
Disassembly 
movement    /mm 
Damage    /count                        
Node 2-3 U(20, 28) 221 + EXPO(1.97e+003) 0.50 0.92 0.73 
 
8.5. Conclusion  
The ICT demonstrated an effective method to gather data. The user could manipulate the 
virtual parts to estimate values for the data required by the dynamic programming decision 
model used to determine the optimal disassembly process. With the Burr puzzle, this was not 
particularly needed because the real assembly was small, lightweight and easily manipulated. 
However, with a product that would be less manageable, the ICT would provide a method of 
determining input data. But even this seemingly simple 6 piece puzzle presented 99 possible 
disassembly operations, and again gathering data for a product of realistic size would be 
significantly more difficult.  
This chapter has presented a framework for investigating tradeoffs under uncertainty 
using immersive computing technology. There are two difficult aspects of uncertainty that the 
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approach presented here addresses. The first is the difficulty in gathering data required to 
estimate the values of the parameters used in mathematical models of the disassembly process, in 
this case the time (and cost) of a large number of possible disassembly sequence steps, and the 
amount of damage caused while carrying out those steps. The second difficulty is that even after 
the data is gathered, unavoidable uncertainty remains, and the designer must determine its effect 
on the relative desirability of a very large number of possible design alternatives, in this case 
disassembly sequence steps. This chapter presented a method for employing ICT to carry out a 
virtual experiment in order to simulate a large number of disassembly process steps, and from 
those simulations better estimate the cost and amount of damage associated with each possible 
step. Then, mathematical models (dynamic programming and multiattribute utility analysis) were 
employed to determine the disassembly sequence that resulted in the optimal combination of cost 
and amount of damage.   
There are numerous opportunities for future work. The development of a more 
comprehensive model for estimating component damage (from haptic interaction) would 
increase data reliability. It would also be beneficial to conduct a pilot user study to prove the 
consistency of ICT measures. 
Complex disassembly operations (including the use of rivets and snap-fits) should be 
included to increase the fidelity and usefulness of the ICT simulation. Finally, it would be 
worthwhile to investigate how ICT can be employed to overcome the systematic biases that 
might be embedded in cognitive heuristics that designers use to estimate the costs and damage 
resulting from various product design and disassembly alternatives. 
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CHAPTER 9 INTEGRATING STOCHASTIC PROGRAMMING 
WITH IMMERSIVE COMPUTING TECHNOLOGY FOR 
DISASSEMBLY SEQUENCE PLANNING UNDER 
UNCERTAINTY 
9.1. Introduction 
Recent emphasis on environmental impacts across the entire product lifecycle has 
increased the importance of disassembly sequence planning during product design. As mentioned 
by Lambert [8] disassembly sequencing is an invaluable tool in concurrent engineering and plays 
an important role in the modern design process. However, disassembly is a process in which 
uncertainty is often encountered, both in product and process characteristics. 
In the current chapter a stochastic programming model for determining the best 
disassembly sequence is introduced. The model considers disassembly process outcomes (e.g., 
disassembly time and probability of damage during disassembly) as uncertain parameters. The 
stochastic model is defined in a form of chance constrained programming and is then converted 
to a Mixed-Integer Nonlinear Programming (MINP). However, although the model provides a 
complete quantitative characterization of the uncertainty, the potential unavailability of the 
information necessary to develop the model early in the design stage may affect its accuracy. To 
overcome this issue the capabilities of Immersive Computing Technology (ICT) are applied to 
derive the required data for the model. Furthermore, sometimes the optimal disassembly 
sequence obtained from the analytical model is different from the intuitive sequence that 
remanufacturing or maintenance experts follow while disassembling a product during its use or 
at end-of-life. A two-stage procedure is presented here to address this issue. In the first stage an 
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analytic model is applied to determine the best disassembly sequence, and then in the second 
stage other potential solutions are explored by simulating the disassembly process in the virtual 
environment applying ICT. Finally, the results of these two stages are combined together to 
derive some design modifications.  
The structure of this chapter is as follows: Section 2 provides an overview of the two-
stage procedure suggested for deriving the best disassembly sequence under uncertainty. The 
proposed stochastic model is introduced in Section 3. Section 4 presents the application of the 
suggested procedure through a Burr puzzle example. And finally, Section 5 concludes the 
chapter. This chapter presents work published in Behdad et al. (2012) [214], a joint research 
work between the Industrial and Enterprise Systems Engineering department at the University of 
Illinois and the Mechanical Engineering department at Iowa State University. 
 
9.2. Method 
The procedure for deriving the best disassembly sequence under uncertainty includes two 
basic stages. Stage I is the application of a stochastic programming model to derive the optimum 
disassembly sequence based on the input information provided to the model. Stage II is the 
application of the ICT technique to visualize the product and explore potential intuitive 
disassembly alternatives compare to the optimum solution(s) resulted from the first stage. The 
stochastic model originates from mathematical models that drive the decision variables to 
converge to their optimal values without need of visiting the complete solution space, and the 
ICT technique simulates the disassembly process in the virtual environment, gathering the user’s 
expert knowledge to find intuitive solutions. This approach integrates the ICT’s visual 
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abstraction of the physical world with the mathematical model’s abstraction of the cause and 
effect relationships and tradeoff decisions. Each provides insights to the other.   
Finally, integrating the results of both the mathematical model and the ICT can help the 
designer derive improved design modifications. The proposed procedure is summarized in Figure 
9-1 and described below. 
Stage I: Obtain the optimum disassembly sequence through a mathematical 
model 
Analytical programming methods require modeling with a high level of abstraction. 
Applying the mathematical model in disassembly sequence planning usually starts with the 
assembly drawing or a CAD-ﬁle, then a connection diagram and a set of precedence relations are 
derived [8]. The first step in developing the optimization model is to visualize the feasible 
disassembly operations by graphical networks in which the nodes represent states (resulting 
subassemblies) and the arcs represent disassembly operations and precedence relations. The 
second step after deriving the disassembly graphs is to introduce some parameter values (such as 
costs, disassembly time or chance of damage) that are expected to result from every feasible 
disassembly action and/or revenue that could be realized from every feasible resulting 
subassembly.  
In addition to proper modeling of the problem, providing accurate input data is an 
important step in developing useful mathematical models. Therefore, the third step of Stage I is 
the application of ICT techniques to obtain the required input data for the mathematical model. It 
should be noted that the focus of this chapter is on disassembly under uncertainty, where 
disassembly time and the outcome of incurring damage to components during disassembly 
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operations is uncertain. The potential of ICT techniques to help the designer simulate the 
disassembly process in a virtual environment and determine the statistical distributions of the 
uncertain parameters is realized. Once data are obtained through immersive simulation, a 
stochastic model in the form of a mixed-integer nonlinear program is applied for selecting 
optimum solution(s).  
 
 
Figure ‎9-1: A schematic view of two-stage procedure of disassembly sequence 
planning [214] 
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Stage II: Obtain the intuitive disassembly sequences through the ICT 
technique  
Disassembly is most often carried out manually, without automated robotics. Human 
experts often develop efficient procedures, but there is a great deal of variability in those 
procedures, both across experts and across the operations of a single expert. Simulating the 
product disassembly process using ICT techniques assists the designer in determining 
disassembly solutions in an intuitive way. Using the virtual environment, realistic prototyping 
can be performed and a designer can examine how humans interact with components [215]. 
Geometric reasoning that results from human interaction with the product components 
helps the designer generate disassembly solution(s) that might be different from the optimal 
disassembly sequence obtained from using only the analytical models. The immersive 
environment provides a space for this human interaction to occur without the need for building 
physical prototypes. Exploring disassembly solutions using the ICT techniques is especially 
important, given the variability inherent in the human-driven disassembly processes. Spending 
time and money on simulating and visualizing the products in the ICT environment with the aim 
of gathering input data or exploring intuitive disassembly sequence is especially beneficial in the 
early conceptual stage of design where design modifications are less costly.  
The designer can compare the results of the mathematical model with intuitive solutions 
and apply the results to modify the product design. Design changes can be made and new data 
can be gathered to finalize the product design. In addition, different design alternatives can be 
compared and evaluated applying the proposed procedure.  
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9.3. Stochastic Model 
In this section, a mathematical model is proposed to identify the best disassembly 
sequence. A disassembly graph which includes all feasible disassembly transitions in the arcs 
and resulting subassemblies in the nodes is first developed. The optimization model is based on 
the shortest path method. The objective is to find the shortest path considering a decision 
criterion or objective (e.g. disassembly time, probability of damage) given that the disassembly 
parameters (times and probability of damage corresponding to disassembly transitions) are 
uncertain values.  
Index set:  
j: feasible disassembly transition (action) 
l: node of disassembly graph (assembly states) 
t: target node  
J: the set of all feasible disassembly transitions 
Il: the set of disassembly transitions (arcs) coming to node l 
Ol: the set of disassembly transitions outgoing from node l 
n: the total number of disassembly transitions/arcs 
Parameters: 
 
 
: The uncertain parameter associated with transition j.  
   Confidence level selected for converting stochastic constraints 
 
 
 can be the number of collisions associated with the disassembly transition j, the 
disassembly time of transition j or any other process parameter. It is assumed that   is a random 
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variable which follows a normal distribution. The statistical parameter   is obtained from the 
simulation, which can show the exact distribution of  . When the result is not normally 
distributed, appropriate remedial actions can be taken to transform non-normal to normal 
distributions to facilitate modeling. For example, sometimes extreme values in a data set result in 
a skewed distribution. In this case, normality can be achieved by removing the outliers, if 
appropriate. Non-normality can also result when data originates from more than one process, 
shift or operator. Often it is possible to normalize this data by applying methods such as Box-
Cox transformation, or using the sample mean and employing the central limit theorem [216].  
Decision Variable: 
xj: The binary (0, 1) variable that indicates whether disassembly transition j is performed 
( xj = 1) or not (xj = 0). 
Objective Function:  
The objective of the model is to minimize the total disassembly time, or alternatively, the 
number of collisions resulting from conducting disassembly transitions to reach to the target 
nodes (target assembly).  
     
 
 
   
   
Subject to: 
             (initial node)       (9.1) 
                  (transit nodes)       (9.2) 
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            (target node)        (9.3) 
The objective of shortest path problem is to find the path between two nodes (vertices) in 
a graph such that the sum of the weights of its constituent arcs (edges) is minimized.  
A binary decision variable       is assigned to each arc of the graph or disassembly 
transition, meaning that arc is either traversed or not. The disassembly graph can be represented 
by a set of node equations. The summation of the arcs exiting the first node should be equal to 1 
(Equation 1). The summation of the arcs entering the target node (target assembly) should also 
be equal to 1 (Equation 3). For the transit nodes, the number of arcs entering each node must be 
equal to the number of arcs leaving a node (Equation 2).  
The objective function of the model includes a random parameter. To convert it to a 
model with a deterministic function, it will be restated as decision variable   . Therefore, a new 
constraint needs to be added to the problem (Shapiro et al., 2009). Equation (4) shows the new 
constraint.   
Objective function: 
       
Subject to: 
     
  
                        (9.4) 
The objective chance constraint (4) introduces a target value    with confidence level  . 
Considering both the objective function and Constraint (4), we are looking for the minimum 
value of    that satisfies the above mentioned probability constraint. In another word:   
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Now, we need to convert the new constraint incorporating the probability term into 
corresponding crisp equivalence. 
Let’s define A as follows:  
    
  
                (9.5) 
where  
 
 are random variables in the above expression. If  
 
 follows a normal distribution, 
since the sum of independent normally distributed random variables follows normal distribution, 
then A follows a normal distribution and the expected value and the variance are calculated as 
follows: 
         
  
               (9.6) 
           
      
  
          (9.7) 
Since A follows a normal distribution, 
      
       
 follows the standardized normal 
distribution.  
Now, consider Constraint (4) 
     
  
                    (9.8) 
     
  
                    (9.9) 
                   (9.10) 
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           (9.11) 
Let’s define 
      
       
              (9.12) 
Therefore, constraint (4) can be converted to: 
      
    
       
            (9.13) 
where  ~N(0,1). The inequality is satisfied if and only if  
        
    
       
          (9.14) 
Then 
                            (9.15) 
Therefore, the equivalence of Constraint (4) is: 
                      
      
  
          (9.16) 
The final mathematical model is in the form of a mixed-integer nonlinear program 
(MINP) in which       ,     ) and         are known. The mean and variance of   are 
obtained from simulating the disassembly process using the ICT.  
Objective function: 
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Subject to: 
                      
      
  
             (9.17) 
             (initial node)       (9.18) 
                  (transit nodes)       (9.19) 
            (target node)        (9.20) 
We have assumed that the disassembly transitions are independent. Therefore, we can use 
the fact that the summation of two independent normally distributed random variables is normal, 
with its mean being the sum of the two means, and its variance being the sum of the two 
variances.  
 
9.4. Application of the Method: Burr Puzzle 
This section describes the application of the two-stage procedure and MINP model for a 
Burr puzzle. The Burr puzzle receives its name from the most traditional shape for the finished 
puzzle, a symmetrical set of interlocking cuboids thought to resemble a seed burr. Traditionally, 
they are made from wood and known in Asia and Europe since at least the 18th century [217].  
Burr puzzles have unique geometric properties that make them appropriate for testing 
assembly/disassembly tasks. For example, only certain components can move at certain times 
and most movement is completely orthogonal to other movements. Figure 9-2 shows an example 
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of a six piece burr puzzle used in this project and its components. A label is assigned to each 
component of the burr puzzle.  
 
 
 
Figure ‎9-2: A Burr puzzle with six interlocking pieces [214] 
 
The purpose of this example is to separate a selected set of components from the burr 
puzzle. This type of disassembly in which the target component(s) are given is called selective 
disassembly. Applications for selective disassembly include maintenance, and removal of high-
value components prior to the shredding process often employed in material sorting and 
recycling operations.  Here, the objective is to retrieve the ‘GRY’ subassembly from the whole 
assembly. The general procedure is described below. 
Stage I 
This stage includes four steps that help the designer obtain a disassembly sequence 
applying the mathematical model. 
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Step 1: Representing the feasible disassembly transitions 
The first step is to identify feasible disassembly operations from assembly drawings and 
present them in the form of a disassembly graph or network.  
Different methods have been developed to represent disassembly sequences, including 
AND/OR graphs, Petri net methods, undirected graphs and digraphs [24]. For complex products, 
the feasible disassembly operations can be listed in the form of a matrix called the transition 
matrix [52]. For the purpose of the burr puzzle example, the feasible disassembly operations and 
possible paths to reach the ‘GRY’ subassembly were determined by the Iowa State collaborators 
and were listed in the disassembly graph shown in Figure 9-3. They are all feasible disassembly 
operations that leave GRY intact. Each arc of the graph indicates a single disassembly operation. 
The resulting subassemblies are listed in each node. There are three disassembly operations (1, 6 
and 9) in which no component is removed from the assembly; instead components are 
repositioned slightly. The * notation in the resulting nodes shows the component repositioned.  
Disassembly graphs are constructed by defining the precedence relationships of the 
disassembly operation steps.  The larger the size of the problem, the greater the graph complexity 
and computational cost. Luckily, all possible combinations and permutations rarely need to be 
considered, since most real products are designed and assembled in such a way that the number 
of possible disassembly sequences is far fewer than the number that would result were there no 
precedence relationships. For example, a computer hard drive cannot be disassembled before it is 
first removed from the computer. All possible disassembly sequences must be included in the 
graph. For more complex products, the set of disassembly operations can be organized in the 
form of a matrix instead of a disassembly graph. This matrix called Transition matrix. In fact, the 
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disassembly graph and transition matrix are two different ways of representing the same 
information. Several studies have already used transition matrices to represent the set of feasible 
disassembly transitions (e.g. [52], [35] and [24]). For the purpose of the shortest path modeling 
in the current research, the disassembly graph has been used, which is easier to understand by 
users, compared to the transition matrix. Moreover, disassembly graph may particularly be used 
for the purpose of evaluation and training of disassembly sequences. Future work includes 
disassembly graph visualizations in the ICT environment to evaluate potential product 
disassembly sequences and provide new input for the redesign of products.  
 
 
 
 
 
 
 
Figure ‎9-3: Feasible disassembly operations of six-piece Burr puzzle in the form of 
disassembly graph [214] 
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After identifying feasible disassembly alternatives, the next step is to define the decision 
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damage or any other criterion involved in disassembly operations. The aim of this example is to 
find the disassembly sequence with the minimum number of collisions between parts, as a proxy 
for the probability of incurring damage during the disassembly process. Therefore, in this 
example the random variable    refers to the number of collisions. Our interest here is in 
examining the amount of damage occurring during disassembly, however, any cost measure 
could be accommodated by this method. 
Step 3: Obtaining‎‘cost‎structure’‎data‎applying‎the‎ICT 
The third step is to estimate the “cost” or other impacts incurred by carrying out each 
feasible disassembly operation, (or transitioning each arc in the network). In the early design 
stages, estimating these values can be difficult. The potential of ICT can be exploited to 
overcome this difficulty. In the ICT environment, a user can virtually disassemble the puzzle and 
collect the data needed to make these estimates. 
For the purpose of this example the Iowa State collaborators have developed an ICT 
environment to virtually disassemble the Burr puzzle. The Iowa State team has recorded the 
numbers of collisions for approximately 30 trials of each feasible disassembly sequence 
conducted in the ICT environment. Each component of the burr puzzle is modeled as a collection 
of volume elements or voxels. Collisions are calculated on a voxel-to-voxel basis. When a user 
moves one component in contact with another, several thousand voxel collisions may happen. 
The user manually disassembles the Burr puzzle in the ICT environment. Our rationale for this is 
that asking someone to actually disassemble the product will produce relatively reliable damage 
estimates. It is true that as the complexity of the assembly increases, the time to gather the 
damage estimates will increase. Additionally, this time also increases as the disassembly 
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opportunities (graph) grow in complexity (independently of the number of components). The 
computational demands are minimal in calculating this cost. 
Figure 9-4 shows the boxplot of the number of collisions recorded for transition 4 
(dismantling component B from subassembly BGPRY). Two of four feasible disassembly 
sequences include transition 4, therefore the data are recorded for 60 trials of disassembly 
transition 4. 
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Figure ‎9-4: The boxplot of the number of collision for disassembly Transition 4  
[214] 
 
The number of collisions associated with disassembly operations are considered to be an 
uncertain parameter because these operations are performed manually, and will vary from 
operator to operator, and can also vary even for the same operator. Random influences result in a 
statistical distribution for the number of collisions. Statistical properties of   have been 
investigated using Input Analyzer in ARENA simulation software. Table 9-1 lists the average, 
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variance and the statistical distribution of the number of collisions generated from the ICT 
simulation of all disassembly transitions specified in the disassembly graph.  
 
Table ‎9-1: The average and variance of the number of collisions for each 
disassembly transition generated from the ICT simulation 
Disassembly transition Sample Mean 
    
Sample Variance 
   
  
No. of data points Distribution  
1 (node 1 to 2) 2482 1978173 121 Weibull 
2 (node 2 to 3) 2623 19271275 118 Exponential 
3 (node 3 to 5) 2775 1174823 61 Exponential 
4 (node 3 to 4) 126249 195660077 60 Normal 
5 (node 5 to 8) 87455 1268367196 31 Uniform 
6 (node 5 to 7) 2994 4658269 29 Weibull 
7 (node 7 to 8) 103465 137735293 30 Triangular 
8 (node 4 to 8) 8746 127596936 30 Weibull 
9 (node 4 to 6) 2990 1562574 30 Exponential 
10 (node 6 to 8) 2745 558210 30 Exponential 
* The outliers have been removed from the data set.  
 
Both ‘Chi Square goodness of fit’ and ‘Kolmogorov-Smirnov’ tests have been conducted 
on the data to describe how well the distributions fit the set of data collected. The exact statistical 
distributions expressions and the corresponding P-values of ‘Chi Square’ and ‘Kolmogorov-
Smirnov’ are listed in the second, third and fourth columns of Table 9-2 respectively. In cases in 
which the P-value is less than the significance level ( ), the distribution fitted is not acceptable 
and more data points are needed to specify the exact distribution of the data. As can be seen from 
the second column of Table 9-2, the normality assumption does not hold for  . Therefore, the 
non-normal data have been transformed to normal data using Box-Cox transformation in 
MINITAB software. Fifth column of Table 9-2 shows the statistical properties of the number of 
collisions data after the data have been transformed to normal data. Finally, since the normal 
distribution is closed under linear transformations, if random variable X is normally distributed, 
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then a linear transform aX + b is also normally distributed, therefore linear transformation has 
been used to rescale the normal data based on initial sample means. Rescaling the data makes 
them appropriate for comparison of the number of collisions of different disassembly transitions. 
The last column of Table 9-2 represents the linear transformation of the normal data. In the case 
of sufficiently large number of sample size the central limit theorem can be applied instead of 
Box-Cox transformation and sample means can be calculated to be used as an input to the model.  
Table ‎9-2: The average and variance of the number of collisions for each 
disassembly transition after transforming data to normal data  
Transition Initial Distributions 
Chi 
Square 
Test 
P-value 
Kolmogo
rov-
Smirnov 
Test 
P-value 
 
Mean and 
StDev of 
transformed 
data 
X~Normal 
      
Linear 
transformation 
derived from 
Box-Cox 
Y= a*x~ 
Normal        
1 (node 1 to 2) 959 + 
WEIB(1.58e+003, 
1.11) 
0.395 > 0.15  (0.021880, 
0.004799) 
(2482, 544.4)  
2 (node 2 to 3) 221 + 
EXPO(1.97e+003) 
0.0186 0.013  (0.12326, 
0.03131) 
(2624, 666.5) 
3 (node 3 to 5) 1.63e+003 + 
EXPO(1.15e+003) 
0.573 > 0.15  (0.000402, 
0.000117) 
(2775, 808) 
4 (node 3 to 4) NORM(1.26e+005, 
1.39e+004) 
0.229 > 0.15 (126249, 
13988) 
(126249, 13988) 
5 (node 5 to 8) UNIF(3.55e+004, 
1.5e+005) 
0.669 > 0.15  (289.4, 62.1) (87443, 18758) 
6 (node 5 to 7) 612 + 
WEIB(2.69e+003, 
0.793) 
< 0.005 > 0.15  (7.792, 
0.662)  
(2995.1, 254.6) 
7 (node 7 to 8) TRIA(8.25e+004,9.
83e+004, .35e+005) 
0.194 > 0.15  (11.541, 
0.110) 
(103466, 983) 
8 (node 4 to 8) 1.31e+003 + 
WEIB(4.5e+003, 
0.535) 
< 0.005 > 0.15 (0.01665, 
0.00736) 
(8746, 3868) 
9 (node 4 to 6) 1.71e+003 + 
EXPO(1.28e+003) 
0.541 > 0.15 (0.000381, 
0.000123) 
(2990, 966) 
10 (node 6 to 8) 1.86e+003 + 
EXPO(890) 
0.365 > 0.15  (0.000388, 
0.000092) 
(2743, 654) 
*The subgroup size is set to 1 for Box-Cox transformation  
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Step 4: Applying the MINP to identify the optimum disassembly sequence  
The Tomlab/minlpBB solver has been employed to solve the current optimization 
problem. Using the data provided in Step 3 and solving the mixed integer nonlinear 
programming model gives the optimal (lowest number of collisions) route from node 1 to node 8. 
Route 1-2-3-5-7-8 shown in Figure 9-5 with a dashed line is the optimal disassembly sequence 
for reaching subassembly GRY, which is our target subassembly. The first step is to move the “R” 
component towards the operator (node 1 to 2), next “T” component is vertically removed from 
the assembly (node 2 to 3). From node 3 to 5, the “P” component is removed through one 
horizontal motion to the right. The “R” component is moved in the direction away from the 
operator until it is halfway exposed on the backside of the puzzle (node 5 to 7). Finally 
disassembly is complete by removing the “B” component through two orthogonal movements 
(node 7 to 8). 
 
 
 
 
 
 
Figure ‎9-5: The disassembly graph and the optimum sequence derived from the 
mathematical model [214] 
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Stage II 
In the second stage of the proposed procedure, the Iowa State collaborators started 
analyzing the results of the mathematical model and explored the intuitive disassembly 
sequences. The optimum disassembly sequence shown in Figure 9-5 includes several operations 
that may not be intuitive. The first operation involves the movement of the “R” component 
towards the operator. This action causes the lower portion of the puzzle to be visually obscured 
by the “R” component making it difficult to evaluate the assembly. The removal of the “T” 
component is challenging, as the majority of the piece cannot be seen. At this point of the 
disassembly, node 3, there are two opportunities to remove components. Both the “B” and “P” 
components appear physically constrained in similar ways. In actuality, the removal processes 
for these pieces are very different. The “P” component may be removed through a single 
horizontal manipulation, while the “B” component requires two distinct manipulations across 
two orthogonal axes, however, this constraint is not visually apparent. Following the optimal 
sequence, the “P” component is removed. Node 5 affords two disassembly operations. First, in 
efforts of wanting to complete the disassembly sequence, an operator may remove the “B” 
component. While this seemingly simple one-piece removal appears to be the intuitive choice, 
the optimal sequence instead calls for an intermediate operation. Instead of removing the “B” 
component, the “R” component is reoriented in the opposite direction away from the operator. 
This disassembly operation results in the exposure of the “B” component. From this perspective 
an operator has gained additional understanding as to the physical constraints holding the “B” 
component in the assembly. From this view it is apparent that the “B” component requires 
manipulations in two directions. The “B” component is removed and the disassembly objective is 
accomplished. 
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Comparing the results of MINP with the ICT intuitive solutions 
The intuitive disassembly path, however, diverts from the optimum path at node 5. While 
the optimal path calls for the reorientation of the “R” component, this appears to be an illogical 
operation considering the final objective (an assembly containing “G”, “R”, and “Y”). Seeking a 
path of lesser resistance, it may be more likely that, in efforts to reach the objective, an operator 
will attempt to remove the “B” component without cognizance of physical constraints.  
This conflict between the optimal path and the intuitive path (via operator intuition) 
provides an opportunity for product redesign. The realignment of the “R” component, node 5 to 
node 7, presents the operator a stronger visual perspective of the “B” component’s 
interconnectedness within the assembly. Utilizing this new information, the operator may 
remove the “B” component while respecting physical constraints and minimizing potential 
damage. In efforts to serve both the disassembly objectives (minimize cost, minimize damage) 
and leverage operator intuition, the product may be redesigned to make the interconnectedness 
and physical constraints, more apparent to the operator during disassembly. 
The second stage shows that sometimes the normative model results in a counterintuitive 
solution even to those with expertise in disassembly procedures. Exploring the potential 
disassembly solutions in the ICT environment simulates the real world. In reality, the selection of 
disassembly sequence planning relies on the expert qualitative judgment. Users conduct 
disassembly sequence based on their particular knowledge about causality, disassembly time and 
constraints rather than on quantitative estimation of values. The result of the second stage can 
assist designers to modify the product’s design. Therefore, each stage of the proposed method 
provides insights to the other. 
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9.5. Conclusion 
A new procedure for disassembly sequence planning under uncertainty has been 
presented in this chapter. The aim is to help designers determine the best sequence for product 
disassembly while considering uncertain disassembly process outcomes such as time, cost or the 
probability of incurring damage. The proposed procedure consists of two main stages. In the first 
stage a stochastic programming model in the form of a mixed integer nonlinear program 
incorporating data collected using ICT has been developed to determine an optimum disassembly 
sequence. Then, in the second stage the ICT has been applied to explore intuitive solutions. 
Finally, the results of both mathematical model and the ICT simulation can be combined to 
modify the product design.  
The proposed procedure was tested on a six-piece Burr puzzle example. The objective 
was to find the disassembly sequence with the lowest number of collisions between components. 
The data for the number of collisions were gathered through ICT simulation conducted by Iowa 
State team. Using the gathered data, the MINP model was solved and a solution was derived. 
Then, other intuitive solutions were explored using Iowa State ICT tools.  
We could have just assumed a distribution for the damage without using ICT. However, 
by employing the ICT to gather data to estimate the distribution, insights were gained and used 
to explore other potential disassembly methods that weren’t necessarily evident as a result of the 
mathematical model. 
The current research can be extended to consider uncertainties in several attributes 
simultaneously, such as disassembly time and the probability of damage. One method for dealing 
with this is to convert and aggregate multiple attributes to a single one such as cost, and then 
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minimize total expected cost. For example, disassembly time could be converted to labor cost, 
and the probability of damage could be converted to the cost of repairing the damage. Another 
option would be to explicitly consider tradeoffs among several attributes using normative 
decision analytic methods such as multiattribute utility analysis [203].  
Future work includes studying the systematic cognitive biases that may happen while 
using immersive computing technologies to explore intuitive solutions. In addition, more 
detailed case studies of various products with high design modification and material recovery 
potential are needed to show the benefits of the proposed method. 
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CHAPTER 10 EXPLORING THE SYNERGY BETWEEN 
NORMATIVE AND DESCRIPTIVE DESIGN THEORY AND 
METHODOLOGY 
10.1. Introduction 
The first Design Theory and Methodology Conference in 1989 presented papers that were 
primarily descriptive design studies (e.g. [218], [219]). At the time, the fields of artificial 
intelligence and expert systems were growing significantly, as improvements in computer 
processing speed and memory were making such systems possible. These early computer based 
design tools sought to encode the knowledge of human design experts. However, this proved to 
be quite difficult, since the design process was often practiced as an art, rather than a science. 
While mathematical models of physical artifacts or systems were widely employed, there was 
very little codified terminology, theory, process or methodology for conducting the design 
process itself. The preface to the first DTM conference proceedings [220] states  
“To increase knowledge about the mechanical design process as a basis for the 
development of tools to aid designers, the study of Design Theory and Methodology is 
developing as a critical field of research….This conference, the first within ASME, is 
focused specifically on explaining the mechanical design process and the development of 
tools to aid in accomplishing design.” 
Much progress was made over the next 25 years. The mechanical design process has been 
thoroughly explained, and the terminology, theory and methodology for describing the design 
process have been codified, although it is ever evolving. Throughout this evolution there has 
always been a tension between descriptive and normative approaches. Codifying or formalizing 
current practices answered the question “How do we design?” in a descriptive fashion. The next 
question was “Can we do better? How should we design?”  The normative approach seeks to 
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answer these questions. The central problem is how to determine which aspects of the design 
process as practiced by human experts to retain, and which to replace.      
This chapter presents work published in Behdad et al. (2013) [221] and addresses the 
tension between normative and descriptive approaches to design theory and methodology. The 
remainder of this chapter proceeds as follows. Section 2 presents a new method for achieving 
synergy between normative and descriptive approaches to design theory and methodology. 
Section 3 presents an illustrative example of disassembly. Finally section 4 summarizes, 
concludes, and describes possible future research directions. 
 
10.2. A Framework for Resolving Normative vs. Descriptive Tensions in 
Design Theory and Methodology 
This section describes the underlying method for achieving synergy between normative 
and descriptive approaches to design theory and methodology, with the goal of exploiting the 
strengths and remedying the weaknesses of each approach. Table 10-1 contrasts the two 
approaches, and delineates the strengths and weaknesses of each. 
The framework builds upon new advances in immersive computing technology to support 
early design decision making. New methods of interacting with product data while still in the 
early design phase can be used in conjunction with descriptive methods to enhance decision 
making. Figure 10-1 illustrates how providing the designer with descriptive data and the ability 
to explore normative methods while interacting with full scale CAD models in an immersive 
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computing environment will bring both descriptive and normative methods together to improve 
the entire design process. 
 
Table ‎10-1: Descriptive vs. Normative Design Methods 
 Descriptive Normative 
G
o
al 
Make best practices available to 
all 
Improve on best practices 
M
eth
o
d
s 
Holistic model of whole system 
Documents best practices of 
experts 
Abstract model of selected elements 
Immersive Computing 
Environments 
Mathematical models 
Optimization  
Decision based design 
S
tren
g
th
s 
“Rings true”  
 
Feels familiar  to practitioners 
Optimal solution is most efficient use of 
resources 
 
Axiomatic foundation provides basis for 
belief this is the best possible solution 
W
eak
n
esses 
Can inadvertently embed 
mistakes, inefficiencies, 
cognitive biases  
May be difficult to get buy-in 
Cannot tell if solution is the best 
possible (optimal) 
Need to gather or estimate large amount 
of input parameter data 
 
Can inadvertently embed cognitive 
biases in either model formulation or 
input parameter estimation 
Designer does not necessarily 
know what to do within system 
Can be computationally intractable 
 
E
v
alu
atio
n
 
M
etric 
Does it mimic reality? 
 
No need to judge or evaluate 
Is the design and/or process better than 
before? 
 
. 
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10.2.1. Framework 
Figure 10-1 outlines the cyclic nature of the framework. The connections between each of 
the elements indicate the synergistic nature of the method. The Immersive Computing 
Technology (ICT) environment can be employed to quickly gather information and data from a 
simulated “experiment” much more quickly than would be possible with physical prototypes. 
ICT also affords the collection of data unavailable in traditional design environments. 
Conversely, users of the ICT system could be provided with a visual abstraction of a normative 
mathematical model and/or sensitivity analysis results in order to guide their activities within the 
system towards those that might be more productive. Visualizations can also be employed to 
debias the user. The end goal is to achieve a feasible disassembly plan that accommodates 
several trade-off decisions that might not be immediately apparent from simply viewing the 
CAD models using traditional computing interfaces.  
Starting with the descriptive approach, an immersive computing environment is created 
in which the designer can view, manipulate and interact with the design artifact and also execute 
any operations of interest, such as assembly, product use by the consumer, or disassembly at end-
of-life. This approach sometimes seeks to mimic physical reality as closely as possible in order 
to capture all the important aspects of the interaction between the design artifact and the user. It 
should be noted that ICT does not firmly belong to the descriptive category since it can also be 
employed as a useful tool to support the normative approaches in different ways such as 
facilitating the collection of data used as inputs to mathematical models. However, the way that 
we applied the ICT in this research is more in a descriptive fashion. ICT has been mainly used to 
explore different design solutions rather than telling which solution is the best possible answer. 
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The designer is free to explore the design through natural interaction. At this stage, heuristic 
rules of thumb are often employed based on the designer’s prior experience. These heuristics are 
necessary and useful, but can inadvertently be influenced by cognitive biases. Then the question 
“Can we do better?” is asked. A normative approach is employed in order to improve on the 
designer’s experience and insert some formality into a somewhat ad hoc implementation of best 
practices. By definition, this approach seeks to improve upon existing ad hoc best practices, and 
often employs a mathematical abstraction of the most important elements of the design problem.  
Mathematical models are an abstraction of reality, and the analyst must first determine 
which aspects of reality need to be included in the model and which do not. This requires 
answers to questions such as “What are the objectives? What are my options? What tradeoffs am 
I willing to make? What design decisions can I control in order to achieve the objectives?” After 
the model is formulated, estimations of the input parameters are required. Interacting in the ICT 
can serve to provide input data to the mathematical model. The user can manipulate the product 
and generate data that will inform both the formulation of the mathematical model and the use of 
the results.  
The results of mathematical models often include not only the optimal solution, but also 
sensitivity analysis of the result.  
At this stage, the designer has the advantage of querying the available results from the 
normative methods while still interacting within the ICT. Results from sensitivity analysis can be 
displayed to the designer to inform his/her decision making. Instead of relying on capturing all 
aspects of the design in the mathematical model, the user can test the boundary conditions of the 
model and improve upon it by manipulating and interacting with the early product design in the 
218 
 
 
 
 
 
 
 
 
 
Immersive Computing 
Environment 
ICT. Combining natural interaction in the ICT with formalized mathematical models allows the 
designer the ability to leverage both the descriptive and the normative approaches to design. 
Then the cycle of design continues. Again, the question is asked “Can we do better?” At this 
point, methods can be employed that will serve to identify cognitive biases and means to 
alleviate these biases. The ICT provides a unique environment upon which to implement these 
approaches.  
 
Figure ‎10-1: Achieving Synergy between Descriptive and Normative Design [221] 
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219 
10.2.2. Debiasing the Decision Maker: Immersive Computing Technology as a 
Tool to Enhance Decision Making 
This section describes a set of high level methods that can be employed to address the 
specific problem of debiasing the design decision maker in an immersive computing technology 
environment.  
Several studies suggest debiasing techniques that can help designers overcome cognitive 
biases. The unique characteristics of ICT which allow for natural user interaction and data 
visualization at the same time combine to provide a rich design decision making tool. Ullman et 
al. [222] showed that designers tend to keep a single design concept as a starting point and then 
try to adjust their original concept to improve the design rather than creating new alternatives. 
When prior experience exists, the designer reuses similar solutions and will not seek innovative 
alternatives. To avoid this anchoring, it is important to encourage the decision maker to ‘consider 
alternatives’. This can be accomplished in ICT in a number of ways. First, design alterations 
generated quickly in software without waiting for physical prototypes. These alternative designs 
can be displayed concurrently in the ICT, giving the designer the ability to make immediate 
comparisons. With respect to disassembly sequence planning, ICT could show animations of 
alternate disassembly operations the designer may not be considering. Additionally, abstract 
representations (precedence graphs) can be used to highlight unintuitive disassembly sequences. 
This strategy is also particularly effective to overcome hindsight bias [223]. 
ICT can also be used to overcome the biases that sometimes result from employing the 
availability heuristic. When considering a set of disassembly operations, a designer may 
reasonably attempt to recall past instances of disassembling similar products. However, a 
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designer might only be able to recall recent, more available, instances of similar products as well 
as those of high saliency from memory. As memory is fallible, it is beneficial to provide memory 
aids [223]. ICT may be used to quickly remind the decision maker of objectively similar 
disassembly operations (avoiding mistakes of subjective similarity judgment) and supporting 
statistical information. This reminder may also provide information on how the current product 
differs from past product experiences. Finally, a concrete visualization of past product 
experiences lifts the burden of having to imagine past products and operations accurately.  
ICT also provides numerous opportunities to overcome repercussions of the 
representativeness heuristic. When considering past probabilities, people tend to ignore base rate 
information in lieu of subjective judgments of similarity. Providing an objective metric of 
similarity between two disassembly operations or components (past vs. current) would help the 
designer understand how similar two components or operations would be, and by extension how 
they may behave in the future. Predicting future values is also a task heavily influenced by 
representativeness behavior. If condition A has yielded result B in the past, then a designer 
would assume a condition similar to A would result in B as well. However, as previously 
mentioned, similarity is difficult to judge based purely on memory of past experiences. In this 
event, both a visualization comparison and metric of similarity would help avoid challenges in 
prediction tasks. ICT also could provide tools to help the designer think about long term 
disassembly processes. While it may be possible for a designer to predict the estimated damage 
of a single disassembly operation, it is more difficult to predict damage of an entire procedure. 
ICT can be used to present an abstract precedence graph and show damage estimation 
predictions for various paths through the graph. This would remove the burden of long term 
prediction traditionally influenced by the bias resulting from the representativeness heuristic. 
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Other techniques to debias the decision maker include: 
 To “think Bayesian”. To understand Bayesian statistics and the importance of 
applying base rate information  [223]; 
 "Systematic statistical thinking”. Preferring group data to individual case 
considerations as well as basing predictions on multiple inputs [224]; 
 Incorporating probabilistic and statistical heuristics into individuals’ everyday 
reasoning  [225]; 
 Using frequencies instead of probabilities since people reason more accurately about 
frequencies than about probabilities  [226]; 
 Train and inform decision makers about biases [227]. 
The aim of this research is to exploit both descriptive and normative models to debias the 
designer. In this way, designers can decrease the effects of a broad range of cognitive biases. It 
should be noted that the types of the cognitive biases and the heuristic involved in the process 
deviate from one design application to another. Therefore, the types of the remedial actions taken 
are different from one application to another. Along with the above mentioned de-biasing 
techniques, this chapter proposes employing the capabilities of ICT to remedy some of the 
cognitive biases. The purpose of this work is not to overcome specific biases, but to propose 
methods on a general scale. 
 
10.3. Illustrative Example of Methodology 
This section illustrates the method presented above with an example of disassembly 
sequence planning. Disassembly is a process with variety of purposes including product repair, 
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maintenance, component reuse and material recovery. Disassembly sequence planning as an 
integral part of many End-of-Life product recovery operations is not a trivial problem and the 
presence of a high degree of uncertainty and the cognitive biases as a result of the expert 
qualitative judgment complicate the matter even further. 
The primary goal is to minimize total cost. Traditionally, this is done by minimizing the 
time required to perform all disassembly operations. This often results in damage to some 
components. However, product take-back initiatives seek to reuse or remanufacture some or all 
components, making it necessary to consider the damage inflicted by speedy disassembly 
operations.  
The purpose of this section is to show how simultaneous consideration of both 
descriptive and normative approaches can help a designer derive the disassembly sequence with 
minimum amount of damage. A sub section has been assigned to each part of the proposed 
framework in Section 
The ICT environment used in this project is the Multimodal Experience Testbed and 
Laboratory (METaL) at Iowa State University
1
. The METaL consists of two walls and a floor 
configured into a 4m x 3m x 3m space. Each projection surface is illuminated by a single 3D 
projector producing 5.28 megapixels of resolution across the total display surface of the facility. 
Position of the user’s head and handheld wand is detected by the optical tracking system. The 
computational resources include a head node and a render node, each containing dual quad-core 
processors and 24GB of RAM. Active stereo glasses are worn by the user to produce stereo 
viewing. 
                                                          
1
 http://www.vrac.iastate.edu/METaL/ 
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10.3.1. Descriptive Approach 
The Burr puzzle (Figure 10-2) was chosen as a sample assembly to illustrate the effect 
damage estimates would have on the choice of disassembly sequence. Removing any piece of the 
Burr puzzle results in many collisions with other pieces that could potentially result in damage. 
Within the ICT environment developed by the Iowa State team, a designer can manipulate and 
interact with the assembly by reorienting the assembly, removing individual parts, etc.  
Once inside the ICT, the designer is asked to select the sequence that he or she believes 
results in the lowest probability of damage. The disassembly tree can be displayed in the ICT 
along with the geometry of the Burr puzzle. 
 
Figure ‎10-2: Leif Berg shown interacting with the Burr puzzle in the Immersive 
Computing Environment in METal facility located at Iowa State University [221] 
 
 
The designer makes decisions based on their subjective assessments of probabilities 
which may be quite different from the objective or true probabilities. In general, designers’ 
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estimates of probability of damage during disassembly are influenced, to some extent, by their 
perception of two things: 
 Frequency of damage occurrence 
 Severity of damage 
The effect of frequency of event occurrence on the estimation of probability of damage 
was explained under prospect theory by Tversky and Kahneman [193]. Based on this theory, 
people tend to overestimate the probability of relatively infrequent events and underestimate the 
probability of relatively frequent events. Let X be a set of outcomes, for this example, cost of 
damage. Assume a set of simple probability distributions P over X. A typical representation of P 
is the lottery [pl, x1; ...; pm, xm], which results into outcome xi with probability pi. The expected 
value of this lottery is defined as [228]: 
                                (10.1) 
where         .The probability weighting function w is from [0, 1] to [0, 1] with 
       and      . Tversky and Kahneman [193] proposed the following one-parameter 
weighting function for w:  
     
  
           
 
 
         (10.2) 
     is a monotonic function that has an inverse S-shape for           . Bleichrodt 
and Pinto (2000) summarized the results of some empirical studies that estimated the parameter   
in the above equation. Tversky and Kahneman [193] estimated the parameter to be        for 
gains and        for losses.  
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Figure ‎10-3: Weighting functions for gains (w+) and losses (w-) based on median 
estimates of   [193] 
 
As shown in Figure 10-3, people commonly overestimate the probability of infrequent 
events and underestimate the probability of frequent events [229].  
The weighting function describes how designers treat probabilities of damage. Under 
expected utility theory, designers multiply the value of the resulting subassemblies by the 
probability of incurring damage during disassembly. However, with prospect theory, users have 
an imperfect grasp of the meaning of probabilities of damage. The weighting function describes 
the probability that designers often consider in their calculations for each level of 
stated probability.  
The severity of the outcome is another factor that affects the estimation of the probability 
of damage. Harris el al. [194] found that users judged a controllable event as more likely to 
happen when its consequence was extremely negative than when it was more neutral. Therefore, 
the probability estimations for incurring damage (negative outcome) during disassembly 
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transitions are systematically biased by their severity. This is an example of the availability 
heuristic, as a result of consequence saliency being high. The designer overestimates the 
probability of damage when the disassembly operation results into damage to high-value as 
opposed to low-value items.  
It should be noted that overestimating or underestimation of probability of damage has 
economic effects. The probability and consequence of damage during disassembly can directly 
affect remanufacturing cost. Moreover, the overestimation or underestimation of the probability 
affects the speed of conducting disassembly. While speed of disassembly is important in 
reducing remanufacturing cost, unplanned and irreparable damage to components as a result of 
disassembly or reassembly prevents reuse and could result in financial loss. There is always a 
trade-off between the speed of disassembly and the amount of damage caused. The problem 
arises where the user overestimates the probability of damage, and as a result unnecessarily 
reduces disassembly speed in order to prevent the damage. Figure 10-4 and 10-5 represent the 
effect of overestimating and underestimating the probability of damage on total cost of 
disassembly respectively.  
Total cost is composed of two parts:         , where the labor cost is calculated 
based on the disassembly time        ) where L is the unit labor cost per unit time and; the 
cost of occurring damage during disassembly (  ).  
The straight line in Figure 10-4 shows that slower disassembly time results in increased 
labor cost. Figure 10-4 shows the inverse relationship between the probability of damage and the 
cost of damage. A decreasing exponential function is assumed for the cost of damage based on 
disassembly speed (probability of damage). The higher the speed of conducting disassembly 
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operation, the lower disassembly time and therefore, the higher the probability of damage and the 
cost of resulting damage.  
 
 
 
 
 
 
 
 
 
 
Figure ‎10-4: The economic effect of overestimating probability of damage during 
disassembly [221] 
 
The total cost curve is the summation of the disassembly labor cost curve and the cost of 
damage curve. The figure shows    as the optimal disassembly time with lowest total cost   . By 
overestimating the probability of damage, the cost of damage curve shifts upward, and as a result 
the total cost curve also shifts to the right. Therefore, the perceived optimal disassembly time is 
   but the resulting total cost is    is higher than   .       is the cost of overestimating 
probability of damage. Figure 10-5 shows similar results for underestimating probability of 
damage, with speeds that are too high. 
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Figure ‎10-5: The economic effect of underestimating the probability of damage 
during disassembly [221] 
 
In summary, inaccurate estimation of the probability of damage potentially convinces the 
user to conduct the disassembly task at a speed that unnecessarily results in higher total cost.  
The result of this discussion is the realization that the designer might inadvertently embed 
some cognitive biases into their subjective estimation of the probability of damage. Therefore, 
we cannot tell with confidence that the sequence suggested by the designer is the best possible 
solution.  
10.3.2. ICT Debiasing Techniques for Disassembly Sequence Planning 
The purpose of this section is to provide concrete examples of how the ICT environment 
created by Iowa State collaborators could be employed to help designers decrease the effects of 
cognitive biases. Some of these techniques attempt this through decreasing reliance on the 
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designer’s memory, and provide new ways to consider uncertainty when estimating the 
probability of damage.  
The debiasing techniques suggested here are categorized into three groups: visual, aural, 
and haptic. The METaL ICT environment depicted earlier in Figure 10-2 may optionally employ 
an abstract disassembly sequence presence graph (Figure 10-6). This visualization is comprised 
of nodes (spheres representing disassembly configurations) and edges (line geometry 
representing disassembly transition opportunities) connecting the nodes. 
 
 
Figure ‎10-6: Example of ICT disassembly environment developed by Iowa State 
team with precedence graph visualization aid [221] 
 
Visual Methods 
The visual experience of the ICT environment provides numerous opportunities to debias 
the decision maker. The following techniques may be applied to an abstract graph visualization 
as seen in Figure 10-6.  
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The graph visualization may be altered to present additional information. The nodes (or 
configurations) could be animated to vibrate at varying frequencies to indicate differences in 
probability of damage. Color coding edges in a chromatic scale may also be used to present 
differences in probability of damage or other relevant statistics. Size could be used as a 
differentiator among nodes. As the probability of damage increases a node may become smaller 
allowing the nodes with low probability of damage to be seen more easily. Size differences of 
geometry could also be used for edges. In this case, edges (disassembly operations) with low 
probability of damage may have larger geometry. The edges would become thinner as probability 
of damage increases – indicating a potential operation to avoid. The length of the edges of the 
graph could also be altered to represent various levels of damage probability (longer indicates 
higher probability). Applying a gradient transparency to nodes could be used to highlight states 
of greater uncertainty with respect to the probability of damage (Figure 10-7). The addition of 
visual geometry is another opportunity to present relevant statistics. The path with the lowest 
total probability of damage could be highlighted using transparent green spheres (Figure 10-8). 
In the event a designer has a formal background in damage estimation, raw data could be 
presented alongside the abstract geometry. 
The potential of the graph is not limited to simple visualizations; the designer may also 
interact with it. Intersecting a virtual cursor with components of the graph could display 
additional information regarding distributions and probabilities. This is especially useful when 
other types of information dominate the scene. 
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Figure ‎10-7: ICT graph visualization created in METaL at Iowa State University. 
States and transitions with high probability of damage (left most path) are 
transparent [221]. 
 
 
Figure ‎10-8: ICT graph visualization created in METaL at Iowa State University. 
Nodes highlighted with transparent green sphere indicate path of lowest 
probability of damage [221]. 
 
Audio and Haptic Methods 
Often underutilized in ICT environments, audio is another feedback avenue. While 
interacting with the graph, a designer may intersect an edge with a virtual cursor. Upon 
intersection, each edge could emit a pitch with a frequency related to probability of damage. 
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Additionally, the quality of a pitch or set of pitches may be used to indicate damage 
probability – higher dissonance could indicate higher probability of damage. Finally, the volume 
of pitches may be adjusted to suggest variations in probabilities. 
In the event haptic devices are used in the experience, force-based attributes of 
components could be altered to present probability information. Components could also vibrate 
haptically to indicate changing levels of damage. 
The importance of using de-biasing techniques in the virtual environments becomes more 
apparent, as the application of ICT is becoming popular in the design process and as the 
traditional approach toward design process is shifting toward using the visualization-centric 
technologies rather than using the physical prototypes of the products. However, the impact of 
the above mentioned de-biasing techniques should be investigated further in future studies.  
The next section explains a normative approach used to estimate the probability of 
damage.  
 
10.3.3. Normative Approach 
To use the normative approach, we first need some estimation of damage for each 
disassembly operation. Because information is not available on the potential damage that might 
occur as each piece is disassembled, the ICT environment can be used to generate this data. In 
this application, we have chosen to use the number of collisions that happen as parts are removed 
from the assembly as a direct correlate to the amount of damage. The estimate of damage is 
considered to be an uncertain parameter that has a statistical distribution.  
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The method for gathering this damage data involves a person disassembling each part 
multiple times while the numbers of voxel collisions between parts are recorded. A complete 
description of this method can be found in [214]. Any collision detection method could be used 
however to represent a measure of potential damage. 
Figure 10-9 shows the potential disassembly sequences, the mean and variance of the 
number of collisions, and the shape of the statistical distribution of damage for each operation. 
The goodness-of-fit of the statistical distributions to the data sets has been assessed using the 
Chi-square and Kolmogorov-Smirnov tests applying the ARENA software. The   level 0.05 has 
been used.  
 
 
 
 
 
 
 
 
 
 
 
 
Figure ‎10-9: The feasible disassembly operations, the mean and variance of the 
number of collisions for each operation [221] 
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Each connecting edge of the graph represents a disassembly operation and each node 
represents the current state of the resulting subassemblies. Each part is represented by a letter 
corresponding to its color in the ICT. The “*” notation indicates that a part has been reoriented in 
the operation but not removed. 
The actual number of collisions for any one disassembly operation should not be viewed 
as representing a specific amount of damage. Rather the number of collisions for one operation 
should be viewed relative to another operation. The data represent the relative potential damage 
that could occur between two different approaches to disassembly. 
To determine the amount of damage indicated by the number of collisions, we define the 
following random variables: 
                     
                       
Unacceptable damage occurs when    . Equivalently, a performance function can be 
defined as follows:  
                      (10.3) 
Note that   and   can be functions of random variables themselves. For example, the 
current quality of a used product at its end of life, materials, geometry and shape are factors that 
may influence the part’s value. Therefore, damage versus part value is much more important than 
it may first appear.  
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Figure 10-10 shows the probability density functions of the number of collisions (directly 
correlated with damage caused) and the part’s value. As in reliability analysis, the probability of 
damage is related, but not equal to, the overlap shaded area in Figure 10-10. The greater the 
number of collisions, the more damage is caused. The value that is lost as a result of this damage 
is subtracted from the value of the component. 
 
 
 
Figure ‎10-10: The‎probability‎density‎functions‎of‎the‎‘number‎of‎collisions’‎and‎
part’s‎‘value’ [221] 
 
Probability of damage can be evaluated by integration. Temporarily suppose that damage 
has a fixed value n. Then, 
                                  (10.4) 
Now, changing the value of n and applying the integration over all the damage value 
weighted by the probability density function of the number of collisions,      : 
                       
  
  
  
  
                 (10.5) 
where       is the cumulative distribution function (CDF) of R calculated at n.  
For simplicity, we can assume that damage occurs when the number of collisions exceeds 
a certain damage threshold, as shown in Figure 10-11. 
  Value 
No. of collisions 
pdf 
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Figure ‎10-11: The probability of damage is the shaded area under the curve 
beyond the threshold K [221] 
 
Therefore the probability of damage can be calculated as follows: 
                    
  
 
        (10.6) 
Where, N is the random variable representing the number of collisions. The method is 
applied to calculate the probability of damage for each disassembly transition. The threshold 
value k=120,000 is used here. As several examples, Figure 10-12 to Figure 10-14 show the 
distributions of the number of collisions and the damage probabilities calculated for disassembly 
operations 5, 6 and 7 respectively. As shown on the disassembly graph depicted in Figure 10-9, 
disassembly operations 5, 6 and 7 are the possible operations that separate component ‘B’ from 
module ‘BGRY’. 
 
 
 
No. of collisions 
 
Probability of damage 
K: damage threshold 
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Distribution: Uniform  (a, b) 
Expression: UNIF(3.55e+004, 1.5e+005) 
Prob. of damage:  
   
   
      
Figure ‎10-12: The statistical distribution of the number of collisions for 
disassembly operation 5 [221] 
 
 
Distribution: Exponential  ( ) 
Expression: 612 + EXPO(3.02e+003) 
Prob. of damage:         
Figure ‎10-13: The statistical distribution of the number of collisions for 
disassembly operation 6 [221] 
 
 
 
Distribution: Triangular   (a, b, c) 
Expression: TRIA(8.25e+004, 9.83e+004, 1.35e+005) 
Prob. of damage:  
      
          
      
Figure ‎10-14: The statistical distribution of the number of  collisions for 
disassembly operation 7 [221] 
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238 
 
The ICT can be used to display this normative data to the ICT user, as shown in Figure 9. 
Each damage distribution can be displayed within the disassembly tree in the ICT. The user can 
readily see what level of damage is associated with each disassembly operation. This additional 
information will help the designer more accurately make the tradeoff between disassembly cost 
and resulting damage. The display of abstract mathematical concepts with the 3D geometry in 
the immersive computing environment enhances the user experience and has the potential to 
improve decision making.  
Nevertheless, the normative method has its own limitations, as outlined earlier. For 
example, depending on the shape of distribution, calculation of the damage probability can lead 
to hard-to-evaluate integrals. Moreover, both approaches can be under the influence of cognitive 
biases resulting from the use of heuristics, such as framing, anchoring, and expert-reliance.  
In practice, the selection of disassembly sequence planning relies on the expert 
qualitative judgment based on their particular knowledge about causality, disassembly time and 
constraints rather than on quantitative estimation of values and calculation using normative 
decision rules. Therefore, often a combination of both normative and descriptive approaches can 
help designer derive design insights toward an improved design. 
 
10.4. Conclusion 
This chapter has briefly traced the development of some of the descriptive and normative 
approaches to design theory and methodology. A framework for integrating the two approaches 
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to achieve synergy towards an improved design methodology has been presented. An example of 
the problem of disassembly sequence planning illustrates a descriptive approach (ICT) that 
allows the designer to visualize not only the design artifact, but also a normative abstraction of 
the design artifact (a disassembly network). The potential for using immersive computing 
technologies to debias the decision maker has been discussed at both high and low levels. The 
example demonstrated the use of ICT to gain information for use in the normative model, and for 
using that model towards debiasing the decision maker. Future directions for research include 
developing new debiasing techniques within the ICT to deal with a broad range of cognitive 
biases in a normative model, as well as the converse; using the normative model to debias the 
descriptive ICT system. Finally, user studies are needed to test the effectiveness of these methods. 
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CHAPTER 11 CONCLUSIONS 
11.1. Summary of the Results 
Environmental concerns and legislation, consumer awareness, companies’ attention to 
their market images and potential profitability of salvaging operations have resulted in increased 
interest in product take-back systems. There are several factors that influence the cost 
effectiveness of take-back systems and make it difficult to make product recovery profitable. 
One factor is the efficiency of disassembly operations. Another factor is the broad range of 
uncertainties that prevent product take-back systems from being profitable. The variability makes 
it difficult to plan for materials, human resource and EOL operations. This dissertation has 
developed several normative decision systems for decreasing either the uncertainty or the 
detrimental effect of unavoidable uncertainty. The broader impact of this work is that it creates 
the potential for more profitable product take-back design and remanufacturing systems. 
The sources of uncertainties discussed in this dissertation can be categorized into three 
groups: (1) uncertainly in product characteristics such as variability in the quality of returned 
flows, (2) the collection uncertainty such as the amount and timing of returned products and (3) 
uncertainty in EOL recovery activities such as disassembly operations.  
A mixed integer linear model optimization was introduced in Chapter 3 to determine the 
best disassembly level and EOL options for resulting subassemblies for the case of analyzing 
multiple products that share disassembly operations. The results of the model show the economic 
benefits of sharing disassembly operations among EOL products compared to considering 
products separately.  
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Chapter 4 presents a binary integer linear programming in combination with multi-
attribute utility analysis to determine the disassembly sequence with the highest utility when the 
target component is given. The proposed method considers both disassembly and reassembly 
operations and covers disassembly for the purpose of components recovery as well as 
disassembly for repair, maintenance and upgrade.  
Chapter 5 integrates the uncertainty in the amount of product returns into the model 
presented in Chapter 3 and develops a stochastic mixed integer linear program where the quality 
of returns is random variable. The chance constraints programming method has been used to 
convert the model into an ordinary programming model. The results of the model determine the 
disassembly level and the percentage of each resulting component that should be processed with 
various EOL options.  
Chapter 6 discusses a discrete time Markov chain model to evaluate the product recovery 
system with stochastic variability of the quality of the components/parts. The proposed method 
can be applied to help refurbishing companies determine if a certain product with a specific 
quality level should be upgraded and the extent to which upgrading should be done. 
The research has been extended to focus on the design stage rather than just EOL stage. 
Chapter 7 introduces a system dynamics simulation model to check interconnection among 
product design features and their impacts on the waste stream. The complex product take back 
system is modeled to help designers study how design features influence the uncertainties in the 
products tack back system. Designers could use the results of the model to analyze how their 
decisions bring issues or create opportunities for EOL recovery. 
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Chapters 8 and 9 further discuss the challenges facing designer during disassembly 
sequence planning at the early stage of the design. The unavailability of the required information 
and the point that the best disassembly sequence is sometimes counterintuitive to those with 
expertise make disassembly planning difficult. The research discussed in Chapters 8 and 9 show 
how to use the capabilities of immersive simulation to solve these issues. The mathematical 
models in combination with immersive computing technology could be applied in the design 
stage to optimize the disassembly sequence while considering trade-offs between several 
attributes.  
Finally, Chapter 10 compares the descriptive approach to the engineering design theory 
and methodology with the normative approach and provides a framework for bring both 
descriptive and normative methods together to improve the entire design process. The chapter 
further discusses how ICT can be used to provide synergy between two approaches.  
11.2. Future Work  
The existing research can be extended in several ways: 
 The role of customer behavior in EOL products take back system can be further studied. 
The driving forces that encourage consumers to return back their used products to the 
waste stream as well as the cognitive biases that motivate them to keep their used 
products in storage can be studied. This helps remanufacturing companies study features 
affecting customer recycling behavior including personal attitude, cognitive biases, 
financial and environmental incentives, design and ease of use of the take-back systems. 
Knowing these features can help remanufacturing facilities develop appropriate solutions 
to encourage customers recycling behavior.  
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 Identifying all sources of uncertainty in the waste stream and developing mathematical 
models to use the uncertainties in the product mix, age, and models as opportunity to 
increase the profitability of a recovery system is another future research direction. The 
uncertainties can bring remarketing opportunities through creating various market 
segments with considerable size.  
 The uncertainty formulation needs to be extended from considering single product to that 
of a product family. Simultaneously considering uncertainties in multiple products could 
create opportunities for reusing more components through combining the components of 
different products, thus making product recovery more efficient. 
 Assessing the preference of different stakeholders and how these preferences result in 
uncertainties in the take-back system is another direction for future work. Making trade-
off between consumers’ preferences in keeping used products and manufacturers’ 
preferences in collecting used products can help recovery facilities estimate used items 
timing of arrival.  
 The cognitive biases that the normative approaches bring into the design theory can be 
investigated. New debiasing techniques can be developed using ICT capabilities. In 
addition, systematic cognitive biases that may happen while using immersive computing 
technologies can be analyzed and the capabilities of the normative approaches in 
debiasing the descriptive ICT system can be studies.  
 The proposed methods for disassembly sequence planning can be extended to include 
attributes such as operator experience and the knowledge of disassembly. More 
investigation can be executed to determine the disassembly time of an operation 
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depending on the parts having been disassembled so far, and the operator’s perception of 
the risk of components damage.  
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