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1 Introduction
The error-control codes have a significant role in improving reliability in communications and
computer memory system [4]. For the past few years, there has been an increased usage of high-
density RAM chips with wide I/O data, called a byte, in computer memory systems. These chips
are highly vulnerable to multiple random bit errors when exposed to strong electromagnetic waves,
radio-active particles or high-energy cosmic rays. To overcome this, a new type of byte error known
as spotty byte error has been introduced in which the error occurs at random t or fewer bits within
a b-bit byte [16], if more than one spotty byte error occur within a b-bit byte, then it is known as a
multiple spotty byte error or m-spotty byte error [15]. To determine the error-detecting and error-
correcting capabilities of a code, some special types of polynomials, called weight enumerators, are
studied.
One of the most celebrated results in the coding theory is the MacWilliams identity that de-
scribes how the weight enumerator of a linear code and the weight enumerator of the dual code
relate to each other. This identity has found widespread application in the coding theory [5],
especially in the study of self-dual codes [2]. Recently various weight enumerators with respect to
m-spotty Hamming (Lee) weight have been introduced and studied. Suzuki et al.[15] defined Ham-
ming weight enumerator for binary byte error-control codes, and proved a MacWilliams identity
for it. O¨zen and Siap [6] and Siap [13] extended this result to arbitrary finite fields and to the ring
F2+uF2 with u2 = 0, respectively, the later results were generalized to F2+uF2+· · ·+um−1F2 with
um = 0 by Shi [12]. Siap [14] defined m-spotty Lee weight and m-spotty Lee weight enumerator
of byte error-control codes over Z4 and derived a MacWilliams identity. Sharma et al. introduced
joint m-spotty weight enumerators of two byte error-control codes over the ring of integers modulo
` and over arbitrary finite fields with respect to m-spotty Hamming weight [8], m-spotty Lee weight
[9] and r-fold joint m-spotty weight [10]. O¨zen and Siap [7] proved a MacWilliams identity for
the m-spotty RT weight enumerators of binary codes, which was generalized to the case of finite
commutative Frobenius rings by Shi [11]. But MaWilliams type identities for m-spotty Hamming
(Lee) weight enumerators over finite commutative Frobenius ring has not been considered to the
best of our knowledge.
Throughout this paper, we let ring Rk be a finite commutative Frobenius ring or an infinite
family of rings (see Example 2.4). The organization of this paper is as follows: In Section 2, we state
some preliminaries which we need to prove our main results. Section 3 presents a MacWilliams
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identity for m-spotty Hamming weight enumerator over Rk. Section 4 and Section 5 determine
MacWilliams identities for joint m-spotty weight enumerator and split m-spotty Hamming weight
enumerator over Rk, respectively. Finally, we present a MacWilliams identity for m-spotty Lee
weight enumerator over Rk in Section 6. We also illustrate our results with some examples.
2 Preliminaries
In this section, we begin by giving some basic definitions that we need to derive our results.
Let Rk be a finite commutative Frobenius ring with unity and N be a positive integer. Let us
recall some basic knowledge about Rk as described in [3]. The finite commutative ring Rk is
called a Frobenius ring if Rk is self-injective (i.e., the regular module is injective), or equivalently,
(C⊥)⊥ = C for any submodule C of any free Rk-module Rnk , where C
⊥ denotes the orthogonal
submodule of C with respect to the usual Euclidean inner product on Rnk . Moreover, in this case,
|C⊥||C| = |Rk|n for any submodule C of Rnk , where |C| denotes the cardinality of C. This is one
of the reasons why only finite Frobenius rings are suitable for coding alphabets. The reader may
refer to [17,18] for more details on Frobenius rings.
Remark 2.1. Many well-known finite rings are finite Frobenius rings. Here are a number of
examples of finite commutative Frobenius rings with their generating characters.
(i) Let Rk = F be a finite field. A generating character χ on Rk is given by χ(x) = ξTr(x), where
ξ = e
2pii
p and Tr : F` → Fp is the trace function from F to Fp.
(ii) Let Rk = Z`. Set ξ = e
2pii
` . Then χ(x) = ξx, x ∈ Z`, is a generating character.
(iii) The finite direct sum of Frobenius rings is Frobenius. If R1, · · · , Rn each has generating
characters χ1, · · · , χn, then Rk = ⊕Ri has generating character χ =
∏
χi.
(iv) A Galois ring Rk = GR(p
n, r) ∼= Zpn [x]/ 〈f〉 is a Galois extension of Zpn of degree r, where f
is a monic irreducible polynomial in Zpn [x] of degree r. Any element a of Rk is represented
by a unique polynomial r =
∑r−1
i=1 aix
i, with ai ∈ Zpn . Set ξ = e 2piipn . Then χ(a) = ξar−1 .
(v) Let Rk be a finite chain ring with maximal ideal 〈u〉 and let its residue field Rk/ 〈u〉 be Fpn ,
i.e, Rk = Fq+uFq+ · · ·+uk−1Fq. Any element r of Rk is represented by a unique polynomial
r =
∑r−1
i=1 aiu
i, with ri ∈ Fq. Set ξ = e 2piiq . Then χr = ξar−1 .
Let (G,+) be a finite abelian group and V be a vector space over the complex numbers. The
set Ĝ of all characters of G forms an abelian group under pointwise miltiplication. For any function
f : G −→ V , define its Fourier transform fˆ : Ĝ −→ V by
f̂(pi) =
∑
x∈G
pi(x)f(x), pi ∈ Ĝ.
Given a subgroup H ⊆ G, define an annihilator (Ĝ : H) = {pi ∈ Ĝ : pi(H) = 1}. Moreover, we
have |Ĝ : H)| = |G|/|H|.
The Poission summation formula relates the sums of a function over a subgroup to the sum of
its Fourier transform over the annihilator of the subgroup. The following lemma can be found in
[18], which plays an impormant role in deriving the MacWilliams identity for m-spotty Hamming
weight enumerator.
Lemma 2.2. (Poisson Summation Formula) Let H ⊂ G be a subgroup, and let f : G −→ V be
any function from G to a complex vector space V . Then∑
x∈H
f(x) =
1
|(Ĝ : H)|
∑
pi∈(Ĝ:H)
f̂(pi).
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Hereinafter, codes will be taken to be of length N where N is a multiple of byte length b, i.e.
N = nb. Let c = (c1, c2, · · · , cN ) and v = (v1,v2, · · · ,vN ) be two elements of RNk . The inner
product of c and v, denoted by 〈c,v〉, is defined as follows:
〈c,v〉 =
n∑
i=1
〈ci, vi〉 =
n∑
i=1
( b∑
j=1
ci,jvi,j
)
.
Here, 〈ci,vi〉 =
b∑
j=1
ci,jvi,j denotes the inner product of ci and vi, respectively.
Let C be a linear code over RNk . The set C
⊥ = {v ∈ RNk |〈u,v〉 = 0, for all u ∈ C} is also a
linear code over Rk and it is called the dual code of C.
Remark 2.3. The following is an example of a ring that is a not a chain ring but a finite commu-
nitative Frobenius ring. We will use this ring to exhibit several of the results of the paper.
Example 2.4. Let Rk = F2[u1, u2, · · · , uk]/
〈
u2i = 0, uiuj = ujui
〉
. When k = 1, R1 = F2 +uF2 is
a principal ideal ring. When k = 2, the ring is R2 = F2+uF2+vF2+uvF2 is a nonprincipal ideal ring
and we will often use R2 in the following examples. More details about Rk can be found in [1]. The
ring can also be defined recursively. Let Rk = Rk−1[uk]/
〈
u2k = 0, ukuj = ujuk
〉
= Rk−1 + uRk−1.
For any subset A ⊆ {1, 2, · · · , k} we will fix
uA :=
∏
i∈A
ui
with the convention that uφ = 1. Then any element of Rk can be represented as∑
A⊆{1,2,··· ,k}
cAuA, cA ∈ F2.
Since (cA) can be thought of as a binary vector of length 2
k. Let wt(cA) be the Hamming weight
of this vector. Then
χ(rk) = (−1)wt(cA).
Throughout this paper, we adopt the notations |Rk| = ` unless otherwise stated, i.e, denote
the size of finite commutative Frobenius ring Rk by `. In Example 2.4, we have ` = 2
2k .
3 MacWilliams type identity for m-Spotty Hamming enumerator over
finite commutative Frobenius rings
In this section, we extend the results in [6] and [13] to the case over finite commutative Frobe-
nius rings. Let us begin with some definitions.
Definition 3.1 (see [15]). A spotty byte error is defined as t or fewer bits errors within a b-bit
byte, where 1 ≤ t ≤ b. When none of the bits in a byte is in error, we say that no spotty byte
error has occurred.
We can define the m-spotty weight and the m-spotty distance over Rk as follows.
Definition 3.2. Let e ∈ RNk be an error vector and ei ∈ Rbk be the i-th byte of e, where N = nb
and 1 ≤ i ≤ n. The number of t/b-errors in e, denoted by wM (e), and called m-spotty Hamming
weight is defined as wM (e) =
n∑
i=1
⌈
wM (ei)
t
⌉
, where dxe denotes the ceiling of x for any real number
x, i.e., the smallest integer number greater than or equal to x. If t = 1, this weight, defined by
wM , is equal to the Hamming weight. In a similar way, we define the m-spotty distance of two
codewords u and v as dM =
n∑
i=0
⌈
dH(ui,vi)
t
⌉
. Further, it is also straightforward to show that this
3
distance is a metric in RNk .
Definition 3.3. Let v = (v1, v2, · · · , vb) ∈ Rbk. Then the support of v is defined by supp(v)=
{i|vi 6= 0} and the complement of supp(v) is denoted supp(v).
Definition 3.4. Let c = (c1, c2, · · · , cb) ∈ Rbk and define
Sp(c) = {v ∈ Rbk|supp(v) ⊆ supp(c) and p = |supp(v)|} and
Sp(c) = {v ∈ Rbk|supp(v) ⊆ supp(c) and p = |supp(v)|}.
The following lemmas will be needed later when we are ready to prove our main theorem in
this section.
Lemma 3.5. Let H 6= 0 be an ideal of Rk, a ∈ Rk. Then we have
∑
a∈H
χ(a) = 0 and
∑
r∈Rk
χ(ar) =
{
`, if a = 0,
0, if a 6= 0.
Proof. We can obtain the first assertion readily by using the definition of character χ. If a = 0,
then clearly χ(ar) = 1 for all r ∈ Rk and hence the result follows. Otherwise, if a is a unit, then
elements ar, for all r ∈ Rk, run over all elements of Rk, which forms a trivial ideal Rk. If a is a
zero divisor, then elements ar, for all r ∈ Rk, form a proper ideal of Rk. Hence, according to the
first assertion in this Lemma, if a 6= 0, we have ∑
r∈Rk
χ(ar) = 0.
Lemma 3.6. Let v = (v1, v2, · · · , vb) ∈ Rbk with w(c) = j 6= 0 and p ∈ {1, 2, · · · , j}. Then∑
0≤w(v)≤p
supp(v)⊆supp(c)
χ(〈c,v〉) = 0.
Proof. Let {l1, l2, · · · , lp} ⊆ supp(C). If we define a map ϕ : Rpk −→ Rk such that ϕ(v1, v2, · · · , vp) =
cl1v1 + · · · + clpvp. This is a group homomorphism and the image Im(ϕ) = H is not zero since
w(c) 6= 0. Further, H is the nonzero subgroup of Rk generated by {cl1 , · · · , clp}. Thus, by applying
the first group isomorphism theorem, |Rpk|/|ker(ϕ)| = |H| 6= {0}. Let |ker(ϕ)| = m.
∑
0≤w(v)≤p
supp(v)⊆supp(c)
χ(〈c,v〉) =
∑
(vl1 ,··· ,vlp )
χ
(
p∑
i=1
clivli
)
= m
∑
h∈H
χ(h) = 0.
This proves the Lemma.
Similar to [12], applying the method of mathematical induction, we have the follwing lemma .
Lemma 3.7. Let c = (c1, c2, · · · , cb) ∈ Rbk and w(c) 6= 0. For all p positive integers, we let
Ip = {i1, i2, · · · , ip} ⊆ supp(c) and I0 = ø. Then we have∑
v∈Rb
k
supp(v)=Ip
χ(〈c,v〉) = (−1)p.
Lemma 3.8. Let c = (c1, c2, · · · , cb) ∈ Rbk and w(c) = j 6= 0. For all 0 ≤ p ≤ j, we have
(i)
∑
v∈Sp(c)
χ(〈c,v〉) = (−1)p
(
j
p
)
; (ii)
∑
v∈Sp(c)
χ(〈c,v〉) = (`− 1)p
(
b− j
p
)
.
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Proof. According to Definition 3.4 and Lemma 3.7, we get∑
v∈Sp(c)
χ(〈c,v〉) =
∑
Ip⊆supp(c)
∑
supp(v)=Ip
χ(〈c,v〉) =
∑
Ip⊆supp(c)
(−1)p = (−1)p
(
j
p
)
.
Since v ∈ Sp(c) with supp(v) ⊆ supp(c), we have χ(〈c,v〉) = 1. Further, since p = |supp(v)|,
there are
(
b−j
p
)
ways of choosing a subset of size p from the complement of support of c of size p.
For each subset of size p, the sum of characters equals to (`− 1)p. This proves the result.
Following Lemma 3.8, we have the following corollary.
Corollary 3.9. Let c = (c1, c2, · · · , cb) ∈ Rbk and w(c) = j, 0 ≤ j1 ≤ j and 0 ≤ j2 ≤ b − j. If
Sj1,j2(c) =
{
v ∈ Rbk|j1 = |supp(v) ∩ supp(c)| and j2 = |supp(v) ∩ supp(c)|
}
, then
∑
v∈sj1,j2 (c)
χ(〈c,v〉) = (−1)j1(`− 1)j2
(
j
j1
)(
b− j
j2
)
.
Lemma 3.10. Let c = (c1, c2, · · · , cb) ∈ Rbk and w(c) = j. Then
∑
v∈Rbk
χ(〈c,v〉)zdwM (v)/te =
j∑
j1=0
b−j∑
j2=0
(−1)j1(`− 1)j2
(
j
j1
)(
b− j
j2
)
zd(j1+j2)/te.
Proof. Since the sum
∑
v∈Rbk
χ(〈c,v〉)zdwM (v)/te runs over all v ∈ Rbk, we can split the sum according
to the set Sj1,j2 where j1 and j2 run through all possible cases. Hence the conclusion of this lemma
follows from Corollary 3.9.
Let αj = #{i : w(ci) = j, 1 ≤ i ≤ n}. That is, αj is the number of bytes having Hamming
weight j, 0 ≤ j ≤ b, in a codeword. The summation of α0, α1, · · · , αb is equal to the code length in
bytes, that is
b∑
j=0
αj = n. The Hamming weight distribution vector (α0, α1, · · · , αb) is determined
uniquely for the codeword c. Then, the m-spotty Hamming weight of the codeword c is expressed
as wM (c) =
b∑
j=0
dj/te · αj . Let A(α0,α1,··· ,αb) be the number of codewords with Hamming weight
distribution vector (α0, α1, · · · , αb). For example, let c = (0, u, 0, v, 0, u+v, 1, u, 1+u+uv, 0, 0, 0, 1+
u+ v+uv, u, 0) be a codeword over R2 as stated in Example 2.4 with byte b = 3 and n = 4. Then
the Hamming weight distribution vector of the codeword is (α0, α1, α2, α3) = (1, 1, 2, 1). Therefore,
A(1,1,2,1) is the number of codewords with Hamming weight distribution vector (1, 1, 2, 1).
We are now ready to define the m-spotty Hamming weight enumerator of a byte error control
code over Rk.
Definition 3.11. The Hamming weight enumerator for m-spotty byte error control code C is
defined as
W (z) =
∑
c∈C
zwM (c).
By using the parameter A(α0,α1,··· ,αb), which denotes the number of codewords with Hamming
weight distribution vector {α0, α1, · · · , αb}, W (z) can be expressed as follows:
W (z) =
∑
(α0,...,αb)
α0,...,αb≥0
α0+···+αb=n
A(α0,...,αb)
b∏
j=0
(zdj/te)αj .
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Theorem 3.12. Let C be a byte error control code over Rk. The relation between the m-spotty
t/b-weight enumerators of C and its dual is given by
W⊥(z) =
∑
(α0,...,αb)
α0,...,αb≥0
α0+···+αb=n
A⊥(α0,...,αb)
b∏
j=0
(zdj/te)αj =
1
|C|
∑
(α0,...,αb)
α0,...,αb≥0
α0+···+αb=n
A(α0,...,αb)
b∏
j=0
(ϑ
(b,`)
j (z))
αj ,
where ϑ
(b,`)
j (z) =
j∑
j1=0
b−j∑
j2=0
(−1)j1(`− 1)j2( jj1)(b−jj2 )zd(j1+j2)/te.
Proof. Given a linear code C ⊂ Rnk , we apply the Poisson Summation Formula with G = Rnk , H =
C, and V = C[z], the polynomial ring over C in one indeterminate. The first task is to identify
the character-theoretic annihilator (Ĝ : H) = (R̂k
n
: C) with C⊥. Let ρ be a generating character
of Rk. We use ρ to define a homomorphism β : Rk −→ R̂k. For r ∈ Rk, the character β(r) ∈ R̂k
has the form β(r)(s) = (rρ)(s) = ρ(sr) for s ∈ Rk. One can verify that β is an isomorphism of
Rk-modules. In particular, wt(r) =wt(βr), where wt(r) = 0 for r = 0, and wt(r) 6= 0 for r 6= 0.
Extend β to an isomorphism β : Rnk −→ R̂k
n
of Rk-modules, via β(x)(y) = ρ(yx), for x, y ∈ Rnk .
Again, wt(x) = wt(βx). For x ∈ Rnk , β(x) ∈ (R̂k : C) means β(x)(C) = β(C · x) = 1. This means
that the ideal C ·x of Rk is contained in ker(ρ). Because ρ is a generating character, which implies
that C · x = 0. Thus x ∈ C⊥. The converse is obvious. Thus C⊥ corresponds to (R̂k : C) under
the isomorphism β.
Remember that β : Rk
n −→ R̂k
n
is an isomorphism of Rk-modules and (C
⊥)⊥ = C. Thus the
Poisson Summation Formula becomes∑
v∈C⊥
f(v) =
1
|C|
∑
c∈C
f̂(c), (1)
where the Fourier transform is
f̂(c) =
∑
v∈RNk
χc(v)f(v). (2)
Let f(v) = zwM (v). Then the function f̂(c) is calculated as follows:
f̂(c) =
∑
v∈Rnbk
χ(〈c,v〉)zwM (v)
=
∑
v1∈Rbk
∑
v2∈Rbk
· · ·
∑
vn∈Rbk
χ(〈c1,v1〉)χ(〈c2,v2〉) · · ·χ(〈cn,vn〉)
n∏
i=1
zdwH(vi)/te
=
n∏
i=1
 ∑
vi∈Rbk
χ(〈ci,vi〉)zdwH(vi)/te
 .
By applying Corollary 3.9, we have,
f̂(c) =
n∏
i=1
 ki∑
j1=0
b−ki∑
j2=0
(−1)j1(`− 1)j2
(
ki
j1
)(
b− ki
j2
)
zd(j1+j2)/te
 ,
where ki = w(ci). Thus
f̂(c) =
b∏
j=0
 j∑
j1=0
b−j∑
j2=0
(−1)j1(`− 1)j2
(
j
j1
)(
b− j
j2
)
zd(j1+j2)/te
αj(c) ,
where αj(c) = |{i|w(ci) = j}|.
f̂(c) =
n∏
i=1
 j∑
j1=0
b−j∑
j2=0
(−1)j1(`− 1)j2
(
j
j1
)(
b− j
j2
)
zd(j1+j2)/te
αj(c) .
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After rearranging the summations on both sides according to the weight distribution vectors of
codewords in C⊥ and C respectively, we have the result
W⊥(z) =
∑
(α0,...,αb)
α0,...,αb≥0
α0+···+αb=n
A⊥(α0,...,αb)
b∏
j=0
(zdj/te)αj =
1
|C|
∑
(α0,...,αb)
α0,...,αb≥0
α0+···+αb=n
A(α0,...,αb)
b∏
j=0
(ϑ
(b,`)
j (z))
αj .
Example 3.13. Let C be the byte error-control code over R2 as stated in Example 2.4 generated
by
〈(1, 0, 0, u, v, 1 + u), (0, u, 0, u+ v, uv, u), (uv, 0, uv, uv, 0, uv)〉 .
This code has type (16)1(8)1(2)1 and hence |C| = 256. The dual code of C is a byte error-control
code of length 6 over R2 and it has 16
4 = 65536 codewords.
The Hamming weight distribution vectors of the codewords of C, the number of codewords,
and polynomials ϑ
(3,16)
j (z) for b = 3 and t = 2 are shown in Tables I and II for the necessary
computations to apply Theorem 3.12.
Table I
Hamming weight distribution vectors of the codewords
in C and the number of codewords.
(α0, α1, α2, α3) number
(2, 0, 0, 0) 1
(0, 2, 0, 0) 5
(0, 0, 2, 0) 26
(0, 0, 0, 2) 64
(1, 1, 0, 0) 2
(1, 0, 1, 0) 1
(1, 0, 0, 1) 1
(0, 1, 1, 0) 19
(0, 1, 0, 1) 31
(0, 0, 1, 1) 106
Table II
Polynomials ϑ
(3,16)
j (z) for t = 2, b = 3 and ` = 16.
ϑ
(3,16)
0 (z) = 1 + 720z + 3375z
2
ϑ
(3,16)
1 (z) = 1 + 224z − 225z2
ϑ
(3,16)
2 (z) = 1− 16z + 15z2
ϑ
(3,16)
3 (z) = 1− z2
According to the expression of W (z) and Table I, we obtain the m-spotty Hamming weight
enumerator of C as
W (z) = 1 + 10z + 183z2 + 214z3 + 104z6.
By applying Theorem 3.12 and Table II, we obtain (here for convenience, we write ϑ
(b,`)
j (z) = ϑj(z))
W⊥(z) =
1
|C|
∑
α0+α1+α2+α3=2
A(α0,α1,α2,α3)
3∏
j=0
(ϑj(z))
αj
=
1
256
[
(ϑ0(z))
2 + 5(ϑ1(z))
2 + 26(ϑ2(z))
2 + 64(ϑ3(z))
2 + 2ϑ0(z)ϑ1(z) + ϑ0(z)ϑ2(z)
+ϑ0(z)ϑ3(z) + 19ϑ1(z)ϑ2(z) + 106ϑ2(z)ϑ3(z) + 31ϑ1(z)ϑ3(z)
]
= 1 + 60z + 4014z2 + 21932z3 + 39529z4.
4 MaWillians type identity for joint m-Spotty Hamming weight enumer-
ator over finite commutative Frobenius rings
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Sharma et al. defined and studied joint m-spotty Hamming weight enumerator for a pair of
byte error-control codes over the ring of integers modulo ` (` is an integer) and over arbitrary finite
fields in [8]. In this section, we entend their results to arbitrary finite commutative Frobenius rings.
Lemma 4.1. Let t be a fixed positive integer, and a, b be arbitrary nonnegative integers. If a¯ and
b¯, respectively, are the least nonnegative residues of a and b modulo t, then we have
⌈
a+ b
t
⌉
=

⌊
a
t
⌋
+
⌊
b
t
⌋
, if a¯+ b¯ = 0;⌊
a
t
⌋
+
⌊
b
t
⌋
+ 1, if 0 < a¯+ b¯ ≤ t;⌊
a
t
⌋
+
⌊
b
t
⌋
+ 2, if t < a¯+ b¯ ≤ 2t− 2,
where bxc denotes the floor of x for any real number x, i.e., the smallest integer number less than
or equal to x.
Proof. The proof is trivial.
Definition 4.2. Define the functions f01, f10 and f11 for each pair of vectors u
′ = (u′1, u
′
2, · · · , u′b),
v′ = (v′1, v
′
2, · · · , v′b) in Rbk, as follows:
• f01 is the number of j’s such that u′j = 0 and v′j 6= 0;
• f10 is the number of j’s such that u′j 6= 0 and v′j = 0;
• f11 is the number of j’s such that u′j 6= 0 and v′j 6= 0;
Note that for each u′,v′ ∈ Rbk, then f10(u′,v′)+f11(u′,v′) = wH(u′), f01(u′,v′)+f11(u′,v′) =
wH(v
′) where wH(u′) and wH(v′) are the Hamming weights of u and v, respectively.
Definition 4.3. We define the functions J, K, L: Rbk ×Rbk → Z as follows:
J(u′,v′) =

b f01(u′,v′)t c, if f01(u′,v′) + f11(u′,v′) = 0;
b f01(u′,v′)t c+ 1, if 0 < f01(u′,v′) + f11(u′,v′) ≤ t;
b f01(u′,v′)t c+ 2, if t < f01(u′,v′) + f11(u′,v′) ≤ 2t− 2,
K(u′,v′) =

b f10(u′,v′)t c, if f10(u′,v′) + f11(u′, v′) = 0;
b f10(u′,v′)t c+ 1, if 0 < f10(u′,v′) + f11(u′, v′) ≤ t;
b f10(u′,v′)t c+ 2, if t < f10(u′,v′) + f11(u′,v′) ≤ 2t− 2,
L(u′,v′) =
⌊
f11(u
′,v′)
t
⌋
for every u′,v′ ∈ Rbk.
Applying Lemma 4.1, it is easy to see that
J(u′,v′) + L(u′,v′) =
⌈
f01(u
′,v′) + f11(u′,v′)
t
⌉
=
⌈
wH(v
′)
t
⌉
= wM (v
′) and
K(u′,v′) + L(u′,v′) =
⌈
f10(u
′,v′) + f11(u′,v′)
t
⌉
=
⌈
wH(u
′)
t
⌉
= wM (u
′)
From the disscussion above, we can easily get the following proposition.
Proposition 4.4. There exist functions: J,K,L : Rbnk ×Rbnk −→ Z, satisfying the following:
J(u,v) + L(u,v) = wM (v),K(u,v) + L(u,v) = wM (u)
for all u = (u1,u2, · · · ,un),v = (v1,v2, · · · ,vn) ∈ Rbnk with ui’s and vi’s in Rbk.
Now we are ready to define joint m-spotty Hamming weight enumerator for a pair of byte
error-control codes over Rk.
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Definition 4.5. Let C and D be byte error-control codes of length bn and byte length b over Rk.
Then the joint m-spotty Hamming weight enumerator of the codes C and D is defined as
J(C,D)(x, y, z) =
∑
u∈C
∑
v∈D
xJ(u,v)yK(u,v)zL(u,v).
The following theorem shows that the joint m-spotty weight enumerator generalizes m-spotty
weight neumerator just like the joint probability density function generalizes single probability
density function.
Theorem 4.6. The joint m-spotty Hamming weight enumerator JC,D(x, y, z) of byte error-control
codes C and D over Rk satisfies the following properties:
(i) J(C,D)(1, 1, 1) = |C||D|,
(ii) J(D,C)(x, y, z) = J(C,D)(y, x, z),
(iii) WC(z) =
1
|D|J(C,D)(1, z, z), where WC(z) is the m-spotty Hamming weight enumerator of C,
(iv) WD(z) =
1
|C|J(C,D)(z, 1, z), where WD(z) is the m-spotty Hamming weight enumerator of
D.
Proof. The proof is similar to that of Theorem 12 in [8].
For our purpose, we need the following definitions.
Definition 4.7. Let t, ν, µ be the integers satisfying 1 ≤ t ≤ b and 0 ≤ ν, µ ≤ b, and let δ be an
integer satisfying ν + µ − b ≤ δ ≤ min{ν, µ}. For an integer p (0 ≤ p ≤ b), let Ap be the set of
all 4-tuple α = (α1, α2, α3, α4) of nonnegative integers αi’s satisfying α1 + α2 + α3 + α4 = p with
0 ≤ α1 ≤ δ, 0 ≤ α2 ≤ µ− δ, 0 ≤ α3 ≤ ν− δ, 0 ≤ α4 ≤ b+ δ−ν− δ. Then we define the polynomial
Gδν,µ(x, y, z) as
b∑
p=0
∑
p
gp(α)x
bµ−α1−α2t c+θ(α)p yb p−α1−α2t c+η(α)p zbα1+α2t c
where for each p (0 ≤ p ≤ b), the summation ∑
p
runs over the set Ap; and further for each α ∈ Ap,
the coefficient gp(α) is given by(
δ
α1
)(
µ− δ
α2
)(
ν − δ
α3
)(
b+ δ − µ− ν
α4
)
(−1)α1+α3(`− 1)p−α1−α2 .
and the number θ
(α)
p , η
(α)
p are given by
θ(α)p =

0, if µ− α1 − α2 + α1 + α2;
1, if 0 < µ− α1 − α2 + α1 + α2 ≤ t;
2, if t < µ− α1 − α2 + α1 + α2 ≤ 2t− 2,
η(α)p =

0, if p− α1 − α2 + α1 + α2;
1, if 0 < p− α1 − α2 + α1 + α2 ≤ t;
2, if t < p− α1 − α2 + α1 + α2 ≤ 2t− 2,
Definition 4.8. For each a ∈ Z42, let [a]i(1 ≤ i ≤ b) denote the i-th component of a. Then for
any 4-tuple (`1, `2, `3, `4) over the set {0, 1, ∗}, we define T`1`2`3`4 as the set of all 4-tuple a ∈ Z42
satisfing [a]i = `i if `i is either 0 or 1; and [a]i runs over Z2 if `i = ∗.
Definition 4.9. Let t(1 ≤ t ≤ b) be an integer and let µ, ν, δ be the integers satisfying 0 ≤ µ, ν, δ ≤
b. For integers p, q(0 ≤ p, q ≤ b), let Bpq be the set of all tuples α = (αa : a ∈ Z42) of nonnegative
integers αa’s satisfying the following:∑
a∈T1∗∗1
αa = δ,
∑
a∈T1∗∗∗
αa = ν,
∑
a∈T∗∗∗1
αa = µ,
∑
a∈Z42
αa = b,
∑
a∈T∗1∗∗
αa = p,
∑
a∈T∗∗1∗
αa = q.
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Then we define the polynomial H
(δ)
µ,ν(x, y, z) as
b∑
p,q=0
∑
p,q
hpq(α)x
⌊
q−ψ(α)pq
t
⌋
+ζ(α)pq
y
⌊
p−ψ(α)pq
t
⌋
+ω(α)pq
z
⌊
ψ
(α)
pq
t
⌋
,
where for each p, q(0 ≤ p, q ≤ b), the summation ∑
p,q
runs over the set Bpq; and further for each
tuple α ∈ Bpq, the coefficient hpq(α) is given by
δ!(ν − δ)!(µ− δ)!(b+ δ − ν − µ)!∏
a∈Z42
αa!
(−1)φ(α)pq (`− 1)p+q−φpq(α)
with φ
(α)
pq =
∑
a∈T11∗∗
αa +
∑
a∈T∗∗11
αa, ψ
(α)
pq =
∑
a∈T∗11∗
αa and the numbers
ζ(α)pq =

0, if q − ψ(α)pq + ψ(α)pq ;
1, if 0 < q − ψ(α)pq + ψ(α)pq ≤ t;
2, if t < q − ψ(α)pq + ψ(α)pq ≤ 2t− 2,
(3)
ω(α)pq =

0, if p− ψ(α)pq + ψ(α)pq ;
1, if 0 < p− ψ(α)pq + ψ(α)pq ≤ t;
2, if t < p− ψ(α)pq + ψ(α)pq ≤ 2t− 2,
(4)
If, for 1 ≤ i ≤ n, ji is the Hamming weight of i-th byte ui = (ui1, ui2, · · · , uib) of the vector u =
(u1,u2, · · · ,un) ∈ Rbnk , then the vector (j1, j2, · · · , jn) is called the Hamming weight distribution
vector of u and is denoted by wD(u). Let j = (j1, j2, · · · , jn), k = (k1, k2, · · · , kn) and δ =
(δ1, δ2, · · · , δn) be the Hamming weight distribution vectors of u,v and w, where u,v,w ∈ Rbnk
and 0 ≤ ji, ki, δi ≤ b for each i, we define the polynomials
G
(δ)
j,k(x, y, z) =
n∏
i=1
G
(δi)
ji,ki
(x, y, z), H
(δ)
j,k (x, y, z) =
n∏
i=1
H
(δi)
ji,ki
(x, y, z).
We also define j ∨k = (j1∨k1, j2∨k2, · · · , jn∨kn), where ji∨ki = min{ji, ki} for each i. Further,
let v = (v1,v2, · · · ,vn) where vi = (vi1, vi2, · · · , vib) ∈ Rbk. Then we define a vector u∩v ∈ Zbn2 as
u∩v = (u1∩v1,u2∩v2, · · · ,un∩vn), where for each i, ui∩vi = (ui1∩vi1, ui2∩vi2, · · · , uib∩vib)
with each uij ∩ vij given by
uij ∩ vij =
{
1 if uij 6= 0 and vij 6= 0;
0 othwise
it is easy to see that 0 ≤ wH(ui ∩vi) ≤ ji ∨ ki for each i, so that wD(u∩v) varies from 0 to j ∨ k.
Theorem 4.10. Let C and D be byte error-control codes of length bn and byte length b over Rk. If
Aδ(j; k) is the number of pairs (u,v) of codewords u ∈ C and v ∈ D having wD(u) = j, wD(v) = k
and wD(u ∩ v) = δ, then we have
(i) JC⊥,D(x, y, z) = 1|C|
∑
j,k
j∨k∑
δ=0
Aδ(j; k)G
(δ)
j,k(x, y, z),
(ii) JC,D⊥(x, y, z) = 1|D|
∑
j,k
j∨k∑
δ=0
Aδ(j; k)G
(δ)
k,j(y, x, z),
(iii) JC⊥,D⊥(x, y, z) = 1|C||D|
∑
j,k
j∨k∑
δ=0
Aδ(j; k)H
(δ)
j,k (y, x, z),
10
where the summation
∑
j,k
runs over all n-tuples j = (j1, j2, · · · , jn) and k = (k1, k2, · · · , kn) satis-
fying 0 ≤ ji, ki ≤ b, and the polynomials G(δ)j,k(x, y, z)’s and H(δ)j,k (x, y, z)’s are defined in Definition
4.9.
Proof. The proof is similar to those of Theorem 3.12 and Theorem 20 in [8].
Example 4.11. Let C be the byte error-control code over R2 generated by the set
{(1, 0, 0, u, v, 1, 0, 0, u), (0, 0, uv, uv, 0, 0, 0, uv, uv)}.
Its length is 9 and byte length is 3. It is easy to check that the generators are independent, hence
the code has type (16)1(2)1 and |C| = 32. Its dual code C⊥, which is also a byte error-control code
over R2 of length 9, contains 16
9÷32 = 2147483648 codewords. Let D be a linear code of length 9
and byte length 3, generated by (0, 0, uv, uv, 0, 0, 0, uv, uv). Since |C⊥| = 2147483648 is large and
|D| = 2 is small, we apply Theorem 4.10 (i) to obtain joint m-spotty weight enumerator of the codes
C⊥ and D. For this, we need to compute Hamming weight distribution vectors of the codewords in
C , which are given in Table IV. It is easy to see that the codewords u = (1, 0, 0, u, v, 1, 0, 0, u) ∈ C
and the unique nonzero v = (uv, 0, uv, 0, uv, 0, 0, 0, uv) ∈ D having Hamming weight distribution
vectors as j = (1, 3, 1) and k = (2, 1, 1), respectively, have δ = (1, 1, 1) and they contribute
G
(δ)
j,k(x, y, z) = G
(1)
1,2(x, y, z)G
(1)
3,1(x, y, z)G
(1)
1,1(x, y, z)
to the joint m-spotty Hamming weight enumerator, where by Definition 4.7,
G
(1)
1,2(x, y, z) = x+239xy−225yz−15z,G(1)3,1(x, y, z) = x−xy2 andG(1)1,1(x, y, z) = x+224xy−225xy2.
Working in a similar way, we obtain the contributing polynomials for each triplet of j, k and δ,
which are given in Table III (here for convenience, we write G
(δ)
j,k(x, y, z) = G
(δ)
j,k). Now by Theorem
4.10 (i), the joint m-spotty Hamming weight enumerator of C and D is given by
JC⊥,D(x, y, z) =
1
|C|
∑
j,k
j∨k∑
δ=0
Aδ(j; k)G
(δ)
j,k(x, y, z)
= 171174300x3y5 + 79546455x3y4 + 9241586x3y3 + 84136x3y2 + 370x3y + x3
+1206082125x2y5z + 589195350x2y4z + 88403600x2y3z + 3748010x2y2z
+7715x2yz + 1206082125y6 + 760369650y5 + 167950055y4 + 12989596y3
+91851y2 + 370y + 1.
5 MaWillians type identity for split m-Spotty Hamming weight enumer-
ator over Finite commutative Frobenius rings
In this section, we prove that the results in [8] still hold over arbitrary finite commutative Frobe-
nius rings. We first recall split m-spotty Hamming weight enumerator for a byte error-control code
over Rk as follows:
Definition 5.1. Let C be a byte error-control code of length bn over Rk with byte length b. Then
the splitm-spotty Hamming weight enumerator of the code C, denoted by SC(xi, yi : i = 1, 2, · · · , n),
is defined as ∑
(u1,u2,··· ,un)∈C
(
n∏
i=1
x
db/te−wM (ui)
i y
wM (ui)
i
)
.
We recall that if ji(1 ≤ i ≤ n) is the Hamming weight of the i-th byte ui of u = (u1,u2, · · · ,un),
then the vector (j1, j2, · · · , jn) is called the Hamming weigth distribution vector of u. If A(j1, j2,
· · · , jn) denotes the number of codewords in C having Hamming weight distribution vector as
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j k δ Aδ(j, k) G
(δ)
j,k(x, y, z)
(0, 0, 0) (0, 0, 0) (0, 0, 0) 1 G
(0)
0,0G
(0)
0,0G
(0)
0,0
(0, 0, 0) (2, 1, 1) (0, 0, 0) 1 G
(0)
0,2G
(0)
0,1G
(0)
0,1
(1, 1, 0) (0, 0, 0) (0, 0, 0) 1 G
(0)
1,0G
(0)
1,0G
(0)
0,0
(1, 1, 0) (2, 1, 1) (1, 0, 0) 1 G
(1)
1,2G
(0)
1,1G
(0)
0,1
(1, 1, 2) (0, 0, 0) (0, 0, 0) 1 G
(0)
1,0G
(0)
1,0G
(0)
2,0
(1, 1, 2) (2, 1, 1) (1, 0, 1) 1 G
(1)
1,2G
(0)
1,1G
(1)
2,1
(1, 2, 0) (0, 0, 0) (0, 0, 0) 2 G
(0)
1,0G
(0)
2,0G
(0)
0,0
(1, 2, 0) (2, 1, 1) (1, 1, 0) 2 G
(1)
1,2G
(1)
2,1G
(0)
0,1
(1, 2, 1) (0, 0, 0) (0, 0, 0) 2 G
(0)
1,0G
(0)
2,0G
(0)
1,0
(1, 2, 1) (2, 1, 1) (1, 0, 1) 2 G
(1)
1,2G
(0)
2,1G
(1)
1,1
(1, 3, 1) (0, 0, 0) (0, 0, 0) 10 G
(0)
1,0G
(0)
3,0G
(0)
1,0
(1, 3, 1) (2, 1, 1) (1, 1, 1) 10 G
(1)
1,2G
(1)
3,1G
(1)
1,1
(2, 1, 1) (0, 0, 0) (0, 0, 0) 2 G
(0)
2,0G
(0)
1,0G
(0)
1,0
(2, 1, 1) (2, 1, 1) (2, 0, 0) 2 G
(2)
2,2G
(0)
1,1G
(0)
1,1
(2, 2, 1) (0, 0, 0) (0, 0, 0) 2 G
(0)
2,0G
(0)
2,0G
(0)
1,0
(2, 2, 1) (2, 1, 1) (2, 1, 0) 2 G
(2)
2,2G
(1)
2,1G
(0)
1,1
(2, 2, 2) (0, 0, 0) (0, 0, 0) 1 G
(0)
2,0G
(0)
2,0G
(0)
2,0
(2, 2, 2) (2, 1, 1) (2, 0, 1) 1 G
(2)
2,2G
(0)
2,1G
(1)
2,1
(2, 3, 2) (0, 0, 0) (0, 0, 0) 10 G
(0)
2,0G
(0)
3,0G
(0)
2,0
(2, 3, 2) (2, 1, 1) (2, 1, 1) 10 G
(2)
2,2G
(1)
3,1G
(1)
2,1
Table III Contributing polynomials to the
m-spotty Hamming weight enumerator
G
(0)
0,0 = 1 + 720y + 3375y
2,
G
(0)
0,1 = x+ 720xy + 3375xy
2,
G
(0)
0,2 = x+ 495xy + 225z + 3375yz,
G
(0)
1,0 = 1 + 224y − 225y2,
G
(0)
1,1 = G
(1)
1,1 = x+ 224xy − 225xy2,
G
(1)
1,2 = x+ 239xy − 225yz − 15z,
G
(0)
2,0 = 1− 16y + 15y2,
G
(0)
2,1 = G
(1)
2,1 = x− 16xy + 15xy2,
G
(2)
2,2 = x+ z + 15yz − 17xy,
G
(0)
3,0 = 1− y2,
G
(1)
3,1 = x− xy2.
(j1, j2, · · · , jn), then the split m-spotty Hamming weight enumerator SC(xi, yi : i = 1, 2, · · · , n) of
the code C can be rewritten as∑
(u1,u2,··· ,un)∈C
A(j1, j2, · · · , jn)
n∏
i=1
x
db/te−dji/te
i y
dji/te
i ,
where the summation runs over all n-tuples (j1, j2, · · · , jn) satisfying 0 ≤ ji ≤ b for each i,
1 ≤ i ≤ n.
Theorem 5.2. Let C be a byte error-control code of length bn over Rk with byte length b and
split m-spotty Hamming weight enumerator SC(xi, yi : i = 1, 2, · · · , n). Then the split m-spotty
Hamming weight enumerator of the dual code C⊥ over Rk is given by
SC⊥(xi, yi : i = 1, 2, · · · , n) =
1
|C|
∑
(j1,j2,··· ,jn)
A(j1, j2, · · · , jn)
n∏
i=1
g
(t)
ji
(xi, yi),
where the summation runs over all n-tuples (j1, j2, · · · , jn) satisfying 0 ≤ ji ≤ b for 1 ≤ i ≤ n, and
the polynomials g
(t)
ji
(xi, yi) are definied by
g
(t)
ji
(xi, yi) =
b∑
p=0
Kp(ji)x
db/te−dp/teydp/te, (5)
where for each p, the polynomialKp(ji) =
p∑
a=0
(−1)a(`−1)p−a(jia)(b−jip−a) is the well-known Krawtchouk
polynomial. (Here, we assume that
(
e
f
)
= 0 when f < 0 or f > e.)
Proof. The proof is similar to those of Theorem 3.12 and Theorem 25 in [8].
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Theorem 5.3. Let C,D be byte error-control codes of length bn over Rk with byte length b
and m-spotty Hamming weight enumerator WC(z), WD(z) and split m-spotty Hamming weight
enumerators SC(xi, yi : i = 1, 2, · · · , n), SD(xi, yi : i = 1, 2, · · · , n), respectively. Then
(i) the direct sum C ⊕ D = (u|v : u ∈ C,v ∈ D) has m-spotty Hamming weight enumerator
WC(z)WD(z) and split m-spotty Hamming weight enumerator
SC(xi, yi : i = 1, 2, · · · , n)SD(Xi, Yi : i = 1, 2, · · · , n).
(ii) assuming n even, the code C||D = {(u′|v′|u′′|v′′) : u = (u′|u′′) ∈ C,v = (v′|v′′) ∈ D}
(where u and v have each been broken into two equal halves) has m-spotty Hamming weight
enumerator WC(z)WD(z) and split m-spotty Hamming weight enumerator
SC(xi, yi;Xi, Yi : i = 1, 2, · · · , n/2)SD(xi, yi;Xi, Yi : i = (n/2) + 1, · · · , n).
Proof. The proof is similar to that of Theorem 28 in [8].
Example 5.4. Let C be the byte error-control code as defined in Example 4.11. Here we apply
Theorem 5.2 to compute split m-spotty Hamming weight enumerator of the code C⊥. For this,
first we need to compute the Hamming weight distribution vectors for the codewords of C.
It is easy to see that the codeword (1, 0, 0, u, v, 1, 0, 0, u) ∈ C has Hamming weight distribu-
tion vector as (1, 3, 1) and it contributes the polynomial g
(2)
1 (x1, y1)g
(2)
3 (x2, y2)g
(2)
1 (x3, y3) to the
split m-spotty Hamming weight enumerator, where by (5), we have g
(2)
1 (xi, yi) = x
2
i + 224xiyi −
225y2i , g
(2)
3 (xi, yi) = x
2
i − y2i for each i.
Working similarly, we obtain the Hamming weight distribution vector and the contributing
polynomials for other codewords in C, which are given in Table IV. Therefore by Theorem 5.2, the
split m-spotty Hamming weight enumerator of the code C is given by
S⊥C (xi, yi : i = 1, 2, 3) =
1
|C|
∑
(j1,j2,j3)
3∏
i=1
g
(2)
ji
(xi, yi)
= 2x21x
2
2x
2
3 + 392x
2
1x
2
2x3y3 + 630x
2
1x
2
2y
2
3 + 94x
2
1x2y2x
2
3 + 46208x
2
1x2y2x3y3
+187170x21x2y2y
2
3 + 160x
2
1y
2
2x
2
3 + 137720x
2
1y
2
2x3y3 + 676200x
2
1y
2
2y
2
3
+254x1y1x
2
2x
2
3 + 99328x1y1x
2
2x3y3 + 256770x1y1x
2
2y
2
3 + 37376x1y1x2y2x
2
3
+25019392x1y1x2y2x3y3 + 118663680x1y1x2y2y
2
3 + 146690x1y1y
2
2x
2
3
+107591680x1y1y
2
2x3y3 + 503159550x1y1y
2
2y
2
3 + 84600y
2
1x
2
2x3y3
+606600y21x
2
2y
2
3 + 146850y
2
1x2y2x
2
3 + 107644800y
2
1x2y2x3y3 + 503229150
y21x2y2y
2
3 + 717150y
2
1y
2
2x
2
3 + 514350600y
2
1y
2
2x3y3 + 2412164250y
2
1y
2
2y
2
3 .
6 MacWilliams type identity for m-spotty Lee weight enumerator over
an infinite family of rings
In this section, we concentrate our study on m-spotty Lee weight enumerator for byte error-
control codes over Rk = Rk−1[uk]/
〈
u2k = 0, ukuj = ujuk
〉
. We prove that the results in [9] are still
valid over Rk. For this, we first recall the definition of Lee weights in Rk as follows:
Definition 6.1. For any subset A ⊆ {1, 2, · · · , k}, the Lee weight of uA is defined by
wL(uA) = 2
|A|.
In Rk, there are precisely
(
2k
i
)
elements of Lee weight i, for i = 0, 1, · · · , 2k. For example,
consider R2 = F2+uF2+vF2+uvF2, the Lee weight of elements 1, 1+u, 1+v and 1+u+v+uv is
1; of elements u, v, u+v, u+uv, v+uv and u+v+uv is 2; of elements 1 +uv, 1 +u+uv, 1 +v+uv
and 1 + u+ v is 3; of element uv is 4; of element 0 is 0.
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Table IV Contributing polynomials of the codewords
codewords of C (j1, j2, j3) g
(2)
j1
(x1, y1)g
(2)
j2
(x2, y2)g
(2)
j3
(x3, y3)
(0, 0, 0, 0, 0, 0, 0, 0, 0) (0, 0, 0) g
(2)
0 (x1, y1)g
(2)
0 (x2, y2)g
(2)
0 (x3, y3)
(8, 0, 0, 0, 0, 8, 0, 0, 0) (1, 1, 0) g
(2)
1 (x1, y1)g
(2)
1 (x2, y2)g
(2)
0 (x3, y3)
(0, 0, 8, 8, 0, 0, 0, 8, 8) (1, 1, 2) g
(2)
1 (x1, y1)g
(2)
1 (x2, y2)g
(2)
2 (x3, y3)
(2, 0, 0, 0, 8, 2, 0, 0, 0) (1, 2, 0) g
(2)
1 (x1, y1)g
(2)
2 (x2, y2)g
(2)
0 (x3, y3)
(10, 0, 0, 0, 8, 10, 0, 0, 0) (1, 2, 0) g
(2)
1 (x1, y1)g
(2)
2 (x2, y2)g
(2)
0 (x3, y3)
(4, 0, 0, 8, 0, 4, 0, 0, 8) (1, 2, 1) g
(2)
1 (x1, y1)g
(2)
2 (x2, y2)g
(2)
1 (x3, y3)
(12, 0, 0, 8, 0, 12, 0, 0, 8) (1, 2, 1) g
(2)
1 (x1, y1)g
(2)
2 (x2, y2)g
(2)
1 (x3, y3)
(1, 0, 0, 2, 4, 1, 0, 0, 2) (1, 3, 1) g
(2)
1 (x1, y1)g
(2)
3 (x2, y2)g
(2)
1 (x3, y3)
(3, 0, 0, 2, 12, 3, 0, 0, 2) (1, 3, 1) g
(2)
1 (x1, y1)g
(2)
3 (x2, y2)g
(2)
1 (x3, y3)
(5, 0, 0, 10, 4, 5, 0, 0, 10) (1, 3, 1) g
(2)
1 (x1, y1)g
(2)
3 (x2, y2)g
(2)
1 (x3, y3)
(6, 0, 0, 8, 8, 6, 0, 0, 8) (1, 3, 1) g
(2)
1 (x1, y1)g
(2)
3 (x2, y2)g
(2)
1 (x3, y3)
(7, 0, 0, 10, 12, 7, 0, 0, 10) (1, 3, 1) g
(2)
1 (x1, y1)g
(2)
3 (x2, y2)g
(2)
1 (x3, y3)
(9, 0, 0, 2, 4, 9, 0, 0, 2) (1, 3, 1) g
(2)
1 (x1, y1)g
(2)
3 (x2, y2)g
(2)
1 (x3, y3)
(11, 0, 0, 2, 12, 11, 0, 0, 2) (1, 3, 1) g
(2)
1 (x1, y1)g
(2)
3 (x2, y2)g
(2)
1 (x3, y3)
(13, 0, 0, 10, 4, 13, 0, 0, 10) (1, 3, 1) g
(2)
1 (x1, y1)g
(2)
3 (x2, y2)g
(2)
1 (x3, y3)
(14, 0, 0, 8, 8, 14, 0, 0, 8) (1, 3, 1) g
(2)
1 (x1, y1)g
(2)
3 (x2, y2)g
(2)
1 (x3, y3)
(15, 0, 0, 10, 12, 15, 0, 0, 10) (1, 3, 1) g
(2)
1 (x1, y1)g
(2)
3 (x2, y2)g
(2)
1 (x3, y3)
(4, 0, 8, 0, 0, 4, 0, 8, 0) (2, 1, 1) g
(2)
2 (x1, y1)g
(2)
1 (x2, y2)g
(2)
1 (x3, y3)
(12, 0, 8, 0, 0, 12, 0, 8, 0) (2, 1, 1) g
(2)
1 (x1, y1)g
(2)
1 (x2, y2)g
(2)
1 (x3, y3)
(6, 0, 8, 0, 8, 6, 0, 8, 0) (2, 2, 1) g
(2)
2 (x1, y1)g
(2)
2 (x2, y2)g
(2)
1 (x3, y3)
(14, 0, 8, 0, 8, 14, 0, 8, 0) (2, 2, 1) g
(2)
3 (x1, y1)g
(2)
2 (x2, y2)g
(2)
1 (x3, y3)
(8, 0, 8, 8, 0, 8, 0, 8, 8) (2, 2, 2) g
(2)
2 (x1, y1)g
(2)
2 (x2, y2)g
(2)
2 (x3, y3)
(1, 0, 8, 10, 4, 1, 0, 8, 10) (2, 3, 2) g
(2)
2 (x1, y1)g
(2)
3 (x2, y2)g
(2)
2 (x3, y3)
(2, 0, 8, 8, 8, 2, 0, 8, 8) (2, 3, 2) g
(2)
2 (x1, y1)g
(2)
3 (x2, y2)g
(2)
2 (x3, y3)
(3, 0, 8, 10, 12, 3, 0, 8, 10) (2, 3, 2) g
(2)
2 (x1, y1)g
(2)
3 (x2, y2)g
(2)
2 (x3, y3)
(5, 0, 8, 2, 4, 5, 0, 8, 2) (2, 3, 2) g
(2)
2 (x1, y1)g
(2)
3 (x2, y2)g
(2)
2 (x3, y3)
(7, 0, 8, 2, 12, 7, 0, 8, 2) (2, 3, 2) g
(2)
2 (x1, y1)g
(2)
3 (x2, y2)g
(2)
2 (x3, y3)
(9, 0, 8, 10, 4, 9, 0, 8, 10) (2, 3, 2) g
(2)
2 (x1, y1)g
(2)
3 (x2, y2)g
(2)
2 (x3, y3)
(10, 0, 8, 8, 8, 10, 0, 8, 8) (2, 3, 2) g
(2)
2 (x1, y1)g
(2)
3 (x2, y2)g
(2)
2 (x3, y3)
(11, 0, 8, 10, 12, 11, 0, 8, 10) (2, 3, 2) g
(2)
2 (x1, y1)g
(2)
3 (x2, y2)g
(2)
2 (x3, y3)
(13, 0, 8, 2, 4, 13, 0, 8, 2) (2, 3, 2) g
(2)
2 (x1, y1)g
(2)
3 (x2, y2)g
(2)
2 (x3, y3)
(15, 0, 8, 2, 12, 15, 0, 8, 2) (2, 3, 2) g
(2)
2 (x1, y1)g
(2)
3 (x2, y2)g
(2)
2 (x3, y3)
g
(2)
0 (x, y) = x
2 + 720xy + 3375y2, g
(2)
1 (x, y) = x
2 + 224xy − 225y2,
g
(2)
2 (x, y) = x
2 − 16xy + 15y2, g(2)3 (x, y) = x2 − y2
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Now we define the m-spotty Lee weight, the m-spotty Lee distance and the m-spotty Lee weight
enumerator for a byte error-control code over Rk.
Definition 6.2. For any u = (u1,u2, · · · ,un) ∈ Rbnk , the m-spotty Lee weight of u is de-
fined as wML(u) =
n∑
i=1
⌈
wL(ui)
t
⌉
, where ui = (ui1, ui2, · · · , uib) ∈ Rbk is the i-th byte of u and
wL(ui) =
b∑
j=1
wL(uij).
Definition 6.3. Let u,v be vectors in Rbnk with their i-th bytes as ui,vi respectively. Then the
m-spotty Lee distance between u and v, denoted by dML, is defined as
dML =
n∑
i=1
⌈dL(ui,vi)
t
⌉
=
⌈wL(ui − vi)
t
⌉
= wML(u− v).
Note that dML is a metric on R
bn
k . Further, if C is a byte error-control code of length bn and
byte length b over Rk, then the number dML(C) = min{dML(u,v) : u,v ∈ C,u 6= v} is called the
m-spotty Lee distance of the code C. Moreover, dML(C) = min{wML(u) : u ∈ C,u 6= 0}.
Definition 6.4. Let C be a byte error-control code of length bn and byte length b over Rk. Then
the m-spotty Lee weight enumerator of C is defined as
LC(z) =
∑
u∈C
zwML(u) =
∑
u=(u1,u2,··· ,un)∈C
n∏
j=1
zdwL(ui)/te.
Let u be any vector inRbnk with ui ∈ Rbk as its i-th byte for 1 ≤ i ≤ n. For each i, if jip(0 ≤ p ≤ `−1)
is the number of bits in ui which are equal to rp, then the `-tuple J i = (ji0, ji1, · · · , ji,`−1) is called
composition of the i-th byte ui of u, and the vector J = (J 1,J 2, · · · ,Jn) is called the composition
vector of u = (u1,u2, · · · ,un).
Now let A(J ) be the number of codewords in C having the composition vector as J . Then the
m-spotty Lee weight enumerator of C can be rewritten as
LC(z) =
∑
J
A(J )
n∏
j=1
zdρ(J i)/te,
where for each i, J i = (ji0, ji1, · · · , ji,`−1) and ρ(J i) =
`−1∑
p=0
wL(rp)jip with 0 ≤ jip ≤ b for
0 ≤ p ≤ `− 1.
Let u be the fixed vector. Define the numbers spq, 0 ≤ p, q ≤ `−1, as the number of components
of the vectors u = (u1, u2, · · · , ub) and v = (v1, v2, · · · , vb) satisfying ui = rp and vi = rq.
Definition 6.5. For a fixed positive integer t and J = (j0, j1, · · · , j`−1), we define the polynomial
g
(t)
J (z) =
∑
spq

`−1∏
p=0
jp!
`−1∏
q=0
spq!
χ
(
`−1∑
q=0
rprqspq
) z
⌈
`−1∑
p=0
(
`−1∑
q=1
wL(rq)spq
)
/t
⌉
,
where the summation
∑
spq
runs over all non-negative integers spq(0 ≤ p, q ≤ ` − 1) satisfying
`−1∑
q=0
spq = jp for every p.
Lemma 6.6. For a fixed vector u ∈ Rbk with composition J = (j0, j1, · · · , j`−1), we have∑
v∈Rbk
χ(〈u,v〉)zdwL(v)e = g(t)J (z).
15
Proof. The proof is similar to that of Lemma 2 in [9].
In the following theorem, we derive a MacWilliams type identity for the m-spotty Lee weight
enumerator of a byte error-control code over an infinite family of rings.
Theorem 6.7. Let C be a byte error-control code of length bn over Rk with byte length b and
m-spotty Lee weight enumerator LC(z) as defined above. If A(J 1,J 2, · · · ,Jn) denotes the number
of codewords in C having the composition vector as J = (J 1,J 2, · · · ,Jn), then the m-spotty Lee
weight enumerator LC⊥ of the dual code C
⊥ is given by
LC⊥(z) =
1
|C|
∑
J
A(J )
n∏
i=1
g
(t)
J i
(z),
where the summation runs over all n-tuples J with each J i, an `-tuple over {0, 1, 2, · · · , b}.
Proof. The proof is similar to those of Theorem 3.12 and Theorem 28 in [9].
Example 6.8 Let C be the byte error-control code as defined in Example 4.11. Since C⊥ =
2147483648 is very large, we will apply Theorem 6.7 to obtain the m-spotty Lee weight enumerator
of C⊥. For this, we compute the composition vectors for the codewords of C. It is easy to
check that (0, 0, uv, uv, 0, 0, 0, uv, uv) ∈ C and its composition vector is J 1,J 2 and J 3 where
(J 1,J 2,J 3) = ((∗[2]0∗[1]8∗), (∗[2]0∗[1]8∗), (∗[1]0∗[2]8∗)). Here, [s]p represents there are s elements
equal to rp, where 0 ≤ p ≤ 15, 0 ≤ s ≤ 3 and rp ∈ R2 is defined in Table V, which gives an
alternative expression form for every element rp = auv + bv + cu+ d ∈ R2, where (a, b, c, d) ∈ Z42.
For t = 2, by Definition 6.5, we get
g
(2)
J1
(z) = g
(2)
J2
(z) = 1 + 6z − 29z2 + 36z3 − 9z4 − 10z5 + 5z6 and
g
(2)
J3
(z) = 1− 2z − 5z2 + 20z3 − 25z4 + 14z5 − 3z6.
We note that the codeword (0, 0, uv, uv, 0, 0, 0, uv, uv) ∈ C contributes the term
g
(2)
J1
(z)g
(2)
J2
(z)g
(2)
J3
(z) = 1 + 10z − 51z2 − 272z3 + 2132z4 − 4072z5 − 4940z6 + 39312z7 − 88946z8
+110396z9 − 74074z10 + 9360z11 + 28964z12 − 25832z13 + 7972z14
+1520z15 − 2055z16 + 650z17 − 75z18
to the m-spotty Lee weight enumerator of C. Working similarly, we obtain the composition vectors
and the contributing polynomials for other codewords in C⊥, which are given in Table VI.
Therefore by Theorem 6.7, the m-spotty Lee weight enumerator of the code C is given by
LC⊥ =
1
|C|
∑
J
A(J )
n∏
i=1
g
(t)
J i
(z)
= 101z18 + 5326z17 + 122705z16 + 1641752z15 + 13077404z14 + 63554224z13 + 196381596z12
+398386136z11 + 538692126z10 + 487268316z9 + 294389014z8 + 117912840z7 + 30602524z6
+4946304z5 + 475132z4 + 26888z3 + 1221z2 + 38z + 1.
7 Conclusion
This paper mainly presents the MacWilliams type identities for the m-spotty Hamming weight
enumerator, joint m-spotty Hamming weight enumerator and split m-spotty Hamming weight
enumerator for byte error-control codes over finite commutative Frobenius rings. Finally, the
m-spotty Lee weight enumerator over an infinite family of rings Rk is also obtained. In fact,
Joint m-spotty Lee weight enumerator (Theorem 8 and Theorem 9 in [9]) and Split m-spotty Lee
weight enumerator (Theorem 5 in [9]) are also valid over the infinite family of rings Rk. Moreover,
the results in [10] for r-fold joint m-spotty Hamming weight enumerators still hold over finite
commutative Frobenius rings by applying the similar method in Theorem 3.12.
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Table V Alternative expression of elements of Rk
(a, b, c, d) rp
(0, 0, 0, 0) r0 = 0
(0, 0, 0, 1) r1 = 1
(0, 0, 1, 0) r2 = u
(0, 0, 1, 1) r3 = 1 + u
(0, 1, 0, 0) r4 = v
(0, 1, 0, 1) r5 = 1 + v
(0, 1, 1, 0) r6 = u+ v
(0, 1, 1, 1) r7 = 1 + u+ v
(1, 0, 0, 0) r8 = uv
(1, 0, 0, 1) r9 = 1 + uv
(1, 0, 1, 0) r10 = u+ uv
(1, 0, 1, 1) r11 = 1 + u+ uv
(1, 1, 0, 0) r12 = v + uv
(1, 1, 0, 1) r13 = 1 + v + uv
(1, 1, 1, 0) r14 = u+ v + uv
(1, 1, 1, 1) r15 = 1 + u+ v + uv
Table VI Codewords, composition vectors and contributing polynomials
codewords (J 1,J 2,J 3) g
(2)
J1
g
(2)
J2
g
(2)
J3
(0, 0, 0, 0, 0, 0, 0, 0, 0) (([3]0∗), ([3]0∗), ([3]0∗)) a3
(8, 0, 0, 0, 0, 8, 0, 0, 0) (([2]0 ∗ [1]8∗), ([2]0 ∗ [1]8∗), ([3]0∗)) ab2
(0, 0, 8, 8, 0, 0, 0, 8, 8) (([2]0 ∗ [1]8∗), ([2]0 ∗ [1]8∗), ([1]0 ∗ [2]8∗)) b2c
(2, 0, 0, 0, 8, 2, 0, 0, 0) (([2]0 ∗ [1]2∗), (∗[3]5∗), ([1]0[2]5∗)) ade
(10, 0, 0, 0, 8, 10, 0, 0, 0) (([2]0 ∗ [1]10∗), ([1]0 ∗ [1]8 ∗ [1]10∗), (∗[3]2∗), ([3]0∗)) ade
(4, 0, 0, 8, 0, 4, 0, 0, 8) (([2]0 ∗ [1]4∗), ([1]0 ∗ [1]4 ∗ [1]8∗), ([2]0 ∗ [1]8∗)) bde
(12, 0, 0, 8, 0, 12, 0, 0, 8) (([2]0 ∗ [1]12∗), ([1]0 ∗ [1]8 ∗ [1]10∗), ([2]0 ∗ [1]8∗)) ade
(1, 0, 0, 2, 4, 1, 0, 0, 2) (([2]0[1]1∗), (∗[1]1[1]2 ∗ [1]4∗), ([2]0 ∗ [1]2∗)) cdf
(3, 0, 0, 2, 12, 3, 0, 0, 2) (([2]0 ∗ [1]3∗), (∗[1]2[1]3 ∗ [1]12∗), ([2]0 ∗ [1]2∗)) cdf
(5, 0, 0, 10, 4, 5, 0, 0, 10) (([2]0 ∗ [1]5∗), (∗[1]4[1]5 ∗ [1]10∗), ([2]0 ∗ [1]10∗)) cdf
(6, 0, 0, 8, 8, 6, 0, 0, 8) (([2]0 ∗ [1]8∗), ([1]6 ∗ [2]8∗), ([2]0 ∗ [1]8∗)) bdg
(7, 0, 0, 10, 12, 7, 0, 0, 10) (([2]0 ∗ [1]7∗), (∗[1]7 ∗ [1]10 ∗ [1]12∗), ([2]0 ∗ [1]10∗)) deg
(9, 0, 0, 2, 4, 9, 0, 0, 2) (([2]0 ∗ [1]9∗), (∗[1]2 ∗ [1]4 ∗ [1]9∗), ([2]0 ∗ [1]2∗)) deg
(11, 0, 0, 2, 12, 11, 0, 0, 2) (([2]0 ∗ [1]11∗), (∗[1]2 ∗ [1]11 ∗ [1]12∗), ([2]0 ∗ [1]2∗)) deg
(13, 0, 0, 10, 4, 13, 0, 0, 10) (([2]0 ∗ [1]13∗), (∗[1]4 ∗ [1]10 ∗ [1]13∗), ([2]0 ∗ [1]10∗)) deg
(14, 0, 0, 8, 8, 14, 0, 0, 8) (([2]0 ∗ [1]14∗), (∗[2]8 ∗ [1]14∗), ([2]0 ∗ [1]8∗)) bdg
(15, 0, 0, 10, 12, 15, 0, 0, 10) (([2]0 ∗ [1]15∗), (∗[1]10 ∗ [1]12 ∗ [1]15∗), ([2]0 ∗ [1]10∗)) dcf
(4, 0, 8, 0, 0, 4, 0, 8, 0) (([1]0 ∗ [1]4 ∗ [1]8∗), ([2]0 ∗ [1]4∗), ([2]0 ∗ [1]8)) bde
(12, 0, 8, 0, 0, 12, 0, 8, 0) (([1]0 ∗ [1]8 ∗ [1]12∗), ([2]0 ∗ [1]12∗), ([2]0 ∗ [1]8)) bde
(6, 0, 8, 0, 8, 6, 0, 8, 0) (([1]0 ∗ [1]6 ∗ [1]8∗), ([1]0 ∗ [1]6 ∗ [1]8∗), ([2]0 ∗ [1]8)) be2
(14, 0, 8, 0, 8, 14, 0, 8, 0) (([1]0 ∗ [1]8 ∗ [1]14∗), ([1]0 ∗ [1]8 ∗ [1]14∗), ([2]0 ∗ [1]8)) be2
(8, 0, 8, 8, 0, 8, 0, 8, 8) (([1]0 ∗ [2]8∗), ([1]0 ∗ [2]8∗), ([1]0 ∗ [2]8∗)) c3
(1, 0, 8, 10, 4, 1, 0, 8, 10) (([1]0[1]1 ∗ [1]8∗), (∗[1]1 ∗ [1]4 ∗ [1]10∗), ([1]0 ∗ [1]8 ∗ [1]10∗)) c2e
(2, 0, 8, 8, 8, 2, 0, 8, 8) (([1]0 ∗ [1]2 ∗ [1]8∗), (∗[1]2 ∗ [2]8∗), ([1]0 ∗ [2]8∗)) ceg
(3, 0, 8, 10, 12, 3, 0, 8, 10) (([1]0 ∗ [1]3 ∗ [1]8∗), (∗[1]3 ∗ [1]10 ∗ [1]12∗), ([1]0 ∗ [1]8 ∗ [1]10∗)) c2e
(5, 0, 8, 2, 4, 5, 0, 8, 2) (([1]0 ∗ [1]5 ∗ [1]8∗), (∗[1]2 ∗ [1]4 ∗ [1]5∗), ([1]0 ∗ [1]2 ∗ [1]8∗)) c2e
(7, 0, 8, 2, 12, 7, 0, 8, 2) (([1]0 ∗ [1]7 ∗ [1]8∗), (∗[1]2 ∗ [1]7 ∗ [1]12∗), ([1]0 ∗ [1]2 ∗ [1]8∗)) e3
(9, 0, 8, 10, 4, 9, 0, 8, 10) (([1]0 ∗ [1]8[1]9∗), (∗[1]4 ∗ [1]9 ∗ [1]10∗), ([1]0 ∗ [1]8 ∗ [1]10∗)) e3
(10, 0, 8, 8, 8, 10, 0, 8, 8) (([1]0 ∗ [1]8 ∗ [1]10∗), (∗[2]8 ∗ [1]10∗), ([1]0 ∗ [2]8∗)) ceg
(11, 0, 8, 10, 12, 11, 0, 8, 10) (([1]0 ∗ [1]8 ∗ [1]11∗), (∗[1]10[1]11[1]12∗)), ([1]0 ∗ [1]8 ∗ [1]10∗)) e3
(13, 0, 8, 2, 4, 13, 0, 8, 2) (([1]0 ∗ [1]8 ∗ [1]13∗), (∗[1]2 ∗ [1]4 ∗ [1]13∗)), ([1]0 ∗ [1]2 ∗ [1]8∗)) e3
(15, 0, 8, 2, 12, 15, 0, 8, 2) (([1]0 ∗ [1]8 ∗ [1]15∗), (∗[1]2 ∗ [1]12 ∗ [1]15∗)), ([1]0 ∗ [1]2 ∗ [1]8∗)) c2e
a = 1 + 78z+ 715z2 + 1716z3 + 1287z4 + 286z5 + 13z6, b = 1 + 6z− 29z2 + 36z3− 9z4− 10z5 + 5z6,
c = 1− 2z − 5z2 + 20z3 − 25z4 + 14z5 − 3z6, d = 1 + 34z + 55z2 − 132z3 − 33z4 + 66z5 + 9z6,
e = 1− 6z + 15z2 − 20z3 + 15z4 − 6z5 + z6, f = 1 + 54z + 275z2 + 132z3 − 297z4 − 154z5 − 11z6.
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