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Abstract—The small-signal stability is an integral part of the
power system security analysis. The introduction of renewable
source related uncertainties is making the stability assessment
difficult as the equilibrium point is varying rapidly. This paper
focuses on the Differential Algebraic Equation (DAE) formulation
of power systems and bridges the gap between the conventional
reduced system and the original one using logarithmic norm. We
propose a sufficient condition for stability using Bilinear Matrix
Inequality and its inner approximation as Linear Matrix Inequal-
ity. Another contribution is the construction of robust stability
regions in state-space in contrast to most existing approaches
trying same in the parameter space. Performance evaluation of
the sufficiency condition and its inner approximation has been
given with the necessary and sufficient condition for a small-
scale test case. The paper provides a necessary base to develop
tractable construction techniques for the robust stability region
of power systems.
I. INTRODUCTION
The small-signal stability analysis is used to measure and
identify electrical power system’s capacity to remain in syn-
chronism under the influence of small disturbance. The state
matrix provides information about the stability as well as
about oscillations and different modes of oscillation in power
systems [1].
The behavior of eigenvalue with different state and parame-
ter of the power system has been the focus of the small-signal
stability studies. The stability is assessed with variations in
operating point, leading to a new equilibrium point, using
the necessary and sufficient condition of stability on the
eigenvalue of state matrix. Similarly, the parameter variation
leading to change in the dynamics of the system as also
been studied. The graphical method of root locus analysis,
requiring repeated calculations, has also been used to track
the eigenvalue movement with a change in state or parameter
[2], [3].
The movement of eigenvalues with the change in the base
point has been explored in many works related to eigenvalue
sensitivity [4], [5]. The continuation of invariant subspace
(CIS) method has been proposed to calculate the successive
eigenvalue sensitivities [6]. The sensitivity is a function of
state and parameters of the system and keeps changing with
variations. The validity range of sensitivity cannot be specified
explicitly. Therefore, the eigenvalue information is local and
hence cannot be used to identify the stable region.
Recently, there are some attempts to identify the small
signal boundaries. In [7], authors have presented a method
which can be used for the stability boundary calculation in the
event of variation in the power system stabilizer (PSS) time
constants. The process is based on the concepts of eigenvalue
perturbation and sensitivity. On similar lines, a strategy for
computing small-signal security margins has been presented
recently, computing stability margin for load increase, in [8]. A
method based on Gersgorin disks has also been used to identify
the region of eigenvalue perturbation for disturbances in micro-
grid system [9]. An extension using reachable set computation
(FAR) has also been presented in [10]. Both these methods
work in complex eigenvalue space and need to calculate the
disturbance matrix each time.
A method to construct robust stability region in parameter
space for PSS has been presented recently in [11]. The work
uses the bialternate sum matrix approach and shown to be
efficient over the branch and bound approach used in [12] for
similar purpose. This approach works only if the reduced sys-
tem matrix is affine and hence works for parameters variations
of the system but not with the state variations.
This work is a follow-up to the contraction analysis pre-
sented in [13]. In this paper, a relation between the reduced
form and the associated DAE system has been established us-
ing logarithmic norm. Further, we use this relation to develop a
sufficient condition for stability of the DAE system. The robust
stability region on which, if there exists any equilibrium point
then, the system will be small-signal stable at that equilibrium,
has been constructed. The sufficient condition for stability,
as a Bilinear Matrix Inequality (BMI) is derived using the
logarithmic norm. Then, a convex inner approximation of the
BMI has been presented as Linear Matrix Inequality (LMI).
A 2-bus test system example is used to present the simulation
results of the sufficient stability conditions. The local validity
of the eigenvalue and its sensitivity concepts has also been
shown. The results of the robust stable area with sufficient
BMI and its convex approximation as LMI have also been
presented in state space.
Main contributions of the paper are as follows.
1) Development of a relationship between the reduced
system and DAE system using logarithmic norm.
2) A sufficient condition for small-signal stability has been
developed for the DAE form.
3) Performance evaluation of sufficient condition and its
inner approximation has been given with the necessary
and sufficient condition for a small-scale test case.
II. MAIN RESULT
In this paper, we use S+n to denote the set of symmetric
positive definite matrices of dimension n. λ(A) denotes eigen-
values of matrix A ∈ Rn×n.
For a power system, there are two sets of equations describ-
ing its behavior. The differential equation set, x˙ = f(x,y),
is used to describe the dynamics of power system. The prime
mover-generator system dynamics is described using the swing
equation, which is a relation between acceleration in load
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angle and accelerating power. Other equations in this set
involve the relations of internal voltage change with generator
parameters and axis component of voltage and current. The
number of differential equations depends upon the modeling of
the system and components modeled along with the generator.
The time constants involved in these are much higher than the
time constant of electrical dynamic equations of transmission
components like transmission lines and transformers. There-
fore, the fast dynamics are ignored and the transmission system
coupled with generator stator is modeled as a set of algebraic
equations, 0 = g(x,y). Both of these sets of equations
together are also called the ODEs with constraints. In both
sets, the vector x ∈ Rn contains dynamic state variables while
y ∈ Rm represents the algebraic variables. Therefore, the
system dynamics can be expressed as semi-explicit DAE as:
x˙ = f(x,y)
0 = g(x,y)
(1)
We further assume that, for the considered states x, there
exists corresponding variables y satisfying the algebraic con-
straints. For stability studies, general practice is the elimination
of the algebraic variables via reduction techniques. This elimi-
nation will leave us with a modified set of ODEs (x˙ = f1(x)).
This method disallows to explore the structural properties of
the DAE form. To this reason, a variety of literature focus on
the DAE form, [14], [15] especially in the context of descriptor
system E z˙ = h(z); where, zT = [xT,yT], hT = [fT , gT ]
and E is a diagonal matrix of R(n+m)×(n+m) with Eii = 1 if
i ≤ n and zero otherwise. In the power system, the structure-
preserving DAE model is gaining importance in eigenvalue-
based stability analysis [16],[8] or for contraction region [13].
To obtain the power system equivalent of the DAE system (1)
we define a block Jacobian as:
J(x,y) =
[
∂f/∂x ∂f/∂y
∂g/∂x ∂g/∂y
]
=
[
A B
C D
]
. (2)
In simplifying notations, the linearized state space model
with algebraic constraints will look like:
δx˙ = Aδx+Bδy, (3)
0 = Cδx+Dδy. (4)
To assess the stability of the above system, common practice
is to eliminate the algebraic variables δy and reduce the system
to δx˙ = Jrδx where Jr = A − BD−1C be the reduced
Jacobian matrix. The reduced system is small-signal stable if
and only if all eigenvalues of the reduced Jacobian lie in the
left half plane or Re (λ(Jr)) < 0 [17].
TABLE I
STANDARD MATRIX MEASURES
Vector norm, ‖ · ‖ Matrix measure, µp(M)
‖x‖1 =
∑
i |xi| µ1(M) = maxj(mjj +
∑
i 6=j |mij |)
‖x‖2 = (
∑
i |xi|2)1/2 µ2(M) = maxi(λi{M+M
T
2
})
‖x‖∞ = maxi |xi| µ∞(M) = maxi(mii +
∑
j 6=i |mij |)
Before introducing the main result, we define the logarith-
mic norm or the matrix measure. The matrix measure µp(M)
of a matrix M is defined as [18]:
µp(M) := lim
→0+
1

(‖I + M‖p − 1) (5)
Unlike norms, µp(M) can be negative as well. Thus, it can
be an important yardstick to construct and measure the stable
region providing upper bound on the real part of eigenvalues
of a matrix M and relating stability of ODE and DAE. For
p = 1, 2, ∞, the standard matrix measures as well as vector
norms are listed in Table I.
We define generalized reduced Jacobian Fr = PJr with
P ∈ S+n , and generalized unreduced Jacobian F = ZTJ
which can be written as
F =
[
PA+RTC PB +RTD
QTC QTD
]
. (6)
Here Z =
[
P 0
R Q
]
is an auxiliary matrix consisting of 0 ∈
Rn×m a null matrix, R ∈ Rm×n, and Q ∈ Rm×m. The main
result is presented below.
Lemma 1: For the DAE system (1) with a negative logarith-
mic norm µp(F ) < 0 characterized by the matrices P,Q,R,
the following relation holds:
µp(Fr) ≤ µp(F ). (7)
The proof follows closely the reasoning to prove Theorem
1 for contraction analysis in [13]; however, the generalized
reduced and unreduced Jacobian are slightly different from
what we define in this paper. Note also that here we focus
on the original variables δz = (δxT , δyT )T instead of their
transformed counterparts δw = (δvT , δuT )T in contraction
analysis. Using Lemma 1, we introduce a sufficient condition
of stability in terms of logarithmic norm.
Theorem 1: The DAE system is small-signal stable if there
exists a generalized unreduced Jacobian has a negative matrix
measure, i.e., µp(F ) < 0.
Let consider a Lyapunov candidate function V = P‖δx‖p with
P ∈ S+n . Following the same reasoning for matrix measure
results introduced in [18], [19], one takes upper Dini derivative
of V to yield:
D+‖δx(t)‖p ≤ µp(Fr) ‖δx(t)‖p. (8)
Combining (8) and Lemma 1, a negative µp(F ) verifies that
V is a valid Lyapunov function, thus the system is small-signal
stable at the considered equilibirum point.
While most of the stability assessment approaches presented
in the past rely on the reduced form, Lemma 1 connects
it to the DAE system. However, Theorem 1 can be proved
without Lemma 1, by defining another Lyapunov function
V1 = ‖ZT δz‖p and showing that D+V1 ≤ µp(F )V1.
Special case for p = 2:
As most of the existing work focuses on eigenvalue analysis
and quadratic Lyapunov functions which relate to norm 2, in
the following, we reproduce the main result in Lemma 1 for
p = 2, by using Interlacing theorem.
From the definitions of standard logarithmic norms given in
Table I, µ2(F ) = λmax((F+FT )/2). Therefore, the condition
µ2(F ) < 0 implies that λmax(F + FT ) < 0. By defining
R = −(PBD−1)T in definitions of F and Fr from Theorem
1, F + FT will become:
F + FT =
[
Fr + Fr
T CTQ
QTC QTD +DTQ
]
. (9)
Now, as F + FT is a real symmetric matrix, with ordered
eigenvalue sequence of F + FT as λ1 ≤ λ2 ≤ · · · ≤ λn+m,
by Interlacing Theorem [20] for Hermittian matrices (for i =
1 . . . n):
λi(Fr + F
T
r ) ≤ λi+m(F + FT )
which leads to
λmax(Fr + F
T
r ) ≤ λmax(F + FT ). (10)
Combining (10) with the definition of log norm (µ2), it is
proved that µ2(Fr) ≤ µ2(F ), which is Lemma 1 for p = 2. In
the following sections, we use µ2(F ) to construct the stability
region.
III. CONSTRUCTION OF ROBUST STABLE REGION
In this section, we describe the method to construct robust
stability region within which the system is small-signal stable
for every equilibrium point. The resulting region can be further
incorporated in security-constrained optimization to provide
convex search space [21–26]. We work on the Jacobian J ,
which can be expressed as an affine function of the system
variables. This is obtained by expressing the DAEs in quadratic
form of variables z [13]. Thus, the system can be expressed
as J(z) = J0 +
∑
k zkJk for k = 1 . . . (n+m).
A. Stable Region by Bilinear Matrix Inequalities
From Theorem 1, the sufficient condition for stability of
the system (3) has been transformed from Re (λ(Jr)) < 0 to
µp(F ) < 0. In view of the special case of µ2, the condition for
stability can be stated as λmax(F + FT ) < 0. Therefore, the
sufficient condition for stability can be expressed as a BMI in
Z and J(z), with ζ as maximum eigenvalue and I representing
an identity matrix of size (n+m)× (n+m), as:
F (z, Z) + FT (z, Z)− ζI  0. (11)
Adding the conditions ζ < 0 and P  0, the complete
problem will involve a BMI with a set of constraints as
LMIs. The BMI (11) alone turns out to be NP-hard for
solvability [27] and define an (n + m) − dimensional non-
convex feasibility space. Therefore, there is no off-the-shelf
algorithm to solve and construct the stability region using this
BMI (11). Hence, it imperative to construct a convex inner
approximation of the region defined by the BMI.
B. Inner Approximation of BMI as Robust LMI
To convert the bilinear relation into the linear one, we fix
Z = Z? in the BMI (11). The resultant defines a convex
region of small-signal stability expressed as an LMI in variable
z. As the solution space of an LMI is convex, fixing of one
variable will provide the convex inner approximation of the
BMI. The construction of Z? is done based upon the sufficient
condition proved in Theorem 1 using the Jacobian J(z∗) at
the equilibrium point. The set of LMIs with variable matrices
P and Z is:
P  0,
J(z∗)TZ + ZTJ(z∗)− ζI  0. (12)
A feasible solution of this LMI set, with constraint ζ < 0,
will give the matrix Z?. Now, the inner approximated convex
stability region of the non-convex region defined by the BMI
(11) can be obtained by solving a robust SDP problem for
affine perturbation for z ∈ U :
minimize ζ
subject to J(z)TZ? + (Z?)TJ(z)− ζI  0 (13)
If the solution ζ? of this robust SDP is negative, then the
region defined by the set U is the robust stability region. As
most of the operational constraints are box-typed, we restrict
our self to a box-typed description of stability region in zk. The
box U is constructed by the set of Uk and Uk = [zk, zk]. By
taking leverage of sufficiency condition, robust SDP problem
(13) can be converted into a feasibility problem by adding a
constraint as ζ < 0.
C. Eigenvalue Sensitivity
The information provided by eigenvalue sensitivity has been
used widely to examine various aspects of stability. The
analytic expression of sensitivity eases out the computation
and provides a better understanding about the variation. The
matrix pencil (J(z), E) has two sets of eigenvalues at any
particular z. One with n finite eigenvalues and another one
with m infinite eigenvalues. It can be shown that all n finite
eigenvalues of (J(z), E) are same as n eigenvalues of Jr [7].
As the Jacobian (2) is an affine function of state variables,
the analytic expression for eigenvalue sensitivity of (J(z), E)
with respect to z can be developed, which gives sensitivity
equivalent to that for eigenvalues of Jr.
If λ is an eigenvalue of the matrix pencil (J(z), E) with left
and right eigen vectors as υ and ν, then with similar approach
presented in [7], we obtain:
∂λi
∂zk
=
υTi Jkνi
υTi Eνi
. (14)
This sensitivity expression is used to show the local validity
of sensitivity based approaches. This will be further utilized
to construct stability regions in future works.
IV. SIMULATION
A. 2-bus Test System
The construction approaches of robust stability region as
BMI and LMI along with analytic expression of eigenvalue
Fig. 1. A 2-bus test system [13]
sensitivity are discussed above. In this section, we illustrate
the procedure by constructing the stability region for a two-
bus system as shown in Figure 1 [13].
A PSAT dynamic model [28] input based dynamic sim-
ulation and PowerWolf, an analysis package developed in
Mathematica 11.1.0.0 by Turitsyn’s group at MIT are used
for system modeling. We also use YALMIP with Sedumi [29]
in MATLAB for solving robust LMIs.
B. Results and Analysis
We begin with showing the limitations of eigenvalue ap-
proaches to underline the importance of developed sufficient
condition. Figure 2 is root-locus plot showing the movement
of eigenvalues (λi = σi + jωi) of matrix pencil (J(z), E)
with increase in δ2. The critical most eigenvalue at base point
is a complex-conjugate pair with σ = −3.07 shown as big
red cross. As the value of δ2 increases, this eigenvalue pair
moves away from the jω-axis while the other eigenvalue, with
real part only, moves towards the origin. The σ2 crosses σ1 at
δ2 = 10.06
◦ and becomes the critical most eigenvalue. This
shows that critical eigenvalue is state dependent. Hence, any
region calculation based upon critical eigenvalue at the current
state can lead to overestimation. Figure 2 also shows that the
spacing between two successive values of λ is not constant
with constant ∆δ2. This is because of variable eigenvalue
sensitivity, shown in Figure 3. The sensitivity variation clearly
proves that ∂λi/∂δ2 is not constant. Thus, the sensitivity
matrix requires continuous updates and is not very suitable
for the stability region identification in state space.
In Figure 4, the stable area is plotted by the necessary and
sufficient condition of stability, σcritical(Jr(z)) < 0 and the
sufficient condition (11), in 2 − D state plane. The stable
boundary is obtained via verifying stability of a very large
number of points in the plane. We limit ourself to 2-bus
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Fig. 2. Root locus plot with increase in δ2
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Fig. 3. Variation of the eigenvalue sensitivity ∂λ/∂δ2 with δ2
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Fig. 4. Performance of sufficient condition (BMI 11) in 2-D state plane
test system as construction of stable space is very expensive
in this manner. The performance of the proposed sufficiency
condition has been proved to be impressive by this plot.
As both stability conditions are non-convex in n + m −
dimension state plane, an area measure is defined to quantify
the stable area as the ratio of stable points to the total number
of points generated and tested for the stability in the 4 − D
space. The Figure 5 shows that the area by BMI is always less
than equal to the area by the necessary and sufficient condition.
Dotted lines indicate the single variable linear regression
relation between area and σcritical. Negative slope suggests
that the stable area tend to decrease when σcritical moves
towards the zero. Also, the decreasing distance between two
regression lines suggest that sufficiency condition (BMI 11)
tend to improve as σcritical approaches to the origin.
By solving robust SDP (13) for feasibility, Figure 6 is
plotted for different Uk for variable sin δ2 and cos δ2. The
uncertainty space is constructed using box-type uncertainty in
the system variable δ2 and then it gets converted into elliptical
one due to the algebraic relationship. Similar relationship can
be observed between the variable space transformation from
Vx2 − Vy2 variable to |V2|. The result shown in Figure 6
highlights the dependency of stability space in different planes
with each other. For example the red space indicates all the
values of Vx2 and Vy2 for which system is stable if ∆δ2 attains
any value between ±10%. The robust stability region, around
the base point, is a rectangle made up with UVx2 = UVy2
defined by ±5% variation in the corresponding states and
Usin δ2 = Ucos δ2 defined by ±8%. For variations of ±10% in
|V2| and ±20% in δ2, the inner approximated robust stable
space is shown in Figure 7. The blue points cover entire
rectangular area while the red ellipse is superimposed over
it. This is the feasible solution space of sufficient condition
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0
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Fig. 5. Stability area measure by different stability conditions
Fig. 6. Decrease in stable space in Vx2 − Vy2 plane with increase in ∆δ2
expressed as robust SDP (13) and thus convex in nature.
This space provides stability certificate for all equilibrium
points, within it, without actually constructing state matrix and
evaluating the eigenvalues at those points.
V. CONCLUSIONS
This paper deals with the construction and analysis of the
robust small-signal stability region. We provide a sufficient
condition for stability as BMI along with LMI approximation
of the same. The paper offers a path for developing efficient
methods for robust stability region identification for large-scale
power systems using LMIs. We further, intend to look deeper
into the shape of the region using the sensitivity information.
The generalization of the stable region geometry using the
n− ellipse with multiple foci will also be explored.
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