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[1] The nondipolar portions of the Earth’s main magnetic ﬁeld constitute substantial
differences between the two hemispheres. Beside the magnetic ﬂux densities and patterns
being different in the Northern Hemisphere (NH) and Southern Hemisphere (SH), also
the offset between the invariant magnetic and the geographic poles is larger in the SH
than in the NH. We investigated the effects of this magnetic ﬁeld asymmetry on the
high-latitude thermosphere and ionosphere using global numerical simulations and
compared our results with recent observations. While the effects on the high-latitude
plasma convection are small, the consequences for the neutral wind circulation are
substantial. The cross-polar neutral wind and ion drift velocities are generally larger in
the NH than the SH, and the hemispheric difference shows a semidiurnal variation. The
neutral wind vorticity is likewise larger in the NH than in the SH, with the difference
probably becoming larger for higher solar activity. In contrast, the spatial variance of the
neutral wind is considerably larger in the SH polar region, with the hemispheric
difference showing a strong semidiurnal variation. Its phase is similar to the phase of the
semidiurnal variation of the hemispheric magnitude differences. Hemispheric differences
in ion drift and neutral wind magnitude are most likely caused partly by the larger
magnetic ﬂux densities in the near-polar regions of the SH and partly by the larger offset
between the invariant and geographic pole in the SH, while differences in spatial variance
are probably just caused by the latter. We conclude that the asymmetry of the magnetic
ﬁeld, both in strength and in orientation, establishes substantial hemispheric differences
in the neutral wind and plasma drift in the high-latitude upper atmosphere, which can
help to explain observed hemispheric differences found with the Cluster/Electron Drift
Instrument (EDI) and the Challenging Minisatellite Payload (CHAMP).
Citation: Förster, M., and I. Cnossen (2013), Upper atmosphere differences between northern and southern high latitudes: The
role of magnetic ﬁeld asymmetry, J. Geophys. Res. Space Physics, 118, 5951–5966, doi:10.1002/jgra.50554.
1. Introduction
[2] The Earth’s main magnetic ﬁeld, generated by internal
dynamo processes in the outer ﬂuid core, is mostly dipolar
at the Earth’s surface and above. However, about 10% of
the magnetic ﬁeld is made up of nondipolar contributions,
which result in asymmetries between the Northern Hemi-
sphere (NH) and Southern Hemisphere (SH). A persistent
decrease of the dipole moment at least since the beginning
of the systematic, full vector ﬁeld measurements around
180 years ago and the recent strong acceleration of the north
magnetic pole motion [Olsen and Mandea, 2007] give rea-
son to reﬂect on geomagnetic pole excursions or even ﬁeld
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reversals within relatively short times [e.g., Constable and
Korte, 2006]. Changes of the north and south magnetic
poles are independent and not directly correlated to varia-
tions of the Earth’s dipolar axis [Korte and Mandea, 2008].
In this study, we will be focusing on the present-day mag-
netic ﬁeld asymmetry at high latitudes and at an altitude of
approximately 400 km.
[3] The current near-polar geomagnetic ﬂux density |EB| at
400 km altitude according to the International Geomagnetic
Reference Field (IGRF) [Finlay et al., 2010] is shown in
Figure 1 for both hemispheres. The NH polar region is char-
acterized by two foci of ﬂux density in the Canadian and
the Siberian sectors, respectively, while there is one major
focus only in the SH. Actual average values of the IGRF
|EB| within a circumpolar region inside 80ı magnetic latitude
at 400 km altitude amount to 46,261 nT for the NH versus
51,332 nT for the SH. The (symmetric) geomagnetic dipole
positions are indicated with dark blue asterisks in Figure 1,
while the magnetic (dip) poles (vertical EB inclination points)
are shown as light blue crosses. The geophysically effective
invariant magnetic pole positions, where the invariant mag-
netic latitude is equal to 90ı [cf., e.g., Emmert et al., 2010],
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Figure 1. Geomagnetic IGRF ﬂux density |EB| at 400 km
altitude for the present era over the (top) northern and (bot-
tom) southern polar regions, shown as color-coded contour
plots with the same scale (bottom right). The dipole axis ori-
entation (geomagnetic poles) are indicated with dark blue
asterisks and the magnetic poles (or dip pole positions) with
light blue crosses. The green isolines show geomagnetic
parallels of altitude-adjusted corrected geomagnetic coordi-
nates (AACGM). The yellow solar zenith angle lines and the
shading illustrate the solar illumination during equinox at
16:40 UT.
can be seen as the focal points of the corrected geomagnetic
parallels, drawn as green lines. The invariant poles are offset
from the rotation axis by 8ı and 16ı in the NH and SH,
respectively.
[4] The Earth’s magnetic ﬁeld plays an important role
in the near-Earth space environment and the upper atmo-
sphere. Through its extended magnetosphere, it acts as a
shield from highly energetic cosmic and solar particle ﬂuxes
while at the same time determining where any particles
that do get through enter the Earth’s upper atmosphere. The
magnetosphere also interacts with the interplanetary mag-
netic ﬁeld (IMF) carried by the solar wind, and this inter-
action drives high-latitude electric ﬁelds and plasma con-
vection in the upper atmosphere, which also leads to Joule
heating of the thermosphere.
[5] Modeling studies by Cnossen et al. [2011, 2012a,
2012b] have shown that both the strength and the orienta-
tion of the magnetic ﬁeld can affect the coupling between
the solar wind and magnetosphere and thereby inﬂuence
the ionosphere and thermosphere. There are also additional
inﬂuences of the magnetic ﬁeld within the upper atmo-
sphere itself, via its effect on ionospheric conductivity and
plasma transport processes [Cnossen and Richmond, 2012].
The modeling studies just mentioned all focused on dipolar
changes in the magnetic ﬁeld, which could have occurred
at different stages of (geological) history or might occur in
the future. Only hemispherically symmetric changes were
considered. However, one might expect that the north-south
asymmetry present in the current magnetic ﬁeld could lead
to differences in the upper atmosphere between the two
hemispheres in similar ways.
[6] Indeed, several studies have found observational evi-
dence for hemispheric differences, which could poten-
tially be linked to north-south differences in the magnetic
ﬁeld. For instance, analyzing thermal ion drift measure-
ments of the Defense Meteorological Satellite Program
(DMSP), Papitashvili and Rich [2002] showed interhemi-
spheric asymmetry features with their empirical ionospheric
convection model. The average hemispheric cross-polar cap
potentials (CPCP) were found to be asymmetric even during
equinox intervals with a NH to SH ratio of 0.9. They sus-
pect that hemispheric asymmetries in the geomagnetic ﬁeld
and magnetospheric sources in a geographic reference frame
determine this imbalance.
[7] Averaged thermospheric neutral wind measurements
from Dynamic Explorer 2 (DE 2) satellite in the early
1980s [Hays et al., 1984] were analyzed in detail by
Thayer and Killeen [1993]. They combined the observa-
tions with theoretical model calculations to investigate the
high-latitude thermospheric neutral wind ﬁeld for December
solstice conditions during high solar activity in 1981–1982
and 1982–1983. They decomposed the polar wind ﬁeld
with their kinematic analysis into divergent (irrotational)
and nondivergent (rotational) components and calculated
corresponding potential and stream functions for various
levels of geomagnetic activity. The latter is shown to be
driven primarily by the ion-drag and Coriolis forces, while
the irrotational component is representative of the solar-
driven cross-polar neutral wind, directed primarily along the
14-02 MLT plane. Thayer and Killeen [1993] noted gener-
ally larger polar cap wind magnitudes in the SH compared
to the NH for their study interval.
[8] A recent study of A et al. [2012] investigated den-
sity enhancements in the polar regions of both hemispheres
during 102 geomagnetic storms between May 2001 and
December 2007, based on accelerometer data of the CHAl-
lenging Minisatellite Payload (CHAMP) satellite [Reigber et
al., 2002]. They found out that the density enhancements in
the southern polar region were on average much larger than
in the northern polar region. The comparisons of density ver-
sus Dst and Ap indices indicated a strong linear dependence
with the slopes of the ﬁtted lines in the SH being 50% greater
5952
FÖRSTER AND CNOSSEN: NORTH-SOUTH DIFFERENCES OF M-I-T SYSTEM
than those in the NH. They suspected that this effect might
possibly be attributed to the hemispherically nonsymmetric
geomagnetic ﬁeld [A et al., 2012].
[9] Förster et al. [2008, 2011] studied thermospheric
wind and vorticity patterns at high latitudes based on
CHAMP data. The thermospheric mass density and neutral
thermospheric wind were measured with a newly developed
accelerometer onboard the CHAMP satellite which was
orbiting the Earth at a circular, near-polar orbit at 400 km
altitude during the last decennium. Data were obtained from
2001 to 2010. This huge data set was recently reanalyzed
and recalibrated by the European Space Agency [Doornbos
et al., 2010] and provides a comprehensive base for sta-
tistical studies of thermospheric behavior in response to
external drivers. Förster et al. [2008, 2011] analyzed aver-
aged patterns of the high-latitude neutral wind circulation
and their dependence on solar wind parameters, in particu-
lar the IMF orientation. They found observational evidence
for hemispheric differences in thermospheric wind and vor-
ticity patterns at high magnetic latitudes and suggested that
these differences might be explained by the asymmetry
of the magnetic ﬁeld. It is the purpose of this study to
test that idea further using simulations with the Coupled
Magnetosphere-Ionosphere-Thermosphere (CMIT) model
with hemispherically symmetric and asymmetric magnetic
ﬁeld conﬁgurations.
[10] This paper is organized as follows. In section 2 we
brieﬂy describe the CMIT model and the setup of our sim-
ulations, followed by a description of the data analysis
performed. In section 3 the results are presented, starting
with a general view of the hemispheric differences in high-
latitude neutral wind and plasma drift. We also analyze the
dependence of the hemispheric differences on UT and IMF
orientation. This is done for the magnitudes of high-latitude
neutral winds and ion drifts in section 3.1 and for their
cross-polar directions in section 3.2. In section 3.3 we show
results for the neutral wind vorticity and divergence. This
is followed by a discussion of the results in section 4 and
conclusions in section 5.
2. Methodology
2.1. Model Description
[11] In the present study, we use the Coupled
Magnetosphere-Ionosphere-Thermosphere (CMIT) model
[Wiltberger et al., 2004; Wang et al., 2004, 2008]. CMIT
couples the Lyon-Fedder-Mobarry (LFM) magnetospheric
MHD code [Lyon et al., 2004] with the Thermosphere-
Ionosphere-Electrodynamics General Circulation Model
(TIE-GCM) [Roble et al., 1988; Richmond et al., 1992]
through the Magnetosphere-Ionosphere coupler/solver
(MIX) module [Merkin and Lyon, 2010].
[12] The LFM component of the model solves the ideal
magnetohydrodynamic (MHD) equations to simulate the
interaction between the solar wind and the magnetosphere
and calculates the full MHD state vector (plasma density,
pressure, velocity, and magnetic ﬁeld). It requires the solar
wind MHD state vector on its outer boundary as input and
the ionospheric conductance on its inner boundary. The lat-
ter is passed in from the TIE-GCM part of the code through
the MIX coupler module. An empirical parameterization
described by Wiltberger et al. [2009] is used to calculate
the energy ﬂux of precipitating electrons into the upper
atmosphere.
[13] TheTIE-GCMisa time-dependent, three-dimensional
model that solves the fully coupled, nonlinear, hydrody-
namic, thermodynamic, and continuity equations of the
thermospheric neutral gas self-consistently with the ion con-
tinuity equations. At high latitudes it requires the auroral
particle precipitation and electric ﬁeld imposed from the
magnetosphere, which in CMIT it receives from the LFM
component of the code via the MIX coupler module. The
solar activity level is speciﬁed through an F10.7 value. At
the lower boundary (97 km altitude), tidal forcing can be
provided by the Global Scale Wave Model (GSWM). In
our simulations we used the GSWM migrating diurnal and
semidiurnal tides of Hagan and Forbes [2002, 2003]. While
the TIE-GCM can be run at different spatial resolutions, we
used here a 5ı5ı global grid. The CHAMP data analysis
is based on binned data with a spacing of 2ı in magnetic
latitude and approximately equal spacing in magnetic longi-
tudinal direction. There is therefore a factor of 2 difference
in the grid resolution, but we expect that any effects of this
difference are relatively small and are sufﬁciently unimpor-
tant for our results that they can be ignored.
[14] To test the inﬂuence of the asymmetry in the Earth’s
magnetic ﬁeld on hemispheric differences in the upper atmo-
sphere, we used two different simulation setups. In the ﬁrst
simulation we used a centered dipolar magnetic ﬁeld with a
dipole moment of 7.7  1022Am2 and the NH geomagnetic
pole located at 80ıN and 70ıW. This is close to the best ﬁt-
ting dipole of the present-day magnetic ﬁeld. In the second
simulation we used a more realistic magnetic ﬁeld, speciﬁed
by the IGRF [Finlay et al., 2010]. By comparing the hemi-
spheric differences for both cases, we can infer how much
of those differences are associated with the hemispheric
asymmetry of the Earth’s magnetic ﬁeld.
2.2. Simulation Interval
[15] We selected a simulation interval near equinox to
avoid hemispheric differences arising from different sea-
sons, which would further complicate our analysis. The
interval used was 20 March to 8 April or day of year (DoY)
80–99 in 2008, during a period of low solar activity and
moderate geomagnetic activity. The 81 day average (three
Bartels’ rotations) solar radio ﬂux index F10.7 is 71, and the
daily F10.7 varied between 68 and 88 due to a M2-class solar
ﬂare on 25 March 2008. The planetary magnetic Kp index
does not exceed 5O, but the interval includes two moderate
geomagnetic storm periods with sudden storm commence-
ments (ssc) on 26 March (DoY 86) at 09:36 UT and on 4
April (DoY 95) at 15:03 UT and 15:10 UT. The AE index
during these two storms attains peak values of 1500 nT;
the Dst values vary between +25 nT and –43 nT. Our study
interval coincides with the ﬁrst Whole Heliosphere Interval
(WHI 1: Carrington Rotation 2068), which aimed at dedi-
cated studies of the extremely low solar activity during the
recent extended solar-cycle minimum. The WHI 1 illustrated
the effects of fast solar wind streams on the Earth in an
otherwise quiet heliosphere [Bisi et al., 2011]. This inter-
val was also part of the model study of Wiltberger et al.
[2012], who examined the geospace effects of corotating
interaction regions (CIRs), preceded by high-speed streams
(HSS) of solar wind. They analyzed the response of the
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Figure 2. Solar wind and IMF conditions during the 20 day
model interval of 20 March to 8 April 2008 (DoY 80–99),
obtained from ACE observations in the solar wind upstream
of Earth and time shifted to the magnetopause position. The
grey-shaded areas indicate periods of missing data. (top to
bottom) Shown are the IMF magnitude, the IMF y and z
components in GSM coordinates, the solar wind velocity, the
solar wind plasma density, and the corresponding sector of
the IMF orientation in the GSM y-z plane (see text).
thermospheric density during these intervals using the CMIT
model as well and compared the results with CHAMP
satellite observations.
[16] Figure 2 shows the solar wind and IMF conditions
during the modeled interval near spring equinox from 20
March at 00 UT to 8 April 2008 at 24 UT. The IMF val-
ues obtained by the Advanced Composition Explorer (ACE)
spacecraft at the Earth-Sun L1 libration point upstream of
Earth are time shifted to the frontside magnetopause, using
the phase front propagation technique [Weimer et al., 2003]
in the modiﬁcation according to Haaland et al. [2006]. From
top to bottom, Figure 2 depicts the IMF magnitude, the two
important components BIMFy and BIMFz , the solar wind speed
and plasma density, and ﬁnally the so-called “sector” ori-
entation of the IMF. It represents a classiﬁcation into eight
separate, 45ı wide cones (sectors) of the IMF vector direc-
tion, projected into the y-z plane of the Geocentric Solar
Magnetospheric (GSM) system. Sector 0 stands for ˙22.5ı
around purely northward orientation or 0ı IMF clock angle.
Both sector number and IMF clock angle are then counted
toward the y axis in the GSM y-z plane, clockwise when
looking from the Sun. Sector 1 means therefore an IMF
orientation of (positive) BIMFy + and BIMFz +, sector 2 denotes
straight duskward BIMFy + values, and so forth. The strongest
interaction between the solar wind IMF and the Earth’s mag-
netosphere, with the most intense reconnection, is expected
for southward IMF, i.e., (negative) BIMFz – (sector 4). The
most likely IMF orientations are in the ecliptic plane, so
that maxima of occurrence rates are usually noticed around
sectors 2 (BIMFy +) and 6 (BIMFy –) [cf. Haaland et al., 2007,
Figure 1]. During the ﬁrst 6 days of our model interval,
as shown in Figure 2, BIMFy + conditions predominate, fol-
lowed by 6–7 days with BIMFy –, including a high-speed solar
wind period from DoY 86–89, and predominant BIMFy + val-
ues again during the rest of the model interval, partly with
high-speed solar wind episodes as well.
[17] Both the simulation with the dipolar magnetic ﬁeld
and the simulation with the IGRF magnetic ﬁeld were run
continuously over the 20 day period with the same external
drivers and boundary conditions, according to the observed
natural variations of the solar wind, IMF, and solar radiation
parameters.
2.3. Data Analysis Method
[18] The guiding idea of this study is to analyze statisti-
cally the model simulation results of neutral thermospheric
wind and ionospheric plasma drift at high latitudes in the
same manner as it was done with the observational data of
the CHAMP accelerometer wind estimations [Förster et al.,
2008; Förster et al., 2011] and the Cluster/Electron Drift
Instrument (EDI) drift measurements [Haaland et al., 2007;
Förster et al., 2007]. We compare the two different model
simulations with each other and consider their principal
behavior in the context of observational ﬁndings.
[19] We analyzed the horizontal neutral thermospheric
wind and F region plasma drift, which were extracted
globally from the TIE-GCM geographic grid with a 6min
cadence at pressure level 25, corresponding to an altitude of
about 400 km. A snapshot of the neutral wind circulation at
high geographic latitudes of both hemispheres in the form
of color-coded wind vector plots is presented in Figure 3
as an example (color-coded wind arrows; right-hand scale).
This snapshot was taken at DoY 87 (March 27) at 16:36 UT,
during a moderate disturbance period with BIMFz – and BIMFy –
conditions (sector 5). The UT time is close to the maxi-
mum tilt of the northern geomagnetic pole toward the Sun
(the southern pole position is correspondingly near its max-
imum tilt away from the Sun). The largest neutral wind
speeds globally are seen at these high latitudes || > 60ı,
as expected, and a hemispheric difference is obvious with
larger speeds over the northern polar region compared with
the southern polar region.
[20] Figure 3 also shows the model electric potential dis-
tribution as background color with its scale on the left-hand
side. The invariant magnetic pole position is indicated with a
magenta triangle sign. The streamlines of the electric poten-
tial distribution correspond to the ionospheric plasma drift
motion. The CPCP, indicated in the left upper corner, is a
measure of the energy input by the external forces, which
drive a global-scale current system, powered by reconnec-
tion processes at the frontside magnetopause and in the tail
region. The large round duskside circulation cell in the SH
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Figure 3. Upper atmosphere neutral wind pattern at high
geographic latitudes and model pressure level 25 ( 400 km
altitude) for both (top) NH and (bottom) SH. The neutral
wind vectors are shown as scaled and color-coded arrows
according to the right-side color bars. The maximum wind
speed is indicated on the right bottom of each panel. The
background color according to the left-side color bars shows
additionally the model electric potential distribution with the
cross-polar cap potential value at this time in the left upper
corner. The magenta triangle indicates the position of the
invariant magnetic poles. As shown in Figure 2, this time is
characterized by BIMFy – and BIMFz – conditions (“sector 5”).
pattern (bottom) and the more crescent-shaped one on the
dawn side are typical for sector 5 (negative BIMFy – /BIMFz –)
potential patterns, while the opposite is true for the NH (top)
[e.g., Ruohoniemi and Greenwald, 2005].
[21] The model output level (pressure level 25, 400 km)
coincides approximately with the altitude of mapping the
Electron Drift Instrument (EDI) electric ﬁeld measurements
[Paschmann et al., 1997, 2001] obtained onboard the Cluster
satellite ﬂeet [Escoubet et al., 1997] over the last decennium
since February 2001. Statistical patterns of high-latitude
plasma drift at F layer height for both hemispheres have been
deduced from this large data set and analyzed with respect
to various solar wind, geomagnetic, and particularly IMF
conditions, as described in the companion papers of Haaland
et al. [2007] and Förster et al. [2007]. Their dependence
on the IMF strength and orientation was also modeled
analytically by Förster et al. [2009].
[22] The CMIT model results have to be transformed ﬁrst
from geographic coordinates into geomagnetic coordinates,
because the thermospheric behavior at high latitudes is better
ordered with respect to geomagnetic rather than geographic
coordinates, which has been well known for a long time
[e.g., Hays et al., 1984; Killeen et al., 1995]. This is even
much more obvious for the plasma motion. For the ﬁrst
model run with the dipole magnetic ﬁeld symmetry, the
transformation is simply from geographic coordinates into
centered-dipole magnetic coordinates (MAG). For the sec-
ond model simulation using the IGRF, the efforts are more
complex, as one has to use one of the various approaches to
corrected geomagnetic coordinates [Hultqvist, 1958]. Possi-
ble options would be to use the Modiﬁed Apex Coordinates
or quasi-dipole (QD) coordinates [Richmond, 1995]. How-
ever, in this study, we use Altitude Adjusted Corrected
Geomagnetic Coordinates (AACGM) [Baker and Wing,
1989], analogous to the data analyses with the CHAMP and
Cluster/EDI data mentioned above.
[23] First we selected all data within a spatially conﬁned
region in the central polar cap to calculate average values
and higher-order moments for the cross-polar drift and neu-
tral wind velocities, as it was done in the statistical study of,
e.g., Förster et al. [2007] with Cluster/EDI data. We selected
all circumpolar data at magnetic latitudes |m| > 80ı and cal-
culated the average magnitude and direction. The statistical
moments were calculated as weighted averages according to
the area of the model’s bin sizes.
[24] We then analyzed the model simulation data simi-
larly to the observational data, deriving statistical properties
by sorting them with respect to IMF orientation (sectors)
and UT dependence. We also checked the IMF stability by
applying the so-called “bias-vector” technique as explained
in Haaland et al. [2007, Figure 3]. The magnitude of a bias
vector over a certain period of IMF vectors gives a mea-
sure of their average variability. In our study, the averaging
interval comprised 30min, starting 20min before and ending
10min after the actual time of measurement. The procedure
of sorting for speciﬁed IMF directions (clock angle sectors)
and the optional bias-value ﬁltering of solar wind data for
stable IMF conditions has been described in the papers of
Haaland et al. [2007] and Förster et al. [2007]. Here, we
use the same methodology with the same bias value (0.96)
threshold as for the Cluster/EDI plasma convection analy-
ses and previous high-latitude neutral wind studies [Förster
et. al., 2008, 2011].
[25] In contrast to satellite data, which require a statistical
treatment to deduce physical regularities and dependences
due to their nature of irregularly distributed “one-point mea-
surements,” the model data have the advantage that they can
be sampled in principle with any resolution and continu-
ously in space and time. But the simulation results are, on
the other hand, “predetermined” in the sense that the model
is based on ﬁrst-principle physical laws, the results of which
are, in principle, known. However, due to the complexity of
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Figure 4. Model neutral wind speeds of the high-latitude
upper atmosphere at pressure level 25 (about 400 km), aver-
aged over the central polar cap regions within magnetic
latitudes |m| > 80ı, during the full 20 day period for both
the NH (blue lines) and the SH (red). (top) The model case
of a symmetric geomagnetic dipole. (middle) The results for
a more realistic magnetic ﬁeld conﬁguration, assuming the
IGRF model. (bottom) Comparison of the north-south hemi-
spheric differences, shown in Figure 4 (top and middle), i.e.,
for both the dipole case (black) and the IGRF case (green).
the model and its internal interdependences, the results may
still be unpredictable and even chaotic in nature.
3. Model Results
3.1. Magnitude of Neutral Wind and Plasma Drift
[26] Figures 4 and 5 show time series of the high-latitude
average cross-polar neutral wind and ionospheric plasma
drift, respectively, for the whole 20 day simulation inter-
val, with blue and red colors distinguishing between the NH
and SH. Figures 4 (top and middle) and 5 (top and mid-
dle) present the model simulation runs with the dipole and
IGRF simulation. This scheme of presentation will be kept
for all subsequent line plots in the remainder of this paper.
Figures 4 (bottom) and 5 (bottom) display here for clarity
the north-south difference of the parameter values shown in
Figures 4 (top and middle) and 5 (top and middle)—for a
direct comparison of hemispheric differences between the
dipole case (black line) and the IGRF case (green).
[27] The magnitude of both the neutral winds and drifts
exhibit a clear correlation with the IMF and solar wind
parameters as shown in Figure 2. This reﬂects the level of
storm and substorm activity, which is associated with geo-
magnetic disturbances. The average cross-polar neutral wind
speed (Figure 4) clearly reveals differences between the
reactions in the NH and SH for the two different model runs.
While in the dipole case both curves (“blue” and “red”) more
or less closely follow each other (with a few minor excep-
tions around DoY 87–88), there are larger differences for the
IGRF case. This is in particular the case during periods of
BIMFy – in the middle third of the interval (DoY 86–92). There
the NH thermospheric wind speed clearly exceeds the SH
one, which is even more obvious in Figure 4 (bottom) with
the north-south differences.
[28] The ionospheric plasma drift speed at F region height
(400 km) in Figure 5 shows strong ﬂuctuations with max-
imum values up to 1600m/s during the storm days. This
temporal variability is associated with the large variability
of the driving forces. Hemispheric differences in the result-
ing drift magnitudes can be noticed in the IGRF simulation
(Figure 5, middle), but are hardly seen in the dipole case
(Figure 5, top). The IGRF case shows almost continuously
larger drift values in the NH (i.e., positive north-south differ-
ences, green line), with larger peaks during the storm days
(DoY 86–88 and 95–97).
[29] To gain additional clues on the causes of the north-
south differences, we also investigate their dependence on
UT and on the IMF clock angle. We ﬁrst examine the UT
dependence. Figure 6 shows the diurnal variation of the neu-
tral thermospheric wind and the ionospheric drift velocities
in the top and bottom, respectively, for both model runs.
Here, we sorted the high-latitude (|m| > 80ı) averages with
respect to UT into 2 h wide bins. The solid lines present the
mean values of the high-latitude averages within each UT
bin, while the dotted lines show their ˙standard deviation
within each bin.
[30] In these line plots, the differences between the two
model realizations are quite evident. While the hemispheric
differences of the average magnitudes in the dipole case are
small in the case of the neutral wind (Figure 6, top) or prac-
tically nonexistent in the case of the ion drift (Figure 6,
bottom), there are differences up to about 15% for the
Ion drift over the polar cap regions
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Figure 5. Similar to Figure 4 but for the model plasma
drift velocity at high magnetic latitudes |m| > 80ı of
both hemispheres for (top) the dipole and (middle) the
IGRF simulation. The plasma drift magnitudes show a much
larger temporal variability due to the external driving forces,
mainly the reconnection processes of the solar wind IMF
with the geomagnetic ﬁeld.
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Figure 6. Diurnal variation of the (top) model neutral wind
speed averages and (bottom) ionospheric plasma drift within
the central polar cap regions (|m| > 80ı) in the NH (blue)
and SH (red lines) and for both the dipole and IGRF simu-
lation. The standard deviations of the 2 h box averages are
indicated by the dotted lines.
IGRF case. The NH average velocity magnitudes are larger
throughout the day and show a slight semidiurnal varia-
tion with minimum north-south differences near 12 UT and
24 UT. This concerns both the neutral wind and the ion
drift, but the differences are more consistent throughout the
whole diurnal period for the neutral wind, while the semid-
iurnal variation of this difference is more clearly visible in
the ion drift magnitudes with maxima in the 04–10 UT and
16–22 UT ranges.
[31] We now examine the dependence of the north-south
differences on IMF clock angle. Figure 7 shows both the
average neutral cross-polar wind (solid lines) and the ion
drift (dashed lines) as a function of IMF clock angle orien-
tation (sectors) for the two model simulations. The variation
of both parameters with BIMFz is evident: there are clear min-
ima for northward IMF (sector 0) and maxima for southward
IMF with a preference to BIMFy – (sector 5) in the averages
over this modeled time interval.
[32] The ion drift averages for the two hemispheres coin-
cide for the dipole case (Figure 7, top, dashed lines), while
they show a hemispheric difference for the IGRF case, with
larger average drift magnitudes for all IMF orientations in
the NH (Figure 7, bottom, dashed lines). This hemispheric
difference in plasma drift speed does not depend much on
the IMF sector. It amounts on average to 75m/s with some-
what larger values (100m/s) for southward IMF, in partic-
ular for sector 5. It corresponds to the average hemispheric
differences in the diurnal course as shown in Figure 6, while
these systematic differences were hardly seen in Figure 5
with its strong ﬂuctuations.
[33] The neutral thermospheric wind averages of the cen-
tral polar cap from both the dipole and IGRF simulation, on
the other hand, reveal a BIMFy dependency, which was also
found in the observational data set of CHAMP [see, e.g.,
Förster et al., 2008, Tables 1 and 2]. This dependency is
small, with opposite sign for opposite BIMFy sectors, so that it
tends to average out, e.g., in the UT dependence (Figure 6).
This effect might be weaker in the simulations than in the
observations due to the difference in solar activity level, i.e.,
the very low level in 2008 for this study versus the moderate
to high solar activity with some strong geomagnetic “super-
storms” in 2003 that were sampled in the study of Förster
et al. [2008]. For the IGRF simulation, the IMF clock angle
dependence of the neutral wind speed is superposed by a
general shift of the wind speeds toward larger values in the
NH.
[34] Figure 8 shows the standard deviation (STDEV) val-
ues of the model neutral wind speeds—again for the whole
simulation interval. It is calculated for each individual model
time step as the deviation from the mean value, shown in
Figure 4, of all grid points within the circumpolar north and
south polar cap regions with |m| > 80ı, so it provides a
measure of the spatial variability within the central polar cap
region. The values are weighted according to the area that is
covered by each individual grid point. While there are minor
Figure 7. Dependence of the neutral wind (full lines) and
ionospheric plasma drift magnitudes (dashed lines) within
the central polar cap regions (|m| > 80ı) of the NH (blue)
and SH (red) on the IMF vector orientation. This IMF ori-
entation is sorted into eight 45ı wide bins (“sectors”) in the
GSM y-z plane, counted clockwise, starting with sector “0”
for purely northward IMF, sector “2” for BIMFy +, sector “4”
for southward IMF (BIMFz –), and sector “6” for BIMFy –.
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Figure 8. Model neutral wind standard deviations of wind
speed averages within the central polar cap regions (|m| >
80ı) of both hemispheres as shown in Figure 4. The blue
and red lines are for the NH and SH, respectively. The two
different model runs, i.e., (top) dipole geomagnetic ﬁeld
and (middle) IGRF. (bottom) Comparison of the north-south
hemispheric differences, shown in Figure 8 (top and middle),
i.e., both the dipole case (black) and the IGRF case (green).
differences between the hemispheres for the dipole simu-
lation (Figure 8, top), except during the ﬁrst major storm
day (DoY 86), there are again more systematic hemispheric
differences in the case of the IGRF simulation (Figure 8,
middle). In contrast to the neutral wind speeds for the IGRF
case, which are generally larger in the NH (as shown in
Figures 6, bottom and 7, bottom), the neutral wind STDEV
values of the SH mostly exceed those of the NH by up to a
factor of 2 indicating greater spatial variability in the SH.
[35] Already in the time series presented in Figure 8, it can
be seen that the north-south differences in the standard devi-
ation of the neutral wind appear to have a diurnal periodicity
for the IGRF case. This becomes even clearer after sorting
the data with respect to UT, as shown in Figure 9. While
the average standard deviations are quite constant over the
day in the dipole simulation, there are distinctly different
variations in the opposite hemispheres for the IGRF simu-
lation. There is a quasi-semidiurnal variation that is much
more pronounced in the SH than in the NH, and also the
phase is different in the two hemispheres. In the SH the main
maximum occurs in the 08–10 UT bin, with a secondary
maximum at 18–20 UT, while the maxima in the NH are
phase-shifted by about 4 h to later times and are less well
pronounced. The NH and SH standard deviations become
approximately equal during the periods of maximum tilt
deﬂection toward and away from the Sun near 04:40 UT and
16:40 UT (for the dipolar axis).
3.2. Neutral Wind and Plasma Drift Direction
[36] For the neutral wind and plasma drift directions, we
will go straight to the results after binning with respect to
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Figure 9. Diurnal variation of the standard deviations for
the model neutral wind speed averages within the central
polar cap regions (|m| > 80ı) as shown in Figure 6. The blue
and red lines stand for the NH and SH variations, respec-
tively. (top) The model run with the dipole geomagnetic ﬁeld
assumption and (bottom) the corresponding model run with
the IGRF.
UT and IMF clock angle sector was done, starting again
with the UT dependence of the north-south differences.
Figure 10 shows the diurnal variation of the average cross-
polar neutral wind direction over the polar caps (solid lines),
again together with the average scatter (˙standard devia-
tion) within the 2 h bins (dotted lines). The wind vector
direction is counted clockwise from the noon meridian,
when looking the same way at both polar regions, i.e., from a
point above the NH, as if looking through a transparent Earth
to see the southern polar region. A strictly straight antisolar
motion along the noon-midnight meridian corresponds to a
180ı direction.
Neutral wind statistics: Direction
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Figure 10. Diurnal variation of model neutral wind aver-
ages within the central polar cap regions (|m| > 80ı) as
shown in Figure 6 but here with respect to the cross-polar
neutral wind direction, counted clockwise (CW) from the
noon meridian when viewed from above the North Pole. The
dotted lines show the standard deviation of the 2 h boxes’
averages.
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Figure 11. Model neutral wind direction averages within
the central polar cap regions (|m| > 80ı) drawn versus
the IMF orientation (sectors). The blue and red solid lines
show the average direction for the NH and SH, respectively,
counted CW from the noon meridian from above the North
Pole for both hemispheres like in Figure 10. The dotted lines
indicate the ranges of ˙1 standard deviations within each
sector’s bin.
[37] While there are only small hemispheric differences
for the dipole case, some differences are evident between the
NH and the SH for the IGRF case, mainly during the second
half of the day, with maximum differences of up to about
10ı around 16 UT and just prior to 00 UT. Around 16 UT,
the neutral wind over the southern central polar cap region
points more dawnward than the neutral wind over the north-
ern polar cap, and vice versa during the later period. The
average directions of cross-polar ion drift motion (not shown
here) reveal similar systematic north-south differences over
the day with maximum differences up to 35ı, but the mean
overall direction is closer in line with the noon-midnight
meridian (180ı).
[38] Figure 11 presents the average neutral cross-polar
wind direction as a function of the IMF clock angle (sectors).
The direction of the motions is counted again clockwise
from the noon meridian as in Figure 10 above when viewed
from above the North Pole. The average cross-polar neu-
tral wind direction shows systematic variations with the
IMF clock angle, apparently in antiphase between the hemi-
spheres. These systematic variations are quite similar for the
two model runs, with a more dawnward orientation of the
neutral wind (by up to 10ı) during conditions with BIMFy –
(sectors 4–7) in the SH, and more dawnward oriented neu-
tral winds (by 10ı in case of the dipole simulation and by
5ı for the IGRF simulation) during BIMFy + (sectors 0–3) in
the NH.
[39] The scatter about the average direction within the
2 h bins (dotted lines) is more or less homogeneously dis-
tributed. The average ion drift directions across the central
polar cap (not shown), on the other hand, show large scat-
ter about a mean plasma motion close to the noon-midnight
meridian (180ı) for northward IMF (BIMFz +) orientations.
The BIMFy dependence of the ion drift directions is opposite
to the BIMFy dependence of the neutral wind, i.e., the average
ion drift direction is slightly more dawnward in the NH for
BIMFy + and more dawnward in the SH for BIMFy –. This result
may, however, not be very reliable due to the large scatter. It
has to be analyzed in more detail in a dedicated future study.
[40] The average standard deviations of the neutral wind
directions within |m| > 80ı magnetic latitude in Figure 12
(top) show a similar quasi-semidiurnal variation as the mag-
nitudes shown in Figure 9 with the maxima for the SH
slightly shifted to later hours: 10–12 UT and 20–22 UT,
respectively. The time bin of maximum directional variation
in the NH (12–14 UT) corresponds to that of the maximum
magnitude variation; the second maximum appears to be
time shifted to the 04–06 UT bin.
[41] The average standard deviations of the ion drift direc-
tions in Figure 12 (bottom) are also obviously different
between the two model realizations. Almost coincident aver-
age standard deviations in the dipole case are contrasted
by quasi-semidiurnal variations for the IGRF case with
seemingly antiphase variation between the hemispheres. The
Figure 12. Diurnal variation of the standard deviations for
the (top) modeled neutral wind (as shown in Figure 10) and
(bottom) ion drift directions within the central polar cap
regions (|m| > 80ı). The blue and red lines stand for the
NH and SH variations, respectively; each of the top and bot-
tom panels for the two different model runs are similar to the
other line plots above.
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Figure 13. Neutral wind vorticity (radial component) at
the polar regions of (top) the NH and (bottom) the SH in
geomagnetic coordinates for the same IGRF model run and
time as in Figure 3: 27 March 2008 at 16:36 UT. The mini-
mum/maximum values are given on the bottom right of each
plot and are indicated by a cross and a plus sign, respec-
tively. The yellow line marks the terminator (solar zenith
angle 90ı).
diurnal variation clearly differs, however, from the neutral
wind variation shown in Figure 12 (top).
3.3. Neutral Wind Vorticity and Divergence
[42] While accelerometer measurements allow the recon-
struction of full horizontal wind vector patterns only within
a circumpolar region and as condensed statistical averages
[cf. Förster et al., 2008], numerical simulation results can
provide them globally at any instant. Such neutral wind vec-
tor patterns (and likewise also the ion drift plots) enable the
derivation of further ﬁeld characteristics like the vorticity
!r = curl Ev (radial component only) and divergence div
Ev = rhor  Ev of the global horizontal neutral wind ﬁeld as
shown in Figures 13 and 14, respectively, for 16:36 UT of
27 March 2008.
[43] The vorticity of the horizontal wind ﬁeld is calcu-
lated by applying Stoke’s theorem to each bin. This is done
similar to the study of Sofko et al. [1995] by integrating the
ﬂow along the closed path at each grid cell’s boundary and
dividing it by the bin’s surface. The divergence is calculated
correspondingly by summing up the ﬂow across each grid
cell’s boundaries instead. These high-latitude distributions
are shown here in Figures 13 and 14 for the same time as in
Figure 3 as an example.
[44] The neutral wind vorticity is an indicator of the
energy and momentum input from the solar wind drivers at
high latitudes via the coupling with the ionized component.
It dominates in particular at high latitudes over the diver-
gence (both given in mHz) of the neutral wind ﬁeld; please
note the different scales for these parameters, given with the
color bars on the right.
[45] The strongest divergence peak of positive values
(upwelling) is seen in the northern high-latitude region at
Figure 14. Neutral wind divergence in the polar regions of
(top) the NH and (bottom) the SH in geomagnetic coordi-
nates for the same IGRF model run and time as in Figure 3:
27 March 2008 at 16:36 UT. The minimum/maximum val-
ues are given on the bottom right of each plot. The yellow
line marks the terminator (solar zenith angle 90ı).
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Neutral wind vorticity: Maximum & minimum values [mHz]
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Figure 15. Neutral wind vorticity maximum and minimum
values in the polar regions versus the IMF orientation (sec-
tors). The IGRF model results (full lines, compare Table 1,
lower part) for the NH (blue) and SH (red) are compared
with corresponding results of two CHAMP data sets: from
low solar activity in 2006–2008 (dashed lines, cf. Table 2,
lower part) and from the high solar activity years 2002–2003
(dash-dotted lines, Förster et al. [2012, Table 1]).
local times near noon. This corresponds to 12 MLT and
82ı magnetic latitude and indicates the cusp position
(Figure 14, top). The cusp signature is much weaker at
this particular time near noon in the SH and is located at
slightly lower magnetic latitudes (78ı, Figure 14, bot-
tom). This divergence pattern is estimated with respect to
a “breathing” atmosphere, to pressure level 25. The diver-
gence signiﬁes therefore a motion relative to or in addition
to thermal expansion or contraction. It should be accom-
panied by small disturbances of the hydrostatic equilibrium
[Förster et al., 1999].
[46] The elongated (“crescent-shaped”) red vortex with
negative vorticity (clockwise (CW) circulation when viewed
from above) between 60ı and 80ı northern geographic lati-
tude (Figure 13, top) represents the well-known dusk cell of
neutral air circulation in the northern polar region. In the SH
(Figure 13, bottom), a large round dusk cell with a smaller
peak value appears near 16 MLT (the cross within the red
area: negative vorticity as for Figure 13, top, because viewed
the same way from above the North Pole). The dawnside cir-
culation cells of both hemispheres have at the same time an
opposite polarity but smaller magnitudes than the dusk cells.
The dawnside cell is round in the NH and more crescent-
shaped in the SH. Such a pattern corresponds to BIMFy – and
BIMFz – (sector 5) neutral wind circulations at high latitudes
[cf. Förster et al., 2011].
[47] To make some quantitative comparisons between
the vorticity patterns in both hemispheres possible, Table 1
shows the minimum and maximum values for both model
simulations, while Figure 15 illustrates the IGRF model
results in comparison with averaged CHAMP observations
from years of both high (2002–2003) and low (2006–2008)
solar activity conditions. The model values were determined
separately for each hemisphere after averaging the vortic-
ity patterns of all 4800 instantaneous times. The model
results agree better with the 2006–2008 CHAMP observa-
tions than with the 2002–2003 CHAMP observations—most
likely because the solar activity levels are more similar.
Table 1. Minimum and Maximum Values of High-Latitude Thermospheric Vorticity (mHz) in Both Hemi-
spheres at Dusk and Dawn, Respectively, for All 4800 Data Points and Both the Dipole Case (Upper Part) and
the IGRF Simulation (Lower Part), Sorted for the Eight Different IMF Clock Angle Sectors
IMF North Hemisphere South Hemisphere Countsa
Sector Min Max  Min Max  # %
Dipolar |B|-ﬁeld model
0 –0.183 0.156 0.339 –0.171 0.189 0.360 637 13.3
1 –0.221 0.175 0.396 –0.197 0.231 0.428 907 18.9
2 –0.297 0.229 0.527 –0.270 0.316 0.586 800 16.7
3 –0.338 0.273 0.611 –0.307 0.345 0.653 386 8.0
4 –0.359 0.303 0.662 –0.318 0.339 0.657 304 6.3
5 –0.396 0.354 0.749 –0.383 0.336 0.719 838 17.5
6 –0.334 0.309 0.642 –0.311 0.279 0.591 606 12.6
7 –0.216 0.201 0.417 –0.220 0.204 0.424 322 6.7
Averageb –0.291 0.247 0.539 –0.271 0.278 0.549 4800 100.
IGRF model simulation
0 –0.185 0.158 0.343 –0.164 0.185 0.349 637 13.3
1 –0.224 0.175 0.399 –0.187 0.221 0.409 907 18.9
2 –0.299 0.229 0.528 –0.253 0.290 0.543 800 16.7
3 –0.339 0.275 0.614 –0.291 0.318 0.609 386 8.0
4 –0.361 0.307 0.668 –0.302 0.310 0.611 304 6.3
5 –0.399 0.362 0.761 –0.354 0.310 0.665 838 17.5
6 –0.340 0.313 0.653 –0.293 0.262 0.555 606 12.6
7 –0.217 0.205 0.422 –0.203 0.196 0.399 322 6.7
Averageb –0.294 0.250 0.545 –0.254 0.260 0.515 4800 100.
aThe number of data points for each sector.
bThe overall averages.
5961
FÖRSTER AND CNOSSEN: NORTH-SOUTH DIFFERENCES OF M-I-T SYSTEM
Table 2. Minimum and Maximum Values of High-Latitude Thermospheric Vorticity (mHz) as in Table 1 but
Calculated Here From the Averaged Neutral Wind Patterna
IMF North Hemisphere South Hemisphere Counts
Sector Min Max  Min Max  # %
IGRF simulation: all dataa 103
0 –0.180 0.174 0.354 –0.196 0.186 0.382 308 13.3
1 –0.225 0.201 0.426 –0.207 0.191 0.398 439 18.9
2 –0.345 0.238 0.583 –0.297 0.268 0.565 388 16.7
3 –0.379 0.322 0.701 –0.384 0.230 0.684 187 8.0
4 –0.499 0.330 0.829 –0.316 0.465 0.781 147 6.3
5 –0.401 0.379 0.780 –0.312 0.378 0.690 406 17.5
6 –0.361 0.345 0.706 –0.269 0.319 0.588 293 12.6
7 –0.255 0.187 0.442 –0.187 0.286 0.473 155 6.7
Average –0.264 0.235 0.499 –0.236 0.225 0.461 2323 100.
IGRF simulation: Bias value  0.96b 103
0 –0.180 0.181 0.361 –0.188 0.145 0.333 133 15.4
1 –0.242 0.159 0.401 –0.171 0.180 0.351 169 19.6
2 –0.449 0.239 0.688 –0.308 0.239 0.547 131 15.2
3 –0.391 0.398 0.789 –0.505 0.307 0.812 38 4.4
4 –0.598 0.382 0.980 –0.328 0.485 0.813 54 6.3
5 –0.431 0.408 0.839 –0.344 0.396 0.740 186 21.6
6 –0.344 0.357 0.701 –0.254 0.342 0.596 107 12.4
7 –0.214 0.296 0.510 –0.234 0.278 0.512 44 5.1
Average –0.241 0.226 0.467 –0.238 0.214 0.452 862 100.
CHAMP observations 2006–2008c 103
0 –0.389 0.312 0.701 –0.262 0.189 0.451 739 8.5
1 –0.386 0.261 0.647 –0.367 0.200 0.567 1247 14.2
2 –0.391 0.298 0.689 –0.379 0.268 0.647 1554 17.8
3 –0.389 0.342 0.731 –0.399 0.324 0.723 1008 11.5
4 –0.419 0.398 0.817 –0.372 0.374 0.746 672 7.7
5 –0.461 0.442 0.903 –0.360 0.326 0.686 1036 11.8
6 –0.430 0.268 0.698 –0.291 0.306 0.596 1455 16.6
7 –0.375 0.215 0.590 –0.309 0.215 0.523 1038 11.9
Average –0.388 0.267 0.655 –0.320 0.259 0.579 8748 100.
aThe whole, unﬁltered data.
bThe corresponding bias-ﬁltered (0.96) IGRF simulation data set.
cCHAMP observational results, averaged over the three full years 2006–2008 of low solar activity.
The difference () between the average maximum and min-
imum is also shown in Table 1. The last two columns
provide the sector coverage during the 20 day model inter-
val, which indicates a certain “leaning” of the IMF clock
angle distribution from the usual maxima in sectors 2 and
6 toward sectors 1 and 5, respectively. This fact must be
considered as an anomalous feature of this model interval
which might have a certain inﬂuence on the results provided,
in particular with regard to the clock angle dependencies
(Figures 7 and 11).
[48] An interhemispheric comparison of the average vor-
ticity maxima and minima in Table 1 shows that there are
small differences in magnitude in favor of the NH for the
IGRF model run, while these differences are negligible in
the case of the dipole simulation. The average vorticity val-
ues have been calculated also for a “bias-value ﬁltered” data
set (with bias value of 0.96). This “bias-value ﬁltering” of
the IMF data is thought to select relatively stable IMF condi-
tions for well-deﬁned magnetospheric convection response
patterns as a function of the eight discrete IMF clock angle
sectors [cf. Haaland et al., 2007]. The results obtained here
for the average model vorticity values are, however, very
similar to the values in Table 1 (not shown).
[49] The statistical vorticity pattern obtained from
accelerometer measurements onboard satellites like
CHAMP as shown in Figure 15 are determined in a
somewhat different way. Rather than considering complete
global vorticity patterns for each instantaneous model
snapshot, satellite observations have to sample longer time
intervals of neutral wind observations to obtain the complete
circumpolar wind pattern (in the case of CHAMP these are
131 days for full local time coverage, cf. Förster et al.
[2008]). The vorticity values are then calculated from these
averaged wind patterns [Förster et al., 2011, 2012].
[50] We repeated, therefore, the averaging of vorticity
values by emulating this procedure. The IMF sector-
dependent means of the minimum and maximum high-
latitude vorticity values in Table 2 are determined from the
averaged global neutral horizontal wind pattern, sorted for
the corresponding IMF sectors and, in case of the middle part
of Table 2, ﬁltered for certain IMF bias-value conditions.
These results are compared with averaged CHAMP observa-
tions from the 3 years (2006–2008) of very low solar activity
(bottom part of Table 2 and Figure 15).
[51] Comparing the values of Table 1 with those of
Table 2 shows a good correspondence both between the dif-
ferent methods and between the model and observational
results from the years of low solar activity. The dependence
on IMF orientation (sectors) seems to be slightly more dis-
tinctive in Table 2 compared with the model averages of
Table 1, which apparently yielded a larger smoothing of the
minima and maxima. The NH vorticity values are slightly
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larger than those in the SH, both for the IGRF simula-
tion and the CHAMP observations (Table 1, lower part, and
Table 2), while this difference almost vanishes for the dipole
simulation (Table 1, upper part).
4. Discussion
[52] Our simulation results of the coupled magnetosphere-
ionosphere-thermosphere (M-I-T) system, obtained by
means of two different model approaches with and without
symmetric geomagnetic conditions as explained in
section 2.1, often show differences for the asymmetric
(IGRF) case, when comparing the outcome parameters and
their variations in the NH and SH (see section 3). This
is already visible in the time series of the whole 20 day
simulation interval (Figures 4, 5, and 8) but much clearer
in the sortings of the data with respect to the UT varia-
tion (Figures 6, 9, 10, and 12) or IMF clock angle sectors
(Figures 7 and 11). For all these comparisons, we selected
data obtained within the narrow circumpolar regions with
magnetic latitudes |m| > 80ı, which represent the condi-
tions within the central polar cap. Before using our model
simulations to make inferences on the causes of observed
differences in the NH and SH neutral winds and ion drifts,
it makes sense to verify that the model is able to capture
these variables reasonably well in the high-latitude upper
thermosphere. We therefore ﬁrst offer some comparisons
with observations of these variables.
[53] The largest magnitudes of neutral wind speed any-
where on the globe have been observed within the high-
latitude upper thermosphere. Long-term observations with
ground-based Fabry-Perot interferometers (FPI) located at
Thule and Søndre Strømfjord, Greenland, for example,
showed typical wind speeds of about 200m/s at solar mini-
mum, rising up to about 800m/s at solar maximum, depend-
ing on the geomagnetic activity level [Killeen et al., 1995].
Our model simulation results (Figure 4) show an aver-
age level of neutral thermospheric wind velocities across
the central polar cap region of about 300m/s. Peak val-
ues of up to 800m/s are obtained, and the corresponding
plasma drift velocities rise up to 1600m/s as shown in
Figure 5. These extreme values occur during the moder-
ate geomagnetic storm periods on DoY 86 (26 March) and
95 (4 April).
[54] An empirical climatology of the quiet-time (Kp < 3)
upper thermospheric neutral wind for a broad range of solar
activity conditions measured by seven ground-based Fabry-
Perot Interferometers (FPIs) was provided by Emmert et al.
[2006a, 2006b]. Their comprehensive compilation of neutral
wind observations for both hemispheres suggests average
nightside near-polar wind speeds for moderate solar activ-
ity (F10.7 = 140) during geomagnetically quiet times of
the order of 150–200m/s [Emmert et al., 2006a, Figure 5].
These average values concern the two stations closest to
the pole, namely, Søndre Strømfjord (magnetic QD lati-
tude 73.3ıN) and South Pole (74.2ıS). In comparison to
CHAMP accelerometer measurements at high magnetic lat-
itudes [Förster et al., 2008, 2011] and to our model results,
these wind magnitudes are smaller by about a factor of 2.
This discrepancy could be explained by the presence of
storm time periods during the model interval. According to
the results of Emmert et al. [2008], which describe storm
time winds, another 100–150m/s average wind speed could
be added to the quiet-time polar cap winds at 250 km.
[55] FPI measurements are, however, essentially taken
from a lower altitude ( 250 km), integrating usually over
a larger altitude range. The CHAMP satellite measure-
ments as well as effectively the model results, on the other
hand, represent in situ observations near 400 km height; i.e.,
they stand for upper thermosphere conditions, where direct
measurements are rare. In situ thermospheric wind measure-
ments were obtained in the 1970s and early 1980s by the
AE-C and DE 2 satellites. Their published measured wind
magnitudes are comparable with the magnitudes obtained in
this study [e.g., Hays et al., 1984; Killeen et al., 1995].
[56] The overall mean of the modeled ion drift magni-
tude values in the central polar caps for the IGRF case
(cf. Figure 5) are 386m/s and 320m/s in the NH and SH,
respectively (the median values are 370m/s and 357m/s
accordingly); the average standard deviation values are
about 135m/s for both hemispheres. This corresponds quite
well to average values of EDI/Cluster estimates of total aver-
ages for 2003 with 576m/s and 520m/s in the NH and
SH, respectively, according to Tables 1 and 2 of Förster et
al. [2008]. The magnitudes themselves do not match, con-
sidering the difference in solar and geomagnetic activity
conditions during 2003 versus the model interval in 2008,
but the hemispheric difference is in the right sense and so is
consistent with the model results.
[57] Cross-polar cap ion drift velocities are usually mea-
sured and compared as CPCP values, i.e., the difference
between maximum and minimum values of the electric
potential (ˆ) distribution over the polar cap. This is related
to the ion drift velocities via the local magnetic ﬂux den-
sity EB according to Ev  EB = gradˆ. The EDI/Cluster electric
potential patterns and their dependence on the IMF have
been shown to correspond well to other satellite estimates
and ground-based observations like those of the Super-
DARN network for both hemispheres as shown, e.g., by
Haaland et al. [2007, Figure 9] and Cousins and Shepherd
[2010, Figure 8]. CMIT does tend to overestimate the CPCP
during disturbance intervals, and as a result the high-latitude
ion drifts, and to a lesser extent the neutral winds, may be too
strong as well. The paper by Wiltberger et al. [2012] cited in
section 2.2 has found that this is also the case for the interval
we studied.
[58] The comparison of vorticity estimates from CHAMP
observations of the years 2002–2003 [Förster et al.,
2012, Table 1] with those of the IGRF simulation in Tables 1
and 2 as well as with the CHAMP observations from
2006–2008 (Table 2, bottom part, and Figure 15) show that
both the average maximum and minimum vorticity values
during the model interval (lowest solar activity) seems to
be about half as large in magnitude as observed. Other
observational studies covering multiple solar cycles indi-
cate that high-latitude wind speeds increase with increas-
ing solar activity [e.g., Emmert et al., 2006a, 2006b].
Since vorticity and wind speed should be strongly and
positively related, the observed decrease in vorticity from
2002–2003 to 2006–2008 is likely due to the correspond-
ing decrease in solar activity between these intervals. The
2008 CMIT model vorticity magnitudes are partly smaller
than the observed ones from 2006 to 2008, in particular for
the dawnside minimum values for northward and duskward
5963
FÖRSTER AND CNOSSEN: NORTH-SOUTH DIFFERENCES OF M-I-T SYSTEM
IMF (sectors 7 and 0–3). This difference between measured
and modeled vorticity values is likely due in part to solar
activity; however, a bias in the model simulation could also
be contributing.
[59] The observed north-south differences for both the
minimum and maximum vorticity in this model interval
of less than 10% are in obvious contrast to the 30%
difference for CHAMP 2002/2003 [Förster et al., 2011,
2012]. Given the relationship between the vorticity magni-
tudes and solar activity, it is reasonable to assume that the
NH-SH vorticity differences are also affected by solar activ-
ity. The small interhemispheric vorticity differences in the
2008 CMIT simulation are consistent with the observational
results of 2006–2008, suggesting that small NH-SH vorticity
differences are associated with solar minimum conditions.
[60] In contrast to our results, Thayer and Killeen [1993]
found stronger neutral winds in the SH polar cap than in
the NH polar cap. This apparent contradiction is likely due
to the different seasons being analyzed. Thayer and Killeen
[1993] studied December solstice conditions (summer in the
SH) rather than the equinox conditions that are considered
here. The larger plasma densities in the summer polar region
that are associated with continuous solar illumination are
expected to result in a stronger coupling between the ions
and neutrals, which could lead to a stronger forcing of the
neutrals at high latitudes, in particular when contrasted with
winter conditions. Perhaps this could overcome the inﬂuence
of the magnetic ﬁeld asymmetry, which acts in the oppo-
site direction. However, further analysis needs to be done
to investigate such seasonal effects further and conﬁrm this,
which is beyond the scope of this study.
[61] Comparing the two model runs, it is clear that using
the IGRF simulation leads to larger hemispheric differences.
We conclude that the asymmetry of the Earth’s magnetic
ﬁeld does seem to contribute to the observed hemispheric
differences. But how much can it explain and which way
is it realized within the complex coupled M-I-T system?
And are the differences likely to be due to differences in
magnetic ﬂux densities |EB| at high latitudes in the opposite
hemispheres? Or are they rather due to the different offsets
of the invariant magnetic poles?
[62] The magnetic ﬁeld at magnetic latitudes |m| > 80ı is
on average weaker in the NH than in the SH (Figure 1). A
weaker magnetic ﬁeld should lead to stronger high-latitude
E  EB drifts and neutral winds [Cnossen et al., 2011]. This is
consistent with observations of, e.g., the EDI/Cluster instru-
ment as presented by Förster et al. [2007]. There it was
shown that the average ionospheric drift magnitude is about
7% larger at high latitudes of the NH compared with the SH.
Likewise, the cross-polar neutral wind magnitudes accord-
ing to CHAMP data are on average larger over the NH than
over the SH [Förster et al., 2008, 2011]. The hemispheric
difference in magnetic ﬁeld strength could thus explain why
we ﬁnd consistently larger plasma drifts and neutral winds
in the NH. However, the asymmetry in magnetic ﬁeld struc-
ture probably contributes as well. The invariant magnetic
pole has a smaller offset from the rotation axis in the NH
than in the SH, which could be interpreted as a smaller
tilt angle. Cnossen and Richmond [2012] showed that a
smaller tilt angle gives a larger CPCP and more Joule heat-
ing, causing both high-latitude E  EB drifts and neutral winds
to be stronger on average. This effect was most important
during southward IMF conditions (sector 4). This matches
very well with our ﬁndings here, which show the strongest
hemispheric differences in plasma drift and neutral wind for
southward IMF (see Figure 7).
[63] Neutral winds are driven by collisions with ions as
well as by neutral temperature gradients, caused by spa-
tial differences in solar illumination and Joule heating.
Solar illumination causes temperature gradients mainly in
the north-south direction of a geographic reference frame,
whereas Joule heating creates temperature gradients mainly
in the north-south direction of a geomagnetic reference
frame and predominantly at high latitudes. The Coriolis
force is likewise organized in the geographic frame, while
the electromagnetic forces via ion-neutral drag are bound to
geomagnetic coordinates. A larger offset between the geo-
graphic and invariant magnetic poles might therefore be
expected to result in a more complex neutral wind pattern
with greater spatial variability. This predicts greater spatial
variation in plasma drifts and neutral winds in the SH, which
is indeed what we ﬁnd (Figure 8).
[64] A larger offset between the geographic and invari-
ant magnetic poles (i.e., larger tilt angle) is also expected to
lead to greater variation over the course of a day. Cnossen
et al. [2012b] showed that the cross-polar cap potential
minimizes when the polar cap is tilted maximally towards
or away from the Sun (during equinox at 04:40 UT and
16:40 UT for a dipole position at 70ıW) and maximizes in
between (at 10:40 UT and 22:40 UT for the same condi-
tions). The semidiurnal minima are deeper for a larger dipole
tilt, with maxima being roughly the same for different dipole
tilts [Cnossen and Richmond, 2012]. A larger cross-polar cap
potential is usually linked to stronger E  EB drifts and neu-
tral winds. Any differences between the NH and SH plasma
drift and neutral wind that are related to differences in geo-
graphic and invariant magnetic pole offset might therefore
be expected to be most prominent near 04:40 and 16:40 UT.
The semidiurnal variation of the north-south difference, as
shown in Figure 6, lets us suppose a slight tendency in this
direction, given the maximum distances between NH and SH
for the IGRF case in the UT ranges between 04–10 UT and
16–22 UT.
5. Conclusions
[65] We have performed two different model simula-
tions of the coupled M-I-T system for a 20 day interval
near spring equinox of 2008 to study the effects of differ-
ent magnetic ﬂux densities |EB| and different offsets of the
invariant magnetic poles from the geographic ones in the
opposite hemispheres, as they are observed for the present-
day magnetosphere. In the ﬁrst run with the CMIT model we
assumed a symmetrically tilted dipolar geomagnetic system,
while in a second model run we assumed the IGRF mag-
netic ﬁeld conﬁguration for the simulation of the globally
coupled system. The modeling results show substantial dif-
ferences in the average ionospheric drift and neutral wind
parameters at high magnetic latitudes of the opposite hemi-
spheres within the central polar caps for the IGRF case,
while the dipole simulation resulted mostly in symmetrically
coincident parameter variations.
[66] The IGRF simulation results suggest 10–15% larger
cross-polar neutral wind magnitudes in the NH compared
5964
FÖRSTER AND CNOSSEN: NORTH-SOUTH DIFFERENCES OF M-I-T SYSTEM
with the SH in case of the more realistic magnetic ﬁeld con-
ﬁgurations. The high-latitude ionospheric plasma drift at F
region heights shows likewise a difference of the average
magnitudes in favor of the NH. This hemispheric difference
for both parameters could be due to distinct differences of
magnetic ﬂux densities in the opposite near-polar regions
and to a certain degree also due to the north-south dif-
ference in offsets between the invariant magnetic and the
geographic poles.
[67] On the other hand, the average spatial variance of
the neutral wind magnitude for the IGRF model run only
is larger within the central polar cap in the SH compared
with the NH for most local times, showing a pronounced
diurnal variation. Maximum differences are seen in the
06–12 UT range, and a secondary maximum starts with
the 18–20 UT bin and lasts until 00 UT. The variances
of directional averages at high latitudes of the SH prevail
similarly in the diurnal variation but with an intermittent
dominance of the NH variances for the period 12–18 UT.
The larger variance in the SH is most likely associated
with the larger offset between the geographic pole and the
invariant magnetic pole in the SH, although we do not fully
understand the UT dependence.
[68] The variation of the average cross-polar ion drift and
neutral wind circulation shows the familiar BIMFz dependence
in magnitude for both model realizations, with small values
for northward IMF and steadily increasing values for south-
ward turning. An offset between the ion drift magnitudes and
the wind magnitudes appears for all IMF clock angles only
in case of the IGRF model run. The modulation of the neu-
tral thermospheric wind magnitude with the BIMFy component
is seen in both model simulations, with larger values in the
NH for BIMFy – (sector 5) compared with BIMFy + conditions
(sector 3) and the opposite tendency for the SH. The fact
that both simulations show a similar modulation indicates
that it is not caused or ampliﬁed by the asymmetry of the
magnetic ﬁeld. The relative offsets of the interhemispheric
differences seem to be stronger for BIMFy – conditions. These
variations with the IMF orientation could also be noticed in
observational data of the CHAMP accelerometer measure-
ments and in EDI/Cluster average ion drift patterns. The
directly antisolar cross-polar cap drift for BIMFz – and BIMFy –
conditions (sector 5) in the NH favors the cross-polar neutral
wind circulation, while BIMFz – and BIMFy + conditions cause a
duskward deﬂection by means of ion drag. Correspondingly,
in the SH the conditions are mirrored with respect to the
BIMFy sign.
[69] Certain characteristics of the neutral winds and ion
drifts show similar north-south differences (e.g., the magni-
tudes of both winds and drifts are larger in the NH compared
with the SH in the IGRF case, cf. Figures 6 and 7), while
other characteristics, like the UT dependence of the vari-
ance of the neutral wind and ion drift directions (Figure 12),
show different hemispheric differences of the neutral and
ionized constituents. The differences between the opposite
hemispheres are most likely due to the different offsets of
the invariant magnetic poles. The neutrals respond to elec-
tromagnetic forces and Joule heating on the one hand, which
are coupled to geomagnetic coordinates, and to forcings like
thermal heating from the dayside on the other hand, which
are bound to a geographic reference frame. Due to the close
coupling between the neutral and the ionized component in
the upper atmosphere (400 km), together with the greater
difference in the alignment of geomagnetic and geographic
forces in the SH, the spatial variance of the neutral wind in
the SH is generally larger and more strongly UT dependent.
[70] Further information on the inﬂuence of the asymme-
try of the magnetic ﬁeld on the upper atmosphere could be
gained by additional observational evidence, e.g., from near-
Earth satellite missions like CHAMP and the forthcoming
Swarm ionospheric multisatellite project [Friis-Christensen
et al., 2006, 2009]. Future investigations on hemispheric dif-
ferences of the high-latitude energy and momentum input
should identify the observable parameters and environmen-
tal conditions, which would help to clarify the role of
magnetic ﬁeld asymmetry. It will be of interest, in particu-
lar, how and to what extent different aspects of the magnetic
ﬁeld asymmetry (offset, magnitude, and pattern structure)
contribute to different aspects of hemispheric differences in
the neutral and ionized parameters in the high-latitude upper
atmosphere. Follow-up studies will also have to clarify pos-
sible distinctions with respect to the September equinox
behavior and address hemispheric asymmetries under sol-
stice conditions, in order to understand differences between
NH and SH winter and between NH and SH summer.
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