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LOEWNER CHAINS WITH QUASICONFORMAL EXTENSIONS: AN
APPROXIMATION APPROACH
IKKEI HOTTA
Abstract. A new approach in Loewner Theory proposed by Bracci, Contreras, Dı´az-Madrigal
and Gumenyuk provides a unified treatment of the radial and the chordal versions of the Loewner
equations. In this framework, a generalized Loewner chain satisfies the differential equation
∂ft(z)
∂t
= (z − τ (t))(1− τ (t)z)p(z, t)
∂ft(z)
∂z
,
where τ : [0,∞) → D is measurable and p is called a Herglotz function. In this paper, we will
show that if there exists a k ∈ [0, 1) such that p satisfies
|p(z, t)− 1| ≤ k|p(z, t) + 1|
for all z ∈ D and almost all t ∈ [0,∞), then for all t ∈ [0,∞) ft has a k-quasiconformal extension
to the whole Riemann sphere. The radial case (τ = 0) and the chordal case (τ = 1) have been
proven by Becker [J. Reine Angew. Math. 255 (1972), 23–43] and Gumenyuk and the author
[Math. Z. 285 (2017), no.3, 1063–1089]. In our theorem, no superfluous assumption is imposed
on τ ∈ D. As a key foundation of the proof is an approximation method using a continuous
dependence of evolution families and Loewner chains.
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2 I. HOTTA
1. Introduction
1.1. Classical Loewner Theory. Since the initial work of Loewner [Lo¨w23], the theory of
the Loewner differential equations has been applied to prove several deep results in various
fields of mathematics, including the complete proof of the famous Bieberbach conjecture due
to de Branges [dB85]. In 2000, Schramm [Sch00] introduced the celebrated Schramm-Loewner
Evolution (SLE) which describes the scaling limits of various critical statistical mechanics models
exhibiting conformal invariance. Recently, a new intrinsic approach to treat all the Loewner type
equations was proposed by Bracci, Contreras, Dı´az-Madrigal and Gumenyuk.
The (classical) radial case is firstly introduced by Lo¨wner and later developed by Kufarev
[Kuf43] and Pommerenke [Pom65]. Let ft(z) = e
tz+
∑∞
n=2 an(t)z
n (t ≥ 0) be a time-parameterized
holomorphic function defined on the unit disk D := {z ∈ C : |z| < 1} in the complex plane C.
(ft)t≥0 is said to be a (classical) radial Loewner chain if for each t ∈ [0,∞) ft is univalent in
D and the inclusion relation fs(D) ⊂ ft(D) holds for all 0 ≤ s < t < ∞. The key properties
of radial Loewner chains are that (ft) is absolutely continuous on t ∈ [0,∞) for each z ∈ D,
which implies that ∂tft (∂t := ∂/∂t) exists almost everywhere on [0,∞), and satisfies the partial
differential equation
∂tft(z) = z∂zft(z) · p(z, t) (1.1)
for all z ∈ D and almost all t ∈ [0,∞), where p is holomorphic on z ∈ D for each t ∈ [0,∞) and
measurable on t ∈ [0,∞) for each z ∈ D satisfying p(0, t) = 1 and Re p(z, t) > 0 for all z ∈ D
and t ∈ [0,∞).
1.2. Quasiconformal extension. In the radial case, any function f belonging to S, the family
of all univalent holomorphic functions f on D with f(0) = 0 and f ′(0) = 1, can be embedded in
a certain radial Loewner chain (ft) as f = f0 ([Pom75, Theorem 6.1]). Thus, a wide spectrum
of properties of the class S can be derived via the radial Loewner equations. In particular, this
paper focuses on quasiconformal extensions of univalent holomorphic functions.
A sense-preserving homeomorphism f of a plane domain G ⊂ C is said to be k-quasiconformal
if ∂zf and ∂z¯f in the distributional sense are locally integrable on G and fulfill |∂z¯f | ≤ k|∂zf |
almost everywhere in G, where k is a constant with k ∈ [0, 1). For an introduction to the
theory of quasiconformal mappings and related topics, see [Ahl06], [LV73] and [IT92, Chapter
4]. For a given f ∈ S, if there exists a k-quasiconformal mapping F of C such that F = f
on D, then we say that f has a k-quasiconformal extension to C. Quasiconformal extendible
univalent holomorphic functions were first treated by Bers ([Ber61]) in connection with research
on Teichmu¨ller theory (see [Leh87], [Hub06]). The first quasiconformal extension criterion was
obtained by Ahlfors and Weill in 1962 ([AW62]). The reader is referred to [Hot09, Hot11] for
the classical results on quasiconformal extensions of univalent functions.
In 1972, Becker [Bec72] discovered a criterion for quasiconformal extension of f ∈ S by means
of the radial Loewner chain; If (ft) is a radial Loewner chain whose radial Herglotz function
p(z, t) := ∂tft(z)/z∂zft(z) satisfies∣∣∣∣p(z, t)− 1p(z, t) + 1
∣∣∣∣ ≤ k < 1 (z ∈ D, a.e. t ≥ 0),
then f0 has a k-quasiconformal extension to C (see also [Bec80]). The chordal variant of this
theorem is obtained by Gumenyuk and the author [GH17].
In 1992, Betker [Bet92] generalized Becker’s theorem that, if there are two radial Herglotz
functions p and q that satisfy∣∣∣∣∣p(z, t) − q(z, t)p(z, t) + q(z, t)
∣∣∣∣∣ ≤ k < 1 (z ∈ D, a.e. t ≥ 0),
then a Loewner chain associated with p and an inverse Loewner chain (see [Bet92] for detail)
associated with q defines a k-quasiconformal automorphisms of C whose restriction to D is f0.
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1.3. Main results. The main aim of this paper is to discuss quasiconformal extension problems
on the general setting of Loewner Theory proposed in [BCDM12] and [CDMG10]. In this
framework, the following generalized Loewner chains are dealt with.
Definition 1.A ([CDMG10, Definition 1.2]). A family of holomorphic maps (ft)t≥0 of the unit
disk D is called a Loewner chain if
LC1. ft : D→ C is univalent for each t ∈ [0,∞);
LC2. fs(D) ⊂ ft(D) for all 0 ≤ s < t <∞;
LC3. for any compact set K ⊂ D and all T > 0, there exists a non-negative locally integrable
function kK,T : [0, T ]→ R such that
|fs(z)− ft(z)| ≤
∫ t
s
kK,T (ζ)dζ
for all z ∈ K and all 0 ≤ s ≤ t ≤ T .
Furthermore, a Loewner chain is said to be normalized if f0 ∈ S.
It is known [CDMG10] that a Loewner chain (ft) in the above sense satisfies the differential
equation
∂tft(z) = (z − τ(t))(1 − τ(t)z)∂zft(z) · p(z, t) (z ∈ D, a.e. t ≥ 0), (1.2)
where τ : [0,∞) → D is a measurable function and p is called a Herglotz function (Definition
2.C). Conversely, for a given τ and p, the ordinary differential equation
dωz,s(t)
dt
= (ωz,s(t)− τ(t))(τ(t)ωz,s(t)− 1) · p(ωz,s(t), t) (a.e. t ≥ s)
with the initial condition ωz,s(s) = z has a unique solution ωz,s(t). Let ϕs,t(z) := wz,s(t) for
all 0 ≤ s ≤ t < ∞ and all z ∈ D, then the family of two-parametrized holomorphic functions
(ϕs,t(z))0≤s≤t<∞ on z ∈ D generates a Loewner chain (ft) that fulfills fs = ft ◦ ϕs,t for all
0 ≤ s ≤ t < ∞. If we further assume that (ft) is range-normalized (see Section 2.3), then such
a chain (ft) is determined uniquely.
In this paper, the following general quasiconformal extension criterion for Loewner chains is
proven. Some of the terminology below will be defined in more detail later on in the paper. We
emphasize that our theorem imposes no superfluous assumptions on τ .
Theorem 1.1. Let k ∈ [0, 1). Let (ft) be a Loewner chain and (p, τ) be the Berkson-Porta data
associated with (ft). We denote by T ∈ [0,∞] the smallest number such that p(D, t) ∈ iR for
almost all t ∈ (T,∞). Suppose that
(1) T > 0;
(2) There exists a compact subset of H := {w ∈ C : Rew > 0} that contains p(D, t) for
almost all t ∈ [0, T );
(3) p satisfies
|p(z, t) − q(z, t)| ≤ k · |p(z, t) + q(z, t)| (1.3)
for all z ∈ D and almost all t ∈ [0, T ), where q is a Herglotz function.
Let (gt) be a decreasing Loewner chain associated uniquely with (q, τ). Then for each t ∈ [0, T ),
ft and gt has continuous extensions to D. Further, Φ defined by

Φ(z) := f0(z), z ∈ D,
Φ
(
1
gt(eiθ)
)
:= ft(e
iθ), θ ∈ [0, 2pi) and t ∈ [0, T ),
(1.4)
is a k-quasiconformal mapping on
{
1/w¯ : w ∈ C\
⋂
t≥0 gt(D)
}
onto
⋃
t≥0 ft(D).
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Remark 1.2. The inequality (1.3) implies that for a fixed (z0, t0) ∈ D× [0, T ), p(z0, t0) lies on
a circle of Apollonius on H with foci q(z0, t0) and −q(z0, t0), symmetric w.r.t. the imaginary
axis. Hence, q(D, t) is also bounded for almost all t ∈ [0, T ).
As a corollary of the above theorem, we obtain a generalization of Becker’s criterion. Note
that recently another simple proof of the next theorem relying on the technique of holomorphic
motions and the optimal lambda-lemma is provided by Gumenyuk and Prause [GP18].
Theorem 1.3. Let k ∈ [0, 1). Let (ft) be a Loewner chain and p be the Herglotz function
associated with (ft) in (1.2). Suppose that p satisfies∣∣∣∣p(z, t) − 1p(z, t) + 1
∣∣∣∣ ≤ k
for all z ∈ D and almost all t ∈ [0,∞). Then:
(i) for each t ∈ [0,∞), ft has a k-quasiconformal extension to C;
(ii) for each s ∈ [0,∞) and t ∈ [s,∞), ϕs,t := f
−1
t ◦ fs has a k-quasiconformal extension to
C;
(iii)
⋃
t≥0 ft(D) = C.
For proving Theorem 1.1, we introduce an approximation method for Loewner chains. A
main part of the statement of the following theorem and the proof (Lemma 3.1 in Section 3)
come from [Rot98, Lemma I.37]. Similar results are obtained under more restrictive situations
(see e.g., [Law05, Section 4.7], [JVST12, Proposition 1] and [RS17, Theorem 2.4]).
Theorem 1.4. Let τn : [0,∞) → D be a sequence of measurable functions and pn a sequence
of Herglotz functions. Suppose that Gn(z, t) := (z − τn(t))(τn(t)z − 1)pn(z, t) has the following
properties;
(1) For all z ∈ D, Gn has a weak limit G of the form G(z, t) := (z − τ(t))(τ(t)z − 1)p(z, t),
where τ : [0,∞)→ D and p are again a measurable function and a Herglotz function;
(2) For all T > 0, {Gn( · , t) : n ∈ N, a.e. t ∈ [0, T ]} forms a normal family.
Let ωz,s be the unique solution of the ordinary differential equation

dωz,s(t)
dt
= G(ωz,s(t), t), for almost all t ≥ s
ωz,s(s) = z, t = s
and ωnz,s the unique solution of the above ODE by Gn in the same fashion. Let ϕs,t(z) := ωz,s(t)
and ϕns,t(z) := ω
n
z,s(t) for all 0 ≤ s ≤ t < ∞ and all z ∈ D. Then (ϕ
n
s,t)0≤s≤t<∞ converges to
(ϕs,t)0≤s≤t<∞ locally uniformly on (z, t) ∈ D× [s,∞) as n→∞.
Further, let (fnt ) and (ft) be range-normalized Loewner chains associated uniquely with (ϕ
n
s,t)
and (ϕs,t), respectively. Then (f
n
t ) converges locally uniformly to (ft) on (z, t) ∈ D × [0,∞) as
n→∞.
This paper is structured as follows: In Section 2, we collect preliminary results that are used
throughout the later discussions. In Section 3, we prove the quasiconformal extension theorem
(Theorem 1.1) with Loewner chains and decreasing Loewner chains (Definition 2.D). The proof
is divided into three steps where τ is a constant, a step function, and a measurable function on
D, respectively. An approximation method for Loewner chains is also provided in this section.
In Section 4, we verify Theorem 1.3 and further results of quasiconformal extensions that are
corollaries of the theorem in Section 3. We conclude Section 4 and this paper with a brief
consideration of the Loewner Range
⋃
t≥0 ft(D).
Acknowledgement: The author would like to express his deepest gratitude to Professor Oliver
Roth and Doctor Sebastian Schleißinger for their fruitful discussions and suggestions on this
LOEWNER CHAINS WITH QUASICONFORMAL EXTENSIONS 5
paper. The author is deeply grateful to Professor Pavel Gumenyuk who gave him continuous
encouragement and valuable advice. He would also like to thank the anonymous referee for
thorough reading of the manuscript and helpful comments. Part of this work was done while
the author was a guest researcher at the University of Wu¨rzburg.
2. Preliminaries
2.1. Semigroups of holomorphic mappings. Let D ⊂ C be a simply connected domain.
We denote the family of all holomorphic functions on D by Hol(D,C). If f ∈ Hol(D,C) is a
self-mapping of D, then we denote the family of such functions by Hol(D).
A family {φt}t≥0 of holomorphic self-maps of D is called a one-parameter (continuous) semi-
group if
• φ0 = idD;
• φs+t = φt ◦ φs for all s, t ∈ [0,∞);
• limt→s φt(z) = φs(z) for all s ∈ [0,∞) and z ∈ D;
• limt→0+ φt(z) = z locally uniformly on D.
It is well-known (see e.g. [ES10]) that for a semigroup φt there exists a holomorphic function
G ∈ Hol(D,C) such that φt is the unique solution of the ordinary differential equation
dφt(z)
dt
= G(φt(z)) (t ≥ 0)
with the initial condition φ0(z) = z. The above function G is called an infinitesimal generator
of a semigroup. Various criteria which guarantee that a function G ∈ Hol(D,C) is an infinites-
imal generator are known. As one of them, in 1978 Berkson and Porta [BP78] showed that a
holomorphic function G ∈ Hol(D,C) is an infinitesimal generator if and only if there exists a
τ ∈ D and a function p ∈ Hol(D,C) with Re p(z) ≥ 0 for all z ∈ D such that
G(z) = (τ − z)(1 − τ¯ z)p(z) (2.1)
for all z ∈ D. (2.1) is called the Berkson-Porta representation.
2.2. Evolution families and Herglotz vector fields. We introduce an evolution family, a
core notion in modern Loewner Theory.
Definition 2.A ([BCDM12, Definition 3.1]). A family of holomorphic self-maps of the unit disk
(ϕs,t), 0 ≤ s ≤ t <∞, is an evolution family if
EF1. ϕs,s(z) = z;
EF2. ϕs,t = ϕu,t ◦ ϕs,u for all 0 ≤ s ≤ u ≤ t <∞;
EF3. for all z ∈ D and for all T > 0 there exists a locally integrable function kz,T : [0,+∞)→ [0,+∞)
such that
|ϕs,u(z)− ϕs,t(z)| ≤
∫ t
u
kz,T (ξ)dξ
whenever 0 ≤ s ≤ u ≤ t <∞.
Remark 2.1. In [BCDM12] and [CDMG10], an evolution family and a Loewner chain are
defined with an integrability order d ∈ [1,+∞]. Since this parameter is not important for the
discussions in this paper, we assume that d = 1 which is the most general case of the order.
We denote the family of all evolution families by EF. For all 0 ≤ s ≤ t <∞, ϕs,t is univalent
on D [BCDM12, Corollary 6.3].
Definition 2.B ([BCDM12, Definition 4.1, Definition 4.3]). A function G : D × [0,∞) → C
is said to be a Herglotz vector field and denoted by G ∈ HV if it satisfies the following three
conditions:
HV1. for all z ∈ D, the function G(z, · ) is measurable on t ∈ [0,∞);
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HV2. for any compact set K ⊂ D and for all T > 0, there exists a non-negative locally
integrable function kK,T : [0, T ]→ R such that
|G(z, t)| ≤ kK,T (t)
for all z ∈ K and for almost every t ∈ [0, T ];
HV3. G( · , t) is an infinitesimal generator of a semigroup of holomorphic functions for almost
all t ∈ [0,∞).
There is one-to-one essentially unique correspondence between evolution families and Herglotz
vector fields; for any (ϕs,t) ∈ EF, there exists an essentially unique G ∈ HV such that
dϕs,t(z)
dt
= G(ϕs,t(z), t) (2.2)
for all z ∈ D and almost all t ∈ [0,∞). Conversely, for any G ∈ HV, the family of unique solutions
of (2.2) with the initial condition ϕs,s(z) = z is an evolution family. Here, essentially unique
means that ifG∗(z, t) is another Herglotz vector field which satisfies (2.2), thenG( · , t) = G∗( · , t)
for almost every t ≥ 0.
Definition 2.C ([BCDM12, Definition 4.5]). A Herglotz function on the unit disk D is a function
p : D× [0,∞)→ C with the following properties:
HF1. for all fixed z ∈ D, the function p( · , t) is locally integrable on [0,∞) for all z ∈ D;
HF2. for all fixed t ∈ [0,∞), the function p(z, · ) is holomorphic on D;
HF3. Re p(z, t) ≥ 0 for all z ∈ D and t ∈ [0,∞).
HF stands for the family of all Herglotz functions.
A mutual relation also holds between Herglotz vector fields and the Berkson-Porta datas; for
any G ∈ HV, there exist a measurable function τ : [0,∞)→ D and p ∈ HF such that
G(z, t) = (z − τ(t))(τ(t)z − 1)p(z, t) (2.3)
for all z ∈ D and almost all t ∈ [0,∞). Conversely, for a given measurable function τ : [0,∞)→ D
and p ∈ HF, equation (2.3) forms a Herglotz vector field. For our convenience, in this paper we
call the above measurable function τ : [0,∞) → D the Denjoy-Wolff function, and denote by
τ ∈ DW. A pair (p, τ) of p ∈ HF and τ ∈ DW is called the Berkson-Porta data for (ϕs,t), and
denoted by (p, τ) ∈ BP. If two (p, τ), (p˜, τ˜) ∈ BP generate the same G ∈ HV up to a set of measure
zero, then p = p˜ for all z ∈ D and almost all t ∈ [0,∞) and τ = τ˜ for almost all [t,∞) such that
G( · , t) 6≡ 0 (see [BCDM12, Theorem 4.8]).
In summary, there is a one-to-one correspondence among an evolution family (ϕs,t) ∈ EF, a
Herglotz vector fields G ∈ HV and the Berkson-Porta data (p, τ) ∈ BP. In particular, the relation
of (ϕs,t) and (p, τ) are expressed by the ordinary differential equation
dϕs,t(z)
dt
= (ϕs,t(z)− τ(t))(τ(t)ϕs,t(z)− 1)p(ϕs,t(z), t) (z ∈ D, a.e. t ≥ s) (2.4)
with the initial condition ϕs,s(z) = z.
2.3. Generalized Loewner chains and decreasing Loewner chains. By Definition 1.A,
the notion of Loewner chains is lifted to the same framework as evolution families. The family
of all Loewner chains is denoted by LC.
For a given (ft) ∈ LC, the equation ϕs,t := f
−1
t ◦fs defines an evolution family. Differentiating
both sides with respect to t, we obtain ∂zft · ∂tϕs,t + ∂tft = 0. Taking into account of (2.4) we
have the following generalized Loewner-Kufarev PDE
∂tft(z) = (z − τ(t))(1 − τ(t)z)∂zft(z)p(z, t). (2.5)
On the other hand, for a given evolution family, the relation ft ◦ ϕs,t = fs does not define a
unique Loewner chain. That is, it is not always true that L[(ϕs,t)], the family of all normalized
1
1Recall that (ft) ∈ LC is normalized if f0 ∈ S (Definition 1.A).
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Loewner chains associated with (ϕs,t) ∈ EF, consists of one function. However, L[(ϕs,t)] always
includes a certain Loewner chain and in this sense (ft) is determined uniquely. For the detail,
see [CDMG10, Theorem 1.6, Theorem 1.7]. The uniquely determined Loewner chain (ft) in such
a way is called range-normalized and denoted by (ft) ∈ LC0. It should be noted here that the
Loewner range defined by
Ω[(ft)] :=
⋃
t≥0
ft(D).
is concerned to the uniqueness of (ft).
In Section 3, we will use the decreasing setting of evolution families and Loewner chains.
Definition 2.D ([CDMG14, Definition 1.6]). A family (gt)t≥0 of holomorphic maps of the unit
disk D is called a decreasing Loewner chain if it satisfies the following conditions:
DLC1. gt is univalent on D for each t ∈ [0,∞);
DLC2. g0(z) = z and gs(D) ⊃ gt(D) for all 0 ≤ s < t <∞;
DLC3. for any compact set K ⊂ D and all T > 0, there exists a locally integrable function
kK,T : [0,+∞)→ [0,+∞) such that
|gs(z)− gt(z)| ≤
∫ t
s
kK,T (ζ)dζ
for all z ∈ K and all 0 ≤ s ≤ t ≤ T .
Accordingly, the decreasing counterpart of evolution families is also defined.
Definition 2.E ([CDMG14, Definition 1.9]). A family (ωs,t)0≤s≤t of holomorphic self-maps of
the unit disk D is called a reverse evolution family if the following conditions are fulfilled:
REF1. ωs,s(z) = z;
REF2. ωs,t = ωs,u ◦ ωu,t for all 0 ≤ s ≤ u ≤ t <∞;
REF3. for all z ∈ D and for all T > 0 there exists a non-negative locally integrable function
kz,T : [0,+∞)→ [0,+∞) such that
|ωs,u(z)− ωs,t(z)| ≤
∫ t
u
kz,T (ζ)dζ
for all 0 ≤ s ≤ u ≤ t ≤ T .
DLC and REF denote the families of all decreasing Loewner chains and reverse evolution families,
respectively.
The followings state the mutual relations between decreasing Loewner chains, reverse evolu-
tion families and Herglotz vector fields:
ωs,t = g
−1
s ◦ gt (0 ≤ s ≤ t <∞) (2.6)
and
dωs,t(z)
ds
= −G(ωs,t(z), s), s ∈ [0, t], ωs,s(z) = z. (2.7)
For the detail, see [CDMG14, Theorem 4.1, Theorem 4.2]. Thus, (ωst) ∈ REF and (gt) ∈ DLC
satisfy the following differential equations
dωs,t(z)
dt
= (ωs,t(z)− σ(t))(1 − σ(t)ωs,t(z))q(ωs,t(z), t) (z ∈ D, a.e. t ≥ s),
and
∂tgt(z) = (z − σ(t))(σ(t)z − 1)∂zgt(z)q(z, t) (z ∈ D, a.e. t ≥ 0), (2.8)
where q ∈ HF and σ ∈ DW.
For (gt) ∈ DLC, an intersection of all image of D under (gt) for t ≥ 0 is denoted by Λ[(gt)], i.e.,
Λ[(gt)] :=
⋂
t≥0
gt(D).
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In the work by Betker [Bet92], an image of an inverse Loewner chain is assumed to shrink to
the origin as t → ∞. On the other hand, the situation is rather complicated in the case of
decreasing Loewner chains. One cannot even expect that Λ[(gt)] is a simply-connected domain.
Lastly, we define ∆[(gt)] by
∆[(gt)] :=
{
1
w¯
: w ∈ C\Λ[(gt)]
}
.
3. General quasiconformal extension criterion
In this section we give a proof of Theorem 1.1.
3.1. Approximation lemmas for (ϕs,t) and (ft). In order to show Theorem 1.1, we need the
following approximation lemmas for evolution families and Loewner chains.
Our first lemma is a special case of [Rot98, Lemma I.37]. Since in our setting some arguments
are simplified, we reconstruct the proof of the lemma2.
Lemma 3.1. Suppose that Γ := {Gn( · , t) : a.e. t ∈ [0, T ], n ∈ N} ⊂ HV forms a normal family
for all T > 0. If {Gn}n∈N ⊂ Γ is a sequence converging weakly to G ∈ HV, then a sequence of
evolution families (ϕns,t) associated with Gn converges locally uniformly to (ϕs,t) associated with
G on (z, t) ∈ D× [s,∞).
Here, a sequence of Herglotz vector fields {Gn}n ∈ HV as holomorphic functions on D converges
weakly to G ∈ HV on I means that for any compact subset I ′ ⊂ I,∫
I′
Gn(z, u)du→
∫
I′
G(z, u)du
as n→∞. We remark that the sequence {Gn} ⊂ HV always has a weakly convergent subsequence
with weak limit G ∈ HV (see [Rot98, Corollary I.30]).
In the proof, we will use the following Gronwall type inequality;
Lemma 3.A (See e.g. [Dra03]). Let θ ∈ L∞([a, b];R), k ∈ L1([a, b];R) non-negative and f :
[a, b]→ R increasing. If
θ(t) ≤ f(t) +
∫ t
a
k(ξ)θ(ξ)dξ, t ∈ [a, b],
then
θ(t) ≤ f(t) exp
(∫ t
a
k(ξ)dξ
)
, t ∈ [a, b].
Proof of Lemma 3.1. LetK be a compact subset in D and T > s. We prepare some notations.
Let OK,T := {ϕs,t(z) : z ∈ K, t ∈ [s, T ]}. Since OK,T is compact, there exist real constants
0 < b < b′ <∞ such that
OK,T ( AK,T ( BK,T ( D,
where
AK,T := {w ∈ D : d(w,OK,T ) < b}
and
BK,T := {w ∈ D : d(w,OK,T ) ≤ b
′}.
Then, take ε ∈ (0, b).
(a). Let
αn(z, t) :=
∫ t
s
[G(ϕs,u(z), u) −Gn(ϕs,u(z), u)] du.
Since Gn converges weakly to G, αn(z, t) tends to 0 pointwise on (z, t) ∈ K × [s, T ] as n→∞.
2The author wishes to thank Professor Oliver Roth for his suggestion to write a proof of the lemma.
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We will show that the above convergence is uniform on K × [s, T ]. By the normality of Γ,
one can find a uniform constant MK,T depending only on K and T such that
|Gn(w1, t)−Gn(w2, t)| ≤MK,T |w1 − w2|
for all w1, w2 ∈ BK,T , almost all t ∈ [s, T ] and all n ∈ N. Moreover, there exists a constant
M ′K,T such that |Gn(w, t)| ≤M
′
K,T for all w ∈ BK,T , almost all t ∈ [s, T ] and n ∈ N. Therefore,∣∣∣∣
∫ t1
s
Gn(w1, u)du−
∫ t2
s
Gn(w2, u)du
∣∣∣∣
≤
∣∣∣∣
∫ t1
s
[Gn(w1, u)−Gn(w2, u)] du
∣∣∣∣+
∣∣∣∣
∫ t2
t1
Gn(w2, u)du
∣∣∣∣
≤ MK,T |w1 − w2| · |t1 − s|+M
′
K,T |t1 − t2|
for all w1, w2 ∈ BK,T , almost all t1, t2 ∈ [s, T ] and all n ∈ N. It implies that the family
{
∫ t
s
Gn(ϕs,t(z), u)du}n∈N is equicontinuous on K×[s, T ]. Hence αn(z, t) converges to 0 uniformly
on K × [s, T ] as n→∞.
(b). By Definition 2.B and [BCDM12, Lemma 4.2], one can choose a constant M ′′K,T such that
|G(ϕs,t, t)| ≤M
′′
K,T , |Gn(ϕs,t, t)| ≤M
′′
K,T and
|G(ϕs,t, t)−G(ϕ
′
s,t, t)| ≤M
′′
K,T |ϕs,t − ϕ
′
s,t|
(3.1)
for all w,w′ ∈ BK,T , almost all t ∈ [s, T ] and all n ∈ N.
Let u > 0 be a constant satisfying
(ε+ 2M ′′K,Tu) exp(M
′′
K,Tu) < b. (3.2)
We will prove that under inequality (3.2), wn(z, t)(= ϕ
n
s,t(z)) belongs to BK,T for all z ∈ K and
all t ∈ [s, s + u]. Let us fix n ∈ N and let un be the largest number such that wn(K, t) lies
on BK,T for all t ∈ [s, s + un]. By assumption, un is at least strictly greater than 0. For all
t ∈ [s, s + un] we have
|w(z, t) − wn(z, t)| =
∣∣∣∣
∫ t
s
G(w(z, u), u)du −
∫ t
s
Gn(wn(z, u), u)du
∣∣∣∣
≤
∫ t
s
|G(w(z, u), u)du −G(wn(z, u), u)|du +
∫ t
s
|G(wn(z, u), u) −Gn(wn(z, u), u)|du
≤ 2M ′′K,Tun +M
′′
K,T
∫ t
s
|w(z, u) − wn(z, u)|du.
Applying Lemma 3.A, |w(z, t) − wn(z, t)| < 2M
′′
K,Tun exp(M
′′
K,Tun) for all z ∈ K and all t ∈
[s, s+ un]. Now, suppose that 2M
′′
K,Tun exp(M
′′
K,Tun) < b. Then wn(z, t) ∈ AK,T for all z ∈ K
and all t ∈ [s, s+ un]. It, however, contradicts that un is the largest number such that wn(K, t)
lies on BK,T for all t ∈ [s, s + un] (note that AK,T is an open set and BK,T is compact).
Thus b ≤ 2M ′′K,Tun exp(M
′′
K,Tun). Since (ε + 2M
′′
K,Tu) exp(M
′′
K,Tu) < b, we obtain u ≤ un. It
concludes that wn(z, t) ∈ BK,T for all z ∈ K, all t ∈ [s, s+ u] and all n ∈ N.
The above argument yields∣∣∣∣
∫ t
s
Gn(ϕs,u(z), u)du −
∫ t
s
Gn(ϕ
n
s,u(z), u)du
∣∣∣∣ ≤M ′′K,T
∫ t
s
|ϕs,t(z)− ϕ
n
s,t(z)|ds
for all z ∈ K, all t ∈ [s, s+ u] and all n ∈ N.
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(c). By (a) and (b), we have
|ϕs,t(z)− ϕ
n
s,t(z)|
=
∣∣∣∣
∫ t
s
G(ϕs,u(z), u)du −
∫ t
s
Gn(ϕ
n
s,u(z), u)du
∣∣∣∣
≤
∫ t
s
|G(ϕs,u(z), u)du −Gn(ϕs,u(z), u)|du +
∫ t
s
|Gn(ϕs,u(z), u)du −Gn(ϕ
n
s,u(z), u)|du
≤ αn(z, t) +M
′′
K,T
∫ t
s
|ϕs,u(z) − ϕ
n
s,u(z)|du
for all z ∈ K, all t ∈ [s, s+ u] and all n ∈ N. Applying Lemma 3.A, ϕns,t(z) converges to ϕs,t(z)
uniformly on (z, t) ∈ K × [s, s+ u].
(d). We finally prove that ϕns,t(z) converges to ϕs,t(z) uniformly on (z, t) ∈ K × [s, T ]. Let us
choose N ∈ N such that |ϕs,t(z) − ϕ
n
s,t(z)| < ε for all z ∈ K, all t ∈ [s, s + u
′] and all n ∈ N,
where u′ > 0. Then we fix n > N and define u′n as the largest number such that ϕ
n
s,t(K) lies on
BK,T for all t ∈ [s, s+ u
′
n], as in part (b). Remark that u
′
n ≥ u
′. Then following the similar line
as (b) with Lemma 3.A we have
|ϕs,t(z)− ϕ
n
s,t(z)| ≤
(
|ϕs,s+u′(z)− ϕ
n
s,s+u′(z)|+ 2(u
′
n − u
′)M ′′K,T
)
exp(M ′′K,T (u
′
n − u
′)).
for all z ∈ K and all t ∈ [s+u′, s+u′n]. If we suppose (ε+2(u
′
n−u
′)M ′′K,T ) exp(M
′′
K,T (u
′
n−un)) < b,
then ϕns,t(z) ∈ AK,T for all z ∈ K and all t ∈ [s + u
′, s + u′n]. So, we have b ≤ (ε + 2(u
′
n −
u′)M ′′K,T ) exp(M
′′
K,T (u
′
n − u
′)) and hence u ≤ u′n − u
′. It concludes with the last inequality in
(3.1) that ∣∣∣∣
∫ t
s
[G(ϕs,u(z), u) −G(ϕ
n
s,u(z), u)]du
∣∣∣∣ ≤M ′′K,T
∫ t
s
|ϕs,u(z)− ϕ
n
s,u(z)|du
for all z ∈ K, all t ∈ [s, s+ u+ u′] and all n > N . Repeating the argument in part (c) we have
|ϕs,t(z)− ϕ
n
s,t(z)| ≤ αn(z, t) +M
′′
K,T
∫ t
s
|ϕs,t(z)− ϕ
n
s,t(z)|du
for all z ∈ K, all t ∈ [s, s+ u+ u′] and all n > N . Therefore (ϕns,t) converges to (ϕs,t) uniformly
on (z, t) ∈ K × [s, s + u + u′]. Since the interval [s, T ] is compact, we have prove that (ϕns,t)
converges to (ϕs,t) uniformly on (z, t) ∈ K × [s, T ]. 
Remark 3.2. The opposite direction of Lemma 3.1 does not hold in general. Let (ϕns,t) be
a locally uniformly convergent sequence of evolution families and (fnt ) ∈ L[(ϕ
n
s,t)]. Then due
to following Lemma 3.3, for a fixed t ∈ [0,∞) {fnt }n (hence {∂zf
n
t }n also) converges locally
uniformly on D. Now observing Gn(z, t) := −∂zf
n
t (z)/∂tf
n
t (z), one cannot expect a nice con-
vergent property to {∂tf
n
t }n, and therefore to {Gn}n. See also [LMR10, Section 4.2] in which a
counterexample is presented in the chordal setting.
Lemma 3.3. Let (ϕns,t) be a sequence of evolution families converging to (ϕs,t) ∈ EF locally
uniformly on (z, t) ∈ D× [0,∞). Let (fnt ) ∈ LC0 and (ft) ∈ LC0 associated with (ϕ
n
s,t) and (ϕs,t),
respectively. Then, (fnt ) converges locally uniformly to (ft) on (z, t) ∈ D× [0,∞).
Proof . Following to [CDMG10, Theorem 3.3] and its proof, we have
fs(z) = lim
t→∞
(Lt ◦ ϕs,t)(z) (3.3)
for a certain family (Lt)t≥s of Mo¨bius transformations of C whose coefficients consist of values
of (ϕ0,t) and its derivative (ϕ
′
0,t) at the origin, where the limit (3.3) is attained uniformly
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on compact subsets of the unit disk D. By assumption, Lnt , which appears in the relation
fns (z) = limt→∞(L
n
t ◦ ϕs,t)(z), converges to Lt uniformly on C. Hence
lim
n→∞
fns (z) = lim
n→∞
lim
t→∞
(Lnt ◦ ϕ
n
s,t)(z) = lim
t→∞
lim
n→∞
(Lnt ◦ ϕ
n
s,t)(z) = fs(z)
on a certain compact subset of D. 
3.2. The case when τ is constant. We firstly show Theorem 1.1 with the additional assump-
tion that τ ∈ DW is constant.
Theorem 3.4. Under the statement of Theorem 1.1, additionally we assume that τ is an internal
fixed point in D. Then we obtain the same consequence as Theorem 1.1.
Proof . Let ρ ∈ (c, 1) with c > 0 and
ν[ρ](z) :=
ρ
(
z−τ
1−τ¯ z
)
+ τ
1 + τ¯ ρ
(
z−τ
1−τ¯ z
) : D into−−→ D
Define fρt (z) := ft(ν[ρ](z)) and g
ρ
t (z) := gt(ν[ρ](z)), then
∂tf
ρ
t (z)
(z − τ)(1 − τz)∂zf
ρ
t (z)
=
∂tft(ν[ρ](z))
(ν[ρ](z)− τ)(1 − τν[ρ](z))∂zft(ν[ρ](z))
= p(ν[ρ](z), t) =: pρ(z, t) ∈ HF
and
∂tg
ρ
t (z)
(z − τ)(τz − 1)∂zg
ρ
t (z)
=
∂tgt(ν[ρ](z))
(ν[ρ](z) − τ)(τν[ρ](z)− 1)∂zgt(ν[ρ](z))
= q(ν[ρ](z), t) =: qρ(z, t) ∈ HF.
Therefore (fρt ) and (g
ρ
t ) satisfy all the assumptions in Theorem 1.1. Since for all t ∈ [0, T ) f
ρ
t
and gρt have continuous extensions to D, Φρ is defined accordingly by

Φρ(z) = f
ρ
0 (z), z ∈ D,
Φρ
(
1
gρt (e
iθ)
)
= fρt (e
iθ), θ ∈ [0, 2pi) and t ∈ [0, T ).
(3.4)
Let IB ( [0, T ) be a set such that pρ(z, t) ∈ iR for all z ∈ D and all t ∈ IB , and IA := [0, T )\IB .
Remark that IA and IB do not depend on ρ.
We prove that Φρ is homeomorphism on ∆[(g
ρ
t )]. In order to show injectivity of Φρ, we divide
∆[(gρt )] into two domains; 

DA := D ∪
⋃
t∈IA
1
gρt (∂D)
,
DB :=
⋃
t∈IB
1
gρt (∂D)
.
Take two distinct points z1, z2 ∈ DA. If either z1 or z2 is in D, it s clear that Φρ(z1) 6= Φρ(z2).
Now, let z1, z2 ∈ DA\D. The equation 1/z1 = g
ρ
t1
(eiθ1) determines a unique t1 ∈ IA and
θ1 ∈ [0, 2pi) because of the following. It is easy to see that there does not exist another θ
∗
1 ∈ [0, 2pi)
such that 1/z1 = g
ρ
t1
(eiθ
∗
1 ), because the curve {gρt1(e
iλ) : λ ∈ [0, 2pi)} is Jordan. If there exists
another t∗1 ∈ IA, t
∗
1 > t1, such that 1/z¯1 = g
ρ
t∗
1
(eiθ1), then
ωt1,t∗1(ν[ρ](e
iθ1)) = (g−1t1 ◦ gt∗1)(ν[ρ](e
iθ1))
= (g−1t1 ◦ gt1)(ν[ρ](e
iθ1))
= ν[ρ](eiθ1).
(3.5)
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Since ωt1,t∗1(τ) = τ , we have
ηD(τ, ν[ρ](e
iθ1)) = ηD(ωt1,t∗1(τ), ωt1,t∗1(ν[ρ](e
iθ1))),
where ηD is the hyperbolic metric on D. Hence by the Schwarz-Pick Theorem, ωt1,t2 is a conformal
automorphism of D. By calculation we have
ωt1,t(z) =
eiθ(t)
(
z−τ
1−τ¯ z
)
+ τ
1 + τ¯ eiθ(t)
(
z−τ
1−τ¯ z
) (t ∈ [t1, t∗1]) (3.6)
with some real function θ : [t1, t
∗
1] → R with θ(t
∗
1) = 0. It describes a rotation of the unit disk
D around the point τ in the hyperbolic sense. Hence one can verify that q(D, t) lies on the
imaginary axis for all t ∈ [t1, t2). It contradicts the assumption t ∈ IA.
Then, suppose that there exists another t∗1 ∈ IA, t
∗
1 6= t1, and θ
∗
1 ∈ [0, 2pi), θ
∗
1 6= θ1, such
that 1/z¯1 = g
ρ
t∗
1
(eiθ
∗
1 ). We may assume that t∗1 > t1. Since g
ρ
t1
(eiθ1) = gρt∗
1
(eiθ
∗
1 ), we have
ωt1,t∗1(ν[ρ](e
iθ∗
1 )) = ν[ρ](eiθ1) as (3.5). Hence ηD(τ, ν[ρ](e
iθ∗
1 )) = ηD(ωt1,t∗1(τ), ωt1,t∗1(ν[ρ](e
iθ∗
1 ))).
It shows that ωt1,t is a rotation as (3.6) and p(D, t) ∈ iR for all t ∈ [t1, t
∗
1], which again contradicts
the assumption that t ∈ IA.
Therefore, there exist unique t1, t2 ∈ IA and θ1, θ2 ∈ [0, 2pi) such that z1 = 1/g
ρ
t1
(eiθ1) and
z2 = 1/g
ρ
t2
(eiθ2). We may suppose t1 ≤ t2. If t1 = t2, then since f
ρ
t (∂D) is Jordan, Φρ(z1) =
ft1(e
iθ1) 6= ft2(e
iθ2) = Φρ(z2). In the case when t1 < t2, the same argument as above with (3.5)
and (3.6) then shows that Φρ(z1) 6= Φρ(z2). Consequently Φρ is injective on DA.
We show injectivity of Φρ onDB . Take one connected component I
∗
B in IB. Since pρ(D, t), qρ(D, t) ∈
iR for all t ∈ IB, corresponding ϕtp ,t ∈ EF and ωtp,t ∈ REF are rotations as (3.6) on t ∈
I∗B. Hence {f
ρ
t (e
iθ) : θ ∈ [0, 2pi), t ∈ I∗B} and {g
ρ
t (e
iθ) : θ ∈ [0, 2pi), t ∈ I∗B} are curves.
For a fixed θ0 ∈ [0, 2pi), one point on the both curves are determined. Therefore, Φρ :
1/{gρT (e
iθ, t ∈ I∗B) : θ ∈ [0, 2pi)} → {f
ρ
T (e
iθ) : θ ∈ [0, 2pi), t ∈ I∗B} is injective.
Since Φρ(DA)∩Φρ(DB) = ∅, Φρ gives an injective map on ∆[(g
ρ
t )] onto Ω[(f
ρ
t )]. It concludes
that Φρ : ∆[(g
ρ
t )]→ Ω[(f
ρ
t )] is a homeomorphism.
Differentiations of (3.4) both sides with respect to t and θ yield

∂zΦρ ·
(
∂tg
ρ
t (ζ)
gρt (ζ)
2
)
+ ∂z¯Φρ ·
(
∂tg
ρ
t (ζ)
gρt (ζ)
)
= −∂tf
ρ
t (ζ)
∂zΦρ ·
(
ζ∂zg
ρ
t (ζ)
gρt (ζ)
2
)
− ∂z¯Φρ ·
(
ζ∂zg
ρ
t (ζ)
gρt (ζ)
)
= ζ∂zf
ρ
t (ζ)
where ζ := eiθ, and therefore
∂z¯Φρ
∂zΦρ
(
1
gρt (ζ)
)
=
(
gρt (ζ)
2
∂tg
ρ
t (ζ)
)(
∂tg
ρ
t (ζ)
gρt (ζ)
2
)
·
∂tf
ρ
t (ζ)
ζ∂zf
ρ
t (ζ)
−
(
−
∂tg
ρ
t (ζ)
ζ∂zg
ρ
t (ζ)
)
∂tf
ρ
t (ζ)
ζ∂zf
ρ
t (ζ)
+
(
−
∂tg
ρ
t (ζ)
ζ∂zg
ρ
t (ζ)
)
=
(
gρt (ζ)
2
∂tg
ρ
t (ζ)
)(
∂tg
ρ
t (ζ)
gρt (ζ)
2
)
·
φ[τ ](ζ) pρ(ζ, t)− φ[τ ](ζ) qρ(ζ, t)
φ[τ ](ζ) pρ(ζ, t) + φ[τ ](ζ) qρ(ζ, t)
(3.7)
for almost all t ∈ [0, T ) and all ζ ∈ ∂D, where
φ[τ ](z) :=
(z − τ)(1− τz)
z
.
It follows from the fact φ[τ ](ζ) = φ[τ ](ζ) that |∂z¯Φρ(z)/∂zΦρ(z)| ≤ k for almost all z ∈ ∆[(g
ρ
t )],
namely, Φρ is a k-quasiconformal mapping on ∆[(g
ρ
t )].
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Take a constant c < 1 as close enough to 1. Since Φρ = f
ρ
0 is conformal on D, one can
find three distinct points z1, z2, z3 as dC(f
ρ
0 (zi), f
ρ
0 (zj)), i, j = 1, 2, 3, i 6= j, is greater than
some constant d > 0 for all ρ ∈ (c, 1), where dC stands for the spherical distance. Hence by
normality (remark that ∆[(gρt )] = C if and only if ∆[(gt)] = C) Φ is k-quasiconformal on ∆[(gt)].
Accordingly, for all t ∈ [0, T ) ft and gt have continuous extensions to D. 
Theorem 3.5. Under the statement of Theorem 1.1, additionally we assume that τ is a boundary
fixed point of D. Then we obtain the same consequence as Theorem 1.1.
Proof . By some rotation, it is enough to consider the case when τ = 1. In order to make our
discussion simple, we transfer everything to the right half-plane by a conjugation with a Cayley
map C(z) = (1 + z)/(1 − z) (see [GH17]). For example, a family of holomorphic functions
(φs,t)0≤s≤t<∞ on the right half-plane H is said to be an evolution family if K
−1 ◦ φs,t ◦K ∈ EF.
A corresponding Herglotz vector field GH is given by the relation (d/dt)φs,t(z) = GH(φs,t, t).
Then (2.3) is written as
GH(ζ, t) = K
′(K−1(ζ))G(K−1(ζ), t) = pH(ζ, t)
for all t ≥ 0 and all ζ ∈ H, where pH(ζ, t) = 2p(K
−1(ζ), t) stands for the right half-plane model
of Herglotz function. Accordingly (2.5), (2.8) and (1.4) are written as
∂tft(ζ) = −∂zft(ζ)pH(ζ, t), ∂tgt(ζ) = ∂zgt(ζ)qH(ζ, t),
and {
Φ(ζ) = f0(ζ), ζ ∈ H,
Φ
(
−gt(iy)
)
= ft(iy), y ∈ R and t ∈ [0, T ).
For ρ ∈ (0, 1), define fρt (ζ) := ft(ζ + ρ) and g
ρ
t (ζ) := gt(ζ + ρ). Then (f
ρ
t ) ∈ LC with
(pH(ζ+ρ, t), 1) ∈ BP and (g
ρ
t ) ∈ DLC with (qH(ζ+ρ, t), 1) ∈ BP. Thus (f
ρ
t ) and (g
ρ
t ) satisfy all the
assumption of the theorem. Further, one can see that for all t ≥ 0 fρt and g
ρ
t have continuous
extensions to D. Hence{
Φρ(ζ) = f
ρ
0 (ζ), ζ ∈ H,
Φρ
(
−gρt (iy)
)
= fρt (iy), y ∈ R and t ∈ [0, T ).
(3.8)
is well-defined.
In principle, we follow the similar lines of the proof of Theorem 3.4 using the Julia-Wolff-
Carathe`odory Theorem (e.g. [ES10, Section 1.3]). We again use the notations IA, IB ⊂ [0,∞)
and DA,DB ⊂ C in the proof of Theorem 3.4. In this case DA is understood as a union of all
boundary curves of 1/gρt (ζ) for all t ∈ IA and the right half-plane H.
What we will prove first is that injectivity of Φρ on DA. Take two points ζ1, ζ2 ∈ DA\H. We
prove that the equation −ζ1 := g
ρ
t1
(iy1) determines unique y1 ∈ R and t1 ∈ IA. It is easy to see
that for any fixed t1 ∈ IA, y1 ∈ R is determined uniquely because the curve {g
ρ
t1
(iy) : y ∈ R} is
Jordan. If there exists another t∗1 ∈ IA, t
∗
1 > t1, such that −ζ1 = g
ρ
t∗
1
(iy1), then
Ψt1,t∗1(iy1 + ρ) = (g
−1
t1
◦ gt∗
1
)(iy1 + ρ) = (g
−1
t1
◦ gt1)(iy1 + ρ) = iy1 + ρ.
Therefore ReΨt1,t∗1(ζ0) = Re ζ0, where ζ0 := iy1 + ρ. Hence by the Julia-Wolff-Carathe`odory
Theorem, Ψ′t1,t∗1
(∞) = 1. Further, since the equality holds at the internal point ζ0, by the
maximum modulus principle ReΨt1,t∗1(ζ) = Re ζ for all ζ ∈ H. Thus Ψt1,t∗1(ζ) := ζ and hence
p(H, t) = 0 for all t ∈ [t1, t
∗
1]. It contradicts our assumption.
Then suppose that there exists another t∗1 ∈ IA, t
∗
1 6= t1, and y
∗
1 ∈ R, y
∗
1 6= y1, such that
−z1 = g
ρ
t∗
1
(iy∗1). We may assume that t
∗
1 > t1. Since g
ρ
t1
(iy1) = g
ρ
t∗
1
(iy∗1), we have Ψt1,t∗1(iy
∗
1+ρ) =
(g−1t1 ◦ gt∗1)(iy
∗
1 + ρ) = (g
−1
t1
◦ gt1)(iy1 + ρ) = iy1 + ρ. By the same argument as above, we obtain
Ψt1,t∗1(ζ) := ζ + i(y
∗
1 − y1) and hence p(H, t) = 0 for all t ∈ [t1, t
∗
1] which again contradicts our
assumption.
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Now, there exist unique t1, t2 ∈ IA and y1, y2 ∈ R such that −ζ1 = g
ρ
t1
(iy1) and −ζ2 = g
ρ
t2
(iy2).
We may suppose t1 ≤ t2. If t1 = t2, then since f
ρ
t1
(iR) is Jordan, Ψρ(ζ1) 6= Ψρ(ζ2). Then suppose
t1 < t2. If Ψρ(ζ1) = Ψρ(ζ2), i.e., f
ρ
t1
(ζ1) = f
ρ
t2
(ζ2), then Ψt1,t2(ζ1 + ρ) = (f
−1
t2
◦ ft1)(ζ1 + ρ) =
(f−1t2 ◦ ft2)(ζ2 + ρ) = ζ2 + ρ. Therefore Ψt1,t2(ζ) = ζ + i(y2 − y1), and hence p(H, t) = 0.
Consequently Φρ is injective on DA.
Injectivity of Φρ on DB is obtained by the same argument as the proof of Theorem 3.4. Hence
Φρ : ∆[(gt)] → Ω[(ft)] is injective. We conclude that Φρ defines a homeomorphism on ∆[(gt)]
onto Ω[(ft)].
Differentiating both sides of (3.8) with respect to t and y we have{
∂zΦρ · (−∂tg
ρ
t (iy)) + ∂z¯Φρ · (−∂tg
ρ
t (iy)) = ∂tf
ρ
t (iy)
∂zΦρ · (−i∂zg
ρ
t (iy)) + ∂z¯Φρ · (−i∂zg
ρ
t (iy)) = ∂zf
ρ
t (iy),
and hence
∂z¯Φρ
∂zΦρ
(
−gρt (iy)
)
=
(
∂tg
ρ
t (iy)
∂tg
ρ
t (iy)
·
) (− ∂tfρt (iy)
∂zf
ρ
t (iy)
)
−
(
∂tg
ρ
t (iy)
∂zg
ρ
t (iy)
)
(
−
∂tf
ρ
t (iy)
∂zf
ρ
t (iy)
)
+
(
∂tg
ρ
t (iy)
∂zg
ρ
t (iy)
)
=
(
∂tg
ρ
t (iy)
∂tg
ρ
t (iy)
·
)
pH(iy + ρ, t)− qH(iy + ρ, t)
pH(iy + ρ, t) + qH(iy + ρ, t)
.
Thus |∂z¯Φρ(ζ)/∂zΦρ(ζ)| ≤ k for almost all ζ ∈ ∆[(g
ρ
t )] and hence Φρ is k-quasiconformal there.
By the same argument as in the proof of Theorem 3.4, we conclude that Φ : ∆[(gt)]→ Ω[(ft)] is
k-quasiconformal. The proof is complete. 
3.3. The case when τ is a step function. Next, we assume that τ ∈ DW is a step function,
that is, τ is of the form
τ(t) =
n∑
i=1
τi · χIi(t),
where τi ∈ D, n ∈ N, 0 = t0 < t1 < · · · < tn−1 < tn = T , Ii := [ti−1, ti) and χI is a characteristic
function.
Theorem 3.6. Under the statement of Theorem 1.1, additionally we assume that τ is a step
function (in the above sense). Then we obtain the same consequence as Theorem 1.1.
Proof . With no loss of generality, we may assume that Ii\IB is not a null-set for all i = 1, · · · , n.
Firstly consider the case when t ∈ I1. Then applying the same argument as Theorem 3.4 if
τ1 ∈ D or Theorem 3.5 if τ1 ∈ ∂D for (ft) and (gt) on t ∈ I1, one can verify that the map Φ1
defined by {
Φ1(z) = f0(z), z ∈ D,
Φ1
(
1/gt(eiθ)
)
= ft(e
iθ), θ ∈ [0, 2pi) and t ∈ I1,
is a k-quasiconformal mapping on {1/w : w ∈ C\gt1(D)} maps to ft1(D). We remark that
the above mapping gives a quasiconformal extension of gt1 to the unit disk D (and hence C).
Therefore gt1 has a continuous injective extension to D.
Next, let t ∈ I2. Then again by means of the same argument as Theorem 3.4 or Theorem 3.5,
Φ2 given by
Φ2
(
1/gt(eiθ)
)
= ft(e
iθ), θ ∈ [0, 2pi) and t ∈ I2,
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define a k-quasiconformal mapping on {1/w : w ∈ gt2(D)\gt1(D)} maps to ft2(D)\ft1(D). Fur-
ther, since Φ2 gives a quasiconformal extension of ft1 to ft2(D), ft1 has a continuous injective
extension to D. Hence the well-defined mapping Φ,
Φ(z) :=
{
Φ1(z), z ∈ {1/w : w ∈ C\gt1(D)},
Φ2(z), z ∈ {1/w : w ∈ gt2(D)\gt1(D)},
is a homeomorphism of {1/w : w ∈ C\gt2(D)} onto f2(D) and is k-quasiconformal there. Re-
peating this argument, our proof is complete. 
3.4. The case when τ is a measurable function. Now we are ready to prove Theorem 1.1.
Proof of Theorem 1.1. We may assume that (ft) ∈ LC0, i.e., range-normalized. Since τ is
measurable, there exists a sequence of step functions {τn} ⊂ DW converging weakly to τ . For
each n ∈ N, (p, τn) ∈ BP associates unique Gn ∈ HV and (ϕ
n
s,t) ∈ EF, and (q, τn) associates unique
G∗n ∈ HV and (ω
n
s,t) ∈ REF. Let (f
n
t ) ∈ LC0 being uniquely associated with (ϕ
n
s,t) ∈ EF and
(gnt ) := (ω
n
0,t) ∈ DLC. By Theorem 3.6, Φn defined by

Φn(z) = f
n
0 (z), z ∈ D,
Φn
(
1
gnt (ζ)
)
= fnt (ζ), ζ ∈ ∂D and t ∈ [0, T ),
(3.9)
is a k-quasiconformal map on ∆[(gnt )].
By assumption, p(D, t) is bounded for almost all t ∈ [0, T ]. Hence {Gn( · , t) : n ∈ N, a.e. t ∈
[0, T ]} is normal. Further, {Gn(z, · )}n∈N converges weakly to G(z, · ) for all fixed z ∈ D.
Applying Lemma 3.1, we have (ϕns,t) → (ϕs,t) locally uniformly on (z, t) ∈ D × [s,∞). By
Lemma 3.3, (fnt ) → (ft) locally uniformly on z ∈ D for each t ∈ [0, T ). The same argument is
applied for the decreasing counterpart, i.e., (ωns,t)→ (ωs,t) locally uniformly on (z, t) ∈ D×[s,∞).
In particular (gnt )→ (gt) locally uniformly on (z, t) ∈ D× [0, T ).
Now, take an arbitrary t ∈ [0, T ) and fixed. Let Dn := {1/w : w ∈ C\gnt (D)}, and consider
conformal maps hn : D → Dn and k-quasiconformal maps Ψn := Φn|Dn . Since g
n
t → gt locally
uniformly on D and gt is conformal on D, there exists N ∈ N and an open set K such that
K ⊂ gnt (D) for all n > N . Since Dn ∩ {1/z¯ : z ∈ K} = ∅ for all n > N , by Montel’s theorem
{hn}n forms a normal family. Then one can find a subsequence {hnj}j ⊂ {hn} converging
locally uniformly to a conformal map h : D → D := {1/w : w ∈ C\gt(D)}. Applying a similar
argument to {Ψnj ◦hnj}j , it is also normal, and hence there is a subsequence (we keep the same
notation for the subsequence) converging to a k-quasiconformal map on D (see [LV73, Theorem
II-5.2]). It shows that the limit function Ψ := limj→∞Ψnj is defined on D, equal to Φ|D and
k-quasiconformal there.
Since t is arbitrary, the first assertion is proved. It also concludes that ft and gt have contin-
uous extensions to D for all t ∈ [0, T ). 
4. Proof of Theorem 1.3 and further results
4.1. Proof of Theorem 1.3. Various corollaries are deduced from the results and the argu-
ments in Section 3.
Lemma 4.1. Let τ ∈ D be a constant. Then we have the followings;
(1) For (ft) ∈ LC being associated with (1, τ) ∈ BP, Ω[(ft)] = C.
(2) For (gt) ∈ DLC being associated with (1, τ) ∈ BP, Λ[(gt)] consists of a single point in D.
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Proof . (f τt ) and (g
τ
t ) associated with (1, τ) is explicitly given by
f τt (z) :=
(
z − τ
1− τ¯ z
)
et(1−|τ |
2) + τ
1 + τ¯
(
z − τ
1− τ¯ z
)
et(1−|τ |
2)
, gτt (z) := f
τ
−t(z)
if τ ∈ D, and
f τt (z) :=
τ + z
τ − z
− 2t, gτt (z) := τ ·
f τ−t(z)− 1
f τ−t(z) + 1
if τ ∈ ∂D. It is easy to see that in both cases our assertions are satisfied. 
Remark 4.2. The same conclusion of Lemma 4.1 is also true if τ : [0,∞)→ D is a step function.
Lemma 4.3. We have the followings;
(1) For (ft) ∈ LC being associated with (1, τ) ∈ BP, Ω[(ft)] = C.
(2) For (gt) ∈ DLC being associated with (1, τ) ∈ BP, Λ[(gt)] consists of a single point in D.
Proof . We may assume that (ft) ∈ LC0. Let {τn}n∈N be a sequence of step functions converging
weakly to τ . Let (fnt ) ∈ LC0 and (g
n
t ) ∈ DLC associated with (1, τn) ∈ BP. By Remark 4.2,
Ω[(fnt )] = C and Λ[(g
n
t )] consists of a single point in D for all n ∈ N. By Theorem 3.6, one
can deduce that Φn, a map defined by (f
n
t ) and (g
n
t ) as in Section 3.3, is a 0-quasiconformal
automorphism of C, i.e., a Mo¨bius transformation. Since f0 ∈ S, Φ
n = idC for all n ∈ N. Hence
a local uniform limit Φ of {Φn} is idC. This proves that ft(D) tends to C as t→∞. Accordingly,
Λ[(gt)] consists of a single point in D. 
Proof of Theorem 1.3. Proof of (i): Consider the decreasing Loewner chain (gt) as the one
associated with the Berkson-Porta data (1, τ) ∈ BP. Applying Theorem 1.1, we immediately
obtain the first assertion of the theorem.
Proof of (ii): We employ the same idea as the proof of [GH17, Theorem 3.5]. Let us fix s ≥ 0
and t ≥ s. Then one defines (f˜a)a≥0 by
f˜t(z) :=
{
ϕs+a,t(z), a ∈ [0, t),
ea−tz, a ∈ [t,∞).
By the definition, (f˜a)a≥0 is a Loewner chain. Since ϕs+a,t = f
−1
t ◦ fs+a, f˜t satisfies
∂f˜a(z)
∂a
=
∂f˜a(z)
∂z
(z − τ(s+ a))(1 − τ(s+ a)z)p(z, s + a)
of all z ∈ D and almost all a ∈ [0, t), a Herglotz function p˜ associated with (f˜a) is given by
p˜(z, a) =
{
p(z, a+ s), a ∈ [0, t),
1, a ∈ [t,∞).
By the first assertion of this theorem, we conclude that ϕs,t has a k-quasiconformal extension
to C for each s ≥ 0 and t ≥ s.
Proof of (iii): By Lemma 4.3, ∆[(gt)] = C\{a} where {a} := Λ[(gt)]. Since Φ : ∆[(gt)] →
Ω[(ft)] in (1.4) is a homeomorphism, it follows that Ω[(ft)] = C. 
If p(z, t) = q(z, t) for all z ∈ D and almost all t ∈ [0,∞), then inequality (1.3) represents a
sector domain.
Corollary 4.4. Let k ∈ [0, 1). Let (ft) ∈ LC, (p, τ) ∈ BP associated with (ft), and (gt) ∈ DLC
associated with (p, τ). We denote by T ∈ [0,∞] the smallest number such that p(D, t) 6= 0 for
almost all t ∈ (T,∞). Suppose that
(1) T > 0;
(2) There exists a compact subset of H that contains p(D, t) for almost all t ∈ [0, T )
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(3) p satisfies
p(z, t) ∈
{
z : | arg z| <
kpi
2
}
for all z ∈ D and almost all t ∈ [0,∞).
Then, for each t ∈ [0, T ) ft has a sin(kpi/2)-quasiconformal extension to ∆[(gt)] onto Ω[(ft)],
where (gt) ∈ DLC associated with (p, τ) ∈ BP.
Choosing (ft) as p ≡ 1, we obtain the following.
Corollary 4.5. Let (gt) ∈ DLC and (q, τ) ∈ BP associated with (gt). If q satisfies∣∣∣∣q(z, t) − 1q(z, t) + 1
∣∣∣∣ ≤ k
for all z ∈ D and almost all t ∈ [0,∞). Then:
(i) for each t ∈ [0,∞), gt has a k-quasiconformal extension to C;
(ii) for each s ∈ [0,∞) and t ∈ [s,∞), ωs,t := g
−1
s ◦ gt has a k-quasiconformal extension to
C;
(iii) Λ[(gt)] consists of a single point in D.
4.2. Loewner Range. We close the paper with some considerations on the Loewner range
Ω[(ft)]. Under some restriction on τ , one can obtain the same conclusion as Theorem 1.3 (iii)
with a weaker assumption on the Herglotz function p.
Lemma 4.6. Let (ft) ∈ LC and (p, τ) ∈ BP associated with (ft). Suppose that τ ∈ D is a
constant, and there exist uniform constants C1, C2 > 0 such that
C1 < Re p(z, t) < C2 (4.1)
for all z ∈ D and almost all t ∈ [0,∞). Then Ω[(ft)] = C.
Proof . Suppose firstly τ ∈ DW is an internal fixed point of D. In this case we may assume
that τ = 0. Let (ϕs,t) ∈ EF associated with (ft). Then in view of ft
′(0) = 1/ϕ′0,t(0), Koebe’s
1/4-Theorem shows that ft(D) contains a disk radius 1/(4|ϕ
′
0,t(0)|). Hence what we need to
prove is limt→∞ |ϕ
′
0,t(0)| = 0. Since τ = 0, (ϕs,t) satisfies
ϕ˙s,t(z) = −ϕs,t(z)p(ϕs,t(z), t).
Then calculations show that
ϕ˙0,t(z)
ϕ0,t(z)
= −p(ϕ0,t(z), t)
=⇒ log
ϕ0,t(z)
z
= −
∫ t
0
p(ϕ0,u(z), u)du
=⇒ Re logϕ′0,t(0) = −
∫ t
0
Re p(0, u)du < −C1t.
It shows that |ϕ′0,t(0)| → 0 as t→∞.
The case when τ ∈ DW is a boundary fixed point of D is verified in [GH17, Proposition 3.7]. 
A direct corollary of Lemma 4.6 is that the same conclusion holds if τ is a step function in D.
Hence, one may expect that condition (4.1) is sufficient to obtain Ω[(ft)] = C for any τ ∈ DW.
However in [GP18], an example of (p, τ) ∈ BP is provided that p satisfies (4.1) but Ω[(ft)] 6= C
where (ft) ∈ LC associated with the (p, τ).
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