The Minimum Weight Euclidean Matching (MWEM) problem is: given 2n point sites in the plane with Euclidean metric for interpoint distances, match the sites into n pairs so that the sum of the n distances between matched pairs is minimized. The graph theoretic version of this problem has been extensively studied since the pioneering work of Edmonds. The best time bound known for MEWM is O(n 2:5 (log n) 4 ) due to Vaidya. His algorithm requires O(n log n) space.
Introduction
Graph Matching is a classical and well studied combinatorial optimization problem. A matching in a graph is a subset of the edges, no two of which are incident to the same vertex. In a weighted graph (with real valued weights on edges) the weight of a matching is the sum of its edge weights. The maximum cardinality matching problem is to nd a matching of maximum cardinality in the given (unweighted) graph. The minimum weight matching problem is to nd a maximum cardinality matching with the least possible weight in a given (weighted) graph. The rst polynomial time algorithm for these problems was proposed by the pioneering work of Edmonds 17, 18] . Lov asz and Plummer 38] provide a comprehensive study of graph matching. Also, 37, 45, 52] are excellent general sources for the subject. Galil 27] provides a lucid survey of the area up to 1986. Let n and m, respectively, denote the number of vertices and edges of the given graph. The best known time bound for the maximum cardinality matching problem is O(m p n) (see 33, 41] ). The best known time bound for the minimum weight matching problem is O(n 3 ) for dense graphs 23, 37] , and O(n(m + n log n)) for sparse graphs 21, 24] . (See also 28] for an O(mn log n) time algorithm.) For the case of integer edge weights a scaling method can be applied (see, for example, 19, 26] ). Some other related problem areas are: the bottleneck matching problem 10, 11, 25] , sensitivity analysis in matching 55], heuristic matching algorithms 9], and on-line matching 36].
This paper is concerned with the Euclidean Minimum Weight Matching (EMWM) problem: given 2n point sites in the plane that form the vertices of an underlying complete graph with Euclidean interpoint distances as edge weights, nd a minimum weight perfect matching (that is, with cardinality n) of the point sites. The best time complexity we would get by applying any general graph based minimum weight matching algorithm to solve EMWM would be O(n 3 ) 23, 37] . (For some variations of the matching problem more e cient algorithms exist. The bottleneck matching problem mentioned above is one example. Also, the minimum weight matching of points on a simple polygon can be found in O(n(log n) 2 ) time 39] .) The O(n 3 ) time bound for MWEM stood for many years until Vaidya 54] gave an O(n 2:5 (log n) 4 ) time, O(n log n) space, algorithm for it. His algorithm is also based on Edmonds' primal-dual method, but he uses an e cient geometric query processing technique to further speed up the algorithm.
To break the time barrier any further, there seems to be a need for a better understanding of the interplay between the graph theoretic methods on the one hand, and the underlying (somewhat less understood) geometric properties on the other hand. Perhaps a more challenging proposition would be to ask whether we can solve the problem mainly by computational geometric methods. Two such methods are the sparsi cation and the lifting techniques. The sparsi cation technique is to rst compute a sparse subgraph of the underlying complete graph which is guaranteed to contain the solution (for instance, the optimum perfect matching). This technique has been successfully applied to a number of problems such as computing the closest pair, the nearest neighbors, and the Euclidean Minimum Spanning Tree via the Delaunay Triangulation of the sites (see 16, 46, 56] ), and recently for computing the Minimum Weight Euclidean Bottleneck Matching via k-Relative Neighborhood Graphs 10, 11] . The lifting technique is to construct a structure in a higher dimension so that its projection down to the lower dimensions gives the desired result. Examples of this technique are computing variations of the Voronoi diagram and the Delaunay Triangulation (see, for example, 5, 6, 8, 16, 20, 31, 32] ). Also, recent developments in computational geometry show promise for improved algorithms for MWEM. Some of these techniques are: the geometric partitioning techniques, such as in 1, 2] , and semidynamic and dynamic algorithms 12, 47] . (For results on dynamic Voronoi diagrams of moving points see for example 22, 30] .)
In this paper, the Weighted Voronoi Diagram and its dual (the Weighted Delaunay Diagram) play a prominent role. In fact, subgraphs of the Weighted Delaunay Diagram, namely, Weighted Gabriel Graphs (WGG) and Weighted Relative Neighborhood Graphs (WRNG) also come into play. Although the weighted versions of these graphs do not seem to appear in the literature previously, their unweighted versions have been studied extensively 3, 34, 35, 40, 44, 49, 50, 51, 53] .
We propose an O((n 2 + F) log n) time, O(n) space, algorithm for MWEM based on the Weighted Voronoi Diagram of the 2n sites, where the weights are related to the linear programming dual variables and dynamically change. The F term is the number of edge-ips in the Weighted Voronoi Diagram during the matching algorithm. Furthermore, we conjecture that F is close to O(n 2 ). Our starting point is Edmonds' linear programming formulation and his primal-dual method. The main contribution of this paper includes further exploration of the geometric properties of the Euclidean version. More speci cally:
We show that if the edge weights form a distance metric (in an underlying complete graph) then the dual variables corresponding to the vertices remain nonnegative. This brings more symmetry between trivial and nontrivial blossoms, hence the primal constraints corresponding to vertices (that is, trivial blossoms) and nontrivial blossoms become virtually alike. For the MWEM problem, this allows us to associate circular disks centered at the point sites whose (nonnegative) radii are related to vertex and blossom dual variables. These radii are considered as the site weights.
We generalize the Relative Neighborhood Graphs and Gabriel Graphs to their weighted versions. We show that when the weights are associated with the dual variables in Edmonds' primal-dual weighted matching algorithm as applied to EMWM, the Weighted Relative Neighborhood Graph is a subgraph of the Weighted Gabriel Graph. We also show that in that case the Weighted Gabriel Graph is a straight-line connected planar subgraph of the Weighted Delaunay Diagram and spans all the sites.
We show the admissible edges form a subgraph of the Weighted Relative Neighborhood Graph of the sites. Therefore, the admissible edges, considered as straight line segments, are noncrossing and there are only O(n) of them at any given time, whereas the underlying graph contains (n 2 ) edges. (The matching edges are a subset of the admissible edges.) This enables us to search the sparse weighted Delaunay (or WGG or WRNG) edges, rather than the underlying complete graph, in order to maintain the admissible edges. However, we now have to pay the overhead for maintaining the Delaunay (or WGG or WRNG) edges, since they change as the weights change. These edge changes are called edge-ips. The latter phenomenon is known for the unweighted case (see, for example, 6, 32] ).
An immediate corollary of the above results is that the optimum perfect matching is a subgraph of the Weighted Voronoi Diagram (and the Weighted Relative Neighborhood Graph), where the weights are associated with the optimum dual variables. A tantalizing question related to the sparsi cation technique is: can we directly and e ciently compute this optimum Weighted Voronoi Diagram (or Weighted Relative Neighborhood Graph)? Once we have the optimum weights, we can construct the WDD in O(n log n) time using Fortune's sweep algorithm 20], and then compute its optimum perfect matching in O(n 2 log n) time using any of the algorithms in 24, 28] .
The rest of the paper is organized as follows. Section 2 gives the preliminaries, including the linear programming formulation of the minimum weight matching problem, an introduction to Edmonds' primal-dual algorithm, some features of Vaidya's algorithm, and some data structuring rudimentaries. Section 3 contains the development of the new geometric results listed above. Section 4 presents the proposed new algorithm. Section 5 contains further discussion and concluding remarks.
Preliminaries
In this section we introduce the reader to some of the necessary background, before we get into the details of our new results in the subsequent section.
The Linear Program
Here we will consider Edmonds' linear programming formulation as adapted by Lov asz and Plummer 38] . Let G = (V; E) be a given weighted graph with edge weights d e = d vu = d(v; u) for e = (v; u) 2 E. We assume jV j = 2n and G contains a perfect matching. A blossom is an odd cardinality subset of V . A blossom is called trivial if it is a singleton (a vertex); otherwise it is called nontrivial. Let B denote the set of all blossoms of G. (Note that here any complement of a blossom is also a blossom.) Let x be a real vector with an entry for each edge of G (with the interpretation that x e = 1 if e is a matched edge and x e = 0 otherwise). Similarly, let d denote the vector of edge weights. We say an edge e is incident to a blossom B if exactly one endpoint of e is in B. We let rB denote the set of all edges incident to blossom B. (Lov asz In Section 3 we will show that these linear programming formulations can be further simpli ed by removing the distinction between trivial and nontrivial blossoms if the underlying graph is complete and the edge weights form a distance metric (such as the Euclidean case).
Edmonds' Algorithm
Edmonds' algorithm is a primal-dual algorithm and can be described based on the linear programming formulations in the preceding subsection. The algorithm maintains dual feasibility (starting with (B) = 0 for every blossom B 2 B). It also maintains an integral primal solution (starting with x e = 0 for each edge e 2 E) that satis es all the primal constraints except that it may violate some of the second and third set of primal constraints. That is, for some blossoms B, we may have x(B) = 0. Any such solution is a matching of G though not necessarily a perfect matching. The algorithm proceeds through n phases. In each phase, it increases the number of matched edges by one (and thus resolves at least one of the violated primal constraints). We let M denote the set of matched edges during the execution of the algorithm. To ensure optimality, the algorithm maintains the complementary slackness conditions: if x(B) = 0 then (B) = 0; for each blossom B 2 B if (e) < d e then x e = 0; for each edge e 2 E:
The slack for an edge e = (u; v) 2 E is the quantity slack(e) = slack(u; v) = A blossom B is called matched if x(B) = 1, otherwise it is called exposed. By implication, a vertex v 2 V is matched if x e = 1 for some edge e 2 E incident to v, otherwise it is exposed.
A pair of vertices (or blossoms) incident to a matched edge are called mates. The base of an active blossom is its unique vertex that is not matched with any other vertex of that blossom (it may be matched with a vertex in another blossom). The blossom is exposed if and only if its base is exposed.
An alternating path in G with respect to a matching M is a simple path in G whose edges alternate between M and not in M. An augmenting path in G with respect to a matching M is an alternating path between two exposed vertices of G. If there is an augmenting path P, then we can augment the matching M by changing it to M 0 = M P (the symmetric di erence of M and P). That is, we switch the status of edges of P from matched to unmatched and vice versa. It is easy to check that M 0 is indeed a matching and jM 0 j = jMj + 1. The converse also holds: it. We shall also refer to a maximal blossom as an S-blossom, a T-blossom, or an F-blossom, according to its label. At the beginning of each phase, the exposed maximal blossoms are S-blossoms, the rest are F-blossoms. To help construct an augmenting path during a phase, the algorithm maintains an alternating forest in the (conceptually) shrunken graph G=B using only the admissible edges. The nodes of the forest are the maximal blossoms labeled S or T. The roots of the forest are exactly the exposed maximal blossoms. The path from a root to any leaf in this forest is an alternating path and the nodes alternate between S-blossoms and T-blossoms. A T-blossom has exactly one child | its S-blossom mate | (their bases are matched). We contract (or shrink) these blossoms into the newly activated maximal blossom D in the alternating tree, and label it S. Subblossom B o becomes the base of D. Accordingly, we introduce a new root in the blossom structure forest corresponding to the newly activated blossom D. We make its children those old roots that are no longer maximal and correspond to its subblossoms. The subblossoms loose their labels.
On the other hand, if the two S-blossoms B and C are in two di erent alternating trees, then we have found an augmenting path, namely the path that consists of the admissible edge between B and C, and the two alternating paths from, respectively, B and C up to their roots in the alternating forest. In the latter case, we augment the matching and end the current phase.
The case T = 0 corresponds to the blossom deactivation (or blossom expansion) stage.
This occurs when (B) has become 0 for some T-blossom B. needs restructuring of both the blossom structure forest and the alternating forest. The root B in the blossom structure forest is removed. This causes its previous children to become new roots in the forest. These new roots are now maximal blossoms. In the alternating tree containing B, we similarly expand B. This expansion can be described as follows. First replace B by its alternating cycle of subblossoms. This alternating cycle is partitioned into two chains delimited by the connection to the old parent of B and child of B. One of the chains has odd length, the other one even. Remove the chain with odd length from the alternating tree and relabel the (now) maximal blossoms on it as F-blossoms. The (now) maximal blossoms on the remaining chain of the alternating cycle are relabeled as S-blossoms and T-blossoms so as to maintain the alternating property of the tree. Proof sketch: These mainly follow from the nested structure of the active blossoms and the fact that within a phase each S-blossom corresponds to a unique node in the blossom structure forest at the end of the phase, and each T-blossom corresponds to a unique node in the blossom structure forest at the beginning of the phase. Proof: This easily follows from the nested structure of active blossoms. 2
We represent blossoms, as ordered sets of vertices, by an o setted concatenable queue explained below. (This is the same as priority queue p:q: 1 in 28] .) The linear ordering is according to the order of subblossoms on the alternating cycle when the blossom was activated. The base of the blossom is considered the last subblossom in this ordering. The same ordering is inductively applied to subblossoms, in the blossom structure forest. We need to perform the following operations on the o setted concatenable queues: find(v) : nd the maximal blossom containing vertex v, eval(v) : return up-to-date value of (v) (including the o set ( (B)) if B, the maximal blossom containing v, is an S-blossom or a T-blossom). We need the operation find for deciding whether two ends of an edge belong to the same maximal blossom. The second operation is also needed for edge-slack computations when the two vertices are not in the same blossom. Operations concatenate and split are required for blossom expansion and shrinking and for augmentation. We can implement an o setted concatenable queue by 2-3 trees whose leaves correspond to the vertices of the blossom in its linear order 4]. This will allow us to perform find, concatenate and split in O(log n) time.
We also maintain an additional real number in each node of the tree so that the sum of the numbers on the path from the root to any leaf v is (v). We can accomplish this by using the idea of 28]. In this way, the operation eval can also be performed in O(log n) time. A blossom expansion or shrinking involving r subblossoms can be performed in O(r log n) time (for a total of O(n log n) time per phase by Fact 2.3). Also, an augmentation stage may cause the base of the blossoms on the augmenting path to be shifted around its alternating cycle. This can be implemented by a split and concatenate on the a ected blossoms to maintain their appropriate linear ordering. There is only one augmentation per phase and it can be performed in O(n log n) time. We also maintain T-blossoms in a priority queue for logarithmic computation of T . We conclude: Theorem 2.5 Excluding the maintenance of F S and SS , Edmonds' algorithm can be implemented to run in O(n log n) time per phase, O(n 2 log n) time total, and O(n) space.
The Euclidean case
The remaining issue is how to maintain SS and F S e ciently. The rest of the paper concentrates on this issue for the Euclidean case. So, now G is a complete graph on 2n planar point sites as its vertices, and d(u; v) is the Euclidean distance between sites u and v. In the next section we will show that in the Euclidean case (v) is nonnegative for every vertex v. Think of (v) as the weight, or radius of a circular disk centered at We have two disjoint subsets of the 2n point sites: S (red) and F (blue). we want to maintain the minimum weighted red-blue distance dynamically, when weighted red points can be added to S and weighted blue points can be added to or deleted from F.
Problem 2. (Unichromatic weighted closest-pair maintenance):
We have a set of at most 2n planar point sites S with the nonnegative weight (v) for site v. Think of these as circular disks with radius (v) centered at v. These disks form a number of connected components in the plane. Two sites belong to the same active blossom if and only if their disks belong to the same connected component (see the next section). The problem is to maintain the minimum (nonnegative) weighted distance between connected components dynamically subject only to site insertions.
These are modi ed versions of the two query processing problems posed by Vaidya 54] . Vaidya was able to show that these two problems can be solved by maintaining data structures so that each of the individual operations can be performed in O( p n polylog(n)) amortized time, and O(n log n) space. This resulted in his O(n 2 p n polylog(n) 3 New Geometric Results
The Euclidean Linear Program
The main result of this subsection is the following theorem which removes the distinction between the trivial and nontrivial blossoms in the linear program for the minimum weight matching in the Euclidean case. Below, we will prove some additional properties of the Gabriel Graphs (and later Weighted Relative Neighborhood Graphs) when the weights satisfy Theorem 3.5. Proof: From Lemma 3.7, the bisector H(u; v) of any pair of sites u and v intersects the line-segment (u; v). Hence, u is at least as close (in weighted distance) to itself as to v. This implies u 2 V or(u), and hence, V or(u) is nonempty. Furthermore, The region of the plane bounded by H(u; v) that includes u is star shaped and u is its kernel point. Since V or(u) is the intersection of such regions, itself is star shaped and u is its kernel point. 2
In fact, we prove a stronger result below. Proof: Follows from Theorems 3.6, 3.9 and 3.10. 2 
The Admissible Edges
In this subsection we establish some connection between the admissible edges and the structures discussed in the previous subsection, such as Weighted Relative Neighborhood Graphs.
Lemma 3.12 Consider any site v during the algorithm. Initially v is an exposed S-vertex. Proof: By Theorems 3.9, 3.10, 3.14, and the convention on resolving the degenerate cases. 
The Edge-Flip Criterion
In this subsection we show how to compute the change needed before an edge-ip in WDD occurs. There are two kinds of ips possible and are explained below. Let the triple (x i ; y i ; r i ) denote a circle C i with radius r i whose center is at Cartesian coordinates (x i ; y i ). We say three circles C i , i = 1; 2; 3, are collinear, if there is a line tangent to the three given circles, and all three circles are on the same side of the line. Also, we say four circles C i , i = 1; 2; 3; 4, are cocircular, if there is a circle C tangent to the four given circles, and all four circles are on the same side of C, that is, all external tangents, or all internal tangents to C. ( Proof: Suppose the (unknown) circle tangent to the given four circles C i is (x; y; r), where r is positive for external tangency and negative for internal tangency. Then, the cocircularity condition is (x x i ) 2 + (y y i ) 2 = (r + r i ) 2 ; for i = 1; 2; 3; 4 :
To linearize these equations, de ne the new variable z as z = x 2 + y 2 r 2 :
Then, we have the four linear equations z=2 + x i x + y i y + r i r = z i =2 ; for i = 1; 2; 3; 4 :
Using Cramer's rule, we obtain the solutions z = B=A; x = C=2A; y = D=2A; r = E=2A. Substitute these in the condition z = x 2 + y 2 r 2 to obtain the lemma. 2
As the site weights change, the Weighted Delaunay Diagram changes by edge-ips. There are two kinds of edge-ips (corresponding to Lemmas 3.16 and 3.17).
One kind is when an unbounded Voronoi edge appears or disappears. This happens when the Voronoi vertex incident to the unbounded Voronoi edge moves to (or from) in nity. This occurs when the disks of the three sites that share that Voronoi vertex on their common boundary become collinear. The corresponding condition is given in Lemma 3.16. In Lemma 3.16 the three circles C i = (x i ; y i ; r i ) are the associated three sites, where r i is (i) if site i is an F-vertex, (i) + if i is an S-vertex, and it is (i) if i is a T-vertex. We substitute these values in the stated condition of the lemma and compute the smallest positive value of . It should not be hard to see that the condition is a second degree polynomial in . The corresponding event in WDD is called an edge-ip of the rst kind: the edge of WDD corresponding to the in nite edge in WVD is either deleted or added.
The second kind is when a bounded Voronoi edge shrinks to zero length, that is, its two incident Voronoi vertices coincide. The corresponding condition is given in Lemma 3.17. Similar to the above, this involves solving the stated condition of Lemma 3.17 for the unknown . The corresponding event in WDD is called an edge-ip of the second kind. In general, the condition becomes a 6-th degree polynomial in . However, if the four sites involved are of at most 2 types (from among the 3 possible types: T, S, F), then the polynomial is of degree 4, since it involves computing the intersection of two known hyperbolas. It is only when all 3 types are present (that is, an S-vertex, a T-vertex, an F-vertex, and one other vertex of any type) that the degree of the polynomial is 6. We will assume that this equation can be solved for the smallest positive root in O(1) time. (Implicitly we are also making an assumption that extracting square roots is also done in O(1) time in order to compute inter-point distances.) 4 The New Algorithm
The proposed new algorithm for EMWM is the following modi cation of Edmonds' algorithm.
During the initialization we also construct, in O(n log n) time, the (unweighted) Weighted Delaunay Diagram (since site weights are zero at this point). As the weights change, the WDD changes when an edge-ip occurs as discussed in the previous subsection. Consider We have already discussed how to maintain T . By Fact 2.3, we perform only O(n) operation on T per phase, for a total of O(n log n) time per phase. Here V is the minimal amount of weight change needed before an edge-ip occurs. (The subscript V stands for Voronoi.) We maintain each edge (a; b) of WDD, in a priority queue, called PQ V , with (a; b) as its priority. Thus, we can compute V and execute an edge-ip event in O(log n) time.
When an edge-ip occurs, the neighboring four edges in WDD must also be checked and their priorities in PQ V must be updated. When a site incident to a WDD edge changes label (S, F, or T), we need to directly access the edge in PQ V and change its priority.
To maintain SS , we store each SS-edge (u; v) of WDD (that is both ends are S-vertices) in another priority queue called PQ SS , with priority slack(u; v)=2. We are interested in those edges in PQ SS whose two ends are in distinct S-blossoms. Therefore, when we extract the SS-edge with minimum priority, we check to see if both ends are in the same S-blossom or not. This can be done in O(log n) time using the o setted priority queues of the blossoms. If the two ends of the edge are in the same S-blossom, then we simply ignore that edge. This happens only once per edge in a phase. When some sites are relabeled and become S-vertices, we may need to add edges to PQ SS using O(log n) time per edge. An SS-edge will neither be ipped nor will change label for the duration of the phase. Thus, such an edge remains in WDD for the duration of the phase. Hence, there are only O(n) (insert or delete) operations performed on PQ SS per phase, for a total of O(n log n) time per phase.
It remains to show how we maintain F S . We essentially use the two level priority queue structure of 28] that they call p:q: 2 . To be self contained, we give the necessary details here.
For each F-blossom or T-blossom B, we maintain the set of edges that are incident both to B and an S-blossom into an ordered concatenable priority queue OCPQ(B), where the priority of an edge is its slack value. The linear ordering is an extension of the linear ordering used to implement the o setted priority queue of that blossom, namely, for each vertex j 2 B, all edges incident to j appear consecutive (but in arbitrary order) in the linear ordering. This is needed for the split operation to work properly. (We need to maintain OCPQ(B) even if B is T-blossom, since it may subsequently expand and some of its subblossoms may become F-blossoms. Also, some F-blossoms during the tree growing stage may become Tblossoms.) These form the lower level of the two level data structure. At the top level, we maintain a priority queue PQ F S which stores the minimum priority edge of each F-blossom B from OCPQ(B). Now F S corresponds to the minimum priority of PQ F S . When a blossom changes label between T or F, we need to perform a corresponding insert or delete on PQ F S . According to Fact 2.3 this occurs only O(n) times per phase. What happens if a T-blossom or an F-blossom B becomes an S-blossom? This happens during the tree growing stage and the blossom expansion or shrinking stage. We rst remove the record corresponding to B from PQ F S if B was an F-blossom. Then, move all edges of OCPQ(B) to PQ SS and at the same time multiply their priorities by 1=2. From the analysis on PQ SS above, we conclude that only a total of O(n) edges per phase will be moved from any OCPQ(B) to PQ SS .
What happens when edges are ipped? Suppose F i edge ips occur in phase i. (Recall F = n i=1 F i .) So, the total number of edges involved in phase i is E i = O(n + F i ). Since an edge-ip can never remove an SS-edge, no delete operations are done on PQ SS . However, if necessary the corresponding edges must be deleted or added to OCPQ(B) for some Fblossom or T-blossom B. A similar add or delete may also have to be done on PQ F S . The total number of such operations is O(E i ), for a total of O(E i log n) time per phase. This concludes the description of the new algorithm and we have: Theorem 4.1 The proposed new algorithm solves the MWEM problem in O((n 2 + F) log n) time and O(n) space, where F is the total number of edge-ips during the algorithm.
Discussion
The aim of this paper has been to devise a more geometric solution of the weighted Euclidean matching problem. A number of open questions regarding weighted relative neighborhood graphs and their relation with the EMWM problem remain. On a related note, let us also mention that the fractional version of EMWM gives rise to a circle packing problem which admits a more e cient solution 43].
Another remaining problem is to nd a tight upper bound on F. A very crude estimate of F can be obtained as follows. From 20] we know that the WVD is the projection of the lower envelope of vertical circular cones. These are identical circular cones in one-to-one correspondence with the sites, such that each of their axes is perpendicular to the xy plane and intersects it at the corresponding site, and the radius of the circular intersection of the cone with the xy plane is the weight of the site. Consider the lower envelope of only the Scones, corresponding to S-vertices. Call this lower envelope, the S-surface. De ne T-surface and F-surface similarly. During a stage, the vertex labels do not change, the S-surface is moving down at a constant rate, the T-surface is moving up at the same constant rate, and the F-surface is stationary. As these three surfaces interact with each other, their lower envelope goes through at most O(n 2 ) combinatorial changes. Since there are a total of O(n 2 ) stages, we conclude the total number of combinatorial changes, that is F, is O(n 4 ). This analysis is of course very crude, since it considers the worst for each stage and does not take into account the correlations inherent in the algorithm. We conjecture that F is close to O(n 2 ).
