The spectral representation theorem for normal operators asserts that every Hubert space admits a spectral representation relative to an arbitrary bounded normal operator defined in it. This means that every normal operator on a Hubert space can be represented, through a unitary transformation (similarity), as the "multiplication" operator on an appropriate direct sum of L 2~s paces (e.g. see [4] X-5). An immediate consequence of this result consists in the possibility of dividing the normal operators into classes of unitarily equivalent operators.
The case of spectral operators on Hubert spaces is more complicated and it was studied by Feldzamen in his laborious paper [5] . He has defined the Weyr and Segre characteristics for spectral operators of finite multiplicity and shown that they are similarity invariants but not a complete set of invariants. By introducing a generalization of the similarity called semi-similarity (roughly, it is a decomposition of the identity, by means of projections in the respective resolutions of the identity, into similar parts) he has obtained an equivalence relation for spectral operators of finite multiplicity on Hubert spaces for which the Weyr (or Segre) characteristic provides a complete set of invariants.
The purpose of this paper is to construct a quasi-similarity theory for spectral operators on Banach spaces which coincides with the usual similarity for normal operators or with Feldzamen's semi-similarity in the case of the spectral operators of finite multiplicity on Hubert spaces. One of the basic properties of quasi-similarity is the fact that for it as well as for semi-similarity, the Weyr characteristic is a complete set of invariants. The multiplicity of the projections in the resolution of the identity (defined by Bade in [2] ) is also an invariant of quasi-similarity.
A beginning in this direction was done by Bade [2] Theorem 9.2 who has shown that a spectral operator of scalar type on a separable Banach space whose resolution of the identity contains no projections of infinite uniform multiplicity, can be represented, through a densely 198 L. TZAFRIRI defined closed linear map with densely defined inverse, as the "multiplication" operator on a suitable direct sum of I^-spaces. It should be mentioned that our results will be proved under the same restrictions concerning the underlying space and the multiplicity of the projections.
2* Quasi-similarity, The similarity equivalence in the sense of the afore-mentioned theorem of Bade consists in essence in the existence of a densely defined closed linear map having a densely defined inverse (instead of a unitary transformation in the Hubert case). Since such a similarity seems to be insufficient in order to insure the existence of a large set of natural invariants we should add some supplementary conditions which, of course, are satisfied by the map defined in Bade's theorem.
In this section A i and A 2 will be two bounded linear spectral operators of finite type on the separable Banach spaces X 1 and X 2 whose resolutions of the identity are E λ ( ) and E 2 ( ) respectively.
Since in most cases we are dealing in fact only with spectral operators for which there are no projections of infinite uniform multiplicity in their resolutions of the identity, it follows from [10] Theorem 4 that separability is only a slight restriction equivalent with the countable chain condition (for details concerning the multiplicity theory for Boolean algebras of projections on Banach spaces see [2] Since τ is closed it follows that (2.7)
for every bounded Borel function / and by [3] p. 341 
for every closed set δ. Let σ be a Borel set, σ f its complement and dσ its boundary. Suppose that E 2 (dσ)y = 0 for some Borel set a and y e X 2 . Then, by (2.10) we have F(dσ)y = 0 since dσ is a closed set. Hence,
and by (2.10)
In conclusion we get
Let 8 be a closed set and define 
Observe that ΠΓ=i o» k = δ which implies A E^k) = Etf); A E 2 (σ n ) = E 2 (δ) .
k-l fe=l
Now, using the fact that E γ { ) and E 2 { ) are strongly countable additive spectral measures and (2.12) we shall havẽ
Then, since r is closed, we can conclude where if is a bound for the resolution of the identity of A λ . Furthermore, the part (e) follows from (2.5), (2.6) and part (a) of this theorem. Then (c) and (d) are trivial consequences.
COROLLARY 4. The spectrum and its fine structure are quasisimilar ity invariants (for spectral operators of finite type).
Proof. By the previous theorem E λ ( ) and E 2 ( ) have the same support, therefore σ(A ι ) = σ(A 2 ). Let us point out that Foguel [6] Theorem 1, p. 56, has proved that a spectral operator of finite type has no residual spectrum and a point λ belongs to its point spectrum if and only if E({X}) Φ 0. Then, the last statement follows from the fact that in our case E λ ({X}) Φ 0 whenever E 2 ({\}) Φ 0.
The concept of multiplicity as used in what follows was introduced by Bade in [2] , For convenience we shall summarize here some notations and results concerning the theory of multiplicity for Boolean algebras of projections on Banach spaces.
Let 33 be a Boolean algebra of projections and remark that it may be considered as a spectral measure E( ) on its own Stone space Ω. The cyclic subspace ϊΰl(x) generated by a vector x is elm {Ex | E e S3}. For each x the projection C(x) = Λ{E\ Ex = x} will be called the carrier projection of x. If the underlying space is separable then every complete Boolean algebra of projections is countably decomposable, i.e., every family of disjoint projections in S3 is at most countable. In this case the multiplicity of Ee^d will be defined as the smallest cardinal power of a set A of vectors such that EX = elm {Wl(x) \ x e A}.
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We say E e 33 has uniform multiplicity n if the multiplicity of F e S3 is equal to n whenever 0 Φ F <^ E.
In order to prove the invariance of the multiplicity under quasisimilarity we should use the notion of independence of vectors with respect to a Boolean algebra of projections which was introduced by Feldzamen in [5] . A finite family of nonzero vectors {x u •••,#"} will be called independent if there is a family of vectors {z i9 ,
, m. Finally, let us remark that in our case when the underlying space is separable the multiplicity of a projection cannot be greater than ^0. THEOREM 
The multiplicity is a quasi-similarity invariant i.e. the 'Multiplicity of E γ (δ) is equal to the multiplicity of E z (δ) for every Borel set δ in the complex plane.
Proof. First, assume that the identity in X 1 has finite uniform multiplicity n and consider all the finite families of independent (with respect to the Boolean algebra E 2 (-)) vectors {y u ' *,y p }; , n. Then, by applying τ and using Theorem 3 part (e) we get J and by [5] Lemma 2
Thus, by Theorem 3 part (e) we have
and then, by [5] Theorem 8, the family {x 19 , x p } will be independent (with respect to the Boolean algebra of projections -EΊ( )) I* 1 view of [5] Theorem 6 this is possible only if p <^ n.
Let {y ίf -,y p } be a family of independent vectors; ^ eZ^r" 1 ), E 2 (δ 0 ) = Ai=i C(Vi) Φ 0; i ~ I, --, p for which p is maximal. By [2] Lemma 4.1, for every yeD (τ~ι) there exists a maximal projection l£ 2 (cr) such that
In view of the definition of quasi-similarity and Theorem 3
and if y 0 Φ 0 then ALo C(y % ) = C(y Q ) Φ 0 and by (2.14) {y 0 , y l9 --, y p } will be an independent family of vectors from D{τ~ι) which contradicts the maximality of p. Hence y 0 =• 0 and consequently
for every yeD(τ~ι). Since D^-1 ) is dense it will follow that the multiplicity of E 2 (δ 0 ) is at most n. By [2] Theorem 3.4 there is a set δ x £ δ Q such that the multiplicity of E 2 (δ 1 ) is uniform and equal to that of E 2 (δ 0 ). By applying the first part of the proof to the sub-space E 2 (δ 1 )X 2 we will be able to find a Borel set δ 2 £ δ λ such that E ι (δ 2 ) Φ 0 and its multiplicity is not greater than that of E 2 (δ Q ). Since the multiplicity of jEί(5 2 ) must be equal to n the multiplicity of E 2 (δ Q ) will be exactly n.
Let us denote
Obviously, E 2 (A 0 ) has uniform multiplicity n and if i? 2 (A) =£ J, then, by repeating the arguments already used in the first part of the proof, one shall find a set σ 0 such that E 2 (σ 0 ) has multiplicity n and #2«) ^ I -E 2 (Λ 0 ). Further, by [2] Theorem 3.4 there is a set σ, g σ 0 such that .E^i) has uniform multiplicity n. Hence E 2 (Λ 0 ) = I and the identity on X 2 would have uniform multiplicity n. Assume that EJ^η) has infinite uniform multiplicity for some Borel set ΎJ (as we have already remarked, it must be equal to ^0). If E 2 (η) has not infinite uniform multiplicity then, by [2] Theorem 3.4, one can find a projection 0 Φ E 2 (τ] 1 ) g E 2 {rj) having finite uniform multiplicity. By the previous part of the proof EJj] x ) will also have finite multiplicity which contradicts the uniformity of the multiplicity of EAvh
In order to prove the general assertion of the theorem, let us consider the decomposition of the identity (given by [2] Theorem 3.4) I = Vis»£κ 0 Ei( σ n) into disjoint projections such that if E^a*) Φ 0, E^σ,) has uniform multiplicity n. It follows that 1= Vi^^o^K) is the similar decomposition of the identity on X 2 (since this decomposition is unique). In conclusion the multiplicity of E^δ) is equal to that of E 2 (δ) for every Borel set δ since
and E^E^σJ and E 2 (δ)E 2 (σ n ) have the same uniform multiplicity; 1 ^ n ^ Ko.
Let A be a spectral operator whose resolution of the identity is E('). By Foguel [6] , the opeartor A has a unique decomposition
where N is the generalized nilpotent part and R = 3ΐe A = I (3ίe X)E{dX) and J = ^m A = ( §ntλ)ί?((ίλ) are called the real, respective, imaginary part of A (this decomposition is similar to that of a normal operator into a sum of two commutative self-ad joint operators). Using these concepts we shall give the following necessary and sufficient condition for quasi-similarity. Proof. The implication (ii) => (iii) was proved in Theorem 3 part (e). In order to prove the converse implication let us observe that from (iii) it follows that , X)E 2 (dX)y y e for every polynomial p(X, λ). Obviously, {u m (X)} converges to the characteristic function χ σ (λ) of the set σ. Hence, by [4] IV-10-10, since τ is closed we have
for every closed set σ. If δ is a general Borel set, one can find a sequence of closed set {σ n } which increases to <5. In view of the strong additivity of both resolutions of the identity we shall obtain
which implies (ii). This restriction is necessary in order to define the Weyr characteristic (after E. Weyr [11] ). In fact, the Weyr characteristic was defined by Feldzamen in [5] for nilpotent operators commuting with Boolean algebras of projections of finite uniform multiplicity but his definition and the related results can be obtained without difficulties for nilpotent operators commuting with Boolean algebras of projections which contain no projections of uniform multiplicity.
We shall start by reproducing briefly (in our more general context) some definitions and results from [5] which concern the Weyr characteristic.
Let 33 be a countably decomposable complete Boolean algebra of
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projections on a Banach space X containing no projections of infinite uniform multiplicity. It is well known that 33 can be considered as a spectral measure E(-) on its own support space Ω. A Borel set δ of Ω will be called negligible if E(δ) = 0. Let us consider a nilpotent operator Q commuting with 33. A family of vectors {x a \ a e A} will be called a k th index system over d, for an integer k and nonnegligible set δ, if
By [2] Theorem 3.4 every nonnegligible set δ contains a nonnegligible subset σ such that E{σ) has finite uniform multiplicity. Then {E{σ)Q i x a | i = 0,1, , k -1, a e A} is an independent family of vectors from E(σ)X and hence, by [5] Theorem 6, it is finite.
Repeating the proof of [5] Theorem 16 we can show that for each integer k and nonnegligible Borel set δ g Ω, two maximal k th index systems over δ have the same cardinality.
The Weyr characteristic of Q with respect to 33, written 5^(ζ), <5, k), will be defined as the cardinality of a maximal k th system over δ if δ is nonnegligible and zero whenever it is negligible.
Another result of Feldzamen which can be easily adapted in our case asserts that if δ is the disjoint union of a countable family {δ { } of nonnegligible sets, then
This theorem together with [2] Theorem 3.4 will be our basic tools. They will allow us to pass from the finite uniform multiplicity case to the general case by using Feldzamen's results from [5] without modifications. THEOREM 
The Weyr characteristic is a quasisimilarity invariant, i.e., if Ai and A 2 are quasi-similar spectral operators, then
for each integer k and Borel set δ on the complex plane.
Proof. In view of the previous remark and Theorem 5 it is enough to prove (3.3) for sets δ for which E^δ) and E 2 (δ) have the same finite uniform multiplicity n. In order to simplify the notations we shall assume that both resolutions of the identity of A x and A 2 are Boolean algebras of projections of finite uniform multiplicity n.
For every nonnegligible set δ and integer k we shall consider the family of all k ιh index systems over δ (with respect to N λ and E x ( )) which contain only vectors from D(τ) where τ is the map defining the quasi-similarity between A ι and A 2 . By repeating the proof of [5] Theorem 16 one can show that two such maximal systems (composed from vectors of D(z)) have the same cardinality. Hence, we can define the Weyr characteristic with respect to D(τ) as the cardinality of a maximal k th index system containing only vectors from D(τ). It will be denoted by W^ (N U δ, k) . In the same way one can define (for N 2 and E 2 ( )) the Weyr characteristic with respect to D(τ~ι) which will be denoted by Wl (N 2 , δ, k) . Evidently,
for every Borel set δ and integer k. 
, n and every nonnegligible set η c δ 0 . We shall prove that there exists a nonnegligible set σ aδ 0 such that (3.6) Σ Ύ^(N U σ,k) = n .
k=i First, let us observe that by [5] Corollary 20 and (3.4) for every nonnegligible set η S δ 0 . Hence, we can define (3.7) I = max Σ W^, V, k) .
0=έJ?cί 0 k=i
If I = n the proof is finished; thus we can assume that I < n and choose a nonnegligible set σ ξΞ= δ 0 such that Continuing so, we shall get a family of vectors {z k a I z k e D{τ), a e A k , k = 1, , m}, whose cardinality is I. This family, which will be called a complete index system over σ with respect to D(τ) is independent (the proof of [5] Theorem 19 for general complete index systems over σ can be immediately adapted in our case). Let us remark that the set E^Diz) cannot be contained in
otherwise the multiplicity of E^σ) will be equal to I < n. is independent. Then the vectors {2, zί j a e Aj) form a j tu index system over σ ι with respect to Z>(r) and therefore
Ύ^IN U σ lf j) > W\{N,, σ, j) .
Since ^(JV^ σ l9 k) ^ ^ (N,, σ, k) ; k = 1, -, m we have (3.9) Σ ^oίJVi,
which contradicts the maximality of I. Hence the set
is not independent. From this point we can follow the arguments used in the proof of [5] Theorem 21 where, instead of obtaining a contradiction to the uniformity of the Weyr characteristic we shall contradict the maximality of I. Thus I -n and (3.6) holds for the set σ which satisfies (3.8) .
Let us assume that there is a set 0 and an integer k 0 for which (3.3) does not hold. With no loss of generality we can suppose that On the other hand, using (3.5), (3.4) and [5] Corollary 20 we have
(3.12) 5Γo(^, ^, fe) = 5^ (ΛΓ 2 , σ, fc) fc = 1, , n .
In conclusion, by (3.5), (3.11) and (3.12) we shall get
and further, in view of the uniformity of δ 0 and [5] Theorem 17 (b)
which contradicts (3.10).
LEMMA 9. Let S3 be a countably decomposable complete Boolean algebra of projections having finite uniform multiplicity n and
Proof. Let us consider all the independent families of vectors {x l9 , .τ &+1 , y k+1 , , y p } for which Af=^i C(^) Φ 0. By [5] Theorem 6 we have p ^ n; hence we can find such a system {x ί9 , x k , y k+ly , y p } with p maximal. Let us denote E o = Λ?=*+i C(y { ) and
If there is x o el such that E Q x 0 £ 2Ji then by [2] Lemma 4.7 one can find a maximal projection E t e^d such that EJEQXQ e 9JI and 271 Π 2»((7 ~ ^j&oίCo) -{0} .
Evidently, y p+1 = (I -EJEQXQ Φ 0 and 0 ^ C(y p+1 ) ^ £7 0 i.e. in the family {.EX, , j EΌa?^ JSΌl /Λ-hi, , E o y pf E Q y p+ι } the lower bound of the carrier projections is different from zero and by [5] Theorem 8 this family will be independent. This fact contradicts the maximality of p, thus E Q X -3Jί and further p = n since E Q has multiplicity n.
Let S3 
F=
and consider families of disjoint projections in S3 each member of which is bounded by a projection Eef8 0 , and order these families by inclusion. By Zorn's lemma there exists a maximal family which must be countable since 33 is countably decomposable. Obviously, the union of this maximal family is F i.e. Proof. First, let us consider a set η such that both E^η) and E 2 {ΎJ) have (finite) uniform multiplicity. By [5] Theorem 18 rj may be decomposed as a union of a disjoint finite family of sets each of them having uniform characteristic (with respect to the Weyr characteristics C 7/^{N U , •) and W~{N 2 , , •)). In order to simplify the notation we shall denote both multiplicity functions by m( ). Then, by [5] Theorem 21 , m} complete index systems over A for N Σ respectively N 2 (see [5] after Theorem 18). In view of our hypotheses and [5] Theorem 21 both these systems have n vectors. By [5] Theorem 19 and our Lemma 9 
F= V F,
&=1 1 J 1 fc = i fc==1 V 1 ^///^i AT *r> M -ΎVίi Ί71 in \\ ό -1 . . c? -2-k
1=1 i=l
For every set of n Borel functions {f 19 •••,/"} for which #< belongs to the domain of the operator \/ ί (λ)£' 1 (dλ) and y { to that of f i = 1, , 7i let us put and the proof is complete in the case when A has uniform characteristic. In the general case we can finish the proof by using [5] Theorem 18.
We shall proceed to prove the converse of Theorem 8, i.e., we will show that the Weyr characteristic forms a complete set of invariants for quasi-similarity. 
= 1
Obviously, r is a one-to-one densely defined map from X L into X z with densely defined inverse. Let x p e D(τ), p = 1, 2, and
Then, Proof. It is enough to observe that for scalar operators ^ (0, δ, 1) is equal with the maximal number of independent vectors whose carrier is E(δ) while ^"(0, δ, k) = 0 for k > 1. Then, the proof can be finished by Theorems 8 and 12, Lemma 9, [5] Following [5] we can introduce another characteristic, the Segre Characteristic, written ά* (8, k) . It is defined to be the difference W~{δ, k) -^"(S, k + 1) for each integer k and Borel set δ. One can easily see that S^(δ, k) completely determine the values of Ύ/^ (p, k) . Hence the Segre characteristic (after C. Segre [9] ) forms a second complete set of invariants of quasi-similarity.
Added in proof.
An open question concerning the definition of quasi-similarity is whether condition (ii) in Definition 1 is redundant. We are indebted to Charles A. McCarthy for the following example showing that this condition is not superfluos.
Consider the £ 2 -space of all doubly-infinite sequences {αjί°°-oo with ΣίΓ-oo I a n \ 2 < + co and define τ{a n } = {α n 2»}; N{a n } = {α n+1 } .
Obviously, τ is a densely defined closed linear map with densely defined inverse and N is a normal bounded operator satisfying TNT~L = 2 AT. But N and 2N are not quasi-similar because they do not have the same spectrum (see Corollary 4) .
