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Abstract
Consider the system of Euler–Poisson as a model for the time evolution of gaseous stars through the
self-induced gravitational force. We study the existence, uniqueness and multiplicity of stationary solutions
for some velocity fields and entropy function that solve the conservation of mass and energy a priori. These
results generalize the previous works on the irrotational or the rotational gaseous stars around an axis, and
then they hold in more general physical settings. Under the assumption of radial symmetry, the monotonicity
properties of the radius of the gas with respect to either the strength of the velocity field or the center density
are also given which yield the uniqueness under some circumstances.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
The time evolution of the gaseous stars can be modelled by the system of the Euler–Poisson
equations which consists of the Euler equations for the conservation of mass, momentum and
energy,
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(ρv)t + divx(ρv ⊗ v)+ ∇xP = −ρ∇xΦ,
(ρS)t + divx(ρSv) = 0, (1.1)
and the Poisson equation for the gravitational potential
xΦ = 4πgρ, (1.2)
where t  0, x ∈ R3, ρ = ρ(t, x) is the density, v = v(t, x) ∈ R3 is the velocity, S is the entropy,
Φ = Φ(t, x) is the potential function of the self-gravitational force, g is the gravitational constant
and P(ρ,S) is the pressure.
This system has been studied extensively since the nineteenth century mainly because of its re-
lation to astrophysics. For example, for the stability of nonmoving stationary solutions with radial
symmetry for the barotropic gas, there are well known Chandrasekhar and Eddington principles
giving the stability when the adiabatic constant greater than 43 and instability otherwise, cf. [2].
The nonlinear justification of this stability criteria was proved in [11] for the adiabatic constant
greater than 43 . Recently, there are some works on the existence of stationary solutions with or
without rotation around an axis in [11,17]. As a continuation in this direction, in this paper, we
will consider the existence of multiple solutions and the exact multiplicity of solutions in a more
general setting where the velocity field may not be just a rotation around an axis. The uniqueness
and multiplicity of solutions for different velocity fields give rich solution phenomena to this
classical system.
In the following discussion, we will concentrate on the barotropic gas, i.e.,
P = kργ eS, (1.3)
where the constant factor k will be normalized to 1 in the sequel, and γ > 1 is the adiabatic con-
stant. For the Euler–Poisson system, it is interesting that the stability and existence of stationary
solutions crucially depend on the adiabatic constant. In general, the heavier gas corresponds to
smaller γ . For example, the adiabatic constant γ is 53 for monatomic gas and
7
5 for diatomic gas.
For the significance of the adiabatic constant on the existence, stability, uniqueness and boundary
behavior of solutions, please refer to [4–6,11,16,18–20] and references therein.
For a stationary solution to (1.1) and (1.2) with a given velocity field v(x), the momentum
equation can be written as
v · ∇xv + 1
ρ
∇xP = −∇xΦ. (1.4)
Taking the divergence on both sides gives
divx(v · ∇xv)+ divx
(
1
ρ
∇xP
)
= −xΦ.
Combining this with the Poisson equation (1.2) and (1.3)
div
(
eαS∇xw
)+ ke−αSwq − f (x) = 0, (1.5)
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q = 1
γ − 1 , α =
1
γ
, k = 4πg
(
γ − 1
γ
) 1
γ−1
, w = γ
γ − 1
(
e
S
γ ρ
)γ−1
and (1.6)
f (x) = −divx(v · ∇xv). (1.7)
To satisfy the conservation laws of mass and energy, the velocity field cannot be arbitrary. In
fact, if v(x) is a rotation around the x3 axis with a prescribed time independent angular velocity
Ω = Ω(η) as a function of η(x) =
√
x21 + x22 , then the functions (ρ, v, S,Φ) given by
(ρ, v, S,Φ)(t, x) = (ρ, v, S,Φ)(t, η(x), x3), with
v = (−x2Ω(η), x1Ω(η),0),
satisfy both the conservation laws of mass and energy, that is,
divx(ρv) = 0, v · ∇xS = 0.
In this case, the solution to the elliptic equation (1.5) gives a solution to the Euler–Poisson system
which was studied in [17]. Moreover, the function f (x) in this case takes the form
f (x) = −divx(v · ∇xv) = 2Ω
(
Ω + ηΩ ′(η)).
In this paper, we will consider the case when the function f (x) is not identically zero.
In other physical situations, the gaseous star may not rotate just around an axis so that the
function f (x) defined in (1.7) can be a general function of space variables. The main purpose
of this paper is to study the effect of f (x) coming from the velocity field on the multiplicity of
the solutions. In the following discussion, we assume that the conservations of mass and energy
are satisfied by a given velocity field. Thus, we can concentrate on the elliptic equation (1.5).
In fact, the problem on the system of (1.5) coupled with the conservation of mass and energy is
interesting which is almost open.
By using u = e α2 Sw, Eq. (1.5) becomes
u− a(x)u+K(x)uq − f (x)e− α2 S = 0, (1.8)
where
a(x) = α
2
S + α
2
4
|∇xS|2, K(x) = ke
2−3γ
2γ (γ−1) S . (1.9)
For a given simply connected open region D with smooth boundary, we consider the positive
solutions to Eq. (1.8) in D with zero Dirichlet boundary value condition:
u|∂D = 0. (1.10)
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field in L2 norm (still denote it by f (x)) and rewrite Eqs. (1.8) and (1.10) into the following in-
homogeneous elliptic boundary value problem with a parameter σ which represents the strength
of the velocity field:
{
u− a(x)u+K(x)uq − σf (x)e− α2 S = 0,
u|∂D = 0, u > 0 in D.
(1.11)
Here D ⊂ R3 is a bounded domain, σ > 0, q ∈ (0,1)∪ (1,∞) and f ∈ C1(D) \ {0}. Notice that
here f (x) is allowed to change sign unlike the rotation around a fixed axis.
When f (x) 0, f (x) 
≡ 0, K(x) = 1 and a(x) = constant, it is known that problem (1.11) has
at least two positive solutions when σ is sufficiently small, while has no solution when σ is large,
cf. [7,8,10]. The solution phenomena become richer when f (x) has no definite sign. However,
in this case, the maximum principle fails. For this, in some particular cases such as K(x) = 1,
a(x) = 0, the existence and nonexistence of solutions to (1.11) were discussed in [8,10].
The multiplicity of solutions depends on the classification of the function f (x) as well as the
properties of positive solutions to the homogeneous problem
{−u+ a(x)u = K(x)uq, x ∈ D,
u|∂D = 0, u > 0 in D. (1.12)
Problem (1.11) can be viewed as a perturbation of problem (1.12). Furthermore, the existence
of positive solutions to (1.11) is also closely related to the solvability of the linear problem
{−ϕ + a(x)ϕ = −f (x)e− α2 S(x) in D,
ϕ  0 in D, ϕ|∂D = 0.
(1.13)
Set
U = {f (x) ∈ C1(D) \ {0}: when (1.13) is solvable} and (1.14)
N = {C1(D) \ {0}} \ U . (1.15)
We will prove that if f (x) ∈ U , then (1.11) is solvable for small σ > 0 when q ∈ (1,∞).
On the other hand, in some cases, the condition f (x) ∈ U is even necessary for the existence of
positive solutions of (1.11). For this, we need the following definition.
Definition 1.1. Problem (1.12) is nondegenerate for a(x) and K(x) in some smooth domain D
if it has a unique positive solution u and the corresponding linearized problem
{−ψ + a(x)ψ = qK(x)uq−1ψ in D,
ψ |∂D = 0,
(1.16)
admits only the trivial solution.
Notice that if a(x) ≡ 0, K(x) ≡ 1 and D is a ball in R3, problem (1.12) is nondegenerate,
cf. [21].
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entropy function S(x):
(A1) f (x) ∈ C1(D) \ {0}.
(A2) S(x) ∈ C3(D) such that a(x) 0 for all x ∈ D.
We will show that when f (x) ∈ U , there is a positive solution of (1.11) which bifurcates from
the trivial solution of (1.12). However, it is not true when f (x) /∈ U , i.e., f (x) ∈N . In fact, when
f (x) ∈N , if there is a positive solution uσ of (1.11) for any σ close to zero, then
‖uσ‖L∞(D) 
−→ 0, as σ −→ 0.
To further discuss the existence of the positive solution of (1.11) for f (x) /∈ U , we denote
N(∂D) the intersection of a neighborhood of the boundary ∂D and D. Set
F+ = {f (x) ∈ C1(D) \ {0}: there exists N(∂D) such that f (x) 0 for x ∈ N(∂D)}.
(1.17)
Note that F+ ∩N 
= ∅. In fact, 0 ϕ(x) ∈ C∞0 (D) belongs to F+ ∩N .
Remark 1.1. From the assumption (A2), the first eigenvalue λ1(D) of the operator − + a(x)
with zero Dirichlet boundary condition is positive, that is,
∫
D
|∇ϕ|2 + a(x)ϕ2 dx  λ1(D)
∫
ϕ2 dx for all ϕ ∈ H 10 (D) and (1.18)
∫
D
|∇ϕ|2 + a(x)ϕ2 dx  λ∗1(D)
∫
|∇ϕ|2 dx for all ϕ ∈ H 10 (D), (1.19)
where λ∗1(D) > 0 is a constant and H 10 (D) is the standard Sobolev space.
The main results of this paper are given as follows.
Theorem 1. Assume f (x) ∈ U and q > 1 (i.e., 1 < γ < 2). There exists a constant σf ∈ (0,+∞)
such that problem (1.11) has a minimal solution uσ for σ ∈ (0, σf ). Moreover, it has only one
solution for σ = σf if 1 < q < 5 (i.e., 65 < γ < 2), and no solution for σ > σf .
Furthermore, when σ ∈ (0, σf ), the minimal solution uσ satisfies uσ  σϕ(x), and is increas-
ing with respect to σ for all x ∈ D. Here ϕ(x) is the solution of (1.13).
Theorem 2. Under the assumptions of Theorem 1, problem (1.11) has another solution Uσ if
1 < q < 5 and σ ∈ (0, σf ). Furthermore, this solution Uσ and the solution uσ in Theorem 1
satisfy
(i) Uσ > uσ in D,
(ii) ∫
D
|∇uσ |2 + a(x)u2σ dx  q
∫
D
K(x)u
q+1
σ dx,
(iii) ∫ |∇Uσ |2 + a(x)U2σ dx  q ∫ K(x)Uq+1σ dx.D D
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Iσ (u) = 12
∫
D
|∇u|2 + a(x)u2 dx − 1
q + 1
∫
D
K(x)(u+)q+1 dx + σ
∫
D
f (x)ue−
α
2 S(x) dx,
(1.20)
for u ∈ H 10 (D). By using the variational method, the following theorem holds when f (x) /∈ U .
Theorem 3. Assume f (x) ∈N ∩F+ and 1 < q < 5. There exists a positive constant σ0 such that
problem (1.11) has at least one solution uσ for σ ∈ (0, σ0). Moreover, uσ converges uniformly to
a positive solution u0 of problem (1.12) and the variational functional Iσ (uσ ) tends to I0(u0) as
σ → 0.
The following theorem is about the exact number of solutions of (1.11) for 1 < q < 5.
Theorem 4. Assume 1 < q < 5 and the corresponding homogeneous problem (1.12) is nonde-
generate. Then there exists a constant σ1 > 0 such that problem (1.11) has exactly two solutions if
and only if f (x) ∈ U for σ ∈ (0, σ1). Moreover, one of the solutions converges uniformly to 0, and
the other one converges uniformly to the unique positive solution of problem (1.12) as σ → 0.
Furthermore, there exists a constant σ2 > 0 such that problem (1.11) has exact one solution
for σ ∈ (0, σ2) if f (x) ∈ F+ ∩ N . Moreover, this unique solution converges uniformly to the
unique positive solution of problem (1.12) as σ → 0.
Remark 1.2. Assume S = S(r) = rθ with r = |x|, θ ∈ {0} ∪ [2,∞), 1 < q < 5, and D is a ball
in R3. By applying the uniqueness result in [9] for the homogeneous problem (1.12), there exists
a constant σ3 > 0 such that problem (1.11) has exact two solutions for σ ∈ (0, σ3) if and only if
f (x) ∈ U and has exact one solution for σ ∈ (0, σ3) if f (x) ∈F+ ∩N .
The last theorem concerns the existence of solutions to (1.11) for the case when q ∈ (0,1) ∪
(5,+∞) (i.e., γ ∈ (2,+∞)∪ (1, 65 )).
Theorem 5. Firstly, assume that q > 5 (i.e., 1 < γ < 65 ), D is star-shaped, a(x) and S(x) satisfy
min
x∈D
{
1 − 6
q + 1 −
2 − 3γ
γ 2
(
x · ∇S(x))}> 0 and (1.21)
x · ∇a + 2a(x) 0, (1.22)
for all x ∈ D. Then there exists a constant σ4  0 such that (1.11) has at least one solution for
all σ ∈ (0, σ4) if and only if f (x) ∈ U .
On the other hand, when q ∈ (0,1) (i.e., γ ∈ (2,+∞)), (1.11) has a unique solution for all
σ > 0 if and only if f (x) ∈ U .
Remark 1.3. For isentropic flow, i.e., S = constant, more precise qualitative properties of the
solutions can be given when
σf (x) = −divv(v · ∇xv) = μ = constant, (1.23)
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it follows from the important result of Gidas, Ni and Nirenberg [13], that the positive solution of{−u = uq −μ in D,
u|∂D = 0, u > 0 in D (1.24)
must be radially symmetric. That is, the positive solution satisfies
u′′ + 2
r
u′ + uq −μ = 0. (1.25)
Consider problem (1.25) with initial data
u(0) = p > 0, u′(0) = 0. (1.26)
We will again use u(r,p,μ) to denote the solution to (1.25) and (1.26), and use R(p,μ) to
denote the radius of the support of u(r,p,μ). That is, R(p,μ) is the radius of the gaseous stars
with the density at the center given by
ρ(0) =
(
γ − 1
γ
p
) 1
γ−1
. (1.27)
The qualitative properties of solution to (1.25) and (1.26) when μ> 0 was discussed in [19]. And
the case when μ< 0 can be stated as follows. When 1 < q < 5, we have
(i) If μ< 0, then
R(p,μ) < +∞ for all p > 0.
(ii) If μ1 <μ2 < 0, then
R(p,μ1) < R(p,μ2).
(iii) For μ< 0, there exist 0 <p∗ < +∞, such that
R(p1,μ) > R(p2,μ),
provided 0 p2 <p1  p∗. Here p∗ = ( μβ∗ )γ−1 and
β∗ = sup{β ∈ (−∞,0): 2qβλ′(β)+ (q − 1)λ(β) 0}, (1.28)
where λ(β) is the radius of the support of the solution Q(λ) to the initial value problem
{
Qλλ + 2λQλ +Qq − β = 0,
Q(0) = 1, Qλ(0) = 0.
(1.29)
Finally, in the introduction, we will have some discussion in the physical aspects of the theo-
rems given above.
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equations is that the balance of forces from different mechanisms. When the gas has zero velocity,
there are only two kinds of forces acting on the gas particles, i.e., forces from the pressure and
the gravitational potential. When these two forces are balanced at each point in the support of the
gas, we have a stationary solutions. And the existence and stability of this kind of solutions have
been extensively studied together with an interesting phenomena, i.e., core collapse, cf. [2,4,11].
On the other hand, if the gas has a nontrivial velocity field like a rotation around an axis, then
there is an extra centrifugal force. The balance between these three forces is more subtle so that
the phenomena are richer. For the rotation around an axis, there is an interesting mathematical
work [17]. And the results in this paper generalize the previous works so that they can be applied
to more general physical situations.
From the above mathematical analysis, one can see that the existence of stationary solutions
depends on the strength and the sign of the function f (x) coming from the velocity field besides
the adiabatic constant. In general, in a fixed domain, there is no stationary solution if the velocity
field is very strong. This can be understood by imaging a gas rotating around an axis. When
the angular velocity is large, the gas will expand outwards because of the centrifugal force, so
that it may exceed the given domain. On the other hand, in some cases, there are more than one
stationary solutions for a given velocity field in a fixed domain. The reason is that the distribution
of the gas affects both the pressure and the gravitation potential so that it gives more flexibility
for the balance between them and the centrifugal force. One of the time evolution problems is
then to study whether these stationary solutions are stable under small perturbation.
Finally, the change of the monotonicity of the radius of the gas with respect to the central
density or the strength of the velocity in the radially symmetric case shred some light on the
multiplicity of the solutions for μ< 0. This excludes the case of the rotation around an axis with
constant angular velocity where the monotonicity does not change as discussed in [17].
The rest of the paper will be arranged as follows. In the next section, we will give some
preliminaries in the elliptic theory. The existence results on the case when f (x) ∈ U and q > 1
are given in Section 3. And the multiplicity of the solutions obtained in Section 3 is given in
Section 4. In particular, the second solution is constructed when q ∈ (1,5) and the existence of
solutions for f (x) ∈F+ ∩N and 1 < q < 5 is proved. The exact number of solutions is given in
Section 5. Theorem 5 on the case when f (x) ∈ U and q ∈ (0,1)∪ (5,+∞) is proved in the last
section.
2. Preliminaries
Besides the estimates for the elliptic equations given in [15,22,23], we need the following
estimates. Firstly, we give an estimate on the positive solutions of problem (1.11).
Lemma 2.1. There exist C > 0 and σ0 > 0, such that for any positive solution uσ of prob-
lem (1.11) with σ ∈ (0, σ0], we have
‖uσ‖C2,α(D) C. (2.1)
Proof. By the regularity theory of elliptic equations, it is sufficient to prove
‖uσ‖ ∞  C for all σ ∈ (0, σ0].L (D)
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{σj } ⊂ (0, σ0] with corresponding positive solutions uj = uσj to problem (1.11), and a sequence
of points xj ∈ D, such that
Mj = ‖uj‖L∞(D) = uj (xj ) −→ ∞, as j −→ ∞. (2.2)
Set
Vj (x) = M−1j uj
(
xj +M−
q−1
2
j x
)
,
defined on Dj = M
q−1
2
j (D − xj ). Note that Vj satisfies
−Vj +M(1−q)j a
(
xj +M−
q−1
2
j x
)
Vj
= K(xj +M− q−12j x)V qj − σjM−qj f (xj +M− q−12j x)e− α2 S, x ∈ Dj .
In what follows, we use H to denote the whole space R3 or the half space R3+. Since 0 Vj  1,
by the standard elliptic estimates, there exists a positive constant C independent of j such that
for any compact set Θ ⊂ Dj, we have
‖Vj‖C2,ν (Θ) C.
Hence, up to a subsequence, we can assume that Vj converges uniformly to a function V on any
compact subset of H , and xj → x0 as j → ∞. Since f (x) ∈ C1(D) and a(x) ∈ L∞(D), we
have
σjM
−q
j f
(
xj +M−
q−1
2
j x
)−→ 0, as j −→ ∞,
M
1−q
j a
(
xj +M−
q−1
2
j x
)−→ 0, as j −→ ∞, and
K
(
xj +M−
q−1
2
j x
)−→ K(x0) > 0, as j −→ ∞.
By the standard blowup argument, cf. [14], V satisfies⎧⎨
⎩
−V = K(x0)V q, x ∈ H,
V  0 in H (V |∂H = 0 if H = R3+),
V (0) = 1.
This contradicts to the fact that when q ∈ (1,5), the only solution of the problem{−V = K(x0)V q in H,
V  0 in H (V |∂H = 0 if H = R3+)
is V ≡ 0, cf. [14]. This completes the proof. 
The following lemma shows that at least one positive solution of (1.11) bifurcates from the
trivial solution of problem (1.12) when (1.11) has at least two positive solutions.
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for some σ > 0. Then one of the solutions, denoted by uσ satisfies
‖uσ‖L∞(D) −→ 0, as σ −→ 0, (2.3)
when q ∈ (1,5).
Proof. Let u(1)σ (x) and u(2)σ (x) be two different positive solutions of problem (1.11). Without
loss of generality, assume that
∥∥u(1)σ ∥∥L∞(D)  ∥∥u(2)σ ∥∥L∞(D). (2.4)
We also prove the lemma by contradiction. Suppose that there exists a sequence {σj } with
limj→∞ σj = 0 such that
∥∥u(1)σj ∥∥L∞(D) −→ C > 0, as j −→ ∞. (2.5)
By (2.4), up to a subsequence, still denoted by {σj } for simplicity of notation, we have
∥∥u(2)σj ∥∥L∞(D) −→ C1 > 0, as j −→ ∞. (2.6)
By Lemma 2.1, we can assume that
u(1)σj −→ ϕ1(x), u(2)σj −→ ϕ2(x) uniformly in D, as j −→ ∞.
Then (2.5) and (2.6) imply that ϕ1(x) 
≡ 0 and ϕ2(x) 
≡ 0 where ϕ1(x) and ϕ2(x) are positive
solutions of problem (1.12). Since (1.12) is nondegenerate, we have
u(x) ≡ ϕ1(x) ≡ ϕ2(x) for all x ∈ D.
Set vj = u(1)σj − u(2)σj . Then vj 
≡ 0 and satisfies
{−vj + a(x)vj = ξj (x)vj , x ∈ D,
vj |∂D = 0, (2.7)
where
ξj (x) =
1∫
0
qK(x)
(
tu(1)σj + (1 − t)u(2)σj
)q−1
dt.
Since vj 
≡ 0, we can define v˜j = vj‖vj ‖H10 (D)
. Moreover, v˜j satisfies
{−v˜j + a(x)v˜j = ξj (x)v˜j , x ∈ D,
v˜ | = 0. (2.8)j ∂D
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2(D) to a function v˜. By
Lemma 2.1, we have
∫
D
[ 1∫
0
qK(x)
(
tu(1)σj + (1 − t)u(2)σj
)q−1
dt
]
v˜2j dx −→ q
∫
D
K(x)uq−1v˜2 dx, as j −→ ∞.
(2.9)
Then (2.8) and (2.9) imply
1 =
∫
D
|∇v˜j |2 dx =
∫
D
ξj (x)v˜
2
j dx −
∫
D
a(x)v˜2j dx
= q
∫
D
K(x)uq−1v˜2 dx −
∫
D
a(x)v˜2j dx + o(1), as j −→ ∞.
By assumption (A2) and (1.19), we obtain
q
∫
D
K(x)uq−1v˜2 dx =
∫
D
|∇v˜j |2 + a(x)v˜2j dx + o(1)
 λ∗1(D)
∫
|∇v˜j |2 dx + o(1) = λ∗1(D)+ o(1) > 0, as j −→ ∞,
which implies that v˜ 
≡ 0. Taking limit as j → ∞ in (2.8) yields
{−v˜ + a(x)v˜ = quq−1v˜, x ∈ D,
v˜|∂D = 0, v˜ 
≡ 0 in D,
which contradicts to the assumption that (1.12) is the nondegenerate. This completes the proof
of the lemma. 
Lemma 2.3. Under the conditions of Lemma 2.1, there exists a positive constant A such that
problem (1.11) has at most one positive solution u satisfying ‖u‖L∞(D) A.
Proof. Choose A so small that
qAq−1
∥∥K(x)∥∥
L∞(D) < λ1(D), (2.10)
where λ1(D) is the first eigenvalue of the operator − + a(x) with zero Dirichlet boundary
condition. Lemma 2.3 can also be proved by contradiction. Suppose that problem (1.11) has two
different positive solutions u1(x) and u2(x) satisfying
‖u1‖ ∞ A, ‖u2‖ ∞ A. (2.11)L (D) L (D)
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≡ 0 satisfies
{−w + a(x)w = qK(x)ξq−1(x)w in D,
w|∂D = 0,
(2.12)
where ξ(x) is a nonnegative function between u1 and u2. Multiplying the equation in (2.12) by
w and integrating it over D yield
∫
D
|∇w|2 + a(x)w2 dx = q
∫
D
K(x)ξq−1(x)w2 dx. (2.13)
By (1.18), we have
λ1(D)
∫
D
w2 dx  q
∫
D
K(x)ξq−1(x)w2 dx. (2.14)
Then (2.11) implies that
∥∥ξ(x)∥∥
L∞(D) A.
Combining this with (2.14) gives
λ1(D)
∫
D
w2 dx  q
∥∥K(x)∥∥
L∞(D)A
q−1
∫
D
w2 dx, i.e.,
λ1(D) qAq−1
∥∥K(x)∥∥
L∞(D).
This contradicts (2.10) and then completes the proof of lemma. 
Lemma 2.4. When q ∈ (1,5), let uσ be a positive solution of problem (1.11) satisfying
‖uσ‖L∞(D) → 0, as σ → 0. Set uσ = σVσ , then there exist σ∗ > 0 and constant C > 0 inde-
pendent of σ ∈ (0, σ∗] such that
‖Vσ‖L∞(D)  C for all σ ∈ (0, σ∗]. (2.15)
Proof. Since uσ is a positive solution of problem (1.11), Vσ satisfies
{−Vσ + a(x)Vσ = σq−1K(x)V qσ − f (x)e− α2 S in D,
Vσ |∂D = 0, Vσ > 0 in D.
(2.16)
Multiplying the equation in (2.16) by Vσ and integrating it over D give∫
D
|∇Vσ |2 + a(x)V 2σ dx =
∫
D
[
σq−1K(x)V q−1σ V 2σ − f (x)Vσ e−
α
2 S
]
dx. (2.17)
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∫
D
f (x)e−
α
2 SVσ dx 
∥∥f e− α2 S∥∥
L2(D)‖Vσ‖L2(D)
 1
2
∫
D
|∇Vσ |2 + a(x)V 2σ dx +
1
2λ1(D)
∥∥f e− α2 S∥∥2
L2(D)2 .
By substituting this into (2.17), we obtain
∫
D
|∇Vσ |2 + a(x)V 2σ dx
 2
∫
D
σq−1
∣∣K(x)∣∣V q−1σ V 2σ dx + 1λ1(D)
∥∥f e− α2 S∥∥2
L2(D)
 2
∥∥K(x)∥∥
L∞(D)‖uσ‖L∞(D)λ−11 (D)
∫
D
|∇Vσ |2 + a(x)V 2σ dx +
1
λ1(D)
∥∥f e− α2 S∥∥2
L2(D).
Since ‖uσ‖L∞(D) → 0 as σ → 0, for any ε > 0, there exists σ∗ > 0 such that
‖uσ‖L∞(D) < ε for all σ ∈ (0, σ∗).
Choose ε sufficiently small so that
2
∥∥K(x)∥∥
L∞(D)λ
−1
1 (D)ε
q−1 = 1
2
,
that is,
ε =
[
1
4
λ1(D)
∥∥K(x)∥∥−1
L∞(D)
] 1
q−1
.
Then there exists σ∗ > 0 such that for all σ ∈ (0, σ∗],∫
D
|∇Vσ |2 + a(x)V 2σ dx 
2
λ1(D)
∥∥f e− α2 S∥∥2
L2(D).
Using (1.19) again gives for all σ ∈ (0, σ0),
∫
D
|∇Vσ |2 dx  1
λ∗1(D)
∫
D
|∇Vσ |2 dx + a(x)V 2σ dx 
2
λ∗1(D)λ1(D)
∥∥f e− α2 S∥∥2
L2(D). (2.18)
Finally, Lemma 2.4 follows from (2.18) by a standard bootstrapping argument. 
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In this section, we give the existence and nonexistence of positive solutions to problem (1.11)
for f (x) ∈ U and q > 1. For this, we need the following lemmas.
Lemma 3.1. For f (x) ∈ U, there exists a positive constant σ∗ > 0 such that problem (1.11) has
at least one positive solution for all q > 1 and σ ∈ (0, σ∗).
Proof. Let φ(x) be the nonnegative solution of (1.13) and set V = σφ(x). Then we have
−V + a(x)V −K(x)V q + σf (x)e− α2 S
= (−φ + a(x)φ + f (x)e− α2 S)σ − σqK(x)φq = −σqK(x)φq  0.
Hence, V is a subsolution of (1.11) for all σ > 0. By subsupersolution method, it is sufficient
to find a supersolution W0(x) of (1.11) with property W0(x)  V (x) for x ∈ D. To this end,
let u1(x) be the solution of the problem
{−u1(x)+ a(x)u1 = 1, x ∈ D,
u1(x)|∂D = 0. (3.1)
Then by the strong maximum principle, we have u1 > 0 for all x ∈ D. Set W(x) = Mu1(x), then
−W + a(x)W −K(x)Wq + σf (x)e− α2 S
= (−u1 + a(x)u1)M −MqK(x)uq1 + σf (x)e− α2 S
= M −MqK(x)uq1 + σf (x)e−
α
2 S.
By choosing M = M0 > 0 satisfying
M0 Mq0 max
x∈D
∣∣K(x)uq1(x)∣∣+Mq0 max
x∈D
∣∣f (x)e− α2 S∣∣,
when σ Mq0 , we have
−W0 + a(x)W0 −K(x)Wq0 + σf (x)e−
α
2 S Mq0 max
x∈D
∣∣f (x)e− α2 S∣∣+ σf (x)e− α2 S  0,
where W0 = M0u1(x). This implies that W0 is a supersolution of problem (1.11). Moreover,
if we choose σ0 so small that σ0φ(x) M0u1(x). The subsupersolution method implies that
problem (1.11) has a solution u(x) satisfying V  u(x)  W0, for all 0 < σ  σ0. Moreover,
u(x) > 0 in D. In fact, w(x) = u(x)− V (x) = u(x)− σφ(x) 
≡ 0, satisfying
{−w(x)+ a(x)w(x) = K(x)uq  0,
w|∂D = 0.
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this completes the proof of the lemma by defining
σ∗ = sup
{
σ0 ∈ R+: problem (1.11) has at least one solution for each σ ∈ (0, σ0)
}
.  (3.2)
The following lemma shows that σ∗ is bounded.
Lemma 3.2. Assume f (x) ∈ U , and q > 1. There exists a constant C1 > 0 such that prob-
lem (1.11) has no positive solution if σ > C1. Moreover, C1 can be chosen as
C1 =
(q − 1)|D|K∗[λ1(D)qK∗ ]
q
q−1
− ∫
D
f (x)e− α2 Sϕ1 dx
, (3.3)
where K∗ = minx∈D K(x).
Proof. We denote by λ1(D) the first eigenvalue of the eigenvalue problem{−ϕ + a(x)ϕ = λϕ, x ∈ D,
ϕ|∂D = 0, (3.4)
with the corresponding eigenfunction denoted by ϕ1(x) > 0 in D. If (1.11) has a positive solu-
tion uσ , then∫
D
(−uσϕ1 + a(x)uσϕ1)dx =
∫
D
K(x)uqσ ϕ1 dx − σ
∫
D
f (x)e−
α
2 Sϕ1 dx. (3.5)
Thus ∫
D
λ1(D)ϕ1uσ dx =
∫
D
K(x)uqσ ϕ1 dx − σ
∫
D
f (x)e−
α
2 Sϕ1 dx, i.e., (3.6)
σ
∫
D
f (x)e−
α
2 Sϕ1 dx 
∫
D
(
K∗uqσ − λ1(D)uσ
)
ϕ1 dx. (3.7)
Since a lower bound of K∗uqσ − λ1(D)uσ is given by
K∗uqσ − λ1(D)uσ  (1 − q)K∗
[
λ1(D)
qK∗
] q
q−1
,
(3.7) implies that
σ
∫
f (x)e−
α
2 Sϕ1 dx  (1 − q)
∫
K∗
[
λ1(D)
qK∗
] q
q−1
ϕ1 dx. (3.8)
D D
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−
∫
D
f (x)e−
α
2 Sϕ1 dx =
∫
D
(−φ + a(x)φ)ϕ1 dx =
∫
D
(−ϕ1 + a(x)ϕ1)φ dx
=
∫
D
λ1(D)ϕ1φ dx  0. (3.9)
From (3.8), we obtain
σ 
(q − 1)|D|K∗[λ1(D)qK∗ ]
q
q−1
− ∫
D
f (x)e− α2 Sϕ1 dx
= C1 < +∞.
This completes the proof of lemma. 
The next lemma shows that σ∗ given in Lemma 3.1 can be chosen as a threshold for existence.
Lemma 3.3. Assume f (x) ∈ U and q > 1. Problem (1.11) has a positive solution for all σ ∈
(0,Λ) if it has a positive solution when σ = Λ> 0.
Proof. Let u1(x) be a positive solution of (1.11) for σ = Λ. Set u1 = Λw1. Then w1 satisfies
{−w1 + a(x)w1 = Λq−1K(x)wq1 − f (x)e− α2 S in D,
w1|∂D = 0, w1 > 0 in D.
Hence, for any 0 < σ Λ, w1 is a supersolution of the problem
{−w + a(x)w = σq−1K(x)wq + f (x)e− α2 S in D,
w|∂D = 0.
(3.10)
On the other hand, since f (x) ∈ U , problem (1.13) has a nonnegative solution ϕ(x) satisfying
{−ϕ + a(x)ϕ = −f (x)e− α2 S  σq−1K(x)ϕq − f (x)e− α2 S in D,
ϕ(x)|∂D = 0, ϕ(x) 0 in D.
This implies that ϕ(x) is a subsolution of (3.10). By the comparison principle, we have
0 ϕ(x)w1(x) for all x ∈ D.
Therefore, there exists a positive solution wσ (x) of (3.10) for all σ ∈ (0,Λ]. Obviously,
uσ = σwσ (x) is a positive solution of problem (1.11). This completes the proof of Lem-
ma 3.3. 
By using the above lemma, we have the following theorem.
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problem (1.11) has at least one positive solution when σ ∈ (0, σf ), while has is no solution when
σ > σf .
Proof. Since f (x) ∈ U , Lemma 3.1 implies that there exists a positive constant σ∗ such that
problem (1.11) has at least one positive solution for σ ∈ (0, σ∗). Let
σf = sup
{
σ > 0: problem (1.11) has a positive solution}.
It follows immediately from Lemmas 3.2 and 3.3 that there exists 0 < σf < +∞ such that (1.11)
has at least one solution for all σ ∈ (0, σf ). The definition of σf also implies that (1.11) has no
solution when σ > σf . 
Corollary 3.5. Assume f (x) ∈ U and q > 1. Problem (1.11) has a minimal positive solution uσ
for σ ∈ (0, σf ) satisfying
(i) uσ  σϕ(x), for all x ∈ D and σ ∈ (0, σf ),
(ii) uσ (x) is increasing with respect to σ for all x ∈ D.
Here ϕ(x) is the nonnegative solution of (1.13).
Proof. Set uσ (x) = σvσ (x). Then vσ (x) satisfies{−vσ + a(x)vσ = σq−1vqσ − f (x)e− α2 S in D,
vσ |∂D = 0, vσ  0 in D.
(3.11)
Since ϕ(x) is the nonnegative solution of (1.13), we have
{−ϕ + a(x)ϕ = −f (x)e− α2 S in D,
ϕ|∂D = 0, ϕ  0 in D.
Set w = vσ − ϕ, we have {−w + a(x)w = σq−1vqσ  0,
w|∂D = 0.
By maximum principle, we have w = vσ − ϕ  0.
Notice that σϕ is a subsolution of (1.11), and all nonnegative supersolution of (1.11) must be
large than or equal to σϕ(x). Hence, we can find a minimal solution of (1.11) by a monotone
iteration starting from σϕ(x).
To prove the second statement, we first let σ1, σ2 ∈ (0, σf ) with σ1 < σ2. Then the corre-
sponding minimal solutions of (1.11) are uσ1 and uσ2 . Set uσ1 = σ1wσ1, uσ2 = σ2wσ2 . Then wσ2
must be a supersolution and ϕ(x) is the subsolution of (3.10) when σ = σ1. By the monotone
iteration again, we have ϕ wσ1 wσ2 , that is, σϕ  uσ1  uσ2 . 
Remark 3.1. There is no solution to (1.11) for all σ > 0 when λ1(D)  0 and f (x)  0 in D.
Here λ1(D) is the first eigenvalue of −+ a(x) with zero Dirichlet boundary condition.
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−u+ a(x)u = K(x)uq − σf (x)e− α2 S
implies ∫
D
λ1(D)ϕ1udx =
∫
D
K(x)uqϕ1 dx − σ
∫
f (x)e−
α
2 Sϕ1 dx > 0,
where ϕ1(x) is the first eigenfunction corresponding to λ1(D).
The following lemma concerns an important property of the linearized equation of (1.11)
around the minimal solution uσ . It will be used to obtain the second solution of (1.11) when
σ ∈ (0, σf ) and 1 < q < 5.
Lemma 3.6. Assume f (x) ∈ U and 1 < q < 5, and uσ is the minimal solution of (1.11) for
σ ∈ (0, σf ). Then the first eigenvalue of the following problem
{−δ + a(x)δ − qK(x)uq−1σ δ = βδ in D,
δ|∂D = 0,
(3.12)
denoted by β1, is positive. And the corresponding eigenfunction denoted by δ1(x) is also positive
in D.
Proof. Define
β1 = inf
{ ∫
D
|∇δ|2 + a(x)δ2 − qK(x)uq−1σ δ2 dx: δ(x) ∈ H 10 (D),
∫
D
|δ|2 dx = 1
}
. (3.13)
By standard variational method, the minimum β1 is attained with some function δ1(x) 0 in D
when 1 < q < 5. Thus (3.12) has a solution (β1, δ1(x)) and we only need to show that β1 > 0.
Choose σ > σ > 0 with σ,σ ∈ (0, σf ). Denote corresponding minimal solutions to σ and σ
of (1.11) by uσ and uσ . By Corollary 3.5, we have uσ  uσ . Then (1.11) implies
−(uσ − uσ )+ a(x)(uσ − uσ ) = K(x)
(
u
q
σ − uqσ
)+ (σ − σ)f (x)e− α2 S
 qK(x)uq−1σ (uσ − uσ )+ (σ − σ)f (x)e−
α
2 S. (3.14)
By multiplying (3.14) by δ1(x) and using (3.12), we have
β1
∫
D
(uσ − uσ )δ1(x) dx > (σ − σ)
∫
D
f (x)e−
α
2 Sδ1 dx. (3.15)
Since f ∈ U , the problem
{−ϕ + a(x)ϕ = −f (x)e− α2 S in D, (3.16)
ϕ|∂D = 0, ϕ  0 in D,
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over D give
−
∫
D
f (x)e−
α
2 Sδ1(x) dx =
∫
D
(−ϕ + a(x)ϕ)δ1(x) dx =
∫
D
(−δ1 + a(x)δ1)ϕ(x)dx
= q
∫
D
K(x)uq−1σ δ1ϕ dx + β1
∫
D
δ1(x)ϕ dx.
By substituting this into (3.15), we have
β1
∫
D
(uσ − uσ )δ1(x) dx > (σ − σ)
[
q
∫
D
K(x)uq−1σ δ1ϕ dx + β1
∫
D
δ1(x)ϕ dx
]
.
Thus
β1
∫
D
(
uσ − uσ − (σ − σ)ϕ
)
δ1(x) dx > 0, i.e.,
β1
∫
D
[
(uσ − σϕ)− (uσ − σϕ)
]
δ1(x) dx > 0. (3.17)
Denote wσ = uσ − σϕ, wσ = uσ − σϕ. Then (1.11) and (3.16) imply
{−wσ + a(x)wσ = K(x)uqσ in D,
wσ |∂D = 0, wσ  0 in D,
(3.18)
{−wσ + a(x)wσ = K(x)uqσ in D,
wσ |∂D = 0, wσ  0 in D.
(3.19)
Since uσ  uσ when σ > σ , (3.18) and (3.19) give
{−(wσ −wσ )+ a(x)(wσ −wσ ) = K(x)(uqσ − uqσ ) 0 in D,
(wσ −wσ )|∂D = 0.
Finally, the maximum principle implies that wσ − wσ  0 and in D. Hence, (3.17) yields
that β1 > 0. Moreover, (3.12) and the strong maximum principle give δ1(x) > 0 in D. 
The following theorem is about the existence and uniqueness of the positive solution of (1.11)
when σ = σf .
Theorem 3.7. Assume f (x) ∈ U and 1 < q < 5. Then problem (1.11) has a unique solution when
σ = σf .
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A= {uσ : σ ∈ (0, σf ), uσ is the minimal solution of (1.11)}.
Then there exists a positive constant independent of σ ∈ (0, σf ) such that
‖uσ‖H 20 (D)  C for all uσ ∈A. (3.20)
In fact, for any uσ ∈A, Lemma 3.4 implies that∫
D
|∇uσ |2 + a(x)u2σ dx −
∫
D
qK(x)uq+1σ dx  β1
∫
D
u2σ dx. (3.21)
By (1.11) and (1.18), we have∫
D
|∇uσ |2 + a(x)u2σ dx −
∫
D
K(x)uq+1σ dx + σ
∫
D
f (x)e−
α
2 Suσ dx = 0 and (3.22)
∫
D
|∇uσ |2 dx +
∫
D
a(x)u2σ dx  λ1(D)
∫
D
u2σ dx. (3.23)
By (3.21)–(3.23), for any constant δ > 0, we obtain
(q − 1)λ1(D)
∫
D
u2σ dx −σq
∫
D
f (x)e−
α
2 Suσ dx  σf q
∥∥f (x)e− α2 S∥∥
L2(D)‖uσ‖L2(D)
 σf q · δ2‖uσ‖
2
L2(D) + σf q ·
1
2δ
∥∥f e− α2 S∥∥2
L2(D).
By choosing δ sufficiently small so that
(q − 1)λ1(D)− σf q · δ2 =
1
2
,
we have ∫
D
u2σ dx 
σf q
δ
∥∥f e− α2 S∥∥2
L2(D) C. (3.24)
Hence,
(q − 1)
∫
D
|∇uσ |2 + a(x)u2σ dx  σf q
∫
D
∣∣f (x)∣∣e− α2 Suσ dx.
And then (3.24) gives∫
D
|∇uσ |2 dx 
∫
D
∣∣a(x)∣∣u2σ dx + σf q‖uσ‖L2(D)∥∥f (x)e− α2 S∥∥L2(D)  C,
where C is a constant independent of σ ∈ (0, σf ).
272 Y. Deng, T. Yang / J. Differential Equations 231 (2006) 252–289We now turn to the existence of solution for (1.11) when σ = σf . Suppose {σj }j1 is an
increasing sequence in (0, σf ) satisfying limj→∞ σj = σf . The corresponding sequence of so-
lutions is denoted by {uσj } ⊂A. By (3.20), we can choose a subsequence, still denote by {uσj },
such that
uσj ⇀ u¯, weakly in H
1
0 (D),
here u¯ ∈ H 10 (D) is a nonnegative function. Since 1 < q < 5, it is standard to show that u¯ is a
weak solution of (1.11) with σ = σf . Since σϕ is always a subsolution of (1.11) for σ > 0, we
can then find the minimal solution by the monotone iteration. Here ϕ is the solution of (3.16).
To prove the uniqueness of the solution of (1.11) when σ = σf , first, notice that (σf ,uσf ) is
a bifurcation point for the mapping:
F :R1 ×H 10 (D) −→ H 10 (D),
F (σ,u) = −u+ a(x)u−K(x)uq + σf (x)e− α2 S.
It is easy to verify that the first eigenvalue of (3.12) is 0 when uσ = uσf . Assume that there are
two different solutions u1 and u2 of (1.11) when σ = σf . Without loss of generality, let u1 be
the minimal solution so that u2  u1 > 0 in D. Denote w = u2 − u1  0. We have
−w + a(x)w = K(x)(uq2 − uq1). (3.25)
Multiplying (3.25) by δ1(x) and integrating the product over D give
∫
D
(−w + a(x)w)δ1(x) dx =
∫
D
K(x)
(
u
q
2 − uq1
)
δ1 dx. (3.26)
By (3.12) and using β1 = 0, we have
q
∫
D
K(x)u
q−1
1 δ1(x)w dx =
∫
D
K(x)
(
u
q
2 − uq1
)
δ1(x) dx. (3.27)
Hence, the Taylor expansion yields
∫
D
K(x)q(q − 1)(ξ(x))q−2(u1 − u2)2 dx = 0, (3.28)
where ξ(x) is a function between u1 and u2. Then (3.28) implies that u1 ≡ u2 because K(x) 0,
ξ(x) 0 and q > 1 which is a contradiction to the assumption. This completes the proof of the
theorem. 
Finally, by combining Theorems 3.4, 3.7 and Corollary 3.5, we have Theorem 1.
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In this section, we study the existence of multiple solutions of problem (1.11) when f ∈ U ,
σ ∈ (0, σf ) and 1 < q < 5.
Let uσ be the minimal solution of (1.11) for σ ∈ (0, σf ). In order to find the second solution
of (1.11), we consider the problem
{−v + a(x)v = K(x)[(v + uσ )q − uqσ ] in D,
v|∂D = 0, v > 0 in D.
(4.1)
Clearly, if (4.1) has a solution vσ , then Uσ = uσ + vσ is the second solution of (1.11). The
existence of solution to (4.1) can be proved by mountain pass theorem, cf. [1], as follows.
Theorem 4.1. Assume f (x) ∈ U and 1 < q < 5. Then problem (4.1) has at least one solution
for σ ∈ (0, σf ).
Proof. Set
g(x, v) = K(x)[(v + uσ )q − uqσ − quq−1σ v]. (4.2)
Then problem (4.1) can be rewritten as
{−v + (a(x)− qK(x)uq−1σ )v = g(x, v) in D,
v|∂D = 0, v > 0 in D.
(4.3)
Let G(x, v) = ∫ v0 g(x, t) dt . From Lemma 3.6 and (4.2), we have
(i) For all v ∈ H 10 (D),∫
D
|∇v|2 + (a(x)− qK(x)uq−1σ )v2 dx  β1
∫
D
v2 dx. (4.4)
(ii) lim
v→0
g(x, v)
v
= 0, lim
v→∞
g(x, v)
v5
= 0. (4.5)
(iii) 12 tg(x, t)G(x, t) for x ∈ D, t ∈ R+ and q  1.
Denote the variational functional for (4.1) by
J (v) = 1
2
∫
D
|∇v|2 + (a(x)− qK(x)uq−1σ )v2 dx −
∫
D
G(x, v) dx, v ∈ H 10 (D). (4.6)
Since q ∈ (1,5) is subcritical, it is straightforward to show that the functional J (v) satis-
fies conditions in the mountain pass theorem, cf. [1,12]. This completes the proof of Theo-
rem 4.1. 
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 =
{
u ∈ H 10 (D):
∫
D
|∇u|2 + a(x)u2 dx =
∫
D
K(x)uq+1 dx − σ
∫
D
f (x)e−
α
2 Sudx
}
, (4.7)
+ =
{
u ∈ :
∫
D
|∇u|2 + a(x)u2 dx − q
∫
D
K(x)uq+1 dx > 0
}
, (4.8)
0 =
{
u ∈ :
∫
D
|∇u|2 + a(x)u2 dx − q
∫
D
K(x)uq+1 dx = 0
}
, (4.9)
− =
{
u ∈ :
∫
D
|∇u|2 + a(x)u2 dx − q
∫
D
K(x)uq+1 dx < 0
}
. (4.10)
Notice that the variational functional for (1.11) is
I (u) = 1
2
∫
D
|∇u|2 + a(x)u2 dx − 1
q + 1
∫
D
K(x)uq+1 dx + σ
∫
D
f (x)e−
α
2 Sudx, (4.11)
for u ∈ H 10 (D). If uσ is a solution of (1.11) for σ ∈ (0, σf ), then uσ ∈ .
Proposition 4.2. Assume f (x) ∈ U,1 < q < 5 and σ ∈ (0, σf ). Let uσ be the minimal solution
of (1.11). Then uσ ∈ + and uσ is a local minimum of the functional I (u).
Proof. By Lemma 3.6, we have∫
D
|∇uσ |2 + a(x)u2σ dx − q
∫
D
K(x)uq+1σ dx  β1
∫
D
u2σ dx > 0, (4.12)
which implies uσ ∈ +. Here β1 is the first eigenvalue of (3.12). To prove that uσ is a local
minimum of the functional I (u), for w ∈ H 10 (D), define
Φ(t) = I (uσ + tw). (4.13)
Since uσ is a solution of (1.11), Φ ′(0) = 0. Moreover, by Lemma 3.4, we have Φ ′′(0) > 0. Thus,
Φ(t) has its minimum at t = 0 which implies that I (uσ ) is a local minimum of I (u). 
Proposition 4.3. Assume f (x) ∈ U , 1 < q < 5, σ ∈ (0, σf ), and Uσ is the second solution
of (1.11). Then the first eigenvalue of the eigenvalue problem
{−ϕ + a(x)ϕ − qK(x)Uq−1σ ϕ = βϕ in D,
ϕ|∂D = 0
(4.14)
denoted by β∗, is negative.1
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D
|∇w|2 + a(x)w2 dx − q
∫
D
K(x)Uq−1σ w2 dx  0. (4.15)
Since uσ is a local minimum of I (u), and Uσ is a solution of (1.11) obtained by the mountain
pass theorem close to uσ , the functional defined by
Ψ (λ) = I((1 − λ)uσ + λUσ ), λ ∈ [0,1], (4.16)
has its minimum at λ = 0 and maximum at λ = 1. That is,
Ψ ′(λ)
∣∣
λ=1 = 0, Ψ ′′(λ)
∣∣
λ=1 < 0. (4.17)
Straightforward calculation gives
Ψ ′′(λ) =
∫
D
∣∣∇(Uσ − uσ )∣∣2 + a(x)[Uσ − uσ ]2 dx
− q
∫
D
K(x)
[
(1 − λ)uσ + λUσ
]q−1
(Uσ − uσ )2 dx.
Thus by (4.15), we have
Ψ ′′(1) =
∫
D
∣∣∇(Uσ − uσ )∣∣2 + a(x)|Uσ − uσ |2 dx − q
∫
D
K(x)Uq−1σ (Uσ − uσ )2 dx > 0.
This contradicts to (4.17) which implies that β∗1 < 0. 
Remark 4.1. By using Ekeland’s variational principle, we can find the second solution Uσ
of (1.11) belongs to −, cf. [24].
Proof of Theorem 2. By Theorem 4.1, problem (4.1) has at least one solution vσ > 0 in D. Let
Uσ = uσ + vσ . Then Uσ is the second solution of (1.11) with Uσ > uσ which gives part (i) in
the theorem. The other two parts of Theorem 2 follow from Propositions 4.2 and 4.3. 
5. Existence when f (x)∈F+ ∩N
In this section, we will discuss the existence and nonexistence of solutions of (1.11) when the
function f (x) ∈F+ ∩N and 1 < q < 5.
Lemma 5.1. Under the assumptions of Theorem 3, there exist positive constants σ¯f ,R0 and α
independent of σ such that
Iσ (u)
∣∣
∂BR0
 α > 0 for σ ∈ (0, σ¯f ). (5.1)
Here Iσ (u) is the variational functional defined in (1.20).
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tion, and ϕ1(x) be the corresponding eigenfunction. Then by Hölder’s and Young’s inequalities
and (1.18), we have∣∣∣∣σ
∫
D
f e−
α
2 Sudx
∣∣∣∣ σ∥∥f e− α2 S∥∥L2(D)‖u‖L2(D)
 σ
∥∥f e− α2 S∥∥
L2(D) ·
1√
λ1(D)
( ∫
D
|∇u|2 + a(x)u2 dx
) 1
2
 1
4
∫
D
|∇u|2 + a(x)u2 dx + σ
2
λ1(D)
∥∥f e− α2 S∥∥2
L2(D). (5.2)
Notice that there exists a positive constant C1(D) independent of σ such that
‖u+‖q+1
Lq+1(D)  ‖u‖
q+1
Lq+1(D)  C1(D)‖∇u‖
q+1
L2(D)
. (5.3)
By (5.1), (5.2) and (1.18), we obtain
Iσ (u)
1
4
∫
D
|∇u|2 + a(x)u2 dx − C1(D)
q + 1
∥∥K(x)∥∥
L∞‖∇u‖q+1L2(D) −
σ 2
λ1(D)
∥∥f e− α2 S∥∥2
L2(D)
 λ1(D)
4
‖∇u‖2
L2(D) −
1
q + 1C1(D)
∥∥K(x)∥∥
L∞‖∇u‖q+1L2(D) −
σ 2
λ1(D)
∥∥f e− α2 S∥∥2
L2(D).
This implies that
Iσ (u)
∣∣
∂BR
 λ1(D)
4
R2 − 1
q + 1C1(D)
∥∥K(x)∥∥
L∞R
q+1 − σ
2
λ1(D)
∥∥f e− α2 S∥∥2
L2(D).
Choose R0 > 0 satisfying
λ1(D)
4
R20 −
1
q + 1C1(D)
∥∥K(x)∥∥
L∞R
q+1
0 =
λ1(D)
8
R20, i.e., (5.4)
R0 =
(
λ1(D)(q + 1)
8C1(D)‖K‖L∞
) 1
q−1
. (5.5)
We have
Iσ |∂BR0 
1
8
[
λ1(D)(q + 1)
8C1(D)‖K‖L∞(D)
] 2
q−1 − σ
2
λ1(D)
∥∥f e− α2 S∥∥2
L2(D). (5.6)
Now choose σ¯f > 0 as
σ¯f = 14
[
λ1(D)(q + 1)
8C1(D)‖K‖L∞(D)
] 1
q−1 ·
(
λ1(D)
‖f e−(α/2)S‖2 2
) 1
2
. (5.7)L (D)
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Iσ (u)
∣∣
∂BR0
 1
16
[
λ1(D)(q + 1)
8C1(D)‖K‖L∞(D)
] 2
q−1 = α > 0. 
Lemma 5.2. Under the assumptions of Theorem 3, there exists a constant t0 > 0 independent
of σ such that for σ ∈ (0, σ¯f ) and t  t0, we have
Iσ (tϕ1) < 0.
Here, again ϕ1 is the first eigenfunction of −+ a(x) with zero Dirichlet boundary condition.
Proof. Since ϕ1 is the first eigenfunction of −+ a(x) with zero Dirichlet boundary condition,
we have
Iσ (tϕ1) = t
2
2
∫
D
|∇ϕ1|2 + a(x)ϕ21 dx −
tq+1
q + 1
∫
D
K(x)ϕ
q+1
1 dx + σ t
∫
D
f (x)e−
α
2 Sϕ1 dx
 t
2
2
∫
D
|∇ϕ1|2 + a(x)ϕ21 dx −
tq+1
q + 1
∫
D
K(x)ϕ
q+1
1 dx + σ¯f t
∥∥f e− σ2 S∥∥
L2‖ϕ1‖L2
−→ −∞, as t −→ ∞.
Thus, there exists t0 > 0 such that
Iσ (tϕ1) < 0 for σ ∈ (0, σ¯f ) and t  t0. 
We are now ready to prove Theorem 3.
Proof of Theorem 3. By Lemmas 5.1, 5.2 and the mountain pass theorem without the (PS)
condition from [3], up to a subsequence, there is a strong (PS) sequence of Iσ which strongly
converges in H 10 (D) for q ∈ (1,5). Denote the limit function by uσ . Then uσ satisfies{−uσ + a(x)uσ = (u+σ )q − σf (x)e− α2 S, x ∈ D,
uσ |∂D = 0,
(5.8)
and Iσ (uσ ) = cσ  α > 0, I ′σ (uσ ) = 0, (5.9)
where
cσ = inf
γ∈Γ supt∈[0,1]
Iσ
(
γ (t)
)
and
Γ = {γ ∈ C([0,1],H 10 (D)): γ (0) = 0, γ (1) = t0ϕ1}.
To prove positivity of uσ , we first show that there exists a positive constant C independent of σ
such that
‖uσ‖C2,ν (D) C for σ ∈ (0, σ¯f ) and ν ∈ (0,1). (5.10)
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sup
t0
Iσ (tϕ1) max
t∈[0,t0]
Iσ (tϕ1).
Therefore, there exists a constant C > 0 independent of σ such that
cσ  max
t∈[0,t0]
Iσ (tϕ1)C for all σ ∈ (0, σ¯f ).
By (5.9), we have(
1
2
− 1
q + 1
)∫
D
|∇uσ |2 + a(x)u2σ dx = cσ +
(
1 − 1
q + 1
)
σ
∫
D
f e−
α
2 Suσ dx. (5.11)
Moreover, by Hölder’s and Young’s inequalities and (1.18), we have∣∣∣∣
(
1 − 1
q + 1
)
σ
∫
D
f e−
α
2 Suσ dx
∣∣∣∣
 σ¯f
(
1 − 1
q + 1
)∥∥f e− α2 S∥∥
L2(D)‖uσ‖L2(D)  ε‖uσ‖2L2 +Cε
∥∥f e− α2 S∥∥2
L2(D)
 ελ−11 (D)
∫
D
|∇uσ |2 + a(x)u2σ dx +Cε
∥∥f e− α2 S∥∥2
L2(D).
Substituting this into (5.11) yields(
1
2
− 1
q + 1 − ελ
−1
1 (D)
)∫
D
|∇uσ |2 + a(x)u2σ dx  Cε
∥∥f e− α2 S∥∥2
L2(D).
By choosing ε sufficiently small so that
1
2
− 1
q + 1 − ελ
−1
1 (D) = δ > 0.
Then by (1.19), we have
λ∗1(D)
∫
D
|∇uσ |2 dx 
∫
D
|∇uσ |2 + a(x)u2σ dx 
1
8
·C∥∥f e− α2 S∥∥2
L2(D).
This implies
‖uσ‖H 10 (D)  C for all σ ∈ (0, σ¯f ),
where C > 0 is a constant independent of σ . Furthermore, by a bootstrapping argument, there
exists a positive constant C independent of σ such that
‖uσ‖L∞(D)  C for σ ∈ (0, σ¯f ).
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in D. Since f (x) ∈ F+, there exists a neighborhood N(∂D) of ∂D such that f (x)  0 for
x ∈ N(∂D). Denote D0 = D \N(∂D). We claim that there exists a positive number σ0 such that
uσ > 0 for x ∈ D0 and σ ∈ (0, σ0).
Otherwise, there exists a sequence {σj } with limj→∞ σj = 0 and a sequence {xj } with xj ∈ D0
such that
uσj (xj ) 0 for each j.
By (5.10), we assume that
uσj −→ u0 uniformly in D,
and u0 satisfies {−u0 + a(x)u0 = K(x)(u+0 )q in D,
u0|∂D = 0.
(5.12)
Notice that
c0 = 12
∫
D
|∇u0|2 + a(x)u20 −
1
q + 1
∫
D
K(x)(u+0 )
q+1 dx = lim
j→∞ cσj > α > 0.
This implies that u0(x) 
= 0. Then, by the strong maximum principle, we have u0(x) > 0 in D.
In particular, u0(x) > 0 in D0. Since D0 is bounded and closed, we can assume that
xj −→ x0 ∈ D0, as j −→ ∞, and uσj (xj ) −→ u0(x0), as j −→ ∞.
So that u0(x0) 0 which contradicts to u0(x) > 0 in D0.
It remains to show that uσ (x) > 0 in N(∂D) for σ ∈ (0, σ0). Since uσ satisfies{−uσ + a(x)uσ = K(x)(u+σ )q+1 − σf (x)e− α2 S, x ∈ N(∂D),
uσ |∂D = 0,
(5.13)
with f (x) 0 in N(∂D), we have{−uσ + a(x)uσ  0, x ∈ N(∂D),
uσ |∂D = 0, uσ |∂D0 > 0 for σ ∈ (0, σ0).
The strong maximum principle implies that
uσ > 0 for x ∈ N(∂D) and σ ∈ (0, σ0).
Hence
uσ (x) > 0 in D for σ ∈ (0, σ0).
This completes the proof of Theorem 3. 
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We will prove Theorem 4 in this section. For this, we first prove the following lemma.
Lemma 6.1. Assume q ∈ (1,5) and the corresponding homogeneous problem (1.12) is nondegen-
erate. Then there exists a positive number σ0 such that problem (1.11) has at most two solutions
for σ ∈ (0, σ0).
Proof. We prove the lemma by contradiction. Assume the statement in Lemma 6.1 fails. Then
there exists a sequence {σj } with limj→∞ σj = 0 such that for each σ = σj , (1.11) has at least
three different positive solutions. By Lemma 2.2, there is a solution u(1)σj of (1.11) with σ = σj
satisfying
∥∥u(1)σj ∥∥L∞ −→ 0, as j −→ ∞.
Let u(2)σj and u
(3)
σj be the other two positive solutions when σ = σj . By Lemma 2.1, we can assume
u(2)σj −→ ϕ2(x), u(3)σj (x) −→ ϕ3(x), uniformly on D, as j −→ ∞.
Since u(1)σj → 0 as σj → 0, by Lemma 2.3, there exists a positive constant A such that
∥∥u(i)σj ∥∥L∞ A, i = 2,3.
Hence ϕ2(x) 
≡ 0 and ϕ3(x) 
≡ 0 in D. By taking j → ∞ in Eq. (1.11) with σ = σj , we
have that ϕ2(x) and ϕ3(x) are positive solutions of problem (1.12). Since (1.12) is nondegen-
erate, u ≡ ϕ2 ≡ ϕ3 should be the unique positive solution of problem (2.12). However, since
wj = u(2)σj − u(3)σj 
≡ 0, the same argument used in the proof of Lemma 2.2 shows that there exists
a function w 
≡ 0 satisfying
{−w + a(x)w = qK(x)uq−1w, x ∈ D,
w|∂D = 0.
(6.1)
This contradicts to the assumption that (1.12) is nondegenerate and then it completes the
proof. 
The proof of Theorem 4 can be given as follows.
Proof of Theorem 4. When f (x) ∈ U , it follows from Theorems 1, 2 and Lemma 6.1 that
there exists σ0 > 0 such that problem (1.11) has exactly two solutions for σ ∈ (0, σ0). Hence,
to complete the proof, we only need to prove that if there exists a positive number σ0 such that
problem (1.11) has at least two positive solutions for each σ ∈ (0, σ0), then f (x) ∈ U .
Suppose that (1.11) has at least two positive solutions for σ ∈ (0, σ0). It follows from
Lemma 2.2 that there exists a positive solution uσ of (1.11) such that
‖uσ‖L∞(D) −→ 0, as σ −→ 0.
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{−vσ + a(x)vσ = σq−1K(x)vqσ − f (x)e− α2 S in D,
vσ |∂D = 0, vσ > 0 in D.
(6.2)
By Lemma 2.4, there exists a positive constant C independent of σ ∈ (0, σ0) such that
‖vσ‖L∞(D)  C. (6.3)
By the regularity theory for elliptic equation, there exists a positive constant C independent of
σ ∈ (0, σ0) such that
‖vσ‖C2,ν (D) C for σ ∈ (0, σ0) and ν ∈ (0,1). (6.4)
Hence, we can assume that
vσ −→ v  0, uniformly in D, as σ −→ 0.
Let σ → 0, (6.2) gives
{−v + a(x)v = −f (x)e− α2 S in D,
v|∂D = 0, v  0 in D.
This implies that f (x) ∈ U and then it completes the proof of the first part of Theorem 4.
For the second part of theorem first prove the following claim.
Claim. Assume 1 < q < 5 and the corresponding homogeneous problem (1.12) is nondegenerate.
If f (x) /∈ U , then problem (1.11) has at most one positive solution when σ is sufficient small.
Proof of the claim. Suppose that the statement fails. Then there exists a sequence {σj } with
limj→∞ σj = 0 such that (1.11) has at least two different positive solutions for each σj . By
Lemma 2.2, one of these solutions tends to zero in L∞-norm when j → ∞. Similar to the
proof of the first part of Theorem 4, we have f (x) ∈ U which contradicts to the assumption
f (x) /∈ U . 
Finally, the proof of the second part of Theorem 4 follows directly from Theorem 3 and the
above claim. 
7. More discussion on f (x) ∈ U
In the last section, we will discuss the existence and nonexistence of solutions to prob-
lem (1.11) when q ∈ (0,1) ∪ (5,+∞) stated in Theorem 5. For this, it is sufficient to prove
the following three theorems.
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min
x∈D
(
1 − 6
q + 1 −
2
q + 1 (x · ∇K)K
−1(x)
)
> 0 and (7.1)
(x · ∇a)+ 2a(x) 0 for all x ∈ D. (7.2)
Then there exists a constant σ0 > 0 such that (1.11) has at least one solution for all σ ∈ (0, σ0)
if and only if f (x) ∈ U .
Theorem 7.2. For q ∈ (0,1), (1.11) has at least one solution for all σ > 0 if and only if f (x) ∈ U .
Theorem 7.3. For f (x) ∈ U and q ∈ (0,1), the positive solution of (1.11) is unique.
Before proving these theorems, we give the following lemmas. The first lemma is the Po-
hozaev identity from [12].
Lemma 7.4. Let D be a smooth bounded domain in RN(N  3). Suppose that g :D ×R → R is
a continuous mapping and w ∈ C2(D) satisfies
{
w + g(x,w(x)) = 0 in D,
w|∂D = 0. (7.3)
Let y ∈ RN be a fixed vector and n(x) be the outward unit normal vector on ∂D. Then w satisfies
∫
∂D
(x − y) · n(x)|∇w|2 dS
= 2N
∫
D
G(x,w)dx + 2
∫
D
(x − y) · ∇xGdx − (N − 2)
∫
D
g(x,w)w dx, (7.4)
where G(x,w) = ∫ w0 g(x, t) dt, and ∇xG(x,w) is the gradient of G(x,w) with respect to the
variable x.
Lemma 7.5. Under conditions (7.1) and (7.2), if q > N+2
N−2 and D is star-shaped, then any posi-
tive solution wσ of problem (1.11) satisfies
‖wσ‖H 10 (D) −→ 0, as σ −→ 0.
Proof. Let wσ be any positive solution of (1.11) and set wσ = σvσ . Then vσ satisfies
{−vσ + a(x)vσ = σq−1K(x)vqσ − f (x)e− α2 S in D,
vσ |∂D = 0, vσ > 0 in D.
(7.5)
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∫
∂D
x · n(x)|∇vσ |2 dS =
[
2N
q + 1 − (N − 2)
]∫
D
σq−1K(x)vq+1σ dx − 2
∫
D
x · ∇(f e− α2 S)vσ dx
− (2 +N)
∫
D
f e−
α
2 Svσ dx − 2
∫
D
a(x)v2σ dx
+ 2
∫
D
x · ∇K(x) · 1
q + 1σ
q−1vq+1σ −
1
2
x · ∇a(x)v2σ dx.
Here, for convenience, we assume D is star-shaped with respect to y = 0. Then we have
∫
∂D
x · n(x)|∇vσ |2 dS  0.
Thus, by (7.2), we obtain
σq−1
∫
D
[
N − 2 − 2N
q + 1 −
2N
q + 1x · ∇K(x) ·
(
K(x)
)−1]
K(x)vq+1σ dx
−
∫
D
[
2x · ∇(f e− α2 S)+ (N + 2)f e− α2 Svσ dx]. (7.6)
On the other hand, (7.5) gives
∫
D
|∇vσ |2 dx = σq−1
∫
D
K(x)vq+1σ dx −
∫
D
a(x)v2σ dx −
∫
D
f (x)e−
α
2 Svσ dx. (7.7)
If
min
x∈D
{
(N − 2)− 2N
q + 1 −
2
q + 1
(
x · ∇K(x))K−1(x)}= k∗ > 0, (7.8)
then (7.6) implies
σq−1
∫
D
K(x)vq+1σ dx −
1
k∗
∫
D
[
2x · ∇(f e− α2 S)+ (N + 2)f e− α2 S]vσ dx.
Substituting this into (7.7) yields
∫
|∇vσ |2 + a(x)v2σ dx −
∫ [ 2
k∗
(
x · ∇(f e− α2 S))+ 1
k∗
(N + 2 + k∗)f e− α2 S
]
vσ dx. (7.9)D D
284 Y. Deng, T. Yang / J. Differential Equations 231 (2006) 252–289Set
F(x) = 2
k∗
(
x · ∇(f e− α2 S))+ 1
k∗
(N + 2 + k∗)f e− α2 S.
Then, (7.9) gives
λ∗1(D)
∫
D
|∇vσ |2 dx 
∫
D
∣∣F(x)∣∣vσ dx

∥∥F(x)∥∥
L2(D)‖vσ‖L2(D) 
∥∥F(x)∥∥
L2(D) ·C‖∇vσ‖L2(D)
 C
2
∥∥F(x)∥∥2
L2(D) +
λ∗1(D)
2
‖∇vσ‖2L2(D),
where λ∗1(D) is given in (1.19). This implies that∫
D
|∇vσ |2 dx  C
∥∥F(x)∥∥2
L2(D)  C1, (7.10)
where C1 is a constant independent of σ. Noticing that
‖wσ‖2H 10 (D) = σ
2‖∇vσ‖2L2(D),
we have
‖wσ‖H 10 (D) −→ 0, as σ −→ 0. (7.11)
This completes the proof of the lemma. 
We are now ready to prove Theorem 7.1. By Theorem 1, f (x) ∈ U is a sufficient condition for
existence. We need to show the necessity of f (x) ∈ U for the existence as stated in the following
proposition.
Proposition 7.6. Under the assumptions of Theorem 7.1, problem (1.13) has a nonnegative so-
lution if (1.11) has a positive solution for any small parameter σ.
Proof. Let uσ be a solution of (1.11). Set uσ = σvσ . Then vσ satisfies (7.5) and (7.7). Hence
σq−1
∫
D
K(x)vq+1σ dx

∫
D
|∇vσ |2 dx + ‖a‖L∞(D)
∫
D
v2σ dx +
∥∥f e− α2 S∥∥
L2(D)‖vσ‖L2(D)

(
1 + ‖a‖L∞(D)C1
)∫ |∇vσ |2 dx +C2‖∇vσ‖2L2(D)  C3‖∇vσ‖2L2(D) +C4.
D
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σq−1
∫
D
K(x)vq+1σ dx  C,
where C is a positive constant independent of σ , we have∫
D
K(x)vq+1σ dx 
C
σq−1
. (7.12)
Hence, up to a subsequence, vσ converges weakly to some function w ∈ H 10 (D), as σ → 0. That
is, ∫
D
∇vσ∇ϕ dx −→
∫
D
∇w · ∇ϕ dx, as σ −→ 0, for ϕ ∈ C∞0 (D). (7.13)
By Hölder’s inequality and (7.12), we have
∫
D
K(x)vqσ ϕ dx 
( ∫
D
(
K(x)vqσ
) q+1
q dx
) q
q+1( ∫
D
|ϕ|q+1 dx
) 1
q+1

∥∥K(x)∥∥ 1q+1L∞(D)
[∫
D
K(x)vq+1σ dx
] q
q+1 ‖ϕ‖Lq+1

∥∥K(x)∥∥ 1q+1L∞(D) · σ q(1−q)q+1 C‖ϕ‖Lq+1(D).
Consequently,
σq−1
∫
D
K(x)vqσ ϕ dx  Cσ
q−1
q+1 ‖ϕ‖Lq+1(D) −→ 0, as σ −→ 0. (7.14)
Moreover, ∫
D
a(x)vσϕ dx −→
∫
D
a(x)wϕ dx, as σ −→ 0, for ϕ ∈ C∞0 (D). (7.15)
Taking the weak limit on both sides of (7.5) and using (7.13), (7.14) and (7.15) give∫
D
(∇w∇ϕ + a(x)wϕ)dx = −∫
D
f (x)e−
α
2 Sϕ dx for ϕ ∈ C∞0 (D). (7.16)
This implies that w(x) is a weak solution of problem (1.13). By the regularity theorem for elliptic
equations, we know that w(x) is a classical solution of (1.13). Furthermore, w(x)  0 because
vσ > 0 in D for σ > 0. This completes the proof of the proposition. 
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f (x) ∈ U, problem (1.13) has a nonnegative solution ϕ(x). It is obvious that σϕ(x) satisfies
−(σϕ)+ a(x)(σϕ) = −σf (x)e− α2 S  (σϕ)q ·K(x)− σf (x)e− α2 S for all σ > 0,
which implies that σϕ(x) is a subsolution of (1.11).
On the other hand, let v be the solution to the problem
{−v + a(x)v = 1 in D,
v|∂D = 0. (7.17)
It follows from the strong maximum principle that v(x) > 0 in D. Choose M0 sufficient large
such that
M0 Mq0 ·
∥∥K(x)∥∥
L∞(D) maxx∈D v
q(x)+ σ max
x∈D
∣∣f (x)e− α2 S∣∣.
This is possible because 0 < q < 1, and
Mq‖K‖L∞(D) maxx∈D vq(x)+ σ maxx∈D |f (x)e− α2 S |
M
−→ 0, as M −→ ∞.
Set w = M0v. Then w satisfies
−w + a(x)w = M0 K(x)wq − σf (x)e− α2 S,
which implies that w is a supersolution of (1.11). Moreover, we can choose M0 such that
0 σϕ w(x). Thus problem (1.11) has at least one nonnegative solution uσ satisfies
0 σϕ  uσ w in D.
To prove uσ > 0 in D, set vσ = uσ − σϕ. Then vσ satisfies{−vσ + a(x)vσ = K(x)uqσ  0 in D,
vσ |∂D = 0.
(7.18)
The strong maximum principle implies that vσ > 0 in D and hence uσ > 0 in D.
Next, by assuming that problem (1.11) has at least one positive solution for all σ > 0, we
will show that f (x) ∈ U . To this end, let uσ be any positive solution of problem (1.11) and set
uσ = σwσ . Then wσ satisfies{−wσ + a(x)wσ = σq−1K(x)wqσ − f (x)e− α2 S in D,
wσ > 0 in D, wσ |∂D = 0.
(7.19)
Hence, for σ  1, there exists a positive constant C independent of σ such that
‖wσ‖L∞(D)  C for σ ∈ [1,+∞). (7.20)
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D
|∇wσ |2 + a(x)w2σ dx = σq−1
∫
D
K(x)wq+1σ dx −
∫
D
f (x)e−
α
2 Swσ dx
 |D| 1−q2 ‖wσ‖q+1L2(D)
∥∥K(x)∥∥
L∞(D) +C‖f ‖L2(D)‖wσ‖L2(D)

λ∗1(D)
2
‖∇wσ‖2L2(D) +C
(
D,f,K,λ∗1(D)
)
, (7.21)
when σ  1 and 0 < q < 1. Since (1.19) implies
λ∗1(D)
∫
D
|∇wσ |2 dx 
∫
D
|∇wσ |2 + a(x)w2σ dx 
λ∗1(D)
2
‖∇wσ‖2L2(D) +C
(
D,f,K,λ∗1(D)
)
.
We have ∫
D
|∇wσ |2 dx  C. (7.22)
Then (7.20) follows from (7.22) and a bootstrapping argument. Furthermore, by the regularity
theory for elliptic equations, we can deduce that there exists a constant C > 0 independent of σ
such that
‖wσ‖C2,γ (D)  C.
Consequently, up to a subsequence,
wσ (x) −→ ϕ(x) 0 uniformly on D, as σ −→ ∞.
Let σ → ∞ in (7.19), we have{−ϕ + a(x)ϕ = −f (x)e− α2 S in D,
ϕ  0 in D, ϕ|∂D = 0.
(7.23)
This implies that f ∈ U . The proof of Theorem 7.2 is then completed. 
Before proving Theorem 7.3, we need one more lemma.
Lemma 7.7. For any σ > 0, if f ∈ U , then problem (1.11) has a minimal solution wσ .
Proof. Let ϕ be the unique solution of (1.13). Then ϕσ = σϕ satisfies{−ϕσ + a(x)ϕσ = −σf (x)e− α2 S in D,
ϕσ  0 in D, ϕσ = 0 on ∂D.
(7.24)
Since any positive solution uσ of problem (1.11) satisfies
−uσ + a(x)uσ = K(x)uqσ − σf (x)e−
α
2 S −σf (x)e− α2 S in D,
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uσ (x) > ϕσ (x) in D.
Thus, ϕσ (x) is a subsolution of (1.11). By a monotone iteration with initial data uσ = ϕσ (x), we
can obtain the minimal solution wσ of (1.11) which satisfies ϕσ (x)wσ (x) uσ (x) in D. 
Proof of Theorem 7.3. Let wσ be the minimal positive solution of (1.11). We prove the theorem
by contradiction. Suppose that (1.11) has a positive solution uσ which is not equal to wσ . Then
0 vσ = uσ −wσ 
≡ 0, and vσ satisfies
{−vσ + a(x)vσ = (uqσ −wqσ )K(x) 0 in D,
vσ |∂D = 0.
(7.25)
It follows from the maximum principle that
uσ (x) > wσ (x) for x ∈ D.
We claim that
σ
∫
D
f (x)e−
α
2 S(uσ −wσ )dx < 0. (7.26)
In fact, since f (x) ∈ U , problem (1.13) has a nonnegative solution ϕ(x) 0. Hence
−
∫
D
f (x)e−
α
2 S(uσ −wσ )dx
=
∫
D
[−ϕ + a(x)ϕ](uσ −wσ )dx =
∫
D
(−vσ + a(x)vσ )ϕ dx
=
∫
D
K(x)
(
uqσ −wqσ
)
ϕ dx > 0,
which gives (7.26).
On the other hand,
−σ
∫
D
f (x)e−
α
2 Suσ dx +
∫
D
K(x)wqσ uσ dx
=
∫
D
(−wσ + a(x)wσ )uσ dx =
∫
D
(−uσ + a(x)uσ )wσ dx
=
∫
K(x)uqσwσ dx − σ
∫
f (x)e−
α
2 Swσ dx.D D
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−σ
∫
D
f (x)e−
α
2 S(uσ −wσ ) =
∫
D
K(x)
(
uq−1σ −wq−1σ
)
uσwσ dx.
Since 0 < q < 1 and uσ > wσ in D, the above equality contradicts to (7.26) and then this com-
pletes the proof. 
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