By exploiting data-level parallelism, Graphics Processing Units (GPUs) have become a high-throughput, general purpose computing platform. Many real-world applications especially those following a stream processing pattern, however, feature interleaved task-pipelined and data parallelism. Current GPUs are ill equipped for such applications due to the insufficient usage of computing resources and/or the excessive offchip memory traffic. In this paper, we focus on microarchitectural enhancements to enable task-pipelined execution of data-parallel kernels on GPUs. We propose an efficient adaptive dynamic scheduling mechanism and a moderately modified L2 design. With minor hardware overhead, our techniques orchestrate both task-pipeline and data parallelisms in a unified manner. Simulation results derived by a cycle-accurate simulator on real-world applications prove that the proposed GPU microarchitecture improves the computing throughput by 18% and reduces the overall accesses to off-chip GPU memory by 13%.
Introduction
Graphics Processing Units (GPUs) have evolved from a pure graphics rendering device with fixed functionality into a highly programmable, general-purpose computing platform. In the past a few years, GPUs have found wide applications in such domains as scientific computing, data mining, computer vision, geological exploration, and computational finance [1] . By offering unprecedented processing power (e.g., 4300GFLOPS by AMD's Radeon HD7900 GPU [2] ) on a single chip, GPUs are dramatically changing the landscape of modern computing. Future GPUs will continue to offer ever-growing computing throughput and increasing flexibility by supporting more parallel processing patterns [3] .
Unlike their CPU counterparts, GPUs are designed for efficient execution of data-parallel workloads. Today a typical GPU is equipped with hundreds of processing cores to run tens of thousands of concurrent threads. When executing a program, the processing cores on a GPU execute the same code but on different data sets by following a single program, multiple data (SPMD) style. Meanwhile, GPUs also adopt the multithreading with dedicated hardware for fast thread context switching to hide the memory latency. Programmers can take advantage of a software controlled on-chip shared memory and a memory coalescing mecha- nism to reduce the off-chip memory latency further [4] . With the above latency-hiding techniques, typical GPUs only deploy a relatively limited capacity cache on its silicon estate. Despite the importance of data parallelism, real-world applications are far more complex. Many applications, especially those following a stream-processing pattern [5] , have their data parallelism interleaved with task-pipelined parallelism [6] . A stream program consists of a sequence of tasks designated as kernels [5] . Input data are usually organized in batches, which are often called as streams. Tasks in a stream program are usually rich of data parallelism. Figure 1 (a) illustrates the concept of stream processing. Multiple kernels constitute a pipeline that conducts different functions on continuously arriving data, i.e., stream. The data transferring between two neighboring kernels follows a producer-consumer fashion. Stream processing is a fundamental pattern that is pervasive in virtually all scientific and engineering applications [7] . With the rapid growth of the data-intensive applications such as sensor network, data mining and signal processing [8] - [10] , stream processing will play an even more important role.
A large body of research (e.g., [11] - [18] ) has been proposed to support GPU based stream execution. In spite of the encouraging results, a series of problems have to be resolved before the task-pipelined processing pattern can be fully streamlined on GPUs. First, most GPUs can only launch one kernel at a time. When running kernels with relatively small data sets, a GPU's computing resources have to be under-utilized. Second, current GPUs cannot directly support the producer-consumer pattern of data transfer between two adjacent stages in a task pipeline. A preceding kernel in a task pipeline has to write its output to the off- Copyright c 2013 The Institute of Electronics, Information and Communication Engineers chip memory, whereas the succeeding kernel then fetches the data from off-chip memory to its local memory [19] . The problem can be mitigated by buffering data in on-chip cache. However, GPUs usually only have a relatively small capacity cache. Thus, the cached intermediate results tend to be replaced by other data before it can be consumed by the succeeding kernel. Figure 1 (b) depicts the serialized execution process of task-pipelined applications on GPUs. The above two problems seriously drag down the efficiency of running stream applications on GPUs.
The first problem mentioned above has been addressed by a few recent works through software [20] - [23] and/or hardware techniques [1] , [24] . Among software techniques, uber-kernel [22] is a novel solution that packs multiple kernels corresponding to various stages of a pipeline into a single one. This approach can be efficient for task-pipelined applications on GPUs as it helps eliminate the explicit barriers and lower the overhead of launching kernels. Although this technique can improve the programming flexibility and execution efficiency, it is ultimately constrained by the hardware scheduling mechanism.
Meanwhile, hardware techniques were first introduced on NVIDIA's Fermi GPU to concurrently execute multiple kernels as long as there are available computing resources [4] . This feature, together with an asynchronous data transferring mechanism [4] , constitutes Fermi's stream processing capability and proves to be effective for certain applications [1] . Fermi GPU uses a fixed preemptive strategy to map kernels to computing resources. If the first kernel cannot occupy all cores (i.e. streaming multiprocessors in NVIDIA's terminology), then the second kernel can be launched on the remaining cores. Otherwise, if a kernel consumes all the resources, no other kernels can be started until there are idle cores available. Therefore, the resource allocation among concurrent kernels cannot be adjusted as soon as a kernel is initialized. NVIDIA's latest GPU architecture called Kepler [24] enhances the flexibility of dynamic kernel launching. Kepler supports dynamic parallelism that allows on-the-fly GPU kernels to launch new kernels. Such an innovation is convenient for developers to program and optimize recursive and data-dependent execution patterns without the need to returning control to a host CPU. However, Kepler's hardware scheduling mechanism is still based on the preemptive strategy, as children kernels can only either occupy the idle computing resources or share the busy computing resources with their parent kernels. Such a solution still lacks the capability of allocating computing cores with a globally optimized scheme according to the different kernels' workload. Such a dynamic parallelism mechanism is mainly designed to ease the programming process, instead of offering a microarchitecture-level automatic performance tuning technique.
A static scheduling mechanism cannot adapt to the dynamic execution characteristics of kernels. In addition, the performance of a kernel generally does not scale linearly with the number of processors. Previous work [25] already indicates that the computing efficiency of a kernel declines when the number of processors reaches a certain threshold. As we will elaborate later in Sect. 2.3, an extensive characterization of task-pipelined applications confirms that single-kernel performance will saturate beyond a given number of processors. On the other hand, our experimental results prove that simultaneously running two kernels can often be more efficient than dedicating the whole GPU's computing resources to a single kernel even when this kernel is able to occupy the resources fully. Therefore, a static allocation of processors is generally not the optimal strategy. Our results demonstrate that there exists an optimal allocation for overall performance, but it can only be determined dynamically.
Based on the above observations, this work focuses on developing microarchitectural techniques to enable efficient task-pipelined execution on GPUs. The major contributions are as follows.
• We develop a quantitative analysis to identify the pros and cons of running task-pipelined applications on current GPU microarchitectures. The results provide key insights on devising microarchitectural features for proficient task-pipelined execution on GPUs. • An efficient adaptive task scheduler for GPUs is proposed to orchestrate the execution of kernels in a pipelined fashion. By monitoring the usage of computing resources and measuring performance, the proposed scheduler dynamically adjusts the allocation of processors among multiple kernels.
• We propose a moderately modified L2 cache structure for GPUs. By revising the replacement policy, we can significantly reduce the number of off-chip memory accesses by 13%.
• By integrating the techniques proposed in this work, we construct an enhanced GPU microarchitecture to support task-pipelined applications. Experiments on a set of typical benchmark applications show that our techniques enable an 18% higher throughput than the serialized implementation does and a 7% improvement over Fermi GPU's preemptive scheduling method.
The rest of this paper is organized as follows. Section 2 gives an overview of current GPU architecture and a quantitative analysis of running task-pipelined applications on current GPUs. Section 3 introduces our microarchitectural enhancements for supporting task-pipelined execution. In Sect. 4, we evaluate the proposed techniques with extensive experimental results. Section 5 reviews related work. The paper is concluded in Sect. 6.
Characteristics of Task-Pipelined Processing on GPUs

Overview of Modern GPU Microarchitecture
We use NVIDIA's GPU, Fermi [1] , as an example to review modern GPU microarchitectures that support general purpose computing. Computing resources of the Fermi GPU are organized into 16 multiprocessors. As the basic unit for program execution, a multiprocessor is equipped with 32 scalar processing cores as well as local memory in terms of shared memory and L1 cache. NVIDIA proposed a general-purpose programming model, CUDA (i.e. Compute Unified Device Architecture). A CUDA program deploys up to tens of thousands of threads, which are distributed onto multiprocessors by an on-chip global thread scheduler. The threads are organized into thread blocks, while multiple thread blocks constitute a grid. A GPU computation corresponding to such a grid organization is designated as a kernel, which is equivalent to a task in the terminology of stream processing. Threads in different blocks can only share data through off-chip global memory. Data sharing and synchronization between different multiprocessors is expensive. NVIDIA's Fermi GPU is equipped with an on-chip unified L2 cache used to hide the long latency to off-chip memory. However, the relatively low cache capacity (768KB on Fermi) makes it less effective for applications with intensive or unpredictable memory accesses [26] .
Characteristics of Task-Pipelined Benchmarks
We picked up a series of task-pipelined applications from three typical GPGPU benchmark suites, HPEC [27] , NVIDIA CUDA SDK [28] and Rodinia [29] , as benchmarks for this research. The benchmarks are widely used for evaluating GPU microarchitecture. As shown in Table 1 , these benchmarks cover a broad range of application domains including image processing, high performance embedded computing, computational finance and computational biology. Such benchmarks as MT, PM and TDFIR are computebound, while benchmarks like MUM, HG and LOS are memory-bound.
We simulate the benchmarks with a cycle-accurate many-core GPU microarchitecture simulator, GPGPUsim [30] , which provides a detailed simulation model of contemporary GPUs. The detailed execution characteristics of the benchmarks are shown in Table 2 . Each benchmark has at least two kernels and these kernels are executed in a task-pipelined manner. The 2nd column describes how many streams, i.e. input data sets, are fed to the task pipeline. Note that a stream has to be processed by every kernel serially. As each data set can be quite large, increasing the number of streams will not affect the overall performance, but incurs a longer simulation time. We select the number of streams based on the principle that the performance can be stable and simulation time can be kept at a reasonable level. The numbers of kernels are listed in the 3rd column. Columns 4 and 5 enumerate the thread organizations in terms of grid and block dimensions for each kernel, which are consistent with the original released benchmarks and/or manually fine-tuned for better performance. The last column describes the active blocks per multiprocessor. This metric indicates the maximum number of blocks distributed onto a multiprocessor in one shot. These benchmarks can be classified into two categories light-load and heavy-load, according to the computation intensity measured by the number of required multiprocessors as the following equation:
If the required number of multiprocessors derived by (1) does not exceed the number of multiprocessors in a GPU, all the blocks can be assigned onto the multiprocessors in one shot. Such type of applications is designated as the light-load benchmark. Otherwise, some blocks can only be launched after certain assigned blocks finish execution. We call such applications as heavy-load benchmarks. Note that a kernel in the light-load benchmarks deploys a relatively small number of thread blocks and does not occupy all the multiprocessors fully, whereas a kernel in the heavyload benchmarks will consume all computing resources. In the following evaluation and experiments, we will consider three hardware configurations with the number of multiprocessors chosen as 8, 16 and 24, which are listed in Table 3 . For all three configurations, Eq. (1) leads to the same classification as shown in Table 2 . MT, PM and NN are lightload benchmarks, while the others belong to the category of heavy-load benchmarks.
Analysis of Task-Pipelined Execution on GPU
For task-pipelined applications, both light-load and heavyload benchmarks have great potential for performance improvement by optimizing the allocation of computing resources. For light-load applications, it is intuitive that two or more continuous kernels along the pipeline can run simultaneously to occupy the GPU's processors fully as long as they handle different data stream. For heavy-load applications, we will show that it is also possible for performance improvement by appropriately reallocating the computing resources of GPU between two kernels. To understand the performance implications of running two or more kernels concurrently, we first analyze the efficiency of the kernel execution on current GPU by running the benchmarks with increasing number of multiprocessors. The kernels in each benchmark are executed sequentially. The analysis is performed on a cycle-accurate GPU microarchitecture simulator [30] . Table 3 gives the detailed configurations with the numbers in a bold font showing the configuration of Fermi GPU. We will consider two scenarios: 1) Memory bandwidth remains fixed at six channels † with an increasing number of multiprocessors; 2) The memory bandwidth increases proportional to the number of multiprocessors (i.e. 3, 6 and 9 channels, respectively). Figure 2 shows the simulation results for all the benchmarks with the number of multiprocessors set as 8, 16, and 24, respectively. The performance of each benchmark is evaluated with instruction throughput (IPC † † ) normalized to that of an 8-multiprocessors configuration. The results of the first scenario are shown in Fig. 2 (a) . The key observation is that, except TDFIR, none of the benchmarks exhibit good performance scalability when more multiprocessors are installed. It suggests that generally the total throughput is a sub-linear function of the number of multiprocessors. Figure 2 (b) illustrates the performance trend of the second scenario. It follows that the performance scalability of memory-bound programs (i.e. MUM and LOS) is better than that of the first configuration, but it is still far from perfect linearity. On the other hand, it must be noticed that off- † Each channel has a 64-bits bus. The GDDR3 memory clock frequency is 1107MHz. Thus, the bandwidth of each channel is 1107 × (64/8) × 2/1024 = 17GB/s. † † IPC is short for Instruction per Cycle, a widely adopted metric for performance in microarchitecture design. Given an application and a compilation flow, the overall number of instructions is fixed no matter how the microarchitecture is altered. Therefore, it is a more appropriate metric than the computing throughput. The performance evaluation results of this paper are based on IPC. chip memory bandwidth might not be able to always keep pace with the increasing of multiprocessors. With the technology scaling, the number of multiprocessor increases with the area of a GPU chip, while the number of memory bus pins (or equivalently the off-chip memory bandwidth) only grows with the perimeter of the GPU chip. So ultimately, the second scenario cannot hold. We expect that the future scalability of memory bandwidth should be somewhere in between scenarios 1 and 2. Although the above sub-linear trend is derived from a GPU simulator, it has also been verified on real GPU hardware running large volume of experimental data [25] , [31] , [32] .
For both scenarios in Fig. 2 , a further analysis reveals that light-load benchmarks exemplified by MT and PM hardly benefit from a larger number of multiprocessors. The reason is that there are no more workloads available for the idle multiprocessors. A better way to utilize the computing resources is to run two or more kernels simultaneously. Launching concurrent kernels has to meet the constraint that these kernels are independent from each other. In taskpipelined application, the independence widely exists along the pipeline. In fact, two pipeline stages are independent as long as they are handling different data streams. We will elaborate this issue later in Sect. 3.
The performance of heavy-load benchmarks tends to saturate as the number of processors exceeds a threshold. Taking the DCT application with three kernels as an example, we can derive the performance curves of its three kernels executed individually as shown in Fig. 3 (Here the memory bandwidth is fixed when the number of multiprocessors is increasing). The rate of performance growth drops down when the number of multiprocessors is beyond 16. The situation is even worse for the second kernel. It suggests that, beyond a given threshold, we can only receive diminishing gain in performance when dedicating more computing resources to a single kernel. Considering the taskpipelined parallelism, it is appealing to investigate the feasibility of expediting such heavy-load benchmarks through concurrent kernel execution.
Accordingly, we perform a series of experiments. First, kernels 1 and 2 of DCT are executed sequentially with both fully occupying 24 multiprocessors. The IPC of the whole application is shown as the red line in Fig. 4 . Next, we mod- ify the simulator to run two kernels concurrently and allocate the multiprocessors between two kernels. The blue curve in Fig. 4 depicts the performance trend of DCT by changing the number of multiprocessor allocated to kernel 1 from 1 to 23 (i.e., 23 to 1 multiprocessors to kernel 2). Figure 4 delivers a few important messages. First, unbalanced allocations (i.e., those at the two ends of the blue curve) of computing resources lead to poor performance. Second, running two kernels in parallel does offer opportunities to outperform the sequential execution as long as a proper allocation of multiprocessors can be identified. In Fig. 4 , when we allocate 9-13 multiprocessors to kernel 1 and remaining to kernel 2, the overall performance is higher that the serialized solution by up to 17%. Similar performance curves have been observed on other benchmarks.
Implication for Cache Design
The performance saturation of the single kernel execution is largely due to the severe jam of memory traffic when a large enough number of multiprocessors are working. With the number of multiprocessors increasing linearly, more memory requests will be delivered. Typically, the memory overhead for these requests cannot be linear due to the limit in both memory bandwidth and latency of off-chip GPU memory. Such a problem is hard to solve for an arbitrary application, as generally the memory requests from different kernels are independent from each other. However, for taskpipelined applications, the abovementioned problem can be greatly mitigated because two neighboring kernels in a taskpipeline have a producer-consumer relation. When running sequentially, a producer kernel generates intermediate results and stores them in the off-chip memory, while a consumer kernel loads the data back. In the case of parallel execution of two or more kernels, writing and reading to offchip memory will both go through L2 cache. This fact suggests that L2 cache can actually serve as a shortcut between concurrently running producer and consumer kernels. The reduced number of accesses to off-chip memory leads to the overall performance improvement, as illustrated in Fig. 4 . The following section explains the details of our microarchitecture modification to support task-pipelined application efficiently by taking advantage of the above observations. 
GPU Microarchitectural Enhancements
In this section, we elaborate our work on enabling efficient task-pipelined execution on GPUs. The proposed microarchitectural enhancements include two key components, an adaptive dynamic scheduling mechanism to orchestrate pipelined kernels and a moderately modified L2 cache structure to exploit the producer-consumer pattern between neighboring kernels.
Our task-pipeline oriented microarchitecture allows parallel execution of multiple kernels in a manner as illustrated in Fig. 5 , where kernels can run concurrently by sharing the GPU computing resources. The characterization results presented in Sect. 2.3 suggest that such pipelineparallel execution has potential to deliver higher performance. If an application has more than two kernels, e.g. 3, we can still issue two kernels each time by following an execution sequence as K1-K2, K2-K3 and K3-K1. A critical question, therefore, has to be raised: how to allocate and schedule GPU processors among multiple kernels for an optimal overall throughput. In Sect. 3.1, we propose an efficient scheduling mechanism to answer the above question. In Sect. 3.2, we introduce our modified cache architecture and corresponding policy tailored for producer-consumer pattern. In the last sub-section, the hardware implementation and its cost overhead will be estimated.
Dynamic Kernel Scheduling
The general scheduling problem under the context of multi-/ many-core processors involves both allocating computing resources and determining the start time for each task. In this work, the temporal scheduling is implied by the pipelined dependency. Hence, the objective of our scheduling problem is to allocate multiprocessors on a GPU chip between K 1 and K 2 such that the overall throughput is optimized. In other words, a multiprocessor is the basic unit of resource allocation.
Here we propose a two-kernel scheduling mechanism that dynamically adjusts the resource allocation by analyzing the execution history of kernels and predicting the performance implications. The prediction is made possible by the fact that a kernel needs to be executed for multiple times and statistical behaviors of the workload generally change slightly across multiple executions. The scheduling mechanism is implemented in GPU's global scheduler.
Although we can try all possible allocations of multiprocessors to identify the solution for the best performance, such a process will be costly. In particular, the performance loss during the search process is unaffordable. As a result, we take a heuristic approach to solve the problem. The proposed scheduling mechanism works as follows. We have two kernels designated as K 1 and K 2 , which potentially share N multiprocessors. The execution time of these two kernels can be designated as T 1 (n) and T 2 (n), where n is the number of multiprocessors assigned to them. Since the total workloads of two kernels are fixed, the overall computation time is constrained by the slower one of the two kernels, as the fast kernel has to wait for the slower one in each step of pipelined execution. Then the total execution time of concurrently running two kernels is:
The objective of the scheduling problem is to find n such that the total execution time in (2) can be minimized. T 1 (n) and T 2 (n) can be arbitrarily complex and generally cannot be derived analytically. According to our experimental results, T 1 (n) and T 2 (n) can be approximated with monotonically decreasing functions. Under such an assumption, the sufficient condition for (2) to reach its minimum is:
However, it must be realized that T i (n) is relatively hard to handle because T i (n) → ∞, i = 1, 2 when n = 0. A commonly used numerical technique is to use the reciprocal of T i (n):
Again we use piecewise-linear functions to approximate P 1 (n) and P 2 (n). Then the problem reduces to use measured data to derive P 1 (n) and P 2 (n), and then identify an n such that P 1 (n) = P 2 (N-n). Upon the arrival of the 1st data stream, we run K1 and K2 sequentially and measure P1(N) and P2(N). The measurement is done by an on-chip performance counter as those already deployed on GPU chips [33] . Assuming the performance of both kernels is linearly scalable, we can derive two lines that predicting the performance of both kernels under varying allocation of multiprocessors. In Fig. 6 (a) , the purple line is the linear approximation of P1 and the green line is that of P2. The two lines have a cross point, which suggest a performance optimal under the above assumptions † . However, this point generally does not correspond to an integer number of processors. Suppose the cross † It should be noticed that the performance curve of each kernel is different from that calculated individually in a static manner. The points on the performance curve are calculated dynamically under real cache and memory constraints. Hence, the performance inherently includes the effect of competition for cache and memory bandwidth. point is located between integers K and K + 1 as magnified in Fig. 6 (a) . Then we have to choose the optimal allocation of either K or K + 1. At either point, there will be a faster kernel and a slower one. We make a selection such that the performance of slower kernel is larger. The situation is illustrated in Fig. 6 (a) , where choosing K leads to a higher overall throughput.
Then the multiprocessors are allocated between kernels K 1 and K 2 accordingly, i.e. K multiprocessors for K 1 and N-K for K 2 . Of course, such an initial prediction may be inaccurate. Therefore, we use new execution results to continuously fine tune the allocation as shown in Fig. 6 (b) . We then re-calculate the performance line and find the next optimized allocation under the same criteria. The scheduler will repeat this process until convergence. Table 4 gives the number of iterations for reaching the optimal allocation in the benchmarks. On average, the convergence to the optimal allocation can be achieved in 4-5 iterations. Although some applications, such as TDFIR and HG, achieve the convergence point until almost all the stream data are processed, the performance of the last sub-optimal allocation is already very close to the final optimal configuration. Therefore, even such a late convergence does not lead to obvious performance degradation.
Modified L2 Cache Structure
As analyzed in Sect. 2.3, L2 cache can serve as a shortcut for data transferring between two neighboring kernels in a task-pipeline. To fully exploit such an opportunity, data produced by the preceding kernel should be kept in L2 cache as much as possible until the succeeding kernel finishes con- Table 4 Number of iterations for optimal kernel allocation.
suming the data. Thus, we can improve the chance of cache hit when the succeeding kernel begins executing. Meanwhile, the contents written by the preceding kernel should be flushed † immediately after the succeeding kernel finishing execution, as these data have little chance to be reused in the next round of stream execution.
Today's GPUs are equipped with L1 and L2 cache. However, due to the limited cache size, some cache lines tend to be replaced by later requested data during the execution. Typical cache replacement policies like LRU cannot specify exactly which cache lines have the potential to be reused in the succeeding execution. In a task-pipelined application, a preceding kernel processes the input stream and generates new data, which will be consumed by a succeeding kernel. The intermediate data will be written to global memory through cache. If the corresponding cache lines are replaced, the data have to be fetched again from global memory to the cache when the succeeding kernel needs them. Obviously, such memory traffic can lead to a performance overhead, especially when cache capacity is limited. The observation suggests that it can be beneficial to keep these cache lines until the succeeding kernel accessed them. After that, the intermediate data will hardly be reused and we can flush these cache lines to save space for other work.
Based on these observations, we modified the on-chip L2 cache of GPU by adding two labels in each cache line as shown in Fig. 7 (a) . One label, kernel ID, is used to mark which kernel writes to the cache line, while another label, stream ID, records to which stream the data in this cache line belong. Both kernel ID and stream ID of all cache lines all initialized as −1. When a memory request is sent by a multiprocessor, the kernel ID and stream ID are added to the memory request. Given a memory-writing request, † The cache flushing refers to writing the cache data back to global memory normally and labeling the cache line as invalid. It will take only several extra cycles. the kernel ID and stream ID information in the memory request will be copied to the cache line after the regular cache operations. Memory read requests are handled exactly the same as in a conventional cache. Therefore, the major difference from the previous cache design is that write request will record or update the label information of the cache line. As a result, we are able to specify to which data stream and kernel a cache line belong.
Our design ensures the data stored in each cache line to have unique kernel ID and stream ID label. As read request will not alter the label information, we only need to consider write request to maintain the uniqueness. When a write miss happens, we fetch the data of the whole cache line directly from the off-chip global memory. The label information in cache line is then updated by that of the write request. Upon a write hit, it is possible that the label information in the write request is different from that of the corresponding cache line. One option is to store each data's label information separately, but it will pose a relatively high storage overhead. Actually, it is rare for write requests to hit the same cache line with different labels, as different streams have varying writing address space in the global memory. Therefore, to alleviate the storage pressure, we record the labels at the granularity of the whole cache line. In other words, we use the label information of the memory request to replace that of the corresponding cache line. Figure 7 (b) elaborates the detailed working procedure. At each step, concurrent kernels finish the processing for a data stream. Then the thread scheduler will broadcast a message containing both kernel ID and stream ID corresponding to the kernel and data stream that have just finished execution to all cache lines. Each cache line will compare its label information with the counterpart of the message. When matched, the corresponding cache line will be flushed.
An exemplar execution process is illustrated in Fig. 7 (b) . At step 1, kernel 1 processes data stream 1. Therefore, the cache line written by kernel 1 is labeled with K1S1. At step 2, kernel 2 will read the data produced by kernel 1 at step 1. As the data are already cached, kernel 2 read them directly from cache as long as the cache lines have matched thread ID and stream ID. Meanwhile kernel 2 writes its own results in cache lines with label as K2S1. After kernel 2 finishes executing, the global thread scheduler broadcasts a message to L2 cache indicating that the cache lines labeled with K1S1 can be flushed safely. This implies that the flushed cache line can be reused. Without the cache modification, at step 3 when all the cache lines are occupied, new data requests will replace cache lines in an unpredictable manner, while many cache lines actually store data needed by the next step execution. In such a case, the replaced data have to be fetched back and the extra read accesses lead to overhead of time and energy.
Hardware Implementation and Cost Estimation
Our microarchitectural enhancements only incur moderate hardware overhead to GPU's global scheduler and L2 cache. Figure 8 shows the major hardware organization of our dynamic kernel distribution mechanism, which is designated as dynamic kernel allocator (DKA) and implemented in GPU's global scheduler. DKA is equipped with a series of lookup tables (LUTs) to record the performance metrics. Each kernel pair † has its own LUT, which has multiple entries. Each entry corresponds to a possible allocation of multiprocessors. An entry consists of three fields, the number of multiprocessors allocated to the 1st kernel in the kernel pair (NK1 † † ), the performance metric of the 1st kernel (K1 perf), and the performance metric of the 2nd kernel (K2 perf), respectively. The performance metrics fields are empty † A kernel pair refers to two kernels that are two adjacent stages are in the pipeline and execution concurrently in our work.
† † The NK1 label only records the number of multiprocessors allocated to kernel 1. Then the remaining multiprocessors are assigned to kernel 2. before a program starts † . The allocation is performed in an iterative fashion. At the beginning of one round of the iteration process, GPU global scheduler sends a message to DKA indicating which LUT to choose. Meanwhile, the performance metric of each kernel-pair's previous execution is updated in corresponding entries. Then, the performance metrics from the entries of LUTs will be sent to the linear interpolation units to derive the performance metrics of the remaining allocation solutions of multiprocessors with a linear approximation method described in Fig. 6 . Meanwhile, the predicted performance metric by the interpolation will be stored in a temporal buffer pool. Finally, a series of simple comparisons are conducted to identify the optimal processors allocation, which is sent back to global scheduler.
The storage units in a DKA are the main contributor of hardware cost since the logic units are relatively simple. Although DKA needs a 16-bit floating-point processing unit (FPU) for performance prediction (e.g. reciprocal computation), the overhead of a FPU is negligible considering the fact that modern GPU already have hundreds of FPUs deployed. We choose the execution time as the performance metric. The measuring of execution time can be achieved by reusing the program cycle counters that are already installed on GPU chips. Assuming there are 24 multiprocessors in the GPU, for a given pair of kernels, a LUT of each kernel pair has 25 entries. Each entry contains 5 bits, 16 bits and 16 bits for three regions in a total of 37 bits. Currently we allow a task-pipelined consisting of up to 8 kernels † † . Thus, the total LUT of neighboring kernel pairs is 8 plus 1 in the buffer pool. In summary, the scheduler needs a total of 1KB (i.e., (8 + 1) × 25 × 37bits) SRAM for storage. The modified L2 cache needs extra storage for the kernel and stream labels as well as corresponding comparison logic. In the modified L2 cache, each cache line needs 3 extra bits for kernel ID (up to 8 kernels) and 5 bits for stream ID (the stream ID could be reused when exceeding the 32 streams). For a typical L2 cache with 12K cache lines (with the 768KB cache size), we only need an extra 12KB of storage, which occupies only 1.5% of total L2 cache size. The hardware overhead of the comparison logic is even more negligible.
Methodology and Experiments Results
We implemented the proposed microarchitecture features in a cycle-accurate simulator, GPGPU-sim (version 3.0.1), for many-core GPU microarchitectures [30] . The benchmarks have been summarized in Table 1. Table 3 lists the detailed hardware configurations. We compare three GPU microarchitectures, baseline GPU running kernels serially, the † As described in Sect. 3.1 of this section, the initial data streams of each kernel pair are processed serially and the performance metrics will be initialed accordingly. The scheduling of allocator actually starts working after the serial execution.
† † The decision of supporting at most 8 kernels is based on our observations that almost all the benchmarks have less than 8 kernels. Actually, this value can be set to a larger number with a trivial hardware overhead.
preemptive scheduling mechanism used in Fermi and Kepler GPUs and our proposed techniques. The preemptive scheduling mechanism has been incorporated in current version of GPGPU-sim. We also implemented our proposed techniques in GPGPU-Sim.
The performance is evaluated in the following aspects. Section 4.1 compares the performance improvement for three microarchitecture configurations. Section 4.2 analyzes the breakdown of performance improvement by the dynamic scheduling and the modified L2 cache. Section 4.3 compares the reduction of off-chip memory accesses. Section 4.4 discusses the concurrent execution of three or more kernels.
Performance Evaluation
As introduced in Sect. 1, the preemptive scheduling mechanism is a straightforward method to support multiple kernels. The idea is that a succeeding kernel can be launched on the remaining idle multiprocessors if a preceding kernel does not occupy all multiprocessors. Otherwise, when a preceding kernel consumes all the resources, no other kernels can start until some multiprocessors finish their workloads. Such a scheduling strategy considers neither the performance scalability of each kernel nor the optimal number of multi-processors allocated to each kernel. Figure 9 shows the performance comparison normalized to the baseline GPU. To evaluate the scalability of our proposed techniques, we consider three configurations with the number of multiprocessors set as 8, 16 and 24, respectively. The L2 cache size and memory bandwidth increase proportionally as Table 3 shows. The results in Fig. 9 lead to a few important insights.
First, compared to the baseline, the performance improvement of light-workload is much better than the heavyworkload benchmarks for both the preemptive scheduling and our methods. For example, on the 8-multiprocessors configuration, the performance improvement of PM for two scheduling methods can be about 40% than the baseline. However, the performance improvement of light-load benchmarks does not scale prominently with the number of multiprocessors increasing. The reason is intuitive: the workload of a single kernel in these benchmarks does not fully occupy the computing resources.
Therefore, both the preemptive scheduling and our task-pipelined method can better exploit the computing resources for multiple small kernels execution. The results reveal that our dynamic scheduling can perform as well as the preemptive scheduling on light workload benchmarks.
Second, Fig. 9 demonstrates that our method has a better scalability than preemptive scheduling for the heavyworkload benchmarks. On the 8-multiprocessors configuration, our method does not pose significant performance advantage. However, with the number of multiprocessors increasing to 16, our method delivers slightly better results. Further, when the number of multiprocessors reaches 24, our method is superior to the preemptive method. The per- formance improvement of our task-pipeline method can be 12%, while that of the preemptive scheduling method is only 4%. The performance scalability can be explained as follows. With a small number of multiprocessors, our method does not have much freedom to make an optimized allocation of multiprocessors. Taking HG as an example, it has two kernels and the execution time of the 2nd kernel is about 30X longer than that of the 1st kernel. If we ignore the influence of memory bandwidth, the best allocation of computing resources should be 3% to the 1st kernel and 97% to the 2nd kernel, which means the 2nd kernel has to occupy most of the computing resources. However, on 8-processors configuration, the maximum computing resources allocated to the 2nd kernel is 87.5% (7 of the total 8 multiprocessors) as we have to allocate at least one multiprocessor to the 1st kernel. In this case, not enough computing resources allocated to the 2nd kernel will be the major performance bottleneck. This problem can be alleviated when the number of multiprocessors is larger. On the 24-multiprocessors configuration, the computing resources allocated to the 2nd can be 95%, which is near to the optimal allocation. Therefore, we can see that larger number of multiprocessors brings more benefits for our scheduling method, which makes it suitable for future microarchitectures with even more processors.
Overall, on the 24-multiprocessors configuration, 7 out of 9 benchmarks perform much better than baseline while only TDFIR and HG are less efficient. For TDFIR, as pointed out earlier in Fig. 2 , it has almost a linear scalability. Therefore, the choice of scheduling method does not significantly influence the performance. The reason of the performance degradation for HG is that the workloads of its kernels are extremely unbalanced and a feasible allocation is far from optimal. On average, our task-pipeline method delivers an 18% improvement compared to the baseline and a 7% improvement over Fermi's preemptive scheduling method.
Performance Breakdown
We have proposed two mechanisms to support taskpipelined execution, i.e. the dynamic kernel scheduling mechanism and the modified L2 cache. Figure 10 shows the breakdown of performance improvement due to these two mechanisms on 24-multiprocessors configuration. We consider two scenarios of our techniques. The first one only uses the proposed dynamic scheduling technique, while the second one integrates both techniques. For light-workload application, almost all contributions to the enhanced performance come from the dynamic scheduling. As the performance bottleneck of these benchmarks is the insufficient usage of computing resources, instead of the contention to memory resources. Therefore, the modified cache policy is less influential in performance improvement.
For heavy-workload benchmarks, the modified cache plays a more important role in performance improvement. The MUM benchmark gets most benefits from the modified cache, as it is memory-intensive and cache friendly. Improving cache behavior can contribute to the performance directly.
Memory Access
As we have explained in Sect. 3.2, the important objective of our modified cache design is to reduce the number of offchip memory accesses, which improves performance and lowers power consumption. Figure 11 illustrates the number of off-chip memory accesses normalized to the results of baseline. We can see that the preemptive scheduling only slightly changes the number of memory accesses and leads to diverse behaviors on different benchmarks. As the preemptive scheduling does not change the cache's architecture, the memory behaviors are determined by the execution sequence of threads and the streaming characteristics have not been exploited. On the contrary, our stream-oriented cache architecture effectively reduces the number of mem- ory accesses on most benchmarks. Among these, MUM and LOS require large-volume of data transfer between neighboring kernels. Thus, the proposed technique brings up to 40% reduction in off-chip memory requests for these two benchmarks. In the case of HG, which incurs a large number of memory references, the reduction is only 2% as most of the requests are read operations and few data need to be transferred between kernels. For MT and PM, the number of accesses changes slightly. The reason is that they only need a small volume of data transfer between neighboring kernels and most data can be contained in cache. Overall, the total number of off-chip memory accesses on the proposed architecture is reduced by 13%.
Concurrent Execution of Three or More Kernels
In the previous design and implementation, we focus on the concurrent execution of two kernels. It is proved that running two kernels tends to be more efficient than dedicating the whole GPU's computing resources to a single kernel, even when this kernel is able to fully occupy the resources. Scheduling two kernels simultaneously has a direction application in computer graphics rendering, in which vertex processing and fragment processing are two major steps of a typical graphics pipeline.
A generic task-pipelined application may have over two kernels. Such applications can be solved in two different approaches. The first approach is implemented in our scheduling mechanism, which decomposes a task pipeline into stages with each stage consisting of two kernels. Then each stage of two kernels can be executed concurrently. The second approach is to concurrently schedule three or more kernels by extending our techniques. For the second approach, we need to consider two scenarios: 1) All the kernels' workloads are small and not all the SMs are required; and 2) The kernels' workloads are large enough to occupy all the SMs. In the first scenario, the preemptive scheduling adopted by current GPUs can distribute the computing resources efficiently as different kernels do not compete for resources. It must be noted that such a case rarely happens in current GPGPU applications because the purpose of GPGPU is to accelerate the processing of large data sets. In the second scenario, running three or more kernels is likely to cause increasing traffic jam and imbalance computing re- sources allocation that hurts the overall performance. We can use benchmark DCT as an example. DCT is composed of three kernels as a task pipeline. Figure 12 illustrates the performance of running three kernels under all possible configurations of task mapping on a 24-multiprocessors GPU. The X axis of Fig. 12 lists the allocations of multiprocessors to the three kernels. The zigzagged curve shows the IPC value of each configuration † . The configuration space is quite large. Therefore, we only show the results on the "boundary" of performance data † † . The performance attained by our proposed two-kernels scheduling is also shown as the straight red line. It shall be noted that the performance data of optimal two concurrent kernels is fixed as it has no relation to the X axis. Figure 12 illustrates that only two out of the over 40 configurations deliver a slightly higher level of performance than our two kernels execution and the performance advantage is less than 2%. In addition, most configurations actually perform worse. On the other hand, finding the optimal configuration for three or more kernels leads to significantly increased computing time and storage space. Overall, our dynamic two-kernels scheduling is suitable for current stream applications. From the above analysis, we believe that it is not beneficial to directly schedule task pipeline with three or more kernels for concurrent execution.
Related Work
Mapping stream programs to multiprocessors has received significant attention in the past [11] - [18] . Recently there has been a wave of research work on mapping multi-task applications to GPUs. The existing work can be classified into three categories. The first line of research focuses on constructing automatic flow of mapping task-pipelined streaming programs onto GPU [12] , [13] and auto-tuning work for optimizing program parameters [34] - [36] . The second category aims at software programming techniques to exploit † The three figures on the horizontal axis represent the numbers of multiprocessors allocated to the three kernels.
† † There are at most C task management on GPUs [20] - [23] . The third category makes efforts to optimize microarchitectures for scheduling multi-tasks among many processing cores [1] . Our work is similar to the 3rd category.
The first category work aims at developing efficient automatic tools to map stream programs on GPU platforms and auto-tuning program parameters for different GPU platforms. Udupa et al. [12] developed efficient techniques to map stream programs to CUDA by following a software pipeline approach, in which GPU global memory is used as the data buffer for concurrently executing kernels. However, this work can only handle relatively small streaming data because their techniques require all thread blocks to be simultaneously active. There has been a number of work [34] - [36] about tuning and optimizing GPU's parameters for a higher efficiency on different GPU hardware. They adopt empirical optimization techniques to generate a large number of parameterized code variants for a given algorithm and run these variants on a given platform to discover the one that gives the best performance. These auto-tuning works only focus on the efficient software implementations and cannot be directly applied to the hardware resources adjusting.
The work of second category put an emphasis on supporting multi-task execution in the framework of the CUDA programming model. Various software techniques were proposed to enable efficient and flexible execution of multi-task workload. Gupa et al. [23] study using persistent thread style programming to solve irregular GPU workloads. The persistent thread approach is to keep threads alive during the whole process of kernel execution. Upon finishing processing a task, a thread fetches a new task from a work queue. This approach effectively reduces the overhead of launching new threads. Tatarinov and Kharlamov [22] proposed a novel method called uber-kernel to merge multi-kernels to one single kernel for any workload benchmarks. This approach can be efficient for exploiting task-pipelined applications on GPUs as it can eliminate the explicit barriers and lower the overhead of launching kernels. Based on the uber-kernel method, Tzeng [20] developed software mechanism to decompose the tasks into the granularity of warps and record the warps in distributed queues allocated on the device memory as well as task donation mechanism to balance the workload of each task and ensure all processors can get work quickly. The abovementioned works are valuable in improving the performance and programming flexibility of GPGPU applications, but they still rely on the existing scheduling method of current GPUs.
The third category cares about hardware optimization for a better allocation of processing cores among multitasks. Early generations of GPUs supporting general purpose computing do not allow directly running multiple kernels. The concurrent kernel execution was first introduced on NVIDIA's Fermi GPU [1] . NVIDIA's Kepler GPU offered the support for dynamic parallelism [24] . Although both Fermi and Kepler GPUs support concurrently running multiple kernels, they still follow a preemptive scheduling strategy, where an idle multiprocessor is immediately assigned to execute a kernel as long as it still has unfinished blocks. Such a preemptive scheduling mechanism does not consider the dynamic behaviors of kernel execution and thus leaves space for optimization. For graphics applications, current GPUs can allocate a varying distribution of multiprocessors to various tasks in a graphics pipeline [37] . For example, the GPUs might use 90 percent of its processors as pixel shaders and 10 percent as vertex shaders when drawing a certain scene, and then reverse that ratio when drawing another. However, this scheduling mechanism is only suitable for graphics applications, which have relatively fixed computing patterns so that the performance is relatively easy to predict. However, GPGPU applications involve more complicated computation patterns and their performance is much more difficult to estimate.
Similar to the third category, our work focuses on microarchitecture optimization to support concurrent kernels. We provide a new solution for GPU-alike many-core microarchitectures to exploit the potential of simultaneously exploiting task-pipeline and data parallelism. Completely following the CUDA programming style, our hardwarebased techniques do not require programmers to change their code explicitly.
Conclusion
The history of graphics processing units has consistently witnessed the enhancements of flexibility. Task-pipelined parallelism is a fundamental computing pattern that is commonly found in scientific and engineering applications, especially. As GPUs are playing an increasingly important role in computing, this work focuses on developing microarchitectural techniques to support efficient task-pipelined execution on GPUs. Based on an extensive quantitative analysis, we identify opportunities and challenges to utilize the task-pipelined parallelism. We propose a kernel scheduling mechanism that dynamically tunes the resource allocation between two concurrent kernels for an optimized overall throughput. We also introduce techniques to moderately modified GPU's L2 cache to ease the data transfer between kernels and reduce the off-chip memory access. Simulation results on real-world applications demonstrate the effectiveness and scalability of our techniques. 
