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Abstract-Earlier work on the modelling of the electrical and chemical potentials at the 
internal surface of a neural membrane is extended to the extracellular environment. 
Calculations are made showing that variations in the concentration of potassium are 
most significant in the propagation of potentials in the extracellular fluid. and have a 
maximum amplitude in a frequency range near to 10 Hz. It is suggested that this res- 
onance is responsible for the alpha-rhythm which is observed experimentally in the 
cortex, and that it may provide a means of communication between neurons apart from 
normal synaptic transmission. A role for the glial cells in the transmission of potentials 
in the cortex is also indicated. A method is developed for the statistical description of 
the extracellular environment, as a first step towards the realistic modeiling of the 
extracellular field. 
1. INTRODUCTION 
The vertebrate cortex is without doubt the most complex of the great diversity of biological 
systems which have been developed by evolution in the terrestrial environment. The study 
of the cellular structure of the cortex at the microscopic level was initiated by Golgi (see 
Santini [I] and Ram6n y Cajal [2]) in the last century and continued by Scheibel and 
Scheibel [4], Lorente de N6 [3], and others in the present century. The development of 
the techniques of electron microscopy in more recent times has greatly refined knowledge 
of the details of the cellular structure, as is evident from an examination of the work of 
Palay and Chan-Palay [5] among many others. 
The cortex is made up of two classes of cells: neurons, which are generally regarded 
as the seat of the electrical activity of the cortex, and glial cells, which occupy most of 
the space separating the neurons, but whose function has not hitherto been well under- 
stood. The neurons consist of a soma, or cell body, dendrites which channel electrical 
impulses from other cells to the soma, and an axon which transmits impulses to other 
cells. The cerebellar cortex, for example, contains several well differentiated types of 
neurons: stellate cells in the outermost. so-called molecular layer; basket, Purkinje, and 
Lugaro cells next in the Purkinje cell layer: and Golgi and granule ceils in the granular 
layer below, as shown in Fig. I. 
Structurally, the Purkinje cells are most striking owing to their extensive ‘trees’ of 
dendrites. These cells, of which there are more than IO’ in the human cortex, have an 
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Fig. I. Cerebellar Neurons (after Kuffler and Nicholls [24]) 
inhibitory action on other cells of the cortex, but, as shown by Eccles, Llinas, and Sasaki 
[6], are strongly excited by the climbing fibres which develop from the axons of neurons 
below the cortex in the inferior olive. The direct communication between the climbing 
fibres and the Purkinje cells is at small synapses localized on the “thorns” of the soma 
and larger dendritic branches of the latter. However, there are much larger areas of the 
climbing fibres adjacent to and partly enclosing the dendrites, and it is remarkable that 
throughout the cortex there is a close structural relationship between neurons of various 
types which goes far beyond the requirements of synaptic connection. 
There is a similar differentiation of glial cells in the cortex, which corresponds, in part. 
to differences between the neurons of the layer in which they reside. In the Purkinje cell 
layer the glial cells have surfaces adjacent to and at a remarkably uniform distance (- 150 
A) from the neurons: the extracellular space between the glial cells and neurons is occupied 
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by electrolytic fluid rich in sodium ions and with corresponding low concentrations of 
potassium. 
Hitherto, mathematical modelling of the cortex has been restricted to phenomenological 
studies and representations of the internal and external electrical potentials associated 
with individual neurons. Initially, it seems to have been assumed that the model of Hodgkin 
and Huxley [7], developed to account for the action potential which they observed in a 
giant neuron of the squid, had a more or less universal application. However. the work 
of Lorente de N6 [8] served to highlight the importance of the less spectacular graded 
potentials of a few millivolts in overall neuron activity. and Rall 191 developed a realistic 
model of the channelling of such graded potentials through a system of dendritic branches 
like those of a Purkinje cell. At the phenomenological evel. Freeman and his associates 
[IO] and Plonsey [I 1. 121 have made a study of the generation of the external potentials. 
such as are observed in electroencephalograms (EEGs) and magnetoencephalograms 
(MEGs), by the action of neurons. In these studies. it is understandable that there should 
have been little attempt to model the structure of the cortex as an assembly of neurons 
and glial cells in an electrolytic fluid, and we shall make what we believe is the first 
attempt to do so towards the end of this article. 
The major interest of work in this area is, of course, not simply in the geometry of the 
microscope structure, but in the relationship between this geometry and the electrical 
activity which is recognized as the essential physical characteristic of life and conscious- 
ness. There are extensive clinical and experimental studies devoted to monitoring electric 
potentials not merely outside the cortex, where they are much attenuated, but also in the 
extracellular fluid. It is hardly surprising that the potentials recorded within the actual 
extracellular environment (see Towe [13]) are qualitatively different from those external 
to an isolated neuron [14]. These extracellular potentials seem to have been regarded 
generally as external manifestations of action potentials within neurons. as they certainly 
are in the instance of event-related potentials. However, there are some periodic poten- 
tials. such as the alpha-rhythm and the beta-rhythm, which are characteristic of otherwise 
inactive states of the cortex and do not seem to fall into this category. It is necessary to 
distinguish between these sinusoidal potentials and the alpha-spindles or spikes of about 
the same frequency, which are associated with nervous activity in the thalamus [IS]. The 
alpha-rhythm, on the other hand, has been found by Lopes da Silva and Storm van Leeu- 
wen [I61 to have an origin within the cortex itself. 
Another question of considerable interest is whether the extracellular potentials are 
not simply a by-product of the electrical activity of the neurons, or whether they play a 
more essential part in the functioning of the cortex, by modulating or otherwise influencing 
the action of individual neurons. Marrazzi and Lorente de N6 [ 171 reported experiments 
of their own, and also summarized a considerable amount of independent experimental 
evidence pointing to the conclusion that neurons may influence one another by means 
other than synaptic contact. In the work already referred to. Rall [9] was led to perform 
some order-of-magnitude calculations resulting in the conclusion that an extracellular field 
of several millivolts (such as is actually observed) is sufficient in at least some circum- 
stances to induce activity in a neuron such as a Purkinje cell. These observations and 
calculations greatly enhance the potential significance of the model of the extracellular 
field which we shall develop in the following. 
If. as we shall suggest, the electrical activity of the cortex extends to the extraneuronal 
environment. the role of the glial cells which occupy most of this environment can hardly 
be disregarded. The basic metabolism and internal ionic concentrations of the gliat cells 
are very similar to those of the neurons, from which they differ mainly in having no 
synaptic connections and no axon capable of transmitting an action potential. The potential 
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difference across the membrdni is, if anything, greater than for a neuron, and changes 
in response to changes in the ex::rnal potential or ionic concentrations [ 18. 191. Since its 
membrane is permeable to potassium, the glial cell has its own effect on the extracellular 
field. 
The early part of this article is devoted to an extension of our previous work [20. ?I] 
in which we developed a physically-based mode1 of graded and action potentials within 
neurons. Here we shall use similar methods to model the variations of potential in the 
extracellular fluid, which, though small compared with an action potential. are comparable 
with or greater than those associated with graded potentials within a neuron. The most 
important difference is in the relative concentration of sodium and potassium. Large 
changes of potential, which we designated as resonances. occur as a result of fluctuations 
in the number of ions in small concentrations. Thus. whereas at the internal surface of 
the membranes of a neuron the resonances are associated with calcium and sodium ions. 
at the external surface they are associated with calcium and potassium ions. The principal 
extension of the model which we have developed previously is concerned with the role 
of the potassium resonances, which is therefore considered in the following section. 
2. THE POTASSIUM RESONANCE 
Here, as in our earlier work [20, 211, we shall make use of the following fundamental 
relations between the ionic number densities tz,, the chemical potentials +,,, the ionic 
current densities j,,, and the electrical potential 4: 
n*, = n! exp( - pe,,4,), 
j<, = e,&R4,, - 4)/e,, 9 
dn,,ldt = - FI,,v(j,,/e,,Fl,,), 
y ‘dl = - (4?‘dK)&,~Jl~, . 
(2.1) 
Here the subscript ‘N’ takes the values K, Na, Ca, and Cl, corresponding to the types of 
ions which we wish to consider; the n! are values of the tz,, at some undisturbed point, 
relative to which chemical potential differences are measured: I3 = ll(kT) is inversely 
proportional to the absolute temperature: the err and O,, are ionic charges and resistances: 
and k is the dielectric constant. Although the 0,, do vary somewhat with the degree of 
hydration of the ions and the polarization of the electrolytic fluid, they will be regarded 
as constant for phenomena on the time scale (10-j sec. to 10-l sec.) in which we are 
interested. Thus the large variations in the conductances errttJ&, postulated by Hodgkin 
and Huxley [7] in their well-known model of the action potential, and by others following 
them, will be attributed to variations in the ionic densities in the Debye layers of the 
neural membrane. We will show in a subsequent study how the Hodgkin-Huxley equations 
can be derived as an approximation based on (2.1) of the present article. 
From (2.1), it is easy to derive the coupled set of nonlinear equations 
d4, y. dt = V’+, + &&(e-UhQh - l), (2.2) 
where the CQ, = 13eh are just the ionic valencies if a suitable unit (24mV) is adopted for 
the potentials, and the cb = 4mhnJK are products of the valencies and the fixed con- 
centrations, in mM if the unit of distance is 14.7 A at a temperature of 310°K. It follows 
from (2.2) that an arbitrary small change S+, (e.g. in time or position) of the 4(, will satisfy 
the linear equation 
Mathematical modelling of the cortex 387 
(2.3) 
cb = c”b exp(-a&Q,) = hpeb&/K. 
If, as is often so, particularly in the extracellular fluid, the variations &$, are independent 
of the &,, this equation can be solved by means of the ansatz (generalized separability 
condition) 
d(W,) 
V2W,) = P ---$--- + 46&J, (2.4) 
where p and 4 are, in general, functions of position. As in our earlier work, we are not 
interested in solutions which either tend rapidly to zero with time. or grow rapidly and 
therefore fail to satisfy the condition that 66, should be bounded. We therefore 









Since the denominator is complex, this resolves into two real equations connecting p, 4, 
and w. These equations are solved most conveniently by substituting values of p within 
the admisible range (between YK and ycr, where M’ may be real), and determining the 
roots of the cubic in qzhJ which results from taking the imaginary part of (2.5). The real 
part of this equation then determines the corresponding value of q - ’ and hence of N’. The 
general character of solutions for the inner membrane surface of certain neurons of interest 
in invertebrate neurophysiology has already been described in earlier papers 120, 211. For 
the neurons of the vertebrate cortex the solutions are quite similar and will not be discussed 
here in detail, but it is worth noting that the reported concentrations of calcium and sodium 
(cCa = .075mM and cNa = 12SmM) are considerably higher than in our work on inver- 
tebrates, and that the level of sodium is near to the upper limit, instead of the lower limit, 
at which an action potential is possible. This is illustrated in Fig. 2 in which the collapse 
of an action potential due to increasing concentrations of sodium is shown. 
The fact that the internal sodium concentration is near the upper limit for the action 
of the neuron suggests a regulating mechanism in which the well-documented elimination 
of sodium as a result of the metabolic processes of the cell is routinely offset by some 
form of activity tending to raise the sodium concentration. Action potentials are of course 
one such form of activity, but because of their occasional nature they must be supplanted 
by some other process during quiet periods. We are therefore led to consider the possibility 
of activity at the outer membrane surface. The concentrations in the extracellular fluid 
(ck = 3mM, cNa = 150mM, cca = 1.25mM, ccl = 125mM are very different from those 
which we have considered previously, and the structure of the roots of (2.5) is corre- 
spondingly different. Values of q and MJ corresponding to varying value of p are shown 
in Fig. 3. 
The resonances, as at the inner membrane surface, are associated with ions at low 
concentrations, in this instance calcium and potassium ions, and are characterized by 
small values of q. which correspond to values of p just below yea and just above YK 
respectively. The properties of the potassium resonance are not precisely analogous to 
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Fig. 2. Effect of increase of internal Na’ concentration on action potential. Upper curve corresponds to con- 
centration of 12.5 mM; lower curve to 12.9 mM. 
2 
Fig. 3. Values of y and I? for 1 c p < 8. Note the change of scale at p = 2. 
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those of the sodium resonance, partly because YK--p is negative and partly because there 
is approximate electrochemical equilibrium between potassium, but not sodium. in the 
extracellular and intracellular fluids. Of special significance from our point of view are 
the remarkably small values of q and u’ associated with the potassium resonance, which 
imply that both the thickness of the extracellular Debye layer and the time scale of po- 
tentials in this layer are much longer than those at the internal surface of the neural 
membrane; this is, of course, fully consistent with the experimental data which we have 
referred to in the introduction to this article. In physical terms, the explanation is related 
to the fact that the degree of hydration of the potassium ions is less than that of other 
types of ions in the electrolyte, so that the resistance YK experienced by the potassium 
ions is also much smaller than the other ya, The actual frequencies of maximum amplitudes 
of the potassium resonance are in a band centered near 10 Hz, corresponding to the 
observed frequencies of the alpha-rhythm. This in itself suggests a connection between 
the potassium resonance and the alpha-rhythm, which we shall probe in more detail in 
the following sections. 
The role of calcium in exciting the potassium resonance is basically similar to that 
which we have described, in relation to the sodium resonance at the inner membrane 
surface, in our earlier work [21]. However, because of the relatively higher (though still 
small) calcium concentrations in the extracellular fluid, the amplitude of the potential 
variations due to the calcium alone is larger, amounting to a few millivolts. As at the inner 
membrane surface, the calcium concentrations may be significantly changed by transport 
in both the transverse and longitudinal directions, and as this occurs over a relatively 
short period of time (a few milliseconds) it sets up fluctuations in the potassium concen- 
tration which may be periodic in character. The potassium resonance may also be excited 
by the external fluctuations in the sodium concentration which follow an action potential 
in a neuron, or by fluctuations in the potentials in the extracellular fluid. Moreover. small 
fluctuations in the potentials at the surface of a glial cell will excite the potassium resonance 
in exactly the same way as at the surface of a neuron, so that this type of activity is by 
no means limited to the neural network. In the following section. we shall confirm these 
qualitative considerations by developing a theory of the excitation of the potassium res- 
onance in the quantitative detail which is necessary for a model of the extracellular fluid. 
3. THE EXCITATION OF THE RESONANCE 
In this section we shall present a new approximate solution of the nonlinear equations 
of the model, which can be used to study the excitation of the potassium resonance in 
the extracellular medium. For this purpose, we shall denote the exciting potentials by $,,: 
this could be the nonlinear solution of the equations associated with the calcium resonance, 
or the attenuated form of the sodium resonance, or even an externally induced variation 
of the electrical potential at the external surface of the membrane, which affects both the 
calcium and the potassium resonances. The potentials due to the potassium resonance 
will be denoted by S+,,. and we shall show that these can be quite accurately determined 
from the solution of a linear homogeneous equation. 
We consider first the nonlinear equations satisfied by the exciting potential. which for 
the sake of clarity we suppose to be associated with the calcium resonance. As before, 
we need consider only two of the potentials as independent. and in the extracellular 
environment these are most conveniently chosen to be $Na and I$~,, corresponding to the 
ions in greatest abundance. Any other potential +,, is then given by 
390 T. TRIFFEI -ND H. S. GREEN 
where q, p, and the frequency w are related by 
(3.2) 
It is clear that 4b will only be in the nonlinear domain if p is in the neighborhood of one 
of the ya, in this instance -yea, and that when this is true q and MI will also be small, so 
that fCa will be very much smaller than the other f=. For the electrical potential, cor- 
responding to a = 0, we have y. = 0; and for the various types of ions, we assume values 
of the y0 near to those adopted in our previous work, with YK < YNA < yCa < yCr. 
If we introduce the variables 
4m = 4Cl - +Na, 
4n = (wb)[(YCl - p)4Cl - (YNa 
the equations of change (2.2) reduce to 
d4n 






% + ~4, = K CtAcob@,I [exp( - w&d - 1 + (~~4~1, (3.5) 
where 
(YCI 
K = (YCI 
- YNa)&a 
- P)(P - YNa) ’ 
(3.6) 
This form shows clearly the periodic nature of the solutions for small 4~,. In the nonlinear 
domain, the right side of (3.5) is of course not negligible, but since fCa is so small, the 
resonance potential 4, = 4~, is very much larger than the other 4b, so that the summation 
essentially reduces to a single term. If we write 
4C = &n4)m + Un4n, (3.7) 
so that, from (3.1) and (3.3), 
w*K 
u, = - 
f ’ C&a 
em 
un = 
[(rca - Pbl ’ 
we obtain finally 
d*4, d4c -p + w*4,. = umf(4c) dt + W&f(4C), 
(3.8) 
(3.9) 
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where 
f(4) = K[exp( -wb) - 1 + vbl 
a, = aca. 
(3.10) 
Because K and CL, are both positive, the stability of the solution of (3.9) for large negative 
values of & is guaranteed. For large positive values of $,, ff&.. = ~a~&, so there is 
one stable mode, but also an unstable mode which must be eliminated by the choice of 
physically appropriate initial conditions. The existence of this instability for large calcium 
concentrations is a transparent consequence of the excess of positive over mobile negative 
ions; in the physical context, any additional excess of calcium ions is quickly neutralized 
by the polarization of the membrane, so that no large positive values of & can be sustained. 
A solution of (3.9), valid for all values of &, can be obtained by neglecting some small 
terms involving W. The first integral can be written in the parametric form 
- = uf(&) + c cos x, 
dr (3.11) 
w’+f = wu, f(4) d+ + c* sin2x, 
where c is the constant of integration. From this result a further integration by quadrature 
is easily performed. The extrema are obviously given by 
w’+f = h?lf(4b)12 + w&I f(r$) d+/oc = c2 (3.12) 
If a small minimum value is set, a maximum value of a few millivolts is obtained, and 
this is rather insensitive to the initial conditions. The general character of the solution is 
as described in our earlier numerical studies. At sufficiently small amplitudes, or suffi- 
ciently high frequencies, the potential changes are very nearly simply periodic. At larger 
amplitudes and lower frequencies, however, the potential approaches an asymptotic value 
which may be different from the initial resting value, thus indicating that a persisting 
diminution of the calcium concentration has occurred following the initial stimulus. This 
has an effect on the potassium resonance, which we shall now determine. 
The equations satisfied by the potentials 84, of the potassium resonance are of course 
of the same form (2.2) as used above, but the resting concentrations C% must be replaced 
by the ambient values 
Ca = di exp(--db) (3.14) 
resulting from the calcium resonance. As a result, (3.4) and (3.5) are replaced by 
d&$, = W’S+,, (3.14) 
dW,,/dr + MO+, = K’Cb{exp( -c~&,)[exp( -a$&,) - 11 + (Y,,&$~}, (3.15) 
where w’ and K’ = Ktp’) correspond to values of p’ slightly greater than Yk, instead of 
slightly less than yea. 
In this instance, the potential S& is much larger than the others, and it is clear from 
(3.6) that K’ is negative. The solutions can therefore be unstable for large negative values 
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of S+k, which again must be excluded by the choice of appropriate initial conditions, 
taking account of the fact that to a good approximation the Nernst condition (r$k - & 
= constant) must be satisfied for potassium. This means that, whatever variations occur, 
the value of $k + S$k must remain small, i.e., less than -15mV. In fact this condition 
is always satisfied under normal conditions; the large variations of membrane potential 
are primarily internal to the cell. Equation (3.15) may therefore be written 
where, as we have already seen, only the contribution corresponding to the calcium ions 
is significant on the right side. The solutions of this equation, with (3.14), are uncondi- 
tionally stable. 
We have already noticed that, because of the relatively large conductance of potassium, 
values of the frequency w’ are remarkably small in the neighborhood of the potassium 
resonance. This conclusion is in full agreement with the experimental evidence, and also 
with the empirically-based theory of Hodgkin and Huxley [7]. which postulates a long 
time constant for the potassium ions. It follows that the right side of (3.15) can be further 
idealized, either as a delta function if the exciting potential is short-lived and returns to 
its original value, or as a step function if it returns to a different value. We have already 
inferred that both types of behaviour are possible, depending on the actual value of the 
calcium concentration, but we shall also need to consider the possibility, mentioned ear- 
lier, that the exciting potential is itself modulated by an electrical potential, which could, 
for instance, have its origin in the potassium resonance of some neighbouring cell. In such 
circumstances the excitation is not necessarily short-lived, and may even be periodic with 
a period simply related to the period of the potassium resonance. 
To consider these three possibilities in turn, we first approximate the right side of (3.15) 
by k%(t), where 
k’ = -K’ [exp( - o,+,.) - 1 + a,.+,.] dr (3.17) 
and obtain 
~4,,, = k’ COS(MJ'~), 64, = k’ sin(wj’r)/w’. (3.18) 
Next we substitute the step function k”n(r), instead of the delta function, and obtain 
S$,,, = k” sin(MJ’t), 64, = k”[l - COS(M~‘~)]/M~‘. (3.19) 
Finally, we substitute (Y,$,. = k” sin(tzj’r), when k’ is small enough to allow a quadratic 
approximation to exp( - (Y&.), and obtain 
S4,,, = k” sin(2bv’r), 84, = -k”[3 + cos(2w’r)]/2. (3.20) 
In each instance, the solution is simply periodic with a period either equal to or double 
that of the potassium resonance. If the calcium concentration returns to or oscillates about 
a value different from its initial value, the potassium concentration is also changed in such 
a way as to preserve electrical neutrality. If the exciting potential has its origin in the 
action potential, the amplitude of the oscillations of electrical potential associated with 
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the potassium resonance is of the same order as that of the exciting potential, usually several 
millivolts. If many neurons are active, it is to be expected that in general these oscillations 
will interfere destructively. However, if the activity is synchronous, as it certainly is when 
controlled by nuclei such as those of the thalamus, the interference will no longer be 
destructive; the mechanism which we have described is therefore consistent with that 
which has been suggested to account for the alpha-spindles observed, for instance, in 
barbiturate sleep. The solution obtained in (3.20) does not necessarily correspond to ner- 
vous activity and has a frequency nearer to that of the beta-rhythm. Of course we can 
add a term with frequency w’ to (3.20); but, in any event, it would appear that some other 
mechanism is required to account for the alpha-rhythm observed under normal states of 
relaxation, and we shall propose such a mechanism in the following section. 
4. PROPAGATION IN THE EXTRACELLULAR FLUID 
The experiments of Lorente de No [ 141 investigated in detail the variable profile of the 
extracellular potential associated with the action potential in a neuron removed from a 
frog. By an elegant calculation, this profile was shown to be precisely what should be 
expected if the observed potential were the resultant of two potentials, associated with 
the advancing and receding currents at the membrane surface. Lorente recognised, how- 
ever, that the extracellular potentials propagating in air and a thin conducting layer may 
be quite different from those in the extracellular fluid of the living animal. Because of the 
high conductivity of an electrolyte, differences of potential are rapidly dissipated through 
the generation of currents at the surface of separation between the electrolyte and con- 
tiguous dielectrics. 
Thus, to obtain a reasonable representation of observed extracellular potentials in situ, 
Plonsey [ 1 l] found it necessary to assume a conductivity more representative of bone, 
skin, and other relatively poor conductors than of the immediate extracellular environ- 
ment. In fact, as we have already noted in the Introduction, much of the extracellular 
space is occupied by glial cells, which could be regarded as forming a kind of inhomo- 
geneous dielectric medium, and the presence of these cells is evidently important, if for 
no other reason, for assisting the propagation of potentials through the extracellular fluid. 
Even the very small separation of about 150 A between neurons and glial cells is sufficient 
to produce a significant attenuation of the more rapidly varying components of the ex- 
tracellular potentials. We shall show in this section, however, that because of its relatively 
long period and correspondingly large Debye shielding distance, the potassium resonance 
associated with an action potential is easily transmitted across an extracellular electrolytic 
layer of 150 A. We shall also show that there are modes of oscillation which suffer virtually 
no attenuation in transmission normal to the membrane and therefore provide at least part 
of the explanation of the alpha- and beta-rhythms which are conspicuous features of some 
EEG records. 
We denote by x and z distances perpendicular and parallel to the surface of a membrane 
in the extracellular fluid in the plane of propagation; and we suppose that the opposite 
membrane surface, belonging for instance to a glial cell, is at distance d. On this scale, 
the curvature of the membrane surfaces can be neglected. If the cell at x = d is passive, 
its membrane may have a variable dipole moment, but no resultant charge, so that the 
boundary condition &$,l& = 0 at x = d is applicable, where + = 4” is the electrical 
potential. Equation (2.2) may be rewritten 
a2+, a24b y$+-g+- 
az2 
+ Xb(Cb - c9, 
(4.1) 
cb = cob exp( -ab+b). 
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In the extracellular fluid, the changes of concentration are small enough to permit lin- 
earization, so for the present purpose this may be written 
Also, the concentration 
from the membrane, so 
xbabCb+b, (4.2) 
of potassium is the only important variable at a short distance 
(4.3) 
where p and q are values appropriate to the potassium resonance. 
We first seek solutions of (4.3) which correspond to the propagation of an action po- 
tential parallel to the membrane surface at x = 0, and therefore satisfy 
. _ = 1 a24= a*4, 
az2 v2 at2 ’ (4.4) 
where ZI is the velocity of propagation, as found in our previous article [21]. If the specific 
contribution of the action potential to the potential 4a at x = 0 is 4:( t - z/u), the solution 
of the above equations satisfying the boundary condition at x = d is 
4a = _/- /-:. @(T)[eew + e~(x-2~]ei”“-‘-L’“’ dt dw/2T, 
P- *= -ipw + q + w*/v*. 
(4.6) 
The second term in the integral clearly represents the contribution of the glial cell mem- 
brane. Experiment suggests [18, 191 that our assumption that the glial cell is passive is 
valid, in the sense that the external and internal concentrations of potassium rapidly 
achieve electrochemical equilibrium; so we shall suppose that 4K - 4 has the same value 
on both sides of the glial membrane surface, so that all potentials are continuous across 
the glial cell. It then follows that the above solution can be extended to points not im- 
mediately adjacent to the active neuron, provided that the distance x is interpreted as the 
distance from the neuron in the extracellular fluid, disregarding intervening glial cells and 
inactive neurons. 
The integration with respect to w in (4.6) can be performed in terms of the modified 






x [(x/ro)KI(KrO) + (2d - x)/rrlK,(Krd)leP”2T’ZXCjl(7) h/n, 
-r 
(q + p%‘/4)“2 - pul2, r0 = (x2 + ZI~T~)“‘, 
[(2d - x)’ + u2T2]“‘, T = 7 - t + z/71, 
(4.7) 
The time dependence of the electrical potential 4 when 4:(7) is chosen to simulate the 
external potential associated with an active neuron is shown in Fig. 4. 
The first of the curves shown corresponds to a position in the extracellular fluid adjacent 
to the active neuron, and the second to a position separated from it by two glial cells. 
Our computer simulation of this situation indicates that the assumption that the glial cells 
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Fig. 4. Potential in extracellular fluid associated with an action potential. Top: potential between neuron and 
glial cell. Bottom: potential at point separated from neuron by two glial cells. 
are passive is reasonable but represents an approximation, so that the extrapolation of 
the formula to large distances should be treated with some caution. Nevertheless. the 
curves have characteristics similar to those described by Towe [ 131 for the extracellular 
environment. Noteworthy is the change of sign of the potential with distance. which our 
analysis shows is due to differences in the relative contributions of the two terms in (4.7). 
the second of which is associated with the glial cell and becomes negative on the side of 
the cell opposite to the active neuron. 
We next consider the possibility of propagation perpendicular to the membrane surface. 
Here we assume a solution of (4.3) satisfying 
(4.9) 
where now 11 is not the velocity of propagation of an action potential. but that of an 
electrical disturbance in the electrolytic fluid. Also, since neither of the adjacent cells is 
active, we shall require the vanishing of &$l& at x = 0 as well as at x = d. The role of 
x and z in the general solution are clearly interchanged, and instead of (4.6) we have 
where the boundary condition at x = d requires that 
w/x = n7rld (4.11) 
for some integer n. In this application, we make use of the solution of the homogeneous 
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equation for the potassium resonance at the membrane, together with that obtained in 
(3.21), and write 
x,,(T) = xi, exp( - iitv’~) + x:: exp( - 2iu.‘). (4.12) 
We thus obtain 
XII = xi, exp(k’z - i~j’f) sin(irg’xld) + xY, exp( - k”: - 2i,t,‘r) sin(2icq’sid). (4.13) 
with values of k = ~(MI’) and k” = p_(21t,‘) given by (4. IO) and a velocity of propagation 
11 = M*‘dlT. 
5. STATISTICAL DESCRIPTION OF THE EXTRACELLULAR ENVIRONMENT 
AND FIELD 
In the earlier sections of this article, we have developed a model of the extracellular 
potentials on what might be described as a microscopic scale. Apart from the work of 
Rall [9], which was more concerned with the modelling of the dendritic trees of individual 
neurons, there seems to have been no attempt to represent the ceils of the brain and their 
extracellular environment on a macroscopic scale in anything better than purely descrip- 
tive terms. In this section we shall make a first attempt to do so. 
We consider a system of neurons, glial cells, and extracellular electrolytic layers, sep- 
arated by membranes which for this purpose can be considered as possibly charged and 
polarizable surfaces. Since the geometry of the system is quite complicated. and has a 
short-range but no long-range order, a statistical description somewhat analogous to that 
developed for liquid structure [22, 231 seems appropriate. The mathematical formulation 
suggested is in terms of a set of probabilities u,.($, u,Jx, x’), etc., where the subscripts - - 
r, s, . . . take three values: e = 0 for extracellular fluid, n = I for neurons. and g = 2 
for glial cells; of course, this description can be elaborated if necessary. Then u,.(x) denotes 
the probability that the point 5 is in the extracellular fluid, u,@) denotes the probability 
that it is in a neuron, and U,(J) denotes the probability that it is in a glial cell. Similarly. 
u,,(x, x.‘) denotes the probability that x is in the fluid and .Y’ in a neuron. etc. _ - - - 
Obviously, 
GJ,(x) = 1, - C.Jr& x_‘) = 1, (5.1) 
etc.; also, because of the absence of long-range order, u,&, 5’) = u,(x) u,(x_‘) for large 15 
- x’ I. As in all statistical theories, the probabilities are functions of the information 
available, but in general the u,(x) will depend only weakly on position and it is permissible 
to regard u,(x) for instance, as the fraction of the total volume occupied by extracellular 
fluid. For small distances 1 x - x’ I, the functions u,(x, x’) determine the short-range 
order, or the structure of thesystem, in terms of the available information. 
Various statistical properties of the system can be determined from the u-functions. 
Thus, for small 6, since u,,(x, x) = 0. - - 
u,&, r + 6) = 6]V ‘u&, x’)ly’ = x_; (5.2) 
so, if 
p,,(x_) = [V ‘u& x_‘)lx’ = 2 , 
u&)u&) 
(5.3) 
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then Gp,,(x)u,(x) is the probability that a displacement 6 from the point x in the extracellular 
fluid will end at a point within a neuron. It follows that the direct& of the vector pen 
gives the expected normal onto the neural membrane, while its magnitude is the inverse 
of the separation of the neuron and the neighbouring glial cell. These can usually be 
assumed to be known from observation, and enable the geometry of the intracellular 
environment to be described in an appropriate manner. The u-functions therefore play the 
same role in neurophysiology as the number distribution functions nar nab, . . . in the 
physics of electrolytes, or plasmas. 
To determine the dynamical properties of the system, we shall also need analogs of 
the velocity distribution functions fa, . . . in the statistical theory of fluids. Accordingly, 
we introduce the function 7,(x, +,, t), defined in such a way that T, d& is the probability 
at time t that the point x is within a region of the rth type (as in the definition of u,), and 
that the potentials at this point have values in a small range d$ = d&, d& centred on 
the values &. The expected value @, t) of any function g(&,) of the potentials at the 
point x in the extracellular fluid at time t is then given by 
ue& t) = I TAX, 40, tM4,) d4; 
in particular, the substitution of g = 1, g = += and g = E, (the 
the type a) gives 
up = T&, 40, t) d4, 
uiii = 7,(X_, bz, t)4a d4, 
U,& = J 7,(X_, 40, tka d4, 
where E,, = ell exp( - ~4,~ 1. 
To conserve probability in +-space, T,. must safisfy 
87,. 
r + x,, d * 7, = 0 [ 1 a40 dr 9 
or, with the help of (2.2). 
dT,&t -t x:, ’ d ( v24,Tr + 4IT~bEbT,) = 0. 
ya a4, 
(5.4) 




As usual, the space dependence of the 4,, can be eliminated by making use of the utmt: 
(2.4), assuming that the variations in the potentials are associated with just one of the 
resonances. In the extracellular fluid, only the potassium resonance is significant, and the 
potential variations are small enough to justify linearization of the equation for the 4,,, 
so that for r = e (5.7) becomes 
1 -q&q+ ,T, 
Ya 
+ CbCJ!bEb+bTe) = 0. (5.8) 
With the help of (5.5) it is easy to obtain an ensemble-averaged form of this equation 
equivalent to that derived from (2.2). 
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Although there is no apparent long-range order in the distribution of cells, the possibility 
of correlations between potentials at separated points of the system is certainly not pre- 
cluded, and is in fact required to account for the observation of synchronous potentials 
and the propagation of potentials in the extracellular fluid. Such extracellular potentials 
are not necessarily related to nervous activity. The correlations are determined by the 
function T&X, c$~, ?; z’, +L, t’), defined in such a way that 7,/S d6 TV d6’ is the probability 
that the po&s x and x’ are in regions of types r and s, and that the potentials +a and 
+A at these poir& are in the ranges d+ and d+’ respectively. Obviously the function T,/, 
is a conditional probability density in +-space and satisfies the same equations (5.7) and 
(5.8) as 7,, albeit with different boundary conditions; so, in solving (5.7) we need not 
distinguish between T, and T=/~. 
A general solution of (5.8) is easily obtained by the method of characteristics, and, 
assuming that the Ed are independent of time, is of the form 
Te = e - htf(+eiwf, +*e - iwf), (5.9) 
where 
A = Ca(q - GM% - PI, (5.10) 
and L/J is linear in the &. As might be expected, the solutions are oscillatory with period 
w but tend to diminish in amplitude with time. However, a different solution is obtained 
if the potassium concentration decreases even by a small amount with time; instead of 
diminishing, the amplitude increases, the value of A in (5.10) being changed to 
A = %(q - Ca)hYa - P) + Kk (5.11) 
where 8~ is the change of concentration. 
The above analysis confirms the explanation given for the development of the alpha- 
rhythm in Sec. 4. In a predominantly resting state of the cortex, the concentration of 
potassium in the extracellular fluid decreases naturally as a result of metabolic activity 
of both neurons and glial cells. There is also, of course, a compensating increase in the 
sodium concentration, but this is insignificant in its effect on the potential. The decrease 
in the potassium concentration is accompanied by the development of the alpha-rhythm, 
and also the beta-rhythm when the amplitude reaches its critical value. It is possible, and 
under some conditions even likely, that even higher frequencies will eventually develop, 
but that at this stage the enhanced activity will usually counteract further increases in the 
potassium concentration and a steady state of equilibrium will prevail. However, the alpha- 
rhythm will also disappear very rapidly if a significant proportion of neurons become 
active, owing to the exchange of sodium and potassium between the intracellular and 
extracellular fluids. These conclusions are amply supported by the experimental evidence 
obtained from EEGs and other forms of monitoring. The theoretical analysis of this study 
thus illuminates and quantifies a wide range of interesting neurophysiological phenomena. 
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