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ABSTRACT
Data integration has been studied extensively for decades and approached from different angles.
However, this domain still remains largely rule-driven and lacks universal automation. Recent de-
velopment in machine learning and in particular deep learning has opened the way to more general
and more efficient solutions to data integration problems. In this work, we propose a general ap-
proach to modeling and integrating entities from structured data, such as relational databases, as
well as unstructured sources, such as free text from news articles. Our approach is designed to ex-
plicitly model and leverage relations between entities, thereby using all available information and
preserving as much context as possible. This is achieved by combining siamese and graph neural
networks to propagate information between connected entities and support high scalability. We eval-
uate our method on the task of integrating data about business entities, and we demonstrate that it
outperforms standard rule-based systems, as well as other deep learning approaches that do not use
graph-based representations.
1 Introduction
Although knowledge graphs (KGs) and ontologies have been exploited effectively for data integration [2,39,48], entity
matching involving structured and unstructured sources has usually been performed by treating records such as arrays
or text without explicitly taking into account the natural graph representation of structured sources and the potential
graph representations of unstructured data [10, 13, 16, 17, 37]. Implicit graph representations of database records have
so far been exploited for record-linkage tasks by taking into account the similarity of the attributes between a query
and a candidate record. Similarities between records are usually computed by means of multicriteria scoring without
considering the direct attribute for information flow [17, 33, 34]. Additionally, many contextual fields, that are often
represented by record attributes, are considered to be uninformative and hence are dropped in preprocessing steps,
even though they might contain important structural information about the entities represented by the records.
To address this issue, this paper introduces a methodology for leveraging graph-structured information in entity match-
ing. The main idea consists of exploiting KGs to create distributed representations of the nodes, so that entities related
to each other (e.g., having the same entity type) in the KGs are closer in the embedding space. KGs can be derived
from the database at hand, or they can be taken from external sources, similarly to distant-supervision approaches.
For example, the database in our deployment contains information about companies and their relations (e.g., in terms
of ownership and subsidiaries). Databases that store information about businesses explicitly or implicitly incorporate
relations between companies and their attributes as, for example, described in works [31, 32, 35]. This means that
companies and their connections can be represented as a graph and stored accordingly. As a simple example, Figure
1 depicts graph modeling from a reference database, and shows how company entities, extracted from news articles,
are linked to corresponding records.
Using graph representations for both structured and unstructured data sources makes it possible to leverage graph
neural networks, thereby allowing all the available context to be used in order to propagate useful information from
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Figure 1: Example of entity matching and graph modeling
one node to another. By context we mean all the attributes, connected records and sometimes external information that
allows to fully understand and disambiguate entities.
The propagation of useful information from a node to its neighbors allows us to build discriminative node embeddings,
which are necessary for higher-level tasks. Recently, graph neural networks (GNNs) yielded promising results for
modeling hidden representations of graphs. They have already achieved state-of-the-art performance on several tasks,
including link prediction, node classification, and graph generation [19, 51, 56–61]. Modeling entity representations
through graphs and building their embeddings using GNNs has the potential to greatly improve performance in the
field of data integration as well.
In general, KGs can model different kinds of relations (e.g., companies owning other companies, operating in the
same domain, or having headquarters in the same city), and some relations can even be implicit (e.g., by considering
transitive closure or by taking into account the distance between nodes in the graph). For simplicity, we focus on a
single type of relation, but the same approach can be extended to consider multiple relations among entities.
Our approach is based on combining Siamese and Graph Convolutional Networks (S-GCN) to learn a distance function
between the nodes. At training time, the network is optimized to produce small distances for pairs of nodes belonging
to the same entity, and large distances for unrelated nodes. Therefore, the trained network can then be used to assess
the similarity between a query and any reference node. S-GCNs are especially useful when the task involves a large
number of classes, but only a few examples for each label are available.
One of the most important properties of graph modeling and S-GCNs is their ability to catch important information
from the data and their structure. It means that the similarity and dissimilarity of objects can be fully defined by their
initial properties and connections, so that only a small amount of labeled data is needed to build informative object
representations. This property makes graph modeling with S-GCNs extremely suited for relational databases, as they
provide important structural information by definition.
The main contributions of this paper are as follows:
• we investigate how graph modeling and GNNs can be applied to data integration problems;
• we propose a general approach for modeling hidden representations of entities in structured and unstructured
databases;
• we devise various architectures of Siamese Graph Convolutional Networks for data-linkage tasks and evaluate the
performance of the models for high scale record linkage tasks over business entity databases.
2 Related Work
Although the idea of developing and studying neural networks capable of manipulating and processing graph-
structured inputs dates back more than ten years [15, 41], these kinds of models have recently been rediscovered and
gained an unprecedented popularity for several different tasks and domains [3]. Such architectures have proven useful
for many problems that require reasoning on a set of discrete entities, such as combinatorial optimization [20] and sat-
isfiability [44] problems. More recently, [22] successfully applied a model based on the Transformer architecture [50]
to solving the routing problems on graphs, such as the well-known traveling salesman problem (TSP).
Some of the most interesting and promising contributions in this field include message-passing neural networks [14]
and non-local neural networks [53]. In addition, the graph networks introduced by [3] generalize several previous
works, thereby providing a fundamental building block for applying deep learning to structured knowledge.
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Recently, GNNs have been exploited for different facets of the entity linking tasks. For example, LinkNBed [48] is a
deep relational learning framework for link prediction in multiple KGs. In that work, joint inference is performed over
multiple KG structures that capture contextual information for entities and relations. To mitigate the limited amount
of training data, they propose using multitask learning by leveraging additional kinds of data in different scenarios,
such as unlabeled and negative instances. In contrast, our framework proposes a distance learning approach together
with GCNs to overcome the lack of training data in a consistent way.
Another GNN framework, namely GraphUIL, has been introduced for user identity linkage in [62]. GraphUIL ensures
that both local and global information forming the user’s social graph is propagated in order to jointly learn useful
representations to identity linkage.
Learning representations for the nodes in a graph proved beneficial for various tasks, such as node classification,
clustering and link prediction [36, 57]. GNNs learn node representations through iterative signal propagation between
the hidden features of the neighboring nodes. As shown in [57], k iterations of the signal propagation process allow
reaching the entire subtree of depth k rooted at a given node. This learning process generalizes the Weisfeiler–
Lehman graph isomorphism test [54], indicating that both topology and hidden features of the neighborhood are
learned simultaneously [45].
State-of-the-art methods for entity matching of unstructured data have recently applied various neural network archi-
tectures to learn entity representations. For instance, [11] describes how an attention mechanism over local context
windows generates proper embeddings for document-level entity disambiguation. A novel zero-shot entity matching
task with previously unseen entities and a limited amount of training data for specialized domains is introduced in [27].
The goal of that work is to build a linker that can generalize to unseen specialized entities from unstructured sources
with only textual context being available. Best results have been obtained by a model based on BERT [9], which was
pre-trained on a specialized domain corpus and then fine-tuned using a small amount of the available training data.
Recently, [29] and [23] have combined GCNs and Siamese neural networks to perform the graph-matching task on
functional brain networks. These approaches extract graphs from corresponding MRI images and learn how similar
two brain networks are. A recent work [26] has proposed an approach for matching long text documents via training
Siamese GCNs on their corresponding graph representations. The authors also presented a method for building a graph
representation of a document, in which nodes are different concepts (keywords) and edges are interactions between
concepts. One of the most closely related works [46], though not on graphs, demonstrated the potential for learning
embeddings for entity matching. Siamese networks have been employed to create semantic embeddings for protein
and chemical names, and the linkage algorithm then simply performed a 1-NN search in the embedding space.
Our work is different from the studies above for the following aspects: (i) we focus on entity linkage rather than graph
matching problems; (ii) in our problems, query data can be represented by just one node (or several nodes if additional
context information is available) rather than a complete network of a brain, or graph of concept interaction between
sentences in a large document; (iii) we aim at working with thousands of distinct entities rather than at distinguishing
disordered and healthy subjects or learning the similarity of a few 3D image classes.
The expressive power of GNNs is analyzed theoretically in [56]. The results of this study show that GCNs have
limited discriminative power and cannot distinguish some changes in the graph structures. Though a limitation in
the general case, this property is beneficial for record linkage tasks. There is usually some discrepancy between the
query entity and the reference database, as, due to the limited context availability, the query entity lacks certain links
compared to the more complete representation in the reference database. Also, [21] experimentally shows that GCNs
with two or three layers perform best for the node-classification task, outperforming deeper configurations. This may
be partially connected to the results obtained in the late 1980s, called the universal approximation theorem, which
showed that a network with a single hidden layer can approximate any continuous function having compact support
with arbitrary accuracy as the width of the layer tends to infinity [6, 25]. Thus, both shallow and wide networks are
universal approximators. The approximation properties of deep and narrow networks were studied in [25], which
demonstrated that this kind of networks, having a single neuron per hidden layer, are sufficient to provide a universal
approximation as the network depth tends to infinity. These approximation guarantees bring additional understanding
of the capabilities of GCNs, and deep networks in general, for interpolating complex decision boundaries that appear
in data integration tasks.
3 Problem Statement
We assume to have two different databases R and Q, defined over a set of entities E, such that each record r ∈ R
and q ∈ Q can be regarded as an entity mention and uniquely associated to an entity e ∈ E. Each entity represents
a distinct real-world object, and we denote with er and eq the entities associated to record r ∈ R and record q ∈ Q
3
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Table 1: Notation
E set of entities
R,Q databases defined over entities in E
r ∈ R, q ∈ Q a record in R or Q, respectively
er, eq ∈ E entities associated with records r ∈ R and q ∈ Q, respectively
R∗, Q∗ graphs associated with databases R and Q, respectively
r∗ ∈ R∗, q∗ ∈ Q∗ nodes associated with entities er and eq , respectively
R∗r , Q
∗
q sets of the neighboring nodes of r
∗ ∈ R∗ and q∗ ∈ Q∗, respectively
ΓR,ΓQ ⊂ RM sets of embeddings generated from each node r∗ ∈ R∗ and q∗ ∈ Q∗, respectively
γr ∈ ΓR, γq ∈ ΓQ embeddings of nodes r∗ and q∗, respectively
Γkq ⊆ ΓR k nearest neighbors of the embedding γq in ΓR
respectively. The goal of record linkage is to find a function F that takes as input the databases R and Q, and outputs
a set of matchesM⊂ Q×R, such that (q, r) ∈ M ⇐⇒ eq = er. Assuming we are matching records in Q against
records in R, we will henceforth refer to R as the reference database.
In this work, we envision that research in the area of data integration could benefit from following a novel workflow
designed to leverage the underlying relations among records and attributes in the database. More specifically, we pro-
pose to extract graph representations of the databases and exploit the self-supervision provided by the graph structure
to train machine learning (ML) model for data integration, without the need for human-labeled data. To this end, we
divide the record linkage problem into two subtasks: (i) graph modeling and (ii) GNN design.
The graph modeling stage is about extracting two graphs R∗ and Q∗ from the databases R and Q. Note that Q is not
necessarily produced from structured sources, as the data in Q can come from free text, such as news articles. Given
any two records r ∈ R and q ∈ Q, we denote their corresponding graph nodes as r∗ ∈ R∗ and q∗ ∈ Q∗, respectively.
A node r∗ ∈ R∗ represents a record r ∈ R and corresponds to a real-world entity e ∈ E. For instance, in Figure 1, R
is the reference database andQ is a database extracted from news. Graph nodes r∗ and q∗ are modeled via the attribute
“Company”, so the record r0 ∈ R with ID = 0 is represented by the node r∗0 ∈ R∗, that refers to the entity General
Motors LLC. Edges between the nodes are modeled via the attribute “Headquarter”, so r∗1 (General Motors China,
Inc.) has an edge to r∗0 (General Motors LLC). In certain cases, different nodes can refer to the same entity. The edges
of the graphs are defined through the relations provided by the initial databases R and Q. Different types of relations
determine different strengths of the information flow from one node to another. The “bandwidth” of the edges can be
defined a priori or learned automatically during the GNN training phase.
The second stage is to design a neural network that can be trained natively on the graph extracted from the reference
database in order to learn a function N , such that:
N (q∗, R∗) =
{
r∗ if ∃r∗ ∈ R∗ : er = eq
⊥ otherwise,
where ⊥ means that the node q∗ could not be matched to any node r∗ ∈ R∗. Note that r∗ is a single node, but in
general N (q∗, R∗) can produce several matching nodes from R∗ representing the same entity er = eq . Following the
example above, the node q∗1 ∈ Q∗ (GM) is matched to r∗0 as they both represent the same entity General Motors LLC.
Table 1 summarizes the notation introduced in this section and provides some additional notation that will be covered
in the remainder of the paper.
4 Proposed Approach
We approach record linkage as a two-stage process. The first stage consists of obtaining a graph representation R∗ of
the reference database R. The second stage involves designing and training a GNN on R∗ to perform entity-matching
tasks on graphs. In the following, we describe our vision of the entity-matching process and propose the S-GCN
(Siamese Graph Convolutional Network) model.
This paper assumes we can obtain a graph representation of the entities of interest. This representation can be extracted
in many ways, either by exploiting structures in the database (links between entities, such as foreign keys) or by using
an external source. Several methods have also been introduced in the literature for extracting knowledge graphs from
both unstructured data [7, 12] or semi-structured data [24]. The main contribution of this work lies in the way the
graph structure is leveraged and processed to perform data integration.
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4.1 GNNs for Data Integration
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Figure 2: Entity matching workflow with graph neural networks
The reference graph R∗ is defined as a directed multigraph, and we denote with |R∗| the number of nodes. We
assume to have a feature descriptor xr ∈ RD for every node r∗ ∈ R∗, and we aggregate all these features in a matrix
XR ∈ R|R∗|×D. If nodes include textual elements, such as names or descriptions, then features can be extracted using
word embeddings, like Word2Vec [30] and GloVe [38], or recent contextual language models like BERT [9]. Edges
and relations for every pair of connected nodes are defined as triples of the form (r∗i , ρ, r
∗
j ), where ρ is a relation type,
while r∗i and r
∗
j are nodes of the graph. On the other hand, a query graph Q
∗ consists of nodes q∗ ∈ Q∗ that have to
be matched to nodes in R∗.
Our goal is to correctly match a node q∗ ∈ Q∗ to a node r∗ ∈ R∗ such that eq = er. In order to achieve this
goal, we propose to process the graph with GNNs, as they allow leveraging relations between connected nodes, by
exploiting the self-supervision provided by the structure of the reference graph. This process can be implemented in
several ways. The first approach is to adopt the conventional classification setup. In that case, the GNN model can be
extended with a final softmax layer, where the number of output nodes is equal to the number of classes (the number
of unique entities in the set of entities E). However, this kind of models usually requires a large number of training
examples for each class label. In contrast, for record linkage, the number of unique entities (classes) is typically much
larger than in classification problems, and the number of records belonging to the same entity is usually small. Also,
this approach requires re-training the model when new entities are added to the database.
The methodology we propose is instead based on learning distributed representations for every node in R∗, so that
nodes representing the same entity are closer in the embedding space and far from irrelevant nodes. This can be
achieved by applying deep metric learning methods, such as Siamese networks [5] or triplet networks [43]. R∗ is used
as training data for a GNN that produces an embedding vector of size M for each node r∗ ∈ R∗. We denote as γr
the embedding of the node r∗ ∈ R∗, whereas ΓR represents the set of all the embeddings for every node in R∗. At
inference time, for a node q∗ ∈ Q∗ we compute an embedding vector γq ∈ RM by applying the already trained GNN
model. At this point, we have three potential scenarios: (i) q∗ cannot be matched successfully to any node in R∗;
(ii) q∗ can be matched to a single node r∗ ∈ R∗; (iii) q∗ can be matched to multiple nodes that refer to the same entity.
For the first two cases, the rule to link q∗ to a node in the reference graph is given by:
r∗c = arg min
r∗∈R∗
dist(γq, γr), (1)
N (q∗, R∗) =
{
r∗c if dist(γq, γr∗c ) < t
⊥ otherwise, (2)
where dist(γq, γr) is the distance (e.g., Euclidean) between vectors γq and γr, r∗c ∈ R∗ is the closest node to q∗ in the
embedding space ΓR, t ∈ R is a threshold on the distance, and ⊥ means no matches were provided according to the
given threshold t.
If multiple nodes can refer to the same entity, the predicted probability of a match to an entity e is proportional to the
sum of the similarities between the embeddings of the k nearest neighbors Γkq ⊆ ΓR and the query embedding γq:
Pk(eq = e | q∗, R∗) ∝
∑
γr∈Γkq
δ(e, er) · (1− dist(γq, γr)), (3)
where δ(e, er) is 1 if e = er and 0 otherwise. This is similar to K-nearest neighbors classification, where a new
sample is labeled according to the majority vote within labels of its nearest neighbors in the training set. The workflow
described in this section is depicted in Figure 2.
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4.2 Siamese GCN for Record Linkage
In this section, we introduce a model capable of performing entity matching on graphs by combining the advantages
of graph convolutional networks [21] and Siamese networks [4]. The model, termed Siamese Graph Convolutional
Network (S-GCN), has the primary objective of learning discriminative hidden representations of nodes in a graphR∗,
in such a way that they can then be used for further entity matching with previously unobserved data.
BERT 
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Figure 3: Architecture of the siamese graph convolution network
GCNs [21] are a type of GNN that share filter parameters among all of the nodes, regardless of their location in the
graph. Every GCN layer can be regarded as a non-linear function:
Z(l+1) = φ(Z(l), A), (4)
where l is the layer number and A is the adjacency matrix of the graph R∗. Z(0) is given by the initial feature matrix
XR. In our experiments, we employed a pre-trained BERT model [9] as the input layer to create input features for
nodes. The last GCN layer L produces the output embedding matrix for all nodes, which forms the set of embeddings
ΓR, where each embedding has dimension z. The propagation rule φ(·) introduced in [21] is defined as:
φ(Z(l), A) = σ(Dˆ−0.5AˆDˆ−0.5Z(l)W (l)), (5)
where Aˆ = A+ I , I is the identity matrix, Dˆ is the diagonal node degree matrix of Aˆ, and W (l) is a weight tensor of
the l-th GCN layer.
Siamese neural networks are a popular approach to implementing one (or few) shot learning algorithms, so that items
from the same category are close in the embedding space and far from items of different categories. A Siamese neural
network is composed of two identical networks that share the same weights and accept two items as input. The first
network outputs an encoding of the first item, and similarly the second one outputs an encoding of the second item.
Our Siamese network is based on two identical GCNs. During the training period, the first GCN focuses on a given
node r∗1 and its local neighborhood nodesR
∗
r1 ⊂ R∗. This means that the GCN takes a subgraph around r∗1 as input and
produces a vector of size z that finally forms the embedding vector γr1 of node r
∗
1 . The same procedure is repeated
with the second GCN for node r∗2 , as shown in Figure 3. Siamese networks are optimized with respect to the loss
between their two outputs, namely γr1 and γr2 . The loss will be small for two nodes representing the same class (e.g.,
nodes of the same entity) and will be greater for nodes belonging to different classes. An instance of such a loss is the
contrastive loss [18]:
ContrastiveLoss(γr1 , γr2) =
=0.5 · (1 + y) · dist(γr1 , γr2)2+
+0.5 · (1− y) · {max(0,m− dist(γr1 , γr2))}2,
(6)
where y = 1 if nodes (r∗1 , r
∗
2) are from same class, and y = −1 otherwise, while m is a margin that is a non-negative
number and indicates that dissimilar node pairs whose distance is beyond the margin will not penalize the network.
When the model is trained, one of the two Siamese networks (identical GCNs) is used for computing the output
embedding matrix and forms ΓR according to (4). It then sends the whole graph R∗ as input to the GCN. Similarly,
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using the trained GCN, we can compute ΓQ for an unobserved graph Q∗ and perform entity matching in accordance
to (2) and (3).
4.3 Siamese GCN with Subspace Learning
Training S-GCN with a large number of entities can suffer from poor local minima, as selecting informative dissimilar
pairs of entities becomes extremely hard and computationally expensive. Inspired by [52], we adopt the subspace
learning (SL) approach to train our Siamese GCN more effectively. In the following, we will refer to this network as
S-GCNSL.
A generally good way to train neural networks for distance metric learning is to select hard instances of dissimilar
entities. In our case, the most informative pairs of dissimilar entities are given by nodes whose representations are
close in the hidden space, but they refer to different entities. Therefore, sampling such difficult and informative entities
leads the network to learn how to handle ambiguity and generalize better. However, as the number of entities grows,
it becomes computationally intractable to find the most informative dissimilar pairs at every learning iteration. The
idea of training S-GCN with SL is to initially generate the representation of all entities (e. g., via S-GCN) and then
cluster all entity representations to form subspaces of the most similar entities. Then, the model is trained again over
all subspaces, and dissimilar pairs are selected randomly within a subspace only. After each epoch, the updated model
is used to generate new representations of the entities and the clustering and training steps are repeated again.
5 Datasets and Task Setup
To investigate the feasibility of our proposed approach, we set up a data integration task on a proprietary relational
database that contains fine-grained information about business entities. This section describes how these data have
been modeled as a graph and how the record-linkage task has been prepared and set up.
5.1 Graph Extraction
Each record in the database corresponds to a different company business location and is assigned a unique local
identifier that can be used to track business entities precisely. Company entities represented in the database include
different branches, subsidiaries and headquarters, each of which reports directly or indirectly to a given global iden-
tifier. Hence, companies related to the same global identifier can be grouped together and represented hierarchically
as a single family. In addition, for each company entry, we have a textual name, and, optionally, up to three alternate
names (aliases).
As mentioned in Section 3, we are interested in linking a company name to a family in the database. To this end,
we represent families in the database as a graph, where each node is a company name. Relations between nodes
are derived from the hierarchical representation of company families and from the aliases provided in the database.
More precisely, a relation between two nodes exists if they are adjacent business entities in the hierarchy defined by
the database, or if they are aliases of each other. Hence, the resulting graph consists of several disjoint connected
components, each corresponding to a different family. The company database also provides other potentially valuable
information, such as the precise location of each business entity. In this task, however, we do not model this additional
information because we want to link companies based only on their names. This becomes useful in several real-world
scenarios, as the company name that needs to be matched to the database may come from different structured or
unstructured data sources, where this kind of additional information is usually not be available.
5.2 Data Preprocessing and Partitioning
Overall, the company database contains over 100M business entities located in approximately 200 countries. We focus
our experiments on the records corresponding to companies located either in Switzerland or in the United States. This
accounts for around 700k and 27M entities, respectively. We tested our approach on different graphs extracted from
both datasets.
As discussed in Section 5.1, the graphs extracted from the company database contains a disjoint subgraph for each
family. To investigate the feasibility of our approach, we randomly remove nodes from the graph, and we then use
the trained S-GCN model to predict the subgraph a previously unseen company name belongs to. More specifically,
we partition our original dataset into training, validation, and test sets. The training set contains company names and
specifies aliases and relations between entities in the same family. The validation and test sets include only the name
of a company that is not represented in the training set and a class label that refers to the correct family. This means
that the training set contains a graph for each company family, whereas the test set contains only isolated nodes.
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Modeling this kind of scenario with GNNs is challenging because nodes in the test set lack contextual information that
would usually be derived and aggregated from neighboring nodes. Section 5.3 describes a possible way to mitigate
this problem in our use case.
To provide enough training examples for each class label (i.e., for each company family), before partitioning the data
into training, validation, and test sets, we first remove company families with less than t ∈ N companies. The threshold
t is set to 5 for the graph that represents companies located in Switzerland, whereas it is set to 10 for the United States.
This preprocessing step allows increasing the variability of the company names processed by the model at training
time and guarantees that each family is adequately represented in the training, validation, and test sets.
As the record-linkage task we have set up works at the family level, we do not have an exact match at the record level
from an entity in the test set to an equivalent entity in the training set. To address both issues, we partition the dataset
into training, validation and test sets in such a way that names in the training set have at least some overlap with names
in the test and validation sets.
Table 2: Statistics about the datasets
overlap-1 overlap-all US data
# of families 900 700 28.6k
# of nodes 9k 4k 1.7M
# of edges 11k 4k 2.6M
avg. node degree 2.5 2 3.2
med. node degree 1 1 2
avg. # of samples
per company family 10 6 116
med. # of samples
per company family 5 4 32
# of val. nodes 2k 1.1k 145k
# of test nodes 2k 1.3k 153k
exact matches in test set 0% 0% 38%
More precisely, for companies located in Switzerland, we produce two different variants of the datasets, which we
denote as overlap-1 and overlap-all. In the overlap-1 variant, we impose the constraint that each name in the validation
and test sets has at least one representative word in common with at least one training example that belongs to the same
family. This version of the datasets addresses the first problem of not having an exact match for company entities at
the record level, while also mitigating the issue of non-overlapping names within the same family in the training set.
Intuitively, this variant is meant to ensure that we can always find a record-level match between an entity in the test set
and an entity from the same family in the training set.
On the other hand, in the overlap-all version, before partitioning the dataset into training, validation, and test sets, we
first tokenize each company name into a list of words. We then identify a representative token for each family as the
most frequent token among the names in that family. Next, we filter out all names that do not contain the represen-
tative word for their family, and we partition the remaining names into non-overlapping training, validation, and test
sets. This process addresses the issue of non-overlapping names within the same family, and produces cleaner datasets
that are more suitable for training our S-GCN model. The overlap-1 and overlap-all variants remain still challenging
for both traditional approaches and the proposed methodology, as will be demonstrated in Section 6. However, the
datasets are specifically designed to provide enough commonalities to allow machine-learning approaches to general-
ize effectively to unseen records.
In order to generate the datasets that correspond to companies located in the United States (US data), we apply the
same assumption used for producing the aforementioned overlap-1 variant. However, in this case, before partitioning
the data into training, validation and test sets, we do not remove duplicate company names within the same family. This
means that both the test and validation sets for the US data contain some names that appear in the training set. Overall,
this design choice makes the datasets larger and more indicative of the performance of the model in a real-world
scenario. Indeed, in practice, whetherQ is a pre-existing relational database or a set of business entities extracted from
news, the chances that a record q ∈ Q matches exactly with another record r ∈ R may not be negligible. In our use
case, the procedure described above yields a test set where the percentage of exact matches against the training set
is equal to 37.7% of the records. With a total of approximately 1.7 million nodes, the graph extracted from the US
data is particularly suitable to evaluate the scalability of our approach. In all the datasets introduced in this section,
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the training set includes 60% of the records in the database, while the remaining 40% is divided equally between the
validation and test sets. Table 2 presents selected statistics about the datasets introduced in this section.
5.3 Enriching the Graph with Short Names
As mentioned in Section 5.2, although the training set contains a connected component for each company family, the
models are evaluated on a test set that contains company names as isolated nodes. To address this issue, we generate
an additional alias for each company name in the test set, and link this alias to the real name. The enriched test set thus
consists of small connected components of size two. This enhancement helps the GNN to better leverage the graph
structure and the local neighborhood of nodes.
We generate additional names that are short or normalized versions of a company name. Short names are extracted
using conditional random fields (CRFs) as described in [17]. CRFs are trained such that the most discriminative word
or phrase in a company name is extracted as a short name. The importance of short names for linking company entities
is also demonstrated in [28].
The same process can be applied to names in the training set in order to increase the size of the graph and provide
more variability within the training data. Table 3 lists the number of distinct additional names that are added to the
training, validation, and test sets by enriching the graphs with short names.
Table 3: Number of distinct additional names added to the graph
overlap-1 overlap-all US data
Training set 5.2k 1.9k 240k
Validation set 1.7k 0.9k 90k
Test set 1.8k 0.9k 90k
6 Experimental Evaluation
This section provides an evaluation of the approach proposed in Section 4. We compare our approach against strong
baselines, including a recent rule-based system [17] explicitly designed for the data described in Section 5. Then, we
evaluate the quality of the embeddings learned by the S-GCN model.
6.1 Baselines
The approach outlined in Section 4 has been compared against two baselines. The first baseline is a record linkage
system (RLS) for company entities, recently introduced in [17]. This system relies on a rule-based approach to score
entities with different attributes, including the name of a company, the precise location, Standard Industry Codes
(SIC)1, and even short names, extracted as previously mentioned in Section 5.3.
We re-implemented the approach using the scoring function described in [17], which is based on a combination of
weighted Levenshtein and Jaccard similarities between company names. RLS provides matches at the record level.
Given a record q ∈ Q, the system outputs a record rq ∈ R such that
rq = arg max
r∈R
(score(r, q)). (7)
where score is the aforementioned scoring function detailed in [17]. To adapt this method to our use case and perform
matches at the family level, we simply define RLS(q,R) = frq , where frq is the family of the company represented
by the record rq , defined as in (7).
The second baseline is a multilayer perceptron (MLP) with a softmax classification layer on top, optimized with a
cross-entropy loss function. The MLP takes BERT features as input for company names and produces a company
family as output. Hyperparameters have been optimized manually on the validation set. To evaluate MLP on the
datasets, we used the following setup:
• the number of fully connected layers varies from 1 to 3, depending on the dataset used;
• the learning rate is set to 10−3;
• every layer contains 500 hidden neurons;
1https://www.osha.gov/pls/imis/sicsearch.html
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• the dropout rate is 0.2;
• we apply a weight decay of 5 · 10−5;
• the Adam optimizer is used for updating the weights of the model.
We train the network for up to 1000 epochs and stop the training process if the validation loss does not improve in the
course of 50 epochs.
6.2 Record Linkage Evaluation
We use the accuracy score, i.e. the proportion of correctly matched records in Q, to assess the performance of the
proposed algorithms. As GCN is a well-established choice for classifying graph nodes, we designed a GCN with a
final classification softmax layer as described in Section 4. Note that, since GCN-CLF is trained directly to perform
classification, it must be retrained whenever a new company family enters the reference database R, whereas S-GCN
is tolerant to new company families. S-GCN embeddings of nodes that represent a new company family will tend to
group close to each other in the embedding space. This could allow the model to be extended to previously unseen
families without having to train the network again from scratch.
Node features. Since nodes in our graphs correspond to company names, we can leverage well-established dis-
tributed representations of text in the form of word embeddings and contextual language models as meaningful initial
features. As company names may be written in different languages, consist of abbreviations and even non-existing
words, we used character-level n-grams and the multilingual BERT model. First we applied WordPiece tokeniza-
tion [9] to company names and then fed the resulting set of tokens through the trained BERT model with the reduced
mean pooling strategy to obtain features for company names.
Record Linkage with S-GCN. S-GCN is trained on the reference graph R∗ in a self-supervised way, so that the
structure of the graph guides the training process. After the models have converged and all the reference nodes have
been mapped into the S-GCN embedding space ΓR, we compute the embeddings ΓQ for all the nodes inQ∗ by feeding
them through the trained S-GCN. Then a one-nearest-neighbor (1-NN) search is applied to find the most similar vector
γr ∈ ΓR to a node q∗ ∈ Q∗:
r∗ = SGCN(q∗, R∗) = arg min
r∗i ∈R∗
dist(γq, γri). (8)
As every vector γr refers to an entity er that in turn belongs to a family fr, we can define the set of matches of records
in Q against records in R as follows:
MSGCN = {(q, r) ∈ Q×R | SGCN(q∗, R∗) = r∗}. (9)
Then, given a set of matchesMN produced by a model N , we define the accuracy as:
Accuracy(MN ) = |{(q, r) ∈MN | fq = fr}||MN | . (10)
Training. For every epoch, we generate training pairs of similar and dissimilar nodes. Two nodes are considered
to be similar only if they are connected by an edge. Thus, some nodes cannot be joined into a pair of similar nodes,
even if they belong to the same company family. This helps the network to cope with families where some nodes may
have completely non-overlapping names. As an example, in the overlap-1 dataset, the nodes Hotel Bellevue Palace
and Infracore SA belong to the same family. For every similar pair, we create dissimilar pairs by randomly sampling
nodes from other company families.
Hyperparameters have been optimized on the validation sets using grid search. For GCN-CLF on overlap-1 and
overlap-all, we used the following setup: the number of GCN layers is 3 and 1 respectively; the learning rate is 10−3;
every layer comprises 600 hidden neurons; the dropout probability is 0.2 and the weight decay is set to 5 · 10−7 and
5 ·10−5 respectively. To evaluate S-GCN, we used the following setup: the number of GCN layers is set 1; the learning
rate is 10−3; there are 600 hidden neurons in every layer; the dimensionality of the output embeddings is set to 300;
the dropout value is 0.2; the weight decay is 5 · 10−6; the margin value in the contrastive loss definition (6) is 0.45
and 0.35 respectively for overlap-1 and overlap-all; for every pair of similar nodes, two pairs of dissimilar nodes were
sampled. We then use the Adam optimizer to update the weights of GCN-CLF and S-GCN. We train the networks for
up to 1000 epochs and stop the training if the validation accuracy does not improve in the course of 50 epochs.
Results. We compared the GCN-CLF and S-GCN models against the baselines on the datasets introduced in Section
5.2. In addition, we studied the effect of enriching the graphsR∗ andQ∗ with short names, as described in Section 5.3.
Overall, in all the datasets, the proposed graph-based approaches outperform the baselines. Analyzing the results on
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Table 4: Accuracy of data linkage algorithms on the overlap-1 and overlap-all datasets
Algorithm overlap-1 overlap-all
RLS 0.71 0.80
MLP 0.71 0.90
GCN-CLF 0.56 0.90
S-GCN 0.70 0.91
S-GCNSL 0.75 0.92
RLS
(+short names) 0.78 0.87
MLP
(+short names) 0.75 0.91
GCN-CLF
(+short names) 0.70 0.94
S-GCN
(+short names) 0.83 0.93
S-GCNSL
(+short names) 0.85 0.95
the overlap-1 dataset, we can easily see that enriching the graphs with short names allows improving accuracy by
a large margin. Most notably, for S-GCN on overlap-1, accuracy rises by 13%. Adding short names increases the
variability of training data and allows GNNs to effectively propagate information from short versions to the original
names.
It is worth mentioning that record linkage on overlap-1 is an inherently difficult task for machine-learning approaches,
because the dataset contains “noisy” families, as mentioned in Section 5.2. In this dataset, MLP performs better than
GCN-CLF, but the best results are achieved by the S-GCN and S-GCNSL models, which reach an accuracy of 0.83
and 0.85 respectively. An explanation of the poor performance of GCN-CLF is given by the presence of connected
non-overlapping company names in the KG. The network propagates this “noisy” information through edges thereby
hampering the impact of “clean” samples.
S-GCN and S-GCNSL are less sensitive to noise within a company family and they outperform GCN-CLF by 13%
and 15% on overlap-1 with short names. Recall that S-GCN is not trained directly for classification. Instead, it aims
to put two similar nodes from R∗ closer within the embedding space ΓR. We consider two nodes to be similar only
if they are connected by an edge. Therefore, S-GCN tries to map to close embeddings only connected nodes, without
explicitly taking into account the other entities in the same family. Although some noise might come from neighboring
nodes, S-GCN does not aim to learn a common pattern among all these entities at once, and, subsequently, it does not
explicitly force grouping all entities in the same family.
The overlap-all dataset is “cleaner”, as it only contains company names that share a given representative word with
all the other entities in the same family. Hence all algorithms achieve a higher accuracy on this variant. The highest
RLS RLS 
 (+ short names)
S-GCN 
 (+ short names)
S-GCNSL 
 (+ short names)
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Figure 4: Accuracy on the US data
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Figure 5: Accuracy and coverage obtained by S-GCNSL and RLS on both overlap-1 and overlap-all
performance is reached by approaches based on the use of GNNs. Accuracy levels for S-GCN, S-GCNSL and GCN-
CLF are comparable and consistently exceed the results obtained by the baselines.
Finally, we assessed the scalability of our approach by training our models a larger dataset that represents companies
located in the United States. As mentioned in Section 5.2, the training set contains 1.7 million nodes, grouped in
more than 28k families. On the one hand, the large size of the reference database is a potential threat for rule-based
systems like RLS, but, on the other hand, dealing with a high number of classes poses hard challenges for approaches
based on machine learning as well. We trained on this dataset our top-scoring systems, namely S-GCN and S-GCNSL,
both with short names. Figure 4 summarizes the results. As we can see, without short names RLS does not achieve a
satisfactory accuracy and is able to identify the correct match only for 54% of the names in Q. The use of short names
allows improving the performance of the system and achieving an accuracy of approximately 0.60. On this dataset,
the S-GCN and S-GCNSL models achieve a comparable accuracy of 0.78, accounting for a significant improvement
of 18% with respect to the best baseline, namely RLS with short names.
6.3 Accuracy-Coverage Tradeoff
Both the S-GCN and RLS approaches allow the parameters of the system to be tuned such that a company name in
the test set is linked to a family in the training set only if the match could be identified with high confidence. In other
words, for both systems we can specify a criterion to detect that a given company name in the test set could not be
matched successfully to any family in the training set. This increases the probability that the results provided by the
system are correct, at the expense of some company names possibly being left unclassified, even if a corresponding
record exists in the reference database. Hence, we can identify a tradeoff between the accuracy and coverage of the
system, where accuracy is defined by (10), and coverage is simply the number of either correct or wrong matches
provided by the system over the total number of queries (i.e., the size of the test set):
Coverage(M, Q) = |M||Q| .
RLS [17] can be naturally tuned to avoid reporting wrong matches by simply setting a threshold t ∈ [0, 1] on the value
of the scoring function:
RLSt(q,R) =
{
frq if score(rq, q) ≥ t
⊥ otherwise,
where score is the RLS scoring function and rq is an RLS match for q against the database R, defined as in (7).
Similarly, we can tune our approach based on S-GCN to link a node q∗ ∈ Q∗ to a family f ∈ F only if all the k ∈ N
nearest neighbors of the predicted embedding γq of q∗ belong to family f . Formally,
SGCNk(q∗, R∗) =
{
f if er ∈ f, ∀γr ∈ Γkq
⊥ otherwise
where Γkq ⊆ ΓR is the set of the k nearest neighbors of the embedding predicted by our S-GCN model for q∗.
Figure 5 shows the accuracy and coverage achieved on overlap-1 and overlap-all by both RLS and S-GCNSL for
different values of t and k, respectively. As outlined also in Table 4, on overlap-1, at a coverage value of 1.00, without
using short names, the accuracy of S-GCNSL is only moderately higher than that of RLS. Clearly, increasing the
values of k and t allows improving the accuracy of both systems at the expense of decreasing coverage. However, for
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S-GCN we can improve accuracy while keeping coverage relatively high compared to RLS. Setting k = 3 is sufficient
to exceed an accuracy of 90% for S-GCNSL, on overlap-1 without short names. To achieve a comparable accuracy of
0.90 for RLS, we have to increase the threshold to 0.8, resulting in a very low coverage of 0.33.
Using short names allows us to boost the performance of S-GCNSL even further. If we aim to cover all the records in
the test set, the accuracy of S-GCN reaches 0.85, whereas that of RLS reaches 0.78. Moreover, setting k = 2 allows
us to raise the accuracy to 0.92 with a high coverage of 0.87. On the other hand, RLS can only reach a comparable
accuracy of 0.90 by dropping coverage to 0.60.
The performance of our model is much better on overlap-all, as this dataset is more suitable for learning. We observe
a similar pattern for short names as their usage improves the accuracy for both systems. However, coverage for
RLS drops faster for comparable improvements in accuracy. Most notably, S-GCNSL can achieve an almost perfect
accuracy of 0.98 with a high coverage of 0.93. Thus, we can set the parameters of the system such that we are highly
confident that predictions are correct, while obtaining a match in more than 90% of the cases. On the other hand,
reaching a very high accuracy of 0.98 with RLS requires dropping coverage to 0.42.
6.4 Learning Company Embeddings
In this section, we study the consistency and the quality of learned S-GCN embeddings. We employ silhouette
scores [40] as a measure of how well the entities of company families are clustered in the S-GCN embedding space.
A silhouette value of an entity measures how close a company entity is to its family in the projection. The silhouette
value is defined in a range of [−1, 1], where a high score indicates that the entity is well coordinated with its company
family. If the average silhouette score (over all entities) has a positive value, then families are disjoint on average,
whereas if the score is negative, families are overlapping in the embedding space. We computed the silhouette score
for S-GCN where the features are initialized with the embeddings from the BERT model and the pre-trained BERT
model on the two datasets overlap-1 and overlap-all. The results are shown in Table 5. Average silhouette scores for
S-GCN are always positive and are higher that the results of the sole BERT model demonstrating that S-GSN is able
to produce more discriminating features by using additional information flow of the company graph.
To demonstrate the results visually, we randomly selected ten company families from the embeddings produced by our
S-GCN model (on overlap-all with short names) and projected 300 embedding dimensions into 2D with t-SNE [49].
Figure 6 shows the 2D projection of the data, where the dots correspond to reference records from R (training exam-
ples), colors indicate company families, and stars represent corresponding records from Q (test records). We see that
q records from the database Q (stars) can be matched to their families even in 2D space.
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Figure 6: 2D representation of 10 randomly selected company families computed by S-GCN, where dots represent
records r ∈ R, while stars refer to records q ∈ Q
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Table 5: Average silhouette score of company families
Avg. silhouette score
BERT + S-GCN only BERT
overlap-1 0.22 −0.12
overlap-all 0.63 0.01
7 Discussion
Although the experimental results are promising, we envision several challenges that need to be addressed for a proper
application of GNNs to data integration tasks. This section lists some of the main problems that have to be investigated
and require further research.
Graph extraction. Generating a graph-structured representation of the data is a crucial and time-consuming process,
with a potentially strong impact on subsequent design choices as well as on the final performance of the model.
Relational databases usually provide many different connections between entities, and can typically be modeled as a
graph in several different ways. Defining exactly what kind of entities should be represented as a node and what kind
of relations should be included as edges strongly affects the way information is propagated between the neighboring
nodes during training.
Moreover, as noted in [55], extracting a graph from a relational database has several other potential applications, thanks
to the insights that can be drawn from explicit modeling of entities and their connections. Some automatic or semi-
automatic approaches have been proposed in the literature. For instance, a domain-specific language (DSL) based
on Datalog is used in [55] to specify graph-extraction queries. Recently, an approach to cleaning raw tabular data
automatically and generating linked data has been introduced in [47]. Additionally, [1] describes a direct mapping
from the data in a relational database to a knowledge graph. The algorithms defined in [1] can even be applied to
multiple tables, where foreign keys are used to establish a reference from a given row in a table to exactly one row in
a potentially different table.
In spite of these results, the process of extracting graph representations of relational databases is still challenging and
labor intensive, and is often performed manually. The need for automatic approaches is an even stronger requirement
for unstructured data. Some recent work in this area includes [12] and [8].
Handling different relations. As previously discussed in Section 5.1, in our application we only use a single relation
type to connect both aliases of the same company and companies belonging to the same family. More precisely, in
our use case, an edge in the graph R∗ is a pair of the type (r∗i , r
∗
j ), where r
∗
i and r
∗
j are adjacent nodes in the graph.
However, in several realistic large-scale knowledge bases, this assumption is usually restrictive. Relations between two
entities in a KG can be of type τ ∈ T , where T is the set of all possible relations between two entities in the graph.
In this case, edges are not represented as pairs, but are modeled as triples of the form (ri, τ, rj). This poses some
challenges related to processing large-scale relational data with GNNs. Recently, a variation of GCN that is capable
of making relation-specific transformations based on the type and direction of an edge was introduced in [42]. The
model, termed Relational GCN (R-GCN), is a special case of the message-passing neural network proposed in [14],
as it propagates messages while taking into account relation types by learning a different weight matrix for each
τ ∈ T . In practice, this poses several challenges when dealing with highly multi-relational data. Indeed, the number
of parameters in the model grows with the number of relations in the graph. This can result in very large models, or
even lead to overfitting on rare relations. Some regularization strategies to address this issue have been introduced
in [42]. These techniques allow the total number of parameters to be limited, either by sharing parameters among
weight matrices or enforcing sparsity.
Data augmentation. Some nodes in R∗ or Q∗ might have a small degree of incoming edges. Artificially generating
aliases for a node with a low degree and connecting them to the original node might lead to a better generalization
ability of GNNs and consequently improve its accuracy. Information from aliases propagates towards the original node,
where it accumulates with the node information resulting in the output embedding. In our use case, we improved the
results greatly by generating short company names from their original names (see Section 5.3). However, generating
aliases can be labor-intensive and might require manual tuning.
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8 Conclusion
We have investigated how graph modeling and graph neural networks can be leveraged for data integration. Experi-
mental results show that GNNs and specifically S-GCNs are effective in performing record linkage. The key lessons
learned from our work are the following: (i) it is beneficial to model the graph structure for the record linkage task
as it allows a natural way to transfer information among the nodes, and (ii) graph neural networks can improve data
integration with structured and unstructured sources by allowing high automation with close to none labelling costs.
Future work will aim at exploring several aspects that are both methodological and architectural. On the methods side,
we aim at providing guidance for cases where attributes in a record are better represented as node features rather than
separate nodes. In addition, we will explore different training strategies and GNN architectures. We hope that our re-
sults will encourage other data integration researchers and practitioners to contribute both empirically and theoretically
on graph-based data integration challenges.
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