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Abstract
We parametrize quartic commutative algebras over any base ring or scheme (equiva-
lently finite, flat degree four S-schemes), with their cubic resolvents, by pairs of ternary
quadratic forms over the base. This generalizes Bhargava’s parametrization of quar-
tic rings with their cubic resolvent rings over Z by pairs of integral ternary quadratic
forms, as well as Casnati and Ekedahl’s construction of Gorenstein quartic covers by
certain rank 2 families of ternary quadratic forms. We give a geometric construction of
a quartic algebra from any pair of ternary quadratic forms, and prove this construction
commutes with base change and also agrees with Bhargava’s explicit construction over
Z.
1 Introduction
1.1 Definitions and main result
A n-ic algebra Q over a scheme S is an OS -algebra Q that is a locally free rank n OS-
module, or equivalently SpecQ is a finite, flat degree n S-scheme. For n = 3, 4, we call
such algebras cubic and quartic respectively. Given a quartic algebra, we can define a
cubic resolvent which is a model over S of the classical cubic resolvent field of a quartic
field. For a quartic algebra Q over S, a cubic resolvent C of Q is a cubic algebra C
over S, with a quadratic map φ : Q/OS → C/OS and an isomorphism δ : ∧
4Q
∼
→ ∧3C,
such that for any sections x, y of Q we have δ(1 ∧ x ∧ y ∧ xy) = 1 ∧ φ(x) ∧ φ(y) and
also R is the cubic algebra corresponding to Det(φ) (see Section 3 for more details).
∗mwood@math.stanford.edu
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An isomorphism of a pair (Q,C) is given by isomorphisms of the respective algebras
that respect φ and δ.
A double ternary quadratic form over S is a locally free rank 3 OS-module W ,
a locally free rank 2 OS-module U , and a global section p ∈ Sym
2W ⊗ U , and an
isomorphism ∧3W ⊗ ∧2U
∼
→ OS which is called an orientation. An isomorphism of
double ternary quadratic forms (W,U, p) and (W ′, U ′, p′) is given by isomorphisms
W
∼
→W ′ and U
∼
→ U ′ that send p to p′ and respect the orientations.
The main theorem of this paper is the following.
Theorem 1.1. There is an isomorphism between the moduli stack for quartic algebras
with cubic resolvents and the moduli stack for double ternary quadratic forms. In
other words, for a scheme S there is an equivalence between the category of quartic
algebras with cubic resolvents and the category of double ternary quadratic forms (with
morphisms given by isomorphisms in both categories), and this natural equivalence
commutes with base change in S.
The moduli stack of double ternary quadratic forms is simply [A12/Γ], where Γ is
the sub-group scheme of GL2×GL3 of elements (g, h) such that det(g) det(h) = 1. In
particular, we have a parametrization of quartic algebras with cubic resolvents.
Corollary 1.2. Over a scheme S, there is a bijection between isomorphism classes of
double ternary quadratic forms over S and isomorphism classes of pairs (Q,C) where
Q is a quartic algebra over S and C is a cubic resolvent of Q.
Remark 1.3. The geometric language of this paper makes it more natural to work over
a scheme S, but all of our work includes the case S = SpecR, in which case we are
simply working over a ring R. The reader mainly interested in a base ring can replace
OS with R and “global section” with “element” throughout the paper.
1.2 Background and previous work
It has been known since the work of Delone and Faddeev [9] (see also Section 2 of
this paper, [6], [11], and [2]) that cubic rings are parametrized by binary cubic forms.
A cubic ring is a ring whose additive structure is a free rank 3 Z-module, and a
binary cubic form is a polynomial f = ax3 + bx2y + cxy2 + dy3 with a, b, c, d ∈ Z.
Cubic rings, up to isomorphism, are in natural discriminant-preserving bijection with
GL2(Z)-classes of binary cubic forms. If we prefer to think geometrically, a cubic ring
is a finite, flat degree three cover of SpecZ. A parametrization analogous to that of
Delone and Faddeev [9] was proven by Miranda [14] for finite, flat degree three covers
of an irreducible scheme over an algebraically closed field of characteristic not 2 or 3.
Though these correspondences were originally given by writing down a multiplication
table for the cubic ring (or sheaf of functions on the cubic cover), when f is a non-
zero integral binary cubic form, the associated cubic ring is simply the ring of global
functions of the subscheme of P1
Z
cut out by f (see [7], [18, Theorem 2.4], [4]).
In this paper, we study quartic (commutative) algebras, or equivalently, finite, flat
degree four covers of a base scheme. Casnati and Ekedahl [4] found that finite, flat
degree four Gorenstein covers of an integral base scheme are given by global sections
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of certain double ternary quadratic forms, with a codimension condition on the section
at every point of the base. Recently, quartic algebras over Z have been parametrized
by Bhargava [2]. More precisely, Bhargava proved that isomorphism classes of pairs
(Q,C), where Q is a quartic ring (i.e. isomorphic to Z4 as a Z-module) and C is a
cubic resolvent of Q, are in natural bijection with GL2(Z) × GL3(Z)-classes of pairs
of integral ternary quadratic forms. (We could view a pair of ternary quadratic forms
over Z as a double ternary quadratic form
∑
1≤i≤j≤3 aijxixjy+
∑
1≤i≤j≤3 bijxixjz.) In
[2], Bhargava introduced cubic resolvents as models of the classical cubic resolvent
field of a quartic field. All quartic rings over Z have at least one cubic resolvent, and
many quartic rings (for example, maximal quartic rings over Z) have a unique cubic
resolvent [2, Corollary 4]. This has allowed Bhargava [3] to count asymptotically the
number of S4 number fields of discriminant less than X (as well as the number of
orders in S4 number fields). Casnati [5] has also given a construction of a finite, flat
degree three “discriminant cover” corresponding to a finite, flat degree four Gorenstein
cover of an integral scheme over an algebraically closed field of characteristic not equal
to 2, but since he was only considering quartic covers that turn out to have unique
cubic resolvents, the importance of the cubic resolvent to the moduli problem was not
apparent. Bhargava [2] realized that to obtain a nice parametrization of quartic rings
over Z, one must parametrize them along with their cubic resolvents.
In this paper, we generalize Bhargava’s work [2] from Z to an arbitrary scheme, and
Casnati and Ekedahl’s work [4] from the case of Gorenstein covers and special forms
to all quartic covers and forms, as well as to an arbitrary base scheme. Moreover, we
prove our correspondence between quartic algebras with resolvents and double ternary
quadratic forms commutes with base change.
Bhargava, in [2], describes the relationship between quartic rings with cubic resol-
vents and pairs of ternary quadratic forms by giving the multiplication tables for the
quartic and cubic rings explicitly in terms of the coefficients of the forms. In this paper,
we give a geometric, coordinate-free description of a quartic ring Q given by a pair of
integral ternary quadratic forms. For the nicest forms, the pair of ternary quadratic
forms gives a pencil of conics in P2
Z
and the quartic ring is given by the global functions
of the degree four subscheme cut out by the pencil. In Section 4, we give a global,
geometric, coordinate-free construction over a quartic algebra from a double ternary
quadratic form over any scheme S. The construction that works for all forms is taking
the degree 0 hypercohomology of the Koszul complex of the double ternary quadratic
form. This agrees with the intuitive geometric description given above for nice cases,
but unlike the above description, always gives a quartic algebra. Casnati and Ekedahl
[4] have given an analogous gemetric construction over an arbitrary scheme in the case
when the quartic algebra is Gorenstein. Deligne, in a letter [8] to Bhargava, gives an
analogous geometric construction when the generic conic in the pencil is non-singular
over each geometric point, and proves that it extends (without giving a geometric con-
struction in the extended case) to all pairs of ternary quadratic forms. The geometric
construction in this paper works for all double ternary quadratic forms, for example
when the form is idenitcally 0 in some fiber, when the conics given by the ternary
quadratic forms share a component, or even when both forms are identically 0!
In Section 5, we explain how the quartic algebra associated to a double ternary
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quadratic form over S can be defined locally in terms of the multiplication tables given
in Bhargava’s work [2], and prove that these constructions agree. The calculations
showing this agreement are not straightforward and are given in Section 5.1.
In Section 2, we review the parametrization of cubic algebras. This is not only
motivation for our study of quartic algebras, but also is important background for the
results in this paper because the cubic resolvent C is a cubic algebra. In Section 3
we give the definition of a cubic resolvent in more detail. In Section 6, we give the
construction of a cubic resolvent from a double ternary quadratic form. In Section 7,
we prove Theorem 1.1.
Notation. If F is a sheaf, we use s ∈ F to denote that s is a global section of F . If V
is a locally free OS-module, we use V
∗ to denote the OS-module HomOS(V,OS). We
use Symn V to denote the usual quotient of V ⊗n, and Symn V to denote the submodule
of symmetric elements of V ⊗n. Note that when V is locally free we have Symn V =
(Symn V ∗)∗ (see Lemma 8.4). We define P(V ) = Proj Sym∗ V .
Normally, in the language of algebra, one says that an R-module M is locally free
of rank n if for all prime ideals ℘ of R, the localization M℘ is free of rank n. However,
if we have a scheme S and an OS-module M , we normally say that M is locally free of
rank n if on some open cover of S it is free of rank n; in the algebraic language this is
equivalent to saying that for every prime ideal ℘ of R, there is an f ∈ R \ ℘ such that
the) localization Mf is free of rank n. In this paper we shall use the geometric sense
of the term locally free of rank n. The geometric condition of locally free of rank n is
equivalent to being finitely generated and having the algebraic condition of locally free
of rank n.
2 The parametrization of cubic algebras
In this section, we review the parametrization of cubic algebras. A binary cubic form
over a scheme S is a locally free rank 2 OS -module V and an f ∈ Sym
3 V ⊗∧2V ∗. An
isomorphism of binary cubic forms (V, f) ∼= (V, f ′) is given by an isomorphism V ∼= V ′
that takes f to f ′. (Normally, we would call these twisted binary cubic forms but since
they are the only binary cubic forms in this paper, we will use the shorter name for
simplicity.) Of course, if V is the free rank 2 OS-module OSx⊕OSy, then the binary
cubic forms f ∈ Sym3 V ⊗∧2V ∗ are just polynomials (ax3+bx2y+cxy2+dy3)⊗(x∧y)∗,
where a, b, c, d ∈ OS .
Over an arbitrary base, Deligne wrote a letter [7] to the authors of [11] giving the
following theorem.
Theorem 2.1 ([7],[15]). There is an isomorphism between the moduli stack for cubic
algebras and the moduli stack for binary cubic forms. That is, there is an equivalence
of categories between the category of cubic algebras over S where morphisms are given
by isomorphisms and the category of binary cubic forms over S where morphisms are
given by isomorphisms, and this equivalence commutes with base change in S. Thus,
over a scheme S, there is a bijection between isomorphism classes of cubic algebras
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and isomorphism classes of binary cubic forms. If a cubic algebra C corresponds to a
binary cubic form (V, f), then as OS-modules, we have C/OS ∼= V
∗.
This theorem is also proven in [15, Proposition 5.1]. Miranda [14] gives the bijec-
tion between isomorphism classes over a base which is an irreducible scheme over an
algebraically closed field of characteristic not equal to 2 or 3. Also, this isomorphism of
stacks is studied and proven as part of a series of such isomorphisms involving binary
forms of any degree in [18].
In [1, Footnote 3], the following algebraic, global, coordinate free description of
the construction of a binary cubic form from a cubic algebra is mentioned. Given
a cubic algebra C, we can define an OS-module V = (C/OS)
∗. (Note that V is a
locally free rank 2 OS-module, see e.g. [16, Lemma 1.3].) We can then define an
OS-module homomorphism Sym3C/OS → ∧
2C/OS given by xyz 7→ x ∧ yz. One
can check that this map is well-defined, and so it gives a binary cubic form f ∈
(Sym3 C/OS)
∗⊗∧2C/OS ∼= Sym
3 V ⊗∧2V ∗. Deligne in [7] gives a different, geometric
construction in the case when C is Gorenstein and then argues that the construction
extends across the non-Gorenstein locus.
It is often useful to also have the following local, explicit version of the construction.
Where C is a free OS-module, we can choose a basis 1, ω, θ for C and then shift ω and
θ by elements of OS so that ωθ ∈ OS . Then, the associative law implies that we have
a multiplication table
ωθ = −ad
ω2 = −ac+ bω − aθ(1)
θ2 = −bd+ dω − cθ,
where a, b, c, d ∈ OS . Let x, y be the basis of V dual to ω, θ. Then we can define
a form (ax3 + bx2y + cxy2 + dy3) ⊗ (x ∧ y)∗ ∈ Sym3 V ⊗ ∧2V ∗. We can check that
if we pick another basis 1, ω′, θ′ (also normalized so that ω′θ′ ∈ OS) and another
corresponding x′ and y′ we would define the same form in Sym3 V ⊗ ∧2V ∗. Thus the
form is defined everywhere locally in a way that agrees on overlapping open sets, and
we have constructed a global binary cubic form (V, f).
One construction of a cubic algebra from a form (i.e. the inverse to the above
construction) simply gives the cubic algebra locally by the above multiplication table.
This gives the bijection locally in terms of bases with explicit formulas. However, it is
hard to see where the formula for the multiplication table came from or why the local
constructions are invariant under change of basis. The following global description is
given by Deligne in his letter [7]. Given a binary form f ∈ Sym3 V ⊗∧2V ∗ over a base
scheme S, the form f determines a subscheme Sf of P(V ). Let π : P(V ) → S. Let
O(k) denote the usual sheaf on P(V ) and OSf (k) denote the pullback of O(k) to Sf .
Then we can define the OS-algebra by the hypercohomology
(2) C := H0Rπ∗
(
O(−3)⊗ π∗ ∧2 V
f
→ O
)
,
where O(−3) ⊗ π∗ ∧2 V
f
→ O is a complex in degrees -1 and 0. The product on C is
given by the product on the Koszul complex O(−3)⊗ π∗ ∧2 V
f
→ O with itself and the
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OS-algebra structure is induced from the map of O as a complex in degree 0 to the
complex O(−3)
f
→ O (see Appendix Section 9 for more details on the inheritance of
the algebra structure). (Note that H0Rπ∗(O) = OS .)
Given a map of schemes X
π
→ S, the construction of global functions of X relative
to S is just the pushforward π∗(OX). So the natural notion of global functions of Sf
relative to S would be π∗ of OSf . We have that OSf = OS/f(O(−3)⊗π
∗∧2V ). When
f is injective, then OSf = OS/f(O(−3) ⊗ π
∗ ∧2 V ) as a complex in degree 0 has the
same hypercohomology as O(−3)⊗π∗∧2V
f
→ O as a complex in degrees -1 and 0. Thus
we see when f is injective that C is just π∗(OSf ). When f gives an injective map and
S = SpecR then C is just the ring of global functions of Sf . Unfortunately, this simpler
construction does not give a cubic algebra when f ≡ 0. When f ≡ 0, then Sf = P
1
and the global functions are a rank 1 OS-algebra, i.e. OS itself. Hypercohomology is
exactly the machinery we need to naturally extend the construction to all f .
3 Cubic resolvents
We now give the definition of a cubic resolvent, given first in [2, Definition 20] over Z.
The definition might seem complicated at first, but we will explain each aspect of it.
Definition. Given a quartic algebra Q over a base scheme S, a cubic resolvent C of
Q is
• a cubic algebra C over S
• a quadratic map φ : Q/OS → C/OS , and
• an isomorphism δ : ∧4Q
∼
→ ∧3C (or equivalently δ¯ : ∧3Q/OS
∼
→ ∧2C/OS), which
we call the orientation
such that
1. for any open set U ⊂ S and for all x, y ∈ Q(U), we have δ(1 ∧ x ∧ y ∧ xy) =
1 ∧ φ(x) ∧ φ(y)
2. C is the cubic algebra corresponding to Det(φ).
Note that Q/OS and C/OS are locally free OS -modules of ranks 3 and 2, respec-
tively (see e.g. [16, Lemma 1.3]). A quadratic map from A to B is given by an
OS-module homomorphism Sym2A→ B evaluated on the diagonal (see the Appendix
Section 8.1). (In [19, Proposition 6.1] it is shown this is equivalent to the more classical
notion of a quadratic map.) The map φ models the map from quartic fields to their
resolvent fields given by x 7→ xx′ + x′′x′′′, where x, x′, x′′, x′′′ are the conjugates of an
element x. In [2, Lemma 9] it is shown that condition 1 above holds for such classi-
cal resolvent maps, and it turns out that condition 1 is the key property of resolvent
maps that allows them to be useful in the parametrization of quartic algebras. So the
definition of resolvent allows all quadratic maps that have this key property.
Another important property of the cubic resolvent over Z is that the discriminant
of the cubic resolvent is equal to the discriminant of the quartic ring. In [2], this is
6
a crucial part of the definition of a cubic resolvent over the integers. With the above
formulation of the definition of a cubic resolvent, the equality of discriminants follows
as a corollary of properties 1 and 2. However, since the discriminant of an algebra
R of rank n lies in (∧nR)⊗−2, we need the orientation isomorphism to even state the
question of the equality of discriminants. The orientation is a phenomenon that it is
hard to recognize the importance of over Z because GL1(Z) is so small, however it
appears in Bhargava’s [2] choice of bases for a quartic ring and its cubic resolvent.
The quadratic map φ is equivalent to a double ternary quadratic form in the module
Sym2(Q/OS)
∗ ⊗ C/OS . The determinant of a double ternary quadratic form is given
by a natural cubic map from Sym2W ⊗ V to (∧3W )⊗2 ⊗ Sym3 V . We have a natural
cubic determinant map from Sym2W to (∧3W )⊗2. For free W and an element of
Sym2W represented by the matrix
A =


a11
a12
2
a13
2
a12
2
a22
a23
2
a13
2
a23
2
a33

 ,
the map is given by the polynomial 4Det(A), and since this is invariant under GL3
change of basis, it defines a determinant map for all locally free W . We use 2’s in the
denominator of our expression for A because it allows us a convenient way to express
the polynomial 4Det(A), but note that the polynomial given by 4Det(A) does not
have any denominators, and thus we do not need to require that 2 is invertible to
construct the determinant of a double ternary quadratic form. We can extend to a
cubic determinant map from Sym2W ⊗V to (∧3W )⊗2⊗Sym3 V by using the elements
of V as coefficients (see Appendix Section 8.2). Thus the determinant of φ lies in
(∧3Q/OS)
⊗−2⊗Sym3(C/OS), which is isomorphic to (∧
2C/OS)⊗Sym
3(C/OS)
∗ by the
orientation isomorphism (see also Corollary 8.3 in the Appendix). From Theorem 2.1,
we have that C corresponds to a global section of (∧2C/OS) ⊗ Sym
3(C/OS)
∗, and
condition 2 above is that C corresponds to the section Det(φ).
When we speak of a pair (Q,C) of a quartic algebra Q and a cubic resolvent C of
Q, the maps φ and δ are implicit. An isomorphism of pairs is given by isomorphisms
of the respective algebras that respect φ and δ.
4 The geometric construction
In this section, we will construct a quartic algebra from a double ternary quadratic form
p ∈ Sym2W ⊗U over a base S. We consider the map π : P(W )→ S, and the usual line
bundles O(k) on P(W ). We can view p as a two dimensional family of quadratic forms
on P(W ) (the two dimensions being given by U). More precisely, since p is equivalent
to a map U∗ → Sym2W , we have a naturally induced map π∗U∗ → O(2), which is
equivalent to a map p1 : π
∗U∗ ⊗ O(−2) → O. The image of p1 is functions that are
zero on the space cut out by the forms of p. The regular functions on the scheme cut
out by p are just given by O/ im(p1). From p we can construct one more map to make
the Koszul complex of p, given as follows
Kp : ∧
2π∗U∗ ⊗O(−4)
p2
−→ π∗U∗ ⊗O(−2)
p1
−→ O.
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The complex Kp has O in degree 0, and the other two terms in degrees −1 and −2.
We can construct p2 similarly to p1 since p is also equivalent to a map ∧
2U∗ ⊗ U →
Sym2W . (Recall ∧2U∗⊗U ∼= U∗; see Lemma 8.2.) One can read about the construction
of all the maps in the Koszul complex in [10, Appendices A2F and A2H].
Example 4.1. Suppose U is free with basis x, y, and dual basis x˙ and y˙. Then we can
write p = f1⊗x+f2⊗y. The map p1 just sends x˙⊗g 7→ f1g and y˙⊗g 7→ f2g. We can
write how p1 acts on a general element as a⊗ g 7→ gp(a), where p acts on an element
of U∗ by evaluating the U components of p at the given element of U∗. The map p2
sends x˙ ∧ y˙ ⊗ g 7→ gf1 ⊗ y˙ − gf2 ⊗ x˙. We can write how p2 acts on a general element
as a ∧ b⊗ g 7→ b⊗ gp(a) − a⊗ gp(b). From this we see that Kp is a complex.
For sufficiently nice p the Koszul complex will be exact in all places except the
last and thus give a resolution of O/ im(p1). For example, this it true when p is the
universal double ternary quadratic form over the polynomial ring in twelve variables.
In this well-behaved case, p will cut out four (relative) points in P(W ) (i.e. a finite,
flat degree four S-scheme) and the pushforward of the global functions of those points
will give us a quadratic algebra over the base S.
When the Koszul complex of p is not a resolution, instead of taking the pushforward
of the global functions of the scheme cut out by p, we will take the 0th hypercoho-
mology of the complex Kp. We define Qp to be H
0Rπ∗(Kp), where Rπ∗ denotes the
pushforward of the complex in the derived category. Alternatively, we can view the
construction as the hypercohomological derived functor of π∗, where the hypercoho-
mology is necessary since we are operating on a complex and not just a single sheaf.
If p is nice enough that its Koszul complex Kp is a resolution of O/ im(p1), then Qp
will just be π∗(O/ im(p1)). However, what is convenient about the hypercohomology
construction is that Qp will be a quartic algebra even when Kp is not a resolution (as
we’ll see in Section 4.2). So far we have constructed Qp as an OS-module, however, the
Koszul complex has a natural differential graded algebra structure, and that gives the
cohomology an inherited algebra structure (see Appendix Section 9 for more details
on the inheritance of the algebra structure). The map from O as a complex in degree
0 to the complex Kp induces a map from H
0Rπ∗(O) = OS → Qp. This gives Qp the
structure of an OS-algebra.
4.1 Examples when Kp is not a resolution
When constructing the cubic algebra from a binary cubic form, we took
H0Rπ∗(O(−3)
f
−→ O)
on P(V ), which, as long as the cubic form f gives an injective map above is the same
as π∗(O/ im f). For example, when the base S is integral, whenever f 6≡ 0 then
O(−3)
f
−→ O is injective. However, when f ≡ 0, of course O(−3)
f
−→ O is not injective,
and H0Rπ∗(O(−3)
f
−→ O) is not the same as π∗(O/ im f). When f ≡ 0, the latter is
an OS-module of rank 1.
Again, when constructing our quartic algebra as H0Rπ∗(Kp), if p ≡ 0 the complex
will not be a resolution and H0Rπ∗(Kp) won’t agree with π∗(O/ im p1). This is the
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case when both “conics” are given by the 0 form. However, even over an integral
base, there are now more situations on which the complex Kp is not a resolution. The
geometric constructions of Casnati and Ekedahl [4] and Deligne [8] for certain nice
quartic algebras are in cases when π∗(O/ im p1) simply gives the quartic algebra.
We now give several examples in which Kp is not a resolution.
Example 4.2. Let p ≡ 0. Then Qp = OS ⊕ W
∗, with the multiplication given by
W ∗ ⊗OS W
∗ → 0.
Let U be free with the notation of Example 4.1.
Example 4.3. If f2 ≡ 0, then Qp = OS ⊕ W
∗, with the multiplication given by
W ∗ ⊗OS W
∗ → 0.
Now, let W be free on w1, w2, w3.
Example 4.4. If f1 = w1w2 and f2 = w1w3, then Qp ∼= OS⊕OS [z1, z2]/(z1, z2)
2. This
is the case where the two conics share a linear component, and the pencil of second lines
all go through a point not on the shared line.
Example 4.5. If f1 = w1w2 and f2 = w
2
1, then Qp
∼= OS [z1, z2]/(z
3
1 , z1z2, z
2
2). This is
the case where the two conics share a linear component, and the pencil of second lines
all go through a point on the shared line.
Example 4.6. If f1 = w
2
1 + w1w3 and f2 = w
2
2 + w2w3, then Kp is a resolution and
Qp ∼= R := OS ⊕ OS ⊕ OS ⊕ OS. However, unlike in the case of binary cubic forms,
we can change p in just one closed fiber and Kp will no longer be a resolution. For
simplicity, let S = SpecZ, and let q be a prime. Then if f1 = q(w
2
1 + w1w3) and
f2 = q(w
2
2 + w2w3), the global functions of the subscheme cut out by p are isomorphic
to Z⊕ pR ⊂ R (a quartic Z-algebra) but Qp ∼= Z⊕ p
2R ⊂ R.
4.2 Module structure of Qp
In this section, we determine the OS-module structure of Qp. We consider the short
exact sequence of complexes O → A→ Kp → D → 0, where
A : 0 // π∗U∗ ⊗O(−2)
p1
// O
Kp : ∧2π∗U∗ ⊗O(−4)
p2
// π∗U∗ ⊗O(−2)
p1
// O
B : ∧2π∗U∗ ⊗O(−4) // 0 // 0.
From this short exact sequence we obtain a long exact sequence of hypercohomology
sheaves on S, of which we consider the following part
H−1Rπ∗(B) // H
0Rπ∗(A) // H
0Rπ∗(Kp) // H0Rπ∗(B) // H
1Rπ∗(A).
Qp
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This sequence will allow us the determine the modules structure of Qp once we compute
the other terms. It is natural to shift the term in B to degree 0 and obtain
R1π∗(∧
2π∗U∗ ⊗O(−4)) // H0Rπ∗(A) // Qp // R
2π∗(∧
2π∗U∗ ⊗O(−4)) // H1Rπ∗(A).
0 W ∗ ⊗∧3W ∗ ⊗∧2U∗
∼=

W ∗
We can analyze the A terms by putting the complex A in its own short exact sequence
of complexes 0→ D → A→ E → 0, given by the following
D : 0 // O
A : π∗U∗ ⊗O(−2)
p1
// O
E : π∗U∗ ⊗O(−2) // 0.
Taking the long exact sequence for this short exact sequence of complexes gives
H−1Rπ∗(E)→ H
0Rπ∗(D)→ H
0Rπ∗(A)→ H
0Rπ∗(E)→ H
1Rπ∗(D)→ H
1Rπ∗(A)→ H
1Rπ∗(E),
or
R0π∗(π
∗U∗ ⊗O(−2)) // R0π∗(O) // H
0Rπ∗(A) // R
1π∗(π
∗U∗ ⊗O(−2))
0 OS 0
and
R1π∗(O) // H
1Rπ∗(A) // R
2π∗(π
∗U∗ ⊗O(−2)).
0 0
Thus, we conclude that H0Rπ∗(A) ∼= OS and H
1Rπ∗(A) = 0.
Going back to our original long exact sequence, we have
0→ OS → Qp →W
∗ → 0.
This proves that Qp is a locally free rank 4 OS-module. Also, it gives us the necessary
map OS → Qp for our algebra to have a unit. (We can check this map respects the
algebra structures because it is induced from the map of complexes D → Kp that
respects the differential graded algebra structures on D and Kp.)
Theorem 4.7. The construction of Qp commutes with base change in S.
Proof. To prove this theorem, we will compute all of the cohomology of Kp. The
complex Kp has no cohomology in degrees other than 0. We have R
kπ(O(−4)) = 0
for k 6= 2, and Rkπ∗(O(−2)) = 0 for all k, and R
kπ∗(O) = 0 for k 6= 0. Thus
HkRπ∗(Kp) = 0 for k 6= 0. We have just seen that H
0Rπ∗(Kp) is locally free. Thus
since all H iRπ∗(Kp) are flat, by [12, Corollaire 6.9.9], we have that cohomology and
base change commute.
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5 Local construction by multiplication table
Given a double ternary quadratic form p ∈ Sym2W ⊗ U (with a given ∧3W ∼= ∧2U∗),
now that we know that there is a natural quartic algebra Qp we could define the
structure locally whereW and U are free by giving multiplication tables, as in the case
of cubic algebras from binary cubic forms.
For a double ternary quadratic form over Z (and therefore with W and U neces-
sarily free), Bhargava [2, Equations (15) and (21)] gives a ring structure on Z4 whose
multiplication table is given in terms of the coefficients of p. Each entry in the mul-
tiplication table is a polynomial in the coefficients of p. This, of course, is the mul-
tiplication table we would impose for free W and U in the above local construction.
We will now see that this local construction agrees with the geometric construction
we have given in Section 4. We will show this by working over the universal algebra
R = Z[{aij , bij}1≤i≤j≤3] for double ternary quadratic forms, and with the universal
free form u =
∑
1≤i≤j≤3 aijxixjy1 + bijxixjy2.
Theorem 5.1. For the universal form u, the quartic algebra Qu is isomorphic to the
quartic algebra over R that is constructed above using Bhargava’s multiplication tables.
In particular, since our geometric construction of Qu is invariant under change of
basis of W and U (respecting ∧3W ∼= ∧2U∗), this gives a proof of the invariance of
Bhargava’s multiplication table under change of basis, as long as the correct GL3×GL2
action is used. Since all double ternary quadratic forms are locally pull-backs from the
universal form, and both the local construction by multiplication tables and the global
geometric construction of Section 4 respect base change, Theorem 5.1 implies that the
two constructions of quartic algebras from double ternary quadratic forms agree. We
now prove Theorem 5.1.
Proof. For the universal form u, the complex Ku used to define Qu is exact, and
therefore Qu is just the global functions on the scheme Su in P
2
R cut out by A =∑
1≤i≤j≤3 aijxixj and B =
∑
1≤i≤j≤3 bijxixj. (We can just work in terms of global
functions instead of the pushforward to the base since the base SpecR is affine. More-
over, the multiplicative structure of the global functions of Su is the same as the induced
multiplicative structure on the hypercohomological construction of Qu.) We cover Su
with open sets Uxi coming from the usual open sets in P
2
R. As a first step, we will find
(f, g) ∈ Γ(Uxi) × Γ(Uxj) such that f = g in Γ(Uxi ∩ Uxj). This will find all regular
functions on Uxi ∪ Uxj , and it will turn out that they all extend uniquely to global
functions on Su. Thus, we will have found all the regular functions on Su. We will
identify these regular functions with the basis in Bhargava’s quartic ring construction,
and then it can be checked that the multiplication tables agree.
Let i, j, k be some permutation of 1, 2, 3. We have that
Γ(Uxi) = R[xj/xi, xk/xi]/(A/x
2
i , B/x
2
i ).
Let Ii be the ideal (A/x
2
i , B/x
2
i ) of R[xj/xi, xk/xi], and similarly for Ij . Also,
Γ(Uxi ∩ Uxj) = R[xj/xi, xk/xi, xi/xj ]/(A/x
2
i , B/x
2
i ).
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If we have (f, g) ∈ Γ(Uxi) × Γ(Uxj) such that f = g in Γ(Uxi ∩ Uxj), then f and g
are represented by polynomials f˜ ∈ R[xj/xi, xk/xi] and g˜ ∈ R[xi/xj , xk/xj ] such the
element f˜ − g˜ ∈ R[xj/xi, xk/xi, xi/xj ] is in the ideal I = (A/x
2
i , B/x
2
i ). However, f˜ − g˜
will not have any terms with an xi and an xj in the denominator. We define T1 to
be the sub R-module of I of elements that do not have any terms with both an xi
and an xj in the denominator. The set T1 gives all the relations between polynomials
representing elements in Γ(Uxi) and polynomials representing elements in Γ(Uxj). We
define T2 to be the sub R-module of T1 generated by the images of Ii and Ij under
their natural inclusion into R[xj/xi, xk/xi, xi/xj ]. The set T2 gives all the relations
of T1 that come from relations already in Uxi and already in Uxj . We now seek to
determine T1/T2, which gives rise to all pairs (f, g) ∈ Γ(Uxi)× Γ(Uxj ) such that f = g
in Γ(Uxi ∩ Uxj ) that are not functions on the base SpecR.
We first define some notation to help us write down elements of T1/T2. Let Aimjn =
A
xm+n−2
k
xmi x
n
j
, where the subscript imjn is a product of formal symbols, where a missing
exponent denotes an exponent of 1. We define Bimjn analogously.
Lemma 5.2. Let t ∈ T1/T2. We can write
t =
∑
m,n≥1
m+n≤3
cm,nAimjn + dm,nBimjn with cm,n, dm,n ∈ R.
Proof. Clearly we can write any t in I as such as sum over m,n ∈ Z with m+ n ≥ 2.
Any term with m ≤ 0 is in the image of Ij and thus in T2, and any term with n ≤ 0 is
in the image of Ii and thus in T2. It remains to show that we do not need terms with
m+ n ≥ 4 in order to represent t.
We suppose for the sake of contradiction that a term with m+n ≥ 4 was required,
and we take a t with m + n maximal for this condition, and m maximal given that.
Then cm,nAimjn contributes a x
m+n
k /x
m
i x
n
j term with coefficient cm,nakk and dm,nBimjn
contributes xm+nk /x
m
i x
n
j term with coefficient dm,nbkk. No other terms of the summand
for t can contribute a term with xmi x
n
j in the denominator, and so we must have
cm,n = rbkk and dm,n = −rakk for some element r ∈ R.
Now we claim we did not need to use the terms rbkkAimjn − rakkBimjn in the sum
that represents t. To prove this claim, we use the following identity
bkkAimjn − akkBimjn
=− bikAim−1jn + aikBim−1jn − bjkAimjn−1 + ajkBimjn−1 + aijBim−1jn−1
− bijAim−1jn−1 − bjjAimjn−2 + ajjBimjn−2 − bi,iAim−2jn + aiiBim−2jn .
This proves the lemma.
The above lemma tells us that every element of T1/T2 can be written as an R-
linear combination of Aij , Bij , Ai2j , Bi2j, Aij2 , and Bij2 . Since only Ai2j and Bi2j have
terms with x2i xj in the denominator, we must have that Ai2j and Bi2j appear with
coefficients c2,1 and d2,1 so as to cancel those terms out. We can argue similarly for
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Aij2 and Bij2 . Thus, every element of T1/T2 can be written as a R linear combina-
tion of Aij, Bij , bkkAi2j − akkBi2j , and bkkAij2 − akkBij2 . We note that all four of
Aij , Bij , bkkAi2j − akkBi2j , and bkkAij2 − akkBij2 have terms with a xixj denominator.
We define some notation so we can write combinations of these elements down more
easily. For i < j, let aji = aij . Let λ
ℓ1ℓ2
ℓ3ℓ4
= aℓ1ℓ2bℓ3ℓ4 − bℓ1ℓ2aℓ3ℓ4 . We note that
Hi,j = bkkAi2j − akkBi2j + bikAij − aikBij
= λjjkkxjxk/x
2
i + λ
ij
kkxk/xi + λ
ii
kkxk/xj + λ
jk
kkx
2
k/x
2
i + λ
jj
ikxj/xi + λ
ij
ik + λ
ii
ikxi/xj + λ
jk
ikxk/xi
and
Hj,i = bkkAij2 − akkBij2 + bjkAij − ajkBij
do not have any terms with both xi and xj in the denominator. Every element of T1/T2
can be written as a R linear combination of Aij , Bij ,Hi,j and Hj,i, because this is just
a unipotent triangular transformation of the last list of four generators. We have seen
that Hi,j and Hj,i have no x
2
k/xixj terms, and Aij and Bij have x
2
k/xixj terms with
coefficients akk and bkk respectively. Since an element of t does not have a term with
xixj in the denominator, it can be written as a linear combination of Hi,j,Hj,i and
Fij = Fji = bkkAij − akkBij. Moreover, Hi,j,Hj,i and Fij are all in T1. We now define
hi,j to be the sum of terms in Hi,j that do not have an xj in the denominator, and
hi,j = Hi,j − hi,j. We define fij = fji to be the sum of terms in Fij with xi in the
denominator, so that fij + fji + λ
ij
kk = Fij .
We have now found that the pairs (f, g) ∈ Γ(Uxi) × Γ(Uxj) such that f = g in
Γ(Uxi ∩ Uxj) can be written in terms of four R-module generators:
(1, 1), (hi,j ,−hi,j), (hj,i,−hj,i), (fij ,−fji + λ
kk
ij ).
Letting i and j vary, this information is enough to determine the global functions on
Su. In this case, it turns out that the regular functions on Uxi that can be extended to
Uxj are exactly the same as the regular functions on Uxi that can be extended to Uxk .
In particular, in the polynomial ring R[xj/xi, xk/xi], we can compute that
hi,j + hi,k = λ
ii
jk + ajkB/x
2
i − bjkA/x
2
i
and
hj,i = −fik.
Moreover, it will turn out that the extensions to Uxj and Uxk agree on their intersection.
We see that the global functions of Su are generated as a R-module by four generators
g1, g2, g3, g4 ∈ Γ(Ux1) × Γ(Ux2) × Γ(Ux3), whose components are given in the below
table.
Γ(Ux1) Γ(Ux2) Γ(Ux3)
g1 1 1 1
g2 h1,2 = −h1,3 + λ
11
23 −h1,2 = f23 −f32 + λ
11
23 = h1,3 + λ
11
23
g3 h2,1 = −f13 −h2,1 = h2,3 + λ
13
22 −h2,3 + λ
13
22 = f31 + λ
13
22
g4 f12 = −h3,1 −f21 + λ
33
12 = h3,2 + λ
33
12 −h3,2 + λ
33
12 = h3,1
13
We now show that the gi are generators for a free R-module of rank 4. Suppose for
the sake of contradiction that there was a relation among these generators. Then over
the generic point of R the global functions of Su would be a vector space of at most
dimension 3. But we know from Section 4.2 that the global functions of Su are locally
free four dimensional R module, and thus will be a four dimensional vector space over
the generic point of SpecR.
To construct the multiplication table on our four generators gi of the global func-
tions on Su, we can reduce to finding a multiplication table in the Γ(Ux1) component,
since the gi are R-linearly independent even in this component. We can further reduce
to finding the multiplication table over the generic point of SpecR. We first construct
a multiplication table on 1, x2/x1, x3/x1, x2x3/x
2
1 over the generic point of SpecR. To
do this, we replace A and B by linear combinations of A and B, one of which has no
(x2/x1)
2 term, and one of which has no (x3/x1)
2 term. Then on Ux1 over the generic
point of SpecR, we can write all functions in terms of 1, x2/x1, x3/x1, x2x3/x
2
1. We can
then also write the gi in terms of 1, x2/x1, x3/x1, x2x3/x
2
1, and just apply this change
of basis to the multiplication table to obtain a multiplication table for the gi. If we
take α1 = −g2, α2 = −g3, and α3 = −g4, we obtain exactly the multiplication tables
given by Bhargava in [2, Equations (15) and (21)].
In Section 4.2, we found that Qp/OS is canonically isomorphic to W
∗. However,
we also have explicit basis for Qp/OS when we have a basis for W . We see how these
bases are related.
Theorem 5.3. For the universal form u, in the map Qp → W
∗ from Section 4.2, we
have
g2 7→ x
∗
1
g3 7→ x
∗
3
g4 7→ x
∗
2.
Proof. We compute the map in two steps. We first find the map
R0π∗(O/u(O(−2)
⊕2))→ R1π∗(O(−2)
⊕2/u(O(−4)))
and then the map
R1π∗(O(−2)
⊕2/u(O(−4))) → R2π∗(O(−4)).
We compute each of the individual maps by using the snake lemma on the Cech complex
with the usual affine cover of P2. We summarize the computation in the charts below,
which should be read from upper right to lower left.
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O(−4) O(−2)⊕2 O(−2)⊕2/u(O(−4)) O O/u(O(−2)⊕2)
Γ(Ux1) h1,2
×Γ(Ux2) −h1,2 g2
×Γ(Ux3) −f3,2 + λ
11
23
Γ(Ux1x2) (
a33x3
x2
1
x2
+ a13
x1x2
, h1,2 + h1,2 = H1,2
b33x3
x2
1
x2
+ b13
x1x2
)
×Γ(Ux2x3) −h1,2 + f3,2 − λ
11
23
= f2,3 + f3,2 − λ
11
23
( a11
x2x3
, b11
x2x3
) = F23
×Γ(Ux3x1) h1,2 + f3,2 − λ
11
23
= −h1,3 − h1,3
+a23
B
x2
1
− b23
A
x2
1
−(a22x2
x2
1
x3
+ a12
x1x3
, = −H1,3
b22x2
x2
1
x3
+ b12
x1x3
)
−(a23
x2
1
, b23
x2
1
) +a23
B
x2
1
− b23
A
x2
1
Γ(Ux1x2x3)
1
x2
1
x2x3
A+B
x2
1
x2x3
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O(−4) O(−2)⊕2 O(−2)⊕2/u(O(−4)) O O/u(O(−2)⊕2)
Γ(Ux1) h2,1
×Γ(Ux2) −h2,1 g3
×Γ(Ux3) f3,1 + λ
13
22
Γ(Ux1x2) (
a33x3
x1x
2
2
+ a23
x1x2
, h2,1 + h2,1 = H2,1
b33x3
x1x
2
2
+ b23
x1x2
)
×Γ(Ux2x3) −h2,1 − f3,1 − λ
13
22
= h2,3 + h2,3
−a13
B
x2
2
+ b13
A
x2
2
(a11x1
x3x
2
2
+ a12
x3x2
, = H2,3
b11x1
x3x
2
2
+ b12
x3x2
)
+(a13
x2
2
, b13
x2
2
) −a13
B
x2
2
+ b13
A
x2
2
×Γ(Ux3x1) h2,1 − f3,1 − λ
13
22
= −f1,3 − f3,1 − λ
13
22
−( a22
x1x3
, b22
x1x3
) = −F13
Γ(Ux1x2x3)
1
x1x
2
2
x3
A+B
x1x
2
2
x3
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O(−4) O(−2)⊕2 O(−2)⊕2/u(O(−4)) O O/u(O(−2)⊕2)
Γ(Ux1) −h3,1
×Γ(Ux2) −f2,1 + λ
33
12 g4
×Γ(Ux3) h3,1
Γ(Ux1x2) −h3,1 + f2,1 − λ
33
12
= f2,1 + f1,2 + λ
12
33
( a33
x1x2
, b33
x1x2
) = F12
×Γ(Ux2x3) −h3,1 − f2,1 + λ
33
12
= h3,2 + h2,3
−a12
B
x2
3
+ b12
A
x2
3
(a11x1
x1x
2
3
+ a13
x2x3
, = H3,2
b11x1
x1x
2
3
+ b13
x2x3
)
+(a12
x2
3
, b12
x2
3
) −a12
B
x2
3
+ b12
A
x2
3
×Γ(Ux3x1) −(
a22x2
x2
3
x1
+ a23
x1x3
, −h3,1 − h3,1 = −H3,1
b22x2
x2
3
x1
+ b23
x1x3
)
Γ(Ux1x2x3)
1
x1x2x
2
3
A+B
x1x2x
2
3
6 Construction of the cubic resolvent
In Section 2, we have already given a geometric construction of a cubic algebra from
a binary cubic form. In Section 3, we defined the determinant of a double ternary
quadratic form p to be a binary cubic form det(p) ∈ Sym3 U∗ ⊗ (∧2U). The cubic
algebra C of this binary cubic form can be constructed as described in Section 2, and
is the desired cubic resolvent.
We have C/OS ∼= U (see [18, Section 3.1] for a similar, but simpler argument to the
one in Section 4.2). Thus, p gives the required quadratic map from Q/OS to C/OS .
The orientation isomorphism δ : ∧3Q/OS
∼
→ ∧2 C/OS comes from the orientation on
the double ternary quadratic form. On any open set, we can check that δ(x∧y∧xy) =
p(x) ∧ p(y) by looking on a open subcover on which W and U are trivial and pulling
back from the universal form on each open set in that subcover. It remains to check
that δ(x ∧ y ∧ xy) = p(x)∧ p(y) when p is the universal ternary quadratic form, which
can be checked explicitly given the multiplication table of Qp. In particular, at the
end of the proof of the Main Theorem in Section 7, we lay out a plan to determine
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the multiplication table of Qp in terms of p. The result agrees with the multiplication
table given explicitly in [2, Equations (15) and (21)]. The expressions δ(x ∧ y ∧ xy)
and p(x) ∧ p(y) both represent linear maps from Sym2(Qp/OS) ⊗ Sym2(Qp/OS) to
∧4Qp. Thus it suffices to check that these maps agree on a basis of global sections of
Sym2(Qp/OS)⊗ Sym2(Qp/OS), since in this case Qp/OS is a free OS module. This is
easily checked, especially exploiting the symmetry of the situation.
7 Main Theorem
In this section, we prove the main theorem of this paper.
Theorem 7.1. There is an isomorphism between the moduli stack for quartic algebras
with cubic resolvents and the moduli stack for double ternary quadratic forms. In
other words, for a scheme S there is an equivalence between the category of quartic
algebras with cubic resolvents and the category of double ternary quadratic forms (with
morphisms given by isomorphisms in both categories), and this natural equivalence
commutes with base change in S.
Proof. Given a double ternary quadratic form p over a base S, we have shown how to
construct a pair (Qp, Cp), and all aspects of the construction commute with base change
in S. Given a pair (Q,C) over S, we can just take the quadratic map φ from Q/OS
to C/OS to be our double ternary quadratic form with W = (Q/OS)
∗ and U = C/OS
(using the orientation ∧3Q/OS
∼
→ ∧2C/OS). This construction clearly commutes with
base change.
It remains to prove that the compositions of these two constructions (in either
order) are the identity. To prove this, we rigidify the moduli problems. A based
double ternary quadratic form is a ternary quadratic form p ∈ Sym2W ⊗ U and a
choice of bases w1, w2, w3 and u1, u2 for W and U respectively as free OS-modules,
such that (w1 ∧w2 ∧w3)⊗ (u1 ∧ u2) corresponds to the identity under the orientation
isomorphism. A based pair (Q,C) of a quadratic algebra and cubic resolvent is a a pair
(Q,C) of quadratic algebra and cubic resolvent and choices of basis q1, q2, q3 and c1, c2
for Q/OS and C/OS as free OS-modules, such that (q1∧q2∧q3) corresponds to (c1∧c2)
under the orientation isomorphism. We see that our constructions above extend to the
moduli stacks for these rigidified moduli problems. In particular, we obtain a basis for
Q/OS as a dual basis for the basis of W and vice versa.
It now suffices to show that these constructions compose to the identity on the
rigidified moduli stacks. If we start with a double ternary quadratic form p ∈ Sym2W⊗
U , we obtain a pair (Q,C) whose quadratic map is given exactly by the form, and then
the construction of a form from (Q,C) gives back exactly our original form. The choices
of bases for W and U and the orientation are clearly preserved under this composition.
We can start with a based pair (Q,C), and then build another based pair (Qφ, Cφ)
from the quadratic map φ of (Q,C), and we wish to show that (Q,C) and (Qφ, Cφ) are
equal. (We can use the notion of equal instead of isomorphic since all of the objects are
based.) We have that C and Cφ are both given as the cubic algebra corresponding to
Det(φ) and thus are equal. The quadratic resolvent maps are the same, since φ carries
through the two constructions. The orientation isomorphism are clearly the same since
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they also carry through the constructions. It remains to show that the multiplication
on Q agrees with the multiplication on Qφ. To do this, we will show that the condition
δ(1 ∧ x ∧ y ∧ xy) = φ(x) ∧ φ(y) determines the multiplication table on Q from the
resolvent map φ. Since Q and Qφ have the same resolvent map, this will show that
they are isomorphic as OS-algebras.
We let the quadratic map φ be written as Ac2+Bc1, where A =
∑
1≤i≤j≤3 aijxixj ,
and B =
∑
1≤i≤j≤3 bijxixj , and the xi are a dual basis for qi in Q/OS . We recall
the notation λℓ1ℓ2ℓ3ℓ4 = aℓ1ℓ2bℓ3ℓ4 − bℓ1ℓ2aℓ3ℓ4 . We lift the basis qi of Q/OS to a basis of
Q uniquely so that q1q2 has no q1 or q2 term and so that q1q3 has no q1 term. Let
mkij be the coefficient of qk in the qiqj. From Equation (23) in [2], we know that the
constant coefficient of qiqj in given as a polynomial in the various m coefficients. Thus,
it remains to show that the mkij are determined by φ. We plug various x and y into
δ(1 ∧ x ∧ y ∧ xy) = φ(x) ∧ φ(y). In the below, we always let i, j, k be a permutation
of 1, 2, 3 and let ± be the sign of this permutation. First, letting x = qi and y = qj
gives mkij = ±λ
jj
ii . Then, letting x = qi + qj and y = qi gives m
k
ii = ±λ
ij
ii . Next,
letting x = qi + qk and y = qj gives m
k
jk −m
i
ij = ±λ
jj
ik . Using the choice of lift, which
gives m112 = m
2
21 = m
1
13 = 0, this determines all m
i
ij . Finally, letting x = qi + qk
and y = qi + qj determines m
i
ii in terms of the λ’s and the m’s that we have already
determined.
8 Appendix: Maps between locally free OS-modules
Let S be a scheme. In this appendix we will give several basic facts about maps between
locally free OS-modules.
Lemma 8.1. If L is a locally free OS-module and V is a locally free rank n OS-module,
then Symk(V ⊗ L) ∼= Symk V ⊗ L⊗k.
Proof. We have the canonical map
Symk(V ⊗ L) −→ Symk V ⊗ Symk L
(v1 ⊗ ℓ1) · · · (vk ⊗ ℓk) 7→ v1 · · · vk ⊗ ℓ1 · · · ℓk
,
which we can check is an isomorphism on free modules and thus is an isomorphism on
locally free modules. Moreover, we have that L⊗k ∼= Symk L. We have the canonical
quotient map L⊗k → Symk L which is clearly an isomorphism for L free of rank 1 and
thus locally free of rank 1.
Lemma 8.2. If V is a locally free OS-module of rank two then V ⊗ ∧
2V ∗ ∼= V ∗.
Proof.
V ⊗ ∧2V ∗ −→ V ∗
v ⊗ (V1 ∧ V2) 7→ V1(v)V2 − V2(v)V1
We can define the canonical map which is an isomorphism for free and thus locally free
modules of rank 2.
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We combine these two lemmas to obtain a corollary that is used throughout this
paper.
Corollary 8.3. If V is a locally free OS-module of rank two then Sym
3 V ⊗(∧2V )⊗−2 ∼=
Sym3 V ∗ ⊗ (∧2V ∗)⊗−1.
Lemma 8.4. If V is a locally free OS-module, we have (Symn V )
∗ ∼= Symn V ∗.
Proof. We give a map from Symn V ∗ to (Symn V )
∗ as follows
V1V2 · · · Vn 7→ (v1 ⊗ · · · ⊗ vn 7→ V1(v1)V2(v2) · · · Vn(vn)).
If we permute the Vi factors, we see the result does not change because the elements
of Symn V that we evaluate on are invariant with respect to this permutation. When
V is free, we can explicitly see that this map is an isomorphism.
8.1 Degree k maps
Let M and N be locally free OS-modules. A linear map fromM to R is equivalent to a
global section of M∗. In other words, sections of M∗ are the degree 1 functions on M .
We define the degree n functions on M as the global sections of SymnM∗, symmetric
polynomials in linear functions on M .
Definition. A degree n map from M to N is a global section of
SymnM∗ ⊗N ∼= Hom(SymnM,N).
Note that the identity map on SymnM gives a canonical degree n map from M to
SymnM .
The language “degree n map from M to N” suggests that we should be able to
evaluate such a thing on elements of M .
Definition. Given a degree nmap fromM toN as an element f ∈ Hom(SymnM,N),
the evaluation of f on an element of M is f(m⊗ · · · ⊗m).
When M is free, say with generators m1, . . . ,mk and dual basis m1, . . .mk of M
∗,
then we defined a degree n map f from M to R to be a homogeneous polynomial
of degree n in the m1, . . .mk. If we evaluate f on (c1m1 + · · · + ckmk) for arbitrary
sections ci of OS , we will have a degree n polynomial in the ci. Replacing the ci in this
polynomial by mi we obtain the homogeneous polynomial of degree n in the m1, . . .mk
which is the realization of f as an element of SymnM∗.
WhenM is free, we may have a non-linear map ρ : M → OS (or ρ : M → N , but we
take N = OS for simplicity) and wish to realize it as the evaluation of a degree n map.
We can consider ρ(c1m1+ · · ·+ ckmk) for arbitrary ci ∈ R and if ρ(c1m1+ · · ·+ ckmk)
is a degree n polynomial in the ci, we have an f ∈ Sym
nM∗ (given by replacing the ci
by mi) of which ρ is the evaluation).
Since M is locally free, we locally have f ∈ SymnM∗ and see that the above recipe
is invariant under change of basis and so we have a global f ∈ SymnM∗ (as long as
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everywhere locally where M is free ρ(c1m1 + · · · + ckmk) is a degree n polynomial in
the ci).
As an example, we explicitly realize the determinant as a distinguished element of
Hom(SymnHom(M,N),Hom(∧
nM,∧nN)).
Let φ1 ⊗ · · · ⊗ φn ∈ Hom(M,N)
⊗n. Then we can map φ1 ⊗ · · · ⊗ φn to the element
of Hom(∧nM,∧nN) which sends m1 ∧ · · · ∧ mn to φ1(m1) ∧ · · · ∧ φn(mn). This will
not be well-defined for φ1⊗ · · · ⊗ φn ∈ Hom(M,N)
⊗n, but it will be well-defined when
restricted to SymnHom(M,N).
SymnHom(M,N) −→ Hom(∧
nM,∧nN)(3)
φ1 ⊗ · · · ⊗ φn 7→ (m1 ∧ · · · ∧mn 7→φ1(m1) ∧ · · · ∧ φn(mn))
This is our realization of the determinant function (as opposed to the determinant of a
specific homomorphism) as an element of Hom(SymnHom(M,N),Hom(∧
nM,∧nN)).
When we evaluate the determinant on a map φ ∈ Hom(M,N), we have φ(m1) ∧
· · · ∧ φ(mn). For example, let N and M be free of rank 2. Evaluating our degree 2
determinant map on a generic element of Hom(M,N) that sends m1 to an1 + cn2 and
m2 to bn1 + dn2, we see that we obtain the element of Hom(∧
2M,∧2N) that sends
m1 ∧m2 to (an1 + cn2) ∧ (bn1 + dn2) = (ad− bc)n1 ∧ n2.
8.2 Degree k maps with coefficients
Recall that we have defined a degree k map from a locally free OS -module M to a
locally free OS-module V to be a linear map from SymkM to V . This is equivalent to
a global section of SymkM∗ ⊗ V . We use the following proposition to show that we
can “add coefficients” to a degree k map.
Proposition 8.5. In the natural map
Symk(M ⊗N)→M
⊗k ⊗ SymkN,
the image of Symk(M ⊗N) is inside SymkM ⊗ Sym
kN .
Proof. We prove this proposition by checking the statement locally where the modules
are free. If we symmetrize a pure tensor of basis elements in (M ⊗N)⊗k, we see that
when we forget the terms from N we still obtain an element of SymkM . Since all of
the terms in the symmetrization will have the same factor in SymkN , this completes
the proof.
Thus, given a degree k map from M to V , we naturally obtain a degree k map
from M ⊗N to V ⊗ SymkN (by composing Symk(M ⊗N) → SymkM ⊗ Sym
kN →
V ⊗ SymkN). We call this construction using V as coefficients, because it is as if we
treat the elements of V as formal ring elements.
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9 Appendix: Inherited algebra structure
Let X be a scheme. An algebra structure on a chain complex C of OX -modules is given
by a map C⊗C → C, which we call the multiplication. (See [17, 2.7.1] for the definition
of the tensor product of two chain complexes.) Associativity and commutativity are
given by the commutativity of the expected diagrams built out of the multiplication
map. A unit for the algebra is given by a map OX → C that satisfies the expected
properties with respect to the multiplication.
If π : X → Y is a morphism of schemes, such an algebra structure on C is inherited
by Rπ∗C in the derived category of Y . To be more precise, we let Q be the localization
functor that maps complexes of OX -modules to the associated objects in the derived
category of X. From the universal property of the derived tensor (see, e.g. [17, 10.5.1]),
we have a morphism
(4) Q(C)⊗Q(C)→ Q(C ⊗ C),
where the ⊗ of the left denotes the total tensor in the derived category (see [17,
10.6] or [13, II.4]). From Equation (4) composed with Q(C ⊗ C) → Q(C) from the
multiplication map, we see that the algebra structure on C is inherited by Q(C) in the
dervied category of X.
Next we see there is a map
(5) Rπ∗Q(C)⊗Rπ∗Q(C)→ Rπ∗(Q(C)⊗Q(C))
which can be obtained from the morphism Rπ∗Q(C) ⊗ Rπ∗Q(C) → Rπ∗(Q(C) ⊗
Lπ∗Rπ∗Q(C)) of the projection formula (see [17, 10.8.1] [13, II.5.6]) and the mor-
phism Lπ∗Rπ∗Q(C) → Q(C) that comes from the adjointness of Lπ
∗ and Rπ∗ and
the identity map Rπ∗ → Rπ∗ (c.f. [17, 10.7.1] [13, II.5.10, II.5.11]). Thus the algebra
structure is inherited by Rπ∗Q(C). Finally, the natural map
(6) H0(Rπ∗Q(C))⊗H
0(Rπ∗Q(C))→ H
0(Rπ∗Q(C)⊗Rπ∗Q(C))
shows how the algebra structure is inherited by H0(Rπ∗Q(C)). One can follow the
diagrams to see that the associativity and commutativity of the multiplication map is
inherited, along with the structure of the unit.
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