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A Internet das Coisas é um fenómeno que, embora não seja recente, tem sentido um enorme 
crescimento nos últimos anos. Atualmente existem cerca de 10 biliões de dispositivos ligados à Internet 
com a expectativa de se alcançar entre 20 a 50 biliões de dispositivos ligados dentro dos próximos cinco 
anos. Através da introdução de serviços inovadores concebidos para diversas áreas, tais como a 
indústria, os cuidados de saúde, a domótica, os transportes, a agricultura, o retalho, a segurança, entre 
muitas outras áreas do nosso quotidiano, a Internet das Coisas promete melhorar as nossas vidas, pois 
com as capacidades de monitorização, processamento e comunicação dos dispositivos IoT é possível 
tornar as “coisas” do nosso dia-a-dia parte de algo maior. 
A monitorização, sendo uma parte integrante das soluções baseadas em IoT, pode ser utilizada para 
medir vários parâmetros. Alguns dos mais comuns são a temperatura, humidade, pressão, som e a 
vibração. Embora a vibração possa ser vista de diferentes formas, na prática geotécnica a vibração 
corresponde a uma resposta elástica do terreno (solos e/ou rochas) aquando da passagem de uma onda 
de tensão, tendo como origem um evento de génese natural (como por exemplo sismos ou o 
deslizamento súbito de massas rochosas ao longo de falhas geológicas) ou artificial (explosões, cravação 
de estacas, trabalhos de construção, utilização de equipamentos diversos, linhas ferroviárias, tráfego 
rodoviário, entre outros). Esta vibração pode ser monitorizada recorrendo a diferentes tipos de sensores, 
pelo que a proposta apresentada opta por recorrer aos acelerómetros MEMS, tirando partido do facto de 
estes serem extremamente pequenos, baratos e com uma baixa necessidade de consumo de energia. 
A proposta está dividida em três componentes principais: o Coletor, o Servidor e o Monitor. O Coletor é 
o componente físico da proposta e tem como responsabilidade registar os eventos de natureza vibratória 
ao longo do tempo. O Servidor é o componente central e é responsável por armazenar o histórico de 
toda a informação recolhida pelo Coletor. Por fim, o Monitor é o componente que é responsável por 
fornecer uma interface capaz de aceder à informação recolhida pelo Coletor e gravada pelo Servidor.  
Com o trabalho desenvolvido foram executados alguns testes de forma a avaliar o funcionamento dos 






The Internet of Things is a concept that, although it isn’t new, it had a huge growth in recent years. 
Currently there are about 10 billion devices connected to the Internet with the expectation of achieving 
between 20 to 50 billion connected devices within the next five years. Through the introduction of 
innovative services designed for several areas such as industry, health care, home automation, transport, 
agriculture, retail, security, among many other areas of quotidian, the Internet of Things promises to 
improve our lives by using the capabilities of the IoT devices, such as monitoring, processing and 
communication. This capabilities can make these "things" of our daily lives part of something bigger. 
Monitoring, being an integral part of the solutions based on the IoT concept, may be used to measure 
several parameters. Some of the most common are temperature, humidity, pressure, sound and 
vibration. Although vibration can be seen in several ways, in geotechnical practice vibration corresponds 
to an elastic response (soil and/or rock) upon the passage of a wave which can have its origin in natural 
events (such as earthquakes or sudden sliding of rock masses along geological faults) or artificial events 
(explosions, pile driving and construction work, usage of several equipments, railways, road traffic, etc.). 
This vibration can be monitored using different types of sensors, but this proposal opted to use the new 
MEMS accelerometers, taking advantage of the fact that they are extremely small, cheap and have low 
consumption needs. 
This proposal is divided into three main components: the Collector, Server and Monitor. The Collector is 
the physical component of this proposal and is responsible for recording the vibratory events over time. 
Server is the central component and it is responsible for storing all the information registered by the 
Collector. Finally, the Monitor is the component that provides an interface to the user, so he can access 
the information registered by the Collector and recorded by the Server. The Monitor consists in a mobile 
application developed for Android. 
With the porposal finished, some tests were performed which allowed us to assess the validity of the 
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A introdução do presente trabalho está dividida em quatro secções. Daqui em diante trataremos, pois, 
do Enquadramento e Motivação, dos Objetivos, da Metodologia e da Estrutura da Dissertação. 
1.1 Enquadramento e Motivação 
A Internet das Coisas é um paradigma vasto que tem vindo a crescer nos últimos anos e que apresenta 
condições para crescer ainda mais no futuro. Através da introdução de serviços inovadores concebidos 
para diversas áreas do nosso quotidiano, ela promete melhorar a qualidade de vida do ser humano 
tirando partido das capacidades dos dispositivos IoT [1], [2], [3], [4]. 
Atualmente são vários os exemplos de uso deste conceito. Entre eles, destaque para as soluções de 
monitorização cujo funcionamento é baseado no controlo à distância de dispositivos que medem 
indicadores de interesse, tais como a temperatura ou a humidade, permitindo assim a identificação de 
situações imprevistas e a ação de medidas mais rapidamente. Estas soluções visam fundamentalmente 
aumentar o controlo e a independência das coisas do nosso dia-a-dia. No entanto, são também vários os 
exemplos de indicadores de interesse menos populares, dos quais se destaca a vibração.  
A vibração corresponde a um movimento mecânico, periódico ou aleatório, de um elemento estrutural, 
movimento esse que se caracteriza por ser repetitivo a partir de uma posição de repouso. Os problemas 
adjacentes ao excesso de vibração em estruturas podem ser agrupados em dois domínios distintos: os 
problemas que afetam a integridade estrutural e os problemas afetam o nível de conforto do ser humano. 
O primeiro domínio é o que mais preocupa a comunidade científica, pois a existência de demasiada 
vibração pode induzir danos estruturais significativos ou, em último caso, levar as estruturas ao colapso. 
Por esse motivo, várias técnicas de monitorização que recorrem ao conceito da Internet das Coisas têm 
sido desenvolvidas de forma a controlar este problema [5], [6], [7]. 
Em Portugal, a legislação que prevê os problemas relativos a esta temática é a Norma Portuguesa 2074.  
A NP 2074 (Avaliação da influência de vibrações impulsivas em estruturas) destina-se a estabelecer um 
critério de limitação de valores das grandezas físicas características das vibrações impulsivas e um 
número de ocorrências limitado com o objetivo de evitar que ocorram quaisquer danos nas estruturas 
[8]. Esta norma também define as características de instrumentação dos sistemas de medição que 
podem ser utilizados, exigindo assim que estes sejam constituídos por um transdutor, um condicionador 
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de sinal e um sistema de registo e processamento. Um dos tipos de transdutores que podem ser 
utilizados são os acelerómetros.  
Os acelerómetros são sensores ou transdutores que medem acelerações. Tipicamente, os acelerómetros 
são constituídos por uma massa de reação suspensa por uma estrutura imóvel. No entanto, são vários 
os tipos de acelerómetros existentes no mercado, cada um deles com as suas características e as suas 
vantagens/desvantagens. Regra geral estes pertencem ao tipo mecânico (capacitivos, piezoelétricos ou 
piezoresistivos) ou eletromecânico (MEMS) [9].  
Ao contrário dos demais, o uso de acelerómetros mecânicos do tipo piezoelétrico na monitorização de 
vibrações é hoje validado por uma série de propostas, mas a um custo elevado, especialmente para o 
caso de ser necessário monitorizar múltiplas localizações. Por esse motivo, e aliado aos recentes avanços 
da tecnologia MEMS, a utilização de acelerómetros MEMS para a monitorização de vibrações numa 
solução baseada na Internet das Coisas torna-se muito interessante, dando possibilidade de criar 
alternativas menos dispendiosas a outros sistemas de monitorização que se encontram a atuar nos dias 
de hoje em contextos variados [10], [11], [12], [13], [14], [15]. 
1.2 Objetivos 
Este trabalho tem como principal objetivo desenvolver uma proposta baseada no uso de acelerómetros 
MEMS para a monitorização de vibrações provocadas pela atividade humana (explosões, cravação de 
estacas, trabalhos de construção, utilização de equipamentos diversos, linhas ferroviárias, tráfego 
rodoviário, entre outros) em ambientes domésticos, criando assim uma alternativa aos dispositivos 
utilizados comumente para o efeito (e. g. sismógrafos). 
Baseada no conceito da Internet das Coisas, a proposta deve permitir não só a monitorização de 
vibrações, como também a consulta dos dados recolhidos através de qualquer dispositivo em qualquer 
lugar. Essa premissa exige, portanto, o desenvolvimento de um serviço Web que permita ligar o 
dispositivo à rede, nunca pondo em causa os seus dados. Esse serviço Web também deve ter a 
capacidade de manter um histórico da informação registada ao longo do tempo e permitir a consulta da 
mesma a partir de uma aplicação que forneça uma interface ao utilizador. 
Em última instância esta proposta permitirá monitorizar os efeitos resultantes da vibração e prevenir as 
consequências, tais como danos nas estruturas, afetação do funcionamento normal de equipamentos 





A metodologia de investigação e desenvolvimento que é utilizada ao longo desta proposta é conhecida 
por Investigação-Ação. Esta metodologia tem o objetivo de obter resultados em ambas as vertentes 
simultaneamente: 
 Ação: obter mudança numa comunidade, organização ou programa; 
 Investigação: aumentar a compreensão por parte do investigador, do cliente ou comunidade. 
Trata-se, portanto, de um processo sistemático de aprendizagem orientado à prática que exige que o 
resultado obtido seja submetido à prova, permitindo assim dar uma justificação a partir do trabalho, 
mediante uma argumentação desenvolvida, comprovada e cientificamente examinada [16], [17], [18].  
Este método tem a particularidade de produzir investigação relevante a um nível mais teórico através da 
execução de ações práticas e da rápida implementação de uma proposta dado um problema. Por outras 
palavras, aprender ao fazer [19].  
1.4 Estrutura da Dissertação 
No capítulo 2 é feita uma contextualização da proposta apresentada, sendo explicados conceitos 
importantes que são extensamente abordados ao longo da dissertação. Também é realizada uma revisão 
sobre propostas semelhantes à que se pretende realizar. Para terminar foram descritas as tecnologias 
utilizadas recorrendo para isso a uma abordagem que segue a pilha protocolar. 
No capítulo 3 é feita uma descrição da arquitetura do sistema, explorando assim os diferentes 
componentes realizados a propósito desta proposta e a relação entre eles.  
No capítulo 4 é explicado o processo de implementação e desenvolvimento dos componentes da proposta 
com o detalhe necessário à compreensão dos mesmos. 
No capítulo 5 são explicados os cenários de testes realizados e, consequentemente, os resultados 
obtidos, tanto pela proposta apresentada por este trabalho, como por um equipamento certificado.    
No capítulo 6 são retiradas conclusões acerca da realização deste trabalho e é discutido o produto final 
da proposta. São também explicados alguns dos problemas que foram encontrados durante a 




2. ESTADO DA ARTE 
O Estado da Arte do presente trabalho está dividido em três secções. Daqui em diante trataremos, pois, 
da Contextualização da Proposta, dos Trabalhos Relacionados e das Tecnologias Utilizadas. 
2.1 Contextualização da Proposta 
O que é a Internet das Coisas? E porque é tão importante?  
Antes de mais, a Internet das Coisas é um fenómeno que, embora não seja recente, tem sentido um 
enorme crescimento nos últimos anos. O European Research Cluster on the Internet of Things (IERC) 
define-a como “Uma infraestrutura de rede global dinâmica com capacidades de autoconfiguração 
assentes em protocolos de comunicação padrão e interoperáveis, onde "coisas" virtuais e físicas têm 
identidade, atributos físicos e personalidades virtuais que usam interfaces inteligentes e estão 
perfeitamente integradas na rede de informação” [20]. No entanto, e visto que não existe uma definição 
generalizada, existem muitas outras formas de definir este conceito. Alguns exemplos são: “Na Internet 
das Coisas, as coisas têm identidades virtuais e operam em espaços inteligentes recorrendo a interfaces 
para se conectarem e comunicarem dentro dos contextos definidos pelo ambiente social, pelo meio 
ambiente e pelos utilizadores” [21], “A Internet das Coisas pode permitir que pessoas e coisas possam 
ser conectadas a qualquer hora, em qualquer lugar, com qualquer coisa e qualquer pessoa, de 
preferência recorrendo a uma qualquer rede e um qualquer serviço” [22], entre outros. Pessoalmente, 
embora esta última definição agrade devido à sua simplicidade, a primeira definição é a mais adequada 
e aquela que mais se enquadra no contexto deste trabalho. 
Contextualmente, o paradigma da Internet das Coisas existe e é empregue desde o início dos anos 
noventa. Durante estas quase três décadas, tanto investigadores como empresas reuniram esforços no 
sentido de desenvolver uma quantidade significativa de protótipos, sistemas e soluções assentes, não 
raras vezes, numa heterogeneidade de técnicas de computação. Contudo, embora tenha existido uma 
notória evolução ao longo dos anos, muitos dos conceitos que hoje em dia são explorados sob o nome 
de Internet das Coisas já existiam por essa altura: Embedded computing, Ubiquitous systems, Pervasive 
computing, entre outros [23]. Esses conceitos foram aprimorados e, atualmente, o fenómeno da Internet 
das Coisas tem alcançado tanta popularidade que por esta altura já existem cerca de 10 biliões de 
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dispositivos ligados à Internet com a expectativa de se alcançar entre 20 a 50 biliões de dispositivos 
ligados dentro dos próximos cinco anos [24]! 
No entanto, muito mais que a sua história e a sua definição, importa saber qual é a sua missão. A 
Internet das Coisas promete melhorar as nossas vidas através da introdução de serviços inovadores 
concebidos para diversas áreas, tais como a indústria, os cuidados de saúde, a domótica, os transportes, 
a agricultura, o retalho, a segurança, entre muitas outras áreas do nosso quotidiano [25]: 
 
 
Figura 1 – Cenários de aplicações IoT 
 
Todos os cenários apresentados têm um objetivo em comum: tirar partido das características dos 
dispositivos utilizados pela Internet das Coisas de maneira a melhorar a qualidade de vida do ser humano. 
Dentro dessas características, as capacidades de identificação, deteção e comunicação dos dispositivos 
merecem um destaque especial, pois permitem que todos os equipamentos, pessoas e/ou sistemas 
possam comunicar entre si e interligar-se de alguma forma. Essas características são justificadas pela 
existência de capacidade de processamento (proveniente da presença de um ou mais microcontroladores 
ou processadores), vários tipos de memória (memória de programa, dados ou flash) e ainda vários tipos 
de sensores e/ou atuadores [26]. Com estas características, os dispositivos IoT podem ser aproveitados 
para fazer a monitorização de eventos físicos, utilizar a sua capacidade de cálculo e processamento para 
tratar a informação recolhida e ainda partilhar essa mesma informação comunicando-a para o exterior. 
Depois, juntamente com a presença a nível global de serviços de armazenamento de informação na 
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nuvem, a informação recolhida pode ser guardada de forma a manter um histórico desses dados e, por 
fim, provocar uma ação em conformidade feita de uma forma inteligente, sem necessitar muitas vezes 
da interação do ser humano [27]. São estas as características que fazem com que os dispositivos IoT 
possam ser ligados a uma “coisa” do nosso dia-a-dia, tornando essa mesma “coisa” parte de algo maior. 
Tal como foi referido anteriormente, os sensores são uma parte integrante do funcionamento dos 
dispositivos IoT. Os sensores são componentes capazes de identificar uma determinada condição do 
ambiente: para tal, estes são geralmente colocados numa determinada posição e ligados a uma 
infraestrutura de comunicação pré-definida pelos próprios dispositivos, atribuindo-lhes assim condições 
para monitorizar certos parâmetros. Alguns dos parâmetros mais comuns são a temperatura, humidade, 
pressão, intensidade da iluminação, intensidade da vibração, intensidade do som, tensão da linha de 
alimentação, concentrações químicas, funções vitais do corpo, entre outros. Estes parâmetros podem 
ser avaliados recorrendo a diferentes princípios. Esses princípios são, naturalmente, diferentes uns dos 
outros, tendo cada um as suas vantagens e as suas desvantagens. Em baixo é possível observar uma 
tabela que associa os diferentes princípios aos parâmetros possíveis de serem monitorizados: 
 
 
Tabela 1 – Parâmetros monitorizados pelos sensores e princípios utilizados [28]  
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A intensidade da vibração pode ser medida na forma de aceleração. A aceleração é a medida do quão 
rapidamente a velocidade varia e é um parâmetro muito explorado por diversas atividades [9], [29]. Os 
sensores que medem o valor da aceleração são conhecidos por acelerómetros. 
Tipicamente, os acelerómetros são constituídos por uma massa de reação suspensa por uma estrutura 
estacionária. Sempre que este acelera, a inércia faz com que a massa resista. A força exercida pela 
massa é equilibrada pela mola e, como o deslocamento permitido pela mola é proporcional à força 
aplicada, a aceleração do corpo é proporcional ao deslocamento da massa. Essa aceleração é registada 
como um impulso elétrico que é processado de forma a ser usado em inúmeras aplicações que recorram 
ao conhecimento da aceleração estática (que pode ser produzida pela força gravítica) ou da aceleração 
dinâmica (que pode ser produzida pelo movimento do sensor) [9]. 
No entanto, existem vários tipos de acelerómetros. Cada um possui características únicas, vantagens e 
desvantagens, explorando assim diferentes princípios. Dos acelerómetros mecânicos, os mais comuns 
são os capacitivos, os piezoelétricos e os piezoresistivos. Os acelerómetros capacitativos recorrem à 
utilização de um condensador entre a massa e a estrutura de suporte e são sensíveis às mudanças na 
capacidade entre estes. Já os acelerómetros piezoelétricos possuem um cristal piezoelétrico unido à 
mesma massa. Quando o próprio acelerómetro é sujeito a vibração, essa massa movimenta-se segundo 
as leis da inércia e o cristal piezoelétrico gera uma diferença de potencial relacionada com as forças por 
ele sentidas. Para terminar, os acelerómetros piezoresistivos possuem o mesmo funcionamento que os 
anteriores, mas utilizam um componente piezoresistivo em substituição ao cristal piezoelétrico. 
Mais recentemente, os acelerómetros mecânicos começam a ser substituídos por um novo tipo de 
acelerómetros, os eletromecânicos. Esses acelerómetros recorrem à tecnologia MEMS e podem utilizar 
o princípio capacitivo ou o princípio piezoresistivo [30], [31]. Em baixo é possível observar uma ilustração 
com o desenho de ambos os tipos de acelerómetros MEMS: 
 
 




Os acelerómetros MEMS desempenharam um papel significativo na expansão massiva de dispositivos 
eletrónicos pessoais. O seu tamanho reduzido, baixo consumo de energia, facilidade da integração, alto 
nível de funcionalidade e bom desempenho incentivaram a inovação em diversos dispositivos, tais como 
smartphones, comandos de jogos, trackers de atividade, molduras digitais, entre outros. Além disso, a 
tecnologia MEMS melhorou a fidedignidade de diversos sistemas de segurança de transportes, reduzindo 
ao mesmo tempo o seu custo, permitindo dessa forma a sua implementação na grande maioria dos 
veículos atuais [30], [32], [33]. 
O melhoramento contínuo da performance e da integração funcional deste tipo de acelerómetros, 
juntamente com o desenvolvimento de giroscópios, ajudou a que a tecnologia MEMS encontrasse o seu 
lugar em muitos sistemas industriais de monitorização de vibração. 
Tradicionalmente, os instrumentos que monitorizam o estado atual de máquinas para a sua manutenção 
e segurança recorrem aos acelerómetros mecânicos piezoelétricos, mas não só. O estudo do estado 
atual de estruturas, o registo de atividade sísmica, atividade explosiva, todos eles recorrem a este tipo 
de acelerómetros, pois atualmente possuem uma base madura de utilização. Contudo, as soluções 
baseadas na tecnologia MEMS oferecem alternativas de baixo custo a estes sistemas de monitorização 
de vibrações baseados na inércia do dispositivo, o que tem atraído um número emergente de novas 
soluções e utilizadores [29], [30], [31], [32], [33]. 
Os acelerómetros MEMS não são apenas utilizados em dispositivos eletrónicos, sistemas de segurança 
e monitorização de vibrações. O seu uso é muito versátil, tendo mercado numa série de atividades, que 
vão desde as áreas da engenharia civil, engenharia eletrónica, engenharia industrial, área médica, 
transporte, navegação e até biologia, dependendo das suas características. A escolha desse acelerómetro 
MEMS depende, portanto, de uma série de fatores, pelo que alguns deles são descritos em baixo [31]: 
 Sensibilidade: proporção entre a saída elétrica e a sua entrada mecânica. Geralmente expressa 
em termos de tensão por unidade de aceleração gravítica (mV/g); 
 Linearidade: grau de precisão que um acelerómetro possui em relação a um movimento; 
 Orientação: capacidade de registar atividade nos diferentes eixos cartesianos; 
 Intervalo dinâmico: especifica o limite funcional de registo de aceleração. Geralmente expresso 
em aceleração (g); 
  Intervalo de frequência: especifica a banda de frequência em que o funcionamento do 
acelerómetro é linear e estável. Geralmente expresso em frequência (Hz); 
 Ruido: o ruído de um acelerómetro é conhecido por flicker noise. Quanto menor a frequência, 
maior o ruído registado. 
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No sentido científico, a vibração corresponde a um movimento mecânico, periódico ou aleatório, de um 
elemento estrutural, movimento esse que se caracteriza por ser repetitivo a partir de uma posição de 
repouso. Já na prática geotécnica, a vibração corresponde a uma resposta elástica do terreno (solos 
e/ou rochas), aquando da passagem de uma onda de tensão, tendo como origem um evento de génese 
natural (como por exemplo os sismos ou o deslizamento súbito de massas rochosas ao longo de falhas 
geológicas) ou artificial (explosões, cravação de estacas, trabalhos de construção, utilização de 
equipamentos diversos, linhas ferroviárias, tráfego rodoviário, entre outros). 
Após a libertação súbita de uma onda de tensão ou qualquer outra forma de energia no terreno é 
desencadeada a propagação radial de ondas volumétricas e superficiais que atingem as populações e 
estruturas próximas com amplitudes de vibração que dependem de vários fatores: 
 Quantidade de energia libertada no fenómeno que as ocasionou; 
 Distância entre a origem e o ponto onde se registaram os seus efeitos; 
 Propriedades transmissoras e dissipadoras dos terrenos envolvidos; 
 Resistência dinâmica das estruturas e dos seus componentes mais frágeis. 
Consequentemente, estas vibrações dão origem a uma série de problemas que podem ser classificados 
em três (3) grupos: 
 Afetação do funcionamento normal de equipamentos ou instrumentos sensíveis (por exemplo 
em hospitais, laboratórios e até em habitações); 
 Incómodo para as populações que sentem as vibrações, causando receio e, consequentemente, 
queixas; 
 Danos nas estruturas (em particular, nos monumentos e edifícios altos ou antigos) e nos maciços 
remanescentes, no caso de operações de escavação, por exemplo. 
Por esse motivo, o controlo e a monitorização das vibrações no solo tornam-se indispensáveis, tanto para 
a entidade responsável pela propagação das ondas, como para a entidade cujos bens materiais podem 
estar sob risco, sendo que a proposta deste trabalho tem como objetivo procurar uma resposta mais 
acessível para a monitorização dos eventos de génese artificial descritos anteriormente, recorrendo para 
isso à utilização de um acelerómetro MEMS e a uma plataforma baseada no conceito IoT. 
As principais características das vibrações são a amplitude (expressa através de unidades físicas 
presentes no fenómeno vibratório, tais como deslocamento (m), velocidade (m/s) ou aceleração (m/s2)), 
a frequência (Hz) e a duração (s) [34]. Também as componentes do movimento vibratório ao longo das 
direções do espaço são importantes, na medida em que os problemas reais processam-se à escala 
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tridimensional, segundo as três componentes ortogonais: longitudinal, transversal e vertical. De todos os 
valores e parâmetros que se podem obter através destas características, o mais importante a calcular é 
a velocidade vibratória de pico. A velocidade vibratória de pico é nada mais do que a velocidade máxima 
registada pelas partículas, sendo de todos os valores aquele que tem maior relação com o potencial de 
causar danos em estruturas ou maquinaria [35]. Além disso é o parâmetro que possui legislação nacional 
e internacional mais rígida: em Portugal vigora a Portaria nº 457/83 que institui a Norma Portuguesa 
2074, escrita em 1983 e atualizada em 2015, intitulada “Avaliação da influência de vibrações impulsivas 
em estruturas”, que estabelece o valor limite para a velocidade vibratória de pico da partícula como um 
produto de três fatores, sendo “α” o tipo de terreno de fundação, “β” o tipo de construção e “γ” a 
periodicidade diária das solicitações [34], [36]: 
 
 
Figura 3 – Fórmula empírica da Norma Portuguesa 2074 
 
Já na prática, a velocidade vibratória de pico é calculada através da soma vetorial das três componentes 
ortogonais da velocidade da partícula ou simplesmente tomando-se o valor máximo de cada eixo num 
mesmo instante. A tabela abaixo serve para ver em detalhe os valores limite por lei: 
 
 
Tabela 2 – Limites dos valores da velocidade vibratória das partículas em mm/s [34] 
 
Atualmente os equipamentos mais utilizados para medir e registar estes dados são os sismógrafos [35], 
[36]. Estes aparelhos de precisão são usados para medir e registrar a ocorrência de terramotos ou 
sismos, permitindo conhecer a duração, a intensidade e até mesmo o epicentro de um terremoto através 
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de um sismograma. Esse sismograma representa a conversão do sinal do sismógrafo para um registo 
temporal ou em frequência do evento vibratório registado. Em baixo é possível observar uma figura com 
um sismógrafo outra figura que associa a velocidade vibratória de pico e o tempo às diferentes 
componentes ortogonais. Cada célula no eixo da velocidade equivale a vinte mm. 
 
 
Figura 4 – Sismógrafo Instantel Minimate Pro4 [37] 
 
 
Figura 5 – Exemplo de um sismograma [38] 
 
No entanto, estes aparelhos são bastante dispendiosos, pelo que a sua compra, o aluguer ou a 
contratação de alguém capaz de efetuar a monitorização das vibrações no solo é uma opção muitas 
vezes descartada pela população afetada. Por esse motivo, outros tipos de instrumentação têm 
começado a ser utilizados para detetar e medir a vibração do solo e os seus efeitos em estruturas. Desses 
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instrumentos, destaque para os acelerómetros, sensores de deslocamento e extensómetros. Estes 
sensores, embora limitados quando comparados com um sismógrafo, fornecem dados diferentes, mas 
que podem ser extrapolados para as próprias informações disponibilizadas pelos sismogramas. 
Embora estes tipos de equipamento sejam naturalmente valiosos e utilizados em estudos científicos, não 
são por norma escolhas óbvias em explorações a céu aberto ou em locais de construção. Isso deve-se 
ao facto de os dados que monitorizam não serem os melhores indicadores de dano potencial. De 
qualquer forma, os recentes avanços na tecnologia dos sensores, juntamente com o desenvolvimento de 
vários programas de software para aceder aos resultados dos mesmos, tornaram possível a realização 
de soluções de monitorização de vibração a um custo muito razoável e, de todas, a opção que se 
assemelha mais viável é aquela que recorre aos acelerómetros MEMS, pelo que existem atualmente 
vários grupos a implementar sistemas de baixo custo recorrendo a acelerómetros para suportar as 
necessidades dos sismólogos [39]. 
2.2 Trabalhos Relacionados 
A secção presente tem como objetivo descrever alguns trabalhos que recorreram à utilização de 
acelerómetros MEMS para a monitorização de vibrações em diferentes áreas, justificando assim o seu 
uso numa solução baseada na Internet das Coisas, como aquela que é apresentada nesta proposta. 
2.2.1 Investigation Into the Use of Low Cost MEMS Accelerometers for VBD Detection [10] 
Quando uma estrutura é danificada é comum que esta apresente uma mudança localizada na sua rigidez, 
o que pode afetar as suas características dinâmicas. Um dos métodos que analisa essa mudança chama-
se SIDER. Esse método utiliza um algoritmo que recolhe informação a partir de um pequeno conjunto de 
acelerómetros instalados na estrutura e analisa as formas de curvatura operacionais registadas. Após a 
instalação do conjunto de acelerómetros é aplicada uma vibração na estrutura de forma a que os 
transdutores possam apontar a vibração registada e calcular a resposta em frequência. Este método é, 
portanto, muito útil a uma série de indústrias. No entanto, a utilização de dezenas ou centenas de 
acelerómetros convencionais pode ser um fator proibitivo, pelo que o objetivo do trabalho referenciado 
foi investigar um método alternativo de teste recorrendo à utilização de um conjunto de acelerómetros 
MEMS de baixo custo.  
Para efeitos de teste deste método alternativo foi utilizado um estabilizador de uma aeronave numa 
posição horizontal e foi-lhe sujeita a ação de um martelo de impacto. Essa ação foi monitorizada por um 
 14 
 
conjunto de quatro acelerómetros Precision Quartz Shear ICP 353B33, concluindo assim um teste típico 
do método SIDER. Posteriormente foi efetuado um segundo teste, onde se moveu um conjunto de trinta 
acelerómetros MEMS ADXL202 à volta de secções da estrutura de teste e aplicaram-se forças no mesmo 
ponto onde foi aplicada o martelo no primeiro teste ao longo do tempo. Em baixo são apresentadas as 
funções de coerência média para ambas as configurações de teste: 
 
 
Figura 6 – Comparação entre ambas as funções de coerência média obtidas [10] 
 
Embora os valores obtidos pelo conjunto de acelerómetros MEMS sejam inferiores quando comparados 
com aqueles que são obtidos pelos acelerómetros convencionais é possível observar que a alternativa 
proposta por este trabalho é fiável e pode, no futuro, substituir aquela que é a solução mais comum 
atualmente para este tipo de testes com uma solução menos dispendiosa. 
2.2.2 Ranging Explosion Events Using Smartphones [11] 
Este segundo trabalho teve como objetivo abordar a análise de eventos explosivos a partir da leitura de 
dados dos acelerómetros presentes nos smartphones atuais. Para tal, vários smartphones foram 
espalhados pelas proximidades dos locais das explosões com uma aplicação móvel instalada 
desenvolvida com o propósito de ler os dados recolhidos pelo acelerómetro de forma contínua e guardar 
apenas aqueles que são respetivos ao evento explosivo. Como resultado, vários conjuntos de dados foram 
recolhidos para aplicar um modelo de regressão não-linear de forma a estimar a distância para o 
epicentro da explosão e a intensidade da mesma (estimativa da carga explosiva usada). 
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Os desafios levantados por este trabalho dividem-se em três grandes grupos: 
 Disponibilidade de conjuntos de dados reais: as explosões são difíceis de serem estudadas 
devido ao facto de serem inacessíveis à grande maioria das pessoas. Além disso existe a 
dificuldade de replicar o seu comportamento a nível laboratorial; 
 Guardar apenas a informação relativa ao evento explosivo: embora o consumo de energia relativo 
à utilização de sensores por parte dos smartphones seja reduzido, a recolha dos valores e a 
consequente memorização dos mesmos é problemático por exceder constantemente o 
armazenamento do dispositivo; 
 Falta de modelos práticos para análise de explosões: apesar de existirem diversos trabalhos à 
volta desta temática, grande parte dos trabalhos utilizam geofones como dispositivos de 
medição, dispositivos esses que são caros, volumosos e não-ubíquos. Além disso, existem 
grandes diferenças entre geofones e acelerómetros em termos de taxas de amostragem, 
consumo de energia, bandas de frequência analisadas e sensibilidade, o que exige a utilização 
de novas técnicas para lidar com os problemas definidos neste trabalho. 
Como conclusão, este trabalho afirma que os smartphones são capazes de detetar vibrações anormais 
com um ruído mínimo na maioria das vezes. Também mostra que as técnicas de filtragem desenvolvidas 
pelos mesmos para reter apenas os dados relativos às explosões são viáveis, originando o mínimo de 
sobrecarga. Para terminar, também sugere que o grupo de dispositivos a enviar os dados para um 
servidor central traria benefícios significativos na rapidez. 
2.2.3 Community Seismic Network: A Dense Array to Sense Earthquake Strong Motion [12] 
Grandes terramotos em regiões densamente povoadas não ocorrem com muita frequência, mas podem 
matar dezenas a centenas de milhares de pessoas, ferir muitas mais e causar perdas financeiras 
substanciais. Por esse motivo, sistemas de alerta podem detetar a localização e a magnitude de um 
terremoto em poucos segundos e emitir um aviso para a área-alvo antes de chegarem as ondas sísmicas. 
Esta nova tecnologia pode reduzir as consequências descritas alertando as pessoas para se prepararem 
para o abalo, desacelerando e parando comboios, abrindo portas de elevadores, entre outras coisas, 
dependendo do grau de integração desta tecnologia.  
Nesse sentido, o projeto Community Seismic Network apresenta-se como uma alternativa de 
monitorização cujo objetivo passa por recolher informações sobre a vibração verificada nos momentos 
imediatamente após a ocorrência de um sismo. Desta forma é possível alertar a população 
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atempadamente. Este projeto era constituído por quinhentos dispositivos de monitorização ligados em 
rede na zona de Los Angeles, Califórnia à data de 2015. Em baixo é possível observar uma ilustração de 
uma zona com vários focos de monitorização deste trabalho: 
 
 
Figura 7 - Mapa da área de Pasadena, LA com várias estações de monitorização [12] 
 
Ao contrário dos projetos iShake [14] ou MyShake [13], cuja monitorização é executada por smartphones 
pessoais, os dispositivos de monitorização deste projeto são constituídos por acelerómetros MEMS 
Phidget 1041 capazes de registar acelerações de ± 2g nos três eixos com uma sensibilidade de 
aproximadamente 70 μg. Estes acelerómetros foram distribuídos por escolas na área e o seu 
funcionamento supervisionado por voluntários de forma a enviar a informação registada ao longo do 
tempo para uma cloud criada para o efeito e que tem como função executar a computação dos dados 
recebidos e obter uma diversidade de parâmetros. Este projeto tem também sido utilizado para a análise 
de vibração resultante de atividade sísmica em ambiente aberto e em edifícios específicos, o que torna 




2.3 Tecnologias Utilizadas 
As propostas baseadas no conceito da Internet das Coisas apresentam um conjunto de desafios à sua 
implementação bem definidos. O objetivo deste capítulo é incidir nos protocolos de comunicação 
utilizados e descrever as tecnologias e standards mais importantes para a implementação da proposta. 
Durante essa descrição procura-se explicar a diferente dinâmica dos vários protocolos e tecnologias nas 
diferentes camadas, abordando questões como a eficiência energética, cenários de utilização, entre 
outros aspetos. Nesse sentido, e usando uma aproximação simplificada do modelo OSI como referência, 
este capítulo foi dividido em quatro camadas: ligação, rede, transporte e aplicação. 
2.3.1 Camada Física e de Ligação 
A camada física e de ligação é uma junção de camadas composta pela camada física e pela camada de 
ligação de dados do modelo OSI. A camada física tem a responsabilidade de definir os vários requisitos 
da rede: o tipo de modulação, a frequência a operar, o modelo de comunicação, entre outros. Já a 
camada de ligação de dados preocupa-se com a transferência de dados e questões como o controlo do 
acesso ao meio, deteção de erros, entre outras [40]. 
Incluídos nesta junção de camadas existem dezenas de protocolos disponíveis, pelo que este tópico 
apenas se foca na alternativa utilizada para a camada física e de ligação. 
 
Wi-Fi 
Com base na norma IEEE 802.11, o objetivo da tecnologia Wi-Fi é ligar dispositivos dentro de redes de 
área local (WLAN), fornecendo para isso ligações de alta velocidade [41]. Uma rede Wi-Fi pode transmitir 
nas bandas de frequência de 2,4 GHz ou de 5 GHz, sendo ambas as bandas direcionadas para uso livre. 
Dentro da norma IEEE 802.11 existem diferentes standards, que vão variando dependendo das 
necessidades do utilizador. Alguns exemplos são os padrões 802.11a, 802.11b, 802.11g, entre outros. 
As redes Wi-Fi são baseadas na arquitetura celular. No seu interior, um dispositivo na rede verifica os 
canais disponíveis de forma a descobrir as redes que se encontram ativas. Em seguida, esse dispositivo 
seleciona uma rede, seja ela ad hoc ou infraestruturada. Neste último caso, o dispositivo precisa ainda 
de se autenticar através de um ponto de acesso. 
Embora o seu consumo de energia seja muito maior comparando com as suas alternativas (entre 30 a 
100 mW), a tecnologia Wi-Fi é geralmente a escolha acertada quando o alcance é um critério importante, 
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pois a sua largura de banda pode ir geralmente até aos 54Mbps e a distância de alcance até 
aproximadamente 100 metros [42]. 
2.3.2 Camada de Rede 
A camada de rede é responsável por estabelecer comunicação entre a origem e o seu destino, 
endereçando e permitindo a transferência de dados entre os dois pontos.  
Esta camada possui quatro processos básicos bem definidos: endereçamento, encapsulamento, 
encaminhamento e desencapsulamento. Alguns dos protocolos mais comuns desta camada são os 
protocolos IP, ICMP e ARP. No entanto, este tópico apenas discute aquele que é o protocolo utilizado 
pela proposta nesta camada. 
 
IP 
O protocolo IP é responsável por possibilitar a comunicação entre máquinas a operar na mesma ou em 
redes diferentes. Para tal, define um esquema de endereçamento que é independente da camada física 
através da utilização de um endereço de 32 bits (para o caso da versão IPv4) ou de 128 bits (para o 
caso da versão IPv6). Este endereço é conhecido como endereço IP. 
O IP é um protocolo que não assegura a entrega da informação. Isso significa que em momento algum 
é estabelecido um handshake entre as diferentes máquinas. Se houver necessidade de o fazer, tal fica 
relegado para protocolos a operar em camadas superiores. Além disso, o protocolo IP é desprovido de 
estado, pelo que o tratamento dado a cada pacote é feito de forma independente [43], [44]. 
A unidade básica de transferência de informação por IP é o datagrama. O datagrama está dividido nos 
campos do cabeçalho e da área de dados, sendo que o cabeçalho contém a informação dos endereços 
de origem e destino. No caso da versão IPv4, campos como VERS (versão), HLEN (comprimento do 
cabeçalho) e TTL (tempo de vida) fazem também parte do conteúdo do cabeçalho. 
2.3.3 Camada de Transporte 
Os serviços fornecidos pelo protocolo IP ou pelos demais protocolos citados na camada de rede não são 
capazes de resolver problemas comuns como o congestionamento, perda ou ordenação de pacotes. 
Entretanto, protocolos a correr nas camadas superiores como o HTTP, FTP, entre outros, precisam de 
fornecer um serviço de qualidade para o utilizador. Por esse motivo, a camada de transporte funciona 
como um elemento congregador de todo o modelo comunicacional, sendo responsável pelo transporte 
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dos dados de forma eficiente e segura, regulando o fluxo de dados e garantindo que estes chegam ao 
seu destino em sequência e sem erros. O objetivo deste capítulo passa por identificar e discutir o 
protocolo utilizado pela proposta nesta camada. 
 
TCP 
O protocolo TCP garante que quaisquer dados enviados de um dispositivo A para um dispositivo B, numa 
rede que esteja ligada à Internet, vão ser entregues corretamente. O TCP é, portanto, um protocolo 
confiável e orientado à conexão. Ele é responsável pelos procedimentos de retransmissão, 
sequencialização, segmentação, multiplexagem, correção e verificação de erros, controlo de fluxo de 
mensagens, entre outros. Também é da responsabilidade do TCP especificar como os dois dispositivos 
em causa iniciam a conexão, transferem dados e terminam essa conexão [45], [46]. 
Como foi referido anteriormente, o TCP é um protocolo orientado à conexão. Antes de os dois dispositivos 
poderem trocar dados, primeiro têm de estabelecer uma sessão entre si. Uma sessão TCP é iniciada 
através de um processo conhecido por handshake tri-direcional. Este processo sincroniza os números de 
sequência e fornece as informações de controlo necessárias para estabelecer uma ligação virtual entre 
ambos. Uma vez concluído, os segmentos são enviados e confirmados de uma forma sequencial entre 
os dispositivos emissores e os anfitriões recetores. Um processo de handshake semelhante é utilizado 
pelo TCP antes de encerrar uma ligação para confirmar que ambos os dispositivos terminaram de enviar 
e receber todos os dados [47]. 
Uma máquina pode utilizar diversos serviços concorrentemente, bastando para isso que cada serviço 
(ou aplicação) esteja colocado numa porta diferente. Alguns serviços são bastante utilizados na Internet, 
e por isso suas portas são bem conhecidas. De entre vários, destaque para o serviço de terminal remoto 
Telnet a operar na porta 23, o serviço de correio eletrónico SMTP a operar na porta 25, o serviço de 
transferência de arquivos FTP a operar na porta 21 e o serviço de WWW (HTTP) na porta 80. 
2.3.4 Camada de Aplicação 
A camada de aplicação é a camada superior, tanto no modelo OSI, como no modelo TCP/IP. É a camada 
que fornece a interface entre as aplicações que a grande maioria dos utilizadores usa e a rede subjacente 
pela qual as mensagens são transmitidas. Por esse motivo, a camada de aplicação é o nível que possui 
o maior número de protocolos existentes: HTTP, FTP, IRC, SMTP, entre outros. No entanto, este tópico 
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O HTTP é um protocolo da camada de aplicação cujo objetivo é permitir a comunicação de dados, 
maioritariamente no formato HTML, através de um endereço URL entre um cliente e um servidor. O 
HTTP tem sido usado desde 1990, aquando do lançamento da sua primeira versão: o HTTP/0.9. Na 
altura, o HTTP era apenas um protocolo simples para transferência de dados através da Internet. Com 
o lançamento do HTTP/1.0, o protocolo foi melhorado, permitindo transferir daí em diante mensagens 
com cabeçalhos com a descrição do conteúdo da mensagem recorrendo a codificação do tipo MIME. 
Atualmente a versão mais utilizada é o HTTP/1.1 [48], [49]. 
O protocolo HTTP é baseado em pedidos e respostas entre clientes e servidores. O cliente solicita um 
determinado recurso, enviando um pacote com várias informações. Por sua vez, o servidor recebe estas 
informações e envia uma resposta, que pode ser um recurso ou simplesmente um cabeçalho.  
Um pedido HTTP de um utilizador para um servidor inclui, na primeira linha da mensagem, o método a 
ser aplicado sobre o recurso, o identificador do recurso e a versão do protocolo em uso. O método pode 
ser de oito tipos: GET, HEAD, POST, PUT, DELETE, TRACE, OPTIONS e CONNECT. Além desta primeira 
linha, o pedido também inclui campos para o cabeçalho e para o corpo do pedido, de forma a dar 
informações suplementares sobre o pedido e possibilitar o envio de dados. 
Já o servidor depois de receber e interpretar o pedido retorna uma resposta HTTP que inclui na primeira 
linha a versão do protocolo em uso, o código de estado e o significado do mesmo. Este código é 
constituído por três algarismos: o primeiro que indica a classe da resposta e os seguintes algarismos 
que indicam a natureza da resposta, sendo que os mais conhecidos pertencem à classe 200 (indicação 
de sucesso), 400 (indicação que o pedido está incorreto) e 500 (indicação de erro interno do servidor). 
Além desta primeira linha, a resposta também inclui campos para o cabeçalho e o corpo da resposta. 
 
JSON 
A linguagem de notação JSON (JavaScript Object Notation) foi desenhada com o intuito de facilitar a 
análise de informação através da linguagem de programação JavaScript, tendo como grande 
preocupação a simplicidade da escrita e da leitura de informação neste formato [47]. No entanto, como 
esta notação apresenta um formato leve e independente de qualquer linguagem de programação, 
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começou a ser muito usada para troca de dados e serialização de informação. Em baixo é possível 
visualizar uma figura com um exemplo de informação neste formato: 
 
{ 
 "cars": [{ 
 "id":"01", 
 "color": "blue", 




 "color": "green", 
 "fuel": "gas " 
 }] 
} 
Figura 8 – Exemplo de informação na linguagem de notação JSON 
 
Tal como se pode ver na figura 9, o funcionamento da linguagem de notação JSON é baseado no princípio 
da utilização de chaves e valores. Este formato pode representar quatro tipos primitivos de dados: strings, 
numbers, booleans e null e dois tipos de estruturas: objects e arrays [50]. Através da utilização da coleção 
de chaves e, por conseguinte, dos seus pares e da utilização de estruturas é possível não só escrever 




3. ARQUITETURA DO SISTEMA 
Tratando-se de uma proposta baseada no conceito da Internet das Coisas, a proposta desenvolvida 
apresenta vários componentes, tanto a nível de hardware como de software. Como tal, foram várias as 
decisões que foram tomadas, tanto a nível protocolar, como a nível de tecnologias. Por esse motivo, esta 
secção tem o objetivo de descrever os diferentes componentes e explicar as várias decisões que foram 
feitas ao longo do processo de desenvolvimento. 
A proposta apresentada está dividida em três componentes principais: o Coletor, o Servidor e o Monitor. 




Figura 9 – Arquitetura simplificada da proposta apresentada 
 
3.1 Análise do Coletor 
O Coletor é o componente físico da solução. É composto por um microprocessador Raspberry Pi 3 Model 
B e por um acelerómetro ADXL345, sendo que é da sua responsabilidade registar os eventos de natureza 
vibratória ao longo do tempo. Esses eventos podem ser resultantes de explosões, cravação de estacas, 
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trabalhos de construção, utilização de equipamentos diversos, linhas ferroviárias, tráfego rodoviário ou 
qualquer outro evento cuja vibração possa por em causa a integridade de uma estrutura física.  
Este dispositivo de monitorização inicia a aquisição de dados quando ativado remotamente via SSH e, 
embora os eventos de interesse só tenham por norma uma duração entre um a doze segundos, essa 
aquisição de dados pode durar o tempo que se entender, só terminando quando cancelado também 
remotamente. Este funcionamento é diferente do funcionamento comum dos sismógrafos, que 
normalmente fazem a aquisição dos dados de forma contínua ou através de um comportamento ativo 
que inicia a leitura de dados quando registado um valor acima de um limite definido previamente. Essa 
decisão conceptual foi feita por dois motivos: primeiro, a aquisição dos dados em contínuo iria 
sobrecarregar o dispositivo de monitorização em termos de processamentos de dados e dificultar a 
análise por eventos e segundo, a escolha de um limite inferior era, principalmente no início, algo 
impossível de definir dada a falta de conhecimento dos resultados e do próprio material. No entanto, 
nada impede a adição dessa funcionalidade no futuro. 
O funcionamento do Coletor está defino pela implementação de um algoritmo simples de recolha e 
tratamento de dados, convertendo um sinal vibratório real em valores de aceleração tridimensionais 
através do próprio ADC do acelerómetro. Esse algoritmo é composto por uma rotina de calibragem, uma 
rotina de aquisição de dados, uma rotina de escrita em ficheiro de texto, uma rotina de escrita em formato 
JSON e uma rotina de envio do ficheiro JSON. Em baixo é possível observar uma figura que apresenta a 
sequência de rotinas desenvolvidas a propósito do funcionamento do Coletor:  
 
 
Figura 10 – Sequência temporal das rotinas desenvolvidas no Coletor 
 
Esta última rotina de envio do ficheiro JSON é aquela que cria a relação entre o Coletor e o Servidor. A 
comunicação entre ambos os componentes da proposta é feita através do protocolo HTTP. A decisão de 
o utilizar deveu-se ao facto do protocolo HTTP funcionar muito bem com a arquitetura REST. Foi também 
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equacionada a hipótese de utilizar o protocolo CoAP, por se tratar de uma opção leve e tradicionalmente 
relacionada com a Internet das Coisas. No entanto, a sua utilização caiu por terra por se tratar de uma 
solução baseada no protocolo da camada de transporte UDP, não garantindo, portanto, a entrega da 
informação. 
3.2 Análise do Servidor 
O Servidor é o elemento central da proposta desenvolvida. Construído com o propósito de manter o 
histórico de toda a informação recolhida pelo Coletor, o Servidor é composto por um RESTful Web Service 
e por uma Base de Dados que operam em conjunto. 
A arquitetura REST foi proposta pela primeira vez pelo Dr. Roy Thomas Fielding na sua tese de 
doutoramento [51]. Nela especificou uma arquitetura capaz de implementar serviços Web (de nome 
RESTful) com o objetivo de melhorar a visibilidade, confiabilidade e escalabilidade deste tipo de serviços 
sem descurar as premissas iniciais da Internet. É, por esse motivo, uma arquitetura muito consistente. 
Os cinco princípios chave desta arquitetura são [52]: 
 Cada objeto é visto como um recurso ao qual é dado um identificador único (URI); 
 A comunicação entre clientes e servidores recorre aos métodos standard; 
 Todos os recursos estão ligados entre si; 
 Os recursos podem ser representados através de vários formatos; 
 A comunicação é desprovida de estado.  
A arquitetura REST é baseada no tradicional modelo cliente-servidor. Nesse modelo, a principal 
preocupação é a separação de tarefas entre os dois componentes. Ao separá-los é possível aumentar a 
escalabilidade do servidor (por simplificar os seus elementos), mas também facilitar a portabilidade da 
interface do utilizador para múltiplas plataformas (por simplificar os elementos do cliente). Embora a 
arquitetura REST não dependa nem exija a utilização de nenhum protocolo em específico, para o seu 
funcionamento é comum utilizar-se o protocolo HTTP.  
À abstração da informação em REST dá-se o nome de recurso. Qualquer informação pode ser vista como 
um recurso: um documento, uma imagem, um serviço, uma coleção de recursos, entre outros. Estes 
recursos são identificados por uma URI. Uma URI reconhece um recurso pelo seu id único e global, 
sendo muitas vezes criado de forma a ser legível pelos utilizadores. 
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Após a execução de um determinado pedido para um URL que possua uma determinada URI, a resposta 
pode ser exibida de diferentes formas: o utilizador tem a possibilidade de escolher a representação que 
mais lhe convier e que lhe permita lidar com os dados que recebe. Os tipos de representações mais 
comuns são os formatos XML e JSON. Nesta proposta, o utilizador apenas usufrui do formato JSON. 
Para terminar, o último princípio chave define que a comunicação seja desprovida de estado, ou seja, 
esta não necessita de manter o estado da ligação ao longo de uma sessão. Isso também significa que 
para cada pedido o utilizador tem de enviar toda a informação necessária para que o servidor processe 
o pedido sem a necessidade de tirar partido de qualquer informação gravada anteriormente. Este 
princípio valida as propriedades de visibilidade, confiabilidade e escalabilidade: a visibilidade é 
melhorada, pois este conceito permite que o sistema de monitorização não tenha de percorrer mais que 
um ponto de referência a fim de determinar a natureza completa do pedido, a confiabilidade é melhorada 
porque é facilitada a tarefa de recuperar da ocorrência de falhas parciais e a escalabilidade é melhorada, 
pois como não é necessário armazenar qualquer tipo de estado entre os diferentes pedidos, o servidor 
pode libertar recursos durante o seu funcionamento, além de simplificar o desenvolvimento do mesmo. 
Em baixo é possível observar uma figura que apresenta os diferentes componentes da proposta e a 
relação entre os mesmos com os atuais conhecimentos em relação à arquitetura do sistema: 
 
 
Figura 11 – Arquitetura intermédia da proposta apresentada  
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3.3 Análise do Monitor 
O Monitor é o componente que fornece uma interface capaz de aceder à informação recolhida pelo 
dispositivo de monitorização e gravada pelo Servidor e é composta por uma aplicação móvel desenvolvida 
para Android. A principal razão desta escolha deveu-se facto deste sistema operativo baseado em Linux 
ser o mais utilizado no mercado dos dispositivos móveis em detrimento de outras opções como as 
plataformas iOS ou Windows Phone. Em baixo é possível observar uma figura que ilustra a fatia de 
mercado relativa a cada sistema operativo móvel: 
 
 
Tabela 3 – Quota de mercado dos sistemas operativos móveis [53] 
 
Outra das razões desta escolha passou pelo facto da plataforma Android permitir o desenvolvimento de 
código através de dispositivos Windows, Linux ou Mac OS, ao contrário, por exemplo, da plataforma iOS.  
A aplicação móvel possui uma interface simples constituída pelos seguintes menus: 
 Atividade com uma lista dos eventos registados pelo Coletor ao longo do tempo; 
 Fragmento com vários gráficos que ilustram os valores registados ao nível da aceleração nos 
três eixos e a sua resultante; 
 Fragmento com vários gráficos que ilustram os valores registados ao nível da velocidade nos três 
eixos e a sua resultante; 
 Fragmento com vários gráficos que ilustram os valores registados em ordem à frequência nos 
três eixos e a sua resultante; 
Esta aplicação comunica diretamente com o Servidor através do protocolo HTTP e faz a serialização da 
informação recebida no formato JSON. Essa informação é recebida por um único pedido que é feito no 
menu que lista os eventos registados pelo Coletor, evitando que sejam executados mais pedidos ao longo 
da sessão. Desta forma previne-se a dependência de ligação à rede ao longo da mesma. 
 28 
 
A aplicação é também o componente responsável por processar os valores registados pelo dispositivo 
de monitorização. A primeira rotina passa pela utilização de um filtro passa-alto para remover a influência 
de algumas das frequências mais baixas. Esse filtro passa-alto é do tipo Butterworth e a escolha do 
mesmo deveu-se ao facto deste filtro apresentar uma resposta em frequência muito plana e sem 
ondulações quando comparado com outros tipos de filtro (como por exemplo, Chebyshev I, Chebyshev 
II e Cauer). Após essa ligeira filtragem na aceleração, a aplicação móvel também obtém os valores da 
velocidade através da integração dos valores anteriores e obtém os valores em ordem à frequência 
através do uso da transformada rápida de Fourier (FFT). Em baixo é possível observar uma figura que 
apresenta a sequência de rotinas principais desenvolvidas a propósito do funcionamento do Monitor: 
 
 
Figura 12 – Sequência temporal das rotinas desenvolvidas no Monitor 
 
Em baixo é possível observar uma figura que apresenta os diferentes componentes da proposta e a 
relação entre os mesmos, sendo que é a representação final da arquitetura do sistema: 
 
 
Figura 13 – Arquitetura final da proposta apresentada 
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4. IMPLEMENTAÇÃO DO SISTEMA 
A implementação do sistema foi executada no seguimento da idealização da proposta apresentada no 
capítulo anterior. Daqui em diante trataremos, pois, do processo de desenvolvimento do dispositivo de 
monitorização (Coletor), do Servidor e da aplicação móvel (Monitor). 
4.1 Implementação do Coletor 
De forma a construir o nosso próprio sistema de monitorização optou-se pela utilização de um Raspberry 
Pi. O Raspberry Pi (https://www.raspberrypi.org/) é um computador de placa única de tamanho 
diminuto cujo hardware está integrado numa única placa. Para o efeito desta proposta foi adquirido o 
modelo “Raspberry Pi 3 Model B”. Este modelo foi lançado em Fevereiro de 2016 e, comparativamente 
com os modelos anteriores, possui um novo processador (1.2GHz 64-bit quad-core ARMv8 CPU) e várias 
tecnologias wireless integradas (802.11n Wireless LAN, Bluetooth 4.1 e Bluetooth Low Energy). Além 
disso mantém as especificações importantes do modelo anterior, tais como 1GB de RAM, 4 portas USB, 
40 pinos de GPIO, porta HDMI, porta Ethernet e uma entrada para cartões de memória microSD.  
A escolha deste dispositivo em detrimento de outras alternativas (como por exemplo o microcontrolador 
Arduino) deveu-se ao facto do Raspberry Pi responder claramente às nossas necessidades: permite a 
acoplação de sensores através dos protocolos I2C ou SPI, possibilita o processamento dos dados gerados 
por componentes eletrónicos externos e ainda facilita a comunicação sem-fios para outro dispositivo. 
Juntamente a isso, o Raspberry Pi é vendido a um preço acessível e possui uma comunidade muito ativa, 
o que auxiliou bastante durante o processo de desenvolvimento. 
 
 
Figura 14 – Raspberry Pi 3 Model B  
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Já com o dispositivo, o foco passou a ser a instalação de um sistema operativo capaz de utilizar todas 
as suas funcionalidades. Como tal, obter um cartão de memória tornou-se necessário, tendo como únicos 
requisitos para a sua escolha a utilização em formato microSD e o tamanho mínimo de 8GB. Posto isto, 
a escolha pendeu para o cartão de memória “Exceria™ - N301” da Toshiba com uma capacidade de 
16GB com uma velocidade de leitura de 48MB/s. 
 
 
Figura 15 – Toshiba Exceria™ - N301 (16GB) 
 
Com este cartão tornou-se possível a instalação do sistema operativo no dispositivo. Essa instalação foi 
feita através do software NOOBS que a fundação Raspberry Pi aconselha a usar, software esse que 
facilita a configuração inicial do nosso dispositivo e que contém uma variedade de sistemas operativos. 
Para instalar este software no cartão de memória foi necessário inicialmente formatá-lo através de uma 
ferramenta própria e só depois extrair o ficheiro .zip (que se pode encontrar acessível na documentação 
online da fundação Raspberry Pi no endereço https://www.raspberrypi.org/downloads/noobs/) para o 
diretório principal do cartão de memória.  
É preciso referir que o Raspberry Pi 3 Model B, ao contrário dos modelos anteriores, tem necessidade 
de ser alimentado com uma corrente de 2.5A. Essa premissa obrigou à utilização de tanto um carregador, 
como uma powerbank que respondessem a esta exigência, possibilitando assim a execução de testes 
em ambientes diferentes.   
Já a escolha do sistema operativo foi o Raspbian OS, que é nada mais, nada menos do que uma variante 
da distribuição Debian do sistema operativo Linux. Este sistema operativo é suportado pela fundação e 
assume-se como a opção oficial do Raspberry Pi. Além disso vem com software de programação instalado 
(Java, Python, etc) juntamente com outras ferramentas de uso comum.  
Com o Raspberry Pi configurado deu-se início à procura pelo acelerómetro que fosse de encontro às 
nossas necessidades. Idealmente, o acelerómetro que procurávamos deveria ser pequeno, barato e 
acessível através dos protocolos I2C ou SPI para operar com o Raspberry Pi, além de apresentar bons 
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indicadores em termos de sensibilidade e recolher valores tridimensionalmente. Estas premissas, além 
de condicionarem a escolha, condicionaram os valores recolhidos no final da bateria de testes, pois 
desde o início era sabido que estávamos perante material, acima de tudo, experimental. No entanto, e 
tentando sempre alcançar os melhores resultados possíveis, optou-se por utilizar o acelerómetro 
ADXL345 que vai de encontro ao desejado.  
O ADXL345 é um acelerómetro de 3 eixos com medição de alta resolução (13 bits) até ± 16 g. É pequeno, 
fino, apresenta um consumo de energia muito baixo e a sua informação é formatada através de pares 
de 16 bits em complemento para dois, sendo essa informação acessível quer através do protocolo SPI, 
quer através do protocolo I2C. O ADXL345 é também adequado para plataformas que utilizem aplicações 
para dispositivos móveis e é capaz de medir a aceleração dinâmica resultante do movimento ou choque. 
A sua alta resolução (3.9 mg/LSB) permite a medição de mudanças de inclinação inferiores a 1°. 
 
 
Figura 16 – Acelerómetro ADXL345  
 
A montagem do ADXL345 e consequente acoplação ao Raspberry Pi foi feita através de um processo 
bastante simples. Recorrendo à utilização de pinos (ou break away headers) foi possível soldar o 
acelerómetro, possibilitando assim a sua montagem a uma breadboard. Depois, utilizando alguns cabos 
(ou jumper wires) foram feitas as ligações entre a breadboard e o Raspberry Pi. Como se pode ver pela 




 GND – Ground; 
 VCC – Supply Voltage; 
 CS – Chip Select; 
 INT1 – Interruption 1; 
 INT2 – Interruption 2; 
 SDO – Serial Data Output; 
 SDA – Serial Data Line; 
 SCL – Serial Clock Line.  
Estes pinos foram ligados aos pinos GPIO correspondentes do Raspberry Pi. Os pinos GPIO são um 
conjunto de pinos responsáveis por estabelecer as ligações de entrada e saída com componentes 
eletrónicos externos. Em baixo é possível observar a disposição dos pinos GPIO: 
 
 
Figura 17 – Pinos GPIO do Raspberry Pi 3 Model B [54] 
 
Conhecidos os pinos do ADXL345 e os pinos GPIO do Raspberry Pi bastou fazer a ligação entre eles 
seguindo as indicações presentes no datasheet do acelerómetro: 
 
Acelerómetro ADXL345 Raspberry Pi 3 Model B GPIO 
GND GND (Posição 9) 
VCC 3V3 (Posição 1) 
CS 3V3 (Posição 17) 
SDO GND (Posição 6) 
SDA GPIO2 (Posição 3) 
SCL GPIO3 (Posição 5) 




Alcançado este ponto, a montagem propriamente dita do nosso sistema de monitorização deu-se por 
terminada. Para concluir, e recorrendo a pequenos pedaços de fita isoladora, uniu-se o sistema a uma 
caixa de forma a que o acelerómetro se mantivesse firme na mesma posição e pudesse ficar protegido, 
inclusive no caso de existir perigo para a integridade física do material ou até mesmo no caso de ser 
necessário enterrá-lo debaixo de terra de forma a obter melhores resultados aquando da resposta elástica 
do terreno à passagem de uma onda de tensão. Em baixo é possível observar uma figura que apresenta 
o resultado final da montagem do nosso sistema de monitorização: 
 
 
Figura 18 – Montagem final do Coletor 
 
Com a montagem física do nosso dispositivo de monitorização finalizada, o foco passou a ser a 
configuração ao nível do software. A ausência dessa configuração era, nesta conjuntura temporal, a única 
coisa que separava o Raspberry Pi e o acelerómetro ADXL345 de funcionarem em conjunto.  
Posto isto, a primeira configuração estabelecida foi ao nível do protocolo I2C. Alguns módulos foram 
adicionados às definições do Raspberry Pi, tais como os módulos “i2c-bcm2708” e “i2c-dev”, e outros 
módulos precisaram de ser instalados, tal como o módulo que permite o acesso SMBus através do 
protocolo I2C. O sucesso destas tarefas foi confirmado através da utilização do comando “i2cdetect -y 1”, 
que permite observar em que endereço está a operar o acelerómetro (para o caso, no endereço 0x53). 
Neste momento a implementação de um algoritmo capaz de obter medir os valores da aceleração em 
função do tempo e, consequentemente, os valores da velocidade e os valores em função da frequência 
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tornou-se necessário. No entanto, são vários problemas que dificultam a implementação deste tipo de 
algoritmos. A disponibilidade de conjuntos de dados reais de eventos de interesse é reduzida, a sua 
recolha é difícil de obter e a replicação dos mesmos em ambiente de testes é difícil. Existe também a 
falta de modelos teóricos que prevejam a resposta do terreno à propagação de ondas de tensão. Estes 
problemas dificultam a tarefa de testar o nosso sistema de monitorização e solucionar erros que surgem 
durante o processo natural de desenvolvimento. 
Além disso, o acelerómetro é um componente eletrónico instável cujos valores ao serem integrados 
surgem com um drift associado muito grande. Essa situação deve-se ao facto da própria integração 
aplicar um efeito de filtragem passa-baixo, enfatizando os valores relativos às frequências baixas. 
Por esse motivo, e de forma a obter um mecanismo de confiança são exigidos vários tipos de filtragem 
e o conhecimento das condições iniciais do sistema (tais como a velocidade inicial). Outras questões, 
como a banda de frequência a avaliar, a frequência de amostragem e a própria sensibilidade do 
acelerómetro tiveram de ser tidas em conta. 
O acelerómetro ADXL345 é produzido por diversas empresas, empresas essas que desenvolvem a sua 
versão do código capaz de explorar as capacidades do acelerómetro. Por esse motivo, existem diversas 
bibliotecas que têm como objetivo suportar tanto a comunicação através do protocolo SPI, como do 
protocolo I2C, ajustar a taxa de transferência dos dados, ajustar a sensibilidade (+/-2/4/8/16g) e fazer 
as leituras registadas pelo sensor. De todas elas, aquela que foi escolhida foi a biblioteca escrita pela 
Pimoroni na linguagem de programação Python (https://github.com/pimoroni/adxl345-python). 
Esta biblioteca acessível online contém uma classe com os seguintes métodos: 
 enableMeasurement(): responsável por ativar a variável de registo POWER_CTL, que por sua vez 
tem como função permitir a recolha de leituras; 
 setBandwidthRate(rate_flag): responsável por definir a taxa de transferência de dados dada a 
sua variável de registo; 
 setRange(range_flag): responsável por definir o tipo de sensibilidade do acelerómetro dada a sua 
variável de registo; 
 getAxes(gforce): responsável por fazer a leitura de dados e devolver essa informação com a 
formatação desejada dada uma variável do tipo boolean, cujo valor True equivale ao valor em 
força g e o valor “False” ao valor em m/s2. 
Estes métodos são importantes pela forma como permitem usufruir de determinadas características do 
acelerómetro. Visto estarmos a tratar de um sistema de monitorização baseado na inércia do próprio 
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componente eletrónico, é desejável que a sensibilidade seja o maior possível. Olhando para o datasheet 
do ADXL345 é possível observar que o próprio possui uma resolução de 3.9 mg/LSB para o caso de ser 
utilizada a opção de ±2 g, valor esse reduzido quando comparado com os 31.2 mg/LSB da opção de 
±16 g. Por esse motivo foi escolhida a primeira opção. 
Também é importante selecionar a banda de frequência a examinar, pois uma banda de frequência 
pequena não permite obter uma boa análise do evento real e uma banda de frequência excessivamente 
grande obriga a que seja utilizada uma frequência de amostragem maior e, consequentemente, um 
maior processamento de dados, maior ocupação de memória e quantidades maiores de informação a 
serem enviadas através da rede. Com estes problemas em mente optou-se por escolher uma banda de 
frequência de 200 Hz, valor suficiente para aquele que é o nosso cenário de testes e que é fundamentado 
por outros projetos semelhantes [55]. 
De forma a utilizar estes métodos foi desenvolvido um script na linguagem de programação Python cujos 
princípios assentam na execução do mesmo remotamente através da linha de comandos e que, além 
de recolherem valores relativos à aceleração registada, processam os mesmos guardando o seu valor 
em diferentes arrays que posteriormente serão percorridos de forma a serializar a informação em formato 
JSON e a enviar o resultado para o servidor. Uma rotina que cria um ficheiro em formato .txt com esses 
mesmos valores é criada, não só para manter um histórico da atividade, mas também para possibilitar 
uma análise posterior através do software MATLAB: 
 
 




A execução deste script é feita remotamente recorrendo a um software que permite estabelecer uma 
ligação SSH entre o sistema de monitorização e outro dispositivo distanciado fisicamente. Após 
movermos para o diretório onde o script se encontra, basta escrever o comando “python adxl345 -o 
filename”, onde “-o” (ou –ofile) é o argumento criado de forma a nomear o evento e, consequentemente, 
o ficheiro .txt que será criado após a execução do script. 
Esta recolha do argumento é suportada por uma rotina capaz de receber o nome desejado, mas também 
capaz de fazer o controlo de uma série de erros, tais como a falta de introdução de argumentos, a 
utilização de mais do que um argumento e a utilização de argumentos inexistentes, tal como se pode ver 
na figura seguinte: 
 
#Rotina de leitura do nome do evento 
def outputFilename(argv): 
 try: 
  opts, args = getopt.getopt(argv,"o",["ofile="]) 
 except getopt.GetoptError: 
  print "adxl345.py -o <outputfile>" 
  sys.exit(2) 
  
 if len(opts) != 1 or len(args) != 1: 
  print "adxl345.py -o <outputfile>" 
  sys.exit(2) 
 
 for opt, arg in opts: 
  if opt in ("-o", "--ofile"): 
   outputfile = str(args[0]) 
  else: 
   print "adxl345.py -o <outputfile>" 
  
 return outputfile 
Figura 20 – Rotina de leitura do nome do evento 
 
Após o início da execução da script e depois da verificação do argumento, o script cria um objeto da 
classe ADXL345() que contém os métodos definidos anteriormente e que basicamente define os 
parâmetros desejados (taxa de dados de 400Hz e, consequentemente, banda de frequência a analisar 




#Classe que implementa a configuração do acelerómetro ADXL345 
class ADXL345: 
 
    address = None 
 
    def __init__(self, address = 0x53):         
        self.address = address 
        self.setBandwidthRate(BW_RATE_200HZ) 
        self.setRange(RANGE_2G) 
        self.enableMeasurement() 
Figura 21 – Classe que implementa a configuração do acelerómetro ADXL345 
 
Neste momento o acelerómetro está pronto a recolher as suas leituras ao longo do tempo. No entanto, 
antes de efetuar essas leituras, é preciso recordar que o acelerómetro recolhe o valor da aceleração nos 
3 eixos e que essa aceleração é constituída, não só pela aceleração dinâmica provocada por um 
determinado movimento, mas também pela contribuição das forças normais que impedem o 
acelerómetro de se deslocar em direção ao centro da Terra. Essa contribuição é genericamente descrita 
como aceleração estática, que por sua vez é referente à força da gravidade e que pode variar consoante 
a orientação do componente eletrónico.  
De forma a medir unicamente a componente da aceleração dinâmica, as forças normais têm de ser 
removidas. Uma maneira de o fazer é facultar um estado de inércia ao componente eletrónico para que 
possa ser executada uma rotina de calibragem. Quanto mais longa for essa rotina de calibragem, mais 
corretos serão os resultados obtidos. O resultado esse que pode ser tanto positivo como negativo: 
 
#Rotina de calibragem 
def calibrate(adxl345, clb_samples): 
 print "\n A recolher amostras para a rotina de calibragem..." 
 clb_x, clb_y, clb_z = 0, 0, 0 
 for x in range(0, clb_samples): 
  axes = adxl345.getAxes(False) 
  clb_x += axes['x'] 
  clb_y += axes['y'] 
  clb_z += axes['z'] 
 
 clb_x /= clb_samples 
 clb_y /= clb_samples 
 clb_z /= clb_samples 
 print " Rotina de calibragem terminada!" 
 
 return clb_x, clb_y, clb_z 
Figura 22 – Rotina de calibragem  
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A rotina de calibragem consiste em recolher um dado número de leituras e obter a média dos valores 
recolhidos ao longo do tempo. Com esse valor podemos calcular o valor real da aceleração, que será o 
resultado da subtração entre a aceleração verificada e o valor retirado pela rotina de calibragem.  
Esta rotina de calibragem recebe como parâmetros o próprio objeto ADXL345 (que permite a method 
reflection necessária para executar o método getAxes()) e o valor inteiro do número de amostras a 
recolher para a calibragem. A quantidade de amostras recolhidas é de duas mil amostras, número esse 
arbitrário e que é de forma grosseira equivalente a quatro segundos de recolha. Como resultado esta 
rotina devolve o valor médio calculado para os eixos X, Y e Z. 
No final da rotina de calibragem é executada a rotina de leitura. A rotina de leitura recebe como 
parâmetros o objeto ADXL345 (pelo mesmo motivo da rotina de calibragem), recebe o valor calibrado 
em ordem a X, Y e Z e ainda recebe o nome do evento escolhido aquando da execução do script. Esta 
rotina tem como função medir a aceleração registada pelo acelerómetro ao longo do tempo nos três 
eixos, retirar-lhe a componente estática (subtraindo-lhe para isso o valor obtido na rotina de calibragem), 
adicionar os valores obtidos a diferentes arrays e, por fim, associar a cada leitura o tempo relacionado 
em milissegundos. Esse tempo é guardado em milissegundos com o objetivo de utilizar o tipo primitivo 
float, pois comparativamente com a alternativa String reduz a memória ocupada e, consequentemente, 
o tempo de envio através da rede, além de facilitar a conversão ao nível da aplicação móvel. 
Esta rotina de leitura pode funcionar sem interrupções durante um período de tempo considerável (o 
equivalente ao tempo necessário para ocupar a memória disponível no nosso Raspberry Pi). No entanto, 
a maior parte dos eventos registados dura apenas alguns segundos (algo entre 1 a 12 segundos), pelo 
que foi criada uma interrupção para terminar o evento de forma graciosa, facilitando assim o progresso 
natural da execução do código. Em baixo é possível observar a rotina de leitura: 
 
#Rotina de leitura dos valores do acelerómetro 
def reading(adxl345, clb_x, clb_y, clb_z, outputfile): 
 print "\n A recolher valores do sensor..." 
 xList, yList, zList, tList = [], [], [], [] 
 try: 
  now = datetime.now() 
  while (True): 
   axes = adxl345.getAxes(False) 
   x = axes['x'] 
   y = axes['y'] 
   z = axes['z'] 
 
   final_x = x - clb_x 
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   final_y = y - clb_y 
   final_z = z - clb_z 
 
   xList.append(final_x) 
   yList.append(final_y) 
   zList.append(final_z) 
   tList.append(time() * 1000) 
 except KeyboardInterrupt: 
  print " Rotina de leitura terminada!" 
  filewrite(outputfile, xList, yList, zList, tList, now) 
  data_dict = JSONwrite(xList, yList, zList, tList, now, outputfile) 
  JSONsend(data_dict) 
Figura 23 – Rotina de leitura dos valores do acelerómetro 
 
Esta rotina de leitura informa igualmente o utilizador de que está a ser processada. Para terminar esta 
rotina basta ativar a interrupção de teclado Ctrl+C, interrupção essa que inicia imediatamente a execução 
da rotina filewrite(). Esta rotina recebe como parâmetros os arrays criados durante a rotina de leitura 
(xList, yList, zList e tList), a variável now (que, por sua vez, contém a informação do tempo relativo ao 
início da execução do script) e o nome do evento escolhido inicialmente.  
Esta rotina é muito simples na linguagem de programação Python. Com poucas linhas de código é 
possível criar um ficheiro de texto com o nome pretendido e com as informações pretendidas, que no 
nosso caso são um cabeçalho com a data, hora e número de leituras e uma lista de todas as leituras 
registadas ao longo da rotina de leitura: 
 
#Rotina de escrita de ficheiro em formato .txt 
def filewrite(outputfile, xList, yList, zList, tList, now): 
 print "\n A criar ficheiro em formato txt..." 
 file = open(outputfile + ".txt", "w") 
 file.write("Data: " + now.strftime("%d/%m/%Y")) 
 file.write("\nHora: " + now.strftime("%H:%M:%S")) 
 file.write("\nTotal de leituras: " + str(len(xList)) + "\n") 
  
 for i in range(len(xList)): 
  file.write(repr(xList[i]) + ", " + repr(yList[i]) + ", " + repr(zList[i]) + ", " + repr(tList[i]) + 
"\n") 
  
 print " Sucesso! Ficheiro no formato txt guardado!" 




O código desenvolvido para o Coletor também guarda a informação registada no formato JSON. A rotina 
JSONwrite() recebe os mesmos parâmetros que a rotina filewrite() e, à semelhança dessa rotina, percorre 
os diferentes arrays para serializar a informação no formato desejado. Contudo, esta rotina também 
acrescenta os dados descritos pelo modelo Events do Servidor (descrito na secção Servidor). Esses dados 
são o id do utilizador, o id do dispositivo, o nome do evento (que é igual ao nome do ficheiro .txt), a data 
e, por fim, a hora, dados esses necessários para identificar o evento e que facilitam a consulta posterior 
por parte do utilizador ao nível da aplicação móvel. 
Esta rotina está codificada de forma a criar uma String extensa com o conjunto dos dados seguindo as 
normas definidas pela linguagem de notação JSON. No entanto, a rotina posterior (rotina de envio) 
necessita, não de uma String, mas de um dicionário, formato esse diferente daquele que contém o 
conjunto dos dados. Por esse motivo recorreu-se à biblioteca ast e ao método literal_eval() para fazer 
essa mesma conversão. O código desenvolvido a propósito desta rotina pode ser visto abaixo: 
 
#Rotina de escrita de ficheiro em formato JSON 
def JSONwrite(xList, yList, zList, tList, now, outputfile): 
 print "\n A criar ficheiro no formato JSON..." 
 id_user = "\"id_user\": 1, " 
 id_device = "\"id_device\": 1, " 
 name = "\"name\": \"#" + outputfile + "\", " 
 date = "\"date\": \"" + now.strftime("%d/%m/%Y") + "\", " 
 time = "\"time\": \"" + now.strftime("%H:%M:%S") + "\", " 
 readings = "\"readings\": [" 
 
 for i in range(len(xList)): 
  if i < len(xList) - 1: 
   readings = readings + "{\"x\": " + repr(xList[i]) + ", \"y\": " + repr(yList[i]) + ", 
\"z\": " + repr(zList[i]) + ", \"time\": \"" + repr(tList[i]) + "\"}, " 
  else: 
   readings = readings + "{\"x\": " + repr(xList[i]) + ", \"y\": " + repr(yList[i]) + ", 
\"z\": " + repr(zList[i]) + ", \"time\": \"" + repr(tList[i]) + "\"}]" 
  
 data_str = "{" + id_user + id_device + name + date + time + readings + "}" 
 data_dict = ast.literal_eval(data_str) 
 print " Sucesso! Ficheiro no formato JSON criado." 
  
 return data_dict 




Esta rotina, comparativamente com as anteriores, demora mais algum tempo para executar 
completamente pois, além de exigir que diversos arrays sejam percorridos e consultados, a conversão 
do conjunto dos dados exige algum tempo. 
Para terminar, o script possui uma rotina de envio do ficheiro em formato JSON, recorrendo para isso à 
biblioteca requests (http://docs.python-requests.org/en/master/). A biblioteca requests é uma 
biblioteca escrita em Python com o propósito de enviar e receber informação através do protocolo HTTP. 
De forma a enviar a informação recolhida por um determinado evento de natureza vibratória é necessário 
adicionarmos ao conjunto dos dados recolhidos o URL desejado (para o caso, usamos genericamente o 
URL http://192.168.1.89:8000/events/) e um cabeçalho, que no nosso caso é unicamente composto 
pelo Token de autenticação (mecanismo esse descrito na secção do Servidor). Em baixo é possível 
observar a rotina de envio: 
 
#Rotina de envio do ficheiro em formato JSON 
def JSONsend(data_dict): 
 print "\n A enviar pedido POST atraves do protocolo HTTP..." 
 url = 'http://192.168.1.89:8000/events/' 
 headers = {'Authorization': 'Token 5137daddf9f6a11e2fad30935cb088ea66cf8de4'} 
 r = requests.post(url, headers=headers, json=data_dict) 
 if r.status_code == 201: 
  print " Sucesso! Pedido POST enviado!" 
 else: 
  print " Erro! Pedido POST falhou o seu envio!" 
Figura 26 – Rotina de envio de ficheiro em formato JSON 
 
De todas as rotinas esta é aquela que consome mais tempo. Em média, um evento de 10 segundos 
contém um total de 8000 leituras, facto que explica a duração mais acrescida desta rotina. Este valor é 
igual ao dobro da multiplicação da frequência de amostragem pelo intervalo de tempo (2 * 400 * 10 = 
8000), dado que a leitura dos valores recolhidos pelo acelerómetro é superior ao nível do software do 
que ao nível do hardware a uma velocidade aproximadamente duas vezes maior. Esta rotina dá também 
por terminada a operação relativa à colheita de valores de um determinado evento vibratório. 
4.2 Implementação do Servidor 
O Servidor é o componente central da plataforma. O principal objetivo deste elemento na proposta é a 
manutenção do histórico de eventos registados para que estes possam ser avaliados numa ocasião 
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futura. Em conjunto com o Coletor descrito na secção anterior, o Servidor recebe as informações dos 
eventos e, consequentemente, dos seus valores registados. Recebidos esses dados, o Servidor grava 
tudo numa base de dados, o que permite a manutenção do histórico, mas também a consulta desses 
mesmos dados por parte de um cliente ou de uma entidade responsável pelo Coletor a operar. Em baixo 
é possível observar uma figura que representa a arquitetura do serviço: 
 
 
Figura 27 – Arquitetura simplista da proposta 
 
O funcionamento do Servidor assenta naquilo que é conhecido por Web service (ou serviço Web). De 
forma a construir serviços Web interoperáveis com a restante Web atual não podemos ignorar os 
standards existentes. Existem várias alternativas possíveis de seguir para a implementação de serviços 
Web, sendo que grande parte delas já foram bem estudadas e trabalhadas ao longo dos anos. Nesse 
sentido foi escolhida a arquitetura REST, pois apresenta-se nos dias que correm enquanto a arquitetura 
mais próxima do ideal a utilizar como fundação para a Web moderna [56].  
De forma a construir o serviço Web REST foi utilizada a framework Django Rest (http://www.django-rest-
framework.org/). Esta framework baseada na linguagem de programação Python é uma de muitas 
ferramentas que permite construir desde pequenos a até mesmo grandes serviços Web com bastante 
facilidade, mas, acima de tudo, com qualidade. A escolha baseou-se nos seguintes pontos: 
 Documentação acessível e suporte: a documentação disponível apresenta detalhes sobre os 
requisitos, instalação de módulos, organização dos diferentes ficheiros, descrição das boas 
práticas, tudo isso em quantidade e fácil de seguir. Possui também uma comunidade bastante 
ativa; 
 Criação de API acessível via Web: a framework cria automaticamente os mecanismos 
necessários para aceder aos diversos endpoints, receber a informação e visualizar a mesma via 
Web. Este ponto é especialmente importante quando não se possui uma aplicação cliente; 
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 Flexível e personalizável: a tarefa de importar ou estender livrarias é particularmente simples. 
Além disso, a separação em ficheiros (Models.py, Serializers.py, Views.py, entre outros) faz com 
que seja mais fácil escalar e construir algo sobre aquilo que já se encontra efetuado; 
 Mecanismos de autenticação: é possível utilizar um rol de mecanismos de autenticação 
populares como os mecanismos básicos de sessão, Token, OAuth ou até mesmo criar 
mecanismos próprios de autenticação com o mínimo de esforço; 
 Linguagem de programação Python: esta linguagem é cada vez mais popular, tendo como 
premissas a qualidade do código desenvolvido, a produtividade do programador, a portabilidade 
do software e a utilização de um vasto número de livrarias de suporte. 
A implementação do Servidor começou pela instalação dos diversos requisitos na máquina: linguagem 
de programação Python, framework Django Rest e ferramenta pip. Após a instalação da ferramenta pip 
foi então possível instalar os requisitos djangorestframework e virtualenv. Este último requisito tornou-se 
necessário por possibilitar o isolamento dos diferentes ambientes Python, virtualizando-os e não 
permitindo a mistura de diferentes configurações das bibliotecas entre ambientes distintos. 
Após a instalação dos componentes definidos pelos requisitos e da ativação do ambiente virtual foi criado 
o projeto em causa com os componentes necessários à implementação do servidor REST, componentes 
esses divididos em diferentes ficheiros: ficheiro Models.py, Serializers.py, Views.py, Urls.py, Settings.py, 
entre outros. 
O ficheiro Models.py fornece uma camada de abstração que permite estruturar e manipular a informação 
a gravar. Além de definir o tipo dos campos e todo o tipo de parâmetros para restringir a utilização dos 
dados, o ficheiro Models.py também é responsável por definir a própria estrutura da base de dados do 
servidor e, por sua vez, as migrações da mesma, pois cada modelo definido é geralmente correspondido 
a uma tabela na base de dados. Como escolha para a BD foi utilizada a base de dados SQLite por ser 
uma alternativa leve, mas principalmente por ser a standard desta framework. O ficheiro Models.py 
apresenta a seguintes tabelas: 
 
class Device(models.Model): 
 id_user = models.ForeignKey(User, related_name='devices') 
 name = models.CharField(max_length=50) 
 
class Event(models.Model): 
 id_user = models.ForeignKey(User) 
 id_device = models.ForeignKey(Device, related_name='events') 
 name = models.CharField(max_length=50) 
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 date = models.CharField(max_length=50) 
 time = models.CharField(max_length=50) 
 
class Reading(models.Model): 
 id_user = models.ForeignKey(User) 
 id_device = models.ForeignKey(Device) 
 id_event = models.ForeignKey(Event, related_name='readings') 
 x = models.FloatField() 
 y = models.FloatField() 
 z = models.FloatField() 
 time = models.FloatField() 
Figura 28 – Ficheiro Models.py 
 
Estas tabelas são responsáveis por gravar a informação do Coletor a operar na nossa solução e estão 
preparadas para a introdução de novos Coletores na plataforma (tabela Device), bem como dos diversos 
eventos registados pelos mesmos (tabela Event) e pelas leituras de valores que compõem os eventos 
(tabela Reading). Entre essas informações, destaque para as informações que definem um determinado 
evento de natureza vibratória e para as leituras dos valores nas três orientações.  
Estas tabelas são também agregadas às informações pessoais dos utilizadores, mas, ao invés de ser 
criada uma tabela própria para o efeito, foi utilizada uma tabela modelo de autenticação fornecida pela 
framework Django Rest, tabela essa capaz de albergar os dados do utilizador e associá-lo a diferentes 
grupos. Por fim, é preciso também reparar no facto de que as tabelas estão todas elas relacionados entre 
si através da utilização de chaves estrangeiras, criando uma espécie de árvore com as informações 
relativas a um determinado utilizador, como se pode ver na figura abaixo: 
 
 
Figura 29 – Informação definida pelo ficheiro Models.py e consequentes relações  
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O mesmo ficheiro Models.py é responsável pela criação do Token de autenticação que os utilizadores 
usam ao longo das suas sessões na aplicação móvel. Em baixo é possível observar o código 
implementado para a criação destes Tokens sempre que um novo dispositivo é registado na solução: 
 
@receiver(post_save, sender=settings.AUTH_USER_MODEL) 
def create_auth_token(sender, instance=None, created=False, **kwargs): 
    if created: 
        Token.objects.create(user=instance) 
Figura 30 – Código definido pelo ficheiro Models.py para a criação do Token de autenticação 
 
A autenticação por Token tornou-se uma feature necessária ao projeto por acrescentar o requisito de 
autenticação e conferir um nível de segurança ao utilizador. Este tipo de autenticação apresenta diversas 
vantagens:  
 Desprovida de estado: dispensa a necessidade de manter uma ligação, pois o Token é por si só 
uma entidade que representa a informação do utilizador necessária. Ótima alternativa para a 
implementação de serviços Web REST; 
 Dissociação: o mecanismo não está ligado a um determinado esquema de autenticação. O Token 
pode ser gerado de qualquer forma e utilizado de várias maneiras; 
 Adaptado ao paradigma móvel: comparado com a utilização de cookies, a utilização de Tokens 
é muito mais interessante na perspetiva do mercado móvel; 
 Performance: a análise e a validação do conteúdo de um Token é feita de uma forma 
extremamente rápida. 
Da forma que foi desenvolvido, assim que o Coletor seja registado na plataforma é-lhe associado 
automaticamente um Token, Token esse criado na hora e que será recebido pelo utilizador aquando de 
um início de sessão bem-sucedido ao nível da aplicação móvel (descrita na secção seguinte) de forma a 
ser utilizado constantemente em todos os pedidos que esse utilizador realizar. 
O ficheiro Serializers.py é responsável por fornecer um mecanismo capaz de traduzir os modelos 
definidos no ficheiro models.py. Essa tradução é conhecida por serialização. A serialização de informação 
consiste no processo de converter o estado de informação de um determinado objeto num formato 
diferente de forma a ser transportado ao longo da rede. O processo contrário de receber a informação 
num determinado formato e convertê-lo num conjunto de bits capaz de formar os objetos definidos pelas 
tabelas no ficheiro Models.py chama-se desserialização.  
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Além da tradução propriamente dita, o ficheiro Serializers.py também é responsável por especificar a 
forma como a tradução é feita. Uma das tarefas mais importantes é a forma como define a criação dos 
objetos da tabela Reading aquando da criação do objeto da tabela Event devido à sua associação por 
chaves estrangeiras. Em baixo é possível observar uma figura que representa o serializador da tabela 




 readings = ReadingSerializer(many=True) 
 
 class Meta: 
  model = Event 
  fields = ('id_user', 'id_device', 'url', 'id', 'name', 'date', 'time', 'readings') 
 
 def create(self, validated_data): 
  readings_data = validated_data.pop('readings') 
  event = Event.objects.create(**validated_data) 
  for reading in readings_data: 
   Reading.objects.create(id_user=event.id_user,  
    id_device=event.id_device,  
    id_event=event, **reading) 
  return event 
Figura 31 – Código definido pelo ficheiro Serializers.py para a serialização dos eventos 
 
O ficheiro Views.py representa simplesmente as funções escritas em Python que recebem um pedido via 
Web e retornam uma resposta. Esta resposta pode ser o conteúdo HTML de uma página, uma imagem, 
um erro ou, como no caso da nossa solução, uma mensagem no formato JSON. Esse ficheiro JSON 
contém na maior parte dos pedidos o conjunto de todos os objetos pertencentes a um determinado 
modelo. A única exceção é a função escrita com o propósito de receber um pedido com os campos 
username e password e devolver o id do utilizador e, convenientemente, o seu Token. Em baixo é possível 
observar parte do ficheiro Views.py, concretamente a função responsável por devolver as leituras 
realizadas pelo Coletor e a função que devolve o id e o Token dado um utilizador: 
 
class ReadingViewSet(viewsets.ModelViewSet): 
    queryset = Reading.objects.all() 
    serializer_class = ReadingSerializer 
 
class CustomObtainAuthToken(ObtainAuthToken): 
    def post(self, request, *args, **kwargs): 
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        response = super(CustomObtainAuthToken, self).post(request, *args, **kwargs) 
        token = Token.objects.get(key=response.data['token']) 
        return Response({'token': token.key, 'id': token.user_id}) 
Figura 32 – Excerto do código definido pelo ficheiro Views.py 
 
O ficheiro URLs.py permite desenhar um esquema limpo e elegante para os URLs do nosso serviço Web. 
Este ficheiro é responsável por mapear os padrões URL aí definidos e associá-los às funções que foram 
definidas pelo ficheiro Views.py. Além disso, e recorrendo ao mecanismo Router da framework Django 
Rest, é possível associar os diferentes ViewSets a um padrão URL mais facilmente. Em baixo é possível 
observar uma figura que mostra uma parte do código definido pelo ficheiro URLs.py: 
 








# Wire up our API using automatic URL routing. 
# Additionally, we include login URLs for the browsable API. 
urlpatterns = [ 
    url(r'^', include(router.urls)), 
    url(r'^api-token-auth/',  views.CustomObtainAuthToken.as_view()), 
 url(r'^admin/', include(admin.site.urls)), 
] 
Figura 33 –  Excerto do código definido pelo ficheiro URLs.py 
 
No entanto, o ficheiro URLs.py não serve só para associar os ViewSets criados pelo ficheiro Views.py: 
este também associa o URL api-token-auth/ à função CustomObtainAuthToken e adiciona o URL admin/, 
que é responsável por adicionar uma página de administração ao Servidor: 
 
 
Figura 34 – Página de administração criada pela framework Django Rest  
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Essa página de administração permite, entre outras coisas, a inserção de conteúdo nas tabelas e a 
visualização, edição e a remoção desse mesmo conteúdo, sendo uma das características mais 
interessantes da framework Django Rest, a par da criação da API navegável pela Web. 
Para terminar, o ficheiro Settings.py é responsável por selecionar as definições disponíveis ao nível das 
aplicações a utilizar, do tipo de autenticação a atuar, do middleware a operar, da base de dados a 
trabalhar, entre outros. Destaque para as definições de autenticação por permitirem trabalhar com a 
informação apenas e somente com o uso de um Token. Em baixo é possível observar parte do código 
definido por este último ficheiro: 
 
INSTALLED_APPS = [ 
    'django.contrib.admin', 
    'django.contrib.auth', 
    'django.contrib.contenttypes', 
    'django.contrib.sessions', 
    'django.contrib.messages', 
    'django.contrib.staticfiles', 
    'rest_framework', 
    'rest_framework.authtoken', 
    'drf' 
] 
 
REST_FRAMEWORK = { 
    'DEFAULT_PERMISSION_CLASSES': ('rest_framework.permissions.IsAdminUser',), 
    'DEFAULT_AUTHENTICATION_CLASSES': ('rest_framework.authentication.TokenAuthentication',), 
    'DEFAULT_PERMISSION_CLASSES': ('rest_framework.permissions.IsAuthenticated',), 
    'PAGE_SIZE': 10 
} 
Figura 35 – Excerto do código definido pelo ficheiro Settings.py 
4.3 Implementação do Monitor 
A aplicação móvel foi desenvolvida com o propósito de permitir o acesso à informação referente a todos 
os eventos de natureza vibratória registados pelo dispositivo de monitorização (Coletor). Este componente 
assume uma elevada importância dentro da própria solução por possibilitar a visualização dos diferentes 
eventos registados e dos seus valores de vibração em ordem à aceleração, velocidade e frequência de 
uma forma fácil, intuitiva e prática. 
Na procura da melhor opção para o desenvolvimento da aplicação móvel foi escolhida a utilização da 
plataforma Android. Já a escolha do IDE foi mais simples, tendo sido eleito o IDE Android Studio 
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(https://developer.android.com/studio/index.html), baseado no IDE IntelliJ. Esta escolha tornou-se 
particularmente óbvia por se tratar do standard atual para o desenvolvimento de aplicações Android e 
por oferecer uma série de vantagens como o sistema de compilação Gradle, o sistema de visualização 
de layouts no formato XML e por ser particularmente leve. 
Após a decisão da plataforma a utilizar e da instalação do IDE e das suas diversas ferramentas (tais 
como o emulador, vários Android SDK, entre outros), o foco passou a ser a compreensão das diversas 
orientações que a Google faculta aos desenvolvedores Android. Essas orientações estão descritas numa 
vasta documentação que pode ser consultada online, documentação essa dividida não só na categoria 
de design (https://developer.android.com/design/index.html), mas também na categoria de 
development (https://developer.android.com/develop/index.html). Algumas das orientações seguidas 
foram, por exemplo, a adaptação da aplicação a diferentes dispositivos, ecrãs e orientações dos mesmos, 
a manutenção do ciclo de vida das atividades e a utilização do recente Material Design e das suas 
diretivas em termos de dimensões dos textos, margens e palete de cores.  
Uma das premissas seguidas ao longo do desenvolvimento da aplicação móvel foi a importância de 
disponibilizar a informação através do mínimo de layouts e de interações do próprio utilizador com o 
dispositivo móvel. Com esse objetivo em mente foi desenhada a relação temporal visível na figura 37, 
que por sua vez permite a visualização da informação útil dos eventos através de diversos gráficos, 
possibilitando assim uma análise rigorosa por parte do utilizador. 
 
 




Para que o utilizador possa ter acesso à informação registada pelo dispositivo de monitorização deve 
preencher os campos necessários para o login: o seu username e a sua password. Preenchidas essas 
informações, a aplicação móvel envia um pedido POST através do protocolo HTTP, pedido esse 
responsável por comunicar com o Servidor e por obter uma resposta, seja ela de sucesso ou de 
insucesso.  
Toda a comunicação com a rede realizada pela aplicação móvel é assegurada pela biblioteca Retrofit 
(https://square.github.io/retrofit/). Esta biblioteca open-source é desenvolvida pela Square e funciona 
como um cliente do tipo REST, fornecendo ferramentas poderosas de autenticação e interação com APIs 
externas ou, como no nosso caso, com um servidor a operar com arquitetura REST. Além disso, esta 
biblioteca também tira partido da biblioteca OkHttp (http://square.github.io/okhttp/), também ela 
desenvolvida pela Square e que por sua vez é responsável por efetuar os pedidos HTTP e auxiliar nas 
tarefas de adicionar cabeçalhos aos pedidos, praticar controlo de erros, entre outras. Uma última 
biblioteca é utilizada (https://github.com/square/okio) para tornar as tarefas de escrita e leitura das 
bibliotecas standard de input e output da linguagem de programação Java mais rápidas e eficientes. 
Esse feito é alcançado através do funcionamento desta última livraria nas camadas inferiores explorando 
o conceito de shared memory pool. 
A decisão de usar a biblioteca Retrofit em detrimento de bibliotecas nativas da plataforma Android como 
a AsyncTask, Volley ou até mesmo outras livrarias externas deve-se ao facto de a mesma ser 
particularmente popular entre developers Android e por apresentar resultados muito superiores entre os 




Tabela 5 – Comparação de desempenho das bibliotecas Retrofit, AsyncTask e Volley [57] 
 
Outro dos motivos responsáveis por esta decisão é o facto da livraria Retrofit simplificar a tarefa de 
desserializar informação, tanto no formato XML, como no formato JSON, para objetos Java do tipo POJO 
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(Plain Old Java Object) através de um conversor muito rapidamente, conversor esse escolhido de forma 
arbitrária. Para o efeito foi escolhida a biblioteca Gson (https://github.com/google/gson). A utilização 
desta biblioteca de serialização/desserialização de informação no formato JSON é também ela bastante 
popular, open-source e, ao contrário de outras alternativas como as bibliotecas Jackson, Moshi ou Wire, 
suporta totalmente o uso de Java Generics.  
O primeiro passo em direção à utilização em conjunto de todas estas bibliotecas foi adicionar as 
dependências respetivas ao ficheiro build.gradle, que basicamente utiliza o sistema de compilação Gradle 
para compilar estas livrarias com o restante código. O mesmo pode ser observado na figura abaixo: 
 
dependencies { 
    compile fileTree(dir: 'libs', include: ['*.jar']) 
    testCompile 'junit:junit:4.12' 
    compile 'com.android.support:appcompat-v7:23.3.0' 
    compile 'com.android.support:design:23.3.0' 
    compile 'com.android.support:recyclerview-v7:23.3.0' 
    compile 'com.android.support:cardview-v7:23.3.0' 
    compile 'com.squareup.retrofit:retrofit:1.9.0' 
    compile 'com.squareup.okhttp:okhttp:2.7.2' 
    compile 'com.google.code.gson:gson:2.4' 
    compile 'com.github.PhilJay:MPAndroidChart:v2.2.5' 
} 
Figura 37 – Dependências utilizadas pelo sistema de compilação Gradle 
 
O passo seguinte consistiu na criação das classes Java do tipo POJO. POJO é a denominação que se dá 
a um objeto bastante regular, com variáveis de instância, métodos de instância getter e setter e, 
eventualmente, construtores do próprio objeto, seguindo dessa forma uma espécie de padrão pré-
estabelecido muito simples. Para o efeito desejado pela nossa plataforma foram criadas várias classes 
deste género em conformidade com a informação em formato JSON que é recebida através da 
comunicação com o Servidor. Tomando como exemplo a informação presente na figura 30, podemos 
ver que no caso de sucesso são recebidas as informações previstas pelos modelos definidos no Servidor, 
sendo os primeiros valores definidos pelos parâmetros count (do tipo Integer), next e previous (do tipo 
Object) e results (que por sua vez é uma lista que alberga as informações respetivas a todos os 
utilizadores). Depois temos os valores do modelo User que define os parâmetros URL (do tipo String), id 
(do tipo Integer), username e email (do tipo String), groups (do tipo List<Object>) e devices (que por sua 
vez é uma lista que alberga as informações respetivas ao Coletor ou, possivelmente, vários Coletores). 
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Daí em diante temos as restantes informações acerca dos eventos e as listas dos valores registados 
nesse evento em relação aos eixos X, Y, Z e o tempo registado. 
Dada esta informação, e de modo a desserializa-la para os objetos Java, foram criadas as classes POJO. 
Uma dessas classes é a classe Response que é possível visualizar na figura abaixo e que é responsável 
por fazer a passagem dos primeiros campos de informação definidos pelo ficheiro JSON. É importante 
reparar nas diversas anotações “@SerializedName” que a biblioteca Gson requer que se usem e que 
têm como sua função indicar o nome do campo a serializar e o nome e o tipo da variável onde será 
guardado o valor: 
 
public class Response { 
    @SerializedName("count") 
    private Integer count; 
 
    @SerializedName("next") 
    private Object next; 
 
    public Integer getCount() { 
        return count; 
    } 
 
    public void setCount(Integer count) { 
        this.count = count; 
    } 
… 
Figura 38 – Definição dos métodos da classe Response do tipo POJO 
 
Concluídas as tarefas de adicionar as dependências das bibliotecas e de criar as classes POJO foram 
direcionados esforços para configurar o objeto Retrofit (RestAdapter.Builder) e a interface dos requests. 
O objeto Retrofit é composto pelo URL base, o tipo de cliente HTTP a usar, o tipo de conversor a tratar a 
informação, o controlo de erros implementado e o nível de log desejado, enquanto que a interface dos 
requests é composta pelos endpoints a aceder, juntamente com os parâmetros do próprio pedido, 
cabeçalhos, tipo de pedido a executar e algumas anotações específicas. Em baixo é possível observar 




public class RestClient { 
    public static final String BASE_URL = "http://192.168.1.89:8000"; 
    private static RestAdapter.Builder builder; 
    private RestAdapter restAdapter; 
    private HTTPRequest request; 
 
    public RestClient(Context ctx) { 
        builder = new RestAdapter.Builder() 
                .setEndpoint(BASE_URL) 
                .setClient(new OkClient(new OkHttpClient())) 
                .setConverter(new GsonConverter(new GsonBuilder().create())) 
                .setErrorHandler(new CustomErrorHandler(ctx)) 
                .setLogLevel(RestAdapter.LogLevel.FULL); 
 
        restAdapter = RestClient.builder.build(); 
        request = restAdapter.create(HTTPRequest.class); 
    } 
Figura 39 – Código desenvolvido para a implementação do objeto Retrofit 
 
public interface HTTPRequest { 
    @FormUrlEncoded 
    @POST("/api-token-auth/") 
    void login( 
            @Field("username") String username, 
            @Field("password") String password, 
            Callback<Token> callback); 
 
    @GET("/users/{user}/") 
    void getEventsGivenUser( 
            @Header("Authorization") String token, 
            @Path("user") String user, 
            Callback<Users> callback); 
} 
Figura 40 – Código desenvolvido para a implementação dos pedidos 
 
Na figura 41 podemos visualizar o pedido que o utilizador envia aquando do seu processo de login. Após 
preencher os campos do seu username e da sua password é executado o código responsável pelo login 
com a utilização dos parâmetros String username e String password. Esses parâmetros são envolvidos 
pelas anotações “@Field” permitindo ao objeto Retrofit reconhecer quais são os campos a comparar. É 
também adicionado o parâmetro Callback cuja resposta em caso de sucesso é composta pelo id do 
utilizador e pelo Token de sessão que funciona como forma de autenticação.  
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A utilização do Callback resulta da necessidade de utilizar um pedido HTTP assíncrono, permitindo assim 
que o cliente faça outras operações enquanto a comunicação com a rede é processada em background. 
Desta forma a aplicação mantém-se responsiva, ao contrário do caso em que se recorresse a um pedido 
HTTP síncrono. Já a utilização do Token permite, entre outras coisas, que o utilizador tenha acesso a 
determinados recursos existentes no servidor sem ter de introduzir os seus dados pessoais, o que confere 
um nível de segurança. Em baixo é possível visualizar o layout da atividade de Login: 
 
 
Figura 41 – Layout da atividade Login 
 
Após o login, o utilizador recebe o seu id de utilizador e o respetivo Token. De forma a preservar estas 
informações a aplicação utiliza o mecanismo SharedPreferences para guardar os seus valores e persisti-
los ao longo da sessão, mecanismo esse que é nativo da plataforma Android. O seu funcionamento é 
muito simples: através de um mecanismo de chave/valor e da especificação do tipo de informação a 
guardar são zeladas as informações a utilizar ao longo da sessão por diversas Activities ou Fragments. 
Com essas informações é então executado um novo método, desta feita o método getEventsGivenUser 
com os parâmetros String token, String user e Callback<Users> callback, método esse responsável por 
executar um pedido do tipo GET para o URL http://192.168.1.89:8000/users/{id_user} juntamente 
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com o cabeçalho “Authorization” preenchido pelo valor do Token recebido. A resposta em caso de 
sucesso é basicamente composta por toda a informação disponível no servidor referente ao utilizador 
vinculado à aplicação, informação essa que é automaticamente disponibilizada no layout da aplicação 
de uma forma útil e rápida, como se pode observar na figura seguinte: 
 
 
Figura 42 – Layout da atividade Events 
 
O layout da atividade Events exibe todos os eventos registados pelo dispositivo de monitorização 
conectado à plataforma. Um evento é basicamente um episódio de natureza vibratória cujos valores 
registados são de interesse para um indivíduo (ou um grupo de indivíduos) e cuja avaliação pode resultar 
na perceção do perigo existente para as estruturas em causa. Os eventos podem ter durações 
completamente distintas, mas por norma são eventos de curta duração, variando entre os dois e os doze 
segundos. Esses eventos são definidos pela sua data, hora do acontecimento, o nome do dispositivo e o 
nome do evento em si, podendo a sua pesquisa ser realizada através de um movimento simples de swipe 
promovido pela utilização do widget RecyclerView. Este tipo de layout é um tipo mais avançado e flexível 
do que o layout ListView e permite disponibilizar um conjunto grande de dados separados em elementos 
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(cartões) que podem ser scrolled e cujo número total de elementos pode mudar ao longo do tempo 
devido a comunicações através da rede.  
O widget RecyclerView recorre a um mecanismo díspar que se baseia na utilização de um adapter e de 
um layout manager responsáveis por definir o tipo de informação contida por um elemento e por 
posicionar esse mesmo elemento dentro da própria lista, respetivamente. O funcionamento deste 
mecanismo pode ser visto na figura abaixo: 
 
 
Figura 43 – Funcionamento do widget RecyclerView [58] 
 
Aliado a este tipo de layout foi também utilizado um mecanismo capaz de refrescar a informação no ecrã 
através do uso do widget SwipeRefreshLayout. Ao executar esse mecanismo é repetido o pedido pela 
informação guardada no servidor. Além da informação ser automaticamente disponibilizada para que o 
utilizador possa consultar a atividade da solução, a informação é também ela guardada numa base de 
dados criada propositadamente para o efeito e que tem como função evitar a execução de novos pedidos 
HTTP ao longo da sessão. Essa decisão foi tomada de forma a minimizar o tempo de espera registado 
aquando da execução de comunicações na rede e de forma a persistir os dados não só ao longo da 
sessão, como até depois do encerramento da sessão. Para o efeito foi utilizada a biblioteca Realm 
(https://realm.io/). Esta biblioteca open-source desenvolvida para Java, Swift, Xamarin e Objective-C tem 
vindo a ganhar uma imensa popularidade nos últimos anos, sendo inclusivamente utilizada por 
companhias como a Amazon, Google e Ebay. Tal feito deve-se ao facto da sua configuração ser muito 
rápida, os resultados alcançados através do seu funcionamento serem acima das outras alternativas 
mais populares como o SQLite ou ORM e recorrer a uma sintaxe ajustada à própria linguagem de 
programação.  
De encontro às necessidades da aplicação móvel Monitor foi implementado código capaz de guardar as 
informações dos eventos e dos respetivos valores registados de forma a serem desenhados 
posteriormente pelos gráficos de análise. Após criar a instância do objeto Realm é executado o método 
de adicionar ou atualizar informação que pode ser visto na figura abaixo: 
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    public void addOrUpdateData(Data d, RealmList<Points> pointsRealmList) { 
        RealmQuery<Data> query = realm.where(Data.class); 
        RealmResults<Data> results = query.equalTo("id", d.getId()).findAll(); 
 
        if(results.isEmpty()){ 
            realm.beginTransaction(); 
            Data data = realm.createObject(Data.class); 
            data.setId(d.getId()); 
            data.setDate(d.getDate()); 
            data.setTime(d.getTime()); 
            data.setDeviceName(d.getDeviceName()); 
            data.setEventName(d.getEventName()); 
            for (Points p : pointsRealmList) { 
                Points managedPoint = realm.copyToRealm(p); 
                data.getPoints().add(managedPoint); 
            } 
            realm.commitTransaction(); 
        } else { 
            realm.beginTransaction(); 
            results.first().setId(d.getId()); 
            results.first().setDate(d.getDate()); 
            results.first().setTime(d.getTime()); 
            results.first().setDeviceName(d.getDeviceName()); 
            results.first().setEventName(d.getEventName()); 
            results.first().getPoints().clear(); 
            for (Points p : pointsRealmList) { 
                Points managedPoint = realm.copyToRealm(p); 
                results.first().getPoints().add(managedPoint); 
            } 
            realm.commitTransaction(); 
        } 
    } 
Figura 44 – Código desenvolvido para guardar informação no objeto Realm 
 
Guardada a informação, o utilizador tem todos os dados úteis ao seu dispor no dispositivo móvel, não 
necessitando de executar qualquer outra tarefa. O utilizador pode sair da aplicação ou até mesmo 
terminar o estado atual da mesma: as informações dos seus eventos, os seus gráficos, o seu id de 
utilizador e o seu Token de autenticação são mantidos de forma persistente, não necessitando de 
executar novamente o seu login para receber estas informações.  
É também nesta fase que é efetuada a primeira tarefa relativa ao tratamento dos dados recolhidos pelo 
dispositivo de monitorização. Como é sabido, o acelerómetro é um componente muito suscetível a ruídos. 
Um dos tipos de ruído é aquele que é verificado quando o acelerómetro se encontra perante uma situação 
sem movimento. Quando o acelerómetro está perante uma situação deste género, pequenas variações 
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na aceleração podem ser interpretadas como aceleração dinâmica e, por sua vez, como velocidade, 
devido ao facto das amostras recolhidas não possuírem um valor nulo.   
De maneira a evitar este tipo de erro foi analisado o funcionamento do dispositivo de monitorização em 
situações de repouso. Em baixo é possível observar o resultado obtido: 
 
 
Figura 45 – Resultado do dispositivo de monitorização Coletor em repouso no eixo X 
 
 




Figura 47 – Resultado do dispositivo de monitorização Coletor em repouso no eixo Z 
 
Como se pode verificar, os valores oscilam entre os -0.3 e os 0.3 m/s2, atingindo no caso do eixo Z o 
valor máximo de aproximadamente 0.6 m/s2. Esta variação de valores denominada por “ruído mecânico” 
é responsável por provocar erros de cálculo na integração dos valores da aceleração para velocidade, 
motivo suficiente para que fosse criada uma janela de descriminação com a responsabilidade de receber 
os valores e associar um valor nulo quando os valores se encontrarem dentro desse intervalo. Caso os 
valores se encontrem fora então aí assim estamos presentes de um evento de natureza vibratória. Em 
baixo é possível observar a implementação dessa janela ao nível da aplicação móvel Monitor. Esse código 
é implementado imediatamente antes da criação da instância do objeto Realm de forma a guardar na 
base de dados do dispositivo móvel os valores já alterados: 
 
        for (int k = 0; k < apiResponse.getDevices().get(i).getEvents().get(j).getValues().size(); k++) { 
            double aux = apiResponse.getDevices().get(i).getEvents().get(j).getValues().get(k).getX(); 
            if (aux < 0.3 && aux > -0.3) aux = 0.0; 
            Double x = aux; 
 
            aux = apiResponse.getDevices().get(i).getEvents().get(j).getValues().get(k).getY(); 
            if (aux < 0.3 && aux > -0.3) aux = 0.0; 
            Double y = aux; 
 
            aux = apiResponse.getDevices().get(i).getEvents().get(j).getValues().get(k).getZ(); 
            if (aux < 0.3 && aux > -0.3) aux = 0.0; 




            Double t = apiResponse.getDevices().get(i).getEvents().get(j).getValues().get(k).getTime(); 
 
            Points point = new Points(x, y, z, t); 
            points.add(point); 
        } 
Figura 48 – Código desenvolvido para a implementação da janela 
 
Nesta fase, com os eventos guardados ao nível da aplicação, o utilizador tem três opções: verificar todos 
os eventos registados, escolher um evento que lhe interesse visualizar os valores registados ou então 
fazer logout da sessão. O mecanismo de logout é bastante simples, pois aquilo que faz é remover as 
informações guardadas no mecanismo SharedPreferences (id do utilizador e Token de autenticação), 
remover as informações guardadas na base de dados criada através do objeto Realm (informações dos 
eventos e dos valores registados respetivos) e encaminhar o ciclo de vida da aplicação para a atividade 
de Login. Já as outras duas opções fazem parte daquilo que é o objetivo principal da aplicação móvel 
Monitor: fornecer ao utilizador as ferramentas necessárias para analisar a vibração registada pelo 
dispositivo de monitorização Coletor. 
Escolhido um evento, o utilizador tem acesso a três tipos de gráficos: os gráficos em ordem à aceleração, 
em ordem à velocidade e em ordem à frequência.  
Os primeiros gráficos disponibilizam as informações provenientes do acelerómetro filtradas, colocando 
os valores da aceleração (m/s2) em função do tempo. Esses valores podem ser relativos a qualquer um 
dos três eixos ou relativos à sua resultante. Esses valores, como se sabe, estão sujeitos a um desvio 
enorme quando calculado o seu integral. Essa situação deve-se ao facto da própria integração aplicar 
um efeito de filtragem passa-baixo, enfatizando os valores relativos às frequências baixas. Se tivermos a 
função: 
 
𝑦1 = cos(𝑤𝑡) 
 
e calcularmos o seu integral chegamos à função: 
 
𝑦2 =  
1
𝑤
∗ sin (𝑤𝑡) 
Esta função mostra claramente que os valores respetivos às frequências baixas possuem uma 
componente muito expressiva na função obtida após integração. Por esse motivo foi desenhado um filtro 
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passa-alto responsável por eliminar a componente da frequência indesejável para a nossa análise. Essa 
componente é a existente no intervalo entre os 0-5 Hz [55]. 
Um filtro comum tem a função de permitir a passagem às frequências de interesse. Já um filtro passa-
alto tem a função de permitir a passagem com facilidade de frequências altas, atenuando a amplitude 
das frequências baixas. Existem vários tipos de filtros passa-alto, no entanto, optou-se por escolher um 
filtro do tipo Butterworth. Para desenhar esse filtro foi utilizada a ferramenta fdatool do software MATLAB. 
Esta ferramenta permite escolher o tipo de resposta do filtro, o tipo de desenho (IIR ou FIR), a ordem, a 
frequência de corte e a frequência de amostragem. Em baixo é possível observar uma figura que mostra 
os parâmetros escolhidos: 
 
 
Figura 49 – Parâmetros escolhidos para o filtro passa-alto Butterworth na ferramenta fdatool 
 
De todos os parâmetros aquele que pode suscitar mais interesse é o valor da frequência de amostragem. 
Pelo teorema de Nyquist esta frequência necessita de ser, pelo menos, duas vezes superior à banda de 
frequência. Tendo em conta que a banda de frequência de interesse é de 200Hz, o valor da frequência 
de amostragem tem de ser de, pelo menos, 400Hz. Já para a frequência de corte foi escolhido o valor 
de 5Hz, devido aos mesmos motivos referenciados anteriormente. Com os parâmetros escolhidos 
chegamos ao filtro cuja resposta em frequência pode ser vista abaixo: 
 
 
Figura 50 – Resposta em frequência do filtro passa-alto Butterworth  
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De forma a aplicar este filtro na nossa lista de valores foi necessário calcular a função de transferência 
recorrendo aos coeficientes do filtro. A fórmula e a forma de utilizar esses mesmos coeficientes pode ser 
observada no endereço https://www.mathworks.com/help/signal/ref/butter.html. Os coeficientes 
podem ser vistos na figura seguinte: 
 
 
Figura 51 – Coeficientes do filtro passa-alto Butterworth 
 
Com a fórmula e com estes coeficientes do filtro passou-se à implementação propriamente dita em Java 
na aplicação móvel Monitor. A implementação baseou-se na utilização da forma direta II transposta e 
tem como objetivo atenuar a componente presente nos primeiros cinco Hz e preparar os valores para 
serem apresentados no gráfico respetivo: 
 
    private List<Double> applyFilter(Data d, List<Double> acc, Integer i) { 
        double[] z = new double[2]; 
        List<Double> auxList = new ArrayList<>(); 
 
        switch (i) { 
            case 1: //Acceleration filtering in X Axis 
                for (int j = 0; j < d.getPoints().size(); j++) { 
                    double x = d.getPoints().get(j).getX(); 
                    double temp = x - (-1.8890 * z[0]) - (0.8949 * z[1]); 
                    double aux = (temp) + (-2 * z[0]) + (z[1]); 
                    auxList.add(aux); 
                    z[1] = z[0]; 
                    z[0] = temp; 
                } 
                break; 
            case 2: //Acceleration filtering in Y Axis 
                for (int j = 0; j < d.getPoints().size(); j++) { 
                    double x = d.getPoints().get(j).getY(); 
                    ... 
Figura 52 – Rotina applyFilter(Data, List<Double>, Integer) responsável pela aplicação do filtro 
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O resultado desta rotina de filtragem juntamente com a rotina da janela mostra um gráfico de aceleração 
mais suave. Através de um teste simples em que sujeitamos o dispositivo de monitorização a três 
pancadas ligeiras conseguimos ver o efeito destas rotinas no resultado final da aceleração. Em baixo é 
apresentado o resultado no eixo Z: 
 
 
Figura 53 – Valores da aceleração raw no eixo Z 
 
 
Figura 54 – Valores da aceleração filtrada no eixo Z  
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Após a rotina applyFilter(Data, List<Double, Integer) apresentada na figura 53 é então enviada a nova 
lista de valores para servir como parâmetro do desenho dos gráficos juntamento com a data do evento, 
a hora, o nome do dispositivo e o nome do evento. Estes gráficos são criados de forma dinâmica 
recorrendo a um Adapter, tal como foi explicado na figura 44.  
Neste momento, em termos de processamento do sinal foram efetuadas as seguintes tarefas: 
 
 
Figura 55 – Estado final da aceleração após processamento do sinal inicial 
 
Estas tarefas foram completamente essenciais para o resultado das tarefas seguintes. A integração, que 
é o processo matemático que permite obter o valor da velocidade a partir do valor da aceleração, nem 
sempre funciona muito bem neste tipo de casos, pois aquilo que faz é apresentar uma estimativa da 
velocidade e não propriamente a velocidade real. Além disso, caso as tarefas anteriormente realizadas 
como a rotina de calibragem no dispositivo de monitorização, a montagem apropriada do equipamento, 
a escolha da janela e, inclusivamente, a escolha do filtro forem mal-executadas, a integração ampliará 
ainda mais esse erro presente na plataforma.  
De qualquer dos modos, e assumindo que até aqui as tarefas foram realizadas com o cuidado exigido, 










Desta fórmula sai: 
 
(𝑣𝑓 − 𝑣𝑖) = 𝑎 ∗ (𝑡𝑓 − 𝑡𝑖) 
 
E termina em: 
 
𝑣𝑓 = 𝑣𝑖 + 𝑎 ∗ (𝑡𝑓 − 𝑡𝑖) 
 65 
 
Esta fórmula final foi implementada na aplicação móvel Monitor com o código que se pode ver na figura 
seguinte. Foi também adicionado um valor inicial, valor esse nulo, de forma a auxiliar o processo de 
integração dos valores: 
 
    private List<Double> applyIntegral(List<Double> acc, List<Double> tAxis) { 
        List<Double> auxList = new ArrayList<>(); 
 
        for (int j = 0; j < acc.size(); j++) { 
            if (j == 0) 
                auxList.add(0.0); 
            else 
                auxList.add(auxList.get(j - 1) + 
                        acc.get(j) * (tAxis.get(j) - tAxis.get(j - 1))); 
        } 
        return auxList; 
    } 
Figura 56 – Rotina applyIntegral(List<Double>, List<Double>) responsável pela integração 
 
O resultado desta integração é bastante satisfatório quando comparado com aquele que seria obtido 
caso não existisse qualquer tratamento dos dados obtidos pelo dispositivo de monitorização. Ao contrário 
do que é verificado na figura 58, onde o valor da velocidade tende para um valor infinito, o valor obtido 
para a velocidade coaduna-se com a aceleração obtida. Além disso, mantém a sua componente nula ao 
longo do tempo, como se pode ver na figura 59: 
 
 




Figura 58 – Valor da velocidade filtrada no eixo Z 
 
As diferenças entre ambos os casos são mais visíveis quando comparadas com o valor da aceleração 
inicial, com e sem processamento de sinal: 
 
 





Figura 60 – Comparação entre o valor da aceleração e da velocidade filtrada no eixo Z 
 
Com este resultado é possível dizer que, embora o filtro seja bastante simples e de fácil implementação, 
o funcionamento dele é indispensável para a solução, tornando a utilização do software MATLAB e da 
ferramenta fdatool imprescindíveis para a solução, não só devido à idealização e criação do filtro, mas 
também devido ao suporte em termos de testes que foi possível dar ao funcionamento das diferentes 
rotinas codificadas ao nível da aplicação móvel Monitor.  
Concluídas as diferentes rotinas responsáveis por medir a aceleração dinâmica, filtrar os valores 
indesejáveis e integrar o resultado de forma a obter a velocidade chegamos ao final das operações de 
processamento do sinal. Em baixo é possível observar uma figura que ilustra os diferentes momentos 
pelos quais a aceleração obtida pelo dispositivo de monitorização passa: 
 
 
Figura 61 – Estado final da velocidade após processamento do sinal  
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Por fim, os últimos gráficos apresentados pela aplicação móvel Monitor são os valores em relação à 
frequência. A análise da resposta em frequência de um sistema permite analisar o seu comportamento 
quanto ao ganho em determinadas faixas de frequência e compreender melhor alguns problemas, como 
ruídos ou distorções, problemas esses difíceis de quantificar quando se inspeciona a forma de onda em 
função do tempo. 
De forma a obter a resposta em frequência foi utilizada a transformada rápida de Fourier (FFT). A 
transformada rápida de Fourier fornece um método para analisar o domínio da frequência, partindo do 
princípio que qualquer forma de onda no domínio do tempo pode ser representada pela soma ponderada 
de senos e cossenos. A forma de onda pode assim ser representada no domínio da frequência como um 
par de valores de amplitude e fase de cada componente da frequência. 
De maneira a aplicarmos a densidade espectral de potência foi seguida a documentação disponível online 
no endereço http://www.mathworks.com/help/signal/ref/periodogram.html. Esta documentação 
culminou num script escrito no software MATLAB que computa a transformada rápida de Fourier e que 
recebe como parâmetros o sinal, a frequência de amostragem e o número da figura a imprimir. Em baixo 
podemos observar o sinal composto por componentes a atuar nas bandas de frequência 25, 50 e 75Hz 
utilizado como teste no funcionamento do script desenvolvido, cujo funcionamento se traduz na ilustração 
da densidade espectral de potência: 
 
 




Figura 63 – Densidade espectral de potência do sinal utilizado como teste 
 
Como se pode verificar, as bandas de 25, 50 e 75Hz não possuem atenuação quando comparadas com 
as restantes bandas. O periodograma respetivo é, portanto, uma excelente ferramenta para compreender 
quais são as bandas de frequência mais significativas de um sinal. Voltando ao nosso teste simples de 
três pancadas, utilizado para descrever o funcionamento da aplicação móvel, o resultado não é tão linear 
quanto o anterior pois a informação é muito mais aleatória e composta por diferentes componentes a 
atuar em diferentes bandas de frequência. O resultado pode ser visto na figura abaixo: 
 
 
Figura 64 – Densidade espectral de potência do sinal de teste das três pancadas (MATLAB)  
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O mesmo resultado é obtido ao nível da aplicação móvel Monitor através da utilização do código 
desenvolvido a propósito do projeto Nayuki. Este projeto, que pode ser consultado no endereço 
https://www.nayuki.io/page/free-small-fft-in-multiple-languages, fornece uma ferramenta versátil para o 
processamento digital de sinal. Está escrito em diferentes linguagens de programação, pelo que a decisão 
de escolher a solução desenvolvida em Java se tornou linear por se tratar da linguagem em que foi escrita 
a aplicação móvel. Em baixo é possível observar o resultado em ordem à frequência do sinal referente 
ao teste das três pancadas: 
 
 
Figura 65 – Densidade espectral de potência do sinal de teste das três pancadas (Monitor) 
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5. RESULTADOS E DISCUSSÃO  
5.1 Cenários de Teste 
De modo a testar a nossa proposta foram efetuados alguns testes em paralelo com um equipamento 
certificado. Para o efeito, o equipamento escolhido foi o Mini Seis™. Este sismógrafo é uma excelente 
alternativa para a monitorização de vibrações provocadas pela utilização de explosivos, mas pode ser 
utilizado para muitas outras tarefas. É leve, fácil de utilizar e regista tanto o resultado das ondas 
vibratórias físicas (através de um transdutor baseado em geofones), como o resultado das ondas 
vibratórias sonoras (através de um microfone). Na figura abaixo é possível observar esse equipamento: 
 
 
Figura 66 – Equipamento certificado utilizado nos cenários de teste (Mini Seis™) 
 
Este Mini Seis™ foi alugado à empresa “Drillblast - Engenharia E Consultoria, Lda.”, localizada em Braga. 
O valor esse foi pago integralmente pela empresa “GeoAtributo”, também ela localizada em Braga. A 
GeoAtributo acompanhou o processo de desenvolvimento e vê com interesse o futuro desta proposta. 
 72 
 
O Mini Seis™ permite analisar os eventos registados pelo mesmo através do software Seismograph Data 
Analysis™. Este software reúne os valores registados da aceleração, da velocidade e até mesmo da 
posição, colocando-os segundo a sua componente radial, transversal e vertical. Apresenta também os 
valores máximos para esses casos e calcula a resposta espectral e a transformada rápida de Fourier. 
Embora este software possua um rol de ferramentas das quais não podemos tirar grandes ilações quando 
comparadas com a solução desenvolvida, existem várias que podemos utilizar como forma de 
comparação, tais como a aceleração, velocidade e FFT. Como tal, alguns testes foram efetuados para 
compreender se a aceleração registada é semelhante, se a velocidade respetiva é comparável e se a 
resposta em frequência é correta. 
O primeiro teste é um teste simples executado em ambiente fechado onde se colocaram ambos os 
equipamentos a operar ao mesmo tempo e aplicamos duas pancadas na superfície onde estavam 
pousados. Já o segundo teste foi executado numa pedreira da empresa Irmãos Mota da Silva, Lda. na 
localidade de Mondim de Basto. Esta empresa extrai granito e transforma-o, recorrendo para isso à 
utilização de maquinaria pesada. O teste em si foi a avaliação em conjunto dos dois equipamentos da 
vibração provocada pelo equipamento. 
5.2 Resultados Experimentais 
Tal como foi referido anteriormente, o primeiro dos testes efetuados foi um teste simples onde colocamos 
ambas as soluções a uma distância de apenas um metro do ponto onde estavam a ser aplicadas forças. 
Durante um período de poucos segundos foram aplicadas duas pancadas que se podem identificar 
facilmente em ambas as soluções. 
Embora este primeiro teste seja de facto simples, ele permite testar a validade dos valores registados 
pelo dispositivo de monitorização Coletor quando comparado com o equipamento certificado. Além disso, 
este teste permite avaliar o desempenho da proposta e a interoperabilidade dos vários componentes, 
pelo que além dos diferentes gráficos obtidos serão ilustradas algumas figuras com a sequência da 
informação desde o momento em que é registada até ao momento em que é apresentada ao utilizador. 
Os gráficos apresentados são em relação aos três eixos e à resultante dos mesmos. No entanto, é dado 
destaque para o gráfico que coloca os valores da aceleração em ordem a Z. Este gráfico está relacionado 
com a componente vertical do sismógrafo e pode-se visualizar que a onda respetiva se assemelha 
bastante ao gráfico da componente vertical do sismógrafo. Em baixo é possível observar os gráficos em 




Figura 67 – Resultados da proposta em termos de aceleração (primeiro teste) 
 
 




Em contrapartida, estes são os gráficos obtidos pelo sismógrafo Mini Seis™ 
 
 
Figura 69 – Resultados do sismógrafo em termos de aceleração (primeiro teste) 
 
 
Figura 70 – Resultados do sismógrafo em termos de aceleração em ordem a Z (primeiro teste) 
 
Embora o software utilizado para analisar a onda não represente as unidades registadas, ele possui uma 
ferramenta que nos permite compreender melhor os valores apresentados. Ao observar a figura 75 
podemos reparar que o valor máximo registado se encontra muito próximo dos 2,5 segundos. Usando 
esse ponto como ponto de partida e utilizando essa ferramenta foi possível compreender que o ponto 
em que a aceleração apresentou um valor máximo se encontra no instante de tempo t = 2,6865 s com 
uma aceleração igual a 0,557 g. Assumindo que a aceleração gravítica é constante e com um valor de 





Figura 71 – Valor máximo registado pela ferramenta em termos de aceleração (primeiro teste) 
  
Esta valor é bastante semelhante com aquele que é recolhido pela nossa solução: 5,82 m/s2. Quanto 
aos valores da velocidade, em baixo é possível observar igualmente os gráficos em conjunto com 
destaque no gráfico em ordem a Z, tanto para o caso da proposta, como para o caso do sismógrafo: 
 
 
Figura 72 – Resultados da proposta em termos de velocidade (primeiro teste) 
 
 




Figura 74 – Resultados do sismógrafo em termos de velocidade (primeiro teste) 
 
 




Utilizando a mesma ferramenta foi possível compreender que o ponto em que a velocidade apresentou 




Figura 76 – Valor máximo registado pela ferramenta em termos de velocidade (primeiro teste) 
 
Esse valor é muito semelhante daquele que é obtido através da proposta. Podemos, portanto, dizer que 
este teste é um bom indicador do dispositivo de monitorização. 
É importante reconhecer que os valores registados passam por algumas fases até poderem ser 
analisados. Após o fim da aquisição de dados, o próprio Coletor envia para o Servidor o resultado da 
colheita dando origem a um novo evento. Este evento é então gravado na Base de Dados do Servidor, 
podendo ser consultado via Web através da introdução do URL http://192.168.1.89:8000/events/4/. 
Em baixo é possível observar um excerto da informação gravada no Servidor a propósito deste teste: 
 
 
Figura 77 – Excerto dos resultados gravados no Servidor (primeiro teste)  
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Com a informação gravada no Servidor, o utilizador pode consultar o novo evento de natureza vibratória. 
As figuras seguintes ilustram os diferentes momentos no Monitor que possibilitam ao utilizador tirar 









Figura 78 – Resultados gravados no Coletor (primeiro teste) 
 
Já o segundo teste efetuado foi um teste onde colocamos ambas as soluções a uma distância de alguns 
metros de uma máquina furadora. Durante um período de praticamente doze segundos foram registados 
vários impactos entre a máquina e a pedra, impactos esses que se podem identificar em ambas as 
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soluções com um grau de rigor diferente. Este segundo teste permite testar a validade dos valores 
registados pelo dispositivo de monitorização Coletor quando comparado com o equipamento certificado 
numa situação mais prática. Em baixo é possível visualizar a configuração do teste: 
 
Figura 79 – Configuração dos equipamentos (segundo teste) 
 
A par do primeiro teste, este segundo teste permite avaliar o desempenho da proposta e a 
interoperabilidade dos vários componentes. No entanto, neste caso são apenas mostrados os gráficos 
obtidos. Esses gráficos são em relação aos três eixos e à resultante dos mesmos, mas mais uma vez é 
dado destaque para o gráfico que coloca os valores da aceleração em ordem a Z. Este gráfico está 
relacionado com a componente vertical do sismógrafo. Em baixo é possível observar os gráficos em 





Figura 80 – Resultados da proposta em termos de aceleração (segundo teste) 
 
 
Figura 81 – Resultados da proposta em termos de aceleração em ordem a Z (segundo teste)  
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Em contrapartida, estes são os gráficos obtidos pelo sismógrafo Mini Seis™ 
 
 
Figura 82 – Resultados do sismógrafo em termos de aceleração (segundo teste) 
 
 
Figura 83 – Resultados do sismógrafo em termos de aceleração em ordem a Z (segundo teste) 
 
Em ambas as soluções é possível visualizar que estamos perante o funcionamento de uma máquina cujo 
impacto registado em termos de vibração é repetido periodicamente. Ao observar a figura 88 podemos 
reparar com mais clareza que a vibração registada se mantém constante ao longo do tempo. No entanto, 
existe um valor máximo registado e que se encontra muito próximo dos 1,5 segundos. Usando esse 
ponto como ponto de partida e utilizando essa ferramenta foi possível compreender que o ponto em que 
a aceleração apresentou um valor máximo se encontra no instante de tempo t = 1,6162 s com uma 
aceleração igual a 0,0530 g. Assumindo que a aceleração gravítica é constante e com um valor de 
9,80665 m/s2, a aceleração verificada é aproximadamente igual a 0,52 m/s2. Ora, esse valor é bem 
diferente daquele que é obtido pelo dispositivo de monitorização que se encontra à volta dos 2,5 m/s2. 
Além disso, a grande maioria dos valores periódicos possuem uma aceleração igual a 0,13 m/s2 (0.0133 
g), enquanto que no caso do Coletor existe alguma discrepância entre os valores obtidos ao longo do 
tempo. Isso significa que em comparação com o sismógrafo o Coletor tem mais dificuldade em distinguir 





Figura 84 – Valor máximo registado pela ferramenta em termos de aceleração (segundo teste) 
 
Quanto aos valores da velocidade, em baixo é possível observar igualmente os gráficos em conjunto com 
destaque no gráfico em ordem a Z, tanto para o caso da proposta, como para o caso do sismógrafo: 
 
 
Figura 85 – Resultados da proposta em termos de velocidade (segundo teste) 
 
 




Figura 87 – Resultados do sismógrafo em termos de velocidade (segundo teste) 
 
 
Figura 88 – Resultados do sismógrafo em termos de velocidade em ordem a Z (segundo teste) 
 
Utilizando a mesma ferramenta foi possível compreender que o ponto em que a velocidade apresentou 






Figura 89 – Valor máximo registado pela ferramenta em termos de velocidade (segundo teste) 
 
Este valor é bastante diferente daquele que é visível através do gráfico presente na figura 91. Por esse 





Este trabalho teve como objetivo desenvolver uma proposta baseada no conceito da Internet das Coisas 
que fosse de encontro à problemática do controlo de vibrações causadas pela prática de atividade 
humana. Baseada na arquitetura REST foi possível criar uma plataforma capaz de monitorizar, registar 
e visualizar eventos através de três diferentes componentes que operam em conjunto: o Coletor, o 
Servidor e o Monitor. 
Como o próprio nome indica, o Coletor apresentou um dispositivo de monitorização capaz de recolher 
amostras ao longo do tempo. Essas amostras são depois enviadas em formato JSON para o Servidor, 
dando origem a um evento. Já o Servidor apresentou um sistema em rede capaz de registar e manter 
um histórico da informação dos diversos eventos monitorizados pelo Coletor e permite ainda a consulta 
posterior através do último componente, que é o Monitor. O Monitor é constituído por uma aplicação 
móvel desenvolvida para Android que permite visualizar a informação gravada no Servidor e ainda 
apresenta um algoritmo simples de processamento de sinal que permite tratar a informação e devolver 
a mesma em termos de aceleração, velocidade e frequência.  
6.1 Conclusões 
Ao desenvolver esta proposta depressa se percebeu que a Internet das Coisas é um ramo muito vasto 
cujo funcionamento não se encontra muito estandardizado. Esse fator deu liberdade ao desenvolvimento 
desta proposta que pretende apresentar uma aproximação de uma solução para um problema real. 
A arquitetura REST encaixa-se bem nesta temática, pois é uma arquitetura que funciona muito bem com 
dispositivos que possuem menos recursos, pois além de apresentar uma performance maior e uma 
menor complexidade de implementação quando comparado com outras alternativas, a representação 
virtual dos objetos registados por esses dispositivos é muito conveniente. Juntamente com a linguagem 
de notação JSON tornou-se possível serializar e desserializar informação, enviando-a de componente em 
componente muito rapidamente. Nesse sentido, a framework Django Rest também mostrou ser útil ao 
desenvolvimento desta proposta, pois permitiu a construção de um Servidor REST de raiz, consultável 
via Web e capaz de resolver muitos problemas, tais como a descrição dos modelos da Base de Dados, 
a definição dos URLs e a criação de mecanismos de autenticação. 
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Uma das maiores dificuldades desta proposta foi o desenvolvimento do dispositivo de monitorização 
apresentado. Embora as suas limitações sejam reconhecidas, a expectativa é que o Coletor apresente 
uma boa demonstração do conceito, especialmente porque dá margem à implementação de novas 
funcionalidades. Terminada a pequena barreira de testes executada em paralelo com um sismógrafo 
certificado, é notório que, embora o acelerómetro ADXL345 seja um componente interessante 
(principalmente por ter um funcionamento muito ajustado ao seu preço), para validar futuramente esta 
proposta será uma boa ideia trocar este acelerómetro por outro que vá de encontro a especificações 
mais rigorosas. Pelo contrário, o Raspberry Pi apresentou-se como um microprocessador muito 
interessante. A possibilidade de o conectar à rede através de diferentes protocolos, o estímulo ao 
desenvolvimento de código e o facto de não apresentar grandes limitações em termos de consumo de 
energia são boas características e justificam a sua utilização nesta proposta. 
Para terminar, a aplicação móvel e o processamento de sinal desenvolvido na mesma foram as tarefas 
que obrigaram a um maior investimento de tempo: a aplicação, porque trabalha com várias livrarias, 
cada uma responsável por realizar uma tarefa em específico (comunicação com a rede, 
serialização/desserialização de dados, criação de gráficos, etc) e porque disponibiliza num pequeno 
número de atividades um grande conjunto de informações e o processamento de sinal, porque obrigou 
à leitura de mais documentação e trabalho na matéria, permitindo chegar assim a uma abordagem 
algorítmica do problema através da implementação de alguns filtros e da integração do próprio conjunto 
de dados. 
6.2 Trabalho Futuro 
Esta proposta é apenas uma primeira aproximação de uma solução menos dispendiosa para um 
problema que afeta a estrutura de edifícios, públicos ou privados, pelo que só a evolução da mesma 
permitirá a utilização efetiva desta proposta no futuro. Existem vários aspetos a serem melhorados ou 
até mesmo acrescentados à proposta, tais como: 
 Substituir o acelerómetro utilizado por outro mais sensível e menos suscetível a erros; 
 Uso de mais dispositivos de monitorização para ir de encontro a uma solução baseada em rede; 
 Utilizar uma pilha protocolar mais adaptada ao conceito da Internet das Coisas; 
 Implementar um mecanismo de registo de eventos sem necessidade de ativação remota; 
 Aprimorar o mecanismo de autenticação criado pelo Servidor; 
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