The 0-1 knapsack problem is an important NP-hard problem that admits fully polynomial-time approximation schemes (FPTASs). Previously the fastest FPTAS by Chan (2018) with approximation factor 1 + ε runs inÕ(n + (1/ε) 12/5 ) time, whereÕ hides polylogarithmic factors. In this paper we present an improved algorithm inÕ(n + (1/ε) 9/4 ) time, with only a (1/ε) 1/4 gap from the quadratic conditional lower bound based on (min, +)-convolution. Our improvement comes from a multi-level extension of Chan's number-theoretic construction, and a greedy lemma that reduces unnecessary computation spent on cheap items.
Introduction

Background
In the 0-1 knapsack problem, we are given a set I of n items where each item i ∈ I has weight w i and profit p i , and we want to select a subset J ⊆ I such that j∈J w j ≤ W and j∈J p j is maximized. The 0-1 knapsack problem is a fundamental optimization problem in computer science and is one of Karp's 21 NP-complete problems [8] . An important field of study on NP-hard problems is to find efficient approximation algorithms. A (1 + ε)-approximation algorithm (for a maximization problem) outputs a value SOL such that SOL ≤ OPT ≤ (1 + ε) · SOL, where OPT denotes the optimal answer. The 0-1 knapsack problem is one of the first problems that were shown to have fully polynomial-time approximation schemes (FPTASs), i.e., algorithms with approximation factor 1 + ε for any given 0 < ε < 1 and running time polynomial in both n and 1/ε.
There has been a long line of research on finding faster FPTASs for the 0-1 knapsack problem, as summarized in Table 1 . The first algorithm with only subcubic dependence on 1/ε was due to Rhee [15] . Very recently, Chan [3] gave an elegant algorithm for the 0-1 knapsack problem in deterministic O(n log √ log(1/ε)) ) time respectively, which are faster for small n.
FPTASs on several special cases of 0-1 knapsack are also of interest. For the unbounded knapsack problem, where every item has infinitely many copies, Jansen and Kraft [7] obtained an O(n + ( ε )-time algorithm; the unbounded version can be reduced to 0-1 knapsack with only a logarithmic blowup in the problem size [5] . For the subset sum 
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problem, where every item has p i = w i , Kellerer et al. [9] obtained an algorithm with O(min{n/ε, n + (
ε }) running time, which will be used in our algorithm as a subroutine. For the partition problem, which is a special case of the subset sum problem where W = 1 2 i∈I w i , Mucha et al. [14] obtained an algorithm with a subquadraticÕ(n + (
On the lower bound side, recent reductions showed by Cygan et al. [5] and Künnemann et al. [12] imply that 0-1 knapsack and unbounded knapsack have no FPTAS in O((n+
2−δ ) time, unless (min, +)-convolution has truly subquadratic algorithm [14] . It remains open whether 0-1 knapsack has a matching upper bound.
Our results
In this paper we present improved FPTASs for the 0-1 knapsack problem. Our results are summarized in the following two theorems.
◮ Theorem 1.
There is a deterministic (1 + ε)-approximation algorithm for 0-1 knapsack with running time O(n log
Theorem 2 gives the current best time bound for (
) time randomized algorithm [3] remains the fastest. For n ≫ 1 ε , Theorem 1 gives a better time bound, improving upon the previous O(n log
) algorithm by Chan [3] .
Outline of our algorithm
We give an informal overview of our improved algorithm for 0-1 knapsack. Using a known reduction [3] , it suffices to solve an easier instance of 0-1 knapsack where profits of all items satisfy p i ∈ [1, 2] . Here "solving an instance" means approximating the function f (x) := [maximum total profit of items with at most x total weight] for all x ≥ 0, rather than for just a single point x = W . In this restricted case, simple greedy (sorting according to unit profits p i /w i ) gives an additive error of at most max j p j = O(1), so it suffices to approximate the capped function min{ε −1 , f (x)} with approximation factor 1+O(ε). Chan gave an algorithm that (1+ε)-approximates min{B, f (x)} inÕ(n+ε −2 B 1/2 ) time (implied by [3, Lemma 7] ), which immediately implies anÕ(n + ε −5/2 ) time FPTAS by setting B = ε −1 .
Greedy. Now we explain how to use a greedy argument (described in detail in Section 5) to improve this algorithm toÕ(n + ε −7/3 ) time. We sort all items (with p i ∈ [1, 2]) in nonincreasing order of unit profits p i /w i , and divide them into three subsets H, M, L (items with high, medium, low unit profits), where H contains the top Θ(ε −1 ) items, and L contains all items i for which
there is a gap between the unit profits of H-items and L-items. Intuitively, there are sufficiently many H-items available, so it's not optimal to include too many cheap L-items when the knapsack capacity is not very big. To be more precise, we prove that in any optimal solution we care about (i.e., having optimal total profit smaller than ε −1 ), the total profit contributed by L-items cannot exceed O(ε −2/3 ). Hence, for subset L we only need to approximate up to
Subset H has only O(ε −1 ) items and can be solved using Chan'sÕ(ε −4/3 n + ε −2 ) algorithm inÕ(ε −7/3 ) time. To solve subset M , we round down the profit value p i for every item i ∈ M , so that the unit profit p i /w i becomes a power of (1 + ε). Then there are O(ε −1/3 ) distinct unit profit values in M . Items with the same unit profit can be solved together using the efficient FPTAS for subset sum by Kellerer et al. [9] inÕ(n + ε −2 ) time. Finally we merge the results for H, M, L. The total time complexity isÕ(n + ε −7/3 ).
Multi-level number-theoretic construction. The above approach invokes two of Chan's algorithms: anÕ(n + ε −2 B 1/2 ) algorithm (useful for small B) and anÕ(ε −4/3 n + ε −2 ) algorithm (useful for small n). The key ingredient in these algorithms is a number-theoretic lemma: we can (1 + ε)-approximate all profit values p i ∈ [1, 2] by multiples of elements from a small set ∆ ⊂ [δ, 2δ] of size |∆| =Õ( δ ε ) (small |∆| can reduce the additive error incurred from rounding).
Chan obtained anÕ(n + ε −2 B 2/5 ) time algorithm using some additional tricks. First, evenly partition ∆ into r subsets ∆ (1) , . . . , ∆ (r) , and divide the items into P = P (1) ∪· · ·∪P (r) accordingly, so that profit values from P (j) are approximated by ∆ (j) -multiples. To (1 + ε)-approximate the profit function f j for each P (j) , pick a threshold B 0 ≪ B, and return the combination of a (1 + ε)-approximation of min{f j , B 0 } and an εB 0 -additive-approximation of min{f j , B}. Since the size of ∆ (j) is only |∆|/r, the latter function can be approximated faster when r ≫ 1. Finally, merge f j over all 1 ≤ j ≤ r. By fine-tuning the parameters r, δ, B 1 , the time complexity is improved toÕ(n + ε −2 B 2/5 ). Our new algorithm extends this technique to multiple levels. To (1 + ε)-approximate the profit function f j for each P (j) , we will pick i , but we have to stick to the same partition of items P = P (1) ∪ · · · ∪ P (r) over all levels. We overcome this issue by enforcing that ∆
at level i must be generated by multiples of elements from ∆
imultiples for all levels. To achieve this, we need a multi-level version of the number-theoretic lemma. We will discuss this part in detail in Section 4.
Using this multi-level construction, we obtain algorithms inÕ(n + ε −2 B 1/3 ) time and
Combining these improved algorithms with the greedy argument previously described (the threshold which splits M and L needs to be adjusted accordingly), we obtain an algorithm inÕ(n + ε −9/4 ) time as claimed in Theorem 1.
Preliminaries
Throughout this paper, log x stands for log 2 x, andÕ(f ) stands for O(f · poly log(f )).
We will describe our algorithm with approximation factor 1 +O(ε), which can be lowered to 1 + ε if we scale down ε by a constant factor at the beginning.
We are only interested in the case where
4 ) algorithm [13] is already near-optimal. Hence we assume log n = O(log ε −1 ).
Assume 0 < w i ≤ W and p i > 0 for every item i. Then a trivial lower bound of the maximum total profit is max j p j . At the beginning, we discard all items i with p i ≤ ε n max j p j . Since the total profit of discarded items is at most ε max j p j , the optimal total profit is only reduced by a factor of 1 + O(ε). So we can assume that
We adopt Chan's terminology in presenting our algorithm. For a set I of items, define the profit function
over non-negative real numbers x ≥ 0. Note that f I is a monotone (nondecreasing) step function. The complexity of a monotone step function refers to the number of its steps.
We say that a functionf approximates a function f with factor 1 + ε iff (x) ≤ f (x) ≤ (1 + ε)f (x) for all x ≥ 0. We say thatf approximates f with additive error δ iff (x) ≤ f (x) ≤f (x) + δ for all x ≥ 0. Our goal is to approximate f I with factor 1 + O(ε) on the input item set I.
Let I 1 , I 2 be two disjoint subsets of items, and
). If two non-negative monotone step functions f, g are approximated with factor 1 + ε by functionsf ,g respectively, then f ⊕ g is also approximated byf ⊕g with factor 1 + ε.
For a monotone step function f with range
, we can obtain a functionf with complexity only O(ε −1 log(B/A)) which approximates f with factor 1 + ε, by simply rounding f down to powers of (1 + ε). For our purposes, B/A will be bounded by polynomial of n and 1/ε, hence we may always assume that the approximation results are monotone step functions with complexityÕ(ε −1 ).
For an item set I with the same profit p i = p for every item i ∈ I, the step function f I can be exactly computed in O(n log n) time by simple greedy: the function values are 0, p, 2p, . . . , np and the x-breakpoints are w 1 , w 1 +w 2 , . . . , w 1 +· · ·+w n , after sorting all w i 's in nondecreasing order. We say that a monotone step function is p-uniform if its function values are of the form 0, p, 2p, . . . , lp for some l. We say that a p-uniform function is pseudoconcave if the differences of consecutive x-breakpoints are nondecreasing from left to right. In the previous case where all p i 's are equal to p, f I is indeed p-uniform and pseudo-concave.
Chan's techniques
In this section we review several useful lemmas by Chan [3] . 
Merging profit functions
◮ Remark 4. Lemma 3 is proved using a divide-and-conquer method, which was also used previously in [10] . 
Approximating big profit values using greedy
When all p i 's are small, simple greedy gives good approximation guarantee when the answer is big enough.
Proof. Sort the items in nonincreasing order of unit profit p i /w i . Letf be the monotone step function resulting from greedy, with function values 0, 
Approximation using ∆-multiples of small set ∆
For a set ∆ of numbers, we say that p is a ∆-multiple if it is a multiple of δ for some δ ∈ ∆.
◮ Lemma 6 ([3, Lemma 5] 
Proof. Assuming ε −1 is an integer, adjust every p i down to the nearest multiple of ε, and adjust f i accordingly. This introduces a 1 + ε overall error factor. Then use Lemma 6 with δ = ε, ∆ = {ε} to compute the desired function inÕ(Bmε −1 ) time. ◭
Extending Chan's number-theoretic construction
As mentioned in Section 1.3, the main results of this section are two approximation algorithms inÕ(n + ε −2 B 1/3 ) andÕ(ε −3/2 n 3/4 + ε −2 ) time respectively (the latter time bound assumes n = O (1/ε) ). These results rely on Lemma 6.
Number-theoretic construction
To avoid checking boundary conditions, from now on we assume ε > 0 is sufficiently small.
Our algorithm extends Chan's technique by using a multi-level structure defined as follows.
◮ Definition 9. For fixed parameters
and a finite real number set
We refer to ∆ 1 as the base set and ∆ d as the top set of this set tower. We also say that the base set ∆ 1 generates the top set
is the top set generated by a singleton base set ∆ * 1 = {x}, then for every y ∈ ∆ * d
we say x generates y.
We have the following simple facts about set towers. 
Proof. For 2 ≤ i ≤ d, we have
Then by Definition 9, for any
For any integer j satisfying
the interval [
. We say an integer K is good for p, if K can be expressed as a product of integers
p j ] such that p can be approximated by a multiple of y with additive error ε.
By Lemma 12, the number of good integers K for p is at least
and at most p/(2δ 1 ) = O(δ −1 1 ), by (4). Using conditions (3) and (4) we can compute all these K's by simple dynamic programming. We denote the union of their associated intervals by
Note that these intervals are disjoint since p/(K + 1) ≤ (p − ε)/K, so the total length of I p can be lower-bounded as
We have seen that p is approximated by a ∆ d -multiple with additive error ε as long as ∆ 1 ∩ I p = ∅. We compute I p for every p ∈ P , and use the standard greedy algorithm (for Hitting Set problem) to construct a base set ∆ 1 ⊂ [δ 1 , 4δ 1 ] which intersects with every I p : in each round we find a point x ∈ [δ 1 , 4δ 1 ] that hits the most I p 's, include x into ∆ 1 , and remove the I p 's that are hit by x. In each round the number of remaining I p 's decreases by
so the solution size |∆ 1 | is upper-bounded by
To implement this greedy algorithm, we use standard data structures (for example, segment trees) that support finding x which hits the most intervals, reporting an interval hit by x, removing an interval, all in logarithmic time per operation. The number of operations is bounded by the total number of small intervals, so the running time is at mostÕ(|P |·
The following lemma evenly partitions the base set ∆ 1 into r subsets ∆
1 , and partitions the profit values P = {p 1 , . . . , p m } into P
(1) ∪ · · · ∪ P (r) , so that P (j) can be approximated by ∆ 
can be approximated by a ∆ 
Generate and sort all ∆ d -multiples in interval [1, 2] . For every p ∈ P , use binary search to find the ∆ d -multiple ky ≤ p (y ∈ ∆ d ) closest to p, and then add p to the set Q x , where x ∈ ∆ 1 is an element that generates y. (Q x is initialized as empty for every x ∈ ∆ 1 .) Then remove every x with Q x = ∅ from ∆ 1 , so that |∆ 1 | ≤ m, while every p ∈ P can still be approximated with O(ε) additive error by a ∆ d -multiple.
Let D := max{r, |∆ 1 |} and let s := ⌈m/D⌉. For every x ∈ ∆ 1 we divide Q x evenly into small subsets each having size at most s. The total number of these small subsets is
We merge these small subsets into r groups, each having at most ⌈2D/r⌉ small subsets. Then, define set P (j) as the union of small subsets from the j-th group, and let base set ∆
1 contain x ∈ ∆ 1 if any of these small subsets comes from Q x . So |∆
Approximation using set towers
We first prove a slightly improved version of Corollary 8. The only purpose of this lemma is to get rid of the (log ε 
Since
Now we can approximate the profit function min{B, p k ∈P (j) f k } for each group P (j) , using the multi-level approach described in Section 1.3. 1 from Lemma 14, we can compute a monotone step function that approximates min{B,
Proof. We can assume B ≥ 4r, and define d to be the unique positive integer such that
Define (1) . Hence the parameters δ 1 , . . . , δ d satisfy condition (1) for sufficiently small ε.
The base set ∆
1 from Lemma 14 has size
We compute the generated set tower ∆
and define
Then
, and it's easy to verify that
For every 1
i -multiple and adjust f k accordingly, which introduces a 1 + O(ε) error factor. Then use Lemma 6 to obtain a monotone step function g i which approximates min{
Then we use Lemma 15 to obtain a monotone step function g 0 which approximates 
Proof. Assume m ≥ ε −1 , by adding zero functions which do not change the answer. Let r = o(B) be a positive integer parameter to be determined later. Using Lemma 14 and Lemma 16, we can get a partition of {p 1 , . . . , p m } = P
(1) ∪· · ·∪P (r) and then get an 1
Then we use Lemma 3 to merge all these r functions inÕ(( 
Then we use Lemma 3 to merge all these r functions inÕ((
, where c > 0 is some small enough constant, the total complexity is 
FPTAS for Subset Sum
We will use the efficient FPTAS for the subset sum problem by Kellerer et al. [9] as a subroutine in our algorithm. 
Proof. Notice that approximating s with additive error εW implies approximation factor 1+O(ε) for W/2 ≤ s ≤ W . So we simply apply Lemma 21 with W = 2 j for 0 ≤ j ≤ 1+log n, and merge all obtained lists. For every m ∈ M , we round down p m so that the unit profit p m /w m becomes a power of 1 + ε. After rounding, the approximation factor is only multiplied by 1 + ε, and there are at most log 1+ε Proof. Divide the items into O(log n ε ) groups, each containing items with p i ∈ [2 j , 2 j+1 ] for some j. Use Lemma 24 to solve each group, and merge them using Lemma 3.
◭
