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Summary. Using a simple trigonometric limit, we provide an intuitive geometric proof of the
Singular Value Decomposition of an arbitrary matrix.
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Discretization vs. Rounding Error in Euler’s Method
Carlos F. Borges (borges@nps.edu), Department of Applied Mathematics, Naval Post-
graduate School, Monterey CA
Euler’s method for solving initial value problems is a good vehicle for observing the
relationship between discretization error and rounding error in numerical computa-
tion. As we reduce stepsize, in order to decrease discretization error, we necessarily
increase the number of steps and introduce additional rounding error. The problem is
common and can be quite troublesome. We will examine a simple device that can help
delay the onset of this problem.
Meet the Eulers Consider the problem of solving the ordinary differential equation
x˙ = f (x, t) on the interval [0, T ], subject to the initial condition x(0) = x0. A com-
mon technique for solving such a problem numerically is Euler’s method. The method
starts by selecting a positive integer n and discretizing the time axis into a set of lattice
points tk = kh for k = 0, 1, 2, . . . , n, where h = T/n is called the step size. Provided
that that x(t) is sufficiently differentiable, we have, by Taylor’s formula,
x(tk + h) = x(tk)+ hx˙(tk)+ O(h2).
Replacing tk + h by tk+1 and x˙(tk) by f (x(tk), tk) yields
x(tk+1) = x(tk)+ h f (x(tk), tk)+ O(h2).
Ignoring the single-step discretization error O(h2) leads to the Euler approximation.
Euler’s method is the repeated use of this approximation across the entire lattice of
discretized time points. In particular, we set ψ0 = x0 and use the recurrence
ψk+1 = ψk + h f (ψk, tk) (1)
for k = 0, 1, . . . , n − 1. If the above scheme is carried out in exact arithmetic, then
we call ψn the Euler solution and the difference x(T )− ψn the discretization error for
step-size h.
A less common derivation is to transform the initial value problem to the definite
integral:
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and use the left-point Riemann sum to compute this integral numerically. This ap-
proach leads to
x(T ) = x0 + h
n−1∑
i=0
f (x(ti ), ti ),
where the ti ’s are the lattice points. Euler’s method results by setting φ0 = x0 and using
the formula
φk+1 = φ0 + h
k∑
i=0
f (φi , ti ), (2)
for k = 0, 1, . . . , n − 1.
It is critical (but not obvious) to note that formulas (1) and (2) are mathematically
equivalent. That is, in exact arithmetic they yield identical results. Although (2) ap-
pears to require a great many more operations, this is not the case since we can set
s1 = f (x0, 0) and then run the recurrence
sk+1 = sk + f (x0 + hsk, tk), (3)
for k = 1, 2, . . . , n − 1, and finish by setting φn = x0 + hsn . This rearrangement re-
quires one more addition per step than recursion (1). This is not a concern since the
dominant cost of these techniques is the cost of evaluating f (x, t) and both recurrences
do this exactly n times. This version of Euler’s method has been known and used for
many years. We shall call it the quadrature form to distinguish it from the standard
form (1).
The Eulers meet the real world What happens when we implement these two
mathematically equivalent forms of Euler’s method on a digital computer using IEEE
754 single precision arithmetic? We write f l(expression) to signify the floating-point
evaluation of the given expression where all intermediate terms have been appropri-
ately rounded and the standard precedence rules for algebraic operations have been
observed. Let ψˆ0 := f l(x0) and
ψˆk+1 := f l
(
ψˆk + h f (ψˆk, tk)
)
,
that is, ψˆk is the counterpart of ψk when the algorithm is implemented in floating-point
arithmetic (and similarly for sˆk and φˆk).
To get some notion of the nature of the errors in the two algorithms we compute
the difference between the rounded exact solution, f l(x(T )), and both computed so-
lutions, ψˆn and φˆn , for a range of successively smaller step sizes. We begin with the
simple exponential growth problem, x˙ = x on the interval [0, 1], with initial condition
x(0) = 9. The solution is x(t) = 9et ; Numerical results are given in Figure 1.
Note that both algorithms exhibit the same phenomenon—at first decreasing the
stepsize improves the solution since the discretization error tends to zero with h. How-
ever, at some point the growth of the rounding error overwhelms the process and de-
creasing the stepsize actually begins to degrade the solution.
Next consider the problem, x˙ = − sin(t) on the interval [0, 1] with initial condition
x(0) = 5000. The exact solution is easily found, by direct integration, to be x(1) =

























4999 + cos(1). This example is particularly useful because the function f (x, t) de-
pends only on t . In effect, for this example the standard algorithm computes x0 −
h sin(t0)− h sin(t1)− . . . , whereas the quadrature form computes the mathematically,
but not computationally, equivalent x0 − h (sin(t0)+ sin(t1)− . . .).
This example allows us to identify the source of the problem. It is well known,
when adding floating point numbers, that the relative size of the terms is important.
Because the initial condition is moderately large we can run into trouble when we
attempt to add h sin(t1), as this is very small compared to 5000. Indeed, if h < 0.0003
then f l(5000+ h sin(t)) = 5000 for any value of t . Hence at the end of the process
the solution will not have moved at all from the initial condition. The value of 0.0003
comes from computing 5000 where  = 2−24 is the machine epsilon for IEEE 754
single precision; see Overton [1] for an excellent introduction. We clearly observe
this in Figure 2. The quadrature form puts off the problem because it avoids mixing
scales in the sum. In effect, the quadrature form computes a correction or update to
the position which is then added to the initial condition after the fact. To be sure, this
is no guarantee that unlike scales will not be summed since we have no control over
the intermediate values of f (x, t). However, it does eliminate one possible source of
these errors.
Conclusion We learn three things from this exercise. First, Euler’s method (like
many other numerical algorithms) works on two natural scales: things that are multi-
plied by h and things that are not multiplied by h. Because the two scales are usually
incompatible when h is small, it is dangerous to mix the pieces in a sum. Fortunately, a
simple reorganization of the standard algorithm seems to moderate the problem some-
what. Second, although under certain conditions we can guarantee the convergence
of Euler’s method to the exact solution, it is not so simple in practice. Even when a
theorem says that the errors should go to zero, in the real world there is a point at
which decreasing the step size further will make the answer worse, not simply because
there are more operations, but also because of previously mentioned scale considera-
tions. Once again the perfect is the enemy of the good. Finally, although the standard






















algorithm saves one addition per step, it appears to do so at a cost that may be unac-
ceptable. This is a fact of life in designing good numerical algorithms. Yes, we always
want to minimize the work per step, but sometimes the costs we incur for doing so are
not immediately obvious.
Summary. Euler’s method for solving initial value problems is an excellent vehicle for ob-
serving the relationship between discretization error and rounding error in numerical compu-
tation. Reductions in stepsize, in order to decrease discretization error, necessarily increase
the number of steps and so introduce additional rounding error. The problem is common and
can be quite troublesome. We examine here a simple device, well known to those versed in
the fixed point computations employed many years ago, that can help delay the onset of this
problem.
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Abel’s Theorem Simplifies Reduction of Order
William R. Green (wrgreen2@eiu.edu), Department of Mathematics and Computer
Science, Eastern Illinois University, Charleston IL
The nth order homogeneous linear differential equation with variable coefficients,
y(n) + p1 y(n−1) + p2 y(n−2) + · · · + pn−1 y′ + pn y = 0, (1)
is encountered by every differential equations student, most often when n = 2, due to
Newton’s laws of motion.
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