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Abstract
We consider the iso-geometric analysis for fractional PDEs involving the fractional Lapla-
cian in two-dimension. An iso-geometric collocation method is developed to discretize the
fractional Laplacian and applied to the fractional Poisson problem and the time-dependent
fractional porous media equation. Numerical studies exhibit monotonous convergence with
a rate O(N−1), where N is the degrees of freedom. Comparison with finite element analysis
shows that the method enjoys higher accuracy per degree of freedom and better convergence
rate. We demonstrate that iso-geometric analysis is a promising tool and opens a new venue
for nonlocal problems.
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1. Introduction
We consider the nonlocal model in two-dimension involving the Riesz fractional Lapla-
cian, which can be defined through the Fourier transform [1]
F((−∆)su)(ξ) = |ξ|2sF(u)(ξ) (1)
where s ∈ (0, 1) and F is the Fourier transform; or equivalently when u is sufficiently smooth
(−∆)su(x) = cs,2 p.v.
∫
R2
u(x)− u(y)
|x− y|2+2s dy (2)
where p.v. denotes principal integration and cs,2 is the normalization constant
cs,2 =
22sΓ(1 + s)
pi|Γ(−s)| (3)
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Many applications can be modeled by partial differential equations involving the fractional
Laplacian such as the reverse time migration (RTM) for attenuating media [2], the anomalous
diffusion in porous media [3], image denoising [4], and so on. For a more comprehensive
treatment involving the theory and numerical methods of fractional Laplacian, we refer to
the review paper [5].
However, solving the fractional partial differential equations is challenging. One of the
challenges is that the kernel Eq. (2) is singular and therefore requires similar techniques for
treating singular integrals in the boundary element method. The implementation can be
quite challenging, especially in the high dimensional case. Acosta et al. [6] apply the Duffy-
type transforms and builds different quadrature rules according to the relative position of two
triangle elements (i.e., identical, sharing a vertex, sharing an edge and disjoint). Another
challenge is that with homogeneous boundary conditions, the solutions to the fractional
Poisson equation are usually only continuous but do not have continuous derivatives. This
compromises the convergence rate of many numerical methods. Other challenges include
the memory and computation requirement since the resulted linear system is usually dense.
Therefore, designing an easy-to-implement and accurate numerical method is desirable.
Many existing methods suffer from their applicability or numerical issues. For example,
[7] proposes a radial basis function collocation method for decoupled fractional Laplacian
wave equations. The resulting linear system is usually ill-conditioned due to its meshless
nature. [8] proposed a “walk-on-spheres” Monte Carlo methods for the fractional Laplacian.
The method requires large number of simulation, especially for small s, where the “jump
size” is very large thus the variance is large. [9] proposed a spectral method for 2D and 3D
but the method is only limited to the unit ball domains.
Since the seminal paper by Hughes et al. [10], there has been extensive research on the
iso-geometric analysis. The basic idea of the NURBS-based iso-geometric analysis is to pass
from the geometry initially provided by a CAD system to a form suitable for computational
analysis. The foundation of the recent work on iso-geometric analysis is based on NURBS
to define both the geometry and the solution space [11]. One advantage of iso-geometric
analysis is that the defined geometry can be systematically enriched without altering the
geometry or its parametrization [12].
This inspired us to initiate a systematic study of nonlocal models involving the fractional
Laplacian with the iso-geometric collocation method. We show that compared to the finite
element analysis [6, 13], the iso-geometric collocation method is much easier to implement
and is more accurate per degree of freedom due to its smooth basis functions. It can also
represent the boundaries of various geometry exactly such as a disk, which is difficult for
finite difference methods [14, 15]. The application of iso-geometric analysis opens a new
venue for solving the fractional differential equations or in general the nonlocal models.
The article is organized as follows. In Section 2, we introduce the iso-geometric collo-
cation methods. In Section 3, we describe the algorithms used for solving the fractional
Poisson problem, where we construct the interpolation matrix and the discrete fractional
Laplacian matrix, which are used to solve the time-dependent porous media equation in
Section 4. In Section 4 we perform the numerical benchmarking on generalized eigenvalues
and eigenfunctions of the fractional Laplacian operator. Since we have analytical solutions,
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we are able to compare the numerical solution with them and investigate convergence. Be-
sides, we compare the accuracy of the proposed method with the finite element method on a
per-degree-of-freedom basis. We also consider an application in the fractional porous media
equation. The numerical results show the potential of iso-geometric analysis for nonlocal
models and will be the baseline for future work. We conclude in Section 5 and point out
future research directions.
For reference, we list all notation used in this paper in Table 1. To facilitate reproducible
research, all the codes for this work will be available at https://github.com/kailaix/ISO2D.jl.
Notation Description
s the fractional index
cs,2 the normalization constant in the fractional Laplacian
(−∆)s the fractional Laplacian
Bi,p the B-spline basis function
Ni,j the NURBS basis function
Ck the function space with up to k-th order continuous derivatives
wi weights associated with the NURBS basis functions
X˜i, X˜ij control points
F,F mapping from the parameter space to the physical space
V the interpolation function space defined by the NURBS basis functions
uˆij, xˆij the collocation points in the parameter and physical space
ρ, a the window function and the window size
(−∆)h ((−∆)sh) the discrete (fractional) Laplacian
M the interpolation matrix
L the discrete fractional Laplacian matrix
Table 1: Notation used in this paper
2. Iso-geometric Collocation Method
In iso-geometric analysis, the basis functions for approximating the solutions are non-
uniform rational basis splines (NURBS). These basis functions emanate from computer aided
geometric design (CAGD) instead of the Lagrange finite element interpolation polynomials
used in finite element analysis [16]. In this section, we present an overview of the iso-
geometric collocation method. For details on iso-geometric analysis, see the appendix.
Consider the generalized boundary-value problem
Lu = f in Ω, u = 0 in Ωc (4)
where the solution u : R2 → R has compact support in Ω and L is a nonlocal operator, e.g.,
the fractional Laplacian (−∆)s. f is the given data.
We introduce a NURBS representation of Ω. The collocation points is a finite set in
the parameter space {uˆi}i∈I , where I = ID ∪ IL is divided into two distinct sets [12]. The
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points in ID lie on ∂Ω while those in IL are inside Ω. Then, the iso-geometric collocation
methods find uh ∈ V such that
Luh(F(uˆi)) = f(F(uˆi)) i ∈ IL (5)
uh(F(uˆi)) = 0 i ∈ ID (6)
A common used set of collocation points is derived from the Greville abscissae [17]. The
Greville abscissae u¯i is related to the knot vector {u1, u2, . . . , ul+1} through
u¯i =
ui+1 + ui+2 + . . .+ ui+p
p
(7)
Analogously, in two dimension, we can construct the Greville abscissae u¯i, v¯j for both
dimensions and consider the tensor product
uˆij = (u¯i, v¯j) xˆij = F(uˆij) (8)
Then the iso-geometric analysis collocation method with Greville abscissae reads: find uh ∈
V such that
Luh(xˆij) = f(xˆij) i = 2, 3, . . . , lu − p− 1; j = 2, 3, . . . , lv − q − 1 (9)
uh(xˆij) = 0 (i, j) ∈ {1, lu − p} × {1, 2, . . . , lv − q} ∪ {1, 2, . . . , lu − p} × {1, lv − q}
(10)
3. Numerical Scheme
3.1. Singularity Subtraction
In this section we will consider the discretization of the fractional Laplacian operator.
Assume the knot vectors for u and v are
{u1, u2, . . . , ulu+1} {v1, v2, . . . , vlv+1} (11)
and the degrees are p and q respectively. We assume that the inequalities in Eq. (A.2) hold
strictly so that the V ⊂ Cmin{p,q}−1. Let uˆij be the collocation points derived from the
Greville abscissae, and xˆij = F(uˆij).
Assume that u(x) ∈ C4, we compute the principal value integral
p.v.
∫
R2
u(x)− u(y)
|x− y|2+2s
using the singularity subtraction method [15]∫
R2
u(x)− u(y)
|x− y|2+2s dy =
∫
R2
u(x)− u(y) + ρ(|x− y|)gx(y)
|x− y|2+2s dy −
∫
R2
ρ(|x− y|)gx(y)
|x− y|2+2s dy (12)
May 28, 2019
where ρ is a window function defined by
ρ(r) =
{
1− 35 ( r
a
)4
+ 84
(
r
a
)5 − 70 ( r
a
)6
+ 20
(
r
a
)7
r < a
0 otherwise
(13)
Here a > 0 is the window size and gx(y) is the truncated Taylor expansion of u(y)− u(x)
gx(y) := u1(x)v1 + u2(x)v2
+ u11(x)
v21
2
+ u22(x)
v22
2
+ u12(x)v1v2
+ u111(x)
v31
6
+ u112(x)
v21v2
2
+ u122(x)
v1v
2
2
2
+ u222(x)
v32
6
(14)
Here we have used the abbreviation for the derivatives of v = (v1, v2) = y − x,
ui :=
∂u
∂xi
, uij :=
∂2u
∂x2ij
, uijk :=
∂3u
∂x3ijk
, i, j, k ∈ {1, 2} (15)
The function ρ was chosen such that ρ(r) = 1 + O(r4), r → 0+, u(x) − u(y) + ρ(|x −
y|)gx(y) ∼ O(|x− y|4), y→ x, so that the integrand in∫
R2
u(x)− u(y) + ρ(|x− y|)gx(y)
|x− y|2+2s dy (16)
is continuous, thus integrable. Figure 1 shows u(x)−u(y)+ρ(|x−y|)gx(y)|x−y|2+2s and
|u(x)−u(y)|
|x−y|2+2s for s = 0.3.
We can see that by singularity subtraction, the integrand is turned into a continuous function
suitable for standard a standard numerical quadrature rule. The window function is shown
in Figure 2.
Due to symmetry, we have for the second part in Eq. (12)∫
R2
ρ(|x− y|)gx(y)
|x− y|2+2s dy =
1
2
∆u(x)
∫
R2
ρ(|y|)y21
|y|2+2s dy (17)
3.2. Numerical Discretization
We now adopt the standard numerical quadrature for computing Eq. (16). The idea is
that for a function in 2D we can express it in the polar coordinates∫
R2
f(x)dx =
∫ ∞
0
dr
∫
S1
rf(rσ)dσ (18)
where S1 is the unit circle. The numerical quadrature is constructed from the tensor product
of the Gauss Legendre quadrature rule in the radial direction and trapezoidal rule in the
axial direction, i.e.,
ξij = riσj, w
Q
ij =
2piwGLi ri
m
, i = 1, 2, . . . , n; j = 1, 2, . . . ,m (19)
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Figure 1: u(x)−u(y)+ρ(|x−y|)gx(y)|x−y|2+2s and
|u(x)−u(y)|
|x−y|2+2s for s = 0.3 and u(x) = (1 − |x|2)1+s. The function on the
left is continuous while the one on the right has a singularity. By singularity subtraction, the integrand is
turned into a continuous function suitable for a standard numerical quadrature rule. Note that the derivative
of the integrand is not necessarily continuous.
where (ri, wGLi ) are Gauss Legendre quadrature points and weights in [0, R] for a sufficient
large R. Therefore, Eq. (16) can then be discretized as
n∑
i=1
m∑
j=1
2piwGLij
m
u(x)− u(x+ ξij) + ρir
2
i∆u(x)
2
r1+2si
(20)
here ρi = ρ(ri). For the Laplacian operator ∆, we consider the fourth order discretization [18]
∆u(x) ≈ ∆hu(x) =
2∑
i=1
− 1
12
u(x− 2eih) + 43u(x− eih)− 52u(x) + 43u(x+ eih)− 112u(x+ 2eih)
h2
(21)
here e1 =
[
1
0
]
, e2 =
[
0
1
]
. Note we require u(x) ∈ C4 to obtain the fourth order estimate of
the discretization Eq. (21).
Define
A = 2pi
n∑
i=1
wGLij
r1+2si
, B =
n∑
i=1
piwGLij ρi
r2s−1i
− pi
∫ a
0
ρ(r)
r2s−1
dr
then the discretization of the fractional Laplacian operator is given as
(−∆)su(x) ≈ (−∆)shu(x) = cs,2
(
Au(x)−
n∑
i=1
m∑
j=1
2piwGLij
mr1+2si
u(x+ ξij) +B∆hu(x)
)
(22)
We pick a sufficient large R so that the computational domain Ω is contained in the
convex hull of the numerical quadrature points. Only the terms where x + ξij ∈ Ω do not
vanish in the second summation Eq. (22). Figure 3 depicts such an example where Ω is the
unit disk and x+ ξij corresponding to the non-vanishing terms for two x’s are shown.
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Figure 2: An example of the window function Eq. (13) for a = 1. The function behaves like 1−O(r4) near
the origin.
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Figure 3: An example of quadrature points used in evaluating the second term in Eq. (22).
3.3. Interpolation Matrix and the Discrete Fractional Laplacian Matrix
Let us consider any point x ∈ Ω, then there exists u =
[
u
v
]
in the parameter space such
that F(u) = x. The numerical solution uh ∈ V can be written as
uh(x) = uh(F
−1(u)) :=
lu−p∑
i=1
lv−q∑
j=1
Ni,j(u, v)cij (23)
Since every NURBS basis function only spans pq patches in the parameter space, thus no
more than pq terms in the summation in Eq. (23) are nonzero. If we consider the collocation
points derived from Greville abscissae, we have
uh(xˆ) = Mc (24)
where xˆ = vec({xˆij}i=1,2,...,lu−p; j=1,2,...,lv−q), c = vec({cij}) and M is a sparse matrix with
at most pq non-zeros per row. Here vec is the vectorization of a matrix,
vec({xij}ij) =
[
x11, . . . ,xlu−p,1,x12, . . . ,xlu−p,2, . . . ,x1,lv−q, . . . ,xlu−p,lv−q
]T (25)
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We call M the interpolation matrix, which maps the coefficients from the parameter
space to point-wise values in the physical space and vice versa.
To materialize Eq. (22), assume that u(x) is given in terms of the coefficients c in the
parameter space, then we can evaluate the values of u at the evaluating points x, x + ξij,
x ± hei, x ± 2hei using Eq. (23). The values are computed and plugged into Eq. (22) to
obtain the values (−∆)shu(x). The process is a composition of linear operators and maps
the coefficients in the parameter space to the point-wise values of the fractional Laplacian
in the physical space. If the collocation points are {xˆij}, we denote the associated linear
operator, a.k.a, a matrix, as L, i.e.,
(−∆)shu(xˆ) = Lc (26)
The interpolation matrix M and the discrete fractional Laplacian matrix L can be pre-
computed. Algorithm 1 shows the algorithm for solving the Poisson equation using the
matrices mentioned above.
Algorithm 1 Solving the fractional Poisson problem using the interpolation matrix and
the discrete fractional Laplacian matrix.
1: Input: f Output: uh(xˆij)
2: Precompute L, M
3: f ← vec({fij}ij) where fij = f(xˆij)
4: f [ID]← 0 {Recall that ID are the DOFs associated with boundaries.}
5: L[ID, :] = M[ID, :] {Impose the zero boundary conditions.}
6: c← L−1f
7: return Mc
3.4. Convergence and Error Bounds
The choice m and n in the numerical quadrature rule Eq. (19) as well the choice of step
size h in Eq. (21) affects the accuracy of the numerical scheme. As we show in the numerical
examples, these parameters will influence the accuracy lower bound while have little impact
on the convergence rate.
The approximation ability depends on the number of knots, the degrees as well as the
mesh structure of the NURBS surface. It is shown that under appropriate assumptions, the
NURBS space on the physical domain delivers the optimal rate of the convergence, similar
to the finite element space of degree p [19]. The following lemma gives the global error
estimate
Lemma 1. Let k and l be integer indices with 0 ≤ k ≤ l ≤ p+ 1, we have
∑
K∈Kh
‖v − ΠVhv‖2Hkh(K) ≤ Cshape
∑
K∈Kh
h
2(l−k)
K
l∑
i=0
‖∇F‖2(i−l)L∞(F−1(K))|v|2Hi(K) ∀v ∈ H l(Ω)
(27)
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For the proof the readers are referred to [19]. Here Kh are the patches in the parametric
space, Vh is the NURBS space, Cshape is a constant depending on the structure of the NURBS
surface, H i is the standard Sobolev space, hK is the diameter ofK, andHkh(K) are patches in
the physical space endowed with its own norms. The lemma indicates that if v is sufficiently
smooth, increasing the degree of the NURBS surface (p-refinement) or the number of control
points (h-refinement) will yield better approximations. However, it may not be the case for
less smooth functions, where are often encountered in the PDEs involving the fractional
Laplacian [20].
We assume that the domain Ω satisfies the exterior ball condition, i.e., there exists a
positive radium ρ0 such that all the points on ∂Ω can be touched by some exterior ball of
radius ρ0. The solution to the fractional Poisson equation (Eq. (4)) with L = (−∆)s is only
Hölder continuous according to Corollary 1.6 in [20].
Lemma 2. Let Ω be a bounded C1,1 domain satisfying the exterior ball condition, f ∈ L∞(Ω),
u be a solution of Eq. (4) with L = (−∆)s. Then,
u ∈ C0,s(R2) and ‖u‖C0,s ≤ C‖f‖L∞(Ω)
where C is a constant depending only on Ω and s.
The lemma indicates that the solution is Hölder continuous. In fact, it is also shown [20]
that u
δs
is continuous in Ω¯, i.e., the solution is continuous but not continuously differentiable
near the boundary. For the case s > 1
2
, we have the following estimate
Theorem 1. Assume that Ω is a bounded C1,1 domain satisfying the exterior ball condition,
f ∈ L∞(Ω), u be a solution of Eq. (4) with L = (−∆)s, s > 1
2
. In addition, assume that the
mesh is quasi-uniform, i.e., there exists γ1 ≤ 1 ≤ γ2, such that
γ1h ≤ hK ≤ γ2h ∀K ∈ Kh (28)
then there exists C > 0 such that∑
K∈Kh
‖u− ΠVhu‖2L2(Ω) . h2 (29)
To prove Theorem 1, we need the following embedding lemma between Sobolev space
and Hölder space [21]
Lemma 3. Assume that Ω is a bounded C1,1 domain, m, k ∈ N0, p ∈ [1,∞), α ∈ [0, 1].
m− n
p
≤ k + α α 6= 0, 1 (30)
then Wm,p(Ω) ⊂ Ck,α(Ω¯) and there is a constant C > 0, s.t.
‖u‖Wm,p(Ω) ≤ C‖u‖Ck,α(Ω) (31)
If m− n
p
< k + α, the embedding is compact.
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Proof of Theorem 1. Due to Lemma 2, the solution is s-Hölder continuous. Let n = p = 2,
m = 1, k = 0, α = s in Lemma 3, we have
‖u‖H1 ≤ C‖u‖C0,s(Ω) (32)
for a constant C > 0. We invoke Lemma 1 with l = 1, k = 0, and thus have∑
K∈Kh
‖u− ΠVhu‖2L2(Ω) . h2 (33)
Note for the case s ≤ 1
2
the proof is not applicable. However, we observe numerically
that we still obtain the O(h2) convergence rate.
Another source of error is the numerical error of solving the linear system Lc = f
in Algorithm 1. The condition number of L grows as we increase the number of control
points. The convergence of the iterative solver such as GMRES may be slow if no proper
preconditioner is used. In fact, it is shown that for finite element methods, if a family of
shape regular and globally quasi-uniform triangulations with maximal element size h is used,
the stiffness matrix satisfies [22]
κ(L) = Ch−2s (34)
In the paper we have used Greville abscissae as the collocation points, which have been
widely adopted as the default choice in the iso-geometric analysis literature [23].
4. Numerical Experiments
4.1. Numerical Benchmark
For verification and benchmarking we consider the generalized eigenvalue problem for
(−∆)s in a unit disk Ω ⊂ Rd, with a zero condition in the complement of Ω{
(−∆)s ((1− |x|2)sϕn(x)) = λnϕn(x) x ∈ Ω
ϕn(x) = 0 x 6∈ Ω
(35)
where n = 0, 1, . . . The eigenvalues λn and the eigenfunctions ϕn(x) are given as [24]
λn =
22sΓ(s+ n+ 1)2
(n!)2
ϕn(x) = (−1)nP (s,0)n (2|x|2 − 1)
We assume the right hand side λnϕn(x) is given and apply the proposed algorithm Algo-
rithm 1 to obtain the numerical solution uh(xˆij). The error is computed using
error =
√∑
i,j |uh(xˆij)− (1− |xˆij|2)sϕn(xˆij)|2
(lu − p)(lv − q) (36)
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here (1− |xˆk|2)sϕn(xˆk) is the exact solution at xˆk.
The numerical experiments are carried out with parameters s = 0.8, a = 0.1, h =
0.001, R = 20, p = q = 2, n = 1, 2, 3, 4, 5. In the first case we use m = 20, n =
1000 while in the second case we use m = 40, n = 5000 (m and n are the number of
quadrature points in the axial and radial directions). Figure 4 shows the convergence results
for Eq. (35). The first column shows the reference solution. The second column shows the
convergence of the algorithm with respect the degrees of freedom N by varying the number
of refinements for different number of quadrature points. We have obtained monotonous
convergence and observed O(N−1) convergence for all cases, where N is the degrees of
freedom. m, n influence the final error while have little impact on the convergence order.
Larger numbers of quadrature points yield better accuracy.
Note that the exact solutions (1−|x|2)sϕn(x) are continuous but not C1 on the boundary
|x| = 1. However, we observe no difficulty in applying the proposed algorithm even though
we have required C3 for the singularity subtraction and C4 for the fourth order discretization
of the Laplacian operator. This is due to the fact that the collocation points derived from
the Greville abscissae are usually denser near the boundary and therefore mitigate accuracy
loss partially.
4.2. Comparison with FEM
In this section, we compare the accuracy of the proposed algorithm with finite element
analysis on a per-degree-of-freedom basis. We solve the same problem in Eq. (35) with
n = 2 and s = 0.5 using iso-geometric analysis as well as finite element analysis [6]. The
corresponding finite element analysis codes are made available by the authors.1 For the
finite element method, the error is measured as the mean squared error on the vertices x˜k
of the mesh triangles, i.e.
error =
√∑
k |uh(xk)− (1− |xk|2)sϕn(xk)|2
(lu − p)(lv − q) (37)
In Figure 5, we report the log-scale plots of the errors for FEM and iso-geometric analy-
sis (IGA) with n = 1000, m = 20 and n = 5000, m = 40. We can see that iso-geometric
analysis exhibits superior accuracy compared with finite element analysis for the fractional
Laplacian problem. Besides, iso-geometric analysis yields a better convergence rate with-
out particular preprocessing, although the rate can be improved for finite element analysis
by adopting the graded meshes [6]. We also point out the iso-geometric analysis code is
much easier to implement, while for finite element analysis we need to carefully treat the
quadrature rules for the singular kernel. For example, [6] applies the Duffy-type trans-
forms and builds different quadrature rules according to the relative position of two triangle
elements (i.e., identical, sharing a vertex, sharing an edge and disjoint).
1See https://github.com/fbersetche/A-short-FE-implementation-for-a-2d-homogeneous-Dirichlet-problem-of-a-
Fractional-Laplacian
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Figure 4: Convergence results for Eq. (35). The first column shows the reference solution. The second
column shows the convergence of the algorithm with respect the degrees of freedom N by varying the
number of refinements for different number of quadrature points. The parameters m and n are the number
of quadrature points in the axial and radial directions. May 28, 2019
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Figure 5: Iso-geometric analysis exhibits superior accuracy compared with finite element analysis for the
fractional Laplacian problem.
4.3. Application: Porous Medium Equation with the Fractional Laplacian
This application is concerned with the fractional porous media equation, which describes
anomalous diffusion in the porous media [3]{
ut + (−∆)s(|u|m−1u) = 0 x ∈ R2, t > 0
u(x, 0) = f(x) x ∈ R2 (38)
We truncate the domain to [−1, 1]2 and only consider the nonnegative solutions u ≥ 0.
Define tn = (n − 1)∆t to be the integration time 0 ≤ tn ≤ T and ∆t = TnT . Let unij be
the numerical solution to u(xˆij, tn) and denote un = vec({unij}ij). We denote (um)nij =
u(xˆij, tn)
m. Consider the Crank-Nicolson discretization for Eq. (38)
un+1ij − unij
∆t
+
1
2
(−∆)s(um)n+1ij +
1
2
(−∆)s(um)nij = 0
To linearize the equation, we consider the same technique used in [25]
(um)n+1ij ≈ (um)nij +m(um−1)nij(unij − un−1ij )
Using the matrices in Section 3.3, we have the discretized equation (assuming u−1 = 0)
un+1 = un − m∆t
2
F∗M∗−1
(
(um−1)n ⊗ (un − un−1))− ∆t
2
F∗M∗−1(um)n n = 1, 2, . . . , nT
(39)
u1 = f (40)
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where f = vec({f(xˆij)}i,j∈IL), and ⊗ denotes the element-wise multiplication, and
M∗ = M[IL, IL] L∗ = L[IL, IL] (41)
In the numerical example, we let f(x) = exp(−100|x|2), a = 0.1, R = 20, h = 1000,
nT = 1000, ∆t = 0.0001, 1000 quadrature points in the radial direction and 20 in the axial
direction. Figure 6 shows the changes in the value uh(0, t) for 0 ≤ t ≤ 0.1 and different m,
s. Typically we do not have analytical solutions for general m and s; however, in the special
case when m = 1 and s = 0.5, we obtain the equation
∂u
∂t
+ (−∆)1/2u = 0 (42)
the linear fractional heat equation has analytical solution through convolution with the
explicit Poisson kernel in R3+ (R2 spatial and R+ temporal) [3]
u(x, t) = c1/2,2
∫
R2
tf(y)
(|x− y|2 + t2)3/2dy (43)
Particularly, we have in our case
u(0, t) = 1− 10
√
pit2e100t
2
erfc(10t) (44)
The equation Eq. (44) can be used for verification and the values are plotted alongside the
numerical results in Figure 6. We can see that the numerical result and the exact solution
coincide for t ∈ [0, 0.1] and s = 0.2, m = 1. We can also see that the larger the s or
the smaller the m, the faster the diffusion is. Different values of s and m provide different
profiles of the diffusion process and therefore form a powerful tool for modeling anomalous
diffusion. Figure 7 shows the diffusion profile at t = 0.1 for different cases.
5. Conclusion
We have numerically studied the application of NURBS-based iso-geometric analysis for
PDEs involving the fractional Laplacian operator, and applied the proposed algorithm to
solve the fractional porous media equation. This opens a new venue for nonlocal modeling
with iso-geometric analysis. Consequently, it is possible to import many favorable features
of the iso-geometric analysis such as its ease and precision in defining boundaries (in this
work, we worked with both the disk domain and the square domain) [26], higher accuracy
per degree of freedom compared with classical Lagrange polynomials for finite element anal-
ysis [27], being computationally less costly, seamless integration with CAD tools and no
need for several re-meshing during optimization compared with FEM [10].
The proposed algorithm showed promising and satisfactory results on the benchmark
problems where monotonous convergence was obtained and a consistent convergence rate was
captured throughout multiple test cases. In the porous media equation case the numerical
solution coincided with the exact solution when the latter was available. The algorithm
delivered results that were consistent with our understanding of anomalous diffusion.
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Figure 6: Evolution of uh(0, t) in different settings. The numerical results coincide with the exact solution
for m = 1, s = 0.5. The reference solution is given only for m = 1, s = 0.5, because analytical solutions are
not available for the other parameters.
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Figure 7: Solution to the porous media equation at t = 0.1. First row: m = 1, second row: m = 2; first
column: s = 0.2, second column: s = 0.5, third column: s = 0.8. Note the logarithmic scale for colors.
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We conclude that iso-geometric analysis is a viable tool for nonlocal problems in differ-
ential equation such as the fractional PDEs. The iso-geometric collocation method is much
easier to implement compared to the finite element methods in the case of the fractional
Laplacian. In addition, it shows superior accuracy in terms of accuracy per degree of free-
dom. An important next step is to develop efficient algorithms and explore the potential of
iso-geometric analysis for fractional PDEs. For example, the computation of integrals can
be accelerated using fast multiple method [28–36].
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The appendix includes the basic concepts of iso-geometric analysis which are relevant for
our implementation.
Appendix A. Preliminary: Iso-geometric Analysis
Appendix A.1. B-spline
We can describe B-splines in terms of a knot vector in the parameter space. A knot
vector is specified by a non-decreasing set of coordinates
U = {u1, u2, . . . , ul+1} (A.1)
where ui is called the knot, and satisfies
0 = u1 = u1 = . . . = up+1 ≤ up+2 ≤ . . . ≤ ul−p ≤ ul−p+1 = ul−p+2 = . . . = ul+1 = 1 (A.2)
We allow the same value to occur multiple times and it will affect the continuity of the
B-spline.
The i-th B-spline basis function of p-degree Ni,p can be defined recursively as
Bi,0(u) =
{
1 if ui ≤ u < ui+1,
0 otherwise;
(A.3)
Bi,p(u) =
u− ui
ui+p − uiBi,p−1(u) +
ui+p+1 − u
ui+p+1 − ui+1Bi+1,p−1(u) (A.4)
We note that B-splines have the following properties:
• The basis Bi,p has compact support in [ui, ui+p+1].
• For a knot vector of size l + 1, there are l − p B-spline basis functions in total.
• They form a partition of unity, i.e.,
l−p∑
i=1
Bi,p = 1 (A.5)
• Assume that all the inequalities in Eq. (A.2) are strict, then Bi,p ∈ Cp−1 but Bi,p 6∈ Cp.
Appendix A.2. NURBS
The NURBS basis function is created from B-splines by
Ni,p(u) =
wiBi,p(u)∑l−p
j=1 wjBj,p(u)
(A.6)
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where wi are l − p weights assigned to each B-spline basis function. Bivariate NURBS are
constituted by (suppressing the degrees p and q for u and v)
Nk,l(u, v) =
wklBk(u)Bl(v)∑lu−p
i=1
∑lv−q
j=1 wijBi(u)Bj(v)
(A.7)
where lu + 1 and lv + 1 are the number of knots for u and v knot vectors.
A domain in one-dimension and two-dimension Cartesian space can be constructed with
X = F (u) =
l−p∑
i=1
Ni,p(u)X˜i
X = F(u, v) =
lu−p∑
i=1
lv−q∑
j=1
Nk,l(u, v)X˜ij
(A.8)
where X˜i and X˜ij are called control points. The equation Eq. (A.8) defines a mapping
from parameter space to the physical space. Figure A.8 shows two examples of 2D domains
constructed from NURBS basis functions. The red dots are the control points while the blue
patches are subdomains corresponding to [ui, ui+1]× [vj, vj+1] in the parameter space.
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Figure A.8: Two examples of 2D domains constructed from NURBS basis functions. The red dots are the
control points while the blue patches are subdomains corresponding to [ui, ui+1]× [vj , vj+1] in the parameter
space.
In iso-geometric analysis we use the same functions Nkl as basis functions for approx-
imating the solutions. The interpolation function space is defined by a “push forward”
operator
V = span{Nkl ◦ F−1}k=1,2,...,lu−p; l=1,2,...,lv−q (A.9)
i.e., the numerical solution is given by
uh(x, y) =
lu−p∑
i=1
lv−q∑
j=1
Nij(F
−1(x, y))cij (A.10)
where cij are coefficients determined by solving the governing equations.
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Appendix A.3. Knot Insertion
The process of mesh refinement is critical to validate the numerical model. In iso-
geometric analysis, knot insertion provides us a way to easily refine the NURBS mesh. For
any NURBS curve in the first formula of Eq. (A.8), we can view it as the projection of a
B-spline curve in the two-dimensional space, where the coordinates are given as
X¯i = [wiX˜i, wi] (A.11)
Given the l− p basis functions and the knot vector {u1, u2, . . . , ul+1}, and u¯ ∈ [uk, uk+1) be
a desired new knot, the new l + 2 control points {X¯†1, X¯†2, . . . , X¯†l+2} are formed from the
original control points by
X¯†i = αiX¯i + (1− αi)X¯i−1 (A.12)
where
αi =

1 1 ≤ i ≤ k − p,
u¯−ui
ui+p−ui k − p+ 1 ≤ i ≤ k
0 k + 1 ≤ i ≤ l + 2
(A.13)
The new projected coordinates of the control points in the physical space are obtained using
X¯†i =
(X¯†i )1
(X¯†i )2
(A.14)
where (. . .)j denotes the j-th component. Knot insertion for two or higher dimension NURBS
domains can be done separately for each dimension.
Appendix A.4. Computing the Coordinates in the Parameter Space
In the course of computing the fractional Laplacian, we need to compute the coordinate
in the parametric space given its physical space location. NURBS does not provide a direct
way to do this and thus a nonlinear equation is usually required to be solved. Specifically,
given x =
[
x
y
]
, we want to find (u, v) such that
F(u, v) =
lu−p∑
i=1
lv−q∑
j=1
Ni,j(u, v)X˜ij =
[
x
y
]
(A.15)
We can adopt the Gauss-Newton method for solving Eq. (A.15), where the gradient
∇F(u, v) =
[
∂F1
∂u
∂F1
∂v
∂F2
∂u
∂F2
∂v
]
(A.16)
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is required. The gradient can be computed by noticing that
S(u, v) =
(∑
i,j
wijBi(u)Bj(v)
)2
∂Nkl(u, v)
∂u
=
wklB
′
k(u)Bl(u)
∑
i,j
wijBi(u)Bj(v)− wklBk(u)Bl(v)
∑
i,j
wijB
′
i(u)Bj(v)
S(u, v)
∂Nkl(u, v)
∂v
=
wklBk(u)B
′
l(u)
∑
i,j
wijBi(u)Bj(v)− wklBk(u)Bl(v)
∑
i,j
wijBi(u)B
′
j(v)
S(u, v)
(A.17)
The algorithm for computing the coordinates in the parameter space is shown in Algorithm 2.
Algorithm 2 Gauss-Newton Method for Computing the Coordinates in the Parameter
Space.
1: Input: x0 Output: u
2: Initialize u←
[
0.5
0.5
]
, x← F(u)
3: while |x0 − x| > tolerance do
4: d← (∇F(u))−1 (x− x0)
5: u← u− d
6: x← F(u)
7: end while
8: return u
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