Biomembranes consisting of multiple lipids may involve phase separation phenomena leading to coexisting domains of different lipid compositions. The modeling of such biomembranes involves an elastic or bending energy together with a line energy associated with the phase interfaces. This leads to a free boundary problem for the phase interface on the unknown equilibrium surface which minimizes an energy functional subject to volume and area constraints. In this paper we propose a new computational tool for computing equilibria based on an L 2 relaxation flow for the total energy in which the line energy is approximated by a surface Ginzburg-Landau phase field functional. The relaxation dynamics couple a nonlinear fourth order geometric evolution equation of Willmore flow type for the membrane with a surface Allen-Cahn equation describing the lateral decomposition. A novel system is derived involving second order elliptic operators where the field variables are the positions of material points of the surface, the mean curvature vector and the surface phase field function. The resulting variational formulation uses H 1 spaces, and we employ triangulated surfaces and H 1 conforming quadratic surface finite elements for approximating solutions. Together with a semi-implicit time discretization of the evolution equations an iterative scheme is obtained essentially requiring linear solvers only. Numerical experiments are presented which exhibit convergence and the power of this new method for two component geometric biomembranes by computing equilibria such as dumbbells, discocytes and starfishes with lateral phase separation.
Introduction
Lipid bilayer membranes, in the following called biomembranes, are ubiquitous in living organisms as they form the boundaries of cells and cell organelles, but also are of interest in the pharmaceutical industry which intends to use vesicles for drug transport. The mechanics of the biomembranes are important in understanding cell shapes and their transitions from one configuration to another [36] . Established models of lipid bilayer membranes treat them as deformable inextensible fluid surfaces of infinitesimal thickness unable to sustain shear stress. This leads to postulating bending energy functionals with the membrane strain energy depending on the curvature of the surface. Biomembranes exhibit an interesting variety of shape transitions, i.e. the formation of buds, pearling and vesicle fission. Such phenomena have recently been observed in multi-component giant unilamellar vesicles (GUVs) involving a separation into two phases [3, 4] .
In this paper we present a method for computing equilibrium shapes of vesicles formed by geometric biomembranes that involve a lateral separation into two phases. We define a relaxation dynamics by means of a gradient flow of the membrane energy, derive a variational formulation using a surface calculus summarized in the Appendix, and we employ H isoparametric quadratic surface finite elements in order to approximate solutions to the evolution equations. We consider vesicles governed by energy 
ð1:2Þ
The membrane is modeled as a closed hypersurface C in R 3 . Its mean curvature is denoted by H (sum of the principal curvatures, hence twice the mean curvature in the notation of other articles), and the field c is an order parameter (or phase field) defined on C that serves to distinguish the two possible intra-membrane phases. The equilibrium equations for critical points of the energy as well as the parabolic evolution equations of the relaxation flow are a highly nonlinear fourth order partial differential equation for the surface coupled to an Allen-Cahn partial differential equation on the surface for the phase field: where v m is the (scalar) normal velocity, m is the unit normal, @ t the material derivative, k V ,k A , and k c are Lagrange multipliers associated with constraints on enclosed volume and the areas of the two phases, and x > 0 is a kinetic coefficient. In general these equations are impossible to solve analytically but some insight can be gained in the case of axisymmetric geometries which lead to ordinary differential equations, see [31, 32] . However in order to tackle non axisymmetric configurations and to consider further generalizations of the model it is necessary develop numerical discretizations of the general problem and this is the subject of this paper. Let us first discuss the energy contributions and constraints:
Bending energy and line energy A classical model for the elastic bending energy of a single phase membrane is the Canham-Helfrich-Evans energy functional [11, 23, 29] which in its simplest form reads
Here K is the Gaussian curvature. The positive real numbers k H (bending rigidity) and k G (Gaussian bending rigidity) are material dependent elasticity parameters. For k H ¼ 1; F W is known in differential geometry as the Willmore energy [40] . For simplicity we assume that the bending rigidities are the same in the two phases. By the Gauss-Bonnet theorem the last term is a topological invariant. Since we will confine our study to simply closed vesicles we will neglect this energy contribution. Line tension is also observed at the phase interface leading to the following energy functional for a two component membrane [31, 32] :
where the membrane is composed of two smooth surfaces C i with a common boundary c. Then r denotes the energy density of the excess free energy of the phase transition located on c. It is commonly assumed that the lipid bilayer structure of the membrane remains intact across the phase interface so that the whole surface C = C 1 [ c [ C 2 is at least of the class C
.

Bilayer area difference
If the lipid molecules are strongly suppressed from changing sides of the bilayer then also the density difference between the bilayers is constant in equilibrium. This can be formulated as a condition on M :¼ R C H. A common approach is not to formulate this as a hard constraint but as a soft one in the form of a penalty term by adding an energy of the form
to the membrane energy where m 0 is a given value and R a characteristic length scale (in fact R ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi jCj=4p p is the radius of a sphere with the same surface area as C), and a is a positive number. The factor ak H sometimes is called the non-local bending rigidity and the model with the thus augmented energy is called area-difference-elasticity model (we refer to [36] Section 2.5.6 for a classification of commonly used models). Typically a % 1, yet we treat this dimensionless parameter rather as an independent parameter and in some simulations set it to zero, i.e. allowing the membrane to instantaneously exchange sufficient material between the two bilayers so that there is no lipid density difference.
Phase field line energy
As previously proposed in [1, 37, 39, 33] where c is a phase field function (order parameter) to distinguish the two phases, r C stands for the surface gradient, W is a double-well potential and e a small length scale. The coefficient r is proportional to the line energy density r with a coefficient that depends on W. This double-well potential has two minima in the points c = ±1 so that c % 1 and c % À1 in the two phases, whilst the phase interface c is replaced by a thin layer of a thickness scaling with e across which c changes its value smoothly but quickly. For definiteness we take
which is the classical quartic double-well potential. The relation between line energy density and the coefficient in the Ginzburg-Landau energy is then given by, [22] , r ¼ 4 3 r ð1:7Þ
Area and volume constraints
Contributions to the elastic energy by expansion or contraction (changing the density of the lipids in the layers) but also by osmotic pressure may be several orders of magnitude larger than the energy contribution by bending, and such contributions can be modeled with effective constraints on the surface areas of the two phases and the volume of the enclosed domain (we refer to [36] , Sec.2.4.4 for the physically relevant regime). Within the phase field methodology, the constraints on the areas of the two phases naturally are replaced by a constraint on the total surface area jCj and on an integral involving the order parameter which in the simplest case reads R C c.
Minima of the Willmore bending energy F W with constant k H = 1 are called Willmore surfaces [40, 18] . Several computational methods based on the use of surface finite elements on triangulated surfaces have been proposed to approximate the L 2 gradient flow of curvature dependent bending energies with and without area and volume constraints [34, 18, 2, 9] . Other previous computational work include approaches on minimizing discrete versions of the membrane energy as in [30, 8] , the shape parameterization method in [7] , the phase field approach [5,?,?,16] , and a finite element method with C 1 elements [24, 33] . We refer to [13] for a survey of numerical methods for geometric evolution equations. The novelty of our approach is the use of the phase field method on a moving hypersurface to deal with the line energy. We expect the mathematical and computational methodologies developed in this paper to be useful in developing methods for other models involving higher order surface energies and surface partial differential equations. Note that a fully three space dimensional phase field model can be employed as in [5, 6, 15, 16] . However this is much more computationally demanding, requiring the solution of a fourth order PDE in three space dimensions in order to approximate the membrane surface. Grid adaptivity is mandatory, and there is the need for a careful investigation of topics such as the relation between the phase field parameters used for capturing the surface and the interface on the surface. We observe the following about our method and the contributions of this paper:
Avoidance of parameterizations: Our approach is intrinsic and does not require explicit formulae for parameterizations. It relies on the well known formula
where D C is the Laplace-Beltrami operator, m the unit normal to the surface, and x:C ? C the identity map.
Phase field approximation of line energy: Using a phase field approximation of the line energy results in the motion of diffuse interfaces during the relaxation dynamics governed by an Allen-Cahn equation on the moving membrane surface. To solve such a problem on a triangulated surface we employ the computational methods developed in [19, 20] .
Variational formulation: We derive a new variational formulation and gradient flow dynamics for the surface energy (1.2) and end up with a geometric evolution equation for the membrane surface coupled to partial differential equation on the moving surface describing the phase separation similar to that of [21] where a curvature flow with forcing term for a surface is coupled to a surface Cahn-Hilliard equation.
Mixed method and avoidance of C 1 elements: The second order operator splitting of the fourth order partial differential equations for the membrane motion may be viewed as a mixed formulation. It allows the use of H 1 conforming and C 0 finite elements, and we can avoid C 1 finite elements as employed in [33] . [27, 28, 14] . Approximating a smooth surface by parametric quadratic finite elements based on a polyhedral surface (1.8) gives an approximation in L 2 of the mean curvature [28] . It is also our experience that the meshes associated with the quadratic finite elements maintained good quality during the evolution. We will introduce a mesh quality measure and report on it in the last section.
Iteration by semi-implicit time stepping: Local minimizers of the energy are found by relaxing appropriate initial shapes to energetically favorable states. The governing equations consist of parabolic equations of second order for the phase separation and of fourth order for the membrane evolution where the latter one is split into two second order equations. In the full discretization the terms to highest order are taken implicitly in time whereas lower order terms may be taken explicitly in time so that the new iterates for the surface position x, the mean curvature vector H = Hm, and the order parameter c are computed in each relaxation step as the solution to linear systems. The method combines techniques of [18, 19] .
Hard constraints and Newton iteration: The constraints on area, enclosed volume, and the order parameter integral are effectively ensured by performing Newton iterations at every relaxation step. Convergence: We document numerical experiments which indicate convergence of the numerical scheme with respect to the mesh size and the phase field interfacial thickness e.
Quantitative results: We compare the energies of relaxed axisymmetric membrane shapes with data from [32] . But the proposed method can also be used to explore the phase diagram of non-axisymmetric two-phase membranes. In this context we report on some simulations with discocytes involving a lateral phase-separation. Software: For the implementation the finite-element software ALBERTA [35] has been employed as well as the software UMFPACK [12] which is a direct solver for linear systems with sparse matrices.
The paper is organized as follows. In the next Section we present the equilibrium equations satisfied by critical points of the energy functional (1.4) including the constraints and their approximation by the diffuse interface model based on (1.2). Further, we formulate a relaxation dynamics via a gradient flow. In the Section after the surface finite elements are introduced and the governing equations are discretized. We also present the solution algorithm for the emerging discrete problem. Finally, in Section four we describe the results of significant numerical experiments that demonstrate the effectivity of the proposed method. In the Appendix we fix some notation and introduce concepts from differential geometry appropriate for our needs.
Mathematical models for two phase biomembranes
Phase-field surfaces and constraints
We now consider the phase field model with the line energy F GL and define the objects on which we will set up the relaxation dynamics. Definition 2.1 (Admissible phase field surface). An admissible phase field surface (C, c) for the membrane energy (1.2) is the smooth boundary C of a bounded, simply connected open domain X & R 3 such that C is diffeomorphic to the sphere together with a smooth field c : C ! R which is called an order parameter or phase field variable.
Most of the formulae presented in this section are valid for more general topologies of C which also are of practical importance (see [36, Figs. 4 and 5] ). Yet we later on report only on simulation results for spherical membranes which is why restrict the analysis to this case.
As specified in the introduction we are interested in critical points (C, c) of F ðÁ; ÁÞ defined by (1.2) subject to side conditions concerning the areas of the two phases and the volume of the enclosed domain. Let us denote the target value for the enclosed volume jXj by V and the target values for the areas of the two membrane domains jC i j by A i , i = 1, 2. The fact that the sphere minimizes the area enclosing a given volume leads to the natural requirement on the data {V,
where the right hand side is the area of the sphere enclosing the volume V.
To take the area constraints into account in the phase field model we consider the function hðcÞ ¼ 1 i f1 6 c;
and impose a constraint on R C hðcÞ and on jCj. In fact, in the limit as e ? 0 one expects that R C hðcÞ ! jC 1 j À jC 2 j. Since we want to preserve the areas of C 1 and C 2 in this limit, in the phase field approximation we preserve R C hðcÞ and jCj = jC 1 j + jC 2 j instead. We remark that this approach has been successfully applied previously in the context of Allen-Cahn systems on flat domains, cf. [25] . Denoting by A i > 0 the prescribed surface areas of C i , i = 1, 2 the constraint on the total area and on the phase area difference read 
The constraint C c will be called mass constraint in the following with the notion behind that R C hðcÞ could correspond to some kind of mass.
Let V > 0 be the prescribed enclosed volume. Defining the functional Before we consider the variations of the individual functionals appearing in the membrane energy and constraints, we state a helpful result which dates back to an idea of [18] . The variational curvature identity (A.3) which is the weak formulation of (1.8) holds true on deformed surfaces C(s) and may be differentiated with respect to s in s = 0. This will turn out to be useful when computing the variation of the (local and non-local) membrane energies. 
Proof. This lemma has been shown in [18] . For the readers convenience, we repeat the proof here. Applying (A.9) to the first term of (A.3) and using @ 
and with the identities @ s x ¼ w (the time t is replaced by s and the deformation field w is the velocity field),
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Taking both derived identities together we end up with (2.5). h In a series of lemmas we now present the variations of several contributions to the energy functional.
Lemma 2.4 (Variation of the Willmore functional [18] ). The variation of the bending energy functional is:
Proof. Also this lemma has already been shown in [18] . Using (A.9) we see that
We now employ Lemma 2.3 with a field z which for s = 0 coincides with H and, as required, fulfills @
Multiplying with k H and replacing the first term in (2.7) we deduce (2.6). h Remark 2.5. The formula for the variation of the bending energy F W usually reads
see e.g. [40] for a derivation. In particular, only deformations in the normal direction have an impact on the bending energy, which is clear since purely tangential deformations do not change the surface. With some lengthy calculations involving integrations by parts one can deduce this from (2.6). For the numerics we will make use of the variational formulation (2.6) but (2.8) is useful for the asymptotic analysis of the governing equations [22] .
Lemma 2.6 (Variation of the non-local bending energy functional). The variation of the non-local bending energy functional is:
Proof. In order to compute the variation of the non-local bending energy (1.5) we first observe that d ds
Z
CðsÞ
HðsÞ Á mðsÞ
where we used (A.9) again. For the first term we employ Lemma 2.3 with a field z which for s = 0 coincides with m. In the following calculation we use the symmetry of the tangential tensor r C m which, in particular, means that Pr C m = P(r C m) T = (r C m) T = r C m, and we further use that r C w = wr C m + m r C w as well as (A.2).
Recalling the identity (A.12) we have 
From this and since
HðsÞ Á mðsÞ s¼0 we conclude that (2.9) is true. h
As is well known, the variation of the enclosed volume is the external unit normal and the variation of the surface area is the mean curvature vector. This can also be deduced from the transport identity (A.9) with g = 1 for the area and g = 1 and C replaced by X for the volume. Given an admissible phase field surface, variations with respect to the surface are based on deformations which we will restrict to the normal direction. But when deforming we have to say how the phase field variable defined on the surface changes. By the regularity assumptions on admissible phase field surfaces there is a small s 0 > 0 so that (C(s), c(s)) indeed is admissible for all s 2 (Às 0 , s 0 ). In particular, for each point In the case g = 0 this means that we extend the phase field constantly in the normal direction away from C in order to define it on the deformed surface C(s).
Definition 2.9. Let E ¼ EðC; cÞ be a functional defined on admissible phase field surfaces, let (C, c) be an admissible surface and let (w, g) be an admissible deformation field. 
ð2:17Þ
Furthermore, using the symmetry of r C m again,
Applying (A.10) to the term involving r C c we obtain
Similarly, applying (A.9) to the term with the double well potential we obtain d ds
Both together yields (2.17): Problem 2.14 (Diffuse interface equilibrium equations). For given values V, A 1 , A 2 fulfilling (2.1) find an admissible phase field surface (C, c) and Lagrange multipliers k V , k A , and k c such that
First equation (2.19) can be understood as a normal force balance whilst (2.20) is a kind of tangential force balance. This will become more clear when comparing with the equilibrium equations in the sharp interface limit in Problem 2.16 below which we provide some interpretation of equations. Remark 2.17 explains the relation between the above diffuse interface problem and the sharp interface problem. C 1 and C 2 are two-dimensional smooth oriented not necessarily connected hypersurfaces with smooth boundaries that coincide and correspond to c which consists of a finite number of smooth curves,
Sharp interface model
locally around each point x 2 c the surface C can be parameterized by a C 1 map.
These regularity assumptions are consistent with the approach in [31, 32, 4] . The fact that the lipid bilayer is intact across the phase interface motivates the assumption of a C 1 surface (see the discussion in [31] ).
For the admissible two-phase surface
we denote by l the outer co-normal of C 2 , whence Àl is the outer co-normal of C 1 . We also use s c for the unit tangential vector field along c such that (s c , l, m) is positively oriented.
The Euler-Lagrange equations of the membrane energy (1.4) can be derived by deforming the surface C with a suitably regular vector field. The calculation is carried out in [22] for more general energies.
Problem 2.16 (Sharp interface equilibrium equations).
For given data {V, A 1 , A 2 } fulfilling (2.1) find an admissible two-phase
ð2:22Þ
on c;
ð2:27Þ
Eq. (2.22) can be considered as a force balance in points on the membrane where we emphasize that forces arising from the bending energy and the constraints point in the normal direction so that we can formulate it as a scalar equation for the normal components of the forces. The phase interface involves both a continuity condition (2.23) and a force balance which is split into a component (2.25) tangential to C and normal to c and a component (2.24) normal to C. Since the Lagrange multipliers are real numbers we see from (2.25) that equilibrium membrane shapes involve phase interfaces which all have the same constant geodesic curvature.
Remark 2.17. It is shown in [22] by a formal asymptotic analysis that solutions to Problem 2.14 converge to solutions to Problem 2.16 as e ? 0. Here, we confine ourselves to making a few remarks for readers that are familiar with this technique.
Energetically favorable solutions to the Allen-Cahn equations involve large domains where c % ±1 which correspond to the phases C i in the sharp interface limit. With this in mind we see how (2.22) emerges from (2.19).
These equations also allow us to identify k A,1 with k A + k c and k A,2 with k A À k c in the sharp interface limit, ? 0. The term eD C c À 1 e W 0 ðcÞ converges to the geodesic curvature h g of the limiting curve c which allows us to recover (2.25) from (2.20) . The curvature terms in (2.23) and (2.24) arise from the expansion of the term D C H in (2.19) in the interfacial layer between the phases. The normal component of curvature h m is obtained from the second line of (2.19) which to leading order approximates $ 1 e rðÀl Á r C ml þ HÞ on c since r C c $ 1 e l there. Using the fact that (s c ,l) is an orthonormal basis of the tangent space on C we may write H = r C Á m = l Á r C ml + s c Á r C ms c and obtain h m by observing that s c Á r C ms c = h m .
Relaxation dynamics and energy decay
We define a relaxation dynamics as a weighted L 2 gradient flow of the membrane energy taking the constraints into account with Lagrange multipliers. The kinetic coefficient x yields a time scale which may speed up or slow down the phase separation in comparison with the membrane surface relaxation. We remark that we will end up with an Allen-Cahn equation for the order parameter c on the evolving surface C which, with the scaling of the kinetic coefficien,t will approximate a forced geodesic curvature flow for the interphase line in the sharp interface limit. We chose it in analogy with the phase field approximation of mean curvature flow in flat domains [13, 25] .
Problem 2.19 (Gradient flow). Suppose that data {V, A 1 , A 2 } fulfilling (2.1) and an initial admissible phase field surface (C 0 ,c 0 )
are given such that 
Relaxation flow
We now present the problem on which the numerical method will be based. Analytically, the L 2 relaxation flow defined below and the gradient flow dynamics in Problem 2.19 are equivalent since the right hand side of law (2.36) for the velocity points into the normal direction. ) and with velocity v(t) of C(t), and find functions k V ; k A ; k c : ½0; 1Þ ! R such that at all times t
ð2:36Þ 
WðC; z; wÞ ¼ k H EðC; z; wÞ þ k H RðC; z; wÞ þ k H DðC; z; wÞ;
where g, / are scalar fields, w, z are vector-valued fields, and Q is a tensor-valued field on C. for all test functions ðw; /Þ : CðtÞ ! R 3 Â R where the fields {H(t)} t are computed from (A.3) and such that the constraints (2.32)-(2.34) are fulfilled.
Finite element approximation
We will use triangulated surfaces and surface finite elements in order to discretize the equations in Problem 2.22. For this purpose we need an approximation to the Weingarten map r C m which is given in Definition 3.5. In Section 3.2 we then present the spatial discretization and the fully discrete scheme in Definition 3.11. After, we describe the procedures to update surface, curvature and order parameter and state the solution algorithm.
Isoparametric quadratic surface finite elements
The discretization is based on triangulated surfaces and isoparametric surface finite elements. We refer to [27, 10, 14] for facts and results on such elements.
Definition 3.1 (Triangulated surface). A triangulated polyhedral surface e
C h is a polyhedron with planar triangular faces,
where e T h consists of a finite number of closed, non-degenerate triangles e T such that the intersection of two different triangles is either empty or a common edge or a common vertex and such that each triangle has at least one edge in common with another triangle.
Given a triangulated polyhedral surface e C h , a quadratic triangulated surface C h over e C h is of the form
where there exists a homeomorphism F : e
Fj e T is a quadratic polynomial on each e T 2 e T h , F leaves vertices unchanged.
It follows that each triangle T 2 T h can be parameterized by a quadratic polynomial U T : b
is a fixed reference triangle. Denoting the space of polynomials of degree two by P 2 ðÁÞ we have that
Definition 3.2. Isoparametric quadratic surface FE space Given a quadratic triangulated surface C h , the isoparametric quadratic surface finite element space is defined by
For discrete versions of three-dimensional fields such as, for example, the field H ¼ fH k g 3 k¼1 we introduce the finite element space S h ðC h Þ :¼ S 3 h ðC h Þ. We remark that the finite elements are isoparametric since the map F in Definition 3.1 belongs to S h . The matrix P h ¼ I À m h m h ¼ r C h x h stands for the projection onto the tangential space of C h and is well-defined at each point in the interior of a triangle T 2 T h .
The nodal variables are the evaluations at the vertices and at the midpoints of the edges whose coordinates are denoted
. Thus N h is the dimension of S h . We denote the standard basis by f/ i g where
Some of the functionals stated below involve the nonlinearities W(Á) and h(Á) and derivatives which are polynomials as long as À1 6 c h 6 1. To compute the integrals we chose quadrature formulas that are exact for these polynomials. which has to hold for all w h 2 S h (C h ).
Formula (A.4) applied to the unit normal m on an admissible phase field surface yields
for any smooth test function Z : C ! R 3Â3 and motivates the following (where e Q h is an appropriate lift of Q h from C h to C, see [28] for the details) provided that the sufficiently smooth limiting surface C is interpolated by the triangulated surfaces C h , i.e., vertices and edge-midpoints are projected to C. Furthermore, numerical experiments indicate that this convergence also holds true in L 1 (C). We remark that for such convergence results we need quadratic finite elements and linear finite elements are not sufficient. Another possibility for approximating the shape operator is to compute r C h m h on (more precisely, in the interior of) every T 2 T h . As shown in [14] 
is an element of S h (C h (t)) and is tacitly taken into account in the operator @ t whenever working on a triangulated surface. We remark that (see [19] 
ð3:5Þ
Also the other t-dependent surface fields will become families of finite element functions as, e.g., {H h (t)} t where the t dependence concerns the coefficient vector H(t) but also the basis functions e k / i (t, Á) of S h (C h (t)).
Definition 3.7. Let {C h (t),c(t)} t2I be an evolving discrete admissible phase field surface for which H h (t) and Q h (t) denote the discrete mean curvature vector and Weingarten map equation at each t 2 I, respectively. Further, let ðk
The following variational equations are defined at each time t 2 I.
The discrete variational surface equation reads
for a test vector field w h 2 S h (C h ). The discrete variational phase field equation is defined by
The discrete constraint equations are
Remark 3.8. In the above recall that the velocity has the nodal values v i,k (t) = @ t x i,k (t), and by the transport property of the basis functions (3.5) we see that 
Find a family of discrete admissible phase field surfaces {(C h (t), c(t)
Full discretization
In order to discretize in time we consider times ft ðxÞ.
Solution algorithm
Let us denote the mass and the stiffness matrix by 
we have Þ. This is solved by a Newton method for which we need the derivative of f. We see from (3.24) that a change in k is similar. In view of the formulae (3.11), (3.12) and the definitions of n and k we obtain
We perform an iteration of the form C V ðC mþ1 ðk mþ1;kþ1 ÞÞ=V and C A ðC mþ1 ðk mþ1;kþ1 ÞÞ=ðA 1 þ A 2 Þ are reduced below a given tolerance. In our simulations we chose 10 À12 as tolerance and observed that usually only a few Newton iteration steps were necessary to achieve the desired accuracy. Damping has never been required to ensure convergence.
Iterative procedure for the phase field
With respect to the phase separation update step from time level m to m + 1 in the . The procedure is similar to the one described above and a detailed description therefore is omitted.
Algorithm
The proposed algorithm to compute the new membrane C and the off-diagonal blocks are zero, whence it is sufficient to factorize these blocks which are of size 2N h . Setting r = 0, a = 0
and k H = 1 we end up having this property for Willmore flow. For comparison, the system size of the method in [2] for Willmore flow is 4N h . In [18] , where our method for the bending energy stems from, more terms contained in R are taken into account semi-implicitly in time, and as a consequence the off-diagonal blocks do not vanish any more so that a system of size 6N h has to be solved in each time step. 
end if end if end for
As the interfacial thickness parameter e becomes small it is desirable to adaptively refine the grid, mainly in the transition regions of the order parameter but also in strongly curved regions. The finite element software ALBERTA [35] that we used for implementing our scheme requires a marking function that provides a flag for each element indicating whether it has to be refined (=bisected) or whether it may be coarsened. We want to ensure that the interfacial layers are resolved by the mesh but also demand the strongly curved regions to contain sufficient numbers of nodes. For the latter ones we consider the quantity
i.e., the sum of the squares of the principal curvatures. The Gaussian curvature can be computed via
and as discussed in [28] the discrete analog property even in the case of large deformations. We leave a careful analysis of this issue and of improving the efficiency of the above method for future research but note that applying it makes the computations significantly cheaper.
We performed an explicit mesh adaption strategy and executed the marking algorithm at the beginning of every third time step followed by the mesh adaption. During the latter one the fields on the surface are interpolated and restricted to obtain the values in the new nodes as described in [35] . Often, this leads to an increase of the total energy and, in particular, the surface data are no longer consistent in the following sense: For a triangulated surface in (or close to) equilibrium Eq. (3.2) is fulfilled and relates x h and H h , and mesh adaptivity typically destroys this relation. But we observed that the system quickly relaxes back and decreases the energy to the previous state. For this reason we perform a couple of time steps before considering another mesh adaptation. We also observed that in the late stage of the simulation when the system has almost relaxed mesh changes are no longer needed.
Numerical experiments
We first look at the pure Helfrich flow (no phase separation) before discussing convergence in h and e in Section 4.3. In subsequent sections we investigate the consistency of our results with the phase diagram for axisymmetric shapes (Section 4.5), effects due to the area-difference term F M in (1.2), we study non axisymmetric two-phase membranes (Section 4.7) and a situation that can involve a topological change of the phases (Section 4.8).
Monitored quantities
To measure the discrete energy we compute
Since the surface mesh is evolving we monitored the mesh quality. As one quality measure q(C h ) of the polyhedral surface C h we have used the minimal value of the sinus of the interior angles of the elements, qðC h Þ :¼ minfq T jT 2 T ðC h Þg; q T :¼ minfsinðaÞja inner angle of Tg: ð4:1Þ
With inner angles we mean all angles of the four flat triangles formed by neighboring nodes: Recalling that any T 2 T h has six nodes, three of them corresponding to the vertices and three located on the edges, we consider the three planar triangles formed by a vertex and the nodes on the adjacent edges and the triangle formed by the nodes on the edges. Whenever we refer to the velocity field we mean the finite element function
The numerical error of convergence has been measured in the form 
Helfrich flow
We first report on some consistency tests for elastic membranes without lateral phase separation, i.e. we set c 1. The gradient flow dynamics of the bending energy subject to constraints on area and volume but no area difference term (a = 0) is commonly known as Helfrich flow. We relaxed some appropriate initial shapes and compared the energies in the relaxed states with results from [38] where phase diagrams for various models of axisymmetric lipid bilayer vesicles have been derived.
The scale invariance of the bending energy is an important issue since it reduces the number of effective parameters on which the energetically most favorable state depends: Under a dilation of the space the energy F W ðCÞ does not change. We recall that the quantity R ¼ ffiffiffiffiffiffiffiffiffiffiffi ffi A=4p p had been introduced as a reference length scale and is the radius of the sphere with surface area A :¼ A 1 + A 2 . Equilibrium shapes effectively only depend on the reduced volume
We remark that if C topologically is a sphere then V 2 ½0; 1 because the sphere minimizes the surface area among all surfaces of that topological type enclosing a given volume. We employed an adaptive time stepping by setting
where max i2N h jv i;Á j is the maximal node velocity, h 0 min is the initial minimal edge length, and the length scale R is taken into account for scale invariance. We remark that taking the minimal edge length at time t m instead of h 0 min into account did not essentially change the results of our simulations. The simulations were terminated when the maximal node velocity was small enough, namely when max i2N h jv i;Á j 6 R Â 10 À4 :
The initial shapes and the data for the relaxed shapes are listed in Table 1 . For V % 0:62 the discocyte shape has less energy than the dumbbell shape whilst for V % 0:79 the situation is vice versa. Also quantitatively the energies are close to the values that have been computed in [38] with a different method restricted to axisymmetric shapes. Some final shapes including cuts through symmetry planes are displayed in Fig. 1. 
Convergence experiment
The goal is now to numerically investigate our method with respect to convergence as the mesh is refined and as e ? 0.
We chose a rotationally symmetric configuration and relaxed a cigar of length 4 and diameter 1 with spherical caps and with symmetry axis fx ¼ ðx 1 ; Since close to equilibrium the relaxation is rather slow an adaptive time stepping procedure is desirable but the method used in Section 4.2 on the pure Helfrich flow is not appropriate because of the contributions to the force coming from the line energy and because of the equation for the order parameter. This issue is left for future research but we remark that we performed simulations for various (constant) time steps indicating that the error from the time discretization is negligible compared to the spatial discretization error. Fig. 3 shows typical evolutions of the velocity and the Lagrange multipliers. Initially, the evolution is rather fast. Later on, the quantities do not change any more in time, whence the system can be considered as relaxed. In Table 2 we present the Table 1 Helfrich flow, results for several initial shapes where the parameters with the ellipsoids are the radii and with the cigars the diameter and the length. The cigars have been gently deformed towards prolates to initially comply with the constraints on area and volume. Energies have been normalized by dividing by 8pk H . From the phase diagram in [38, Fig. 8 ], values have been extracted for comparison. For the prolate/dumbbell branch with V ¼ 0:7920 as in the last row we performed another simulation on a finer grid resulting in a normalized energy of 1.4045. values for energy, the mass and the volume Lagrange multiplier, the velocity and the grid quality for e = 0.3 measured at time t = 0.3. As has been mentioned, the influence of the time step is small compared to the influence of the number of nodes N h . The values reveal convergence of F h ; k c;h ; k V;h , and kv h k L 2 ! 0 as N h ? 1.
Of further interest is the convergence as e ? 0. We kept the ratio e= ffiffiffiffiffiffi N h p constant where the meshes are fine enough in the sense that a further refinement has negligible influence on the values compared to the influence of e, i.e., the discretization error is smaller than the modeling error. The values are shown in Table 3 . Fig. 4 displays the evolution of the membrane energy and (parts of the) shape profiles around the necks obtained by intersecting the plane {x 2 = 0.5} with the surface. As e ? 0 not only the energies converge but also the distance from one profile curve to the next one becomes smaller indicating that the surface shapes converge. We observed this not only in the displayed region but everywhere. The reason for zooming into this specific region is that the transition points marking the zero level sets of c h are displayed, too, and apparently converge.
This means that also the approximations to the interface locations converge as e ? 0.
Test of the adaptive local grid refinement
By our choice of the double-well potential W the profile of the order parameter across an interfacial layer is close to tanh (d(x, t)/e) where d(x, t) is the geodesic distance of x to the level set {c(x, t) = 0}. If we define the interfacial layer to consist of the points {jc(x)j 6 0.97} then the thickness of the layer is close to 4e. In our tests with the data of the previous section a value of N in = 1.6 resulted in meshes with resolutions of the interfaces comparable with the fully refined meshes yielding the values in Table 3 . With respect to the bulk a value of N H = 0.5 resulted in a resolution of the phases comparable to the fully refined mesh with N h = 4610 nodes close to the spherical tips and somewhat coarser in the cone-shaped part of the red phase.
In Fig. 5 we compare the fully refined grid with the adaptively refined grid at time t = 0.3 for e ¼ 0:3= ffiffiffi 2 p . In Table 4 the energies and the node numbers of the relaxed shapes for several values of e are shown. The time step has been related to the element diameters in the interfacial regions and, hence, is the same for a given e. Similarly as before our simulation results generally suggest that the discretization error is smaller than the modeling error (influence of e).
Consistency with the phase diagram
We aimed for a quantitative comparison with the results in [32] for axisymmetric vesicles without area-difference term (a = 0) but with a lateral phase separation. As initial data we chose prolate-like ellipsoids centered in the origin, symmetric with respect to the axis fx ¼ ðx 1 ; x 2 ; x 3 Þ 2 R 3 jx 1 ¼ x 2 ¼ 0g, with pronounced tips in x 3 -direction and with appropriate radii to Table 3 Convergence tests with cigars relaxing to non-symmetric dumbbells as in Fig. 2 , values at time t = 0.3 and experimental errors of convergence computed according to (4.2) . Table 2 Convergence tests with cigars relaxing to non-symmetric dumbbells as in Fig. 2 , values at time t = 0.3 for e = 0.3. Table 5 revealing a good agreement with the values in [32] .
Effects from the non-local bending energy
We now present a computational example that demonstrates the effectivity of our method for non-axisymmetric shapes. The initial shape shown in Fig. 6 on the left has a minimal edge length of h Neglecting any phase separation phenomena we first relaxed the initial shape under the Helfrich flow with area-difference term (a = 100). The resulting shape is non-axisymmetric and shown in Fig. 6 on the right which qualitatively is in agreement with the results in [41] .
In turn, when relaxing the same shape without the area-difference term (a = 0) then the resulting shape is axisymmetric again but involves an unphysical self-intersection. In Fig. 7 we display some shapes during the relaxation.
Finally we took a phase separation with an initial field c 0 into account that involved a red phase at one of the tips and blue phases elsewhere, see Fig. 8 on the left for the initial shape with order parameter and on the right for the relaxed shape. Apart from additional parameters for the phase separation the simulation parameters were the same as before in Fig. 6 . As expected, the energy associated with the phase interface leads to a more pronounced neck between the tip with the red phase and the remainder of the vesicle in the blue phase.
Two-phase discocytes
We investigate the effect of a phase separation on a discocyte shape as in Fig. 1 (top) . The initial configuration is displayed in Fig. 9 on the top which is a discocyte centered at the origin and with symmetry axis fð0; 0; zÞ 2 R 3 jz 2 Rg. The initial values for the order parameter were of the form 
The simulation data is shown in the caption to Fig. 9 . In particular, the reduced volume is V % 0:6297. Table 4 Comparison of numbers of nodes, energy, and Lagrange multipliers for the volume constraint in dependence of e for the fully and adaptively refined meshes 
Fully refined mesh
Adaptively refined mesh As r is increased from zero the equilibrium discocyte is deformed maintaining some non-convex portions. For instance, the relaxed shape for r = 3 in Fig. 9 in the middle still reveals dents. However if r is increased to r = 3.45 then the dents Table 5 Quantitative comparison between the energies extracted from the phase diagram in Section II.B.2 on p. 2676 in [32] and the energies measured with our method. In the last row the result for a larger e than in the third row but the same parameters otherwise reveals a bigger energy. In the test example in Section 4.3 we had already observed that decreasing e leads to decay of the energy, cf. vanish and the final shape is an axisymmetric dumbbell shape but with a different symmetry axis to that of the initial discocyte, namely fðx; 0; 0Þ 2 R 3 jx 2 Rg, see Fig. 9 on the bottom. For comparison we also performed simulations with cigar-like initial shapes and the same simulation parameters. In this range (recall that V % 0:6297) we know from Section 4.2 that shapes belonging to the oblate/discocyte branch energetically are favorable, hence we expect this to hold for small r. In Fig. 10 we show plots of the energies of the relaxed shapes over r where we obtain the dashed curve when relaxing an initial cigar shape and the continuous curve when relaxing the discocyte. The latter one indeed reveals less energy for r up to about 0.8. After that, the shapes belonging to the prolate/dumbbell branch have less energy, and for r P 3.45 the discocytes also relax to shapes of this branch. That we obtain two-phase discocytes as in the middle of Fig. 9 for r between 0.8 and 3.45 indicates that these shapes are local minimizers of the membrane energy since the relaxation method ensures that the energy decays.
Topological changes of the phase separation
In the previous example it was mainly the initial membrane shape which lead to different relaxed shapes for the same parameters. We now consider an example where such an effect is due to the initial location of the interphase boundary. For the higher positioned phase interfaces of Fig. 11 we observe that the dark blue/grey phase detects the tip and moves there resulting in two connected inter-membrane phases and a total energy of F h % 52:1334. In turn, the two light red/grey domains remain separated by the annular dark blue/grey domain of the other phase when the phase interfaces initially are positioned further away from the upper tip, see Fig. 12 . The final energy in the latter case is F h % 55:145 and bigger than in the previous case because the phase interface has approximately twice the length. In fact, the line energy of the relaxed shape in Fig. 12 on the right is F h GL % 6:4135 whilst the shape in Fig. 11 on the right involves a line energy of F h GL % 3:3271.
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Appendix A. Notation and concepts
A.1. Calculus on evolving surfaces
To represent membranes we consider smooth oriented two-dimensional hypersurfaces C & R 3 which have non-empty smooth boundaries oC and which can be parameterized by maps y : M ! C over two-dimensional reference manifolds M. To fix the orientation let m denote a unit normal field on C. Later on we will consider surfaces that are the boundary of a domain X & R 3 and then m will be the external unit normal. Here, we just pick any orientation. Further, let l denote the outer co-normal of C on oC.
To discuss the surface gradient we may consider a fixed surface C. For any function g defined on a neighborhood of N & R 3 of C we define its tangential gradient on C by r C g :¼ rg À rg Á mm where Á denotes the standard scalar product and rg denotes the usual gradient on R 3 . The tangential gradient r C g only depends on the values of g restricted to C, and r C g Á m = 0. The components of the tangential gradient will be denoted by r C g ¼ ðD i gÞ 3 i¼1 : If w : C ! R 3 is a smooth vector field then r C w is the matrix with components (r C w) ij = D j w i , and we write (r C w) T = (D i w j ) i,j for its transpose and use the scalar product r C w : r C z ¼ P i;j D j w i D j z i . We will furthermore use the notation w z for the matrix with entries w i z j . The surface divergence is defined by r C Á w = tr(r C w). The Laplace-Beltrami operator on C(t) is defined as the tangential divergence of the tangential gradient, D C g = r C Á r C g. At a point x 2 C we define the matrix PðxÞ :¼ I À mðxÞ mðxÞ 2 R 3Â3 where I is the identity matrix. Any vector y 2 R 3 is projected by P to the tangent space T x C. With the help of P we can write r C g ¼ Prg; r C w ¼ rwP; r C Á w ¼ P : r C w:
ðA:1Þ
Let I C : C ! C; I C ðxÞ ¼ x for all x 2 C, denote the identity map on surface C. Throughout this paper we will usually simply write x for the identity map on (the actual surface) C. After extending I C to N , the identities rI C ¼ rx ¼ I and (A.1) yield that r C x = rxP = P = I À m m.
The mean curvature of C with respect to m is defined by H ¼ r C Á m:
ðA:2Þ
Observe that the orientation is such that if C is the boundary of a ball of radius R and m its external unit normal then its mean curvature is H ¼ 2 R
. Note that H is the sum of the principle curvatures rather than the arithmetic mean and hence differs from the common definition by a factor 2. We remark that the mean curvature vector H = Hm is invariant with respect to the orientation of m, and the identity (1.8) follows from D C x ¼ r C Á r C x ¼ r C Á P ¼ Àr C Á mm ¼ ÀHm:
As observed by Dziuk [17, 18] , the following variational identity is useful in defining numerical schemes and in the variational calculus: For each surface C(Á), the symmetric matrix r C m of the tangential derivatives of the normal field is known as the Weingarten map or shape operator. It satisfies jr C mj 2 ¼ H There is a formula for partial integration:
ðA:4Þ
Let us write c for a smooth curve on C or the boundary of C and let s c denote the unit tangential field along c such that (s c ,l,m) constitutes a positively oriented orthonormal basis in every point on c. It is normal to the curve whence we may write h ¼ h g l þ h m m:
The quantity h g = h Á l is the geodesic curvature of c and h m = h Á m is usually called normal curvature (with respect to C).
A.2. The material derivative and transport formulae
Relaxing an initial surface by deforming it leads to the notion of an evolving surface {C(t)} t depending smoothly on the time t 2 I :¼ [0, 1), i.e., the parameterizations yðÁ; tÞ : M ! CðtÞ depend smoothly on t. We define the velocity of C(t) in a We will usually omit the dependence of fields and surfaces on t since it is clear from the context whether we deal with the evolving surface or a surface at a specific time. In particular, we just write r C for r C(t) whence this operator contains only spatial derivatives but no time derivatives. By @ t we denote the material derivative of a scalar function g = g(x, t) defined on an open set around the moving surface, In the problem that we will consider later on the velocity field is purely normal, and in this case material derivative and normal time derivative coincide. In the general case, a consequence of the splitting of v into a normal and a tangential part is the relation @ t g ¼ @ t g þ v s Á r C g. It is convenient to note that with (A.2) we obtain
ðA:8Þ
The following formulae for the differentiation of a parameter dependent surface integral will play a decisive role. ðA:10Þ
A proof of this Lemma is given in [19] .
Later on we will apply (A.10) with g and w replaced by the components of the vector field x and another vector field z, respectively. Then we will also apply the following identity which is derived using (A.1) and that P = r C x is symmetric (here, the summation convention is employed):
T Þ ki ðr C vr C xÞ ki þ ðr C xr C zÞ jk ðr C vÞ jk ¼ ðr C zÞ T : r C v þ Pr C z : r C v:
ðA:11Þ
