III this paper we present a recursive algorithm for the Gabor filter that achieves-to within a multiplicative constant-the fastest possible implementation. For a signal consisting of N samples, our implementation requires O(N) multip/y-and-add (MADD) operations. Further, the complexity is independent of the values of 0 and (0 in the Gabor kernel and coefficients of the recursive equation have a simple, closed-f orm solution given (J and (0. Our implementation admits not only a forward Gabor transform from t � ill but an inverse transform from (0 � t that is also O(N) complexity.
Introduction
In two previous papers we developed [1] and refined Note that in this implementation-illustrated in Figure I -the forward filter has an infinite impulse response (fIR) which we can call hfnl and the backward filter has the infinite impulse response h[-n]. The concatenation of the two filters as given in equations (1) and (2) leads to a total filter pen] = h[n]@h[-n] whose Fourier transforms are related by P(Q) == IH(Q)12. In other words, the resulting filter p[n] is zero-phase which is exactly what we would require from a convolution with a "zero-centered" Gaussian kernel.
In this paper we extend this approach from the Gaussian filter to the Gabor filter to produce a recursive, IIR filter that achieves the desired result with a minimum of computational complexity, O(N) multiply-and-add (MADD) operations for a signal consisting of N samples.
In our first paper [1] we showed that the method of choosing the coefficients lB, bo, b" bz, b3} guaranteed that the resulting Gaussian filters would be stable.
Because our procedure for implementation of the 
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where ao = 2.490895 a2 = 1.466003
We treated the approximation not as the Gaussian impulse response but rather as an approximation to its Fourier transform. That is, we used the well-known result:
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Using q instead of cr and converting to the Laplace transfonn using s = jill , gave the rational approximation:
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The 6th order polynomial in the denominator of Gq(s) has six roots which due to the special structure of the polynomial-only even powers of s-can be written as shown in equation (8) These three values m = {mo' m h m2} are central to the Gabor filter as well. They are solely determined by the values of a == lao, ab a4, a6} and if another choice of a is made-for example to optimize the Gaussian fit with another criterion-then the values of m will change as well.
The expression G q (s) is then factored into the product of two terms, G q (s) = GL(s) • GR(S): GL(s) with poles in the left-half plane and GR(S ) with poles in the right-half plane. For reasons discussed in [1] , we used the backward difference technique [4] to transform the two, stable, analog filters characterized by GL(S) and GR(S) into two, stable, digital filters H+(z) and H_(z). These filters have z-transforms given by:
Equations (9) and (10) are precisely the z-transforms of equations (1) and (2) 
Gabor Filtering
While operators that focus on global information are essential to describing a variety of physical systems, While there are many approaches to processing signals in such a way as to examine the local character of structure, the Gabor filter has a number of elegant properties that make it highly suitable for this goal. The one-dimensional Gabor filter is given by:
It is clear that the Gabor filter is the m odulation of the Gaussian kernel given in equation (3) by the complex term elOJt• The use of the complex term means that we 339 will be using complex arithmetic in all calculations.
To examine local structures we seek a filter width in ti m e (or space) that is narrow. To obtain good frequency resolution we seek a filter width in frequency that is similarly narrow. The Gaussian envelope in equation (1) achieves the smallest possible time-bandwidth product and thus allows us to perform "local" spectral analysis [4] , [5] .
A number of authors have exammed t e POSSI I ltIes for fast implementation of the Gabor filter [6] , [7] , [8] .
To our knowledge the fastest algorithms that have been described are in Qiu [8] and, for a signal consisting of N samples, the transform (filter) has complexity O(NelogN).
The Algorithm
Our implementation is based upon a combination of our recursive Gaussian implementation plus a well known property that relates modulation in the (discrete) 
Note that the replacement of z with e -jO,o z represents a rotation of angle Do around the point z = (0,0) in the complex z-plane. The direct consequence of this is that the Gaussian filter pair H+(z) and H_Cz) become the Gabor filter pair B+(z) and B_(z):
Algebraic manipulation of the various terms using Mathematica [9] yields the following: The first three numbers are given in equation (7) . The last number q represents the value that must be used in equations (13) and (14) to achieve a desired standard deviation cr. Using a formula that is a slight improvement in speed and accuracy to that presented in [1] , the relationship between q and cr is given by:
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For a < 0.5, the Gaussian envelope in equation (11) is too narrow, consequently undersampled and, therefore, to be avoided.
The resulting Gabor recursive equation pair is: forward (n increasing): 
Let us assume that the one-dimensional signal that is to be filtered is of length N, that is n = I, 2, . . . ,N. In the forward (causal) direction it is imp ortant to use proper values for the fIrst three values of equation (17). These are given by:
The recursion then proceeds starting at n = 4. In the backward (anti-causal) direction, it is equally important to use proper values for the "first" three values of equation 
The recursion then starts with n = N-3 and continues to N = 1.
Results
The result of applying this algorithm to a simple impulse input to achieve the discrete time equivalent of equation (11), g [n] , is shown in Figure 3 for several values of Q and a.
The last example in Figure 3 shows an interesting effect. The total signal width was N = 100 and cr was 20.0. For the impulse response to be sufficie ntly small, we should be at or below the 3cr val ue at both ends of the signal, that is, at II = 1 and n = N. This means that a and N should satisfy the constr aint 6cr < N. This constraint is not satisfied in the last exam ple and that explains the truncated ends of the Gaussian.
Inverse Filtering
Our procedure also admits a direct implementation of the inverse transform. If the forward transform, repre sented by equations (17) and (18), is given (in the z domain) by the equation:
then the inverse transform, IR(z), is simply:
The filters B+(z) and B_(z) ar e all-pole filters which means that their inverses are all-zero filters that are non recursive and stable. The difference equations are given by:
forward (n increasing):
backward (n decreasing):
8. The Recipe Use of this recursive Gabor implementation then becomes a matter of using the following "r ecipe":
1. Choose (J and no based upon the desired goal of the filtering; 2. Use equation (16) to determine q; 3. Use equations (7) and (19) to determine the various coefficients. 
Conclusions
As equations (17) and (18) require a total of seven, complex multiplies and six, comp lex additions for each output point, the complexity of the algorithm for N input data points is 70koN where k is the constant associated with one c omplex MADD.
To conclude we show in Figure 4 the effect on two images of Gabor filtering applied in several directions. The two-dimensional Gabor filter kernel is defined as: In the examples below we use crx = cry = cr. This filter can then be applied at various orientations, e, through variation of the frequencies as nx = noocose and Oy = noosinS. Automatic contrast scaling has been applied to the resulting images.
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