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1. Introduction
Many species competing for the unique limited food source or in some way inhibiting others’ growth is an interesting
phenomena in nature. As a result it is very important to study competition models for multi-species. One of the famous
models for population dynamics is the traditional Lotka–Volterra competition system which has received a lot of attention
and has been studied extensively because of its theoretical and practical signiﬁcance. We refer the reader to [5,7,8,22,23,26,
31,35,36] and references therein.
Consider the multi-species Lotka–Volterra competition system with n interacting components
x˙i(t) = xi(t)
[
bi −
n∑
j=1
aijx j(t)
]
, i = 1, . . . ,n, (1.1)
where xi denotes the population size of the ith species in the system and all parameters bi and aij are positive. In mathe-
matical ecology, (1.1) describes an n-species dynamical system in which each individual competes with others of the system
for the unique resources. From a biological viewpoint, we not only require the positive solution but also require its unex-
ploded property in any ﬁnite time and its stability. It is well known that global stability of a positive equilibrium holds
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the Lotka–Volterra competition system with 2-species⎧⎪⎨
⎪⎩
dx(t)
dt
= x(t)[b1 − a11x(t) − a12 y(t)],
dy(t)
dt
= y(t)[b2 − a21x(t) − a22 y(t)]. (1.2)
He showed that the global asymptotic stability of a positive equilibrium holds if the following conditions hold:
(i) bi > 0, aij  0 (i, j = 1,2);
(ii) a11 > a21, a22 > a12;
(iii) b1 >
a12
a22
b2, b2 >
a21
a11
b1.
Many papers in the literature discuss deterministic Lotka–Volterra models that do not incorporate the effect of envi-
ronmental ﬂuctuations, which is one of the important components for ecosystems. In the deterministic models, parameters
involved in the system are assumed to be constant irrespective of environmental ﬂuctuations. Recently, some authors have
considered the dynamic of ordinary differential equation models with parameters perturbations, see [1,15,17–20,27,28] and
references therein. May [29] pointed out that due to environmental ﬂuctuation, the birth rate, carrying capacity, competition
coeﬃcients and other parameters involved with the system exhibit random ﬂuctuation to a greater or lesser extent. Hence
the stable analysis of the equilibrium in the deterministic case is not realistic and the solution will ﬂuctuate randomly
around some average value. Sometimes, large amplitude ﬂuctuation in population will lead to the extinction of certain
species, which does not happen in deterministic models. Besides, incorporation delays, using certain matrix techniques, Hu
et al. [13] investigated the asymptotic behavior of the stochastic Lotka–Volterra model with multiple delays. Note sudden
environmental shocks may happen in the population and parameters in the model often vary according to the change of
environmental. As a result it is more realistic to introduce a jump process in the population model. A competitive Lotka–
Volterra model with regime switching was discussed in Zhu et al. [38]. Some properties of Markov-switching Lotka–Volterra
models were given in Hu and Wang [12]. Bao et al. [2] considered competitive Lotka–Volterra population dynamics with
jumps and they revealed the sample Lyapunov exponents.
The parameter bi of (1.1) represents the intrinsic growth rate of the ith species. In practice we usually estimate it by
an average value plus an error term. If we still use bi to denote the average growth rate, then the intrinsic growth rate
becomes
bi → bi + σi B˙ i(t),
where B˙ i(t) (i = 1, . . . ,n) are independent white noises with Bi(0) = 0 and σ 2i (i = 1, . . . ,n) represent the intensities of the
noise. Then we obtain the stochastic equation
dxi(t) = xi(t)
[(
bi −
n∑
j=1
aijx j(t)
)
dt + σi dBi(t)
]
, i = 1,2, . . . ,n, (1.3)
where bi , aij , σi are all non-negative for i, j = 1,2, . . . ,n.
It is clear that system (1.3) does not have any positive equilibrium, and so we cannot investigate whether the system
is stable. In this paper, we show that system (1.3) is stable in time average. Also, under certain conditions, we obtain that
there is a stationary distribution of system (1.3) and it has the ergodic property. We note, Polansky in [32] also discussed
the invariant distribution of a n-species stochastic Lotka–Volterra system (see Theorem 3). The method of proof in [32] and
in our paper are similar. However the conditions considered in our paper are different from those in [32].
Recently, Li and Mao [25] investigated the dynamical behavior of the non-autonomous stochastic differential equation
dxi(t) = xi(t)
[(
bi(t) −
n∑
j=1
aij(t)x j(t)
)
dt + σi(t)dBi(t)
]
, i = 1,2, . . . ,n,
and they showed that the solution is positive almost surely and the system is persistence. In our paper, we utilize the
explicit expression of solutions to the one-species stochastic Logistic equation and the stochastic comparison theorem to
show that the solution of system (1.3) is positive and is stable in time average, which means the system is persistence. We
also show that there is a stationary distribution of system (1.3), which is not discussed in [25]. Using a different method
from [25], we obtain the same suﬃcient condition that all species become extinct. Also we yield the suﬃcient condition
that some species will die out while the others will tend to the equilibrium states, which was not given in [25]. Finally, in
order to support our results, numerical simulations are carried out for the case n = 2.
Throughout this paper, unless otherwise speciﬁed, let (Ω,F , {Ft}t0, P ) be a complete probability space with a ﬁltration
{Ft}t0 satisfying the usual conditions (i.e. it is right continuous and F0 contains all P-null sets). Let Bi(t) (i = 1, . . . ,n)
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cone in Rn , that is Rn+ = {x ∈ Rn: xi > 0 for all 1 i  n}. Let J i = {1 j  n, and j = i}. Throughout this paper we always
assume that the following hypothesis holds
bi > 0, aii > 0 and aij  0 ( j ∈ J i,1 i  n). (1.4)
2. Estimation of the solution
Jiang and Shi in [18] consider the non-autonomous Logistic equation with random perturbation denoted by
dN(t) = N(t)[(a(t) − b(t)N(t))dt + α(t)dB(t)], (2.1)
where B(t) is the one-dimensional standard Brownian motion, N(0) = N0, and N0 is a positive random variable, which is
independent of B(t); a(t), b(t) and α(t) are bounded continuous functions deﬁned on [0,∞), a(t) > 0 and b(t) > 0. One of
the main results is as follows.
Lemma 2.1. (See [18].) There exists a unique continuous solution N(t) of (2.1) for any initial value N(0) = N0 > 0, which is global and
represented by
N(t) = e
∫ t
0 [a(s)− α
2(s)
2 ]ds+α(s)dB(s)
1/N0 +
∫ t
0 b(s)e
∫ s
0 [a(τ )− α
2(τ )
2 ]dτ+α(τ )dB(τ ) ds
, t  0.
The following result follows directly from Lemma 2.1 and the stochastic comparison theorem (see the details in [14]).
Theorem 2.1. Assume the condition (1.4) holds. Let x(t) ∈ Rn+ be a solution of (1.3) with x(0) ∈ Rn+ , then we have
I(t) x(t)Φ(t),
i.e.,
I i(t) xi(t)Φi(t), i = 1, . . . ,n,
where
Φ(t) = (Φ1(t), . . . ,Φn(t))T , I(t) = (I1(t), . . . , In(t))T ,
Φi(t) and Ii(t) (i = 1, . . . ,n) are the solutions of following stochastic differential equations
dΦi(t) = Φi(t)
[(
bi − aiiΦi(t)
)
dt + σi dBi(t)
]
, Φi(0) = xi(0); (2.2)
dIi(t) = Ii(t)
[(
bi −
∑
j∈ J i
ai jΦ j(t) − aii Ii(t)
)
dt + σi dBi(t)
]
, Ii(0) = xi(0). (2.3)
Remark 2.1. From Lemma 2.1, we know
1
Φi(t)
= 1
xi(0)
e(
σ2i
2 −bi)t−σi Bi(t) + aii
t∫
0
e(
σ2i
2 −bi)(t−s)−σi(Bi(t)−Bi(s)) ds;
1
Ii(t)
= 1
xi(0)
e(
σ2i
2 −bi)t−σi Bi(t)+
∑
j∈ J i ai j
∫ t
0 Φ j(s)ds + aii
t∫
0
e(
σ2i
2 −bi)(t−s)−σi(Bi(t)−Bi(s))+
∑
j∈ J i ai j
∫ t
s Φ j(τ )dτ ds.
From the representations of Φi(t) and Ii(t), i = 1,2, . . . ,n, Theorem 2.1 tells us species will not reach zero in ﬁnite time.
3. The persistence of system (1.3)
3.1. Stable in time average
Let ui(t) = log xi(t), i = 1,2, . . . ,n. Then, by the Itô formula, we derive that
dui(t) =
(
bi − σ
2
i
2
−
n∑
aijx j(t)
)
dt + σi dBi(t), i = 1,2, . . . ,n. (3.1)j=1
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(H1) bi >
σ 2i
2
and bi − σ
2
i
2
−
∑
j∈ J i
ai j
a j j
(
b j −
σ 2j
2
)
> 0, i = 1,2, . . . ,n.
Remark 3.1. Golpalsamy in [9] pointed out that if the condition (H1) is satisﬁed, then⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
a11x1 + a12x2 + · · · + a1nxn = b1 − σ
2
1
2
,
. . .
. . .
an1x1 + an2x2 + · · · + annxn = bn − σ
2
n
2
has a unique positive solution x˜∗ = (x˜∗1, x˜∗2, . . . , x˜∗n).
Before giving the main results of this section, we ﬁrst present a lemma.
Lemma 3.1. (See [16].) Suppose bi >
σ 2i
2 , and Φi(t) is the solution of (2.2) for 1 i  n. Then we have
lim
t→∞
logΦi(t)
t
= 0 a.s.
Theorem 3.1. Under (H1), for any initial value x0 ∈ Rn+ , the solution x(t) of system (1.3) has the property
lim
t→∞ x¯1(t) = x˜
∗
1, . . . , limt→∞ x¯n(t) = x˜
∗
n, a.s. (3.2)
where x¯i(t) = 1t
∫ t
0 xi(s)ds, i = 1,2, . . . ,n.
Proof. From (3.1), it is easy to see
ui(t)
t
= ui(0)
t
+ bi − σ
2
i
2
−
n∑
j=1
aij x¯ j(t) + σi Bi(t)
t
, i = 1,2, . . . ,n.
Noting that limt→∞ Bi(t)t = 0, we only need to prove that
lim
t→∞
ui(t)
t
= 0 a.s.
for i = 1,2, . . . ,n. We ﬁrst show that
limsup
t→∞
ui(t)
t
 0 a.s. (i = 1,2, . . . ,n). (3.3)
In fact, Theorem 2.1 implies xi(t)  Φi(t) a.s. (i = 1,2, . . . ,n), which together with Lemma 3.1 tells us that (3.3) is true.
Now we will prove
lim inf
t→∞
ui(t)
t
 0 a.s. (i = 1,2, . . . ,n). (3.4)
Remark 2.1 gives
1
Ii(t)
= 1
Ii(0)
e−(bi−
σ2i
2 )t−σi Bi(t)+
∑
j∈ J i ai j
∫ t
0 Φ j(s)ds + aii
t∫
0
e−(bi−
σ2i
2 )(t−s)−σi(Bi(t)−Bi(s))+
∑
j∈ J i ai j
∫ t
s Φ j(τ )dτ ds. (3.5)
By the Itô formula, we have
d logΦi(t) =
(
bi − σ
2
i
2
− aiiΦi(t)
)
dt + σi dBi(t).
Integrating it from 0 to t yields
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(
bi − σ
2
i
2
)
t − aii
t∫
0
Φi(s)ds + σi Bi(t),
i.e.,
t∫
0
Φi(s)ds = bi −
σ 2i
2
aii
t + σi
aii
Bi(t) − 1
aii
(
logΦi(t) − logΦi(0)
)
. (3.6)
Substituting (3.6) into (3.5), we have
1
Ii(t)
= 1
Ii(0)
e
−(bi− σ
2
i
2 )t−σi Bi(t)+
∑
j∈ J i ai j [
b j−
σ2j
2
a j j
t+ σ ja j j B j(t)−
1
a j j
(logΦ j(t)−logΦ j(0))]
+ aii
t∫
0
e
−(bi− σ
2
i
2 )(t−s)−σi(Bi(t)−Bi(s))+
∑
j∈ J i ai j [
b j−
σ2j
2
a j j
(t−s)+ σ ja j j (B j(t)−B j(s))−
1
a j j
(logΦ j(t)−logΦ j(s))]
ds. (3.7)
Note that
t∫
0
e
−(bi− σ
2
i
2 )(t−s)−σi(Bi(t)−Bi(s))+
∑
j∈ J i ai j[
b j−
σ2j
2
a j j
(t−s)+ σ ja j j (B j(t)−B j(s))−
1
a j j
(logΦ j(t)−logΦ j(s))]
ds
 eσi(max0st Bi(s)−Bi(t))+
∑
j∈ J i [
ai jσ j
a j j
(B j(t)−min0st B j(s))+ ai ja j j (max0st logΦ j(s)−logΦ j(t))]
×
t∫
0
e
−(bi− σ
2
i
2 )(t−s)+
∑
j∈ J i
ai j (b j−
σ2j
2 )
a j j
(t−s)
ds,
and together with (3.7), then
1
Ii(t)
 eσi(max0st Bi(s)−Bi(t))+
∑
j∈ J i
ai jσ j
a j j
(B j(t)−min0st B j(s))+
∑
j∈ J i
ai j
a j j
(max0st logΦ j(s)−logΦ j(t))
×
[
1
Ii(0)
e
−(bi− σ
2
i
2 )t+
∑
j∈ J i
ai j (b j−
σ2j
2 )
a j j
t + aii
t∫
0
e
(−(bi− σ
2
i
2 )+
∑
j∈ J i
ai j (b j−
σ2j
2 )
a j j
)(t−s)
ds
]
. (3.8)
Similarly, we get
1
Ii(t)
 eσi(min0st Bi(s)−Bi(t))+
∑
j∈ J i
ai jσ j
a j j
(B j(t)−max0st B j(s))+
∑
j∈ J i
ai j
a j j
(min0st logΦ j(s)−logΦ j(t))
×
[
1
Ii(0)
e
−(bi− σ
2
i
2 )t+
∑
j∈ J i
ai j (b j−
σ2j
2 )
a j j
t + aii
t∫
0
e
[−(bi− σ
2
i
2 )+
∑
j∈ J i
ai j (b j−
σ2j
2 )
a j j
](t−s)
ds
]
. (3.9)
It is immediate from (3.8) and (3.9) that
log Ii(t)−σi
(
max
0st
Bi(s) − Bi(t)
)
−
∑
j∈ J i
ai jσ j
a j j
(
B j(t) − min
0st
B j(s)
)
−
∑
j∈ J i
ai j
a j j
(
max
0st
logΦ j(s) − logΦ j(t)
)
− log Zi(t),
and
log Ii(t)−σi
(
min
0st
Bi(s) − Bi(t)
)
−
∑
j∈ J i
ai jσ j
a j j
(
B j(t) − max
0st
B j(s)
)
−
∑ aij
a j j
(
min
0st
logΦ j(s) − logΦ j(t)
)
− log Zi(t),
j∈ J i
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Zi(t) := 1
Ii(0)
e
(−(bi− σ
2
i
2 )+
∑
j∈ J i (
ai j (b j−
σ2j
2 )
a j j
)t + aii
t∫
0
e
(−(bi− σ
2
i
2 )+
∑
j∈ J i
ai j (b j−
σ2j
2 )
a j j
)(t−s)
ds
is the solution of⎧⎪⎨
⎪⎩ Z˙ i(t) = Zi(t)
[(
bi − σ
2
i
2
)
−
∑
j∈ J i
ai j(b j − σ
2
j
2 )
a jj
− aii Zi(t)
]
,
Zi(0) = Ii(0) = xi(0).
Moreover, it is true that
log Ii(t)
t
−σi max0st Bi(s) − Bi(t)
t
−
∑
j∈ J i
ai jσ j
a j j
B j(t) −min0st B j(s)
t
−
∑
j∈ J i
ai j
a j j
max0st logΦ j(s) − logΦ j(t)
t
− log Zi(t)
t
, (3.10)
and
log Ii(t)
t
−σi min0st Bi(s) − Bi(t)
t
−
∑
j∈ J i
ai jσ j
a j j
B j(t) −max0st B j(s)
t
−
∑
j∈ J i
ai j
a j j
min0st logΦ j(s) − logΦ j(t)
t
− log Zi(t)
t
. (3.11)
It is known that if (bi − σ
2
i
2 ) −
∑
j∈ J i
ai j(b j−
σ2j
2 )
a jj
> 0, then limt→∞ log Zi(t)t = 0. Using the property of Brownian motion and
Lemma 3.1, letting t → ∞ in (3.10) and (3.11), we conclude that
lim inf
t→∞
log Ii(t)
t
 0, limsup
t→∞
log Ii(t)
t
 0 a.s.
for all i = 1,2, . . . ,n. Thus
lim
t→∞
log Ii(t)
t
= 0 a.s.
for all i = 1,2, . . . ,n. Since xi(t) Ii(t), then (3.4) is true. Therefore this lemma is proved. 
Remark 3.2. Chen et al. in [4] have given the deﬁnition of persistence in mean. System (1.3) is said to be persistent in mean,
if
lim inf
t→∞
1
t
t∫
0
xi(s)ds > 0, i = 1,2, . . . ,n.
From Theorem 3.1 we easily know that under (H1), system (1.3) is persistent in mean.
3.2. Stationary distribution and ergodicity for system (1.3)
In this section, we mainly investigate when there is a stationary distribution for system (1.3). First, we need the following
lemmas (see [10]) to prove the main theorem in this part.
Let X(t) be a homogeneous Markov process in El (El denotes Euclidean l-space) described by
dX(t) = b(X)dt +
k∑
r=1
gr(X)dBr(t). (3.12)
The diffusion matrix is A(x) = (aij(x)), aij(x) =∑kr=1 gir(x)g jr (x).
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(B.1) In the domain U and some neighborhood thereof, the smallest eigenvalue of the diffusion matrix A(x) is bounded
away from zero.
(B.2) If x ∈ El \ U , the mean time τ at which a path issuing from x reaches the set U is ﬁnite, and supx∈K Exτ < ∞ for
every compact subset K ⊂ El .
Lemma 3.2. (See [10].) If Assumption B holds, then the Markov process X(t) has a stationary distribution μ(·). Let f (·) be a function
integrable with respect to the measure μ. Then
Px
{
lim
T→∞
1
T
T∫
0
f
(
X(t)
)
dt =
∫
El
f (x)μ(dx)
}
= 1
for all x ∈ El .
Remark 3.3. The proof is given in [10]. The existence of stationary distribution with density is referred to Theorem 4.1,
p. 119 and Lemma 9.4, p. 138. The weak convergence and the ergodicity is obtained in Theorem 5.1, p. 121 and Theorem 7.1,
p. 130.
To validate (B.1), it suﬃces to prove F is uniformly elliptical in any bounded domain D , where Fu = b(x) · ux +
1
2 tr(A(x)uxx), that is, there is a positive number M such that
∑k
i, j=1 aij(x)ξiξ j  M‖ξ‖2, x ∈ D¯ , ξ ∈ Rk (see Chapter 3,
p. 103 of [6] and Rayleigh’s principle in [33, Chapter 6, p. 349]). To verify (B.2), it is suﬃcient to show that there exists
some neighborhood U and a non-negative C2-function such that and for any El \ U , LV is negative (details refer to [37,
p. 1163]).
Lemma 3.3. Let X(t) be a regular temporally homogeneous Markov process in El . If X(t) is recurrent relative to some bounded do-
main U , then it is recurrent relative to any nonempty domain in El .
Remark 3.4. From Theorem 2.1 in [25] we also see that there exists a unique positive solution x(t) of system (1.3). Deﬁne
V˜ = e−K ∗1 t V + K ∗2 + 1, where V , K ∗1 and K ∗2 are deﬁned as in the proof of Theorem 2.1 of [25], then LV˜  e−K
∗
1 t + K ∗2  V˜ .
Also, it is clear that V˜ R = infx∈Rn+\Dk V˜ → ∞ as k → ∞, where Dk = ( 1k ,k) × ( 1k ,k) × · · · × ( 1k ,k). Hence by Remark 2 of
Theorem 4.1 of R.Z. Hasminskii, 1980, p. 86 [10], we obtain that the solution x(t) is a homogeneous Markov process in Rn+ .
Theorem 3.2. Assume A = (aij)n×n is irreducible, aii > ∑ j∈ J i ai j,bi − ∑ j∈ J i ai ja j j b j > 0, i = 1,2, . . . ,n and σi > 0 such that∑n
i=1
ci x
∗
i
2 σ
2
i < min{ci(aii −
∑
j∈ J i ai j)(x
∗
i )
2, i = 1,2, . . . ,n}, where ci is the cofactor of the ith diagonal element of LA (see
Lemma A.1) and x∗ = (x∗1, x∗2, . . . , x∗n) is the equilibrium of (1.1). Then there is a stationary distribution μ(·) for system (1.3) and
it has the ergodic property.
Proof. Since bi −∑ j∈ J i ai ja j j b j > 0, then⎧⎨
⎩
a11x1 + a12x2 + · · · + a1nxn = b1,
. . .
. . .
an1x1 + an2x2 + · · · + annxn = bn
has a unique positive solution, which is denoted as x∗ = (x∗1, x∗2, . . . , x∗n). Deﬁne V : Rn+ → R+ ,
V (x1, x2, . . . , xn) =
n∑
i=1
ci
(
xi − x∗i − x∗i log
xi
x∗i
)
.
Then
dV =
n∑
i=1
ci
(
1− x
∗
i
xi
)
dxi +
n∑
i=1
cix∗i
2x2i
(dxi)
2
=
n∑
i=1
ci
(
xi − x∗i
)[(
bi −
n∑
j=1
aijx j
)
dt + σi dBi(t)
]
+
n∑
i=1
cix∗i
2
σ 2i dt
:= LV dt +
n∑
ciσi
(
xi − x∗i
)
dBi(t),i=1
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LV =
n∑
i=1
ci
(
xi − x∗i
)(
bi −
n∑
j=1
aijx j
)
+
n∑
i=1
cix∗i
2
σ 2i
= −
n∑
i=1
n∑
j=1
ciai j
(
xi − x∗i
)(
x j − x∗j
)+ n∑
i=1
cix∗i
2
σ 2i
= −
n∑
i=1
ciaii
(
xi − x∗i
)2 − n∑
i=1
∑
j =i
ciai j
(
xi − x∗i
)(
x j − x∗j
)+ n∑
i=1
cix∗i
2
σ 2i .
Note that
−
n∑
i=1
∑
j =i
ciai j
(
xi − x∗i
)(
x j − x∗j
)
 1
2
n∑
i=1
∑
j =i
ciai j
[(
xi − x∗i
)2 + (x j − x∗j )2]
and
n∑
i=1
∑
j =i
ciai j
(
x j − x∗j
)2 = n∑
i=1
∑
j =i
ciai j
(
xi − x∗i
)2
according to Lemma A.3 in Appendix A, then
LV −
n∑
i=1
ci
(
aii −
∑
j =i
ai j
)(
xi − x∗i
)2 + n∑
i=1
cix∗i
2
σ 2i := −
n∑
i=1
mi
(
xi − x∗i
)2 + n∑
i=1
cix∗i
2
σ 2i .
Note that mi = ci(aii −∑ j =i ai j) > 0 and
n∑
i=1
cix∗i
2
σ 2i < min
{
mi
(
x∗i
)2
, i = 1,2, . . . ,n},
then the ellipsoid
−
n∑
i=1
mi
(
xi − x∗i
)2 + n∑
i=1
cix∗i
2
σ 2i = 0
lies entirely in Rn+ . We can take U to be a neighborhood of the ellipsoid with U¯ ⊆ En = Rn+ , so for x ∈ Rn+ \ U , LV −K (K
is a positive constant), which implies condition (B.2) in Lemma 3.2 is satisﬁed. Hence the solution x(t) is recurrent in the
domain U , which together with Lemma 3.3 and Remark 3.4 implies x(t) is recurrent in any bounded domain D ⊂ Rn+ . Also
for ∀D , there is a M = min{σ 2i x2i , i = 1,2, . . . ,n, x ∈ D¯} > 0 such that
n∑
i, j=1
(
n∑
k=1
gik(x)g jk(x)
)
ξiξ j =
n∑
i=1
σ 2i x
2
i ξ
2
i  M‖ξ‖2 all x ∈ D¯, ξ ∈ Rn,
which implies condition (B.1) is also satisﬁed. Therefore, the stochastic system (1.3) has a stationary distribution μ(·) and it
is ergodic. 
Now, based on the ergodic property, we give the property of a solution of system (1.3). Before this, we introduce a lemma
which follows from Lemma 3.1 of [25].
Lemma 3.4. For any p > 0 and initial value x(0) ∈ Rn+ , there exist a constant K (p) > 0 independent of the initial value, such that the
solution x(t) of (1.3) obeys
limsup
t→∞
E
[∣∣x(t)∣∣p]< K (p). (3.13)
From (3.13), we know there is a T > 0 such that E[|x(t)|p]  K (p) + 1, for t  T . Also, by the continuity of E[|x(t)|p],
there exists a constant K˜ (p) such that E[|x(t)|p] K˜ (p) for 0 t  T . Let K¯ (p) = max{K (p) + 1, K˜ (p)}, then
E
[∣∣x(t)∣∣p] K¯ (p) for t  0. (3.14)
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lim
t→∞
1
t
t∫
0
(
xpi (s) ∧m
)
ds =
∫
Rn+
(
zpi ∧m
)
μ(dz1,dz2, . . . ,dzn) a.s. i = 1,2, . . . ,n. (3.15)
On the other hand, by the dominated convergence theorem, we have
E
[
lim
t→∞
1
t
t∫
0
(
xpi (s) ∧m
)
ds
]
= lim
t→∞
1
t
t∫
0
E
[
xpi (s) ∧m
]
ds K¯ (p), i = 1,2, . . . ,n,
which together with (3.15) implies∫
Rn+
(
zpi ∧m
)
μ(dz1,dz2, . . . ,dzn) K¯ (p), i = 1,2, . . . ,n.
Letting m → ∞, we get∫
Rn+
zpi μ(dz1,dz2, . . . ,dzn) K¯ (p), i = 1,2, . . . ,n.
That is to say, the functions f i(x) = xpi , i = 1,2, . . . ,n are integrable with respect to the measure μ. Therefore we get the
following result.
Theorem 3.3. Assume the same conditions as in Theorem 3.2 and condition (H1) holds. Then for any initial value x0 ∈ Rn+ , the solution
x(t) of system (1.3) has the property
P
{
lim
t→∞
1
t
t∫
0
xpi (s)ds =
∫
Rn+
zpi μ(dz1,dz2, . . . ,dzn)
}
= 1, i = 1,2, . . . ,n.
Remark 3.5. Note, for p = 1, together with the result of Theorem 3.1 and Theorem 3.3, we have
P
{
lim
t→∞
1
t
t∫
0
xi(s)ds =
∫
Rn+
ziμ(dz1,dz2, . . . ,dzn) = x˜∗i
}
= 1, i = 1,2, . . . ,n.
4. Extinction
Now in this section we present conditions for all species or some species of (1.3) to be extinct. Firstly, we note a useful
lemma.
Consider the following stochastic equation
dX(t) = μ(X(t), t)dt + σ (X(t), t)dB(t). (4.1)
Lemma 4.1. (See [21].) Assume X(t) is the solution of (4.1). If S(−∞) > −∞ and S(+∞) = +∞, then
lim
t→∞ X(t) = −∞,
where the scale function
S(u) =
u∫
0
e
− ∫ v0 2μ(y)σ2(y) dy dv.
It is clear that
dui(t) =
(
bi − σ
2
i
2
−
n∑
aije
u j(t)
)
dt + σi dBi(t), i = 1,2, . . . ,n,j=1
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dui(t)
(
bi − σ
2
i
2
)
dt + σi dBi(t), i = 1,2, . . . ,n, a.s.,
where ui(t) = log xi(t).
Consider the case
(H2) bi <
σ 2i
2
, 1 i  n.
Making use of Lemma 4.1 in which μi(t) = bi − σ
2
i
2 and σi(t) = σi , we can conclude that S(−∞) > −∞ and S(+∞) = +∞.
Using the stochastic comparison theorem again, we have
lim
t→∞ui(t) = −∞,
i.e.
lim
t→∞ xi(t) = 0, a.s.
Thus, we get the following result to this case.
Theorem 4.1. Under (H2), the solution x(t) of (1.3) with initial value x(0) ∈ Rn+ has the property
lim
t→∞ xi(t) = 0 a.s. i = 1, . . . ,n.
Moreover, consider the case
(H3) There exists a integer k, 1 k < n, such that
bi <
σ 2i
2
, i = 1, . . . ,k and bi > σ
2
i
2
, bi − σ
2
i
2
−
n∑
j=k+1
aij
a j j
(
b j −
σ 2j
2
)
> 0, i = k + 1, . . . ,n.
By the same way, we can get
lim
t→∞ xi(t) = 0 a.s., i = 1, . . . ,k.
Hence for arbitrary small 0 < ε <
mink+1in(bi− σ
2
i
2 )
k , there exist a positive constant t0 and a set Ωε such that P (Ωε) 1− ε
and a jixi(t) ε (i = 1, . . . ,k, j = k+ 1, . . . ,n) for t  t0 and ω ∈ Ωε . Now considering the leaving n− k equations, for t  t0
and ω ∈ Ω , we have
dx j(t) = x j(t)
[(
b j −
k∑
i=1
a jixi(t) −
n∑
i=k+1
a jixi(t)
)
dt + σ j dB j(t)
]
 x j(t)
[(
b j −
n∑
i=k+1
a jixi(t)
)
dt + σ j dB j(t)
]
, j = k + 1, . . . ,n,
and
dx j(t) = x j(t)
[(
b j −
k∑
i=1
a jixi(t) −
n∑
i=k+1
a jixi(t)
)
dt + σ j dB j(t)
]
 x j(t)
[(
b j − k −
n∑
i=k+1
a jixi(t)
)
dt + σ j dB j(t)
]
, j = k + 1, . . . ,n.
From Remark 3.1, we know that if bi >
σ 2i
2 , bi −
σ 2i
2 −
∑n
j=k+1
aij
a j j
(b j − σ
2
j
2 ) > 0, i = k + 1, . . . ,n and  chosen as above,
equations
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⎪⎪⎪⎪⎩
ak+1,k+1xk+1 + ak+1,k+2xk+2 + · · · + ak+1,nxn = bk+1 −
σ 2k+1
2
,
. . .
. . .
an,k+1xk+1 + an,k+2xk+2 + · · · + annxn = bn − σ
2
n
2
and ⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
ak+1,k+1xk+1 + ak+1,k+2xk+2 + · · · + ak+1,nxn = bk+1 −
σ 2k+1
2
− k,
. . .
. . .
an,k+1xk+1 + an,k+2xk+2 + · · · + annxn = bn − σ
2
n
2
− k
have unique positive solutions x∗ = (x∗k+1, x∗k+2, . . . , x∗n), and x∗ = (x∗k+1, x∗k+2, . . . , x∗n) respectively. Moreover
limsup
t→∞
1
t
t∫
0
x j(s)ds x∗j , and lim inft→∞
1
t
t∫
0
x j(s)ds x∗j , j = k + 1, . . . ,n, ω ∈ Ω.
We note that x∗ → x∗ as  → 0, then
lim
t→∞
1
t
t∫
0
x j(s)ds = x∗j , j = k + 1, . . . ,n.
Theorem 4.2. Under (H3), the solution x(t) of (1.3) with initial value x(0) ∈ Rn+ has the property that for the same k as (H3),
lim
t→∞ xi(t) = 0 a.s., i = 1, . . . ,k,
and
lim
t→∞
1
t
t∫
0
xi(s)ds = x∗i , i = k + 1, . . . ,n,
where x∗i , i = k + 1, . . . ,n deﬁned as above.
5. Numerical simulations
In this section, in order to support to our results, we give out the numerical experiment for the case n = 2. Consider the
equation{
dx(t) = x(t)[(b1 − a11x(t) − a12 y(t))dt + σ1 dB1(t)],
dy(t) = y(t)[(b2 − a21x(t) − a22 y(t))dt + σ2 dB2(t)]. (5.1)
In this case, the conditions in Theorem 3.3 can be simpliﬁed to
a11 > a12 > 0, a22 > a21 > 0, σ1 > 0, σ2 > 0, b1 >
a12
a22
b2,
b2 >
a21
a11
b1, b1 − σ
2
1
2
>
a12
a22
(
b2 − σ
2
2
2
)
, b2 − σ
2
2
2
>
a21
a11
(
b1 − σ
2
1
2
)
,
a21x∗
2
σ 21 +
a12 y∗
2
σ 22 < min
{
a21(a11 − a12)
(
x∗
)2
,a12(a22 − a21)
(
y∗
)2}
, (5.2)
where x∗ = b1a22−b2a12a11a22−a12a21 , y∗ =
b2a11−b1a21
a11a22−a12a21 . By the method mentioned in [11], we have the difference equation⎧⎪⎪⎨
⎪⎪⎩
xk+1 = xk + xk
[
(b1 − a11xk − a12 yk)t + σ11,k
√
t + 1
2
σ 21
(
21,kt − t
)]
,
yk+1 = yk + yk
[
(b2 − a21xk − a22 yk)t + σ22,k
√
t + 1σ 22
(
22,kt − t
)]
,2
D. Jiang et al. / J. Math. Anal. Appl. 390 (2012) 582–595 593Fig. 1. The solution of system (5.1) and system (1.2) with (x0, y0) = (1.5,2), b1 = 1, b2 = 1.2, a11 = 0.3, a12 = 0.2, a21 = 0.3, a22 = 0.4, t = 0.001. The red
lines represent the solution of system (5.1) with σ1 = 0.04, σ2 = 0.05 in (a) and σ1 = 0.01, σ2 = 0.02 in (b) respectively. While the blue lines represent the
solution of system (1.2). (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of the article.)
Fig. 2. (x0, y0) = (1.5,2), b1 = 1, b2 = 1.2, a11 = 0.3, a12 = 0.2, a21 = 0.3, a22 = 0.4, σ1 = 0.04, σ2 = 0.05, t = 0.001.
where 1,k and 2,k , k = 1,2, . . . ,n are the Gaussian random variables N(0,1). Choosing (x0, y0) ∈ R2+ , and the parameters,
by Matlab, we get Figs. 1 and 2.
In Fig. 1, we choose parameters satisfying condition (5.2), then as in Theorem 3.3, system (5.1) is ergodic and the solution
will tend to (x˜∗, y˜∗) in time average, where x˜∗ = (b1−σ 21 /2)a22−(b2−σ 22 /2)a12a11a22−a12a21 , y˜∗ =
(b2−σ 22 /2)a11−(b1−σ 21 /2)a21
a11a22−a12a21 . Between pictures
(a) and (b) of Fig. 1, we only change the intensity parameters σ1 and σ2, keeping all others parameters unchangeable. We
observe that ﬂuctuation is decreasing as the intensity of white noise is decreasing. Moreover, we can see, the sample path
is getting closer to that of the corresponding deterministic system as the intensity of white noise is getting smaller.
In Fig. 2, we choose parameters such that b1 <
σ 21
2 in (a), b2 <
σ 22
2 in (b) and b1 <
σ 21
2 ,b2 <
σ 22
2 in (c). As Theorem 4.2
indicated, one of the species or both species will die out, and the other will tend to a value in time average. But for
the deterministic system (1.2), only if conditions (i), (ii) and (iii) in the Introduction are satisﬁed, it is globally stable (see
imaginary lines in Fig. 2). This tells us strong environmental noise may cause species to become extinct. Also, it is clear
that in pictures (a) and (b) of Fig. 2 the persistent species is ﬂuctuating around a value which is no longer the value of
equilibrium of (1.2).
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In this section, we note some graph theory (see [24,34]) which is used in the above proof.
A directed graph or a digraph G = (V , E) contains a set V = {1,2, . . . ,n} of vertices and a set E of arcs (k, j) leading
from initial vertex k to terminal vertex j. A subgraph H of G is said to be spanning if H and G have the same vertex
set. A digraph G is weighted if each arc ( j,k) is assigned a positive weight akj . Given a weighted digraph G with n ver-
tices, deﬁned the weight matrix A = (akj)n×n whose entry akj equals the weight of arc ( j,k) if it exists, and 0 otherwise.
A weighted digraph is denoted as (G, A). A digraph G is strongly connected if for any pair of distinct vertices, there exists
a directed path from one to the other. A weighted digraph (G, A) is strongly connected if and only if the weight matrix A
is irreducible [3].
The Laplacian matrix of (G, A) is deﬁned as
LA =
⎡
⎢⎢⎢⎣
∑
k =1 a1k −a12 · · · −a1n
−a21 ∑k =2 a2k · · · −a2n
...
...
. . .
...
−an1 −an2 · · · ∑k =n ank
⎤
⎥⎥⎥⎦ . (A.1)
Let ck denote the cofactor of the kth diagonal element of LA . By Kirchhoff’s Matrix Tree Theorem [30] it can be expressed:
Lemma A.1. Assume n 2. Then
ck =
∑
T ∈Tk
w(T ), k = 1,2, . . . ,n,
where Tk is the set of all spanning trees T of (G, A) that are rooted at vertex k, and w(T ) is the weight of T . In particular, if (G, A) is
strongly connected, then ck > 0 for 1 k n.
Lemma A.2. Assume n 2 and the matrix A is irreducible. Then the solution space of the linear system LA v = 0 has dimension 1, and
(c1, c2, . . . , cn) is a basis of the solution space, where ck, k = 1,2, . . . ,n are given in Lemma A.1.
Lemma A.3. Assume n 2. Let ck be given in Lemma A.1. Then the following identity holds:
n∑
k, j=1
ckakjGk(xk) =
n∑
k, j=1
ckakjG j(x j),
where Gk(xk), 1 k n are arbitrary functions.
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