With regard to each of the classes ©i, ©», ..., ©m we make definitions analogous to those made for the class © in Paper I, and we further postulate analogous properties. These properties will be referred to by the same letters as in the previous paper with a subscript or index attached to indicate the particular class to which reference is made. When any two functions 9, «on @u • ■ -, @m to SI are regarded as functions of a single set a®, the other sets being held fixed, we define the notation (Df 6) (a<« ..., a^) = a (a(1),..., a<m>)
[October in a manner entirely analogous to that in which the notation(Z>0) (a) = a (a) was defined in Paper I.
When functions of the class © are regarded as functions of a single set ff(i), the other sets being held fixed, we postulate for them the properties of class © of Paper 1, these properties to be referred to by the same letter with suitable index or subscript. Analogous properties for the classes ö and %, designated in similar fashion, are also postulated. Furthermore for the classes §j and 3¿, regarded as functions of the set a® alone, we postulate the properties of classes £> and % of Paper I and indicate them in like manner. When the functions of classes © and §¿ that are involved in the operation Ji are regarded as functions of the set a® alone, we require Ji to have all the properties required of J in Paper I, which properties we shall designate by the same symbols with subscript or index i. We further postulate that any of the operations Jx, J2, ..., Jm is interchangeable with any other of the set, which property we designate as (Z). We also postulate as to the relationship between J and Ji, J2, ..., Jm that
o«W).
With regard to the special function xpQm) (<ß-\ ..., <¿m)) we postulate that iX) xpf» (a'«, . ..., a<"»)) = op0 (a«) xp0 (o») ■ •. op0 (a<»'>), where xp0 (<*(i)) as function of a®, for i = 1, 2, ..., m, is the same function as xp0 (a) of Paper I as function of a. We also postulate for the class ££ that (<7i op) (a(1), ..., a(m)), for i = 1, 2,..., m, is of the class g, which property we designate as (K).
For the sake of brevity we shall agree to represent, in all cases where no loss of clearness is involved, the set of elements p(1\ ..., p(m) by the single symbol p, the set of classes $(1),..., 5ß(OT) by 5ß, the set of classes é(1),..., ©(TO) by ©, and the set of sets a(1), ..., a("*> by a. Analogous to the definition of the notation lim,, 6 (a) = a in Paper I, we define the corresponding notation in the case that a represents the set of sets o(1), ..., a(m) to mean that corresponding to every positive e there exist sets a<°, ..., a<m> such that for sets 0(0 > a(¿) (¿ = j f 2, ..., m) we have 10(a) -a\ <: e.
We then postulate as to the class § the property (75) defined by (7J) If lim,, t¡ (a) exists and is equal to a, then \i¡ (a)| < ai (a).
If we also for the sake of brevity agree to represent a group of properties such as Rx, B2,..., Bm by the single letter B, we may indicate the foundation of our theory as follows: We now set
where q>^ (a®), as function of a®, is the same function as g>0n (a), as function of a, defined by equation (3) of Paper I. We are then ready to define the two generalized limits with which we shall be concerned. Given any function i¡(a), we set (2) (cnV)(°)=-Mr^(Jnv)(<>) (»).
If for a fixed n lima(Cn^) (a) exists, we define this limit as the generalized limit of type (Cn) for r¡ (a). If \\ma(Hnn) (a) exists, we define this limit as the generalized limit of type (Hn) for i\ (a).
Before proceeding to the proof of the equivalence theorem we introduce the following notations:
;f ( We are now ready for the proof of our theorem ; we begin by proving some lemmas.
LEMMA 1. If we define Sn as in (10), we have the identity (12) (Sn iCn n)) (a) = (M(Cn-x V)) (a) in).
We have from Lemma 1 of Paper I and the interchangeability of the various operations involved (Sn(CnV)) (a) = (Si1'2.,*-1) (<#'.m-" (ÄS* «tf0 *)))) (*)
-(ä2*---• (a«-2.m-2) (¿ir» (dr" (if« (cía *)))))) (a)
Our lemma is therefore established. We define 9® in a manner analogous to the definition of y® in (7). We also set fon-i(a) = ?>on(a®).
We then prove * It should be remembered throughout that «¡ is an abbreviation for («r*1* , <r®, ..., a™), and that <r>«J is an abbreviation for the set of relationships <r(x)>a(X), ..., c-N-MOORE Analogous to (18) of Paper I we have the relationship [October (14) mpffx«)»^^^«'-.*)»])^)
Making use of (14), and postulates Mf and If, we see that the second term on the right hand side of (13) 
From (IV) of Paper I it follows that for a proper choice of q'¿ > aj the above expression differs from a In by a quantity that is less in absolute value than \e for all a> a". The first term on the right side of (13) is seen from (14), Mi%\ and Ij to be less in absolute value than n <p0ni°li>)
From IV of Paper I it follows that we can choose a"' > <s'e so as to make this expression less in absolute value than £e for a > o'e". If now we choose for oe the greater of ai' and a'", it follows from (13) that for a^oe, K" (o®)]"1 (Ji V«) (o) -(«/») I < *, and the first part of our conclusion is established.
Making use of (14) and M®, we have -«i n <[<Pon(°ii))]-1(Ji<P(¿>)i°)<-%-> which establishes the second part of our conclusion.
LEMMA 3. If \\ma (p(o) exists and is equal to a, and \ q> (a) | <c a^ for every a, thenlim(r(8nf)(o) will exist and be equal to a and we shall have | (Sn f) (i) | < at for every a.
By virtue of definition (10) the operation 8n is equivalent to a succession of operations Sn for i = 1, 2, ..., m. It follows from Lemma 2> for the case n = 1, that if a function (p (a) remains finite for all a and approaches a limit as to a, the same is true for the function resulting from the operation Sn applied to <p (a). Hence by a succession of m applications of Lemma 2, we obtain the conclusion of the present lemma.
We now set (15) (p'i(o) = (&%)(<») (»-1,2, ...,«).
We then prove LEMMA 4. If for any i lim^op^o) exists and is equal to a, and | f'i(a)\ < Oi for every a, then \ima(p(a) will exist and be equal to a, and we shall have 19(°) I < <h for every a.
By a procedure analogous to that used in the proof of Lemma 3 of Paper I we may transform equation (15) where T® is defined by equation (11). Our lemma then follows from Lemma 2 for n ¡> 2. For n = 1 it is an obvious consequence of (15) and (8).
