ABSTRACT Person re-identification (ReID), which aims at matching individuals across non-overlapping cameras, has attracted much attention in the field of computer vision due to its research significance and potential applications. Triplet loss-based CNN models have been very successful for person ReID, which aims to optimize the feature embedding space such that the distances between samples with the same identity are much shorter than those of samples with different identities. Researchers have found that hard triplets' mining is crucial for the success of the triplet loss. In this paper, motivated by focal loss designed for the classification model, we propose the triplet focal loss for person ReID. Triplet focal loss can up-weight the hard triplets' training samples and relatively down-weight the easy triplets adaptively via simply projecting the original distance in the Euclidean space to an exponential kernel space. We conduct experiments on three largest benchmark datasets currently available for person ReID, namely, Market-1501, DukeMTMCReID, and CUHK03, and the experimental results verify that the proposed triplet focal loss can greatly outperform the traditional triplet loss and achieve competitive performances with the representative state-ofthe-art methods.
I. INTRODUCTION
Recently, a lot of efforts have been devoted to the research of person re-identification (ReID) [2] - [8] , which aims to re-identify the same person across cameras with nonoverlapping visual fields. Although it has achieved rapid development in recent years, the task still remains far from being resolved due to the great challenges resulted from the variations of view, pose, lighting condition and occlusion, etc. as depicted in Figure 1 . Conventionally, the ReID task is tackled by two separate phases, namely carefully feature designing and effective distance metric learning. The emergence of the deep convolutional networks has combined the two phases together via an end-to-end learning scheme and therefore, introduced more powerful and robust feature representations. Generally speaking, the CNN based method for ReID can be broadly categorized into two groups: identification model which utilizes a classification loss function such as cross entropy, and verification model which incorporates a metric learning loss function such as triplet loss function. Although the classification model can make full use of the labels [4] compared with the verification model, the verification model [5] can achieve competitive or even better ReID accuracy.
Among the verification models, the widely used triplet loss, which is introduced by Weinberger and Saul [9] , is incorporated to train CNN as an embedding function [10] and aims to optimize the embedding space such that the distances between samples with the same identity are much shorter than those of samples with different identities. With the rapid growth of the training dataset, the possible number of the triplets increases cubically, making the training of all the possible triplets impractical. What is worse, a large fraction of the triplets would not provide informative supervision after a few steps of learning, as they are so easy that the model can quickly learns to correctly distinguish them. Intuitively, being told over and over again that the same person has similar looking (easy positives) and different people have different appearances (easy negatives) can not make one being good at re-identifying people, whereas seeing the pictures of the same person with very different poses, viewpoints (hard positives) and different people with very similar looking (hard negatives) can greatly improve the skill of distinguishing people.
Many research works have found that the learning of the discriminative deep CNN features benefit from online hard training triplets mining. Balntas et al. [11] proposed in-triplet hard negative mining with anchor swap which ensures the hardest negative inside the triplet is used for calculating the loss. Song et al. [12] proposed the Lifted Embedding Loss which fills the batch with triplets but considers all but the anchor-positive pair as negatives and chooses the corresponding hardest negative pair. Hermans et al. [5] proposed to generate the triplet with the hardest positive and hardest negative for each anchor sample in the mini-batch. Meanwhile, if too much of the hardest samples are selected and used to train the CNN model, it would unavoidably introduce some outliers, thus making the robustness of the system hampered.
On the other hand, some researchers devoted to devise loss functions which can adaptively ''focus'' on hard examples. Lin et al. [1] proposed Focal Loss which automatically downweight the contribution of easy examples during training and rapidly focus the model on hard examples. Although Focal Loss achieved much better performance compared with the traditional cross entropy loss for the classification model, it is non-trivial to extend Focal Loss to the triplet-loss based verification model. In this paper, we propose Triplet Focal Loss which can up-weight the hard triplets training samples and relatively down-weight the easy triplets adaptively. By mapping the original distance in the Euclidean space to an exponential kernel space, the hard triplets are penalized much more than the easy ones. We conduct experiments on three benchmark datasets for person ReID, namely Market-1501, DukeMTMC-ReID and CUHK03 which are three largest datasets currently available and the proposed Triplet Focal Loss can greatly outperform the traditional triplet loss and its variants.
The rest of the paper is organized as follows: Section 2 reviews the related works with this paper. In Section 3 we elaborate the proposed Triplet Focal Loss. Section 4 gives the experimental results and analysis on parameter tuning. In Section 5 we draw the conclusion and describes the future work.
II. RELATED WORKS
In this section, we review the related works from the following two aspects: Person re-identification, Triplet loss and its variants.
A. PERSON RE-IDENTIFICATION
Person re-identification originates from the task of cross camera tracking and is accomplished by feature extraction and distance metric learning traditionally. In more recent years, CNN based methods have achieved far better performances. Ahmed et al. [13] presented a deep convolutional architecture for learning features and a similarity metric simultaneously for person re-identification. Liu et al. [14] developed a deep non-linear metric learning approach based on Neighborhood Component Analysis and Deep Belief Network to improve the re-identification performance. Zhang et al. [6] integrated the graph Laplacian manifold with the CNN model and proposed a differentiable Supervised Graph Laplacian Objective Function to learn the discriminative deep features. Yi et al. [15] proposed the Deep Metric Learning (DML) method which adopts the Siamese architecture to learn pairwise similarity metric. Xiao et al. [3] designed a deep CNN model based on the ''Inception'' module and to leverage the training, they merged many existing benchmark datasets to form a large set of labeled training data to train the deep model.
B. TRIPLET LOSS AND ITS VARIANTS
Weinberger and Saul [9] proposed the large margin nearest neighbor loss which is treated as the original prototype of the triplet loss. FaceNet [10] formally defined the widely used margin based triplet ranking loss and its soft version. Balntas et al. [11] presented in-triplet hard negative mining with anchor swap which ensures the hardest negative inside the triplet is used for calculating the loss. Wei et al. [16] proposed a kernelized subspace pooling method for learning the local feature descriptors. Song et al. [12] proposed the Lifted Embedding Loss which fills the batch with triplets but considers all but the anchorpositive pair as negatives and chooses the corresponding hardest negative pair. Hermans et al. [5] proposed to generate the triplet with the hardest positive and hardest negative for each anchor sample in the mini-batch. In this paper, we propose the Triplet Focal Loss which can automatically ''focus'' on the hard triplet examples and show its effectiveness on the task of person re-identification.
III. APPROACH A. TRIPLET LOSS REVISIT
Triplet loss aims to train the CNN as an embedding function
The mapping function f θ , which is 
1) TRIPLET LOSS
Triplet Loss takes an image triplet as input, which is called anchor sample, positive sample and negative sample respectively.
When given an anchor sample x a , Eqn. (1) tries to make the distance in the embedding space between the anchor sample x a and positive sample x p which belong to the same identity closer than that of the anchor sample x a and negative sample x n which belong to different identities, by at least margin m. Triplet Loss can avoid the disparate clusters for the same identity when it is optimized over the whole dataset for long enough. While the disadvantage is that with the rapid growth of the training dataset, the possible number of the triplets increases cubically, making the training of all the possible triplets impractical.
B. BATCH HARD TRIPLET LOSS
In traditional Triplet Loss, the initial step is to sample the training dataset and generate training triplets. Although the triplet generation scheme is crucial for the final performance, it will not be corrected after the training process initiates. The core idea of the Batch Hard Triplet Loss is to combine the triplet generation step with the training process and to mine the hard triplet samples within each mini-batch. The mini-batch is organized as follows: each mini-batch is filled by randomly sampling P persons and then K instances was sampled for each identity, i.e. each min-batch is filled with P × K images. Each image in the mini-batch is in turn treated as an anchor sample, Batch Hard Triplet Loss tries to choose the hardest positive and negative sample in the mini-batch.
where D * a,p and D * a,n denotes the hardest positive and negative sample corresponding to anchor sample x a .
C. TRIPLET FOCAL LOSS
Hard example mining method has been proved effective in many tasks [5] , [17] , while alternatively, some other researchers devoted to devise loss functions which can adaptively ''focus'' on hard examples. Lin et al. [1] proposed Focal Loss which automatically down-weight the contribution of easy examples during training and rapidly focus the model on hard examples. Although Focal Loss achieved much better performance compared with the traditional cross entropy loss for the classification model, it is non-trivial to extend Focal Loss to the triplet-loss based verification model. In this paper, we propose Triplet Focal Loss which can upweight the hard triplets training samples and relatively downweight the easy triplets adaptively. By mapping the original distance in the Euclidean space to an exponential kernel space, the hard triplets are penalized much more than the easy ones, as is illustrated in Figure 2 . The formulation of Triplet Focal Loss based on the Batch Hard Triplet Loss is as follows,
1) EXPLANATION
Harder triplet sample means that larger D a,p and smaller D a,n , with the help of the exponential mapping function, larger distances will be enlarged much more than those smaller distances. The more hard the input triplet sample, the more penalty it will get relatively. Thus, with the help of the exponential kernel, the loss function can automatically focus on ''hard'' triplet samples.
2) CONNECTION WITH FOCAL LOSS
As Figure 3 shows, the standard Cross Entropy (CE) loss can be formulated as −log(p t ), where p t denotes the predicted probability of ground truth class. Focal Loss (FL) adds a scaling factor (1 − p t ) γ to the standard Cross Entropy loss. When setting γ > 0, it greatly reduces the loss of wellclassified i.e. easy samples relatively and focuses more on the misclassified i.e. hard examples. Focal Loss takes effect via reducing more penalty of easy samples relatively, while the proposed Triplet Focal Loss takes effect via putting more penalty of hard triplet samples relatively. In order to verify the validity of the proposed Triplet Focal Loss, we adopt three publicly available datasets in the experiments. Detailed results are shown in Section IV.
IV. EXPERMENTS
In this section, we report the experimental results on three popular and relatively large benchmark datasets: Market1501 [18] , CUHK03 [2] , and DukeMTMC-reID [19] . Firstly, we give brief descriptions of the datasets respectively.
A. DATASETS 1) Market1501
The Market-1501 dataset is collected in front of a supermarket in Tsinghua University. A total of six cameras are used, including five high-resolution cameras, and one low-resolution cameras. There exists overlap among different cameras. It contains 32668 annotated bounding boxes of 1,501 identities. Each annotated identity is present in at least 2 cameras and at most 6 cameras, so that cross-camera search can be performed. A recommended dataset split is given by the contributors and there are 751 identities in the training set and 750 identities in the testing set.
2) DukeMTMC-reID
DukeMTMC-reID is a subset of DukeMTMC dataset for image-based person re-identification. The original data set contains 85 minutes of high resolution video captured from 8 different cameras, and provides manually labeled bounding boxes. Person bounding boxes are annotated from the videos for every 120 frames, yielding in total 36,411 bounding boxes with IDs. There are 1,404 identities appearing in more than two cameras and 408 identities (distractor ID) who appear in only one camera. The dataset split is given by the contributors by randomly selecting 702 IDs as the training set and the remaining 702 IDs as the testing set. In the testing set, one query image for each ID in each camera is selected and the remaining images are put into the gallery. Eventually, it contains 16,522 training images from 702 people and 2,228 query images from another 702 people, and a search gallery of 17,661 images. 
3) CUHK-03
The CUHK-03 dataset contains 13164 images of 1360 identities. About 7365 images are used to train the CNN model and all the rest is used for testing. It collects from 5 pairs different cameras on The Chinese University of HongKong campus.
Then we give some details when conducting the experiments.
B. IMPLEMENTATION DETAILS
In our experiments, we use ResNet-50 as the backbone CNN model and the parameters are pre-trained on the ImageNet dataset. The batchsize is set to 32×4 = 128, with 32 different identities and 4 instances per identity in each mini-batch. The proposed Triplet Focal Loss is implemented based on the Pytorch [20] platform. The training process takes 300 epochs in total. The initial learning rate is set to 2 × 10 −4 and decayed at the 150 th epoch according to the ''exp'' decay rule of Pytorch. The margin is set to 0.2 and σ are set to 0.3 empirically. In addition, we use Re-ranking [21] as the post-processing step to get better performance.
C. COMPARISON WITH BASELINE METHOD
In this subsection, we thoroughly compare the proposed method with the baseline method. As the proposed Triplet Focal Loss is implemented based on the BatchHard Triplet Loss, the BatchHard Triplet Loss [5] on top of ResNet-50 backbone model is chosen as the baseline method. Table 1, Table 2 and Table 3 lists the ReID performance: in the metric of both Rank-1 accuracy and the mAP, of the proposed Triplet Focal Loss compared with the BatchHard Triplet Loss, on Market-1501, DukeMTMC-reID and CUHK-03 dataset respectively.
1) RESULTS ON MARKET-1501 DATASET
As can be seen from Table 1 , the baseline method achieves 61.49% mAP and 77.76% rank-1 accuracy. With the help of the proposed Triplet Focal Loss, the mAP is increased to 72.21%, with 10.72% gains and the rank-1 accuracy is increased to 87.92%, with 10.16% gains. After reranking [21] , the mAP and rank-1 of the baseline method are boosted to 70.82% and 78.74%. While the mAP and rank-1 of the proposed method are boosted to 85.88% and 90.17%, still with 15.06% and 11.43% gains over the baseline method respectively.
2) RESULTS ON DukeMTMC-reID DATASET Table 2 shows that the mAP and rank-1 accuracy of the baseline method is 54.50% and 74.1% respectively. While our method increases the mAP to 63.17%, with 8.76% gains and rank-1 accuracy to 80.07%, with 5.97 gains, respectively. With the help of re-ranking [21] , the mAP and rank-1 of the baseline method are boosted to 68.31% and 77.69%. And those of our proposed method are boosted to 81.02% and 85.55% respectively. Compared with the baseline method, our method get 12.71% gains for mAP and 7.86% gains for rank-1 accuracy.
3) RESULTS ON CUHK-03 DATASET Table 3 gives the comparison results of our method with the baseline method on CUHK-03 dataset. The mAP of the baseline method is 47.29% and the rank-1 accuracy is 52.71%. Our method achieves 51.28% mAP, 3.99% gains compared with the baseline and 56.86% rank-1 accuracy, 4.15% gains compared with the baseline, respectively. The re-ranking [21] technique consistently improves the performance of both the baseline and the proposed method. After re-ranking, the mAP and rank-1 accuracy of the baseline method are 56.46% and 56.93%, respectively. And those of our proposed method are 65.62% and 64.79%, respectively. Compared with the baseline method, our method gets 9.16% gains for mAP and 7.86% gains for rank-1 accuracy.
D. COMPARISON WITH REPRESENTATIVE STATE-OF-THE-ART METHODS
In this subsection, we compare many experiment results in different data sets. From table 4, table 6 and table 5 , we show some Experiment results in different table. On Market1501, In achieves a 69.01% mAP and obtain 82.2% for rank-1 owing to using the triplet loss. The Deep up to 87.7% in rank-1 by using mutual learning, it is close to our results on rank-1. Triplet Focal Loss achieves a 72.21% and a rank-1 87.92%,exceeding both of them. On DukeMTMC-reID, The DPFL method is a 60.6% mAP and a 79.2% rank-1. The Triplet Focal loss results are 72.21% and 87.92%, which is higher than other results. On CUHK03, Our proceed get the results that the mAP is 51.28% and the rank-1 is 58.61%.
On Market-1501. In [5] achieves 69.01% mAP and obtains 84.9% for rank-1 accuracy. Our Triplet Focal Loss achieves 72.21% mAP and 87.92% rank-1 accuracy, exceeding both of them. Combining the Triplet Focal Loss with Reranking [21] , mAP and rank-1 accuracy are further improved to 85.88% and 90.17%, with 16.78% and 2.47% gains over the other start-of-the-art method respectively.
On DukeMTMC-reID. Without our proposed Triplet Focal Loss, DPFL [7] achieves 60.6% mAP and 79.2% rank-1 accuracy respectively. While our method increases the mAP to 63.17% and rank-1 accuracy to 80.07%. Furthermore, Compared with the Re-ranking [21] , the method obtains 81.02% mAP and 85.55% rank-1 accuracy, exceeding start-of-the-art by 20.42% and 6.35% separately.
On CUHK03. We also compare our proposed Triplet Focal Loss with other methods on CUHK03. As can be seen from Table 6 , our method achieves 51.28% mAP and 56.86% rank-1 accuracy. With the help of the Re-Ranking [21] , the mAP is increased to 65.62% and the rank-1 accuracy is increase to 64.79%.
Finally, we illustrate the example query images and their ranking lists for our method on Market-1501 test set in Figure 4 . The leftmost images are the queries and the top-10 images in the ranking list of the gallery images are listed after the queries. Green boundary is added to the true positive and red to false positive.
E. ABLATION STUDY
In this subsection, we further investigate how the hyperparameters σ and m affect the final ReID performance. In practice, we adjust σ and m alternatively on Market-1501 dataset. Figure 5 shows the mAP performances on Market-1501 dataset when tuning σ while setting m with a fixed value (m = 0.3). It can be seen from Figure 5 that when σ = 0.3 it VOLUME 6, 2018 achieves the best ReID performance. Figure 6 shows the mAP results on Market-1501 dataset when tuning m while setting σ with a fixed value (σ = 0.3). It can be seen from Figure 6 that when m = 0.2 it achieves the best result.
V. CONCLUSION
In this paper, motivated by the Focal Loss proposed for the typical classification/identification model, we propose the Triplet Focal Loss for the widely-used verification model. With the help of the exponential mapping function, the more hard the input triplet sample, the more penalty it will get relatively. Thus the Triplet Focal Loss function can automatically focus on ''hard'' triplet samples. The experimental results on three popular benchmark datasets verified the effectiveness of the proposed method and achieved competitive results with some representative state-of-the-art methods. Also, it is worth noting that the proposed method nearly does not introduce any extra computational cost for both the training and testing phase.
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