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Introduction
Study on the river water quality is the main part of environmental engineering. To this purpose, governments usually construct the sampling stations along the rivers. Investigation on the mechanism of the pollution transmission in rivers is the main subject in the field of water quality studies. Filed study on the river water quality is the safest way to measure the pollution or water quality parameters such as total dissolved solids (TDS), electrical conductivity (EC), free mineral acidity, hardness, total suspended solids, turbidity, biological oxygen demand (BOD), chemical oxygen demand, total organic carbon, coliform group and etc. Research on the pollution transmission most time conducted by tracer routing along the river (Benedini 2013; Wang et al. 2015) . To this purpose, a tracer with known concentration releases in river and after fully mixing numbers of samples is considered along the river. Researchers by routing the tracer concentration, the pollution mechanism and refinement of the river have studied. Several filed study with regarding to routing the tracer concentration have been conducted on the several rivers. In this regard, study which was conducted by Atkinson and Davis (2000) , , on the mechanism of the pollution transmission in Severn River. They considered 14 km of the Severn River and six sampling stations for their case study. The aim of their study was to investigate the effect of river geometry such as dead zone on the pollution transmission. Palancar (2003) studied on the water quality of two main river in Spanish. They studied the effect of nuclear power leakage on the river water quality. The aim of their study was focused on the defining the dispersion coefficient or in other to characterizing the capacity of selfrefinement of these rivers. It can be said that the ultimate aim of all empirical studies have to determine the dispersion coefficient. Due to high cost of experiment and filed study equipment, researchers have tried to use mathematical approaches specifically soft computing methods for modeling and predicting the DL. In this regard, using the artificial neural network (MLP), genetic programming (GP), support vector machine (SVM), adaptive neuro fuzzy inference system (ANFIS), gene expression programing (GEP), group method of data handling (GMDH) has been reported. Based on the reports, the accuracy of soft computing methods are much more than the empirical formulas (Azamathulla and Ghani 2011; Azamathulla and Wu 2011; Noori et al. 2009 Noori et al. , 2011 Noori et al. , 2015 Parsaie and Haghiabi 2015a; Parsaie et al. 2015; Najafzadeh and Sattar 2015; Piotrowski et al. 2012; Riahi-Madvar et al. 2009; Toprak and Cigizoglu 2008; Toprak et al. 2004 Toprak et al. , 2014 . In this research, the radial basis function (RBF) neural network which has high performance in pattern recognition and image processing is developed for predicting the DL and its performance is compared with empirical formula and multilayer perceptron neural network as common ANN model which uses by most of the researchers. In the other words, the aim of this study is assessing the performance of RBF model to predict the DL in rivers.
Method and materials
The longitudinal dispersion coefficient is proportional of the properties of fluid, hydraulic condition and the river geometry (cross-sections and path line). All the effective parameters can be written as below function:
Where q is fluid density; l is dynamic viscosity; w is the width of cross-section; h is flow depth; u * is shear velocity, s f is longitudinal bed shape and s n is sinuosity. To derive the dimensionless parameter affective on D c , the Buckingham theory as dimensional analysis approach was considered and dimensionless parameter will be derived as shown below (Seo and Cheong 1998) ,
The flow in the nature especially in the river is always turbulent. Therefore, the Reynolds number q uh l can be ignored and the bed form and sinusitis path parameters cannot be measured clearly, as well. Therefore, the effect of them can be considered as flow resistant, which is seen in the flow depth. The dimensionless parameters that can be clearly measured, are given as below (Seo and Cheong 1998; Seo and Baek 2004) .
Developing the empirical formulas and AI models are based on these dimensionless parameters. Table 1 presents the most famous empirical formula which have presented for D c calculation.
Preparing the soft computing models is based on the data set, so to this purpose about 100 data set related to the Eq. (3) was collected and range of them is given in the Table 2 (Etemad-Shahidi and Taghipour 2012). 
Artificial neural networks (ANNs)
ANN is a nonlinear mathematical model that is able to simulate many complexes mathematical that relate the inputs and outputs. Multilayer Perceptron (MLP) networks are common types of ANN that are widely used in the researches. To use MLP model, definition of appropriate functions, weights and bias should be considered. Due to the nature of the problem, different activity functions in neurons can be used. An ANN maybe has one or more hidden layers. Figure 1 demonstrates a three-layer neural network consisting of inputs layer, hidden layer (layers) and outputs layer. As shown in Fig. 1 . w i is the weight and b i is the bias for each neuron. Weight and biases' values will be assigned progressively and corrected during training process comparing the predicted outputs with known outputs. Such networks are often trained using back propagation algorithm. In the present study, ANN was trained by LevenbergMarquardt technique because this technique is more powerful and faster than the conventional gradient descent technique (Parsaie and Haghiabi 2015b; Zhang 2010) .
Radial basis function (RBF) neural network
Radial basis function (RBF) neural network is a type of artificial neural networks which widely uses in image processing, pattern recognition and nonlinear system modeling. The RBF model as shown in the Fig. 2 consist of two layers, the first layer considered as hidden layer and second layer as output layer. The radial function is considered as transfer function for the neurons which are in the hidden layer and linear function as output layer transfer function. Designing the RBF neural network is based on the defining the center of these functions in other to the aim of RBF model training is mapping the input space to output space as f: R n ? R. The transfer function of the RBF model is defined as Eq. (4).
Where m is the inputs variable, w i is the weight coefficients, u is Gaussian function which is the basic function that uses as kernel function in RBF model development and defines as Eq. (5).
The RBF model training usually is carried out by gradient descent approach. The aim of the RBF model is defining the value of the kernel function parameters and weights. Initial value of the weights is defined randomly. The error for each sample of the data set is calculated as Eq. (6).
The error for the total input data set is calculated as Eq. (7).
The RBF model is finished when the error of the RBF model for all the data set is lower than the threshold error which is defined by designer.
Results and discussions
The performance of empirical formulas was assessed for predicting the D L , To this purpose, three standard error indices such as coefficient of correlation (R 2 -Eq. 8), root mean square error (RMSE-Eq. 9) were used. The results of the error indices calculation for each empirical formula are given in the Table 3 . 
As seems form the Table 3 , the Tavakollizadeh and Kashefipur (2007) is accurate among the empirical formulas. Developing the MLP model is included choosing the number of hidden layer, choosing the data set for training and defining the portfolio of training and testing groups from the total data set, number of the neuron in the each hidden layer(s), choosing the transfer function for the neurons and at the end choosing the learning algorithm. To provide the MLP model for predicting the D L , the Matlab software utilities was used. Table 4 gives a summary of the process of the MLP model development. Table 4 presents a summary of the try and error process for preparing the MLP model. To develop the MLP model 70 % of the total data set was considered for training and others (30 %) for validation and testing. To avoid the overlearning, during the model development, the 15 % of the data set was considered for validation. As seems from the Table 4 , the MLP model which has ten neurons with Log-sigmoid transfer function(logsig) as transfer function in the first layer is accurate and adding the number hidden layer and number of the neurons in the layer has not significant effect on increasing the model performance. The architect of developed MLP model is shown in the Fig. 3 .
The performance of MLP model during the stages of model preparation (training, validation and testing) is shown in the Figs. 4, 5 and 6). In Figs. 4, 5 and 6 the results of the MLP model was plotted together and versus the measured data. In addition, to understand performance of the MLP during the model preparation stages, the error distribution also was plotted. Moreover, to define the error concentration, the histogram of error was plotted. As seems the histogram of error, density of error aggregated around the zero. In overall the performance of MLP model is so suitable especially in compare to empirical formulas.
To assess the performance of the RBF model for prediction of the D c was developed 80 % of the data set was assigned for the RBF model training and others was considered as testing. Preparation of RBF model is a try and error process. Table 5 shows a summary of RBF model development process. As seems in the 
Conclusion
In this study the longitudinal dispersion coefficient (D c ) was calculated and predicted by empirical formulas, multilayer perceptron (MLP) and radial basis function (RBF) neural network. The results of this study indicated that the Tavakollizadeh and Kashefipur (2007) was accurate among the empirical formulas. To achieve more accuracy in D c prediction, the MLP model and RBF model was developed, to prepare the MLP and RBF models the about 150 data set 
