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Abstract
This paper presents an event-based kernel library designed to explicitly construct and coordinate complex
interactions and communication patterns in distributed applications. The library integrates facilities for
explicitly deﬁning complex event patterns, detecting events in distributed systems, and validating sequences
of events having into account causal ordering. Concretely we present the following contributions: i) An
analysis of non trivial scenarios found in distributed applications in order to formulate a set of requirements
and restrictions for a kernel event-based library, ii) the design and implementation of the library supporting
the detection and coordination of complex event patterns and the support of causal manipulation of dis-
tributed events, iii) a qualitative evaluation of our approach showing how this library can be used to build
a sophisticated distributed aspect oriented language.
Keywords: Distributed event model, event patterns, causality, automata.
1 Introduction
A distributed system consists of a collection of autonomous computers, so called
nodes or hosts, connected through a network and distribution middleware, which
enables nodes to coordinate their activities and to share the resources of the system,
so that users perceive the system as a single and integrated computing facility [23].
The implementation of distributed systems is a diﬃcult task, in part because,
current mainstream approaches and tools do not provide mechanisms to explicitly
deﬁne, coordinate and implement distributed algorithms and communication pat-
terns. Instead, programmers are forced to design defensibly and to create isolated,
complex and disjoint software components to implicitly control the behavior and
communication protocols of distributed applications. Consider, for example, a 3 tier
application. On such an application, communications are restricted to contiguous
layers and, in most cases, such a restriction implies that communication between two
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layers is done through a unique virtual entity (i.e., simulating only one computer).
This kind of defensive design restrictions simpliﬁes greatly the implementation of
distributed applications. However, it still requires distributed algorithms and com-
munication patterns to be encoded between at least two components: one in the
layer starting the communication and the other in the layer receiving the commu-
nication.
To address the limitations of current tools and approaches for distribution, sev-
eral design techniques and architectural styles have been proposed, see for exam-
ple design patterns [9,1] and integration patterns over messaging middlewares [10].
However, most of these approaches are catalogs of best practices, idioms, and rec-
ommended usage scenarios that deal with the restrictions of current tools an do not
improve on the tools main abstractions. Furthermore, recent research has shown
that the usage of these best practices and patterns do not improve on the actual
complexity of resulting code. For example, Benavides et al. showed in [6] that
the implementation of complex communication patterns used to replicate dynamic
session information on clusters of JEE application servers, resulted in tangled and
scattered code diﬃcult to understand and maintain. Even tough, the communica-
tion patterns were clearly deﬁned, well documented, and developed according to
current best practices.
Recent research has proposed the development of new tools and conceptual
frameworks to support expressive and sophisticated constructs to address dis-
tributed programming [12,7,11,20,6]. Most of these tools propose an event model
and several constructs to match and manipulate streams of distributed events.
These tools need solid building blocks to allow the correct, reliable, and eﬃcient
implementation of compilers, tools, and runtime frameworks. This paper presents a
kernel event-based library designed to explicitly construct and coordinate complex
interactions and communication patterns in distributed applications. Concretely
we present the following contributions:
• An analysis of non trivial scenarios found in distributed applications in order to
formulate a set of requirements and restrictions for an event-based kernel library.
• The design and implementation of the library addressing the detection and co-
ordination of complex event patterns with support for causal manipulation of
distributed events.
• Qualitative evaluation of our approach showing how this library can be used to
build a sophisticated distributed aspect oriented language 1 .
This document is structured as follows. First, in Section 2 we motivate our
work by means of detailed analysis of non trivial scenarios found on distributed
applications. Then, we present the design considerations for the kernel library in
section 3. Section 4, discusses the implementation of the kernel library to support
the proposed constructs. Section 5 presents a qualitative evaluation by means of
the implementation of a Distributed Aspect Oriented Language. Finally, section 6
1 This project is part of the AWED [5] language reimplementation.
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reviews related work and section 7 concludes.
2 Motivation
In this paper, we argue for a mechanism to explicitly construct and coordinate
complex interactions and communication patterns on distributed applications. In
this section, we present three non-trivial scenarios that show what kind of problems
arise when dealing with distributed events on distributed applications. First, we
present an abstract scenario where a set of events are communicated between the
nodes participating in the application. Then, we discuss two concrete cases in the
context of typical debugging and testing tasks of distributed middleware.
2.1 Looking for event patterns
Let’s suppose we have three computers, Node A, Node B and Node C, on which
we deploy a distributed system to manage a replicated stack with basic operations
implemented. The stack provides push and pop services and additionally it provides
and starting and stopping protocol to control when the stack is replicating (on and
off services). The Node A is the responsible of executing the on and off operations,
the Node B is the responsible of executing the push operation and the Node C is the
responsible of executing the pop operation. According to the deﬁned integration
protocol, the behavior of the distributed system must be the following: each time
an event occurs in a node, a coordination message is passed to the others in order
to inform about the event that just happened and coordinate the replicated stack.
Figure 1 presents such behavior. The ﬁrst event, on, occurs in the Node A so that
the stack is started. Two messages are passed informing to Node B and Node C
that the stack is turned on. After the Node B and Node C detect the messages,
the second event, push, occurs in the Node B so that the stack has its ﬁrst inserted
element. Two messages are passed informing to Node A and Node C that an element
was added to the stack. After the Node A and Node C detect the messages, the third
event, pop, occurs in the Node C so that the stack is now empty again. Two messages
are passed informing to Node A and Node B that an element was removed from the
stack. Finally, and after the Node A and Node B detect the messages, the fourth
event, off, occurs in the Node A so that the stack is turned oﬀ. Two messages are
passed informing to Node B and Node C that the stack is not available any more.
The Node B and Node C detect the messages.
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Fig. 1. Example of distributed stack over three nodes.
This would be a trivial scenario if the available system events are not constrained
by the current state of the stack. This, however, is not the case. Available operations
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in stacks are restricted by previous executed operations. For instance, the stack only
accepts a push if the on was already executed. Then, every node, after receiving a
request, must validate the current state of the local stack before changing it. This
implies to check the relationships between distributed events.
By using the current techniques, intricate relationships between distributed
events have to be deﬁned in terms of conditions on the execution state of individ-
ual hosts. Thus, relationships involving multiple hosts have to be expressed using
complex and isolated encodings that are diﬃcult to understand and to maintain.
2.1.1 Ordering problems on event patterns: false positives/negatives
In the above scenario we suppose that no matter what operation is requested in
a node, the event is triggered and every remaining node is immediately notiﬁed
with the purpose of coordinating the distributed system. This behavior supposes
determinism in the arrival order of coordination messages; ﬁrst coordination mes-
sage sent, ﬁrst coordination message received. The determinism that presents the
scenario is not the common case in distributed systems, which have to deal with
concurrent processes, random delays in data transfer or denegation of network ser-
vices, between other usual cases. Figure 2 presents an example where the problem
of nondeterminism in the detection of event patterns is illustrated. In the ﬁgure
the ﬁrst event, on, occurs in the Node A and two integration messages are passed
in order to notify, to Node B and Node C, that the stack is turned on. The Node
B detects the message. However, the Node C detects the message after it detects
a message coming from the Node B to inform that a push occurred. Due to this
interleaving of events, the event pattern detected by the Node C is <push,on>, that
is diﬀerent from that detected by node B, <on,push>.
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Fig. 2. Example of nondeterminism in event’s ordering.
In distributed systems, event patterns frequently are of interest only if they
occur as part of speciﬁc and well deﬁned execution traces but not in the presence
of diﬀerent interleavings of the events that are part of those traces and occur due
to non-deterministic executions. For instance, in our example, the Node C could be
interested in the event pattern <push,push,push> with the purpose of consuming
the items on the stack: <pop,pop,pop>. Besides, the Node A could be interested in
the event pattern <push,push,push,pop,pop,pop> with the purpose of turning the
stack oﬀ: <off>. In the presence of interleaving of events, it could happen that
some event patterns are never recognized or they are recognized erroneously. We
refer to the problems as:
• Detection of false positives: wrong sequence of events are detected and mapped
to predeﬁned event patterns.
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• Detection of false negatives: correct sequence of events, mapping to predeﬁned
event patterns, are not detected.
Figure 3 illustrates the two situations. Let’s suppose the Node C is interested
in the event pattern with the sequence <push,on>. This sequence never occurs;
however, the Node C detects the sequence, which is a false positive. Now, let’s
suppose the Node C is interested in the event pattern <push,pop>. This sequence
does occur; however, the Node C does not detect the sequence because it detects
<push,on,pop>, this missing pattern is what we called a false negative.
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Fig. 3. Illustration of the false positives/negatives problems.
Currently, several approaches to deﬁne and validate relationships among con-
straints on events in distributed systems have been proposed. For instance, data
path expressions for concurrent programs [21], causal event relationships based on
logical clocks [2,8,15], and control-ﬂow based event relationships [16]. However,
the declarative ﬂavor of these proposals have not been integrated into mainstream
middlewares. Hence, besides that relationships involving multiple hosts have to be
expressed using complex and isolated encodings, independent components have to
be aware of catching false positives/negatives and deal with them.
2.2 Concrete example: Testing and Debugging distributed middleware
When ﬁxing an error in the context of a software application, at least the following
two actions are executed: ﬁrst a developer creates a debugging session to reproduce
and ﬁx the problem; then, the developer writes a test case in order to reproduce the
error, on each regression test run, and as such grant it won’t appear again. In [20]
it was shown that JBoss Cache [13] suﬀered from deadlock errors in the transaction
algorithm (Two phase commit protocol), in presence of multiple threads accessing
the same cache position. These errors are very diﬃcult to ﬁx because the the two
actions described above are not easily implemented.
With respect to the debugging session, for example, the error was diﬃcult to
reproduce because the incorrect interleaving of events, that generated the deadlock,
were reproduced randomly by the scheduler. Thus, in a common debugging session
with limited number of threads and big delays imposed by the debugger the error
is almost impossible to generate. Thereby, since current debugging tools do not
provide abstractions to concisely express such cases, programmers once again have
to manually encode integration information in order to deduct the distributed state.
This tactic implies applying programming tricks, such as polluting the original code
with state information, in order to track the necessary control ﬂow dependencies.
Often these debugging tasks can be much facilitated by ensuring that occurrences of
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events obey strict ordering constraints. However, current debuggers do not support
such facilities and programmers have to resort to encodings of distributed state and
coordination information.
The situation is similar when writing a test case for such error. A common idiom
used when testing errors involving random interleaving of events is to trigger several
threads at the same time, in order to reproduce the error randomly. For example, in
JBoss Cache there is a test case with such an idiom. Concretely, the test case uses
two caches, actions on the ﬁrst cache are replicated into the second cache by means
of the replication framework. The test case triggers multiple workers in multiple
threads. Each worker starts a transaction, puts a value in the cache and commits
the transaction. The deadlock occurs when a worker, after a successful prepare
phase of the two phase commit protocol, commits a transaction and releases the
lock over the source cache after the local commit, but before completing the ﬁnal
commit phase with the remote caches. There, other workers may interleave their
transaction operations, in particular, acquire the lock at the same cache position
and thus preclude the ﬁrst transaction to terminate its remote commit phase, thus
entering a deadlock situation, because no worker can acquire all necessary local and
remote locks anymore.
In order to reproduce the deadlock, the test case has to be run a number of times.
However, it is possible that after several tests the deadlock is not reproduced. This
is because current techniques does not provide constructors to program and coor-
dinate cohesively the communication behavior, such as sequences of intermediate
synchronous or asynchronous calls. Then, the construction of eﬀective test cases
that ensure that some errors are systematically reproduced is a tedious and diﬃcult
task. Having control over ordering of events may improve greatly the creation of
deterministic test cases.
3 Design Considerations
This section discusses the main considerations and assumptions we did in order to
design the kernel library. We ﬁrst discuss the event model, then we discuss how
patterns of events may be detected using a model based on ﬁnite state automata.
Finally, we consider a dynamic model for time constrains and several usage scenarios
for the library.
3.1 The event model: Detecting event based patterns
The ﬁrst design consideration we discuss is the required event model. Based on the
motivation above, we need a model for distributed events. Such a model have to
do a precise distinction between messages and events. Events are atomic actions
occurring on a speciﬁc process at an individual node. Messages, instead, are the
packets of information sent from a speciﬁc process, on an individual node, to other
process running on another node. Examples of possible actions are a method call,
sending a message, and receiving a message. Note that the occurrence of an event
can only be notiﬁed to other nodes by means of messages sent through the network.
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It has to be considered also that events are originated in a context. Such a
context may refer only to static information, e.g., the value of variables and param-
eters at the moment that the event occurred, but it could also refer to more complex
dynamic information like the control ﬂow history (i.e., trace) of an application. In
our model, it is required the context to include information about physical localiza-
tion, it means, the node where an event occurs. Thus, when information about an
event is sent through the network, the information regarding localization must be
attached.
Finally, the model has to expose a fully distributed architecture, i.e. without
centralized processors or bottlenecks, and with all events being notiﬁed to the other
nodes. In this model each node participating in the application may receive and send
messages regarding the occurrence of events. The model is also dynamic, meaning
that nodes may enter and leave the distributed application at any time. As such,
there is not any centralized server or broker managing the notiﬁcations. For the
purpose of designing the kernel library we consider that all events occurring on any
node are notiﬁed to the other nodes. Note that this last restriction is just there to
help us with design, leveraging the burden of what events should be distributed.
In our case we consider that all events are distributed. Afterwards, the reader will
see that this restriction is not made explicit for the library to work, and that in
concrete applications (see aspect language implementation on section 5) intelligent
selection of events makes the quantity of distributed events very low.
With the event model in place we can start talking of event patterns. The
simple case of a pattern of events is the atomic event, such an event may now be
detected on any node, and information from its context, including localization, may
be extracted. This case can be extended to detect sequence of events. Thus, node
may listen, e.g., for the sequence of events <callMethod A on host1,callMethod
B on host2 >(detect a call to method A on hots number 1 and then detect a call
to method B on hots number 2). However, these patterns are simple and we are
interested in more complex patterns, next section introduces a model to handle
more complex patterns of events.
3.2 The pattern model
In the previous section, we introduced the design considerations for a model where
an atomic event can be detected on any node participating in a distributed appli-
cation. Now, in order to detect a complex pattern, we propose to use a ﬁnite state
automata-based model. This model will consider that on each node, interested in
a particular pattern of events, an automaton will be deployed. The automaton will
consume event notiﬁcations to trigger the transitions.
The example on ﬁgure 4 shows a replication protocol for a replicated stack,
similar to the one motivated in Section 2. In the example, a simple stack and a
monitoring automaton is deployed on each node. The automaton is in charge of
replicating events occurred on remote nodes. The automaton in the ﬁgure will de-
tect events start and stop on the local machine (the local machine is a relative
designation predicating over the deployment machine of each automaton), these
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Fig. 4. Simple replication protocol for a replicated stack
events will trigger transitions t1 and t3 respectively, starting and stopping repli-
cation. Transition t2 will be triggered by remote events push or pop. Note that
we have not bound explicitly a behavior to transitions, however we can do it, for
example by binding the necessary code to replicate on the local stack the detected
push and pop remote events.
The example above shows the main assumptions we do on the model in order
to deal with event patterns:
• Automata instances are deployed on each node participating in the application.
• Automata will consume events to trigger transitions. Those events may be remote
events.
• An action may be bound to speciﬁc transitions.
• Actions bound to transitions are executed on the local machine.
• In order to consume an event an automaton may predicate over the event local-
ization (where it occurred). Those predicates may refer to relative localizations
like localhost or not localhost
Until now we have not consider time and ordering issues in the model. The
following section addresses such considerations explicitly.
3.3 The Dynamic Model: Ordering of distributed events
We have presented the design considerations of a model where an atomic event, or
patterns of events, can be detected on any node participating in a distributed appli-
cation. The model relies on the implicit assumption that the events are consumed
in the same order that they are produced. However, as we mention before, event
notiﬁcation is done trough messages sent over the network, and the network is not
a reliable resource: several delays and not determinism is introduced. Furthermore,
to grant performance and reliability the order of messages is not granted in most
protocols. Several, algorithms and solutions have been proposed to solve this issue.
A ﬁrst approach is to have synchronized clocks on each node and force ordering of
messages. This approach, however, has been shown to be very costly and complex
to implement and maintain. Other approaches relying on partial orders, e.g. logical
clocks [15] and vector clocks [18], propose a more lightweight solution where some
speciﬁc ordering situations cannot be determined. But, currently, the most popu-
lar solution is that distributed applications are defensively designed so they do not
assume message ordering in their algorithms.
Hence, the library must support the model as stated in previous sections, but
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it has to support ordering algorithms. This algorithms will be very useful when
dealing with complex event patterns; e.g., those involved in distributed test cases
and complex break points as studied by [20] and presented in Section 2. For this
research we will support causal ordering of events, as stated in the motivation
section. Such algorithms will be based on Mattern’s vector clocks [18]
According to these considerations, the model should be extended as follows:
• Transitions on automata should support guards. Guards are boolean conditions
that are evaluated before performing a transition on an automaton.
• The library should support causal and concurrent guards. Thus, events will be
consumed only if they respect these conditions with respect to the partial ordering
deﬁned by causality relation (causality relations’ partial ordering are implemented
using vector clocks).
• Finally, the model must support special constructs to grant event ordering. Thus,
causal relation will not only be evaluated but it will also be granted, by means of
message reordering before automata consumption.
3.4 Concrete kernel usage scenarios
We now discuss four concrete usage scenarios for the kernel library. Such scenarios
are created form the point of view of a programmer. The ﬁrst scenario regards
automata creation by means of a regular expression. Thus, a programmer could use
for example the expression aabc+adc in order to deﬁne an automaton. The second
scenario refers to consumption of full words of events. According to the design
considerations we have introduced until this point, our automaton consumes events
and not characters. In order to accomplish the the ﬁrst scenario, we must include
a new design consideration that includes mapping of events to characters. Hence,
to consume events, the library must accept a word of events passed inside an or-
dered data structure, e.g. a vector, and mapping it to an ordered data structure of
characters. The third scenario concerns to the validation of event patterns against
automata. Once a word is received the library must answer if the word is matched
by an automaton. Finally, the fourth scenario is related to explicit creation of au-
tomata. The library must allow programmers to create an automaton by providing
an event alphabet, an initial state, a set of states, a set of transitions, and a set of
ﬁnal states. The consumption of events in this case may be done atomically, one
event at the time. The automaton, in this scenario, may answer the current state
of the automaton.
4 Implementation
In this section we describe the main components of our event-based kernel library.
We ﬁrst present the architecture, its elements, and how such elements implement
the model described in the previous section. We then, show in detail how we build
the automata framework to support the detection and management of patterns of
distributed events. The library code can be found at [17].
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Fig. 5. Architecture of the kernel event-based library
4.1 Architecture
Figure 5 presents the four main components of the kernel library architecture: the
Abstract Event Framework, the Automata Facade, the Automata Engine, and
the Distribution Layer. The Abstract Event Framework is basically a set of
interfaces that allow the developer (user of the library) to adapt existing code in
order to be modeled as events that are consumable by the automata deﬁned by
the library. The Automata Facade provides the abstractions to manipulate directly
the deﬁnition and execution of an automaton (see next section for details). The
Automata Engine is in charge of processing actions over the automata according to
automata theory. Currently, we are using as automata engine the automata library
provide by Anders Møller et al. [19]. Note that this component may be changed for
other one without aﬀecting the interface and services provided by the library.
The Distribution Layer provides the main abstractions to distribute event
messages and listen to event messages sent by other nodes. The layer provides
a distributed architecture (i.e. with no centralized component) based on group
communication (see JGroups [14]). Each node on the distributed application must
have a deployed instance of the kernel library.
In order to handle the causality predicates and causal order of messages, we
have developed two protocols that are conﬁgurable on the JGroups protocol stack
(see Figure 5, JGroups Extension component). By default, JGroups provides sev-
eral protocol implementations including GMS, MERGE2, PING, and UDP. The protocols
developed are depicted on the ﬁgure as the box labeled CAUSALPROT. The ﬁrst, pro-
tocol adds causal information to event messages, so the receiver node can determine
if messages arrive in causal order of if they are concurrent. This protocol avoids
false positives; e.g., if two messages are inverted, the protocol will detect that the
second message is not in the right order and it will not be consumed. The second
protocol adds also causal information to event messages, but, before delivering a
message to the Automata Layer it orders messages according to the causal partial
order. Thus, this protocol forbids false positives and avoids false negatives.
L.D. Benavides Navarro et al. / Electronic Notes in Theoretical Computer Science 281 (2011) 127–141136
	


	



	



	


	





	




 
 
 
		




  


	
 
			 
!
"
 
			

!
#
$


%
$


&		

!


!
'

!
Fig. 6. Class diagram of the Automata Facade component and its relation with the classes on the Automata
Engine component.
4.2 The Automata Layer
Figure 6 shows the main classes we implemented in the Automata Facade and the
Automata Engine components. The classes Automaton, State, and Transition
represent the main abstraction of an automaton in the Automata Facade compo-
nent. The Facade provides a set of services that allow programmers to use an
automata to consume distributed events. The classes in the dk.brics.Automaton
package are the classes from the Automata Engine (see Møller et al. automata
library [19]). Transitions may be attached to an expression over events (see inter-
faces Expression and Event). When the transition is attached to an expression,
the user of the library decides how events are consumed and when the transition is
made. Even tough, in principle, events cannot be attached to transitions directly,
the library provides methods to mimic such relation. When events are attached to
transitions, what happens is that a DefaultEqualsExpression is created under the
hood. Such expression compares a arriving event with the deﬁning event, an this is
a behavior that mimics consumption of events as transitions.
Having the possibility of adding expressions to transitions provides immediate
support for guards. In order to build a sophisticated guard expressions the program-
mer may use Not, And, Or constructs. For this, the library provides a hierarchy of
expressions constructs including the unary Not expression and the binary expres-
sions And and or. However, for ﬂexibility, the user may create its own expressions
library according to its needs.
5 Evaluation: Designing a Distributed aspect language
with complex pointcuts
We have used our Kernel Library to build support for complex pointcuts on
a sophisticated Aspect Oriented Language with explicit support for distribution
(AWED [5,20]). In this section we make a brief description of AWED main con-
cepts, and make a qualitative evaluation showing how the library is used to imple-
ment those concepts.
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AWED proposes three main concepts: Aspect, Distributed Pointcut, and Dis-
tributed Advice. Aspects are class like constructs that are used to deﬁne crosscut-
ting concerns. Those aspects, contain pointcut deﬁnitions and advices. Distributed
Pointcuts are declarative constructs that are used to match speciﬁc events over the
execution trace of a distributed program. AWED proposes a pointcut language that
is sensible to event localization. For instance, AWED not only provides pointcuts
to match events like method calls, methods execution, variable update, but it also
provides pointcuts to match events that occurred on an speciﬁc host or group of
hosts. Advices are method like constructs that are bound to pointcuts and that are
executed once a speciﬁc pointcut matches an event.
The set of pointcuts proposed by AWED includes constructs for sequence of
events (similar to our automata) and a sophisticated synchronization model. The
synchronization model includes a synchronous matching semantics, where the base
program (the one generating events) is paused, once an event is matched and un-
til the advice ﬁnishes its execution. The language also provides an asynchronous
semantics, where advices and base programs are executed concurrently. Both se-
mantics may be executed in a distributed fashion. Thus, for example, the base
program may be paused in one machine while the corresponding advice is executed
in other machine. The model is completed by a set of constructs that allows pro-
grammers to build pointcuts predicates including causal relations and concurrent
relations.
To implement the constructs described above we have ﬁrst modiﬁed the point-
cut implementation in order to use the Event Framework. Then we have modiﬁed
AWED’s compiler and Sequence pointcut to build and use automata deﬁned by the
Automata Facade. To address causal predicates we have mapped the Causal and
Conc (Concurrent) modiﬁers into expressions using the constructs provided by the
Automata Layer. The most complicated requirement to implement is the synchro-
nization model. In order to implement such model, we have created a mechanism
for intelligent weaving. Such process ﬁrst look for pointcut deﬁnitions and identiﬁes
speciﬁc points at the code that may generate detectable events. At those points
the weaver adds the glue code to broadcast events and, depending of the selected
synchronization mode, pause or execute concurrently the base program. When ex-
ecuting the base program concurrently the model was extended to provide future
like semantics for synchronization.
6 Related Work
In order to select an Automata Engine component, we studied several libraries and
applications which target is the modeling of situations using automata and regular
expressions. In this section, as a representative piece, we present four of them. We
also discuss current distributed event-based models.
Anders Møller’s automata library [19] was developed at Aarhus University. The
library allows developers to deﬁne a ﬁnite-state automaton with regular expression
operations. There exist two ways to create an automaton in such a library: i)
L.D. Benavides Navarro et al. / Electronic Notes in Theoretical Computer Science 281 (2011) 127–141138
by using a regular expression that describes the language and, ii) by deﬁning it
explicitly; it is, we must create states and the set of transitions between them.
The library provides, between other facilities, functionality to determine whether
a given word or string is a member of some particular language, an automaton is
deterministic or whether the recognized language is ﬁnite. JFlap [22] is a package
that provides facilities to create deterministic or non-deterministic automata. It
also includes functionality to manage stacks, moore machines, turing machines and
regular expressions. Its most remarkable features are its user interface and its
facilities for formal languages and automata theory learning. Jakarta RegExp [24]
is a library devoted to create and manipulate regular expressions in order to deﬁne
domain speciﬁc languages. The library does not include the concepts of state and
transition; hence, the only way to determine if a received string is a member of a
language is by consuming characters one by one, and recursively to establish the
string membership in the context of the language. JAuto [4] is a library providing
facilities for manipulation of ﬁnite-state automata within the Java platform. Its API
includes functionality for creating automata, converting them to/from an external
source, testing of various relations between automata, and evaluating unary and
binary predicates over automata. In [3], Bailly et al. presents a model of distributed
components that includes an event model on the component traces. This work has
used JAuto as a means for components composition in order to preserve behavioral
contracts. As mentioned above, these four libraries are representative examples of
tools implementing automata and regular expressions theory. Nevertheless, none of
them are devoted neither to recognize event patterns nor to deal with distributed
events. Besides, RegExp, by failing to include the concept of state, is not able
to control the transitions in the consuming of events, which is part of the design
considerations we argued in Section 3.
Regarding Composite Event Detection several approaches have been proposed,
see for example [7,12,11]. Those approaches provide a means to create predicates
over a set of events. In principle, these predicates deﬁne a sub set of the set deﬁned
by our pattern model. For example, they may detect sequence of events but they
do not have full support for regular expressions over event traces. Another point
of comparison with our proposal is the synchronization model. Most event based
approaches use asynchronous interaction, in contrast our model does not impose
such restriction and, as shown in the evaluation section, allows the library to be
used also in applications with synchronous interaction models.
7 Conclusions
In this paper, we argued for a mechanism to explicitly construct and coordinate
complex interactions and communication patterns in distributed applications. We
have presented an analysis of non trivial scenarios found in distributed applications
and we formulated a set of requirements and restrictions for a kernel event-based
library, we designed and implemented the kernel library, which supports detection
and coordination of complex event patterns having into account causal manipula-
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tion of distributed events, and we evaluated our approach. We included in the kernel
library constructors to encapsulate inside well deﬁned components the coordination
of distributed applications, instead of delegating the coordination to disjoint com-
ponents; for this, the architecture of the library is based on an automata library
implementing basic automata operations. Our evaluation has shown that our li-
brary can be used to build or improve a sophisticated distributed aspect oriented
language such as AWED.
Our work prepares the way for several leads of future work in two main areas,
model and appliction. For model extension we will explore more complex patterns
and concepts, e.g. epsilon transitions, push down automata. With respect to appli-
cations, we will study the implementation of a fully distributed debugger for Java,
and the development of dynamic graphical modeling tools to generate software ar-
tifacts.
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