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Abstract
We determine kernels of similarity-preserving bounded linear maps on B(H) and give
characterizations for elementary operators of length 1 to be similarity-preserving.
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1. Introduction
Linear preserver problems have been considered by many authors for several de-
cades and a lot of interesting results were obtained. For example, there are many re-
search works on linear maps which preserve commutativity [2,10], spectrum [6,7,11],
rank [5] and similarity [4,8] and so on. Some aspects of this problem and special
techniques were surveyed in [9]. In this paper we continue to consider the simi-
larity-preserver problem. Let H be a separable complex Hilbert space and B(H)
the Banach algebra of all bounded linear operators on H. Denote by K(H) and
G(H) the set of all compact operators and the group of all invertible operators in
B(H), respectively. If A and B are in B(H), A ∼ B will mean that A is similar to
B, that is, there is an operator V ∈ G(H) such that A = V −1BV . For A ∈ B(H),
S(A) denotes the similarity orbit of A, that is, S(A) = {V −1AV : V ∈ G(H)},
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and S(A) denotes the norm closure of S(A). If S(A) = S(B), we say that A and
B are asymptotically similar, denoted by AB (see [3, p. 12]). When H is finite
dimensional, A and B are asymptotically similar if and only if they are similar by
[3, Theorem 2.1]. However when H is infinite dimensional, these two notions are
quite different (cf. [3]). A bounded linear map  on B(H) is said to be similarity-
preserving if A ∼ B implies that (A) ∼ (B), asymptotic similarity-preserving
if AB implies that (A)(B). Note that if φ is similarity-preserving, then it is
also asymptotic similarity-preserving and two notions coincide when H is finite
dimensional. We will see that the converse is false when H is infinite dimensional.
Hiai [4] determined all similarity-preserving linear maps on matrices. Ji and Du [8]
discussed characterizations of similarity-preserving linear maps in both directions
on B(H) when H is infinite dimensional. Note that the assumption  being sim-
ilarity-preserving in both directions is crucial in [8]. So it is interesting to ask if
one can give a characterization for the structure of similarity-preserving linear maps
in general. But this question seems very difficult to answer. We find that even for
an elementary operator of length 1, (X) = AXB for all X ∈ B(H), the result
is non-trivial (Theorem 2).
In Section 2, we consider the kernel of a bounded (asymptotic) similarity-preserv-
ing linear map on B(H) when H is infinite dimensional. We prove that the kernel
of such a non-zero map is either {0} or CI . In Section 3, we give a necessary and
sufficient condition for an elementary operator  of length 1 to be similarity-preserv-
ing and some analogous results were obtained for asymptotic similarity-preserving
elementary operators in Section 4.
We assume that H is separable infinite dimensional throughout this paper. For
an operator T ∈ B(H), R(T ), ker(T ) and σ(T ) denote the range, the kernel, and
the spectrum of T, respectively. For x, y ∈H, x ⊗ y denotes the rank-1 operator
x ⊗ y(z) = (z, y)x for all z ∈H. For two sequences {xn : n = 1, 2, . . .} and {yn :
n = 1, 2, . . .} of mutually orthogonal unit vectors in H, denote by ∑∞n=1 xn ⊗ yn
the pointwise limit of finite rank operators
∑n
k=1 xk ⊗ yk .
2. Kernels of similarity-preserving linear maps
Let  be a non-zero similarity-preserving bounded linear map on B(H). Then
we know that the kernel ker(B(H)) of  is similarity invariant. By [8, Theorem
2.7], we have that ker is either {0}, CI = {λI : λ ∈ C}, K(H) or CI +K(H).
If  is surjective, then it is injective, that is, ker = {0} ([8, Proposition 3.1]). It is
natural to ask: Does there exist a similarity-preserving linear map such that its kernel
is a given similarity invariant subspace? In this section, we consider this question.
That is, we determine kernels of these maps.
Lemma 1. Let A ⊂ C be a non-empty subset such that for any finite subset B ⊂ A,
|∑z∈B z|  1. Then {z ∈ A : z = 0} is at most countable.
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Lemma 2. Let A ⊂ B(H) be a non-empty subset such that for any finite subset
B ⊂A, ‖∑T ∈B T ‖  1. Then {T ∈A : T = 0} is at most countable.
Proof. Let {xm : m ∈ N} be a countable dense subset of the unit ball ofH. We note
that T = 0 if (T xm, xm) = 0 for all m ∈ N. For x ∈H with ‖x‖  1. We have that
the set A = {(T x, x) : T ∈A} satisfies the condition of Lemma 1. Therefore the set
of non-zero numbers in A is at most countable. Then {T ∈A : (T xm, xm) = 0} is at
most countable for all m ∈ N. It follows that {T ∈A : (T xm, xm) = 0 for some m}
is at most countable, which implies that the set {T ∈A : T = 0} is at most count-
able. The proof is complete. 
Theorem 1. Let  be a non-zero similarity-preserving bounded linear map on
B(H). Then  is either injective or ker  = {λI : λ ∈ C}.
Proof. We may assume that ‖‖ = 1. We note that ker is a similarity-invariant
subspace. Then it is one of subspaces stated in Theorem 2.7 in [8]. Thus we need
only to prove that ker is neither K(H) nor CI +K(H).
Suppose that ker =K(H). Let C(H) = B(H)/K(H) be the Calkin alge-
bra. Then  reduces to a bounded injective linear map  from C(H) to B(H) by
(T ) = (T ), where T is the image of T in C(H) . This is impossible since H
is separable. In fact, let {er ; r ∈ Q} be an orthonormal basis of H, where Q is the
set of all rational numbers. For each irrational number µ ∈ R− Q, we choose an
infinite subsequence rj : j = 1, 2, . . . , in Q such that lim rj = µ. Then for µ = µ′
in R − Q, we have {rj : j ∈ N} ∩ {r ′j : j ∈ N} is an at most finite set. Put Eµ =⊕∞
j=1 erj ⊗ erj . Then Eµ is a non-zero projection in C(H) satisfying EµEµ′ =
0 for µ = µ′. Now for any finite different numbers µ1, µ2, . . . , µn ∈ R− Q, we
have that ‖Eµ1 + Eµ2 + · · · + Eµn‖  1. It follows that ‖(Eµ1 + Eµ2 + · · · +
Eµn)‖ = ‖(Eµ1)+ (Eµ2)+ · · · + (Eµn)‖  1 and there are at most count-
able non-zero elements in the set {(Eµ) : µ ∈ R −Q} by Lemma 2. Then there is a
µ ∈ R −Q such that (Eµ) = (Eµ) = 0. This is a contradiction since Eµ /∈
K(H). Hence ker =K(H).
Similarly we also have ker = CI +K(H). The proof is complete. 
We now give a similarity-preserving linear map onB(H)whose kernel is CI . Let
H⊗H be the Hilbert space tensor product and X ⊗ Y the operator tensor product
for all X, Y ∈ B(H).
Example 1. Let U :H→H⊗H be a unitary operator. Define
(X) = U∗(X ⊗ I − I ⊗X)U for all X ∈ B(H).
Then  is similarity-preserving linear map on B(H) whose kernel is CI .
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Theorem 1 says that if the kernel of a similarity-preserving linear map contains
K(H), then  = 0. However, if we consider the canonical ∗-homomorphism π :
B(H)→ C(H), then π is a similarity-preserving linear map between two C∗-
algebras and kerπ =K(H). Similarly, let φ(a) = a ⊗ I − I ⊗ a for all a ∈ C(H),
then φ is similarity-preserving from C(H) to C(H)⊗ C(H), and then  = φ ◦
π is similarity-preserving from B(H) to C(H)⊗ C(H) whose kernel is CI +
K(H). Considering a faithful ∗-representation ofC(H)⊗ C(H) on an inseparable
Hilbert spaceK, we can obtain a similarity-preserving bounded map fromB(H) to
B(K) such that the kernel of  is a given similarity invariant subspace of B(H).
We then can summarize as
Proposition 1. For every similarity-invariant subspace M of B(H), we have a
Hilbert space K(not necessarily separable) and a similarity-preserving linear map
 from B(H) to B(K) such that ker = M.
Remark 1. Note that kernels of asymptotic similarity-preserving linear maps on
B(H) are also similarity invariant. Thus Theorem 1 and Proposition 1 hold as well
for asymptotic similarity-preserving linear maps.
3. Similarity-preserving elementary operators
Let A,B ∈ B(H) be non-zero operators and let (X) = AXB (∀X ∈ B(H))
be an elementary operator of length 1.
Lemma 3. If  is non-zero similarity-preserving, then both A and B∗ are injective
and BA = αI for some α ∈ C.
Proof. For any x, y ∈H, we have (x ⊗ y) = A(x ⊗ y)B = Ax ⊗ B∗y. If there
is a non-zero x ∈ kerA, then x ⊗ y ∈ ker for all y ∈H, which implies that ker ∩
K(H) = 0. This is impossible by Theorem 1 unless  = 0. Thus A is injective. So
is B∗ similarly.
Note that all rank-1 nilpotent operators are similar. Then for any non-zero vectors
y, z ∈ [Cx]⊥, we have Ax ⊗ B∗y ∼ Ax ⊗ B∗z, which implies that (Ax, B∗y) =
(Ax, B∗z). It now follows that (BAx, y − z) = 0 for all y, z ∈ [Cx]⊥. HenceBAx ∈
Cx for all x ∈H. Therefore there exists a constant α ∈ C such that BA = αI . The
proof is complete. 
Remark 2. If is asymptotic similarity-preserving, then by Remark 1 we know that
both A and B∗ are also injective. Moreover, for any rank-1 operators x1 ⊗ y1 and
x2 ⊗ y2, (x1, y1) = (x2, y2) if x1 ⊗ y1x2 ⊗ y2. In fact, if there exists a sequence
of invertible operators {Sn} such that limn→∞ S−1n (x1 ⊗ y1)Sn = limn→∞ S−1n x1 ⊗
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S∗ny1 = x2 ⊗ y2, then (x2, y2) = limn→∞(S−1n x1, S∗ny1) = (x1, y1). Thus Lemma 3
holds as well when elementary operator  is asymptotic similarity-preserving.
The following proposition might be known but I was unable to find a reference
for it.
Proposition 2. Let K be a compact operator. Then there is a non-zero vector x ∈H
such that limn→∞ ‖Knx‖ = 0.
Proof. Let r(K) be the spectral radius of K. If r(K)<1, then we have limn→∞ ‖Kn‖
= 0 and hence limn→∞ ‖Knx‖ = 0 for all x ∈H. Otherwise, let  = {λ ∈ σ(K) :
λ  1}, and M =∨{ker(K − λ)m : λ ∈ , m ∈ N}. We know that M is finite di-







where σ(K11) = &, σ(K11) ∩ σ(K22) = ∅ and r(K22) < 1. It is trivial that






Since r(K22) < 1, as proved above, ∀ ξ ∈ M⊥, we have limn→∞ ‖Kn0 ξ‖ =
limn→∞ ‖Kn22ξ‖ = 0. As K and K0 are similar, there is a non-zero vector x ∈H
such that limn→∞ ‖Knx‖ = 0. The proof is complete. 
Recall that an operator A ∈ B(H) is called bounded below if there is a positive
constant a > 0 such that ‖Ax‖  a‖x‖ for all x ∈H. We note that an operator A is
bounded below if and only if A is injective with closed range.
Theorem 2. Let A,B ∈ B(H) be non-zero operators and (X) = AXB ∀X ∈
B(H). Then  is similarity-preserving if and only if both A and B∗ are bounded
below and BA = αI for some constant α ∈ C.
Proof. (⇒) Suppose  is similarity-preserving. By Lemma 3, both A and B∗ are
injective and BA = αI for some constant α ∈ C. If α = 0, then we easily have both
A and B∗ are bounded below.
Next we assume BA = 0 and suppose that R(B∗) is not closed. Let |B∗| =∫ ‖B‖
0 µdFµ be the spectral decomposition of |B∗|. As |B∗| is injective and R(B∗) is
not closed, we have that 0 is an accumulation point of σe(B∗), the essential spectrum
of B∗. Choose µm strictly decreasing to 0 such that F(µm+1, µm)H = 0 and take
unit vector yn ∈ F(µ2n+1, µ2n)H for all m, n ∈ N. Then we have
(i) (yi, yj ) = (B∗yi, B∗yj ) = 0 ∀i = j and ‖B∗yn‖ → 0 (n→∞),
(ii) (
∨{yn : n ∈ N})⊥ is infinite dimensional.
Similarly by considering the spectral decomposition of |A| (it is not necessary
to assume that 0 ∈ σe(A)), we can choose a sequence of unit vectors {xn : n ∈ N}
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such that (xi, xj ) = (Axi, Axj ) = 0 ∀i = j and (∨{xn : n ∈ N})⊥ is infinite di-
mensional. Put X =∑∞n=1 xn ⊗ yn. Then we know that X is a partial isometry and
both kerX and R(X)⊥ are infinite dimensional. Put ξn = Axn/‖Axn‖, ηn = B∗yn/
‖B∗yn‖ and an = ‖Axn‖‖B∗yn‖, respectively. Clearly, limn→∞ an = 0. Now we
have
(X) = AXB =
∞∑
n=1




For every n ∈ N, we choose a kn ∈ N such that akn < 2−nan and put bn = akn , Y =∑∞
n=1 xkn ⊗ ykn . Then we easily have X ∼ Y by the conditions of {xn} and {yn}
chosen above. It now follows that (X) ∼ (Y ), that is,
∞∑
n=1
anξn ⊗ ηn ∼
∞∑
n=1
bnξkn ⊗ ηkn .




anξn ⊗ ηn ∼
∞∑
n=1




Put C =∑∞n=1 anξn ⊗ ηn and D =∑∞n=1 bnξn ⊗ ηn, then we have kerC = kerD ⊇
R(C) = R(D) =∨{ξn : n ∈ N}. Let H1 = R(C) =∨{ξn : n ∈ N}, H2 =
ker(C) R(C) and H3 = ker(C)⊥ =∨{ηn : n ∈ N} respectively, then we have
H =H1 ⊕H2 ⊕H3. Let S ∈ B(H) be an invertible operator such that C =
S−1DS. We easily have both S and S−1 leaveH1 = R(C) andH1 ⊕H2 = ker(C)
invariant. Thus it follows that
S =

S11 S12 S130 S22 S23
0 0 S33

 , C =

0 0 C130 0 0
0 0 0

 and D =





where Sii (i = 1, 2, 3) is invertible,C13ηn = anξn andD13ηn = bnξn for all n ∈ N.
Hence S11C13 = D13S33. Let Uξn = ηn, n ∈ N. Then U is a unitary operator from
H1 onto H3 and both P = C13U and Q = D13U are positive diagonal operators
inB(H1) with respect to the basis {ξn : n ∈ N} satisfying S11P = QU∗S33U . Note
that limn→∞ bnan = 0, it now follows that Q = PK0 for a compact operator K0. Put
K = K0U∗S33U , then K is compact and S11P = PK . Since S11 is invertible, this
is impossible. In fact, there is a positive constant β such that βI < S∗11S11. Without
loss of generality, we may assume that β = 1. We then have that P 2  PS∗11S11P =
K∗P 2K . It now follows that
P 2  K∗P 2K  · · ·  (K∗)nP 2Kn  · · ·
By Proposition 2, there is a non-zero vector x such that limn→∞ ‖Knx‖ = 0, which
implies that Px = 0, and then x = 0. This is a contradiction. Therefore R(B∗) is
closed. So is R(A) similarly.
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(⇐) If α = 0, we may assume that α = 1. Let S be an invertible operator and
T = ASB + (I −AB). Note thatBA= I by assumption, we have T −1 = AS−1B +
(I − AB). It is easy to show that (SXS−1) = ASXS−1B=TAXBT −1 =
T(X)T −1, which implies that  is similarity-preserving.
Next we assume that α = 0. Since BA = 0, we have R(A) ⊆ kerB. Note that
there are operators A+ and B+ such that A+A = BB+ = I , AA+ = PR(A), B+B =
P(kerB)⊥ and BA = A+B+ = 0, where PM is the positive projection from H onto
a closed subspace M. Thus for every invertible operator S, we have that the op-
erator T = (ASA+ + B+SB + (PkerB  PR(A))) is invertible with inverse T −1 =
(AS−1A+ + B+S−1B + (PkerB  PR(A))). It follows that for every X ∈ B(H),
(SXS−1)= ASXS−1B = TAXBT −1=T(X)T −1. Then is similarity-preserv-
ing. The proof is complete. 
If  preserves similarity for compact operators, we call  similarity-preserving
onK(H). Observe that in the above proof, if we put X =∑∞n=1 1nxn ⊗ yn and Y =∑∞
n=1 1nxkn ⊗ ykn , then X, Y ∈K(H), X ∼ Y and the proof can also be completed.
Thus we have the following corollary.
Corollary 1. Let A,B ∈ B(H) be non-zero operators and (X) = AXB ∀X ∈
B(H). Then the following assertions are equivalent.
1.  is similarity-preserving on B(H),
2.  is similarity-preserving on K(H), and
3. both A and B∗ are bounded below and BA = αI for some constant α ∈ C.
4. Asymptotic similarity-preserving elementary operators
In this section, we give a necessary and sufficient condition for a non-zero ele-
mentary operator of length 1 to be asymptotic similarity-preserving.
Theorem 3. Let A,B ∈ B(H) be non-zero operators and (X) = AXB ∀X ∈
B(H). Then  is asymptotic similarity-preserving if and only if BA = αI for some
constant α ∈ C and one of the following assertion holds.
1. Both A and B∗ are bounded below.
2. Both A and B∗ are injective and either A or B is compact.
Proof. (⇒) By Remark 2 we know that both A and B∗ are injective and BA = αI
for some constant α ∈ C. If (1) holds, the proof is complete. Otherwise, we have
BA = 0 and either R(A) or R(B∗) is not closed. Without loss of generality, we may
assume R(B∗) is not closed. We next prove that (2) holds.
Suppose neither A nor B is compact. Let |A| = ∫ ‖A‖0 λdEλ and |B∗| = ∫ ‖B‖0 µdFµ
be the spectral decompositions of |A| and |B∗| respectively. A is not compact, so
there is a positive number λ0 > 0 such that E[λ0, ‖A‖]H is infinite dimensional.
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Thus as in the proof of Theorem 2, we can choose a unit sequence {xn} in E[λ0,
‖A‖]H such that (xn, xm)=(Axn,Axm)=0 (∀n = m) and (∨{xn : n ∈ N})⊥ is
infinite dimensional. Similarly, since B is not compact and R(B∗) is not closed,
there is a positive number µ0 > 0 such that both F [µ0, ‖B‖]H and F [0, µ0)H are
infinite dimensional. We choose unit sequences {yn} in F [µ0, ‖B‖]H and {zn} in
F [0, µ0)H respectively such that (yn, ym) = (B∗yn, B∗ym) = (zn, zm) = (B∗zn,
B∗zm) = 0 (∀n = m) and limn→∞ ‖B∗zn‖ = 0. SettingX =∑∞n=1 xn⊗yn and Y =∑∞
n=1 xn ⊗ zn, we have X ∼ Y and therefore XY . Operator AXB =
∑∞
n=1 Axn ⊗
B∗yn is not compact since ‖Axn‖‖B∗yn‖  λ0µ0 > 0. However,AYB =∑∞n=1 Axn
⊗ B∗zn is compact since limn→∞ ‖B∗zn‖ = 0. Thus S(AXB) = S(AYB), that is,
 is not asymptotic similarity-preserving. This is a contradiction. Hence either A or
B is compact.
(⇐) Suppose BA = αI for some constant. If (1) holds, then by Theorem 2, 
is similarity-preserving, and then asymptotic similarity-preserving. If (2) holds, we
then have BA = 0, AXB is compact for all X ∈ B(H) and (AXB)2 = 0. Note that
the rank of AXB is the same as that of X since both A and B∗ are injective. So the
rank of AXB is the same as that of AYB, and then AXBAYB from [3, p. 21, di-
agram (8.16)], whenever XY . It follows that  is asymptotic similarity-preserving.
The proof is complete. 
We now know that there is an asymptotic similarity-preserving elementary oper-
ator which is not similarity-preserving from Theorem 3.
Example 2. Let {en : n ∈ N} be an orthonormal basis of H. Let Aen = e2n, and
Be2n−1 = 1nen, Be2n = 0 ∀n ∈ N. Define (X) = AXB (X ∈ B(H)). Then  is
asymptotic similarity-preserving but not similarity-preserving.
Contrasting with Corollary 1, we note that for an asymptotic similarity-preserving
elementary operator , (1) and (2) in Corollary 1 are not equivalent.
Proposition 3. Let A,B ∈ B(H) be non-zero operators and (X) = AXB for all
X ∈ B(H). Then  is asymptotic similarity-preserving onK(H) if and only if both
A and B∗ are injective and BA = αI for some constant α ∈ C.
Proof. The necessity is clear from Remark 2. Conversely, if α = 0, then both A
and B∗ are bounded below, which implies that  is similarity-preserving, and there-
fore asymptotic similarity-preserving on K(H). If α = 0, then BA = 0 and hence
(AXB)2 = 0 for all X. However, if X ∈K(H), then AXB is compact and by [3,
p. 211, Diagram (8.16)] again, AXBAYB whenever XY . That is,  is asymptotic
similarity-preserving on K(H). 
By Proposition 3, we may have an elementary operator which is asymptotic sim-
ilarity-preserving on K(H) but not asymptotic similarity-preserving on B(H).
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