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a b s t r a c t
Asynchronous automata are a model of communication processes with a control structure
distributed on a set P of processes, global initializations and global accepting conditions.
The well-known theorem of Zielonka states that they recognize exactly the class of regular
Mazurkiewicz trace languages. The corresponding synthesis problem is, given a global
specification A of any regular trace language L, to build an asynchronous automaton
that recognizes L, automatically. Yet, all such existing constructions are quite involved
and yield an explosion of the number of states in each process, which is exponential
in both the sizes of A and P . In this paper, we introduce the particular case of
distributed asynchronous automata, which require that the initializations and the accepting
conditions are distributed as well. We present an original technique based on simple
compositions/decompositions of these distributed asynchronous automata that results in the
construction of smaller non-deterministic asynchronous automata: now, the number of
states in each process is only polynomial in the size ofA, but is still exponential in the size
of P .
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Asynchronous automata [1] modelize concurrent systems that use a mechanism based on shared variables to commu-
nicate. They consist of a set of processes with a distributed control structure, global initializations and global accepting
conditions. During an execution the processes synchronize on shared variables, which are called simply actions in our set-
ting: all actions a are associatedwith a subset of processeswhich agree jointly on amove on reading a. On the other hand, the
theory ofMazurkiewicz traces [2] providesmathematical tools for the formal study of concurrent systems. In this theory, the
actions of a concurrent system are equipped with an independent relation between actions that do not share any process.
One of the major contributions in the theory of Mazurkiewicz traces characterizes regular trace languages by means
of asynchronous automata [1]. This result, known as Zielonka’s theorem, and related techniques are fundamental tools in
concurrency theory. For instance, they are useful to compare the expressive power of classicalmodels of concurrency such as
Petri nets, asynchronous systems and concurrent automata [3,4]. Thesemethods have been also adapted to the construction
of communicating finite-statemachines, from regular sets ofmessage sequence charts [5,6], from globally cooperative high-
level message sequence charts [7] or from globally cooperative compositional message sequence graphs [8]. More recently,
the construction of asynchronous cellular automata [9] was used to implement globally cooperative high-level message
sequence charts [8].
The synthesis problem of asynchronous automata consists in building automatically the asynchronous automaton that
recognizes a regular trace language L, usually given by means of a finite-state automaton A. For twenty years, several
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constructions of asynchronous automata have been developed [1,10,11,9,12–15]. All these constructions are quite involved.
Moreover, they yield an explosion of the number of states in each process that is exponential in the number of states or
actions of A as well as in the number of processes of the system. To the best of our knowledge, the complexity of this
problem is still unknown, and it was asked in [16] whether a simpler construction could be designed.
In this paper, we are interested in the particular case of distributed asynchronous automata (daa for short). In a daa, the
initializations and the accepting conditions are also distributed: each process chooses a local initial state and stops in a local
final state independently from other processes. We introduce them as an interesting tool to develop alternative proofs of
Zielonka’s result. In particular, we present a technique based on simple compositions/decompositions of daas that results in
the construction of a ‘‘small’’ non-deterministic asynchronous automaton from any regular trace language given by means
of a trace automatonA: the size of each process built by our method is only polynomial in the size ofA. However, similarly
to the other constructions, the size of each process is still exponential in the number of processes. So our method reduces
significantly the explosion of the number of states in each process.
Contrary to asynchronous automata, non-deterministic daas and deterministic daas do not recognize the same class
of trace languages. Moreover, some regular trace languages are recognized by no daa. Therefore, we characterize the
trace languages that correspond precisely to the behaviours of non-deterministic daas: these are the ones that satisfy the
condition of distributivity. We explain how to verify whether or not a regular trace language is distributed. If so, we show
that our method gives directly a daa recognizing this language. However, it is still an open question to decide whether a
regular trace language is recognizable by a deterministic daa.
It is worth noting that the present paper is a long version of [15] with twomain improvements. First, we have particularly
developed the part about the synchronization condition: this condition is now illustrated by many examples, which give
a better intuitive idea of its utility. Then, we have rewritten and improved the constructions and the proofs presented in
[15] using an induction based on the concept of communicating graph instead of on the size of the alphabet. This leads to a
more interesting theoretical complexity result: the algorithm presented here gives asynchronous automata for which the
size of each process is polynomial in the size of the given trace automataA and exponential in the number of processes. In
comparison, the construction in [15] is also exponential in the number of actions inA.
Overview of the paper. The basic notions and definitions are presented in Section 2. Section 3 introduces the model of
distributed asynchronous automata and a short comparison with the classical asynchronous automata. In particular, we
show that these two models are not equivalent. In Section 4, a tool is introduced to compose hierarchically daas into a
high-level daa. We show that we can express the language of a high-level daa in terms of its daa components as soon as
these components satisfy the synchronization condition. This key result will be used in Section 5 and constitute the heart
of our construction. Then, we define in Section 5 the concept of roadmaps and their associated located trace languages. We
demonstrate in Theorem 5.4 that any located trace language is recognized by some daa and explain how to build the latter
by using high-level daas. Also, Theorem 5.4 yields a new construction for the synthesis of classical asynchronous automata
that subsumes all existing ones in terms of complexity. This construction and a study of its space complexity constitute
our main result, Theorem 5.10. It is presented at the end of Section 5. Finally, before concluding, we discuss in Section 6
about the expressive power of daas. In particular, Theorem 6.5 states that distributed regular trace languages correspond
precisely to the behaviours of non-deterministic distributed asynchronous automata. We also compare the expressivity of
non-deterministic daas with deterministic ones.
2. Background
Here we present the basic notions and definitions used throughout this paper.
2.1. Mazurkiewicz traces
In this paper we fix a finite alphabet Σ whose elements are called actions. A word over Σ is a sequence of actions of
Σ; the empty word is denoted by ε. The alphabet alph(u) of a word u ∈ Σ⋆ consists of all actions that appear in u. It is
inductively defined by alph(ε) = ∅ and alph(ua) = alph(u) ∪ {a} for all u ∈ Σ⋆ and all a ∈ Σ .
In addition to Σ , we fix an independence relation I over Σ , that is, a binary relation I ⊆ Σ × Σ that is irreflexive
and symmetric. We also define the dependence relation D as the complementary relation of I: D = (Σ × Σ) \ I. The
trace equivalence ∼ associated with the independence alphabet (Σ, I) is the least congruence over the free monoid Σ⋆
such that ab ∼ ba for all pairs of independent actions aIb. For a word u ∈ Σ⋆, the (Mazurkiewicz) trace [u] collects all
words that are equivalent to u: [u] = {v ∈ Σ⋆ | v ∼ u}. We extend this notation to sets of words: for all L ⊆ Σ⋆,
[L] = {v ∈ Σ⋆ | ∃u ∈ L : v ∼ u}. Finally, a set of words L is called a trace language if it is closed w.r.t the trace equivalence,
that is if [L] = L.
2.2. Trace automata
An automatonA is a quadruple (Q ,→, I, F)whereQ is a finite set of states,→⊆ Q×(Σ∪{ε})×Q is a set of transitions,
and I, F ⊆ Q are respectively a subset of initial states and a subset of final states. We write q a→ q′ to denote (q, a, q′) ∈→.
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Then the automaton A is deterministic if it satisfies the next three conditions: I is a singleton; if q
ε→ q′ then q = q′; if
q
a→ q′ and q a→ q′′ then q′ = q′′.
An execution ofA of length n ≥ 1 is a sequence of transitions (qi ai→ q′i)i∈[1,n] such that q′i = qi+1 for each i ∈ [1, n−1]. An
execution of length 0 is simply a state ofA. For any word u ∈ Σ⋆, we write q u→ q′ if there is some execution (qi ai→ q′i)i∈[1,n]
such that q = q1, q′ = q′n and u = a1 · · · an. The language L(A) accepted by an automaton A consists of all words u ∈ Σ⋆
such that q
u→ q′ for some q ∈ I and some q′ ∈ F . A set of words L ⊆ Σ⋆ is regular if it is accepted by some automaton.
Definition 2.1. An automatonA = (Q ,→, I, F) is called a trace automaton if for all states q, q′ ∈ Q and all words u, v ∈ Σ⋆
such that u ∼ v, q u→ q′ implies q v→ q′.
Clearly the language accepted by a trace automaton is a regular trace language. Conversely for any regular trace language
L the minimal deterministic automaton that accepts L is a trace automaton.
2.3. Asynchronous automata
We present next the model of asynchronous automata. It is worth noting that our definition differs slightly from the
original one [1] since we allow local mute transitions. Mute transitions have been introduced to simplify the different
constructions presented throughout this paper. Proposition 2.4 shows that they can be removed without loss of generality
and without increasing the number of local states.
At first we introduce some additional notations. A finite family δ = (Σp)p∈P of subsets of Σ is called a distribution of
(Σ, I) if we haveD =p∈P (Σp×Σp).We fix an arbitrary distribution δ = (Σp)p∈P in the rest of this paper and call processes
the elements of P . The location Loc(a) of an action a ∈ Σ consists of all processes p ∈ P such that a ∈ Σp. We extend this
notation to a set of actions T ⊆ Σ and to words u ∈ Σ⋆ in a natural way: Loc(T ) =a∈T Loc(a) and Loc(u) = Loc(alph(u)).
Definition 2.2. An asynchronous automaton (aa for short) S consists of
• a family of sets of local states (Qp)p∈P ;
• a set of initial global states I ⊆∏p∈P Qp;
• a set of final global states F ⊆∏p∈P Qp;
• a family of mute transitions (τp)p∈P where τp ⊆ Qp × Qp for all p ∈ P ;
• and a family of transition relations (∂a)a∈Σ where for all a ∈ Σ ,
∂a ⊆
∏
p∈Loc(a)
Qp ×
∏
p∈Loc(a)
Qp.
Semantics of asynchronous automata. The language recognized by the asynchronous automaton S is obtained from its
associated global automaton AS . The latter is the automaton (Q ,→, I, F) where Q is the set of global states∏p∈P Qp, and
the set of global transitions→⊆ Q × (Σ ∪ {ε})× Q is defined by the next two rules:
• for all a ∈ Σ , (xp)p∈P a→ (yp)p∈P if ((xp)p∈Loc(a), (yp)p∈Loc(a)) ∈ ∂a and xp = yp for all p ∉ Loc(a);
• (xp)p∈P ε→ (yp)p∈P if there is some p ∈ P such that (xp, yp) ∈ τp and xk = yk for all k ≠ p.
The language recognized by an asynchronous automaton S is simply the language of its global automatonAS: L(S) = L(AS).
Notice that AS is a trace automaton. Then L(S) is a regular trace language. For convenience, an execution of the global
automatonAS of S is simply called an execution of S.
Throughout this paper, we often illustrate our ideas with instances of asynchronous automata depicted like particular
Petri net. This visual representation of asynchronous automata is introduced in the next example.
Example 2.3. The left-hand part of Fig. 1 depicts an asynchronous automaton like a particular Petri net. This aa consists
of two processes p1 and p2 with local states Qp1 = {1, 2} and Qp2 = {3, 4, 5}. The processes are represented by coloured
places : the two light places for the local states of p1, and the three dark ones for the local states of p2. The initial markings
and final markings of the Petri net correspond to the initial global states {(1, 3)} and final global states {(1, 3), (2, 4)} of the
aa, respectively.
In this aa, process p1 takes part in actions a and c whereas process p2 takes part in b and c . Its transition relations are
∂a = {(1, 2), (2, 1)}, ∂b = {(3, 4), (4, 3)} and ∂c = {((1, 3), (2, 3)), ((2, 4), (1, 4))}, plus one mute transition from 4 to 5.
These transition relations ∂x are trivially represented in the Petri net of Fig. 1 by transitions labelled by x for pre-conditions
and post-conditions exactly one place for every process in Loc(x), according to ∂x.
Considering the aa as a labelled Petri net, its global automaton can simply be seen as its marking graph. The latter is
depicted on the right-hand side of Fig. 1. Note that the mute transitions τ of the Petri net correspond to ε-transitions in its
global view.
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Fig. 1. Visual representation of an asynchronous automaton and its global view.
Removing mute transitions. As mentioned earlier, we consider in this paper asynchronous automata with mute transitions.
This approach allows us to simplify the presentation of our results. However, it is easy to remove mute transitions from an
asynchronous automaton while preserving the corresponding language and the set of states.
Proposition 2.4. For any aa S there exists another aa S′ without mute transition such that L(S) = L(S′) and, moreover, the
local states of S′ are those of S.
Proof. Let S = ((Qp)p∈P , I, F , (τp)p∈P , (∂a)a∈Σ ) be an aa and A = (Q ,→, I, F) its global automaton. For each process
p ∈ P , we define τ ⋆p as the reflexive and transitive closure of τp: for all q0, q ∈ Qp, (q0, q) ∈ τ ⋆p iff q0 = q or else there exists
a sequence of states q1, . . . , qn such that (qi, qi+1) ∈ τp for all 0 ≤ i < n and qn = q. We also define❀ as the reflexive and
transitive closure of
ε→.
We build from S another aa S′ = ((Q ′p)p∈P , I ′, F ′, (τ ′p)p∈P , (∂ ′a)a∈Σ ) without mute transition. S′ shares its sets of local
states and its set of initial global states with S: Q ′p = Qp for all p ∈ P , and I ′ = I . Its set of final global states F ′ is
{q ∈ Q | ∃q′ ∈ F : q ❀ q′}. For each action a ∈ Σ , its transition relation ∂ ′a is defined by ((qp)p∈Loc(a), (rp)p∈Loc(a)) ∈ ∂ ′a
if there exists (q¯p)p∈Loc(a) such that (qp, q¯p) ∈ τ ⋆p for all p ∈ Loc(a) and ((q¯p)p∈Loc(a), (rp)p∈Loc(a)) ∈ ∂a. As expected, we set
τ ′p = ∅ for all p ∈ P . Thus S′ is without mute transition.
Let B be the global automaton of S′. Clearly L(B) ⊆ L(A). Then, L(A) ⊆ L(B) results from the next property that we
can prove using an induction on the length of u:
∀u ∈ Σ⋆, [(q1 u→ q2 ∈ A) =⇒ (∃q3 ∈ Q : q1 u→ q3 ∈ B ∧ q3 ❀ q2 ∈ A)]. 
2.4. Synthesis of asynchronous automata
We have ever seen that any asynchronous automaton defines a regular trace language. In [1], Zielonka shows that
any regular trace language is recognized by an asynchronous automaton. Furthermore, this asynchronous automaton is
deterministic, which means that its global automaton is deterministic.
Theorem 2.5 (Zielonka [1]). For all trace automataA there exists a deterministic asynchronous automaton S such that L(S) =
L(A).
Several constructive proofs of Zielonka’s theorem have been developed. All these constructions, which build
asynchronous automata from regular trace languages, are quite involved and yield an exponential explosion of the number
of states in each process. We mention the approaches that lead to deterministic aas first. In [11] a complexity analysis of
Zielonka’s construction of [1] is detailed. The number of local states |Qp| built by Zielonka’s technique for each process p ∈ P
is |Qk| ≤ 2O(2|P ||Q | log(|Q |)). The simplified construction by Cori et al. in [9] also suffers from this exponential state explosion
[2]. More recently in [14], Genest and Muscholl improve the construction of [1]. To do this, they add to this construction the
concept of zones to reduce the amount of information to store in each process. This newalgorithm, that yields a deterministic
aa still, is thus exponential in |Q | and |P |.
As for the non-deterministic approaches, we first mention the unusual construction of Pighizzini [12] which build non-
deterministic aas from particular rational expressions. This simpler approach gives aas whose number of local states in
each process is exponential in the length of the rational expression. Another construction of non-deterministic asynchronous
automata is presented in [13]. In this paper the number of local states built for each process is polynomial in |Q |, exponential
in |P | and double exponential in |Σ |.
In our previous work [15], from which the present long version is based, we have already presented an original
construction based on distributed asynchronous automata, hierarchically composed along an induction on the size of the
alphabet. This construction builds non-deterministic aas that are also polynomial in |Q |, but only exponential in |Σ | and
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|P |. In the present paper, we have improved our construction of [15]. To do this, we have introduced a new object, called
communicating graphs, on the size of which we perform an induction to compose the different daas. As a result, the
construction presented in this paper builds non-deterministic aas that are both polynomial in |Q | and |Σ |, but exponential
in |P | still. (cf. Section 5.3).
Note that, in themeantime, Genest et al. propose in [17] a new Zielonka-type construction of deterministic asynchronous
automata with the same complexity bound as proved in this paper. To do this, they have improved the method of
[14] by reducing significantly the amount of information stored per zone. We stress again that their construction yields
deterministic asynchronous automata. However, and contrary to the construction presented in this paper, it needs the input
trace automaton to be deterministic. Furthermore, Genest et al. show that their construction is optimal for Zielonka-type
constructions. This accentuates the benefit of designing new algorithms for the synthesis of asynchronous automata that
are not based on Zielonka-type constructions.
To be complete, we mention that conversions of non-deterministic asynchronous automata into deterministic ones rely
on Zielonka’s time-stamping function [18,19] and suffer from the same state-explosion problem. Interestingly heuristics to
build small deterministic asynchronous automata in particular cases were proposed in [20,22].
3. Distributed asynchronous automata (daa)
Distributed asynchronous automata (daa for short) differ slightly from asynchronous automata since we consider a local
definition of initial and final states rather than a global one. We will show in Example 3.2 that the two models are not
semantically equivalent: some regular trace languages are not recognizable by distributed asynchronous automata.
Definition 3.1. Let S = ((Qp)p∈P , I, F , (τp)p∈P , (∂a)a∈Σ ) be an aa.
A subset of global states Q ⊆ ∏p∈P Qp is distributed if Q can be expressed as some product of sets of local states:
Q =∏p∈P Q ′p where Q ′p ⊆ Qp for each p ∈ P .
The aa S is distributed if its sets of initial and final states I and F are distributed.
For convenience, we will denote a distributed aaH as ((Qp, Ip, Fp, τp)p∈P , (∂a)a∈Σ ) where Ip and Fp represent the set of
initial local states and the set of final local states of the process p, respectively.
Example 3.2. Consider the regular trace language L = [aab] ∪ [abb] over the alphabet {a, b} with aIb. L is recognized by
the asynchronous automaton that consists of two processes pa and pb with Σpa = {a}, Σpb = {b}, Qpa = {qa, q′a, q′′a},
Qpb = {qb, q′b, q′′b}, I = {(qa, q′b), (q′a, qb)}, F = {(q′′a , q′′b)}, ∂a = {(qa, q′a), (q′a, q′′a)} and ∂b = {(qb, q′b), (q′b, q′′b)}. However, L
is recognized by no daa. Indeed, suppose for the sake of contradiction that such a daaH exists, that is L(H) = L. ThenH
consists of two processes pa and pb. Since L = [aab] ∪ [abb] and aIb, pa is able to locally perform a and aa, and pb is able to
locally perform b and bb. As initial and final states are local in a daa, the process pa carries out a or aa independently of the
choice of the process pb. Then the words ab and aabb belong to L(H). This contradicts L(H) = L.
This example shows that some regular trace languages are not recognizable by daas. Since daas are a particular case
of aas, and because Zielonka’s Theorem 2.5 states that any regular trace language is recognized by aas, we conclude that
daas are strictly less expressive than aas. However, any regular trace language is the finite union of the languages of daas.
Proposition 3.3 summarizes all these remarks. In Section 6,we discuss the class of regular trace languages that are recognized
precisely by daas.
Proposition 3.3. Let L be a trace language. The next statements are equivalent:
1. L is regular.
2. L is recognized by an aa [1].
3. L is recognized by an aa with a distributed set of initial states.
4. L is recognized by an aa with a distributed set of final states.
5. There exists a finite set of distributed aasH1, . . . ,Hn such that L =i∈[1,n] L(Hi).
However, some regular trace languages are recognized by no daa.
Proof. Let L be a regular trace language. 1 ⇐⇒ 2 holds by Zielonka’s result. Trivially we have (3 ∨ 4) =⇒ 2. We prove
2 =⇒ 5 and 5 =⇒ (3 ∧ 4) to conclude.
2 implies 5. Let S = ((Qp)p∈P , I, F , (τp)p∈P , (∂a)a∈Σ ) be an aa. For each pair i = (ı, f ) of initial and final states of I × F , we
can build an asynchronous automatonHi that is identical to S except that its set of initial states Ii and its set of final states
Fi are restricted to the singletons {ı} and {f }, respectively. Clearly, Hi is distributed and recognizes all the executions of S
that start from ı and stop at f . Consequently, L(S) =i∈I×F L(Hi).
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5 implies 3 and 4. Let N = {1, . . . , n}. For each i ∈ N , let Hi be a distributed aa ((Qi,p, Ii,p, Fi,p, τi,p)p∈P , (∂i,a)a∈Σ ) with
Ii as a set of initial states and Fi as a set of final states: Ii = ∏p∈P Ii,p and Fi = ∏p∈P Fi,p. Let Ip (resp. Fp) be the union
of the local initial (resp. final) states in p of all the Hi : Ip = i∈N Ii,p and Fp = i∈N Fi,p. Then, the aa S1 (resp. S2) with
local states (

i∈N Qi,p)p∈P , transition relations (

i∈N ∂i,a)a∈Σ , mute transitions (

i∈N τi,p)p∈P , initial global states
∏
p∈P Ip
(resp.

i∈N Ii) and final global states

i∈N Fi (resp.
∏
p∈P Fp) has a distributed set of initial (resp. final) states and recognizes
i∈N L(Hi). Indeed, only the executions that start from initial states in

i∈N Ii (which is included in
∏
p∈P Ip) leads S1 to a
final state, and only the final states of

i∈N Fi (which is included in
∏
p∈P Fp) are reachable in S2. 
In Section 5, we show in Proposition 5.3 how to split a regular trace language into a finite number of smaller languages
(called located trace languages, cf. Definition 5.1) that are recognizable by daas (Theorem 5.4). Then we get trivially an
asynchronous automaton for L(A) using a construction similar to the one presented in the last paragraph of the proof of
Proposition 3.3.
4. Composition of Distributed asynchronous automata
In this section, we introduce the concept of high-level daa, which is a natural operation to compose daas similar to HMSC
[5]. Interestingly, we show that the language associated to a high-level daa can be expressed in terms of the languages of its
daa components if some synchronization conditions hold. As example, we show that some natural and intuitive operations
over daas like concatenation and choice can be seen as particular high-level daas. The different results of this section
constitute the heart of this paper. They will be used in Sections 5 and 6.
4.1. High-level Distributed asynchronous automata
A high-level daa G is a structure (V , E, I, F ,Ψ ) where V is a finite and nonempty set of vertices, E ⊆ V × V is a set of
edges and I, F ⊆ V are respectively a set of initial vertices and a set of final vertices. The functionΨ maps each vertex v ∈ V
to a daa Ψ (v), which is denoted by ((Qv,p, Iv,p, Fv,p, τv,p)p∈P , (∂v,a)a∈Σ ). Moreover, we require that the sets of states Qv,p
and Qv′,p are disjoint for all v, v′ ∈ V and all p ∈ P . A path π of G is a sequence (v0, . . . , vn) such that v0 ∈ I , vn ∈ F and
(vi−1, vi) ∈ E for i ∈ [1, n]. We denote byΠG the set of all paths of G. We say that G has no self-loop if (v,w) ∈ E ⇒ v ≠ w.
This assumption will be useful for Proposition 4.9 to avoid some synchronization problems as presented in Example 4.8.
Now we define the daa ⟨G⟩ associated with a high-level daa G. Roughly speaking, ⟨G⟩ consists of putting the daas Ψ (v)
all together, and addingmute transitions from their final local states to their initial local states in accordance with the edges
of G.
Definition 4.1. The daa ⟨G⟩ = ((Qp, Ip, Fp, τp)p∈P , (∂a)a∈Σ ) associated with a high-level daa G = (V , E, I, F ,Ψ ) is defined
by
• Qp =v∈V Qv,p for each process p ∈ P ,• Ip =v∈I Iv,p for each process p ∈ P ,• Fp =v∈F Fv,p for each process p ∈ P ,• ∂a =v∈V ∂v,a for each action a ∈ Σ ,• τp =v∈V τv,p ∪(v,w)∈E(Fv,p × Iw,p) for each process p ∈ P .
To illustrate this definition,we consider the particular case of a high-leveldaawith twovertices andone edge,which leads
to the definition of the concatenation of two daas. The related Proposition 4.4 will be useful for the proof of Proposition 4.9.
Definition 4.2. LetH1 andH2 be two daas and let G be the high-level distributed asynchronous automaton (V , E, I, F ,Ψ )
where V = {v1, v2}, (v1, v2) ∈ E, I = {v1}, F = {v2}, Ψ (v1) = H1 and Ψ (v2) = H2. Then the concatenationH1⊙H2 is ⟨G⟩.
Example 4.3. The graphG1 on the left-hand side of Fig. 2 represents a high-level daawith two nodes labelled byH1 andH2,
linked by one arrow. Its associated daa is the concatenation ofH1 andH2. It is represented on the right-hand side. Drawn
with dashed lines, we can see the mute transitions added with respect to the edge of the graph: for each process, we put
one mute transition between each local final states ofH1 to each local initial states ofH2.
Intuitively,H1⊙H2 behaves as follows: each process p ofH1⊙H2 starts to behave like the process p ofH1 until it reaches
a final local state ofH1. Thereafter it behaves like the process p ofH2. So, it should be clear that the following proposition
holds.
Proposition 4.4. L(H1 ⊙H2) is the trace language [L(H1) · L(H2)].
Proof. For i ∈ {1, 2}, we denote by Ii,p the set of local initial states of the process p inHi, and by Fi,p the set of local final states
of the process p inHi. Clearly L(H1) · L(H2) ⊆ L(H1 ⊙H2), and then [L(H1) · L(H2)] ⊆ L(H1 ⊙H2) because L(H1 ⊙H2)
is a trace language. We prove the converse inclusion. Let u ∈ L(H1 ⊙ H2). Then there is an execution s = (xi ai→ x′i)i∈[1,n]
of H1 ⊙ H2 such that u = a1 · · · an, x1 ∈ ∏p∈P I1,p and xn ∈ ∏p∈P F2,p. Let i be the least integer such that xi ai→ x′i
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Fig. 2. Concatenation ofH1 andH2 .
Fig. 3. A daa and its potential local executions.
does not result from a transition of H1 and xi+1
ai+1→ x′i+1 results from a transition of H1. Then by the construction of
H1 ⊙ H2, Loc(ai) ∩ Loc(ai+1) = ∅. Consequently we can reverse the order in which these two transitions are made and
get another execution ofH1 ⊙H2 from x1 to xn that yields a word u′ equivalent to u. Step by step, repeating this process,
we get an execution of H1 ⊙ H2 from x1 to xn that consists of a sequence (yi bi→ y′i)i∈[1,n1] of transitions of H1, followed
by a sequence of ε-transitions added between H1 and H2, followed by a sequence (zi
ci→ z ′i )i∈[1,n2] of transitions of H2,
such that b1 · · · bn1c1 · · · cn2 is equivalent to u. By the construction of H1 ⊙ H2, this implies that yn1 ∈
∏
p∈P F1,p, and
z1 ∈ ∏p∈P I2,p. Then b1 · · · bn1 ∈ L(H1) and c1 · · · cn2 ∈ L(H2). Consequently, b1 · · · bn1c1 · · · cn2 ∈ L(H1) · L(H2), that is
u ∈ [L(H1) · L(H2)]. 
4.2. Hidden executions of a high-level daa
A potential local execution of a daaH = ((Qp, Ip, Fp, τp)p∈P , (∂a)a∈Σ ) for a process p is a sequence (qi, ai, q′i)i∈[1,n] of tuples
of Qp × (Σp ∪ {ε}))× Qp that satisfies the following statements: q1 ∈ Ip; q′n ∈ Fp; q′i = qi+1 for all i ∈ [1, n− 1]; and for all
i ∈ [1, n], either (qi, q′i) ∈ τp and ai = ε, or there is ((xk)k∈P , (yk)k∈P ) ∈ ∂ai with xp = qi and yp = q′i . Then potential local
executions always start in an initial local state and end in a final local state. For any word u ∈ Σ⋆p , we write q u❀p q′ if there
is some potential local execution (qi, ai, q′i)i∈[1,n] for p such that q1 = q, q′n = q′ and a1 · · · an = u.
Note that some potential local executions of H may never occur during any complete executions of H . Such potential
local executions ofH are said to be non-relevant because they are involved in no word of L(H). However, they play a crucial
role when we compose H into a high-level daa G. Indeed, it is possible that some complete executions of ⟨G⟩ come from
non-relevant potential local executions of the daa components of G. Such unexpected executions of ⟨G⟩ are called hidden
executions. They generally produce words that cannot be built from the words recognized by the daa components of G. The
next example illustrates how non-relevant potential local executions can be involved in the language of a high-level daa.
Example 4.5. The daaH3 depicted on the left-hand side of Fig. 3 recognizes precisely the word ca. On the centre of Fig. 3,
we have drawn the potential local executions of process p1 (on the top) and process p2 (on the bottom). We can see that
process p1 have two potential local executions aa and ca whereas only ca can lead it into a final state during a complete
execution ofH3: aa is a non-relevant potential local execution ofH3. Now, consider the high-level daa G2 on the right-hand
side of Fig. 3. The associated daa ⟨G2⟩ recognizes the word aaaaca. To produce this word, process p1 has to carry out the
non-relevant potential local execution aa once in each nodes of G2: it is a hidden execution of ⟨G2⟩. Note that the word
aaaaca cannot be expressed in terms of a rational expression based on L(H3).
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Fig. 4. L(H4) = {ca} and cca ∈ L(⟨G2⟩).
4.3. Preventing hidden executions: the synchronization condition
As explained in Section 4.2, the presence of hidden executions in a high-level daa makes it difficult to predict its
behaviours. Here we explain how to prevent hidden executions in a high-level daa G. The idea is to restrict the composition
of daas in G to daas that satisfy the synchronization condition of Definition 4.6. The synchronization condition forces all
processes to travel along the same sequence of daa components, step by step. If a non-relevant potential local execution
occurs along an execution of ⟨G⟩, then the synchronization condition prevents the completion of this execution. In this way,
Proposition 4.9 shows that the language associatedwithG can be expressed in terms of the languages of thedaa components
of G. The synchronization condition uses the concept of communicating graphs that we introduce first.
A communicating graph C over a set of processes P is an undirected graph whose nodes are processes of P and the set of
edges is a reflexive and symmetric binary relation E ⊆ P × P . We write np(C) to refer to the neighbours of p in C , that is the
set of processes k such that (p, k) is an edge in C . Note that every node in a communicating graph has at least one neighbour.
We say that two communicating graphs C1 = (P1, E1) and C2 = (P2, E2) are equal, written C1 = C2, if P1 = P2 and E1 = E2.
For any word u ∈ Σ⋆, we denote by C(u) the communicating graph over Loc(u) such that there is an edge (p1, p2) in C(u) if
p1, p2 ∈ Loc(a) for some a ∈ alph(u). Intuitively, the communicating graph C(u) is a template of the communications that
occur along the word u: an edge between two processes p and k in C(u)models the fact that there exists an action a in u in
which p and k take part together, namely such that p, k ∈ Loc(a).
Definition 4.6. Let C be a communicating graph over P . A daa H is C-synchronized if for all p ∈ P and all potential local
executions q u❀p q′ ofH , either p ∈ P and Loc(u) = np(C), or else p /∈ P and u = ε.
Intuitively, for a distributed asynchronous automatonH , the C-synchronization condition will imply the next fact: we
are sure that every process synchronizes with all its neighbours at least once as soon as it reaches a final state. Therefore,
whenever the communicating graph C is connected, all processes of P synchronize with each other at least once along
any execution of H that leads its processes from initial local states to final ones. Thus, whenever we compose several C-
synchronized daas in a high-level daa G, these synchronizations force all processes of C to travel along the same sequence
of daa components.
Example 4.7. Similarly to the daa H3 of Example 4.5, the daa H4 of Fig. 4 recognizes precisely the word {ca}. Let p1 and
p2 be the processes depicted by light places and right places respectively. Let C4 be the communicating graph over {p1, p2}
with communicating link (p1, p1), (p2, p2) and (p1, p2). Unlike H3, the daa H4 is C4-synchronized. This fact allows better
synchronizations between the processes. As example, consider the high-level daa G3 of Fig. 4 which is identical to the high-
level daa G2 of Example 4.5, except that vertices are labelled by H4 instead of H3. Then the synchronization condition of
H4 ensures that processes synchronize in each node of G3 along any execution in ⟨G3⟩. Therefore, ⟨G3⟩ recognizes exactly
L(H4)⋆.
Example 4.7 illustrates how the synchronization condition is helpful to control the behaviours of the processes along a
high-level daa G. Thus we can express the languages of G in terms of the language of its components. Nevertheless, this
condition is sometimes not enough. Indeed, the next example shows that the synchronization of the processes along a high-
level daa G composed of synchronized daas can fail when G has self-loop.
Example 4.8. Consider theC4-synchronizeddaaH4 of Fig. 4 again.We recall thatH4 accepts only theword ca. Now, consider
the high-level daaG4 on the right-hand side of Fig. 4 that consists of a single vertex vwith a self-loop and a labelling function
Ψ that maps v toH4. Then ⟨G4⟩ accepts the word cca, so that L(⟨G4⟩) cannot be expressed in terms of a rational expression
that uses exclusively L(H4).
The problemwith the presence of self-loops is that in spite of the C-synchronization condition of adaaH , some processes
(p2 in Example 4.8) can travel along the daaH several times, without the other processes (p1 in Example 4.8) being informed
of it. This kind of problem justifies why we require that a high-level daa has no self-loop in Proposition 4.9.
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4.4. Key result
We come to the key result of the paper. As announced in the beginning of this section, the trace language associated to a
high-level daa ⟨G⟩ can easily be characterized as unions and compositions of the languages of the daa components as soon
as G has no self-loop and the daa components are synchronized over a same connected communicating graph.
Proposition 4.9. Let G be a high-level daawithΨ as labelling function and C be a communicating graph over P ⊆ P . If G has no
self-loop, Ψ maps all vertices of G to C-synchronized daas and C is connected, then ⟨G⟩ is a C-synchronized daa that recognizes
L(⟨G⟩) =

(v0,...,vn)∈ΠG
[L(Ψ (v0)) · · · · · L(Ψ (vn))].
Proof. Let G = (V , E, I, F ,Ψ ) be a high-level daa. First, ⟨G⟩ is C-synchronized because any process has to travel along at
least one C-synchronized daa component to reach a final local state from an initial local state. Then, by the definition of the
C-synchronization condition, the processes of P \ P take part in mute transitions of ⟨G⟩ only. For this reason, we suppose
without loss of generality that P = P .
It is not hard to prove that

(v0,...,vn)∈ΠG [L(Ψ (v0)) · · · · · L(Ψ (vn))] ⊆ L(⟨G⟩). So, we prove only the converse inclusion.
From now on, we fix an execution s of ⟨G⟩ that leads the global automatonA⟨G⟩ from some global initial state to some global
final state and we let u the word yielded by s. Then u ∈ L(⟨G⟩).
We start with some additional notations. Let p be any process of P . By the construction of ⟨G⟩, along s, there are some
vertices v1, . . . , vn ∈ V ⋆ such that p starts from some initial state ı1 ∈ Iv1,p from which it reaches some state f1 ∈ Fv1,p
by using exclusively τv1,p or (∂v1,a)a∈Σp transitions; then an added τp-transition leads p from f1 to some state ı2 ∈ Iv2,p from
which it reaches some f2 ∈ Fv2,p by using exclusively τv2,p or (∂v2,a)a∈Σp transitions, and so on, until p reaches a local final state
of Fvn,p. We denote by νp(s) this sequence of vertices (v1, . . . , vn) relied on p along s. In addition, for all 1 ≤ i ≤ n and all
k ∈ np(C), we denote by |s, p|i,k the number of transitions among (∂vi,a)p,k∈Loc(a) in which p and k take part together when p
goes from ıi to fi along s.
Two remarks are useful for the rest of this proof. Let p ∈ P and νp(s) = (v1, . . . , vn). First, it should be clear that
|s, p|i,k > 0 for all k ∈ np(C) and all i ∈ [1, n] because all the Ψ (vi) are C-synchronized. Second, two consecutive vertices of
νp(s) are always distinct because there is no self-loop in G: vi ≠ vi+1 for all 1 ≤ i < n.
Let (p, k) be an edge in C . Let νp(s) = (v1, . . . , vn) and νk(s) = (w1, . . . , wm) with n ≤ m. We prove by contradiction
that the following property (P) holds:
for all i ∈ [1, n], vi = wi and |s, p|i,k = |s, k|i,p . (P)
Suppose that (P) fails and that i is the least integer of [1, n] such that vi ≠ wi or |s, p|i,k ≠ |s, k|i,p. Let c = 1+∑i−1j=1 |s, p|j,k.
Then c = 1 +∑i−1j=1 |s, k|j,p as well because we have suppose that (P) holds for all j < i. This means that the cth transition
in which p and k take part together results from some transition relation ∂vi,a. Then we have that vi = wi. However, we
have supposed that (P) fails for i, which means we should have |s, p|i,k ≠ |s, k|i,p. We prove this is impossible. Assume that
|s, p|i,k < |s, k|i,p and let c ′ = c + |s, p|i,k. If i = n then p takes part in c ′ − 1 transitions together with k along s whereas k
takes part in at least c ′ transitions together with p, which is impossible. So i < n. However, in this case the c ′th transition
in which p takes part results from some transition relation ∂vi+1,b whereas the c
′th transition in which k takes part results
from some transition relation ∂wi,b. This implies that vi = wi = vi+1, which is impossible because there is no self-loop in G.
Since (P) holds for each edge (p, k), and since C is connected we conclude that for all processes p, k of P we have
νk(s) = νp(s) Consequently s is an execution of the daa Ψ (v1)⊙ · · · ⊙ Ψ (vn) as well. To conclude, Proposition 4.9 implies
that u ∈ [L(Ψ (v1) · · · · · L(Ψ (vn)]. 
To illustrate Proposition 4.9, we introduce a second natural operation based on high-level daa. Let H1 and H2 be two
daas. The choice operation H1 ⊕ H2 yields a daa where each process p of H1 ⊕ H2 can choose, independently from the
other processes, to behave either like the process p ofH1 or else like the process p ofH2. Formally, we obtain the following
definition.
Definition 4.10. The choiceH1 ⊕H2 ofH1 andH2 is the daa ⟨G⟩where G consists of exactly two vertices, which are both
initial and final, and no edges. As for the labelling function, it maps these vertices toH1 andH2.
In this definition, G has no self-loop. So Proposition 4.9 can be applied as follows.
Corollary 4.11. LetH1 andH2 be two C-synchronized daas. If C is connected, thenH1 ⊕H2 is C-synchronized and recognizes
L(H1) ∪ L(H2).
5. New proof of Zielonka’s result
In this section, we fix a trace automatonA = (Q ,→, I, F) over the distributed alphabet (Σ, I). We show in Theorem 5.4
that any located trace language ofA (Definition 5.1) corresponds to the language of a synchronized daa.
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Fig. 5. L(A1) is recognized by no daa .
An analogy can be drawn between our technique of proof and the technique used by McNaughton and Yamada in [21]
in the framework of the free monoid. In this paper, the authors define languages RKi,j that correspond to the set of words
that label a path from the state i ∈ Q to the state j ∈ Q and that use the states in K ⊆ Q as intermediate states. Then they
use a recursive algorithm on the size of K to build rational expressions that correspond to the languages RKi,j. Here we have
adapted this method for the trace monoid (Σ, I), that is, to care of concurrency. The defined languages are called located
trace languages. They are based on roadmaps instead of sets of intermediate states. Then we use a recursive algorithm on
the size n of the roadmaps to build, by using high-level daas, the synchronized daas that correspond to the located trace
languages on roadmaps of size n.
5.1. Roadmaps and located trace languages
From now on, we fix a total order ⊑ over the processes of P . This order is naturally extended to a preorder over
communicating graphs : we write C1 ⊑ C2 if the least process in C1 is smaller than the least process in C2 w.r.t. ⊑.
Given a communicating graph C , we denote by #cc(C) the number of connected components of C . Clearly, each connected
component is a communicating graph still. Furthermore, these connected components can be totally ordered w.r.t.⊑ since
they consist of disjoint sets of processes. So we can defined cc(C) as the sequence (C1, . . . , C#cc(C)) of the #cc(C) connected
components of C sorted according to⊑. Note that #cc(C) = 1 if and only if C is connected. We also recall that C(u) refers
to the communicating graph associated to the word u.
Definition 5.1. A roadmap r of the trace automaton A consists of a communicating graph C together with a vector q⃗ of
#cc(C)+ 1 states ofA.
The located trace language Lr(A) on a roadmap r = (C, q⃗) of A with cc(C) = (C1, . . . , Cn) and q⃗ = (q1, . . . , qn+1)
comprises all the words contained in any trace [u1 · · · un] such that C(ui) = Ci and qi ui→ qi+1 for all 1 ≤ i ≤ n :
Lr(A) = [{u1 · · · un ∈ Σ⋆ | ∀i ∈ [1, n],C(ui) = Ci ∧ qi ui→ qi+1}].
Given a roadmap r = (C, q⃗), start(r) is the first component of q⃗, stop(r) is the last component of q⃗ and C(r) is the
communicating graph C . We denote byR(A) the set of all roadmaps of A that induce nonempty located trace languages,
and byRf (A) the subset of roadmaps r ofR(A) such that start(r) ∈ I , stop(r) ∈ F .
Example 5.2. Consider the automaton A1 over {a, b} with aIb depicted in Fig. 5. The states q0 and q3 are the single initial
state and the single final state of A, respectively. We suppose that Loc(a) = {p1}, Loc(b) = {p2} and p1 ⊑ p2. Then, there
are exactly two roadmaps r inRf (A1), that is, such that start(r) = q0, stop(r) = q3 and Lr(A1) ≠ ∅: r1 = (C, q0, q2, q3)
and r2 = (C, q0, q8, q3) where C consists of the two processes p1 and p2 with a self-loop on each of them (here C models
that p1 and p2 take part only in a and b, respectively). The corresponding located trace languages are Lr1(A1) = [aab] and
Lr2(A1) = [abb]. We can check thatA1 describes the trace language [aab] ∪ [abb] of Example 3.2.
As illustrated by Example 5.2, any regular trace language can be represented as the finite union of all the located trace
languages on roadmaps ofRf (A):
Proposition 5.3. L(A) =r∈Rf (A) Lr(A).
Proof. By Definition 5.1, Lr(A) ⊆ L(A) for all roadmaps r ∈ Rf (A). It follows thatr∈Rf (A) Lr(A) ⊆ L(A). We prove the
converse inclusion. Let u be a word of L(A). We denote by (C1, . . . , Cn) the sequence cc(C(u)). SinceA is a trace automaton,
there exists a word u1 · · · un ∼ u and n + 1 states q1, . . . , qn+1 ∈ Q such that C(ui) = Ci and qi ui→ qi+1 for all 1 ≤ i ≤ n.
Moreover, we have q1 ∈ I and qn+1 ∈ F . Therefore, u ∈ Lr(A) where r is the roadmap (C(u), q1, . . . , qn+1) that belongs to
Rf (A). 
Now we turn to our second key result. The latter states that any located trace language is recognized by a daa. Its
constructive proof is detailed in Section 5.2.
Theorem 5.4. LetA be a trace automaton and r be a roadmap ofA. There exists aC(r)-synchronized daa that recognizes Lr(A).
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5.2. Constructive proof of Theorem 5.4
We devote this subsection to the proof of Theorem 5.4. Our proof is constructive, that is, given a located trace language
Lr(A) ofA, we build aC(r)-synchronized daa and show that it recognizes L. This constructive proof is based on an induction
on the size of the communicating graphs. More precisely, we say that a communicating graph C1 = (P1, E1) is smaller than
a communicating graph C2 = (P2, E2), noted C1 ≺ C2, if C1 is a partial graph of C2, namely E1 ( E2. We also define the union
C1 ∪ C2 of two communicating graphs C1 = (P1, E1) and C2 = (P2, E2) as the communicating graph (P1 ∪ P2, E1 ∪ E2).
The base case holdswhen the communicating graphhas no edge. Note that, by definition, a communicating graphwithout
edge has no node as well. Let r be a roadmap ofR(A) with C(r) = (∅,∅). In this case, Lr(A) consists of the empty word ε
only. So, it is recognized by the C(r)-synchronized daa where each process consists of one state, both initial and final, and
all transition relations are empty.
Then, we distinguish two inductive cases according to whether the communicating graph C(r) is connected or not.
Inductive case 1. Let C be a non-connected communicating graph over P with cc(C) = (C1, . . . , Cn) and n > 1. Let r = (C, q⃗)
be a roadmap ofR(A) with q⃗ = (q1, . . . , qn+1). Then we set ri = (Ci, (qi, qi+1)) for all 1 ≤ i ≤ n. We can easily check that
for all 1 ≤ i ≤ n, ri is a roadmap of R(A) and that Lr(A) = [Lr1(A) · · · · · Lrn(A)]. Moreover, we have clearly Ci ≺ C for
each i ∈ 1 ≤ i ≤ n because each Ci is a connected component of C . Consequently, by inductive hypothesis, there exists a
Ci-synchronized daa Hi such that L(Hi) = Lri(A) for every i ∈ 1 ≤ i ≤ n. Then, in this case, Theorem 5.4 follows from
Lemma 5.5.
Lemma 5.5. H1 ⊙ · · · ⊙Hn is C(r)-synchronized and recognizes Lr(A).
Proof. Proposition 4.4 implies immediately that L(H1⊙· · ·⊙Hn) = Lr(A). We prove thatH1⊙· · ·⊙Hn is C-synchronized.
Let p be a process of P and sp be a potential local execution in H1 ⊙ · · · ⊙ Hn for p that yields a word up. Suppose that p
does not belong to P . Then there is no i ∈ [1, n] such that p is a node of Ci. This means that any potential local execution for
p in any daaHi yields ε, because everyHi is Ci-synchronized. Since the construction ofH1 ⊙ · · · ⊙Hn consists of adding
mute transitions between the daas components, we have up = ε as well.
Suppose now that p ∈ P . Then there is a unique i ∈ [1, n] such that p is a node of Ci. By the construction ofH1⊙· · ·⊙Hn,
along sp, p arrives at an initial local state ıi ofHi from which it reaches a final local state fi ofHi using only transitions ofHi.
Moreover, all actions that appear in up occur actually along sp between ıi and fi. Therefore np(Ci) = Loc(up) because Hi is
Ci-synchronized. Since Ci is a connected component of C , we have actually np(C) = np(Ci), and thus np(C) = Loc(up). 
Inductive case 2. Let C be a connected communicating graph over P and r = (C, q⃗) be a roadmap ofR(A). Then, Sr denotes
the set of all roadmaps s of R(A) such that C(s) ≺ C and stop(s) = stop(r). For all s ∈ Sr , s¯ denotes the roadmap
(C, start(r), start(s)) and Rs consists of all the words u in Ls¯(A) that are also contained in some trace [u1a1 · · · unan] such
that n ∈ N, ai ∈ Σ , C(uiai) = C and C(ui) ≺ C for all i ∈ [1, n]. Formally, Rs is the set:
[{u1a1 · · · unan ∈ Ls¯(A) | n ∈ N ∧ (∀i ≤ n, ai ∈ Σ,C(uiai) = C ∧ C(ui) ≺ C)}].
It is not hard to prove that the following Lemma holds.
Lemma 5.6. Lr(A) =s∈Sr [Rs · Ls(A)].
Proof. We recall that we have supposed that r = (C, (q1, qn+1)) is a roadmap such that C is connected. First, we prove
that Lr(A) ⊆ s∈Sr [Rs · Ls(A)]. Let u ∈ Lr(A). Then the definition of located trace languages implies that C(u) = C and
q1
u→ qn+1 inA. Furthermore, we can always rewrite u as the sequence of words u1a1 · · · unanun+1 such that C(un+1) ≺ C ,
C(uiai) = C and C(ui) ≺ C for all i ∈ [1, n]. Let q1 u1→ q′1
a1→ q2 . . . qn un→ q′n an→ qn+1
un+1→ q′n+1 be the corresponding
execution inA. Then, un+1 ∈ Ls(A) and u1a1 · · · unan ∈ Ls¯(A) where s is some roadmap (C(un+1), q⃗) with start(s) = qn+1
and stop(s) = q′n+1, which belongs to Sr . Moreover, u1a1 · · · unan ∈ Rs. Altogether, we get that u ∈ Rs · Ls(A).
Now we prove the converse inclusion, that is

s∈Sr [Rs · Ls(A)] ⊆ Lr(A). Let s ∈ Sr and u ∈ [Rs · Ls(A)]. Then u ∼ u1u2
where u1 ∈ Rs and u2 ∈ Ls(A). By the definition of Rs, u1 ∈ Ls¯(A). Then there exists an execution in A from start(s¯) to
stop(s¯) that yields some v1 ∼ u1. Similarly, since u2 ∈ Ls(A), there exists an execution in A from start(s) to stop(s) that
yields some v2 ∼ u2. In addition, by the definition of s¯, start(s¯) = start(r) and stop(s¯) = start(s). Consequently, v1v2 leads
A from start(r) to stop(s). Finally, the definition of Sr implies that stop(s) = stop(r). In consequence, v1v2 ∈ Lr(A). Since
Lr(A) is a trace language and u is trace equivalent to v1v2, we have u ∈ Lr(A) as well. 
Then we express each Rs as a high-level daa Gs = (Vs, Es, Is, Fs) defined below:
• Vs is the set of all the tuples (v, a, x) ofR(A)×Σ × {0, 1} such that C(v) ≺ C and C(v)∪ C(a) = C . Note that the only
role of the {0, 1} component of Vs is to avoid self-loops in the high-level daa Gs.
• for all (v, a, x) ∈ Vs, (v, a, x) ∈ Is if start(v) = start(r).
• for all (v, a, x) ∈ Vs, (v, a, x) ∈ Fs if stop(v) a→ start(s) is a transition ofA.
• for all (v1, a1, x1) ∈ Vs and (v2, a2, x2) ∈ Vs, ((v1, a1, x1), (v2, a2, x2)) ∈ Es if stop(v1) a1→ start(v2) is a transition of A
and x1 ≠ x2.
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It remains to define the labelling function Ψs. Let (v, a, x) be a vertex of Gs. Clearly, the singleton {a} is recognized by the
C(a)-synchronized daaHa that consists of one state (both initial and final) for each process p ∉ Loc(a), two states qp (which
is initial) and q′p (which is final) for all processes p ∈ Loc(a), and one unique transition ((qp)p∈Loc(a), (q′p)p∈Loc(a)) ∈ ∂a. By
the definition of Gs, C(v) ≺ C . Then, using the inductive hypothesis on the located trace language Lv(A), there is a C(v)-
synchronizeddaaHv that recognizes Lv(A). Togetherwith Proposition 4.4,we get adaaHv⊙Ha that recognizes [Lv(A)·{a}].
It is easy to check thatHv ⊙Ha is actually C-synchronized. So, we set Ψs(v, a, x) = Hv ⊙Ha.
Remark 5.7. At this step of the proof, we have the following facts: Gs has no self-loop because of the definition of Es; each
Ψ (v, a, x) is a C-synchronizeddaa; we have assumed that the communicating graph C is connected. Then, all the hypotheses
are satisfied to apply Proposition 4.9 on Gs, which is useful to get the next result.
Lemma 5.8. ⟨Gs⟩ is C(r)-synchronized and recognizes Rs.
Proof. By Proposition 4.9, ⟨Gs⟩ is C(r)-synchronized. So it remains to show that Rs = L(⟨Gs⟩). First, we prove that Rs ⊆
L(⟨Gs⟩). Let u ∈ Rs. Then u is equivalent to some word u1a1 · · · unan ∈ Ls¯(A)with C(uiai) = C and C(ui) ≺ C for 1 ≤ i ≤ n.
By Definition 5.1 there is an execution of A such that q1
u1→ q′1
a1→ q2 u2→ · · · an−1→ qn un→ q′n an→ qn+1 with q1 = start(r)
and qn+1 = start(s). This means that, for i ∈ [1, n], there is a roadmap vi ∈ R(A) such that C(vi) = C(ui), start(vi) = qi,
stop(vi) = q′i and ui ∈ Lvi(A). By the definition of Gs, ((vi, ai, x), (vi+1, ai+1, 1− x)) ∈ Es for all i ∈ [1, n− 1] and x ∈ {0, 1}.
Furthermore, (v1, a1, x) ∈ Is and (vn, an, x) ∈ Fs for any x ∈ {0, 1}. In consequenceπ = ((v1, a1, x1), . . . , (vn, an, xn))where
x1 = 0 and xi+1 = 1−xi for all i ∈ [1, n−1] is a path ofGs. Moreover, by the definition ofΨs, L(Ψs(vi, ai, xi)) = [Lvi(A) · {ai}]
for all i ∈ [1, n]. It follows that u ∈ [L(Ψs(v1, a1, x1)) · · · L(Ψs(vn, an, xn))]. Finally, according to Remark 5.7, we can apply
Proposition 4.9 to conclude that u ∈ L(⟨Gs⟩).
We prove the converse inclusion, that is L(⟨Gs⟩) ⊆ Rs. Let u ∈ L(⟨Gs⟩). Proposition 4.9 implies that there is a path
π = ((v1, a1, x1), . . . , (vn, an, xn)) in Gs such that u ∈ [L(Ψs(v1, a1, x1)) · · · L(Ψs(vn, an, xn))]. By the definition of Gs, each
vi is a roadmap ofA such that C(viai) = C and C(vi) ≺ C for some ai ∈ T and L(Ψs(vi, ai, xi)) = Lvi(A) · {ai}. Therefore, u is
trace equivalent to someword u1a1 · · · unan where each ui belongs to Lvi(A). For all i ∈ [1, n], the definition of Lvi(A) implies
that qi
ui→ q′i in A with qi = start(vi) and q′i = stop(vi). In addition, for all i ∈ [1, n − 1], stop(vi)
ai→ start(vi+1) because,
according to π , ((vi, ai, xi), (vi+1, ai+1, xi+1)) is an edge of Gs. It follows that q1
u1→ q′1
a1→ q2 u2→ · · · an−1→ qn un→ q′n an→ qn+1 in
A for some qn+1, where qi = start(vi) and q′i = stop(vi) for 1 ≤ i ≤ n. Since (v1, a1, x1) ∈ Is and (vn, an, xn) ∈ Fs we have
q1 = start(r) and qn+1 = start(s). Then u ∈ Rs. 
Wecome to the last step of the proof. Firstwe recall that Lr(A) describes the trace language

s∈Sr [Rs ·Ls(A)] (Lemma5.6).
Furthermore, for any s ∈ Sr , Rs is recognized by the C(r)-synchronized daa ⟨Gs⟩ (Lemma 5.8), and there is some C(s)-
synchronized daaHs that recognizes Ls(A) (by the inductive hypothesis). Then Proposition 4.4 and Corollary 4.11 yield the
next lemma from which Theorem 5.4 results.
Lemma 5.9. ⊕s∈Sr (⟨Gs⟩ ⊙Hs) is C(r)-synchronized and recognizes Lr(A).
Proof. Let s ∈ Sr . Then C(s) ≺ C(r), ⟨Gs⟩ is C(r)-synchronized, and Hs is C(s)-synchronized. Therefore, ⟨Gs⟩ ⊙ Hs is
clearly C(r)-synchronized and recognizes [Rs · Ls(A)] (Proposition 4.4). Since C(r) is connected by hypothesis, we can use
Corollary 4.11 to conclude that Lr(A) is recognized by the C(r)-synchronized daa⊕s∈Sr (⟨Gs⟩ ⊙Hs). 
5.3. Back to Zielonka’s theorem
Zielonka’s theorem presented in Section 2 states that any regular trace automaton is recognized by an asynchronous
automaton. However, all known constructions of asynchronous automata from regular trace languages are quite involved
and yield an exponential state explosion. In this section, we discuss how to apply Proposition 5.3 and Theorem 5.4 to get
immediately a new algorithm for the construction of non-deterministic asynchronous automata that reduces significantly
the state explosion.
Indeed, Theorem 5.4 yields for every final roadmap r ∈ Rf (A) a daa Hr that recognizes Lr(A). We denote by
Ir,p and Fr,p the set of initial local states and the set of final local states of the process p of Hr , respectively. Now,
consider the asynchronous automaton S that is identical to ⊕r∈Rf (A)Hr except that the set of global initial states is
IS = r∈Rf (A)(∏p∈P Ir,p) and the set of global final states is FS = r∈Rf (A)(∏p∈P Fr,p). By Proposition 5.3, it should be
clear that S recognizes L(A).
Complexity analysis of the construction. In the rest of this section, |P |, |Σ | and |Q | are the number of processes in P , the
number of actions in Σ and the number of states in the trace automaton A, respectively. For all roadmaps r of R(A), Hr
denotes the daa inductively built by the construction presented along Section 5.2 that recognizes Lr(A). We write |Hr |p to
refer to the number of local states of the process p inHr . Then, cp(n) corresponds to the size of the biggest process p among
all the daasHr such that the number of edges in the communicating graph C(r), noted |C(r)|, is smaller than n:
cp(n) = max{|Hr |p | r ∈ R(A) ∧ |C(r)| ≤ n}. (1)
Clearly we have cp(n1) ≥ cp(n2) as soon as n1 ≥ n2. We will compute an upper bound for cp(n). From now on, we fix a
roadmap r ∈ R(A)with |C(r)| = n and a process p ∈ P . We proceed in two cases according to whether C(r) is connected
or not.
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Unconnected case. Suppose that the communicating graph C(r) is not connected and let cc(C(r)) = (C1, . . . , Cl). Clearly
the number l of connected components of C(r) is less than |P |, and each of them is smaller than C(r) according to≺. This
means that |Ci| < n. By Lemma 5.5,Hr is the daaHr1 ⊙· · ·⊙Hrl where each ri is some roadmapwith C(ri) = Ci. Therefore,
we have the following upper bound in the unconnected case:
|Hr |p ≤ |P | · cp(n− 1). (2)
Connected case. Suppose now that the communicating graph C(r) is connected. By Lemma 5.9,Hr is the daa⊕s∈Sr (⟨Gs⟩ ⊙
Hs). We first compute the number of elements in Sr . We recall that Sr is the set of all roadmaps s of R(A) such that
C(s) ≺ C(r) and stop(s) = stop(r). The number of communicating graph smaller than C(r) is less than 2n, and the number
of connected components in any subgraph of C(r) is less than the number of processes |P |. Consequently,
|Sr | ≤ 2n · |Q ||P |. (3)
It remains to compute the number of states of the process p in each ⟨Gs⟩ ⊙Hs. To do this, we fix some roadmap s ∈ Sr . The
definition of Sr involves that C(s) ≺ C(r), which implies that |C(s)| < n. Therefore, we have by Eq. (1) that
|Hs|p ≤ cp(n− 1). (4)
We now compute the number of local states of the process p in ⟨Gs⟩. The latter is built from the graph Gs = (Vs, Es, Is, Fs,Ψs)
where Vs consists of tuples (v, a, x) ofR(A)×Σ×{0, 1} such thatC(v) ≺ C(r) andC(v)∪C(a) = C(r). Then the number
of vertices contained in Vs is bounded by
|Vs| ≤ |Σ | · 2n+1 · |Q ||P |+1. (5)
Each vertex (v, a, x) of Gs is labelled by the daa Hv ⊙ Ha. Since |C(v)| < |C(r)| = n, the number of local states of the
process p inHv is at most cp(n− 1) (by Eq. (1)) and the one ofHa is at most 2 (by construction). Consequently the number
of local states of the process p inHv ⊙Ha is at most cp(n− 1)+ 2. Together with Eq. (5), we get that the number of states
of the process p in ⟨Gs⟩ is bounded by
|⟨Gs⟩|p ≤ |Σ | · 2n+1 · |Q ||P |+1 · (cp(n− 1)+ 2). (6)
Finally, we can compute the number of local states of the process p inHr : using Eqs. (3), (4) and (6), and noting that cp(i) ≥ 1
for all i ≥ 0, we can reckon an upper bound for |Hr |p in the connected case at
|Hr |p ≤ |Σ | · 22n+3 · |Q |2·|P |+1 · cp(n− 1). (7)
In both cases. Following Eqs. (2) and (7), for all roadmaps r ∈ R(A) such that |C(r)| = n, the number of local states
of the process p in Hr is at most |Σ | · 22n+3 · |Q |2·|P |+1 · cp(n − 1). As regards the definition of cp(n), this means that
cp(n) ≤ |Σ | · 22n+3 · |Q |2·|P |+1 · cp(n− 1). Since cp(0) = 1, we get an upper bound for cp(n):
cp(n) ≤ |Σ |n · 2n2+4n · |Q |n·(2|P |+1). (8)
This leads us to the next theorem where the complexity result follows from Eq. (8) when we consider the biggest commu-
nicating graph (i.e.with n = |P |2), together with the fact thatRf (A) contains at most 2|P |2 |Q ||P |+1 roadmaps.
Theorem 5.10. LetA be a trace automaton over (Σ, I) with Q as set of states. There exists an asynchronous automaton S that
recognizes L(A) such that the number of local states in each process is in (2 · |Σ | · |Q |)O(|P |4).
Interestingly, our algorithm is polynomial in the size ofA, namely in the size of Q andΣ . The state explosion is only due
to the necessary synchronizations between the processes. The latter appears in our complexity result by an exponent based
on the edges of communication graphs.
6. Expressivity of distributed asynchronous automata
In Proposition 3.3, we have shown that any regular trace language can be expressed as a finite union of languages of daas.
However, as illustrated in Example 3.2, some regular trace languages are recognized by no daa. In this section, we discuss
the expressive power of distributed asynchronous automata.We characterize effectively in Theorem 6.5 the trace languages
that correspond to the behaviours of non-deterministic daas: these are the ones that are distributed. Interestingly, for any
given distributed regular trace language, the construction presented in Section 5.2 yields directly a daa recognizing it. Also,
we show that deterministic and non-deterministic daas do not have the same expressive power.
Languages of daas are distributed languages. Let L be a regular trace language, P ⊆ P be a nonempty set of processes and C
be a communicating graph over P . A word u is a C-independent prefix of L if there exists a word uv ∈ L such that C(u) = C
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and P ∩ Loc(v) = ∅. We denote by L‖C the set of all C-independent prefixes of L. Clearly, L‖C is a regular trace language.
Note that, for a daaH recognizing L, the set L‖C represents all the words uwith C(u) = C that can lead all the processes of
P to final local states, independently from the behaviours of the other processes.
The next definition characterizes the trace languages that are recognizable by daas.
Definition 6.1. Let L be a regular trace language over (Σ, I). L is distributed if one of the two following conditions holds for
all nonempty sets of processes P ⊆ P and all communicating graphs C over P with cc(C) = (C1, . . . , Cn):
D1: ∃p /∈ P : ∀v ∈ L, p ∈ Loc(v);
D2:
∏
i∈[1,n] L‖Ci
 ⊆ L.
Lemma 6.2. The language recognized by a daa is distributed.
Proof. Let L be a regular trace language that is not distributed. Then Conditions D1 and D2 fail for some communicating
graph C over some set of processes P . Let cc(C) = (C1, . . . , Cn) and suppose that there exists a daa H that recognizes L.
Since D2 fails for C there are words u1 ∈ L‖C1, . . . , un ∈ L‖Cn such that u = u1 · · · un /∈ L. For each ui ∈ L‖Ci, the processes
involved in Ci can perform ui and reach final local states. Consequently, the processes of P can perform the word u and reach
final local states, and this is because the processes involved in Ci and the ones involved in Cj are disjoint for all i ≠ j. Since
Condition D1 fails for L, the other processes, namely those that are not in P , can reach final local states without producing
any action. In conclusion, u belongs to L(H)while it does not belong to L, which contradicts thatH recognizes L. 
Example 6.3. Consider again the regular trace language L = [aab] ∪ [abb] of Example 3.2 that is recognized by no daa. The
independent prefixes of L are L‖C(a) = {a, aa}, L‖C(b) = {b, bb} and L‖C(ab) = L. We can see that ab ∈ L‖C(a) · L‖C(b)
while ab ∉ L, which means that Condition D2 fails for C(ab). Moreover, it is clear that Condition D1 fails for C(ab) as well.
Then L is not distributed.
Distributed languages are languages of daas. On the other hand, the next lemma states that any distributed regular trace
language L is the language of some high-level daa. The latter is generally non-deterministic. Actually it is even possible that
no deterministic daa corresponds to L. Recall here that Theorem 5.4 states that any located trace language is recognized by
a synchronized daa.
Lemma 6.4. Let A be a trace automaton. For all r ∈ Rf (A), we denote by Hr the C(r)-synchronized daa that recognizes the
located trace language Lr(A). If L(A) is distributed, then⊕r∈Rf (A)Hr recognizes L(A).
Proof. In this proof, we denote the daa ⊕r∈Rf (A)Hr by H . It is not hard to prove that L(A) is included in L(H). So we
prove only the converse inclusion. Let u ∈ L(H), P the set of processes involved in C(u) and cc(C(u)) = (C1, . . . , Cn). By
the definition of cc(C(u)), the processes involved in Ci and the ones involved in Cj are disjoint for all i ≠ j. Therefore, u is
equivalent (w.r.t. ∼) to some word u1 · · · un where C(ui) = Ci for each i ∈ [1, n]. Moreover, u1 · · · un belongs to L(H) as
well, because the latter is a trace language. So, there is an execution s ofH that yields u1 · · · un and leads all processes of P
from initial states to final states.
Now consider any process p /∈ P . Then, along s, p takes part in mute transitions only. By the construction of H and
because each daaHr is C(r)-synchronized, the only way for p to do only mute transitions is to start in an initial local state
of some daa component Hrp such that p does not appear in C(rp). Moreover, Hrp describes Lrp(A) and, on the other hand,
the definition of Rf (A) implies that Lrp(A) ≠ ∅. Then there exists some vp ∈ Lrp(A) such that p ∉ Loc(vp). Since similar
facts hold for all processes that are not in P and Lrp(A) ⊆ L(A), Condition D1 of Definition 6.1 fails for C(u). However, we
have supposed that L(A) is distributed. Then Condition D2 holds for C(u), that is
∏
i∈[1,n] L‖Ci
 ⊆ L(A).
Let i ∈ {1, . . . , n}. We know that C(ui) = Ci, Ci is connected by the definition of cc(C(u)), and each daa componentHr
ofH isC(r)-synchronized. Then, along s, all processes involved in Ci (that is those that take part in ui) are forced to travel all
together some daa componentHri such that Ci is also a connected component of C(ri). Furthermore, L(Hri) = Lri(A), and
the definition ofRf (A) gives that Lri(A) ≠ ∅. So, there is some word vi such that uivi ∈ Lri(A) and Loc(vi) ∩ Loc(ui) = ∅.
In other words, ui ∈ Lri(A)‖Ci, which implies that ui ∈ L(A)‖Ci by Proposition 5.3.
To conclude this proof, we have just shown in the two previous paragraphs that
∏
i∈[1,n] L(A)‖Ci
 ⊆ L(A) and
ui ∈ L(A)‖Ci for all i ∈ [1, n]. As a result, u1 · · · un belongs to L(A). Since L(A) is a trace language, u belongs to L(A) as
well. 
Deterministic distributed asynchronous automata.Lemma 6.4 above shows that any distributed language is recognizable by a
daa. We emphasize that this daa is non-deterministic in general. Indeed, the class of regular trace languages recognized by
deterministic daas is different from the one recognized by non-deterministic daas.
For instance, consider the regular trace language L = [c⋆a] ∪ [c⋆b] over {a, b, c} where Loc(a) = {i}, Loc(b) = {j}
and Loc(c) = {i, j}. It is not hard to see that L is distributed. Then Lemma 6.4 ensures that L is recognized by some daa.
However, no deterministic daa recognizes L. We prove this using a contradiction. Suppose that some deterministic daaH
recognizes L. Then, because of the determinism, there are some execution s1 = q1q2 c→ q′1q′2 a→ q′′1q′2 that yields ca and some
execution s1 = q1q2 c→ q′1q′2 b→ q′1q′′2 that yields cb. Since aIb and since the accepting conditions are local, the execution
s1 = q1q2 c→ q′1q′2 a→ q′′1q′2 b→ q′′1q′′2 is also possible and yields cab, which contradicts that L(H) = L.
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A full characterization of daas. Applying the two previous lemmas together with the remark above, we get immediately the
next theorem. Again, for each roadmap r inRf (A),Hr refers to theC(r)-synchronized daa that recognizes the located trace
language Lr(A).
Theorem 6.5. Let L be a regular trace language. The next statements are equivalent:
1. L is recognized by some non-deterministic daa.
2. L is distributed.
3. L = L(⊕r∈Rf (A)Hr) for all trace automataA such that L(A) = L.
4. L = L(⊕r∈Rf (A)Hr) for some trace automatonA such that L(A) = L.
However, L may be recognizable by no deterministic daa, even if it is distributed.
As corollary we can check effectively whether a given regular trace language is distributed. For instance, it suffices to check
whether L(⊕r∈Rf (A)Hr) = L(A) for the minimal trace automaton A such that L(A) = L. However, we do not know the
complexity of this problem, yet.
7. Conclusion
In this paper, we have presented a new technique to solve the synthesis problem of asynchronous automata. Our
technique is based on simple compositions of particular asynchronous automata. The latter are distributed asynchronous
automata. The term ‘‘distributed’’ means simply that processes can choose freely the initial state and the final state in which
they start and end their execution, independently of each other. Of course, the use of distributed asynchronous automata
increases the number of deadlocks and the non-determinism in the final asynchronous automata. This is clearly the major
drawback of our method.
Interestingly, distributed asynchronous automata allow a nice composition scheme which constitutes the heart of our
approach. We use it to get a new procedure to build asynchronous automata from trace languages with an interesting
theoretical complexity. Indeed, the exponential explosion of the number of states in the asynchronous automata produced
by our method only depends on the number of processes of the system, whereas it relies on the size of the specification as
well in the other existing constructions. Then, our compositional approach and the underlying complexity result constitute
the main benefit of our method.
Finally, we have precisely characterized what trace languages are recognized by distributed asynchronous automata.
This study brings out the difference between deterministic daas and non-deterministic ones. In particular, several questions
relying on the determinism are still open: Is it possible to adapt our compositional technique to dealwith determinismwhile
preserving a similar complexity result? How to characterize the trace languages recognized by deterministic distributed
asynchronous automata? We will investigate these questions in future works.
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