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Abstract
Standard approaches for uncertainty quantification in cardiovascular modeling pose challenges due to the
large number of uncertain inputs and the significant computational cost of realistic three-dimensional sim-
ulations. We propose an efficient uncertainty quantification framework utilizing a multilevel multifidelity
Monte Carlo (MLMF) estimator to improve the accuracy of hemodynamic quantities of interest while main-
taining reasonable computational cost. This is achieved by leveraging three cardiovascular model fidelities,
each with varying spatial resolution to rigorously quantify the variability in hemodynamic outputs. We
derive two low-fidelity models (zero- and one-dimensional) that we use to obtain different estimators. Our
goal is to investigate and compare the efficiency of estimators built from these two low-fidelity model al-
ternatives and our high-fidelity three-dimensional models. We demonstrate this framework on healthy and
diseased models of aortic and coronary anatomy, including uncertainties in material property and boundary
condition parameters. Our goal is to demonstrate that for this application it is possible to accelerate the
convergence of the estimators by utilizing a MLMF paradigm. Therefore, we compare our approach to single
fidelity Monte Carlo estimators and to a multilevel Monte Carlo approach based only on three-dimensional
simulations, but leveraging multiple spatial resolutions. We demonstrate significant, on the order of 10 to
100 times, reduction in total computational cost with the MLMF estimators. We also examine the differing
properties of the MLMF estimators in healthy versus diseased models, as well as global versus local quan-
tities of interest. As expected, global quantities such as outlet pressure and flow show larger reductions
than local quantities, such as those relating to wall shear stress, as the latter rely more heavily on the high-
est fidelity model evaluations. Similarly, healthy models show larger reductions than diseased models. In
all cases, our workflow coupling Dakota’s MLMF estimators with the SimVascular cardiovascular workflow
make uncertainty quantification feasible for constrained computational budgets.
Keywords: Cardiovascular modeling, Uncertainty quantification, Multilevel Monte Carlo, Multifidelity
Monte Carlo, Multilevel multifidelity Monte Carlo
1. Introduction
Cardiovascular disease is the leading cause of mortality worldwide, as well as the leading cause of death
for both men and women in the United States [1, 2]. Computational models of the cardiovascular system are
increasingly adopted due to the hemodynamic insights they provide, which can be beneficial in diagnosis,
assessment of disease progression risk, and treatment planning for cardiovascular disease. These models can
be generated non-invasively using routinely collected clinical data [3], and their applications cover a wide
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range of diseases and anatomies. Coronary artery disease is the most prevalent cause of death in the United
States [4], and has thus been the subject of many modeling studies. These include computing fractional flow
reserve for patients with coronary stenoses [5] and assessing differences in the hemodynamic and mechanical
response of arterial and venous grafts towards determining cause of vein graft failure [6]. Computational
models have also been applied to congenital heart disease for prognosis and treatment planning, from
testing designs for surgical interventions of single ventricle congenital heart disease [7–9] to thrombotic risk
assessment for Kawasaki disease [10–12], and assessment of disease progression and mechanical stimuli in
pulmonary hypertension [13, 14]. Hemodynamic studies are also used for additional disease cases, such as
analyzing blood flow patterns in abdominal aortic aneurysms [15, 16] and predicting the development and
rupture of cerebral aneurysms [17–19].
Realistic three-dimensional hemodynamic simulations require segmentation of vascular anatomies from
medical image data, followed by numerical solution of the equations governing blood flow in elastically
deformable vessels. This is typically achieved through a complex and expensive workflow. However, various
simplifying assumptions can be made to generate models of intermediate complexity. One-dimensional
hemodynamic models are formulated by integrating the Navier-Stokes equations across the vessel cross
sections, with additional assumptions on the properties of the fluid and the vascular walls [20–22]. A
linearization of the incompressible Navier-Stokes equations around rest conditions leads to an even simpler
zero-dimensional (or lumped parameter) formulation where vascular networks are analyzed using analogous
electrical circuits [23–26]. These simplified representations are computationally inexpensive, especially when
compared to the cost of a full three-dimensional model.
Unfortunately, all models of the cardiovascular system, as well as biological and biomedical systems
more generally, are intrinsically affected by model and data uncertainty [27]. These uncertainties arise from
modeling choices, measurement errors, and intra- and inter-patient variability. Therefore, relying on a solely
deterministic framework provides limited information, as results cannot include statistical distributions or
confidence intervals, and hinders their application in the clinical setting. Here, we aim to account for
these uncertainties and provide confidence intervals through uncertainty quantification (UQ). By adopting
a stochastic framework, model parameters are sampled from appropriate probability distributions which are
either assumed, relying on existing literature and clinical data, or assimilated from available patient-specific
data.
Recently, UQ has gained traction in the field of cardiovascular modeling, primarily utilizing UQ tech-
niques centered around a single model complexity, primarily three-dimensional computational fluid dynamics
(CFD) simulations or lower complexity one-dimensional models. Recent studies have investigated the im-
pact of geometry and boundary condition parameters on coronary fractional flow reserve [28], demonstrated
a multi-resolution approach to quantify boundary condition uncertainties [29] and in conjugation with ran-
dom fields [30] for coronary artery bypass grafts, and performed stochastic collocation in a one-dimensional
arterial network [31], along with others [32–39].
Several challenges arise when quantifying uncertainty in cardiovascular simulations. First, there are
typically multiple sources of uncertainty to account for and propagate through the model. Such uncertainties
include, but are not limited to, boundary condition parameters, spatial variability of material properties in
vascular tissue, and operator dependent vessel lumen segmentation leading to an uncertain vascular model
anatomy. With myriad sources of uncertainty, it follows that any UQ scheme must account for a large number
of possibly heterogeneous random inputs; this leads to the so-called curse of dimensionality, which poses
significant challenges for generalized polynomial chaos expansions [40] and stochastic collocation [41] due to
the fast increase of the computational complexity of tensor-products in high-dimensions. Second, for any
realization of uncertain input parameters, a three-dimensional model solution is computationally expensive.
Three-dimensional simulations involve discrete representations with millions of degrees of freedom that are
solved in parallel over multiple computational nodes. Maintaining a reasonable computational cost therefore
becomes challenging when relying solely on three-dimensional simulations.
Monte Carlo estimators [42] have, in this context, many desirable properties. They are unbiased, offer
flexibility with respect to heterogeneous input sources, and the associated variance depends only on the true
variance and number of model evaluations, not on the problem dimensionality. However, one can typically
afford only a small number of these evaluations when working with expensive deterministic solvers. Multilevel
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and multifidelity estimators lead to a reduced variance compared to their “vanilla” Monte Carlo analogues for
the same computational cost. The interested reader is referred to [43, 44] for an in depth discussion of these
methods. Another alternative to multilevel estimators, which rely on spatial resolution, and multifidelity
estimators, which are based on a control variate approach, are so-called multilevel multifidelity (MLMF)
methods [45–48] which combine the efficiency of multilevel Monte Carlo across discretization levels with
embedded control variates based on a low-fidelity model at each level. In this way, MLMF estimators
leverage a cascade of varying-fidelity models ranging from computationally inexpensive, patient-agnostic
lumped parameter models to computationally intensive, patient-specific models of blood flow. We provide
an overview of these approaches in section 3.
The main contribution of this paper is to introduce the integration of multilevel multifidelity estimators
for uncertainty quantification with cardiovascular models. This framework integrates and manages multiple
hemodynamic solvers from the SimVascular open source package [49] with Sandia National Laboratories’
Dakota toolkit [50] for uncertainty analysis in a manner designed to automatically compute MLMF estima-
tors for a variety of quantities of interest (QoIs). Due to the much lower computational cost of one- and
zero-dimensional models, the MLMF estimators allow stochastic analysis to be performed at a drastically
reduced computational cost. The specific contributions of this paper are
1. Definition of model fidelities (3D, 1D and 0D) with corresponding discretization levels obtained after
a thorough convergence study.
2. Creation of a semi-automated framework enabling Dakota to directly manage and invoke the SimVas-
cular modeling simulations.
3. Numerical experiments utilizing the above framework to demonstrate the performance of the estimators
for cardiovascular hemodynamics on pulsatile simulations with realistic boundary conditions, healthy
and diseased models, and a large numbers of quantities of interest not previously addressed in the
literature.
This paper is organized as follows. Sections 2 and 3 provide background on the cardiovascular modeling
and uncertainty quantification techniques used in the study, respectively. Section 4 describes the workflow,
including further details on model construction as well as the selection of uncertain parameters. Section 5
provides UQ results for four patient anatomies, providing comparisons of the performance of uncertainty
quantification estimators for healthy versus diseased models and local versus global QoIs, as well as com-
parisons of different uncertainty quantification estimators. Sections 6 and 7 provide discussions and draw
conclusions.
2. Cardiovascular Modeling
We first illustrate the three model formulations in decreasing order of complexity (3D, 1D and 0D) and
discuss their trade-offs (Figure 1). While the zero-dimensional methods are computationally inexpensive,
these models provide only a coarse characterization of the quantities of interest. One-dimensional models,
while somewhat more expensive, provide finer grained resolution for QoIs along the vessel length, but not
across vessel cross-sections. Finally, while the most computationally expensive by far, the three-dimensional
CFD models are well-resolved even for local flow features, allowing detailed examination of quantities of
interest such as wall shear stress (WSS) in specific regions of interest.
2.1. Three-dimensional models
Three-dimensional anatomical models are typically constructed from medical image data of specific
patients. In our workflow, these images are imported into the SimVascular open source platform [49], which
provides a pipeline for model creation, generation of tetrahedral meshes, application of physiologic boundary
conditions, and finite element solution. More specifically, the modeling pipeline is as follows. First, the user
obtains patient-specific medical image data. Next, centerline paths are generated for the vessels of interest.
The lumen is then segmented along, but perpendicular to, the centerline path in a semi-automated fashion.
Next, the model is lofted using boolean operations to merge the vessels together. Meshing then occurs,
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Figure 1: Improved fine-scale resolution for quantities of interest comes at the expense of higher computational cost when
solving the model hemodynamics with different fidelity methods.
with many specific options for local mesh refinement and model smoothing. At this point, the model is
ready for the application of boundary conditions, which range from prescribed flow or pressure values to
a geometrically multi-scale approach [22, 51] where zero-dimensional lumped parameter networks are used
to model the upstream and downstream circulation [23, 52]. Finally, the model is solved with a stabilized
incompressible Navier-Stokes finite element solver [53, 54] with linear tetrahedral elements and second order
implicit generalized-α time integration [55]. A custom linear solver with specialized preconditioning increases
solver efficiency [56, 57]. SimVascular post-processing tools are then used to extract hemodynamic indicators
of interest, such as pressures and wall shear stress, known to be correlated in the literature with endothelial
damage and thrombus formation [58]. Hemodynamic simulations can be run with rigid or deformable walls,
i.e., with or without accounting for the mutual interaction between fluid and structure. In this study the
coupled momentum method [59] is selected to model fluid-structure interaction (FSI).
2.2. One-dimensional models
An in-house stabilized finite element solver is used for one-dimensional hemodynamics. Its formulation is
adapted from Hughes and Lubliner [20], with implementation details discussed in [60–62]. Blood is simulated
as a Newtonian fluid, assuming velocity in the axial direction (z) of each cylindrical branch, constant pressure
over the vessel cross section, and a non-slip boundary condition applied at the vessel lumen. The governing
equations are obtained by integrating the incompressible Navier-Stokes equations over the cross section of a
deformable cylindrical domain. A constitutive model relates pressure to change in cross-sectional area. The
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resulting conservation equations for mass and momentum are, respectively [20],
∂A
∂t
+
∂Q
∂z
= −ψ
∂Q
∂t
+
∂
∂z
[
(1 + δ)
Q2
A
]
+
A
ρ
∂p
∂z
= Af +N
Q
A
+ v
∂2Q
∂z2
.
(1)
The solution variables are the cross-sectional area A and flow rate Q, and model parameters are density
ρ, external force f , viscosity ν, and an outflow function ψ for permeable vessels. To define a velocity profile
over the cross-section, parameters δ and N are defined as
δ =
1
A
∫
A
(φ2 − 1) ds and N = ν
∫
∂A
∂φ
∂m
dl. (2)
Finally, a constitutive relationship is needed to complete the system of equations. An elastic model
which relates pressure p to cross-sectional area is given generally by
p(z, t) = p¯(A(z, t), z, t). (3)
Specifically, a linear elastic model is given by
p¯(A(z, t), z, t) = p0(z) +
(
E h
r0(z)
)(√
A(z, t)
A0(z)
− 1
)
, (4)
where p0(z) = p(z, 0) is the initial undeformed pressure, E is the elastic modulus of the vascular tissue, h
the wall thickness, and r0(z) and A0(z) are the undeformed inner radius and area, respectively.
A weak (integral) formulation of these equations is solved on each segment using a stabilized finite
element method in space and a discontinuous Galerkin method in time. The non-linear algebraic system of
equations is finally solved using modified Newton iterations. Pressure and cross-sectional area continuity are
enforced at the joints between two segments through Lagrange multipliers. Further details on the numerical
implementation are provided in [62].
2.3. Zero-dimensional models
A lumped parameter network representation of blood flow is used as our lowest-fidelity model. This is
a circuit layout formulated by hydrodynamic analogy in terms of flow rate (electrical current) and pressure
differences (voltage), where each circuit element is associated with an algebraic or differential equation, i.e.
resistor ∆P = RQ, capacitor Q = C
dP
dt
, inductor ∆P = L
dQ
dt
. (5)
These equations are assembled in a system of ODEs which can be efficiently solved with a 4th–order Runge-
Kutta scheme. Resistors are used to represent viscous dissipation on the vessel walls, capacitors are used to
represent vascular tissue compliance, and inductors are used to represent the inertia of blood. A Poiseuille
flow assumption is used to determine the model parameters for these circuit elements [63], i.e.
R =
8µ l
pi r4
, C =
3 l pi r3
2E h
, L =
l ρ
pi r2
, (6)
where µ is the dynamic viscosity of blood, l the vessel length, r the vessel radius, E the elastic modulus,
h the wall thickness and ρ the density of blood. These models have been used extensively to model the
heart and circulatory system, achieving remarkably realistic flow and pressure waveforms and allowing for
the assessment of physiologic changes to treatments [7, 35, 64, 65].
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2.3.1. Model Fidelity Validation and Generation
To take full advantage of multiple fidelities in uncertainty propagation, generation of lower fidelity mod-
els from existing three-dimensional models should be accomplished with little effort. We therefore im-
plemented a conversion tool which automatically extracts the one-dimensional model geometry from the
two-dimensional segmentations constructed as part of the three-dimensional modeling process, described
in subsection 2.1. This allows one-dimensional models to be obtained at a minimal cost once a three-
dimensional model has been built. The same inlet and outlet boundary conditions can be applied to the
one- and three-dimensional models.
To verify the agreement between low fidelity and three-dimensional model results, we performed a pre-
liminary validation study on the aorto-femoral model. Results from all three model formulations were
compared under steady and pulsatile flow conditions and with resistance and RCR boundary conditions
at the model outlets. One- and zero-dimensional models produce very similar results as they both can be
formulated to include vessel compliance. Good agreement is observed between the one-dimensional results
and three-dimensional simulations with deformable (compliant) vessel walls. Agreement in selected flow and
pressure quantities of interest for pulsatile inlet flow and resistance boundary conditions is acceptable for
all three model fidelities (Figure 2). The agreement between models leads to high correlations between the
model fidelities, which is desirable for a multifidelity approach.
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Figure 2: Agreement for outlet flow and pressure quantities of interest is seen between 3D, 1D, and 0D models with resistance
boundary conditions and vessel compliance built into the model. (a) Pressure at superior mesenteric artery. (b) Pressure at
right iliac artery. (c) Flow at right renal artery. (d) Flow at left internal iliac artery.
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3. Uncertainty Quantification
In this section we briefly explain multilevel, control variate (multifidelity), and multilevel multifidelity
Monte Carlo methods for uncertainty quantification (schematics in Figure 3). The main goal of these
methods is to leverage computationally inexpensive, but potentially less accurate, models to decrease the
variance of our estimators for a variety of quantities of interest (QoIs) while using a limited number of
highest-fidelity model evaluations.
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Figure 3: Multilevel-multifidelity simulations are comprised of (a) a multifidelity control variate approach coupling high and
low fidelity models combined with (b) a multilevel approach incorporating varying mesh levels of the high fidelity model in a
telescopic sum of discrepancies between each level. (c) In this study, the specific models we employ are three mesh levels of the
3D model coupled by control variates with either three mesh levels of the 1D model or a fine mesh resolution 1D model and
two different zero-dimensional models, a “full” model with multiple circuit elements and a “simple” model with only resistor
elements.
3.1. Monte Carlo estimation
Consider a complete probability space (Ω,F , P ) where Ω is a set of elementary events, F is a Borel
σ-algebra of subsets in Ω, and P a probability measure with values in [0, 1] over events in F . A vector
of random variables ξ = (ξ1, ξ2, . . . , ξd) ∈ Rd has components ξi : Ω → Σξi , i = 1, . . . , d with marginals
ξi ∼ ρi(ξi) and joint probability density ρ(ξ). These variables represent the sources of uncertainty in the
model, while x ∈ D ⊆ Rn and t ∈ R+ are the spatial and temporal variables, respectively.
We are interested in the statistical characterization of the quantity of interest Q = Q(x, ξ, t), for example
its first two moments, the expected value E[Q] or the variance V[Q], where for a given realization ξ(i) of
the random inputs, Q is determined through the numerical solution of the incompressible Navier-Stokes
equations on a discrete domain D ⊆ Rn. While in general we assume our random inputs to be arbitrarily
distributed and correlated, for this study we only consider independent inputs.
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In the remainder of this work, we will always use an estimator for the mean value of our quantity of
interest Q, with various methods employed to reduce its variance, but the proposed methodology can be
extended to high-order moments estimation. In general, variance reduction techniques can be applied to
estimators for other statistics pertaining to the quantity of interest Q.
Due to the discrete nature of the solution scheme adopted, the accuracy of the generic output Q is
affected by the discretization level M , i.e., the number of degrees of freedom in the spatial or temporal
meshes. Therefore, a choice of discretization levels for which QM → Q as M → ∞ guarantees that
E[QM ]→ E[Q] as M →∞. Generally, this holds for each single fidelity model. The Monte Carlo estimator
based on N realizations for the expected value of QM is defined as
E[QM ] =
∫
Ω
QM (ξ) ρ(ξ) dξ ' QˆMCM,N =
1
N
N∑
i=1
Q
(i)
M , (7)
where the i-th realization is denoted as Q
(i)
M = QM (x, ξ
(i), t), where QM is the solution vector to the system
of equations defining our discretization level M . The variance of this estimator can be computed as
V[QˆMCM,N ] =
1
N
V[QM ], (8)
whereas the mean squared error (MSE) is
E[(QˆMCM,N − E[Q])2] = V[QˆMCM,N ] + (E[QM −Q])2. (9)
We see from (9) that the MSE contains two contributions, from the estimator variance V[QˆMCM,N ] and deter-
ministic bias (E[QM −Q])2. The deterministic bias can be reduced with a finer discretization for QM , i.e.,
a larger value of M , while the estimator variance is reduced by increasing the number of realizations N .
As a consequence, obtaining a highly accurate MC estimator (i.e. an estimator with a small MSE) would
potentially require a large number of highly accurate (large M) numerical simulations, making this approach
impractical for high-fidelity models. In this work, we make the following assumptions. We performed con-
vergence studies (not reported here for brevity) to select the three-dimensional resolution level guaranteed
to obtain an acceptable discretization error for the QoIs we considered. Following this convergence study, a
fixed set of resolution levels was constructed via a comprehensive mesh convergence study (details in sub-
section 4.3). Our goal in this work is to build an unbiased estimator with respect to the high-fidelity model.
Hence, we only target the variance contribution of the MSE. We assume the bias of the high-fidelity model
already satisfactory; that is, we do not extend the hierachy of models to those with finer discretizations.
However, it is also possible to extend this approach in order to target the full MSE similarly to what is done
in the MLMC literature (e.g. see [43]).
Due to the large computational cost of evaluating the output Q
(i)
M of a single hemodynamic simulation,
increasing the number of samples is impractical, and multilevel, multifidelity, and multilevel multifidelity
approaches (subsections 3.2, 3.3, and 3.4, respectively) offer a better alternative. These approaches allow us
to combine models of multiple fidelities and computational costs into the same stochastic framework, thus
providing a means to efficiently manage the available computational resources.
3.2. A Multilevel Approach
The main idea of multilevel MC (MLMC) approaches is to replace the quantity of interest Q with a
telescoping sum of the differences between the next coarsest resolution level (Figure 3b). For an extensive
review on MLMC estimators we refer the reader to [43].
Consider L discretization (or resolution) levels, i.e., {M` : ` = 0, . . . , L}, where M0 < M1 < · · · < ML :=
M . Using linearity of expectation and a telescopic sum, we re-write the expected value of our QoI after
introducing the discrepancy between QoIs at successive resolutions Y`,
Y` =
{
QM0 if ` = 0
QM` −QM`−1 if 0 < ` ≤ L
⇒ E[QM ] =
L∑
`=0
E[Y`]. (10)
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The multilevel Monte Carlo (MLMC) estimator for E[QM ] is assembled from the Monte Carlo independent
estimators of E[Y`]. At level `, N` realizations are used to estimate QMLM , and so the expected value of our
QoI is
QˆMLM,N =
L∑
`=0
Yˆ MC`,N` =
L∑
`=0
1
N`
N∑`
i=1
Y
(i)
` . (11)
As before, the i-th realization Y
(i)
` is evaluated at the i-th, i = 1, . . . , N`, realization of the stochastic
vector ξ drawn from the distribution ρ(ξ). The MLMC estimator has variance equal to
V[QˆMLM,N ] =
L∑
`=0
1
N`
V [Y`] . (12)
The advantages of the MLMC method come from the hierarchical nature of Y`, the difference in the
quantity of interest between successive resolutions. As QM → Q as M → ∞, Y` → 0 as ` increases and
therefore the contribution to the overall variance from different resolution levels decreases with `. This allows
us to shift the computational burden to the coarser levels, which are computationally cheaper. The optimal
sample allocation from each level can be determined by minimizing the computational cost of MLMC subject
to a fixed target accuracy 2 [43]. The minimum total computational cost is C[QˆMLM,N ] =
∑L
`=0N` C`, where
C` is the computational cost of one evaluation of Y` (note that this is the combined cost of two evaluations
on successive resolution levels for ` ≥ 1). This cost can be minimized using a Lagrange multiplier under a
variance constraint resulting in an optimal number of samples at level ` given by
N` =
1
2
(
L∑
k=0
√
V[Yk] Ck
)√
V[Y`]
C` .
(13)
3.3. A Multifidelity Approach
Multifidelity (MF) approaches represent a flavor of the better known control variate (CV) variance
reduction technique in Monte Carlo estimation (Figure 3a). Two models are now defined, i.e., a low-fidelity
(LF) and a high-fidelity (HF) model, at discretization levels MLF and M , respectively. Without loss of
generality, in the following we only use the level M , where it is implicitly assumed that the discretization
levels of the HF and LF model are in general independent. In this approach, the generic quantity of interest
QHFM is replaced by Q
CV,HF
M which embeds a correction term based on the LF model. For full details of CV
estimators we refer the reader to [66, 67].
The final form of the selected approximate CV estimator is obtained by combining the MC estimators
as
QˆCV,HFM,NHF = Qˆ
HF
M,NHF + α
(
QˆLFM,NHF − QˆLFM,NLF
)
, (14)
where NLF = NHF + ∆LF = NHF(1 + r) and the additional LF realizations ∆
LF = rNHF are drawn
independently of the initial set of NHF.
The regression coefficient α and the value of the parameter r > 0 are obtained by minimizing the variance
of the CV estimator subject to a fixed target accuracy 2. After optimization, the optimal α value
α = −ρ
√√√√V[QˆHFM,N ]
V[QˆLFM,N ]
(15)
yields a minimal variance
V[QˆCV,HFM,NHF ] = V[Qˆ
HF
M,NHF ]
(
1− r
1 + r
ρ2
)
, (16)
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where ρ is Pearson’s correlation coefficient between the LF and HF estimators. Note that this multifidelity
estimator always guarantees variance reduction, since ρ2 ∈ (0, 1). In practice, we first compute ratio r?
r? = −1 +
√
w
ρ2
1− ρ2 , (17)
where w = CHF/CLF is the cost ratio between the two fidelities. With this, we can compute the optimal
number of high-fidelity samples by
NHF =
V[QHFM ]
2
(
1− r
r + 1
ρ2
)
. (18)
For an extension to multiple fidelity models we refer the reader to [44, 68].
3.4. A Multilevel-Multifidelity Approach
We combine ideas from subsections 3.2 and 3.3 to further reduce the variance of our estimators in
a MLMF approach (Figure 3c). We apply one control variate for each (high-fidelity) resolution level `, or
equivalently apply the multifidelity control variate approach to the Monte Carlo estimators associated to the
difference Y`. MLMF schemes can be implemented for either the same or different numbers of high-fidelity
and low-fidelity model levels. For further details, the reader is referred to [47].
The MLMF estimator which assumes the same number of high-fidelity and low-fidelity model levels is
given by
E[QHFM ] ≈ QˆMLMFM =
L∑
`=0
(
Yˆ HF,MC
M`,NHF`
+ α`
(
Yˆ LF,MC
M`,NHF`
− E[Y LFM`,NLF` ]
))
. (19)
As before, we determine the optimal sampling distribution (by level) NHF` to compute Yˆ
HF,MC
M`,NHF`
and
Yˆ LF,MC
M`,NLF`
. We then calculate the redistribution of computational burden to the more inexpensive LF model
as the set of (independent) samples ∆LF` = r`N
HF
` needed to compute Eˆ[Y LFM` ] as in subsection 3.2. The
solution for the optimal number of samples per level ` is given by
NHF` =
2
2
(
LHF∑
k=0
(
V[Y HFk ]CHFk
1− ρ2`
) 1
2
Λk(rk)
)√
(1− ρ2`)
V[Y HF` ]
CHF`
, (20)
with the optimal redistribution of samples given by ∆LF` = r
?
`N
HF
` where
r?` = −1 +
√
w`
ρ2`
1− ρ2`
(21)
and the quantity
Λ`(r`) = 1− r`
1 + r`
ρ2` (22)
measures the variance reduction on each level ` by accounting for the CV effect.
At each level, the allocation of samples between LF and HF is controlled by r`, which is a function
of the correlation ρ2` and the computational cost ratio w` = CHF` /CLF` . The optimal variance reduction
therefore corresponds to 1 − Λ(r?` ). Intuitively this is correct since for an increase in correlation and/or in
the cost ratio, more low-fidelity simulations (i.e., larger r`) are required. To ensure our model correlations
are sufficiently high for all fidelity and discretization levels, we employ the version of the MLMF algorithm
detailed in [47].
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4. Methods
4.1. Workflow
In this study, we developed an interface coupling the three-, one-, and zero-dimensional hemodynamic
solvers with the functionality of Sandia National Laboratories’ Dakota toolkit. Dakota is an extensive open-
source framework providing a library of computational tools for optimization, uncertainty quantification,
parameter estimation and sensitivity analysis [50]. It allowed us to assign distributions to uncertain pa-
rameters, to automatically generate parameter samples, to manage the simultaneous execution of multiple
simulations, and to characterize statistically the resulting QoIs. The MLMF estimators within Dakota have
been successfully applied to aerospace applications [47], wind power plants [69], and other applications. Ini-
tial work by these authors for the application of cardiovascular modeling [70, 71] is extended and improved
in this paper.
The Dakota cardiovascular UQ interface was created to be easily adaptable to different UQ scenarios.
Most files that connected Dakota to the hemodynamic solvers remained unchanged as the cardiovascular
models were exchanged. Similarly, changing uncertain parameter distributions and QoIs was achieved with
an update to a small number of interface files. The power of Dakota’s behind-the-scenes simulation manage-
ment came at runtime. We developed the interface such that after providing the model-specific files and all
cardiovascular solver executables, only a single executable was called to launch an uncertainty quantification
study on a high performance computing system. Dakota then managed the allocation of each model fidelity
and resolution level to achieve a specified convergence tolerance. Upon completion, all statistics for the
QoIs were automatically generated. As such, the developed framework was user-friendly and did not require
constant management of parameter realizations or solution files. We also note that the framework was not
limited to MLMF estimators, but could interface with any of Dakotas capabilities simply by providing a
different input file.
Specific details of the models used in this paper are discussed in subsections 4.2, 4.3, and 4.5, while the
QoIs are discussed in subsection 4.6. A repository detailing the necessary user-provided files, implementation,
and usage of the Dakota cardiovascular UQ interface is publicly available on Github [72]. The repository
includes more detailed information on the simulation process. A schematic representation of the UQ workflow
is provided as a general overview (Figure 4).
4.2. Model Construction
Four models, healthy and idealized diseased geometry of aorto-femoral and coronary anatomy, each with
three fidelities (3D, 1D, and 0D) were used in this study, with original image data and models provided by
the Vascular Model Repository (www.vascularmodel.org). The idealized diseased models were constructed
by adapting the geometry of the aorto-femoral model to create an abdominal aortic aneurysm (AAA) and the
coronary model to create a 75% stenosis in the left anterior descending (LAD) coronary artery, respectively
(Figure 5).
The healthy aorto-femoral model is a patient-specific model of a healthy abdominal aorta with iliac
and femoral arteries, with nine outlet branches. The three model fidelities were generated as discussed
in section 2, illustrated in Figures 5a, 5b, 5c, and 5d. The diseased aorto-femoral model was adapted in
SimVascular to include an AAA at a location typically observed in the clinic. The idealized aneurysm
was induced by increasing the aorta radius by 50%, which is the accepted threshold for classification as an
AAA [73].
The healthy coronary model includes the aorta, the left and right coronary arteries and ten outlet
coronary branches. The fluid dynamics in the coronaries are more complex due to large area differences
between coronary and aortic inlets/outlets and the offset in time between pressure and flow waveforms.
The three model fidelities were generated as discussed in section 2 above, illustrated in Figures 5e, 5f, 5g,
and 5h. The diseased coronary model was adapted in SimVascular to include a stenosis in the LAD, a
common location of coronary stenoses [74]. Significant vessel stenosis is often defined as a reduction in
vessel diameter of at least 50%; we used a reduction in diameter of 75%.
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Figure 4: The developed workflow utilizes Sandia National Laboratories’ Dakota toolkit to automate the uncertainty quantifi-
cation process. (a) Dakota (official logo from [50]) automatically manages all steps within the outer box after the user provides
in a single input file (b) all problem-specific inputs (such as stochastic parameters and their distributions, deterministic pa-
rameters, the desired number of simulations, and convergence criterion). The user can easily change (c) the parameters from
stochastic to deterministic and vice versa. Dakota automates (d) the selection of models of different fidelities and mesh levels,
with the relevant simulation files provided by the user after (e) a mesh convergence study is conducted to select the appropriate
models. Dakota also (f) automatically invokes the 0D, 1D or 3D solvers, including all pre- and post-processing, and stores the
complete set of model outputs. Finally, Dakota extracts (g) the QoIs specified by the user and delivers (h) the moments (mean,
standard deviation) of the estimators for the QoIs.
4.3. Mesh Convergence
After creating three-, one-, and zero-dimensional models of all four types (aorto-femoral healthy and
diseased, coronary healthy and diseased), a mesh convergence study was performed to select coarse, medium,
and fine resolution levels for each model which demonstrated increasing accuracy compared to a reference
mesh for our quantities of interest. These QoIs included flow, pressure, TAP, and TAWSS values described
in subsection 4.6. For three- and one-dimensional models, we performed a spatial mesh convergence. In lieu
of a mesh convergence for the zero-dimensional models lacking traditional spatial resolution, a simplified
LPN was constructed from only resistor elements.
For each of the four model geometries, our three-dimensional mesh convergence study compared the
performance of seven mesh resolutions, ranging from about 50,000 to 2 million elements, against a reference
mesh of 4 million tetrahedral elements. At this reference mesh resolution, the QoI values are no longer
changing by more than 1% as the mesh is further refined.
Deformable wall simulations were used, requiring first a rigid simulation for each mesh level followed by
a deformable wall simulation. Steady inlet flow and resistance boundary conditions were used. The total
resistance was equivalent to that of the mean value of the resistance for the boundary conditions used in
the UQ study (see subsection 4.5). Non-linear finite element iterations were regarded as converged when
the residual norm was below a 0.0001 threshold. Each simulation was run for four cardiac cycles, and the
convergence of each was confirmed to ensure a fair comparison of the mesh levels.
Convergence plots for the quantities of interest were used to select the mesh levels used for the multi-level
framework for the UQ study. We confirmed that the finest mesh produced QoI values close to those of the
reference mesh in the linear scaling range (Figure 6). After selecting the fine mesh, medium and coarse
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Figure 5: Healthy and diseased aorto-femoral and coronary models of three varying fidelities are used in this study. Specifically,
we utilize (a) 0D, (b) 1D, (c) 3D healthy, and (d) 3D diseased (AAA) aorto-femoral models. We also utilize (e) 0D, (f) 1D, (g)
3D healthy and (h) 3D diseased (75% stenosis) coronary models. The diseased regions of both models are circled in (d) and
(h).
meshes were chosen from among the remaining meshes in the linear scaling range.
Mesh convergence was also performed for the one-dimensional models. One-dimensional models are
constructed automatically in SimVascular after the lumen segmentation phase of three-dimensional model
building through the “1D-Plugin” feature. When the one-dimensional models were extracted from the three-
dimensional geometry, linear segments with different diameters were automatically generated to approximate
changes in vessel diameter throughout the model. Different mesh resolutions for these one-dimensional
models were generated by varying the number of finite elements used to discretize each of these model
segments along the z-axis (the vessel centerlines). The coarsest level used 1 element, the finest level used
250 elements, and a reference mesh used 500 elements. Details of the selected meshes are shown in Table 1.
Mesh quality values for the aspect ratio and Jacobian were checked for all 3D meshes to ensure they were
of high quality for our UQ study.
4.4. Computational Cost Assessment
After selecting the mesh resolution levels for the three-, one-, and zero-dimensional models of all four
types (aorto-femoral healthy and diseased, coronary healthy and diseased), the computational cost of each
type was determined by running each model with the mean value realizations of all stochastic parame-
ters (see subsection 4.5), along with the deterministic parameters, including transient inlet flow (Table 2).
The significant cost difference between the model fidelities and resolution levels lends itself to the MLMF
framework.
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Figure 6: Sample convergence plot for
mesh selection. Selected meshes for
aorto-femoral diseased model in red.
Aorto-Femoral Aorto-Femoral Coronary Coronary
Healthy Diseased Healthy Diseased
3D Fine Mesh 1 219 672 1,036 483 1 026,675 1 069 328
3D Medium Mesh 446 806 425 416 411 958 401 170
3D Coarse Mesh 223 927 200 610 106 681 204 762
1D Fine Mesh 50 50 25 25
1D Medium Mesh 10 10 10 10
1D Coarse Mesh 5 5 5 5
Table 1: Total number of elements in each of the meshes selected for the UQ
study.
Aorto-Femoral Healthy Aorto-Femoral Diseased Coronary Healthy Coronary Diseased
Fidelity & Level Cost Effective Cost Cost Effective Cost Cost Effective Cost Cost Effective Cost
3D Fine Mesh 870.80 h 1 667.23 h 1 2 164.61 h 1 1 198.48 h 1
3D Medium Mesh 228.44 h 2.62× 10−1 157.05 h 2.35× 10−1 497.23 h 2.30× 10−1 286.88 h 2.39× 10−1
3D Coarse Mesh 98.02 h 1.13× 10−1 56.21 h 8.42× 10−2 78.65 h 3.63× 10−2 120.63 h 1.01× 10−1
1D Fine Mesh 11.60 m 2.22× 10−4 11.87 m 2.96× 10−4 4.33 m 3.34× 10−5 4.78 m 6.65× 10−5
1D Medium Mesh 2.95 m 5.65× 10−5 2.62 m 6.54× 10−5 1.90 m 1.46× 10−5 2.00 m 2.78× 10−5
1D Coarse Mesh 1.90 m 3.64× 10−5 1.52 m 3.79× 10−5 1.08 m 8.34× 10−6 1.13 m 1.58× 10−5
0D Full Model 0.49 m 3.64× 10−6 0.50 m 1.25× 10−5 0.17 m 7.66× 10−5 0.16 m 1.36× 10−4
0D Simple Model 0.03 m 6.60× 10−7 0.03 m 7.60× 10−7 0.03 m 2.51× 10−7 0.03 m 4.72× 10−7
Table 2: Costs needed to generate simulation results using various hemodynamic solvers and resolution levels. Cost refers to
the cost of one simulation while the effective cost is scaled relative to the cost of the corresponding 3D fine mesh simulation.
4.5. Stochastic and Deterministic Inputs
Both stochastic and deterministic parameters were used for all hemodynamic models in this study. When
considering healthy and diseased models of the same anatomy, identical parameters were used to isolate the
effect of adapting the model geometry. All models included eight independent uncertain inputs with values
drawn from a uniform distribution with limits equal to ±30% of the literature values for each parameter
(Table 3).
All parameters were assigned reference (mean) values chosen to match targets from clinical literature.
RCR boundary conditions were applied to all outlets of both models to represent the downstream vasculature.
The total resistance and capacitance in the model were tuned using a three-element Windkessel model to
produce a physiologic pressure waveform, then distributed proportional to the vessel outlet areas [75]. The
mean values for the proximal and distal resistance split was consistent with those used in [76]. As in that
study, a different ratio was used for the renal arteries to account for their unique flow features. Further
details on boundary condition assignment can be found in [76]. Mean values chosen for the Young’s moduli
were corroborated by other studies [6, 77, 78]. A physiologic inlet waveform was applied to the aortic inlet
of both models. As the aorto-femoral model inlet is in the abdominal aorta and the coronary model inlet
is in the thoracic aorta, these waveforms differed slightly, but both were consistent with typical clinical
assessments for their respective anatomy. All analysis presented in this paper was also carried out with
steady inlet waveforms in a preliminary study [70].
Though all stochastic parameters used in this study were uniformly distributed and independent, an
advantage of the MLMF method is the flexibility it affords. Generally, sampling based methods such as this
allows for heterogeneous sources of uncertainty. Parameters can be a combination of independent parameters
with distributions assumed from literature data and parameters assimilated or sampled from clinical data,
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Aorto-Femoral Ranges Coronary Ranges
Uncertain Parameter Min Max Min Max
BC: Total R 1.0079× 103 1.8718× 103 1.0500× 103 1.9500× 103
BC: Total C 7.0000× 10−4 1.3000× 10−3 7.0000× 10−4 1.3000× 10−3
BC: Ratio of Rp/Rtotal 3.9200× 10−2 7.2800× 10−2 6.3000× 10−2 1.1700× 10−1
BC: Ratio of Rp/Rtotal (renal arteries) 1.9600× 10−1 3.6400× 10−1 — —
Young’s Modulus 4.9700× 105 9.2300× 105 4.9700× 105 9.2300× 105
Young’s Modulus (coronary arteries) — — 8.0500× 105 1.4950× 106
Inlet waveform total flow 5.8333× 101 1.0833× 102 6.3490× 101 1.1791× 102
Blood Density 7.4200× 10−1 1.3780 7.4200× 10−1 1.3780
Blood Viscosity 2.8000× 10−2 5.2000× 10−2 2.8000× 10−2 5.2000× 10−2
Table 3: Uncertain parameters and ranges for uniform distributions of these parameters for aorto-femoral and coronary models.
Resistances have units of dyn s/cm5. Capacitances have units of cm5/dyn. Young’s moduli have units of Pa. Flow has units
of cm s−1. Density has units of g/cm3. Viscosity has units of Pa× s.
for example using a Markov Chain Monte Carlo approach as in [34]. Allowing for a spectrum of methods
for defining uncertainties is an asset of the MLMF method.
4.6. Quantities of Interest
Both local and global quantities of interest were included in this study. These were divided into four
main categories: flow and pressure values at model outlets, and time-averaged blood pressure (TAP) and
time-averaged wall shear stress (TAWSS) values computed in individual branches, strips of interest, and the
entire model. The strips of interest are the highlighted regions seen in Figures 11 and 12. A total of 132 and
148 QoIs were computed for the aorta and coronary models, respectively. The same quantities of interest
measured at the same regions of interest were used for the healthy and diseased geometries to facilitate
comparisons.
While all QoIs used in this study are single values computed by averaging the results over one cardiac
cycle, the MLMF method easily handles QoI estimators at multiple time points, for example to generate
flow and pressure waveforms with confidence intervals over a cardiac cycle. Estimators for a single time step
were used here to demonstrate the performance of the MLMF method.
As outlined in section 3, high correlations between the model fidelities at each resolution level are
necessary for the success of our MLMF methods. We find high (> 0.6) averaged values for Pearson’s
correlation coefficient across all global and local QoI categories ( Table 4). As expected, the global QoIs are
more highly correlated than the local QoIs. Within the local QoIs, a larger correlations is observed at the
coarser resolution levels than at the fine resolution level, due to the fact that the most spatially resolved
models are less well approximated by the low-fidelity models. We look at the correlation between both low-
and high-fidelity models as well as within the mesh resolution levels of the HF model.
5. Results
5.1. Comparing MC, MLMC, and MLMF Estimators
To justify the additional overhead of introducing lower-fidelity models for the MLMF estimators, we com-
pare the performance of the MLMF estimators to Monte Carlo (MC) and multilevel Monte Carlo (MLMC)
estimators, which rely only on three-dimensional models. We see that across a variety of metrics, the MLMF
estimators outperform the MC and MLMC estimators, demonstrating the power of the method when subject
to constrained computational budgets. MLMF schemes using only one-dimensional low fidelity models and
including both one- and zero-dimensional models were evaluated for all four healthy and diseased model
geometries, as discussed in subsection 3.4. We will refer to the setup including zero-dimensional models
as the 3D-1D-0D scheme and the setup excluding zero-dimensional models as the 3D-1D scheme. For the
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Outlet Flow Outlet Pressure Model Pressure Model TAWSS
Model and Mesh 3D-1D 3D-0D 3D-1D 3D-0D 3D-1D 3D-0D 3D-1D 3D-0D
A
F
H
Coarse 0.997 0.995 0.995 0.995 0.995 0.992 0.825 0.647
Medium 0.997 0.996 0.995 0.989 0.995 0.990 0.843 0.782
Fine 0.997 — 0.994 — 0.995 — 0.792 —
A
F
D
Coarse 0.998 0.995 0.996 0.996 0.996 0.992 0.834 0.612
Medium 0.993 0.992 0.995 0.989 0.994 0.990 0.880 0.812
Fine 0.998 — 0.994 — 0.995 — 0.818 —
C
H
Coarse 0.999 0.999 0.998 0.999 0.998 0.999 0.854 0.775
Medium 0.999 0.999 0.998 0.995 0.998 0.995 0.851 0.850
Fine 0.999 — 0.998 — 0.998 — 0.811 —
C
D
Coarse 0.999 0.999 0.997 0.999 0.997 0.999 0.847 0.744
Medium 0.999 0.999 0.997 0.993 0.997 0.994 0.853 0.798
Fine 0.999 — 0.996 — 0.996 — 0.799 —
(a) HF-LF Model Correlations
Outlet Flow Outlet Pressure Model Pressure Model TAWSS
Model and Mesh 3D-3D 3D-3D 3D-3D 3D-3D
A
F
H Coarse–Medium 0.999 0.999 0.999 0.999
Medium–Fine 0.999 0.999 0.999 0.998
A
F
D Coarse–Medium 0.996 0.999 0.999 0.939
Medium–Fine 0.995 0.998 0.998 0.924
C
H Coarse–Medium 0.999 0.999 0.999 0.999
Medium–Fine 0.999 0.999 0.997 0.998
C
D Coarse–Medium 0.999 0.999 0.999 0.999
Medium–Fine 0.999 0.999 0.998 0.998
(b) HF Mesh Resolution Level Correlations
Table 4: Averaged Pearson correlation coefficients for each QoI category for all models between (a) the 3D and 1D models
(3D-1D) and the 3D and 0D models (3D-0D) of the same resolution level and between (b) the 3D models of different mesh
resolutions levels. THe former correlations are needed for the control variate portion and the latter are needed for the MLMC
portion of our approach. The correlations are very high for the global (flow and pressure) QoIs, and slightly lower for the local
(TAWSS) QoIs. However, even for the local QoIs, the correlations are large enough to produce good performance from the
MLMF UQ methods. No 0D model fine resolution level was used in our study, so no correlation is reported. Abbreviations:
aorto-femoral healthy (AFH), aorto-femoral diseased (AFD), coronary healthy (CH), and coronary diseased (CD).
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3D-1D scheme, there are three spatial mesh resolutions of both the HF and LF (1D) models, leading to
three discrepancy levels Y`. For the 3D-1D-0D scheme, the same three HF mesh resolutions are employed.
Now, the two lower resolutions of the 1D LF model are replaced with 0D models. The lowest level is the 0D
model comprised of only resistor elements, while the middle level is a 0D model incorporating resistance,
capacitance, and inductance elements (see subsection 2.3 for additional details). The highest LF resolution
level remain unchanged from the 3D-1D scheme, and is still the finest 1D resolution.
5.1.1. Estimator costs for fixed accuracy
In our uncertainty quantification workflow, we first complete a pilot run, an a priori prescribed number
of simulations of each model level and fidelity, chosen here to be 25 samples of each fidelity discrepancy level
Y HF` and Y
LF
` for ` = 0, 1, 2, for a total of 250 simulations. Recall that for all ` > 0, Y` is the discrepancy
between a lower-resolution and higher-resolution simulation, amounting to a total of 50 simulations for each
Y`, ` > 0. The purpose of the pilot run is to compute initial values of the estimators, along with their
variance. From these estimator variances, we compute the accuracy of each QoI after the pilot run. After
assessing the initial accuracies, we estimate how many additional simulations are needed to converge the
solution to the desired accuracy level for the QoIs.
Accuracy of a QoI estimator Q is defined as six times the coefficient of variation, or the size of the ±3σ
(i.e. three standard deviations) confidence interval normalized by the expected value,
Acc[Q] =
6
√
V[Q]
E[Q]
=
(µ+ 3σ)− (µ− 3σ)
µ
=
6σ
µ
, (23)
for each QoI. As such, smaller values of accuracy are preferred as they indicate a higher level of confidence,
or tighter confidence intervals, in the estimator Q. For this study, an accuracy value of Acc[Q] = 0.01 was
arbitrarily chosen as the target, though this may be more accurate than needed for different applications.
A more extensive study of the proper accuracy value target for clinical applications will be the subject of
future work.
As explained in subsection 3.4, extrapolation can be performed to estimate the additional number of
simulations of each model and fidelity needed to improve the estimator variance by a factor , with  ∈ (0, 1].
This factor  can be changed to target different variances and, by extension, different accuracies for the
QoIs, as accuracy is a function of variance. The formulae for the optimal number of samples needed for
extrapolation are given by (13), (18), and (20) for the MLMC, MFMC, and MLMF estimators, respectively.
MLMF estimators outperformed MC and MLMC methods when considering extrapolation with different
target variances (i.e. different  factors) for a specific QoI. In this context, outperforming means that
the computational cost to obtain a given variance is lower for the MLMF schemes. The superior MLMF
performance holds for both healthy and diseased models and both global and local QoIs (Figure 7).
When extrapolating to an accuracy of 0.01, the exact breakdown of projected costs for the same QoIs
as in Figure 7 shows that the MLMF methods offer one to two orders of magnitude improvement in
computational cost over the MLMC method and one to three orders of magnitude improvement over the
MC method (Tables 5a and 5b for the aorto-femoral and coronary models, respectively). Lower improvement
factors are seen for local QoIs, as the local QoIs rely heavily on the detailed spatial information from the
HF model evaluations. This means that the extrapolated costs will be more similar across UQ methods for
these QoIs. The extrapolated cost reported includes the initial cost of the pilot run. Costs are reported in
normalized units of the equivalent number 3D fine simulations with the same cost. This is calculated as
N3DEq,Fine =
(
N3DFine ∗ C3DFine +N3DMed ∗ C3DMed +N3DCoa ∗ C3DCoa
+N1DFine ∗ C1DFine +N1DMed ∗ C1DMed +N1DCoa ∗ C1DCoa
)
/C3DFine,
(24)
where CFidelityLevel is the cost of one simulation of that level and fidelity and N
Fidelity
Level includes the total number
of all pilot run simulations and all additional simulations needed for the extrapolation to Acc[Q] = 0.01.
We observe several trends across all UQ methods which we examine in depth in subsequent sections. Local
QoIs are more expensive to converge than global QoIs. QoIs for the diseased model can be more expensive
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Figure 7: Comparing the performance of estimators from MC, MLMC, and MLMF UQ schemes for (top) aorto-femoral and
(bottom) coronary healthy models. The values shown are extrapolated expected costs in comparable units of the equivalent
number of 3D fine simulations to obtain various estimator standard deviation values for representative QoIs from each category.
Standard deviation cost curves are shown for representative outlet flow QoIs in figures (a) and (e), outlet pressure QoIs in figures
(b) and (f), model pressure QoIs in figures (c) and (g), and model TAWSS QoIs in figures (d) and (h) for the aorto-femoral
and coronary models, respectively.
to converge than those same QoIs in the healthy model. While the exact extrapolated values differ between
QoIs of the same category, the specific QoIs presented here for extrapolation are representative of the general
behavior.
5.1.2. MLMF Estimator cost breakdown for fixed accuracy
The MLMF estimators extrapolate to a fixed accuracy for lower cost than the other methods because
they rely on computationally inexpensive LF models. To demonstrate how the cost burden is shifted to the
least expensive models, a level-by-level breakdown of the extrapolated simulations is shown for one global
and one local QoI. From the aorto-femoral model we have chosen the flow and TAWSS QoIs (Table 6a and
Table 7a). From the coronary model we have chosen the pressure and TAWSS QoIs (Table 6b and Table 7b).
We look at both the breakdown in terms of pure number of simulations of each model level (Table 6), where
a single LF and HF model are considered equivalent, and the breakdown in terms of contribution to the
total cost of the extrapolation (Table 7).
As the LF models are much cheaper to evaluate than the HF models (Table 2), this allocation keeps the
cost of the MLMF methods below the MC or MLMC methods, even though more than twice the additional
simulations are needed for the MLMF methods than for the MC or MLMC methods. Both the MLMC and
MLMF methods allocate the majority of their simulations to the least expensive model. For the MLMC
method, the majority of additional simulations are HF coarse. For the MLMF method, the majority are LF
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Healthy Model Diseased Model
QoI and Method Effective Cost Effective Cost
O
u
tl
et
F
lo
w
MC 9 758.0 9 471.0
MLMC 1 293.6 2 593.8
MLMF (3D-1D) 77.9 468.3
MLMF (3D-1D-0D) 66.5 440.2
O
u
tl
et
P
re
ss
u
re
MC 19 340.0 18 374.0
MLMC 2 915.4 4 588.1
MLMF (3D-1D) 82.2 282.2
MLMF (3D-1D-0D) 107.0 282.2
M
o
d
el
P
re
ss
u
re
MC 19 598.0 19 050.0
MLMC 3 016.3 4 430.4
MLMF (3D-1D) 119.4 321.9
MLMF (3D-1D-0D) 210.5 369.2
M
o
d
el
T
A
W
S
S MC 23 94.0 22 581.0
MLMC 5 578.7 4 695.4
MLMF (3D-1D) 1 151.4 1 922.4
MLMF (3D-1D-0D) 581.2 847.0
(a) Aorto-Femoral Model
Healthy Model Diseased Model
QoI and Method Effective Cost Effective Cost
O
u
tl
et
F
lo
w
MC 10 656.0 10 619.0
MLMC 435.1 1 095.5
MLMF (3D-1D) 41.0 49.4
MLMF (3D-1D-0D) 39.5 43.7
O
u
tl
et
P
re
ss
u
re
MC 20 467.0 20 587.0
MLMC 948.1 2 480.6
MLMF (3D-1D) 46.6 65.1
MLMF (3D-1D-0D) 40.4 44.7
M
o
d
el
P
re
ss
u
re
MC 20 213.0 20 330.0
MLMC 934.1 2 445.8
MLMF (3D-1D) 45.1 65.0
MLMF (3D-1D-0D) 40.4 46.4
M
o
d
el
T
A
W
S
S MC 21 748.0 16 391.0
MLMC 2 066.7 2 391.4
MLMF (3D-1D) 901.9 1 303.8
MLMF (3D-1D-0D) 290.6 269.7
(b) Coronary Model
Table 5: Comparison of the performance of different UQ methods. Each of the four UQ methods compared (Monte Carlo,
multilevel, MLMF with 3D, 1D, and 0D models, and MLMF with only 3D and 1D models) requires differing costs to achieve
an accuracy value of 0.01. For four representative flow, pressure, TAP, and TAWSS QoIs, the cost of each method (in units
of the equivalent number of 3D fine simulations) is shown. The same representative QoI is used for both healthy and diseased
models.
coarse. However, in the MLMF cases the LF coarse simulations do not comprise to the majority of the total
cost of the extrapolation.
5.1.3. Global and Local Estimator Accuracy
When relying on estimator values and their variances from only the pilot run, MLMF estimators out-
perform the MC and MLMC methods. In this context, outperforming means that the estimator variance is
lower from the MLMF schemes than from the other methods. In fact, with the size of this pilot, we would
consider the MLMF estimators to be converged after the pilot run. The size of the pilot run can be shaped
such that the variance is larger and a specific variance or accuracy can be targeted with extrapolation fol-
lowing the pilot phase. A computational budget constraint on, for instance, the number of most expensive
model evaluations can also be enforced.
We show the convergence of four quantities of interest to the final estimated mean and variance obtained
from the pilot run (Figure 8a, 8b, 8c, 8e, 8f, and 8g). As we build up the full pilot sample, we can see the
differences in variance between the methods arise. The MC, MLMC, and both MLMF estimators are shown
at increasing subsamples of the full set of pilot run simulations. These estimators are plotted against the
equivalent cost of the samples making up the estimators. The final points in each plot are the estimators
obtained from the pilot study.
As the sample comprising the estimator grows, each method becomes more accurate. We can see that
the MLMF methods obtain very accurate, i.e. small variance, estimators at a much lower cost than the
MLMC or MC estimators.
Only the healthy model results are presented here, as the diseased models exhibit the same trends.
Similarly, specific quantities of interest from each category were used. The conclusions drawn from these
quantities are consistent with other quantities of interest of the same type (outlet flows and pressures, TAP,
or TAWSS values).
5.2. Extrapolated Cost Validation
We introduced the process of extrapolation to estimate the additional number of simulations of each
model and fidelity needed to improve the estimator variance by a factor . The formulae for the optimal
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Outlet Flow Model TAWSS
MC MLMC MLMF MLMF MC MLMC MLMF MLMF
3D-1D 3D-1D-0D 3D-1D 3D-1D-0D
H
ea
lt
h
y
LF Coa. 0 0 96.6% 98.9% 0 0 77.9% 94.7%
LF Med. 0 0 1.7% 0.9% 0 0 10.8% 4.1%
LF Fine 0 0 1.4% 0.2% 0 0 10.1% 1.1%
HF Coa. 0 98.1% 0.2% 0.0% 0 84.4% 1.1% 0.0%
HF Med. 0 1.1% 0.0% 0.0% 0 8.2% 0.0% 0.0%
HF Fine 100% 0.8% 0.0% 0.0% 100% 7.4% 0.1% 0.0%
Total No. Sims. 9 758 10 386 133 843 883 690 23 940 25 469 543 309 3 060 780
D
is
ea
se
d
LF Coa. 0 0 92.2% 97.1% 0 0 78.6% 94.0%
LF Med. 0 0 5.3% 2.4% 0 0 14.1% 5.3%
LF Fine 0 0 2.3% 0.4% 0 0 5.6% 0.7%
HF Coa. 0 89.9% 0.1% 0.0% 0 84.3% 1.4% 0.0%
HF Med. 0 6.7% 0.1% 0.0% 0 10.3% 0.1% 0.0%
HF Fine 100% 3.4% 0.1% 0.0% 100% 5.4% 0.1% 0.0%
Total No. Sims. 9 471 18 626 363 442 2 240 202 22 581 27 537 673 023 3 407 848
(a) Aorto-Femoral Model
Outlet Pressure Model TAWSS
MC MLMC MLMF MLMF MC MLMC MLMF MLMF
3D-1D 3D-1D-0D 3D-1D 3D-1D-0D
H
ea
lt
h
y
LF Coa. 0 0 96.4% 98.4% 0 0 82.4% 98.6
LF Med. 0 0 2.0% 0.9% 0 0 11.6% 0.9
LF Fine 0 0 1.4% 0.7% 0 0 4.6% 0.4
HF Coa. 0 99.6% 0.1% 0.0% 0 91.6% 1.3% 0.0
HF Med. 0 0.3% 0.0% 0.0% 0 6.3% 0.1% 0.0
HF Fine 100% 0.1% 0.0% 0.0% 100% 2.1% 0.0% 0.0
Total No. Sims. 20 467 24 799 197 712 653 682 21 748 27 298 932 759 3 717 084
D
is
ea
se
d
LF Coa. 0 0 96.7% 98.5% 0 0 91.2% 99.0
LF Med. 0 0 1.3% 0.6% 0 0 3.5% 0.4
LF Fine 0 0 1.9% 0.9% 0 0 4.0% 0.6
HF Coa. 0 99.6% 0.1% 0.0% 0 94.0% 1.2% 1.2
HF Med. 0 0.3% 0.0% 0.0% 0 2.8% 0.0% 0.0
HF Fine 100% 0.1% 0.0% 0.0% 100% 3.2% 0.0% 0.0
Total No. Sims. 20 587 24 188 214 491 563 280 16 391 16 615 699 517 2 894 913
(b) Coronary Model
Table 6: Comparison of the extrapolated number of simulations to obtain Acc[Q] = 0.01 for different UQ methods. The
distribution of number of simulations by model level and fidelity is shown as a percentage of the total number of simulations
needed for extrapolation. The total number of simulations is shown on the final row for the healthy and diseased models. The
same representative QoI is used for both healthy and diseased models. Values marked as 0.0% contribute negligibly to the
overall percentage of simulations.
number of samples needed for extrapolation are given by (13), (18), and (20) for the MLMC, MFMC, and
MLMF estimators, respectively. These formulae have been used successfully for applications such as engine
nozzles, scramjets, and wind turbines [47, 69]. To validate these for cardiovascular modeling, we needed
to ensure that the cost of converging to various target estimator variances is reflective of the projected
extrapolated costs.
We utilized the following validation procedure. We first performed a pilot run, with 15 of the lowest
discrepancy level Y` = Y1, 10 of the middle discrepancy level Y2, and 5 of the highest discrepancy level Y3.
This is a smaller pilot than used elsewhere, producing larger estimator variances. With the QoI estimators
and their variances computed from this data, we chose target estimator variances equal to an improvement
of  = [0.5, 0.25, 0.125], or,
Vtarget[QˆMLMF ] =  ∗ Vpilot[QˆML], (25)
20
Outlet Flow Model TAWSS
MC MLMC MLMF MLMF MC MLMC MLMF MLMF
3D-1D 3D-1D-0D 3D-1D 3D-1D-0D
H
ea
lt
h
y
LF Coa. 0 0 6.0% 0.8% 0 0 1.3% 0.3%
LF Med. 0 0 0.3% 0.1% 0 0 0.5% 0.2%
LF Fine 0 0 0.7% 0.6% 0 0 1.3% 1.4%
HF Coa. 0 88.7% 40.5% 36.9% 0 43.4% 59.8% 5.9%
HF Med. 0 3.2% 12.0% 14.1% 0 14.0% 7.0% 8.4%
HF Fine 100% 8.1% 40.5% 47.4% 100% 42.6% 30.0% 83.8%
Total Cost (Hours) 8 497 300 1 126 500 67 833 57 927 20 847 000 4 857 900 1 002 700 506 120
D
is
ea
se
d
LF Coa. 0 0 2.7% 0.4% 0 0 1.0% 0.3%
LF Med. 0 0 0.4% 0.2% 0 0 0.5% 0.3%
LF Fine 0 0 0.6% 0.6% 0 0 0.7% 0.9%
HF Coa. 0 54.4% 7.9% 10.3% 0 41.7% 42.7% 7.7%
HF Med. 0 15.5% 27.9% 27.6% 0 19.3% 10.4% 16.3%
HF Fine 100% 30.1% 60.4% 60.9% 100% 39.0% 44.7% 74.5%
Total Cost (Hours) 6 319 300 1 730 600 312 490 293 710 15 067 00 3 132 900 1 282 700 565 160
(a) Aorto-Femoral Model
Outlet Pressure Model TAWSS
MC MLMC MLMF MLMF MC MLMC MLMF MLMF
3D-1D 3D-1D-0D 3D-1D 3D-1D-0D
H
ea
lt
h
y
LF Coa. 0 0 3.4% 0.4% 0 0 0.7% 0.3
LF Med. 0 0 0.2% 1.1% 0 0 0.3% 0.9
LF Fine 0 0 0.3% 1.2% 0 0 0.2% 0.6
HF Coa. 0 94.7% 15.9% 4.9% 0 44.0% 47.1% 4.1
HF Med. 0 2.1% 14.3% 16.4% 0 22.1% 15.4% 27.6
HF Fine 100% 3.2% 65.9% 76.0% 100% 33.9% 36.3% 66.4
Total Cost (Hours) 44 303 000 052 200 100 830 87 551 47 076 000 4 473 700 1 952 300 628 990
D
is
ea
se
d
LF Coa. 0 0 5.0% 0.6% 0 0 0.8% 0.5
LF Med. 0 0 0.2% 0.3% 0 0 0.1% 0.2
LF Fine 0 0 0.6% 1.2% 0 0 0.2% 0.7
HF Coa. 0 97.8% 33.6% 9.5% 0 65.7% 64.2% 16.8
HF Med. 0 0.9% 13.1% 19.0% 0 6.5% 5.0% 14.2
HF Fine 100% 1.3% 47.6% 69.4% 100% 27.7% 29.8% 67.6
Total Cost (Hours) 24 673 000 2 972 900 78 018 53 530 19 644 000 2 866 000 1 562 600 323 170
(b) Coronary Model
Table 7: Comparison of the cost of the extrapolated simulations to obtain Acc[Q] = 0.01 for different UQ methods. The cost
distribution by model level and fidelity is shown as a percentage of the total cost of all simulations needed for extrapolation.
The total cost of simulations, in hours, is shown on the final row for the healthy and diseased models. The same representative
QoI is used for both healthy and diseased models.
where QˆML is the MLMC estimator defined in (11) and QˆMLMF is the MLMF estimator defined in (19). This
equation is consistent with the convergence criterion within Dakota. After selecting the target variances, we
then extrapolated to determine the optimal number of additional samples of each model level and fidelity.
After then running the simulations to convergence in Dakota, the final costs were approximately those
predicted by our extrapolation for the MLMF method (Figure 9).
5.3. Comparing MLMF Estimators with and without 0D Models
We now examine the differences between estimators from the 3D-1D and 3D-1D-0D schemes for the
healthy aorto-femoral and coronary models (Figure 10). These results are presented for the healthy models
only for the sake of clarity, and similar trends hold for the diseased cases.
5.3.1. Accuracy of Estimators
We assessed the initial accuracies of our estimators from the pilot run samples and estimated how many
additional simulations are needed to converge the solution to a desired estimator variance or accuracy level
for the QoIs. The Dakota workflow continues to automatically manage the UQ study until convergence is
achieved.
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Figure 8: Comparing the performance of UQ estimators from four methods for global and local QoIs. The four methods are
Monte Carlo using 3D models, Multilevel using 3D models, MLMF using 3D, 1D, and 0D models, and MLMF using 3D and
1D models. Estimators with their confidence intervals are shown converging to the values in the pilot run for representative
outlet flow QoIs in figures (a) and (e), outlet pressure QoIs in figures (b) and (f), model pressures QoIs in figures (c) and (g),
and model TAWSS QoIs in figures (d) and (h) for the aorto-femoral and coronary models, respectively.
Calculating the initial accuracy from the pilot run, we found that while the global quantities of interest
have similar accuracies for the two schemes, much better accuracy is achieved for local quantities of inter-
est with the 3D-1D-0D scheme than with the 3D-1D scheme for both aorto-femoral and coronary models
(Figures 10a and 10d, respectively). We demonstrate this by computing the average accuracy across several
global and local QoI categories for both MLMF schemes with the variability within each group. Local
quantities of interest are more difficult to resolve than global quantities, and we find the largest variability
occurs within the TAWSS categories. Between the aorto-femoral and coronary model geometries, we see
similar accuracy values in addition to similar trends between categories.
5.3.2. Extrapolated Cost for Estimator Accuracy
Extrapolating from the pilot run accuracies to obtain Acc[Q] = 0.01 for all QoIs, we see that the
extrapolated cost is lower for the 3D-1D-0D scheme than for the 3D-1D scheme across most QoI categories
for both the aorto-femoral and coronary models (Figures 10b and 10e, respectively). For the other categories,
the costs are equivalent with the margin of variability in each category. As before, we see the most significant
difference between the two MLMF methods for the local QoIs. This trend towards lower cost of the 3D-1D-0D
scheme seen in Figures 10b and 10e follows directly from the fact that this scheme has better accuracy after
the pilot run (Figures 10a and 10d). The extrapolation calculation for the estimated number of additional
samples required relies on the accuracies obtained from the pilot run. Therefore, since the 3D-1D-0D scheme
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Figure 9: Validating the extrapolation of estimators for the MLMF UQ schemes for (a) aorto-femoral and (b) coronary healthy
models. The values shown in green are the projected and actual extrapolated costs (in units of the equivalent number of 3D
fine simulations of each model) to obtain various estimator standard deviations for representative QoIs. The extrapolated costs
for the MC and MLMC estimators are also shown for comparison. Representative outlet and model pressure QoIs are shown
for the aorto-femoral and coronary model, respectively.
had lower (better) accuracy values to begin with, it follows that the 3D-1D-0D scheme also requires a smaller
additional cost to decrease that accuracy to below 0.01. The extrapolation is also reliant on correlations
and the cost ratio between high and low fidelity models. Both the one- and zero-dimensional models have
similarly high correlations with the three-dimensional model as well as favorable cost ratios, though in the
3D-1D-0D scheme had better cost ratios for the coarse and medium low fidelity models.
Looking at the global and local QoI categories, we see that it is more expensive, on the order of 10-100
times higher, to obtain the target accuracy for the local QoIs than the global QoIs. This is also due to
the fact that the local quantities were less accurate after the pilot run. We see the largest intra-category
variation in the cost for TAWSS quantities. As local quantities likely rely more heavily on high fidelity
simulations to resolve their estimators, this cost variation is expected, as the high fidelity simulations have
larger cost variance amongst the levels than the low fidelity simulations.
5.3.3. Extrapolated  with Fixed Budget
The results presented in this section thus far may seem to suggest that the 3D-1D-0D scheme is almost
always preferable to the 3D-1D scheme. However, it is likely that many UQ studies will be constrained by
some computational budget. Extrapolation to a specific accuracy may prove computationally prohibitive for
some model applications. Instead, with a fixed budget, it possible to compute the projected  improvement
factor of estimator variance subject to a computational budget constraint. This constraint could be on the
total cost without the pilot run. Here, we report the projected  values for a high fidelity computational
budget equivalent to the cost of 50 3D fine mesh simulations, which we considered to be a realistic UQ
scenario. This means that the combined cost of all simulations of all high fidelity modeling levels must have
an equivalent to 50. For a constrained budget, we do not always see one method outperforming the other
for the aorto-femoral model (Figure 10c). For the coronary model however, the 3D-1D-0D scheme again
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Figure 10: Comparing the performance of MLMF estimators from 3D and 1D models to the MLMF estimators from 3D, 1D,
and 0D models for the (top) aorto-femoral and (bottom) coronary healthy models. Averaged accuracies for various groups of
QoIs calculated after a fixed pilot run of 250 simulations are shown in plots (a) and (d). Averaged projected extrapolated cost
(in units of the equivalent number of 3D fine simulations of each model) to obtain accuracy ≤ 0.01 are shown in plots (b) and
(e). Averaged projected  values of variance improvement with the computational budget for all HF simulations equivalent
to the cost of 50 3D fine simulations are shown for various QoI categories in plots (c) and (f). Representative results for the
healthy anatomies are shown here.
outperforms the 3D-1D scheme, with smaller  values (i.e. higher variance reduction) achieved across all
QoI categories (Figure 10f). Similar to accuracy, smaller  values are preferred as this amounts to a larger
variance reduction. In the coronary model, all  values are much smaller than for the aorto-femoral model.
5.4. Comparing Healthy and Diseased Estimators
We now examine the difference in estimator performance for healthy and diseased models. We consider
local QoIs, such as the mean TAWSS value in specific regions on the model, and global QoIs (time-averaged
flows and pressures at outlets, mean time-averaged pressure in various regions of the model) separately. The
same QoIs were compared for the healthy and diseased models. Here we use the estimator values and vari-
ances from the 3D-1D-0D MLMF scheme, as these are more accurate after the pilot run (see subsection 5.3).
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The conclusions drawn from these specific quantities are reflective of the behavior of other QoIs from the
same category.
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Figure 11: Comparison of estimators for healthy and diseased model QoIs. Model is shown with strips of interest colored by
TAWSS, with the diseased model including the AAA superimposed over the healthy model. Plot (a) shows the percentage of
the model surface area with WSS below a threshold value of 5g/cm · s2. Plots (b)-(d) show the mean TAWSS and mean time-
averaged pressure in (b) the strip in the descending thoracic aorta, (c) the strip superior to (above) the AAA in the abdominal
aorta, and (d) the strip inferior to (below) the AAA in the abdominal aorta. Plots (e) and (f) show the time-averaged flow
and pressure QoIs at the (e) right internal iliac and (f) left internal iliac outlets.
In the aorto-femoral model, which has a larger diseased region, we find different mean values, with non-
overlapping 99.7% confidence regions, for the local QoIs near the diseased region in the healthy and diseased
models (Figure 11c and 11d). We also observe a large difference in the percentage of vessel wall surface area
with low WSS, below a 5g/cm · s2 threshold (Figure 11a). Though it is a function of WSS, this QoI is more
of a global quantity as it incorporates the WSS at all vessels of the model. However, in the coronary model,
which has a more localized diseased region, the differences in QoI values are only noticeable near the diseased
region (Figure 12), and most distinct for the local QoIs. As global quantities should not be significantly
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Figure 12: Comparison of estimators for healthy and diseased model QoIs. Model is shown with strips of interest colored by
TAWSS, with the healthy model superimposed over the diseased (stenosed) model. The stenosed region is shown enlarged in
the inset image. Plots (a), (b), (d), and (f) show the mean TAWSS and mean time-averaged pressure in (a) the strip superior
to (above) the left and right coronary artery branches, (b) the strip preceding the stenosis of the left anterior descending (LAD)
coronary artery (d) the strip within the peak stenosed region, and (f) the strip following the stenosis. Plots (c) and (e) show
the time-averaged flow and pressure QoIs at the (c) right coronary artery (RCA) and (e) stenosed LAD outlets.
affected by a locally diseased region, this follows our expectations. Within the model geometries, we do see
results consistent with clinical expectations for each diseased case. For example, in the diseased AAA model
we see lower wall shear stresses due to the aneurysm and in stenosed coronary model, near the stenosis, we
see increased wall shear stress, both consistent with clinical expectations.
Using the data from the pilot run, each QoI value is shown along with its estimated 99.7% confidence
interval (i.e. µ ± 3σ, where σ is the standard deviation of the estimator value). Recall that as accuracy
is defined as six times the coefficient of variation of the estimator, smaller confidence intervals amount to
lower (better) accuracy values. In general, the accuracies of the diseased model QoIs are slightly larger
(less accurate) than the healthy models. As diseased models require better local resolution, and therefore
more three-dimensional simulations, to resolve quantities in the diseased regions, we expect worse (higher)
accuracy values to arise from the pilot run for the diseased model than for the same QoIs and pilot run size
of a healthy model.
The specific QoIs shown were chosen to be representative of each of our four main QoI categories: outlet
flows, outlet pressures, TAP, and TAWSS. The diseased AAA model is shown overlaid on the healthy aorto-
femoral model (Figure 11), while the healthy coronary model is overlaid on the diseased (stenosed) coronary
model, with the stenosed region enlarged in the inset (Figure 12). The highlighted strips of interest are
colored by the local TAWSS of the diseased models. The QoI examining the regions of model surface
area with low WSS (Figure 11a, are generally of interest in cardiovascular hemodynamics as they can be
predictive of thrombosis [79].
We can also compare the healthy and diseased geometries in the same way we compared the MLMF
estimators with and without zero-dimensional models( subsection 5.3). We again averaged the accuracies
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from each QoI category for the healthy and diseased models, computed the extrapolated cost of converging to
an accuracy of 0.01, and predicted the  variance improvement subject to a computational budget constraint
(Figure 13). For both the aorto-femoral and coronary models, we see that the diseased QoIs have similar
accuracy to the healthy QoIs across all categories. In the aorto-femoral model, which we discussed as a
diseased case with slightly more global effects, we do see that most categories have slightly worse accuracy
with the diseased model. When comparing the expected cost of extrapolation to an accuracy of 0.01, we see
that the diseased model QoIs are more expensive to converge than the healthy model QoIs for the aorto-
femoral model. For the coronary model, many of the QoI accuracies were already below 0.01 after the pilot
run, which is why the extrapolated cost is identical here; it is merely the cost of the pilot run. Finally, the
variance improvement factor  for a fixed computational budget is better (lower) for the healthy model than
for the diseased models across all QoI categories of the aorto-femoral model. Again, the coronary model
shows similar results between the two cases for the global QoIs, but with a lower  factor for the healthy
model when considering local QoIs. For the local QoIs, this is likely explained by the complex flow features
seen in the diseased models which rely more heavily on HF simulations to resolve.
5.5. Comparing Local and Global Estimators
In subsection 5.4, we hinted at the difference between estimators for local and global QoIs. We examine
these differences more fully here, using the healthy aorto-femoral and coronary models. In general, we see
much better (lower) accuracy for global QoIs than for local QoI estimators (Figure 14).
We first observe a general accuracy trend between local and global QoIs by examining average accuracy
for each QoI category (Figures 14a and 14d for the aorto-femoral and coronary models, respectively). As
before, these values are obtained by computing the sample average and variance estimator accuracies from
the pilot run for all QoIs of a certain type. The local QoIs are more than four times less accurate than the
global QoIs calculated the same pilot run of simulations. This relates to the ability of lower fidelity models
to capture the change in global QoIs resulting from changes in the uncertain model parameters. Lower
correlations and less accurate estimators are expected for local QoI such as local flow indicators (as found
in our coronary benchmark) or for pathological anatomies. We also see that flows are, in general, the most
accurate, followed by pressures.
Since constraining our estimators to be calculated from the fixed pilot run is similar to a budget con-
straint, we also expect to see better global than local QoI accuracies when calculating estimators with a fixed
computational budget. This supports our findings from previous sections. We expect less computational
expense to achieve a target accuracy level for global QoIs than for local QoIs (Figures 13b and 13e).
Examining specific QoIs reveals the range of accuracy values within each QoI category. Identifying the
QoIs with the best (lowest) and worst (highest) accuracy in each category, we affirm the finding that global
QoIs have better best-case and worst-case accuracies than the local QoIs (Figures 14b, 14e, 14c, and 14f).
Better accuracy translates to smaller confidence intervals, as accuracy is a function of the estimator variance.
More interestingly, we examine the spread in accuracy values. The WSS values are not only least accurate,
but also differ the most between the best and worst case accuracies (Figures 14c and 14f). The flows are
most accurate, as seen in the aggregated trends, and there is also little difference between the best and worst
case accuracy (Figures 14b and 14e).
We use the estimator values and variances from the 3D-1D MLMF scheme here as we want to observe
differences not in converged values of the estimators as in subsection 5.4, but in the accuracies obtained for
local and global QoIs. Since the accuracies were higher (worse) after the pilot run of the MLMF 3D-1D
scheme, we consider that here. While these results are presented for the healthy models only, similar trends
hold for the diseased cases.
6. Discussion
This study demonstrated the power of utilizing multifidelity modeling for uncertainty quantification in
cardiovascular hemodynamics. By incorporating less accurate inexpensive low fidelity models into the un-
certainty quantification workflow, significantly improved estimator confidence can be obtained for the same
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Figure 13: Comparing the performance of 3D-1D-0D MLMF estimators from healthy and diseased geometries for the (top)
aorto-femoral and (bottom) coronary models. Averaged accuracies for various groups of QoIs calculated after a fixed pilot run
of 250 simulations are shown in plots (a) and (d). Averaged projected extrapolated cost (in units of the equivalent number of
3D fine simulations of each model) to obtain accuracy ≤ 0.01 are shown in plots (b) and (e). Averaged projected  values of
variance improvement for a computational budget of HF simulations equivalent to 50 3D fine simulations are shown for various
QoI categories in plots (c) and (f). The estimators from each category with the best accuracy after the pilot run are shown
here.
cost as traditional UQ methods relying only on high fidelity models. We further demonstrated that for
this application, the MLMF estimators performed best, achieving the best accuracy at the lowest compu-
tational cost. Healthy and diseased models of both aorto-femoral and coronary anatomies all demonstrated
the computational advantages of the MLMF methods, which supports continued use of these methods in
our cardiovascular pipeline. MLMF estimators were shown to be effective for distinct model geometries,
suggesting that the method would also be effective for models from other anatomic regions (e.g. pulmonary
or cerebral). As the MLMF estimators have proven effective for large problem dimensionality, future work
may include many additional uncertain parameters to handle models with more complex anatomy, closed
loop LPN boundary conditions, and other FSI models.
By quantifying the effect of uncertain parameters from both boundary conditions and model material
and fluid properties on global and local QoIs, the proposed framework demonstrated robustness for different
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Figure 14: Comparison of estimators for global and local model QoIs for the (top) aorto-femoral and (bottom) coronary models.
All values are shown for the healthy models and come from the 3D-1D MLMF scheme. Plots (a) and (d) show the averaged
accuracies in both local and global QoI categories. Plots (b) and (e) show the QoI estimators with the best and worst accuracy
in six global QoI categories. Plots (c) and (f) show the QoI estimators with the best and worst accuracy in three local QoI
categories.
applications of interest. As this study was conducted for the purpose of demonstrating the power of MLMF
method with an eye toward future cardiovascular modeling applications and clinical questions, there are
limitations of this study which can be addressed in future work. Uncertain parameters were assumed to
be distributed uniformly according to literature targets. In future work, these uncertain mean values could
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be tuned to patient-specific target values. In this case, a more sophisticated uncertain distribution, such
as a Gaussian, may more accurately reflect the initial confidence in our parameter values. It would also
be possible in the future to assimilate uncertain distributions directly from patient data if given repeated
readings of patient-specific targets such as heart rate and blood pressure.
Additional uncertain parameters could also be explored in future studies. The models used in this
study were constructed using the SimVascular workflow. This workflow requires semi-automated lumen
segmentation of vessels, which is an operator-dependent method. This leads to inherent uncertainties in the
model geometry which were not addressed in the current study. Future work should explore the affect of
these modeling uncertainties. One possible approach could rely on machine learning techniques for model
building to assimilate uncertain distributions for the vessel lumens.
In this study, many quantities of interest were tested, but a more targeted approach could be developed
with a specific clinical question in mind. For instance, QoIs could be concentrated in aneurysms or other
diseased regions, rather than distributed throughout the model as chosen for the purpose of exploration
in this study. Additionally, quantities of interest were chosen to be single values obtained from averaging
over an entire cardiac cycle. In clinical applications, we are often interested in time-dependent QoIs. The
current methods can be easily extended to provide estimators at multiple time points. This would give
the full waveform and provide enhanced clinical information. Similarly, TAP and TAWSS values could be
computed along vessel centerlines, with uncertainties computed at each point along this centerline, instead
of one estimator per model branch or strip of interest.
Additionally, in this study we assumed a consistent parameterization among models. However, in general
this may not be accurate. To handle that scenario of inconsistent parameterization, we will explore the
possibility of adopting an active supspace mapping as described in [80].
Finally, there is active development on automated generation of the lower fidelity models, including
zero-dimensional models constructed directly from three-dimensional lofted models as the one-dimensional
models are. An automated process to generate low fidelity models would allow the proposed uncertainty
quantification framework to be implemented more easily across a range of patient data, anatomies, and
diseases.
7. Conclusion
As clinicians continue to incorporate computational simulations into patient treatment, it is imperative
that robust methods of uncertainty quantification are readily available. To assist in widespread adoption,
these UQ methods need to be adaptable to practical computational budgets and be relatively easy to use.
By using MLMF estimators, we have demonstrated enormous cost savings compared to traditional UQ
approaches such as Monte Carlo, which rely only on the highest fidelity three-dimensional models. By in-
corporating the existing Dakota framework, our workflow is streamlined and partially automated, avoiding
the need for continual monitoring by the user. As such, estimators with high levels of confidence can be
obtained with a reasonable computational budget in a semi-automated workflow. This study demonstrated
the effectiveness of the method on multiple patient-specific model geometries for both healthy and diseased
anatomies. By substituting LF one-dimensional models with zero-dimensional LPNs which only loosely
approximate the HF model geometry, we can obtain even higher estimator confidence improvements for the
same computational cost. If we are interested in global quantities of interest, we require fewer simulations
than if we are interested in local quantities of interest. This is due to the degraded spatial resolution of
the LF models, resulting in less accurate local QoIs. This study examined the effect of uncertain boundary
conditions and model parameters on a wide range of quantities of interest, demonstrating the robustness of
MLMF estimators. Uncertainty quantification is essential for providing clinicians with not only simulated
predictions, but the confidence of those predictions. In this study we investigated the possibility of employ-
ing multifidelity approaches in the future to improve the confidence of targeted clinical QoIs while using
uncertainties assimilated from patient data. Several additional multifidelity approaches more general than
MLMF estimators are now available that will be the subject of future studies. These include approximate
control variate approaches [68, 81] and latent variables [82].
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