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Abstract
A matrix representation of integration for arbitrary grids is introduced. Suitable results are then obtained to be used along with
differentiation matrix preconditioner to implement Pseudospectral method on integro-differential equations using arbitrary grids.
Numerical examples are given to clarify the efﬁciency of the new method.
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1. Introduction
Spectral methods are some of those very much successful methods for numerical solution of ordinary and partial
differential equations and also integral equations. In recent years, one can particularly notice the efﬁcient applications
of the collocation form of the spectral method known as pseudospectral (PS) in different branches of sciences and
engineering (see [6] and references therein). In different physical problems one needs to consider multiple regions and
grid distributions to obtain appropriate numerical solutions for accurate resolution of different features of the solution
over different regions. So the idea of formulating PS method for integro-differential equations (IDEs) like differential
[4,7], can be important for further consideration.
Here we follow the formulation through the Gauss–Lobatto grids and then in a theorem it is shown that a simple
similarity transformation relates these nodal points to any set of distinct arbitrary grid points. This result makes it
possible to apply our preconditioner to IDEs very easily, using just equidistant grids, and obtain reasonable results.
This preconditioned PS method for any set of grid points acts independently on the differential part of equation and
is affected a little by the integral terms of the equation. Therefore, one can expect to get roughly the same results for
any set of distinct grids (including the end points). Taking this advantage the introduced preconditioned PS method
can also be formulated for random grids and stochastic equations. It should be mentioned that in the deﬁnition of
our preconditioner, given in Section 4, a classic Vandermonde matrix appears in theory, but we have introduced two
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Lemmas by which that matrix plays an intermediary role in application so that one does not use that matrix or its inverse
directly. This has been emphasized as one of the advantages of this preconditioner.
With the PS methods, the difﬁculties related to matrix derivatives and necessities of introducing some suitable
preconditioners have been the topic of numerical analysts during the last two or three decades (see [2,3,5–9] and
references therein). To be able to use these methods efﬁciently for IDEs one needs to have similar discussions on
matrices representing the integral part and also the collective matrix of the IDEs.
In this article, the PS matrix of integration is introduced. This is then used to deal with the integral terms of a given
IDE. To take control of the condition number of the resulting ﬁnal PS matrix, a suitable preconditioner (depending on,
m, the order of IDE) is introduced. It is separately applied to each part of IDE to obtain the collective matrix M as the
ﬁnal assembled matrix, representing the preconditioned PS formulation of IDE on arbitrary grids.
To be self-contained, Section 2, in the lines of [7], is devoted to preliminary considerations. In Section 3 the integral
PS matrix is introduced. In Section 4, a suitable preconditioner is obtained. In Section 5, the preconditioned PS matrix,
representing the IDE, is assembled. In Section 6, some numerical experiments are given to demonstrate the efﬁciency
of this approach.
It should be mentioned that although we will consider polynomial and separable kernels in our analysis, this does
not seriously limit the application of the method for more general sufﬁciently differentiable kernels, because such
kernels can be replaced by appropriate bivariate approximations which are easily accessible by a simple command
in Mathematica or similar software, e.g., see Example 7 which has a rational kernel. Clearly, for kernels that are not
differentiable or haveweak singularities thismethod is not directly applicable and needs some treatment of singularities.
This concept is not investigated here.
2. Preliminary deﬁnitions
The ultraspherical polynomials p()n (x), n ∈ N, appear as eigensolutions to the singular Sturm–Liouville problem
in the ﬁnite domain [−1, 1] with the ﬁrst two being
p
()
0 (x) = 1, p()1 (x) = (2 + 1)x
while the remaining polynomials are given through the recursion formula [9,11,1]
xp
()
k (x) =
k + 2
2k + 2 + 1p
()
k−1(x) +
k + 1
2k + 2 + 1p
()
k+1(x).
Also these polynomials can be expanded in power series as
p
()
k (x) =
k∑
i=0
a
(,k)
i x
i = a x, k = 0, 1, 2, . . . ,
where
a = [a(,k)0 , a(,k)1 , . . . , a(,k)k , 0, . . .],
x = [1, x, x2, . . . , xk, . . . ]t .
For (n + 1) polynomials p()k (x), k = 0, 1, 2, . . . , n and (n + 1) nodal values {xi}ni=0, in a similar fashion we obtain
P = Ax, P′ = ABx, IP =
∫ x
P dx = AL˜x′, (1)
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where
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
a
(,0)
0 0 0 . . . 0
a
(,1)
0 a
(,1)
1 0 . . . 0
a
(,2)
0 a
(,2)
1 a
(,2)
2 0
...
...
...
. . .
a
(,n)
0 a
(,n)
1 a
(,n)
2 . . . a
(,n)
n
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
x′ = [x, x2, . . . , xn+1, . . . ]t, P = [p()i (x)]ni=0, P′ =
d
dx
P (2)
and B, L˜ are (n+ 1)× (n+ 1) matrices with only nonzero elements Bi,i−1 = i, l˜i−1,i = 1/(i + 1), i = 1, 2, . . . , n (see
[7]). The superscript t denotes the transpose of a vector or matrix and the matrices X, P and P ′ are deﬁned as follows:
X =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1 . . . 1
x0 x1 x2 . . . xn
x20 x
2
1 x
2
2 . . . x
2
n
...
...
...
. . .
...
xn0 x
n
1 x
n
2 . . . x
n
n
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
, P = [p()i (xj )]ni,j=0, P ′ = [p′i ()(xj )]ni,j=0. (3)
3. PS integration matrix
In this section, the integral PSmatrix is introduced which is used to evaluate deﬁnite integral of any appropriate given
function u(x), in terms of its nodal values of (n + 1) grid points {xi}ni=0. Let us consider the following interpolating
function:
un(x) = In(u(x)) =
n∑
i=0
u(xi)Li(x),
where
In(u(xi)) = u(xi), i = 0, 1, . . . , n.
Since un(x) is a polynomial of degree n, using the Gauss–Lobatto points
{xi}ni=0 =
{
x ∈ [−1, 1]|(1 − x2) d
dx
p()n (x) = 0
}
,
it can be expanded in terms of ultraspherical polynomials [7],
un(x) =
n∑
j=0
u˜jp
()
j (x), (4)
where u˜k = (1/˜k)
∑n
i=0u(xi)p
()
k (xi)wi and
˜k = 22+1
2( + 1)(k + 2 + 1)
c(k!)2(2 + 1) with c =
{
n, k = n,
2 + 2k + 1, k = 0, 1, . . . , n − 1,
while wi is given through the following formula (see [9]),
wi =
⎧⎪⎪⎨
⎪⎪⎩
22+1 (n − 1)!( + 1)( + 2)
(n + 2 + 2) i = 0, n,
22+1 −
2( + 1)(n + 2 + 1)
n!(n + 2 + 1)2(2 + 1)
[
p
()
n (xi)
d
dx
p
()
n−1(xi)
]−1
, i = 1, 2, . . . , n − 1.
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Comparing the recent results for un(x), one can obtain (see [9]),
Lj (x) = wj
n∑
k=0
1
˜k
p
()
k (xj )p
()
k (x) (5)
which can be written as
[Li(x)]ti=0,...,n = Pt · T , (6)
where P is already introduced by (2) and
T =
[
wj
1
˜k
p
()
k (xj )
]n
k,j=0
(7)
with
T −1 = [p()i (xj )]ni,j=0. (8)
We then obtain
u˜ = T u, (9)
where
u˜ = [u˜(xi)]ni=0, u = [u(xi)]ni=0.
The elements of the vector Ix = [Ij ]nj=0 is deﬁned as Ij =
∫ x
Lj (x) dx.
From (6),
Ix = I tP · T , (10)
where IP introduced in (1). From (1) we conclude
Ix = (AL˜x′)tT , (11)
which, on application to the interpolating polynomial un(x), yields
Ix[u(x)] =
∫ x
u(x) dx 
∫ x
un(x) dx
=
n∑
j=0
u(xj )
∫ x
Lj (x) dx = Ixu. (12)
From (10), (1) one obtains
Ix(u(x)) = (AL˜x′)tT u, (13)
Now, using (n + 1) Gauss–Lobatto grid points {xi}ni=0 we obtain
[Ixi (u(x))]ni=0 = (AL˜X′)tT u,
where
X′ =
⎡
⎢⎢⎢⎢⎣
x0 x1 x2 . . . xn
x20 x
2
1 x
2
2 . . . x
2
n
...
...
...
...
xn+10 x
n+1
1 x
n+1
2 . . . x
n+1
n
⎤
⎥⎥⎥⎥⎦ .
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We then call the matrix
Ix = (AL˜X′)tT (14)
as the ﬁrst PS integral matrix (at Gauss–Lobatto grids). In the following theorems a simpler form of that matrix is given
for Gauss–Lobatto and arbitrary mutually distinct grids which provides a computationally efﬁcient way for applying
the preconditioner.
Theorem 1. For the Gauss–Lobatto grids {xi}ni=0 we have
Ix = [X−1L˜X′]t ,
where
X = [xij ]ni,j=0, X′ = [xi+1j ]ni,j=0.
Proof. According to the deﬁnition of matrix T −1 in (8) and with a comparison with (1) one obtains
T −1 = [p()j (xi)]ni,j=0 = [AX]T,
and hence
T = [(AX)−1]t .
Therefore, substituting this in (11) gives
Ix = [AL˜X′]t((Ax)−1)t = [X−1L˜X′]t. 
A similar theorem for arbitrary grids can be obtained as follows:
Theorem 2. Let Iy represents the ﬁrst integral matrix on arbitrary grid points {yi}ni=0, then we have
Iy = [Y−1L˜Y ′]t
where
Y = [yij ]ni,j=0, Y ′ = [yi+1j ]ni,j=0.
Proof. Let Lyk (x) and L
x
j (x) represent, respectively, the Lagrange polynomials based on arbitrary grids {yi}ni=0 and
Gauss–Lobatto grids {xi}ni=0. Consider
L
y
k (x) =
n∑
j=0
L
y
k (xj )L
x
j (x), k = 0, 1, 2, . . . , n.
Integrating from the both sides of the above relation we conclude∫ xi
L
y
k (x) dx =
n∑
j=0
L
y
k (xj )
∫ xi
Lxj (x) dx, 0 in.
Using Theorem 1 and the following relation (see [4]):
[Lyk (xi)]ni,k=0 = Xt(Y−1)t
we obtain[∫ xi
L
y
k (x) dx
]n
i,k=0
= (X′)t(L˜)t(Y−1)t . (15)
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Now one can introduce the vector function 
x(y) = y′((X′)−1)t , (16)
where y′ = [y, y2, . . . , yn+1]. It is clearly seen that x(y) is a vector polynomial interpolation basis of degree (n+ 1)
based on {xi}ni=0 grid points, since
[x(xi)]ni=0 = (X′)t((X′)−1)t = I ,
where I is the identity matrix of order (n + 1). Using x(y) we can interpolate function ∫ y Lyj (x) dx as∫ y
L
y
j (x) dx =
n∑
i=0
(∫ xi
L
y
j (x) dx
)
xi (y), j = 0, . . . , n,
where xi (y) is ith element of vector function x(y). Substituting the arbitrary grids {yi}ni=0, we obtain∫ yk
L
y
j (x) dx =
n∑
i=0
(∫ xi
L
y
j (x) dx
)
xi (yk), k, j = 0, 1, . . . , n
and using (15), (16), we can write,[∫ yi
L
y
j (x) dx
]n
i,j=0
= [x(yi)]ni=0
[∫ xi
L
y
j (x) dx
]n
i,j=0
= (Y ′)t(L˜)t(Y−1)t .
Hence, we have
Iy = [Y−1L˜Y ′]t ,
that completes the proof. 
4. A preconditioner for IDEs
Suppose m is the highest order of differentiation in the IDE. We then deﬁne the preconditioner p(m) as
p(m) = d(m)(X−1)t ,
where d(m) is a matrix with only nonzero elements
d
(m)
i,i−2 = ((i − 1)i(i + 1) . . . (i + m − 2))−1, 2 in.
Using this preconditioner causes the highest derivative term in the equation to be represented by a nearly unit matrix 
such that the only nonzero elements of  are i,i+m = 1.
On the other hand, this preconditioner causes the inﬂuence of the term related to deﬁnite integral in the equation
to disappear and the second integral, which in the case of separable kernel appears in the equation with upper value
x, to be reduced to a diagonal matrix in the PS formulation. So by treating the effect of one of these integral terms
and controlling the other one and also the term related to the highest derivative, one can practically control the main
possible sources of large condition number. This also causes to have a ﬁnal matrix with a better zero pattern. It should
also be mentioned that this preconditioner has the same type of that already introduced in [7] but here it is deﬁned in
such a way to obtain the desired effect on the integral terms.
5. PS integration method
Consider the mth order linear IDE{
Lu = f, u ∈ Hm, g ∈ Rm, f ∈ L2,
Bu = g, (17)
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where L is a linear combination of the terms{
dm
dxm
u,
dm−1
dxm−1
u, . . . , u(x),
∫ b
a
K1(x, t)u(t) dt,
∫ x
a
K2(x, t)u(t) dt
}
,
andB is some bounded boundary operatorwhich accounts form necessary supplementary conditions.K1(x, t),K2(x, t)
are bivariate polynomials or approximate polynomials of degree (k(1)1 , k
(2)
1 ) and (k
(1)
2 , k
(2)
2 ), respectively.We ﬁrst obtain
the PS integrationmatrices representing
∫ b
a
K1(x, t)u(t) dt and
∫ x
a
K2(x, t)u(t) dt . From the results of previous sections
it is clear that[∫ xi
u(x) dx
]n
i=0
= [X−1L˜X′]tu,
where u = [u(x0), u(x1), . . . , u(xn)]t .
Let us assume K(x, t) = ∑ni,j=0cij tj xi , otherwise it can be replaced by an appropriate bivariate approximating
polynomial. One then obtains
I(x) =
[∫ xk
K(x, t)u(t) dt
]n
k=0
=
n∑
i,j=0
cij x
i
[∫ xk
tj u(t) dt
]n
k=0
.
From Theorem 2 one has
I(x) =
n∑
i,j=0
(cij x
i)[X−1L˜X′]t[xjk u(xk)]nk=0
=
n∑
i,j=0
(cij x
i)[L˜X′]t(X−1)t[[xjk ]nk=0 ∗ Xt[ai]ni=0],
where ([xjk ]nk=0 ∗ Xt) = diag(xj0 , xj1 , . . . , xjn) Xt and
[u(xk)]nk=0 = [In(u(xk))]nk=0 =
[
n∑
i=0
aix
i
k
]n
k=0
= Xt[ai]ni=0.
Then it follows:
(X−1)t[u(xk)]nk=0 = [ai]ni=0. (18)
From the deﬁnition of Xt and letting
Sj = (X−1)t[[xjk ]nk=0 ∗ Xt], j = 0, . . . , n,
one can write,
Sj = (X−1)t
⎡
⎢⎢⎢⎢⎢⎣
x
j
0 x
j+1
0 . . . x
n+j
0
x
j
1 x
j+1
1 . . . x
n+j
1
...
... ...
...
x
j
n x
j+1
n . . . x
n+j
n
⎤
⎥⎥⎥⎥⎥⎦= (X
−1)t[xi+jk ]nk,i=0.
From (18) one can conclude that multiplication of function values on the left by (X−1)t equals its interpolation
polynomial coefﬁcients. So in order to compute Sj one should multiply the vector function [xi+j ]ni=0 on the left by
(X−1)t , yielding its interpolation coefﬁcients.
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Remark 1. It should be noted that the matrix X−1, as the inverse of a Vandermonde matrix, in the application of this
method will not be used directly. We introduce Lemmas 1 and 2 that along with our special preconditioner, which
was introduced in Section 4, enable us to use that matrix implicitly, without being worried about the ill-conditioned
structure of X.
Lemma 1. Coefﬁcients of Lagrange interpolation function which interpolate xj at (n + 1) points {xk}nk=0, for j =
0, 1, . . . , n, is the (j + 1)th unit coordinate vector ej+1.
Proof. Using the Lagrange interpolation function as
xj =
n∑
k=0
x
j
k Lk(x) =
n∑
k=0
akx
k, 0jn.
One then obtains
[ak]nk=0 = ej+1. 
Lemma 2. If we deﬁne pn(x) as Lagrange interpolation function for f (x) = xn+q , 1qn at {xk}nk=0 we have
pn(x) = −
n∑
j=0
⎛
⎝ j∑
i=0
bj−iai
⎞
⎠ xj
such that{
ai = 0,
iq,
{
aq−1 = 1,
aq−k = −∑k−2i=0 bn−iaq−k+1−i , k = 2, 3, . . . , q
and bi are the coefﬁcients of
n∏
i=0
(x − xi) =
n+1∑
i=0
bix
i
.
.
Proof. We consider
Pn(x) = xn+q −
n∏
i=0
(x − xi)
q−1∑
i=0
aix
i (19)
which satisﬁes
Pn(xi) = f (xi), 0 in.
So Pn(x) is an interpolating polynomial of f (x). We try to compute ai , 0 iq − 1, in such a way that Pn(x)
remains of degree n. Let
n∏
i=0
(x − xi) =
n+1∑
i=0
bix
i
,
where bn+1 = 1.
From (19) and the last relation we get
Pn(x) = xn+q − (b0 + b1x + · · · + bn+1xn+1)(a0 + a1x + · · · + aq−1xq−1)
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the degree of pn(x) will not exceed n, if we have⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
(1 − bn+1aq−1)xn+q ≡ 0,
(bn+1aq−2 + bnaq−1)xn+q−1 ≡ 0,
...
(bn+1a0 + bna1 + · · · + bn−q+2aq−1)xn+1 ≡ 0.
(20)
From bn+1 = 1, we conclude aq−1 = 1, aq−2 = −bn and the following recursive relation is obtained:
aq−k = −
k−2∑
i=0
bn−iaq−k+1−i , k = 2, 3, . . . , q.
Thus from (20),
Pn(x) = −
(
n+1∑
i=0
bix
i
)⎛⎝q−1∑
i=0
aix
i
⎞
⎠= − n∑
j=0
⎛
⎝ j∑
i=0
bj−iai
⎞
⎠ xj
such that aq+i = 0, i0, which completes the proof. 
Remark 2. One should recall that Sj was representing (X−1)t[xn+ki ]n,ji=0,k=1 and now by using Lemmas 1 and 2 it is
easily proved that
Sj =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 . . . 0
...
... . . . 0
1 0
. . . 0 A˜
0 1
. . . 0
0 0
. . . 0
...
...
. . . 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
where A˜ is a (n + 1) × (j) matrix in which, by Lemma 2, each column is the interpolation polynomial coefﬁcients of
xn+k .
Application steps of the preconditioner: Proceeding with the above formulations, one then obtains
I(x) =
n∑
i,j=0
cij x
i[L˜X′]tSj [ak]nk=0. (21)
I(x) is a vector operator in terms of x associated with the integral terms of (17) in which the kth entry, denoted by
(I(x))k , represents the value of integral at xk , 0kn.
It then follows:∫ b
a
K1(x, t)u(t) dt = (I(x))n − (I(x))0, (22)
where b = xn, a = x0 and also∫ xk
a
K2(xq, t)u(t) dt = (I(xq))k − (I(xq))0.
So, in matrix notation, one can write[∫ xk
a
K2(xq, t)u(t) dt
]n
k=0
= I(xq) − [(I(xq))0]nk=0, q = 0, . . . , n. (23)
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Therefore, application of (22) and (23) to a general IDE
u(m)(x) +
m−1∑
i=0
pi(x)u
(i)(x) +
∫ b
a
K1(x, t)u(t) dt +
∫ x
a
K2(x, t)u(t) dt = f (x),
where pi(x), 0 im − 1, represent polynomials whose degrees are less than or equal to n, yields
[X−1BmX]t[u(xq)]nq=0 +
m−1∑
i=0
[pi(xq)]nq=0[X−1BiX]t[u(xq)]nq=0
+ ([I(xq) − (I(xq))0]nq=0 + [(I(xq))n − (I(xq))0]nq=0)[ak]nk=0 = [f (xq)]nq=0.
From (18) one gets(
[BmX]t +
m−1∑
i=0
[pi(xq)]nq=0[BiX]t + [I(xq) − (I(xq))0]nq=0
+[(I(xq))n − (I(xq))0]nq=0
)
[ak]nk=0 = [f (xq)]nq=0.
Now the preconditioner p(m), that was introduced in Section 4, is applied to each term of the above equation as follows:
d(m)(X−1)t{[BmX]t} = ,
d(m)(X−1)t
{
m−1∑
i=0
[pi(xq)]nq=0[BiX]t
}
= d(m)
m−1∑
i=0
[rik]nk=0 × [BiX]t ,
d(m)(X−1)t{[I(xq)]nq=0} = d(m)(X−1)t
⎛
⎝ n∑
i,j=0
cij (x
i
q)
n
q=0(X
′)t(L˜)tSj [ak]nk=0
⎞
⎠
=
n∑
i,j=0
cij d
(m)ei+1 × (X′)t(L˜)tSj [ak]nk=0,
where ei+1, the (i+1)th unit vector, was used to represent (X−1)t(xiq)nq=0 and  is a matrix with only nonzero elements
i,i+m = 1 and also [rik]nk=0 consists of the coefﬁcients of the polynomial interpolation of pi(x).
Application of the preconditioner to the right-hand side function of the given IDE is also d(m)(X−1)t[f (xq)]nq=0 =
d(m)[Fi]ni=0, where [Fi]ni=0 contains the coefﬁcients of polynomial interpolation of f (x) based on {xi}ni=0 grids.
The formulation now is ready to be applied to some numerical examples to conﬁrm the efﬁciency of this
preconditioning.
6. Numerical results
In this section seven examples (from simple to some with nonpolynomial coefﬁcients and nonseparable kernels)
are considered and the resulting linear systems of equations were solved by conjugate gradient method and in all of
them the iteration tolerance tol< 10−10 was used. The initial vector was zero vector. All the computations were carried
out using the Mathematica software. The machine used is an ordinary PC pentium 4. The reported condition numbers
were computed using the L2 norm. Due to the relation between arbitrary and Gauss–Lobatto grids and the introduced
preconditioner, in the following computations equidistant grids were used.
Example 1. Consider the Volterra–Fredholm IDE
y′′(x) − xy′(x) − y(x) +
∫ 1
0
xty(t) dt −
∫ x
0
xy(t) dt = 1 − 79
15
x + x2 + 3
2
x3 + x
5
8
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Table 1
Degree PS with preconditioner PS without preconditioner
n Cond.-number Max-error Steps Cond.-number Max-error Steps
8 8.9 3.1 × 10−16 10 2.2 × 103 7.5 × 10−12 18
16 15 3.0 × 10−16 20 3.3 × 106 6.1 × 10−4 94
32 28 1.4 × 10−16 21 2.0 × 1012 – No conv.
64 53 1.3 × 10−16 23 2.2 × 1023 – No conv.
with y(0) = −1, y(1) = −12 and the exact solution y(x) = −x3/2 + x − 1. In this example, in order to illustrate the
effect of the preconditioner, the ﬁnal coefﬁcient matrix of this problem is presented before and after preconditioning,
respectively:⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0 0 0
27.55 −29.13 −53.47 95.67 −57.82 18.88 −2.62
−2.68 46.33 −83.83 37.36 4.019 −2.59 0.450
0.424 −5.94 56.21 −99.0 51.78 −4.85 0.375
0.299 −2.00 0.961 45.26 −87.33 44.13 −2.43
−2.47 17.18 −52.89 85.61 −38.61 −36.70 26.61
0 0 0 0 0 0 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0 0 0
1 1 1 1 1 1 1
−0.5 0 1 0 0 0 0
0.083 −0.277 0.041 1.033 0.027 0.023 0.020
−0.083 0 −0.25 0 1 0 0
0 −0.025 0 −0.2 0 1 0
0 0 −0.011 0 −0.166 0 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
As it was expected the resulting matrix after preconditioning has a better normalized pattern. More numerical results
are presented in Table 1.
Clearly, it can be seen that the performance of PS method without preconditioner is poor and even diverges for n32
while using the preconditioner one obtains convergence and accuracy with a small number of iteration steps.
Example 2. Let us consider
y′′(x) +
∫ /2
0
xty(t) dt = x − sin x, x ∈ [0, /2],
y(0) = 0, y′(0) = 1 with the exact solution y(x) = sin x. The numerical result can be seen in Table 2.
Example 3. Let us consider
y′′(x) − y(x) + 1
20
∫ 1
0
x39y(x) dx = −x2 − 2x + 2111
344 400
,
y(0) − y′(0) = 0,
y(1) + y′(1) = 9,
with the exact solution y(x) = x2 + 2x + 2.
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Table 2
Degree PS with preconditioner PS without preconditioner
n Cond.-number Max-error Steps Cond.-number Max-error Steps
8 1.339 1.5 × 10−4 3 3.8 × 103 4 × 10−7 27
16 1.353 5.9 × 10−12 3 1.3 × 108 6.1 × 10−3 97
32 1.362 2.2 × 10−16 3 9.2 × 1011 – No conv.
64 1.366 2.2 × 10−16 3 9.5 × 1024 – No conv.
Table 3
Degree PS with preconditioner PS without preconditioner
n Cond.-number Max-error Steps Cond.-number Max-error Steps
8 8.0 × 101 4 × 10−12 10 5.4 × 103 5.3 × 10−3 28
16 5.0 × 102 4 × 10−15 17 2.0 × 108 1.7 × 10−1 216
32 3.1 × 103 1 × 10−15 19 1.7 × 1012 – No conv.
64 2.6 × 104 2 × 10−16 26 5.9 × 1019 – No conv.
Table 4
Degree PS with preconditioner PS without preconditioner
n Cond.-number Max-error Steps Cond.-number Max-error Steps
8 1.95 7 × 10−2 9 9.7 × 102 7.8 × 10−3 30
16 1.96 4 × 10−7 17 1.4 × 106 9.7 × 10−9 180
32 1.97 3 × 10−15 17 1.0 × 1030 – No conv.
This problem was considered by [10] to apply a method based on piecewise B-spline and the reported result has low
accuracy but here as it can be seen in Table 3, the numerical result is reasonably accurate.
Example 4. Consider
y′′(x) + xy′(x) − xy(x) −
∫ 1
−1
sin xe−t y(t) dt = (9 + 2x)e3x − (sinh 2) sin x,
y(0) = 1, y′(0) = 3,
with the exact solution e3x . The numerical result is shown in Table 4.
Again the accuracy of the solution and reduction in the condition number and iteration steps was illustrated.
Example 5. Let us consider
y′′(x) −
√
3
6
y(x) + 2
2
9
∫ 1
0
cos

3
(x − t)y(t) dt = −
√
3
6
sin

6
(1 − 2x)
with y(0)− 2y(1)= 0, y′(0)= 0 and the exact solution y(x)= cos(/3x). The numerical result can be seen in Table 5.
Example 6. We consider a test problem in which the coefﬁcients and kernels are not polynomial and again it is
conﬁrmed that the method is capable of dealing with such problems without difﬁculty. The numerical results can be
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Table 5
Degree PS with preconditioner PS without preconditioner
n Cond.-number Max-error Steps Cond.-number Max-error Steps
4 1.3 × 102 3.2 × 10−2 6 1.9 × 103 5.4 × 10−3 12
8 2.8 × 102 8.2 × 10−6 10 1.02 × 105 7.2 × 10−7 34
16 5.7 × 102 1.05 × 10−14 16 3.3 × 109 3.4 × 10−4 320
32 1.1 × 103 2.9 × 10−15 22 No conv. – No conv.
Table 6
Degree PS with preconditioner PS without preconditioner
n Cond.-number Max-error Steps Cond.-number Max-error Steps
8 1.03 × 102 5.7 × 10−6 14 1278 5.4 × 10−6 26
16 1.00 × 103 1.1 × 10−14 30 4.4 × 107 2.6 × 10−12 194
32 8.76 × 103 6.1 × 10−15 65 8.1 × 109 – No conv.
64 7.35 × 104 5.3 × 10−15 154 3.5 × 1019 – No conv.
Table 7
Degree PS with preconditioner PS without preconditioner
n Cond.-number Max-error Steps Cond.-number Max-error Steps
4 6.06 × 100 6.14 × 10−3 5 2.77 × 101 5.12 × 10−3 5
8 9.62 × 100 2.31 × 10−6 10 7.63 × 102 6.19 × 10−3 15
16 1.80 × 101 6.59 × 10−15 19 4.05 × 106 – No conv.
32 3.62 × 102 3.3 × 10−15 34 6.16 × 109 – No conv.
seen in Table 6.
exy′′(x) + cos(x)y′(x) + sin(x)y(x) +
∫ 1
−1
e((x+1)t)y(t) dt
= (cos(x) + sin(x) + ex)ex + 2sinh(x + 2)
x + 2 ,
x ∈ [−1, 1],
y(−1) + y(1) = e + 1/e,
y(−1) − y′(−1) + y(1) = e.
The exact solution is y(x) = exp(x).
Example 7. Let us consider another example in which the kernel is a bivariate nonseparable rational function. The
numerical results are reported in Table 7.
y′′(x) + y′(x) +
∫ x
0
k(x, t)y(t) dt = f (x), y(−1) = e, y(1) = e−1,
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where
f (x) = e
x
√
1 + x2 tan
(
1√
1 + x2
)
,
k(x, t) = e
x+t
1 + x2 + t2 ,
with the exact solution y(x) = e−x .
Concerning the numerical results reported in Examples 2, 4, 5, and 7, it should be mentioned that from the structure
of the method of this paper it was expected to see in some cases that as the degree of approximation gets larger the
superiority of this new method becomes more evident.
7. Conclusions
In this article the PS method for arbitrary distinct grid points along with a suitable preconditioner was discussed and
prepared to be applied to integro-differential equations (IDEs). As it was expected, it strongly reduced the number of
iteration steps and also the condition number. Using Theorems 1 and 2 and lemmas given here one can easily apply
this preconditioned PS method to IDEs using arbitrary grids. So, the introduced preconditioned PS method can also
be formulated for random grids and stochastic equations. It should be emphasized that, as the application steps of the
preconditioner showed, the matrix X−1 which appears in the deﬁnition of the preconditioner is not used directly.
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