Abstract -We describe a semi-blind algorithm for smart antennas that, in addition to structural signal properties, utilises user identifiers that are available in existing cellular systems. Assuming two co-channel users in a GSM-like TDMA system and a Rayleigh fading channel with finite angular spread, we obtained a BER<10" with only 2-3 antennas. In this paper we show the performance of the algorithm in several different simulation scenarios also including array imperfections and angularly non-separable sources.
INTRODUCTION
Smart antenna processing for cellular mobile radio has traditionally focused on temporal or spatial reference techniques. Recently, more attention has been paid to blind source separation and signal detection without directional information. With these techniques, the channel response matrix which maps the transmitted signals to the received array data samples, can be identified without the aid of known bit sequences. Combining equalisation and detection, these methods yield the estimated symbol sequences directly. In the present paper we describe a semi-blind algorithm, employing the user identification fields to initialise the estimation. The reason to focus on the semi-blind method instead of totally blind is twofold. First, in a SDMA (Space Division Multiple Access) system, where several users are served simultaneously in the same traffic channel, some kind of known information must be included in the transmitted signals for the purpose of user identification. Second, the frame structures of all current TDMA-based mobile systems contain training sequences for channel estimation.
Thus, it is reasonable to utilise this known information already during the estimation process, not only after detection of the symbol vectors.
Our semi-blind estimation method yields directly the desired symbol vectors by performing three tasks: joint space-time equalisation, separation, and detection of the multiple oversampled co-channel digital signals. The estimation process consists of two parts. First, we estimate the basis for the row span of the received data matrix. After that these obtained basis vectors are projected to the finite alphabet (FA) constellation using our DILSF algorithm. Between these two steps we initialise the FA projections with user identification fields. This leads to fast convergence and an increased robustness of DILSF. Figure 1 demonstrates the structure of this algorithm.
Our estimation technique uses two structural signal properties: The jixed symbol rate allows the factorisation of the received data onto the channel response and signal matrices by means of their special structures. Utilisation of the finite alphabet (i.e. the limited number of modulation symbols) together with the first property allows solving of the FIR-MIMO (Finite Impulse Response, Multiple Input, Multiple Output) problem.
The aim of this paper is to demonstrate the performance of algorithm in different simulation scenarios. The interested reader can find more details about the algorithm itself in (1),(2) and references therein.
We use the following notation throughout the paper. 
PARTS OF THE ALGORITHM Joint Space-Time Equalisation
Joint space-time equalisation based on subspace estimation is the first part of the detection process (first block in Fig.2. ).
An array of M antennas receives ddigital signals sl(t), ..., sd(t) transmitted over independent finite impulse response channels which have a maximal length of L symbols. Each antenna element is oversampled with a rate P and the data matrix X is constructed by collecting data over N symbol periods. The n-th column of this matrix contains M-P samples received during the transmission of the n-th symbol. Our blind estimation problem is to factorise the received data onto the matrices corresponding to space-time channel, H, and estimated data, S, i.e. we solve equation X=HS.
The estimation is based on the equality of the row spans of the data and symbol matrices, i.e. row(X)=row(S), which requires the channel response matrix H to have full rank. To guarantee this property with reasonable parameter settings, we create an extended data matrix, X, by left-shifting and stacking the original data blocks fulfilled. The optimal way to do this is to perform singular value decomposition (SVD) of the data matrix, 
X=UZV(3).

Finite Alphabet Projections
After subspace estimation, we have to define which linear combination of these basis vectors gives a finite alphabet structure. For this purpose we can employ an iterative least-squares technique (949). The performance of the projection algorithms is crucially dependent on the accuracy of the initialisation, especially when GMSK modulation is used. In (6) and (7) the analytical constant modulus algorithm (ACMA) (8) improves the trivial initialisation before the FA Droiections.
I . .
In contrast, we propose to employ user identifiers to initialise the iterative projections. Thus, we can omit the ACMA part even with non-linear GMSK modulation. In addition to the reduced computational burden, this improves the robustness of the estimation.
DILSF Algorithm
We call our projection algorithm Decoupled Iterative Least Squares with Subspace Fitting, DILSF. It combines the ideas of the DWILSP (Decoupled Weighted Iterative Least Squares with Projections) (9) and the ILSF (Iterative Least Squares with Subspace Fitting) algorithms (2) . Instead of a simultaneous estimation of all symbol vectors, this approach makes the projections between the FA constellation and the obtained subspace separately for each user, which has desirable properties. m times. This stacking parameter m can be regarded as the length of the time-domain equaliser. For the extended data matrix the blind estimation problem can be written, X = X S .
The goal of the alternating least squares projections is to find symbol vectors si (belonging to the FA constellation 0) and corresponding projection vectors ti, so that the mean square error 11 si -ti.Yll is minimised The first step is to estimate the orthonormal basis of the for each user i. The input matrix Y contains 6 row span of X, which is equal to that of S assuming orthonormal basis vectors from the preceding part of that the full-rank property of the channel matrix is the algorithm. During the iterations we need only the pseudo-inverse of the input matrix Y, which remains constant over all iterations.
The initialisation of the fitting vectors, ti''), by user identification fields ensures convergence to the global minimum. The correct initialisation block YUlD of the input matrix is selected by correlating basis vectors and user identifier. We obtain then the initialisation value, ti''), as a least-squares solution using block YU,D and the identifier of user i. We continue iterations until convergence is reached and after that we estimate the next desired signal. The algorithm converges very fast; in most simulations the correct symbol vectors were obtained already after the first iteration round. Figure 2 shows the CDF for the number of required iterations. * reueat for all desired signals scattering areas at random positions. Physically these far scatterers correspond to the signal echoes e.g. from high-rise buildings or nearby mountains.
Appropriate parameter selection allows simulations of various propagation environments. In this paper we considered the urban environment with base station antennas above rooftop level. This parameter selection
gives an averaged angular spread of about 3 degrees around each nominal direction-of-arrival (DOA).
Air Interface
Our simulations refer to the GSM radio interface (12) with slightly modified training sequences (improved cross-correlation properties (1 3)) and use a linear approximation of GMSK (14) . Note, however, that the same estimation principle is also applicable to any other system fulfilling the required signal properties.
The results of our simulations are raw bit error rates (BER) without error correction coding. We assumed two co-channel SDMA users with ideal slow power control. This means that both users had equal mean powers at the base station but the instantaneous values varied due to the Rayleigh fading. The signal-to-noise ratio values were defined by the received mean power values averaged over a large number of random channel situations. Table 2 shows the used parameter selection of the algorithm. 
SIMULATIONS Channel Model
We carried out the simulations using the directional Geometry-based Stochastic Channel Model, GSCM (lO),(ll). In the model the users are surrounded by local scattering areas. Environments causing a larger delay and angular spread are modelled by additional Figure 3 demonstrates the BER performance of the abovedescribed technique when the number of antenna elements in the U2 spaced uniform linear array (ULA) was varied. The array with more antennas leads to larger data matrices and thus improves the accuracy of subspace estimation. Figure 4 shows that also a small number of antenna elements provides appropriate performance. In this simulation we decreased the number of antennas but the element spacing was increased to yield a constant array aperture. Thus, the spacing was 20h, 1Oh and 7h corresponding to the array sizes of M=2, M=3 and M=4 elements, respectively (the overall length of the array was about 20 A). The larger distance reduces the correlation between fading signals at the independent elements and thus improves performance compared to the U2 spaced situation. Figure 6 shows the performance when the power of the interferer was varied, whereas the signal and noise powers remained constant (fixed SNR). This simulation scenario demonstrates that the system is robust against interference and the performance of the separation and detection algorithm is purely noise-limited. The performance shown in these figures is very promising especially concerning RF hardware realisation. Results show that already a small number of elements (M=2-3) with two times oversampling gives sufficient performance. Increasing the number of independent samples by using an array with more elements improves performance further.
Special Simulation Scenarios
Angular separability:
With traditional DOA-estimation algorithms the detection of different signals is possible if they are separable in the angular domain. Our algorithm is based on the estimation of the unknown channel response matrix, which enables also separation of angularly overlapping signals provided that their channel responses are different.
To demonstrate this property we created the following channel scenario. Instead of random positioning of the mobiles we placed both users close to one another (DOA difference 2", same MS-BS distance).
Additionally we used the same scattering points for both users (only local scatterers were present). Thus, in this worst case scenario (Fig. 7.) all received signal components transmitted by two co-channel users were propagating via the same scattering points.
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Fig. 7. Common multipath scenario
The different channel response matrices allowed signal separation by our algorithm. Figure 8 shows the BER performance of this scenario as the broken line for a U2
array with 6 elements. The solid line shows the situation in which we used independent far scattering areas for both users, but still common local scatterers. The figure shows that these independent multipath components increased the diverseness of the channel response matrices, and the BER curve approaches the corresponding simulation with the noma1 channel model (Fig. 3) . We performed comparative simulations (15) between spatial reference techniques and the algorithm described in this paper. Our results show that SR techniques suffer from imperfections disturbing array manifold structure whereas the semi-blind technique was much more robust. Our algorithm was insensitive against all errors affecting the phase of the received signal, because the phase errors can be hidden in the estimated channel impulse responses. The only imperfection considered that had an effect on the semi-blind receiver was amplitude imbalances between different receiver trains. In this simulation the received samples at antenna outputs were multiplied by different magnitude factors taken from a Gaussian distribution and new values were randomly selected every tenth simulation round. However, this impairment effect was only observed with strong imbalance values exceeding a mean value of 5dB (Fig. 9) . The reason for this behaviour is that the singular vectors spanning the required subspace are disturbed by multiplicative magnitude factors. Effect of Array Imperfections: One benefit of blind techniques is the robustness against array imperfections, because these methods are not relying on a known array manifold. We demonstrated this by multiplying the received data samples with an error model containing hardware non-
IV. SUMMARY AND CONCLUSIONS
In this paper we presented a semi-blind estimation principle. First we perform joint space-time equalisation for all incoming signals and estimate a basis for the row span of the data matrix. After that we separate the signals by using the finite alphabet constellation (FA). We also described a method for the required projections, called DILSF (Decoupled Iterative Least Squares with Subspace Fitting) algorithm. This technique is based on the decoupled iterative leastsquares projections between obtained subspace and finite alphabet constellation. It requires only matrixvector multiplications during the iteration rounds, which leads to savings in computational complexity. For the initialisation of these projections we use the system specific user identification fields included in the slot structure. The quality of such an initialisation leads to the small number of required iterations before convergence.
We evaluated the performance of the proposed algorithm by simulations with a realistic directional channel model using different array structures. Our results show that increasing the distance between antenna elements improves performance because of the diminished correlation of the signals in the independent sensors. This enables signal separation and detection also with small number of antennas, leading to reduced dimensions of the data matrices and less stringent hardware requirements.
We also treated angularly non-separable signal sources and non-ideal receiver hardware. We obtained excellent bit error rate performance also in case when signals were not separable in angle. By comparative simulations with spatial reference techniques we demonstrated that our semi-blind detector is much more robust against various hardware imperfections.
