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Abstract 
Improving as well as evaluating the performance of High Performance Computing (HPC) applications by migrating them 
to Cloud environments are widely considered as critical issues in the field of high performance and Cloud computing. 
However, poor network performance, heterogeneous and dynamic environments are some series of pitfalls for execution 
of HPC applications in Cloud. This paper proposes a new approach to improve the performance and scalability of HPC 
applications on Amazon’s HPC Cloud. The evidence from our approach points a significant improvement in speed up and 
scale up with the response rate of more than 20 percent parallel efficiency on the Cloud in comparison to dedicated HPC 
cluster. We state that the EC2 Cloud system is a feasible platform for deploying on-demand, small sized HPC 
applications. 
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1. Introduction 
Supercomputing, often called as High Performance Computing (HPC), is referred to as an attribute that 
employs parallel processing to perform huge computations in short time. HPC platforms are typically tightly-
coupled and perform frequent inter-processor communication and synchronization. They require a cluster 
setup with massive number of computers which are expensive to install, maintain, and operate. They are 
mostly being used for scientific research in academia and industries. Therefore, supercomputers cannot be a 
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feasible solution for the normal users and small businesses who intend to have on-demand access or to run 
their applications for a short period. 
Cloud computing is emerging as a commodious resource of computational power in recent years which 
provides several possibilities to build HPC platform [1]. Traditional HPC platforms offer limited hardware 
access and fail to scale.  The ability to scale up and down the computing platform according to the application 
requirements and users’ budget, makes the Cloud a cost-effective, timely solution and emerging trend to the 
needs of HPC users. Some of the key features characterizing Cloud computing are virtualization, elasticity of 
resources and rapid growing with ability of delivering both infrastructure and software as a services. These 
features allow better flexibility and customization to specific application of HPC users. Therefore, HPC 
community has discovered Cloud computing facilities as a potential target system. This is one of the main 
reason motivating many users and organizations to port HPC applications to Cloud. 
Elastic Compute Cloud (EC2) [2], introduced by Amazon Web Services (AWS), provides powerful 
compute and storage resources on demand through hardware level virtualization and also aims to be global. It 
provides the possibility of computing on virtual parallel clusters. Some studies investigated the benefits of 
performing HPC applications on the Amazon Cloud infrastructure. Despite the benefits offered by Cloud 
computing, it has not yet been established whether Cloud can offer a suitable alternative to supercomputers for 
HPC applications. Therefore, this motivated us to carry out a detail studies on HPC in the Cloud. 
The results from past research of HPC applications on Cloud by focusing on performance as the metric 
have been pessimistic. They outlined major limitations which have been resulted from insufficient network 
performance, resource heterogeneity and multi-tenancy for HPC applications on Cloud [3,4,5,10,11]. 
However, Cloud advanced in recent years and now is going to solve some of these problems by leading to 
heterogeneous configurations in processors, memory, and network. They have already been adopted in 
different scenarios such as intensive and business applications in which, the user can scale up and down 
resources when required and finally drop them out when the task is done.  
Sorting algorithms are considered as a core part used in HPC applications. There  are  many  types  of  
distributed sorting algorithms and many  improvements  have  been  done  on them. Speed up is the 
performance attribute to analyze the parallel algorithms. Some of these sorting algorithms have been 
implemented on various computing infrastructures to analyze the performance of the system. It would be 
interesting to see on how the Cloud scales and what is the performance in Cloud vs. high-end machines when 
the parallel sorting algorithm is implemented. Despite the wide benefits the Cloud offers, the research question 
currently is “whether the Cloud is a feasible platform for parallel sorting HPC applications”.  
In this paper, we have implemented the MPI version of parallel Radix sort and analyzed its performance on 
Cloud infrastructure and finally compared it with dedicated high-end HPC platform.  
The contributions of this work are the following:  
x Investigating most recent works on HPC applications which have been ported to the Cloud environment 
in various fields and also identifying the challenges faced by these applications in Cloud environment.  
x Implementing an efficient MPI version of parallel Radix sort algorithm to obtain scalability and good 
speed up in Cloud. 
x Evaluating the performance and scalability of our proposed technique by deploying it both on a real 
dedicated HPC testbed (Sirius) [6] and on Amazon EC2 Cloud [2].  
The rest of the paper is organized as follows: 
Section II gives a brief overview of Cloud computing and also Amazon EC2 infrastructure by defining the 
reference model of this paradigm and discusses the potential opportunities and investigates the current state of 
the art of high performance computing in public Cloud specially Amazon EC2. Section III describes the 
implementation of our proposed parallel version of Radix sort and outlines the results of the scaling analysis 
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under the MPI middleware that have been achieved on EC2 as well as dedicated HPC cluster. Finally, 
conclusion and future work are drawn in the final section. 
 
Nomenclature 
HPC High Performance Computing 
AWS  Amazon Web Services 
EC2 Elastic Compute Cloud 
MPI Message Passing Interface 
2. HPC on Cloud 
2.1. Cloud architecture 
As shown in Fig. 1, there are three main layers in Cloud architecture namely Infrastructure as a Service 
(IaaS), Platform as a Service (PaaS) and Software as a Service (SaaS). 
 
 
Fig. 1. Cloud architecture 
SaaS is at the top end of the Cloud computing stack. It is a most visible layer of Cloud computing which 
gives access to a specific application hosted in the Cloud to end users. It includes software applications such 
as Google Apps, Yahoo Mail etc. PaaS is an abstraction layer between a SaaS layer and a virtualized IaaS 
layer. It provides users with an application framework and a set of APIs that can be used by developers to 
build their applications for the Cloud. PaaS offerings include Google App Engine, Salesforce’s Force.com. 
IaaS offers  the  users  and  organizations  both  storage  and  computing  resources  which  are obtained  as  a  
service.  Amazon is one of the major players in providing IaaS solutions. 
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2.2. Amazon Web Services 
In 2006, Amazon Web Services (AWS) introduced Elastic Compute Cloud (EC2) which provides powerful 
compute and storage resources on demand through hardware level virtualization. It provides pay-per-use 
model of large computing infrastructure and a service based on hardware virtualization in which the user can 
scale up resources when required. The applications launch on hardware through Amazon Machine Image 
(AMI). The running system acts as an instance once AMI is launched. There are different types of instances 
based on the computing demands namely standard, high-memory, micro, high-CPU, cluster GPU and cluster 
compute. 
There have been several studies to evaluate Amazon EC2 for HPC applications. Gunarathne et al. [12] 
concluded that latency-sensitive applications are less performed compared to bandwidth-sensitive applications 
on Cloud. Zhou et al. [13] compared the result from dedicated HPC system with three public Cloud platforms 
using classical benchmark and real application. Ramakrishnan et al. [14] extended previous research to EC2 
Cloud platform. They concluded higher performance degradation on Amazon EC2 comparing with 
conventional HPC platform due to interconnects on the EC2 Cloud. In [15], the comparison is based on 
performance measurement for HPC application running on EC2. Deploying new phenomena is suggested by 
this author to evaluate the performance. The work in [16] is most relevant to our study in which the Amazon 
EC2 is compared with local cluster for running MPI applications. The author has evaluated a cluster compute 
instance on EC2 and has stated several problems such as interconnects which limit the performance on EC2.  
Now, Amazon EC2 has started to solve the previous problems by providing specifically modern HPC 
targeted compute instances enabled by multi-tenancy and virtualization with fast network connections. 
However, recent efforts towards HPC-optimized Clouds [17][18] are promising positive signs and leading to 
tremendous growth for the research community. 
2.3. Sorting algorithm on Cloud 
Sorting  is considered  as  a  supercomputing  benchmark  for  testing  the  performance  of   HPC 
application on computing architectures. There is an increasing demand to improve data sorting. Parallel 
sorting algorithms are abundant. They have been tested on various computing infrastructures and many 
improvements have been done on them. There are many types of distributed sorting algorithms such as Radix 
sort, Quick sort, Heap sort and Merge sort, etc. 
Several  research  works  had  been  carried  out  to  investigate  the  performance  of  sorting algorithms 
deployed on Cloud. Bitonic sort [19] and Bucket sort [20]. Merge sort based algorithm with variation of 
comparison and also generalization of Quick sort [21]. According to the achieved results so far, these 
algorithms seem either to be with a relative slow start such as Quick sort or slow ending like Merge and 
Bitonic sort in which fewer sequences are merged with parallelism but unlike these algorithms, when Radix 
sort is parallelized, it performs faster  for  larger  datasets  when  compared  to  other  algorithms  like  Quick 
sort and Merge sort [22][7].  
Radix sort is currently a well-known fast algorithm method for sorting 32 and 64-bit keys on both CPU and 
GPU processors which makes certain positional and symbolic assumptions regarding the bitwise 
representations of keys [22].This idea motivated us to develop a parallel version of Radix sort algorithm and 
deploy it on the Cloud to test the performance using ‘speed up’ measurement. 
So far, we have discussed the potential opportunities and the current state of the art of high performance 
computing on public Cloud specially Amazon EC2. The  ‘speed up’  measurement  signifies  the  performance  
of  both  the  parallel algorithm  and  the  parallel  system. The objective of this research is to implement and 
deploy the parallel Radix sort and analysis the speed up measurements on Cloud. 
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3. Implementation and evaluation 
To implement and measure the speed up of Radix sort in Cloud, there is a need to study many methods to 
implement the parallel version of this algorithm. Most parallel HPC applications today employ Message 
Passing Interface (MPI) [8][9][23]. As a case study, in the first step we implemented parallel Radix sort 
programming using MPI, Pthreads and OpenMP and analyzed their performance using benchmarking test. 
Our experimental results have led us to conclude that MPI performs better than others at the time of parallel 
sorting. Therefore, MPI was chosen as a suitable method to develop and implement the parallel Radix sort on 
Cloud. To the best of our knowledge, we are the first to carryout MPI version of Radix sort on the Amazon 
Cloud.  
Prior  to  the  implementation  of  Radix sort  in  the  Cloud,  a  cluster  has  to  be built. Amazon 
recommends CentOS –based images for HPC applications. Cluster  compute  instances  are  well  suited  for  
HPC  applications  and  are  demanding  when CPU  resources  are  coupled  with  networking performance. 
As a middleware, we have reconfigured and installed the most recent version of OpenMPI (v 1.8) specially 
for HPC applications [8][9] and also GNU C++ compiler is installed both on our Sirius test bed [6] and on 
Amazon public Cloud. We used “extra large instance” type of Amazon EC2 for our experiment with 
specification of: 12 EC2 compute units (2x Intel Xeon X5570); 15GB memory and 10 Gigabit Ethernet.  
The hardware specification of our dedicated HPC platform is as follows: 
x 8 nodes each with: 4 CPU Opteron 8350, 160GB SATA, 16GB DDR2-RAM. 
x 3 nodes each with: 4 CPUs Opteron 842, 160GB SATA, 16GB DDR2-RAM. 
Table. 1 shows the software specification of our Sirius test bed cluster. 
Table 1. Software specification of Sirius cluster 
Library/Compiler/OS Version 
Linux Enterprise(Suse-Novell) 10.3 
GNU compiler 4.1.2 
Open MPI V 1.8 
3.1. Implementation 
We have used an optimized parallel version of Radix sort algorithm which guarantees near-perfect load-
balancing amongst CPU cores in compare to all other sorting algorithms [22]. We have developed parallel 
MPI version of Radix sort using ‘C’. It starts with left Radix sorting in its first phase and continues with a 
one-bit Right Radix. Through Amazon Web Service, first we created AMI and saved it as template with extra 
large instance type as we mentioned above. Through this template, we ran multiple HPC instances. For HPC 
instances, Amazon guarantees a 10 Gigabit Ethernet interconnect with full bisection bandwidth. For our 
experiment, we have been considered four different workloads i.e., 25MB, 50MB, 75MB and 100MB of 
integer data. The integer values are generated using a ‘rand’ function.  Master-Slave  model have been chosen 
as  an  efficient  method  to  develop  and  implement  parallel  Radix sort. In this method, the jobs are 
allocated to the slaves by master using “MPI_Send” command which results to store chunk of data in slave’s 
buffers. At this time the sorting operations are performed in parallel by all slaves. Next step is a collection of 
sorted chunks by the master using “MPI_Recv” command and finally merging them in to a single array. The 
experiment has been repeated ten times under different workloads conditions and then the average has been 
calculated. Speed up has been defined according to Amdahl’s Law. To measure the execution time of these 
instances we used “cpu time” instead of “wall clock” to prevent any contention of daemons or other processes. 
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3.2. Analysis 
After compiling and execution of parallel Radix sort on both platforms, to measure scalability (speed up 
for different workloads) of our methodology with respect to the data size, the execution times and then speed 
up have been calculated for four different workloads 25, 50, 75 and 100MB by scaling up the nodes from 2, 4, 
6 to 8 nodes. The results of 25MB data and 100MB data have been shown in Fig. 2 and Fig. 3 respectively. To 
identify the computation performance with respect to the scalability, all workloads have been tested 
individually from 2 to 8 nodes on each platform. We have shown the experimental results of computing 
clusters with 2 and 8 nodes in Fig. 4 and Fig. 5 respectively. By analyzing each input data individually, we 
observed that there is a better execution time when the data is distributed evenly to the nodes but in case of 
uneven distribution, execution times increased. The huge variation in execution time has been recorded for 
75MB and 100MB for both platforms. On the other hand, load unbalancing has significant impact on 
performance and it results in more execution time and less speed up. This is also considered between the 
nodes for all the cases. 
 
 
              Fig. 2. Average execution times (sec) for 25MB data                        Fig. 3. Average execution times (sec) for 100MB data 
We assumed that the communication time taken by master to allocate and retrieve back the tasks, increases 
as cluster grows. During the experiments on EC2 compute cluster, starting with 2 and 4 nodes, we observed 
maximum speed up obtained for all the input sizes. This occurred because of the differences between the ratio 
of computation and communication time. We have observed that the computing power and communication 
time for 6 and further 8 nodes have slightly increased, resulted in the performance degradation and poor speed 
up. This is due to more communication overhead but still performs better than dedicated HPC cluster. Overall, 
it is observed that the Cloud has shown better an acceptable performance with the maximum speed up 
compare to the dedicated HPC. 
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                  Fig. 4. Computation performance with 2 nodes                                   Fig. 5. Computation performance with 8 nodes 
4. Conclusion and future work 
Tuning the parallel applications for efficient execution in Cloud is significant. We have devised a 
methodology to improve the speed up and scale up of HPC applications on a range of platforms from 
Amazon’s HPC Cloud to HPC-optimized cluster. Our results emphasize the validity of our method. They 
have been compared with the previous works done in the Cloud to verify the performance when HPC 
applications have been deployed. We observed significant improvement in speed up and scale up for up to 8 
nodes with the response rate of more than 20 percent parallel efficiency on the Cloud in comparison to 
dedicated HPC cluster. Beyond that limit, considerable attention must be paid because we may run into 
network interconnect bandwidth problems if we do not pre-reserve more instances.  
We are of the opinion that Cloud provides a viable alternative solution for some HPC applications and not 
all because application characteristics such as size and scale are important factors for the purpose of 
determining the optimal platform. However, still there are chances of improving the performance by solving 
the problems stated in section II. However, we expect there is a possibility of better parallel efficiency even 
more than 40 percent scaling if we apply an explicit request for more CPU cores / instances.  
In summary, we believe that Amazon’s HPC Cloud is a viable platform for specifically parallel 
computation intensive applications scaling up to high processor count and also for moderately sized parallel 
communication intensive applications.  
Analysis the performance of MPI version of other parallel sorting algorithms such as Quick sort, Merge 
sort etc. on public Clouds like Amazon and Microsoft Azure will be useful in future. 
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