Throughout the last decade copula functions were widely used to assess a wide range of hydrological problems, often focusing on two distinct variables. In many of these studies it was ignored whether the two variables of interest actually occurred simultaneously (e.g. two annual maximum time series were analysed in a multivariate statistical framework). Here we introduce a novel approach to derive bivariate design events using copula functions allowing both simultaneous and non-simultaneous occurrence of the variables to be modelled. The methodology is exemplarily applied to assess the combined flood occurrence at the confluence of the rivers Rhine and Sieg (Germany). The results underline the validity of the methodology. Employing a hydrodynamic numerical model furthermore shows that commonly used statistical approaches to select a single design event out of a vast number of possible combinations can be critical for practical design purposes.
Introduction
Design discharges at rivers are required for many engineering purposes, including the determination of design water levels for flood protection structures such as dikes, dams or walls. In order to derive such design discharges univariate extreme value analyses are routinely applied. In the direct reach of river confluences, however, such methods cannot be used since at least two discharges (the one in the main stream and the one in the tributary) must be taken into account. Several studies have been carried out in order to address this problem using several bivariate density functions (e.g. Morris and Calise 1987, Raynal and Salas 1987) . Over the last years copula functions have been used to solve many different multivariate hydrological problems. They were applied for example for rainfall frequency analysis (e.g. De Michele and Salvadori 2003, Grimaldi and Serinaldi 2006) , flood frequency analysis considering peak flow and flood volume (e.g. Zhang and Singh 2006 , Karmakar and Simonovic 2008 , 2009 , Bender et al. 2014 , drought frequency analysis (e.g. Kao and Govindaraju 2010) , storm surge modelling (e.g. Wahl et al. 2012 ) and for several other multivariate problems. For flood risk analyses at river confluences, copulas were already used by Favre et al. (2004) . They applied copula functions for a bivariate flood frequency analysis in the Peribonka watershed (Canada), downstream of a reservoir and an intermediate watershed. They employed the Farlie-Gumbel-Morgenstern, Frank and Clayton copulas to estimate cumulative flows of given return periods at the outflow of the watershed. They compared the results with the assumption of independence and showed that ignoring the existing dependence between flows would lead to lower design discharges. Wang et al. (2009) presented a copula-based algorithm to determine the joint probability at a river confluence using copulas from the Archimedean family. Using Monte-Carlo simulations they determined the joint probability of a simultaneous occurrence of flood events in both streams. The National Cooperative Highway Research Program (2010) first presented a general approach to estimate the joint flood risk at ungauged rivers for the design of road drainage structures. The study was based on 83 homogeneous distributed gauge pairs throughout the United States. Three multivariate methods were applied: bivariate distribution functions, univariate marginal distributions with copula functions, and the total probability method. For the generalization of the results from individual gauge pairs the ratio of the confluent catchments was used. Chen et al. (2012) applied 4-dimensional copula functions to model the risk of concurrent flood magnitudes and dates at confluences. Case studies were the upper Yangtze River in China and the Colorado River in the United States. At major rivers in Germany, where a dense network of discharge gauges exists, this multivariate issue is still simplified to a univariate problem. Common extreme value models are applied to the datasets from all gauges along the stream and the difference between design discharges at two neighboured gauges is then considered as the statistical relevant discharge of all tributaries between the gauges. If there is more than one tributary between two gauges the inflow of the individual tributaries is weighted according to their catchment sizes (BfG 2009).
All the above mentioned approaches except the one of NCHRP (2010) have in common that they either consider the block maxima of one (primary) parameter together with concurrent values of the second parameter, or the block maxima of both parameters. The latter concept assumes that both maxima occurred simultaneously. However, depending on the variables of interest and because their physical genesis may be different, this issue requires a more careful interpretation as already stated by Coles et al. (1999) .
Here we introduce a methodology to estimate multivariate design values where the maxima values of the two variables of interest do not necessarily have to occur simultaneously. To illustrate the practical use of this approach, we estimate the design water levels in the direct reach of a confluence of two rivers with very different catchment sizes where flood events usually do not occur simultaneously. In this study we focus on the bivariate case, but it is noted that the methodology can be extended to higher dimensions to include further variables.
The following Section 2 gives a short overview of the employed statistical methods and the numerical flow model that is used to derive the design water levels at the confluence. In Section 3, the case study site is introduced, before the results are presented in Section 4 and discussed in Section 5.
Methods

General copula theory
Since copula functions have recently been extensively used (especially in hydrology) and a corresponding number of papers have been published, we only provide a short introduction of the theoretical background of copula functions. More detailed information can be found for example in Nelsen (2006) and references therein.
Copulas are a flexible tool for modelling the dependence structure of two or more random variables. The joint behaviour of two (or more) random variables X and Y with continuous marginal distributions u = F X (x) = P(X ≤ x) and v = F Y (y) = P(Y ≤ y) can be described uniquely by an associated copula function C. In the bivariate case, the relationship between all (u,v) Є [0,1] 2 can be written as
where F X,Y (x,y) is the joint cumulative distribution function (cdf) of the random variables X and Y. A popular family of copulas is given by Archimedean copulas. They have the form
where the so called generator function φ:
is a strictly decreasing and convex function with φ(1) = 0. Here we consider three Archimedean copulas, namely the Clayton, Frank and Gumbel copulas, since they are relatively easy to construct, flexible and capable of covering the full range of tail dependence. The Clayton copula has lower tail dependence, the Frank copula has no tail dependence and the Gumbel copula has upper tail dependence (Nelsen 2006) . To identify a copula function that is capable of modelling the prevailing dependence we exploit the parametric bootstrap goodness-of-fit test (GoF-test), as proposed in Genest et al. (2009) . This test is based on Cramér-von-Mises statistics. The acceptance or rejection of a copula depends on the p value which is calculated via bootstrapping procedures. Large p values support its suitability, whereas small values indicate its infeasibility to model the dependence structure in the given dataset. In hydrology and hydraulic engineering one is mostly interested in the recurrence intervals (or return periods, RP) of certain extreme events. In the univariate case the RP is commonly defined as
where F X is the cumulative distribution of the variable X to be modelled, x represents the corresponding design quantile and μ T denotes the mean interarrival time (typically given in years; when using annual maxima values, μ T equals 1 year). This definition of the return period is, however, not directly applicable to the multivariate case and various definitions of joint return periods (JRP) exist (see e.g. Gräler et al. 2013 , Serinaldi 2014 ). Here we follow exemplarily the approach introduced by Salvadori and De Michele (2004) , although the methodology can also be applied to any definition of JRP. The AND-JRP is based on the bivariate cumulative distribution function F XY (x,y), formulated by the bivariate copula function C UV (u,v) (equation (1)) and the cdfs of the marginal distributions. This JRP is often referred to as AND-joint return period (T^) as it expresses the probability that X and Y exceed the values x and y at the same time: P(X > x^Y > y). This probability is commonly expressed by the so called survival functions. Considering the survival functions of the marginal distributions, i.e.
F XY x; y ð Þ can be expressed by the survival copulaĈ
Þ . Hence, the bivariate AND-JRP T^can be written as
Considering non-simultaneous occurrence of the variables
When modelling two random variables X and Y, it is (especially in hydrology) essential to cover the dependence (or independence) of the physical genesis of the extreme events. Block maxima series can be gathered for the two variables of interest independently and then used in the multivariate statistical analysis. Although there might be an analytical dependence between both variables, the two maxima values (for example in a year) may have not occurred simultaneously. It might even be that the simultaneous occurrence is physically impossible or at least very unlikely. When modelling for instance the common parameters flood peak discharge (Q) and flood volume (V) of a small catchment where snow melt may influence the discharge regime, it is very unlikely that the highest values of Q and V coincide. In such cases high runoffs are most often caused by short but intensive precipitation events whereas floods with high volumes often emerge from moderate but continuous rainfalls or even snow melt.
Therefore, an obvious approach consists in modelling the block maxima series of X (from here on referred to as X MAX ) and the simultaneously measured value of Y (Y SIM ) and vice versa (i.e. Y MAX and X SIM ). This requires fitting four marginal distributions
and F Y SIM y SIM ð Þ to the datasets as well as two copula functions (C I and C II ) to model the mutual dependency between the variable pairs:
In cases where both variables always occurred simultaneously (i.e. X MAX = X SIM and Y MAX = Y SIM ), the two corresponding marginal distributions would be identical,
This would furthermore result in identical dependence structures of the variables and hence in identical copula functions
When analysing flood peaks of two streams at a confluence it is unlikely that all block maxima values occurred simultaneously. Therefore, it can be assumed that in the majority of cases four marginal distributions and two distinct copula functions are required to fully describe the stochastic behaviour of the system. The question that instantly arises from applying this procedure is how the relevant design events can be derived from the two copulas. This can be realized by overlapping the quantile-isolines of the survival functions of both bivariate distributions F I and F II , where the outer envelope contains all possible variations of the design relevant data combinations.
For a given α Є (0,1) we define the quantile-isoline functions q I (x) and q II (x) implicitly by the equation
The envelope is then given by the maximum of both functions ( Fig. 1 ):
Figure 1. Schematic illustration of overlapping two quantile-isolines and deriving the envelope.
The application to a real dataset is presented in Section 4.
Selection of spatially dependent design events
One of the challenges when conducting bivariate extreme value analyses as part of the design process consists in selecting an adequate design event (or design combination) out of the vast number of possible parameter combinations with the same bivariate exceedence probability. However, some combinations on the same quantile-isoline are at least theoretically more likely than others. Therefore a common approach to select the relevant design event is based on identifying the point with the largest joint probability density (see e.g. Gräler et al. 2013) , from here on referred to as "most likely event":
Since we are interested in the design water level for the river confluence, selecting a single discharge combination and translating this into a water level is not straightforward; other combinations from the same quantile-isoline (and hence having the same joint exceedence probability) may lead to higher water levels in the area of interest. In this context hydraulic interactions like backwater effects and turbulences can cause a strong cross-dependence between the water levels and discharges in both streams. The magnitude of these hydraulic interactions depends on the distance to the confluence. In Fig. 2 , the water level W within the hydraulic influence reach of the confluence depends on the discharge of both the main stream Q M and the tributary Q T :
In the direct reach, in Fig. 2 denoted as point A (distance to confluence is d = 0), the influence of Q M and Q T are equally weighted, whereas the influence of Q M decreases at the tributary with an increasing distance d from the confluence (e.g. point B). For these two cases, multivariate approaches are required in order to gather several discharge combinations. At point C, in contrast, the water level is outside of the hydraulic influence reach of Q M and depends only on the discharge of the tributary, i.e. the design water level for point C can be derived from a univariate extreme value analysis. The same applies in the reverse case also to the main stream.
Here, as a result of the bivariate statistical analysis outlined in Section 2.1, we obtain a large number of discharge combinations of the main stream and the tributary, all having the same joint exceedence probability we are interested in. Since the distance d of the hydraulic influence depends on the geometry of the river bed and the discharges we employ a hydrodynamic-numerical model to determine the corresponding water levels and then choose the combination leading to the highest water levels as the design event.
Hydrodynamic flow model
The maximum water level represents the most relevant parameter for the design of flood protection structures. Thus, the discharge combinations derived from the bivariate extreme value analysis need to be translated into water levels considering the geometric and hydraulic boundary conditions at the reach of the confluence. Since one-dimensional flow models are not capable of modelling the expected hydraulic effects adequately, and three-dimensional models require enormous computational effort, we use a twodimensional depth-averaged hydrodynamic flow model. Such models are currently considered state-ofthe-art in hydraulic engineering practice for flood plain modelling (Hauer et al. 2009 ). We use the Hydro_AS-2D model (Nujic 1999) , which solves the shallow water equations on a linear grid using the finite volume method. Convective flow components in the two-dimensional model are based on the Upwindscheme (Pironneau 1989) . The time discretization is based on an explicit Runge-Kutta approach of second order.
3 Case study site and data The methods outlined above are exemplarily applied to the confluence of the rivers Rhine and Sieg in Germany. The Rhine River has its river head in the Alps in Switzerland. It runs through Germany and the Netherlands before it enters the North Sea. Its total catchment size amounts to 185 300 km 2 with a total flow length of 1239 km. At the confluence of both rivers the Rhine River drains a catchment of 141 008 km 2 with a water course length of 659.5 km. The run-off regime is dominated by winter floods occurring mostly between November and March. At river station 654.8 (4.7 km upstream of the confluence) gauge station Bonn (gauge no. 27100800) has measured the discharge since 1820. For this study the daily mean discharge time series from 1954 to 2012 was provided by the German Federal Institute of Hydrology (BfG). The two highest discharges (HHQ) at gauge Bonn were observed on 23 December 1993 and 30 January 1995. The flood indicator to be modelled in this study is the annual maximum discharge series (AMAX) of the hydrologic year, which starts in Germany in November and ends in October. The AMAX time series of the Rhine River contains a positive but insignificant linear trend, tested using the Mann-Kendall test (Mann 1945 , Kendall 1955 ) at the 95%-confidence level. Main discharge characteristics of gauge Bonn are summarized in Table 1 .
At river station 659.5 km the Sieg River enters the Rhine. The Sieg has a total catchment size of 2856.9 km 2 with a water course length of 155.2 km (Fig. 3) . 8.4 km upstream of the confluence, gauge Menden (gauge no. 2729100000100) is located. We use the time series of 15-minute mean discharges covering the 48 year period from 1964 to 2012; data were provided by the North Rhine-Westphalia State Agency for Nature, Environment and Consumer Protection (LANUV). There are no major channels entering the Sieg River between the gauge and the confluence with the Rhine. The highest discharge at gauge Menden was measured on 23 February 1970. Major characteristics of the time series of gauge Menden are summarized in Table 1 .
Much of the area along the Sieg River at the confluence reach is characterized by meadows; settlements in the northern and southern parts are protected by a levee (Fig. 3) . Areas adjacent to the Rhine River, particularly the western bank, are densely populated. Previous flood risk analysis at the confluence of the Figure 3 . Catchments of the Rhine River and the Sieg River (left) and the confluence reach (right).
two rivers considered a 100-year flood event in the Sieg and an estimated water level of a 20-year flood in the Rhine as the downstream boundary condition. A one dimensional flow model was then used to compute the corresponding water levels of the scenario. Although the runoff regime at River Sieg is also dominated by winter floods (see Fig. 4 ), only 24 of the 48 annual maximum discharges of both rivers occurred within a time window of 14 days. Figure 4 illustrates the annual maximum series of both rivers as well as the absolute time difference of the occurrence. In order to take this into account we use two bivariate datasets for the statistical analyses: (i) the annual maximum discharges of the main stream (from here on referred to as M MAX ) and the simultaneous flows of the tributary (T SIM ) and (ii) the annual maximum discharges of the tributary (T MAX ) and the simultaneous flows of the main stream (M SIM ). In order to capture discharges that occurred almost concurrently (i.e. within a short time window), T SIM and M SIM can be chosen as the maximum values within a certain time period around the M MAX and T MAX values. A meaningful choice of the size of this time window can be, for example, based on common criteria which are usually considered to assure that two flood peaks are independent. Following Svensson et al. (2005) , the time window can be selected depending on the catchment size of the river to ±5, 7 or 10 days. Due to the small catchment size of the Sieg River (of only 2856.9 km 2 ) and a corresponding average run time of flood waves of 20 hours, we selected a time window of ±1 day. Following this definition, only three annual maximum discharge events of both rivers can be considered as "simultaneous events". We compare the results derived from our approach to those obtained with a much more conservative (and theoretical) model assuming that all AMAX values occurred simultaneously (i.e. M MAX -T MAX ).
Results
Design discharge combinations
First we fit the marginal distributions to the four samples comprising the annual maxima at the main stream, simultaneous flow on the tributary, annual maxima at the tributary and simultaneous flow on the main stream using the maximum likelihood estimation method. The univariate distribution functions fitting best to the underlying datasets were identified by calculating the root mean square error of the theoretical non-exceedence probabilities and empirical non-exceedence probabilities, i.e. the plotting positions. For the two AMAX series the Generalized Extreme Value distribution (GEV) fits best, whereas the Log-Normal (LogN) distribution fits the two simultaneous flow series best (see Fig. 5 ). The plotting positions were derived by following the approach introduced by Gringorten (1963) . to 894 m 3 /s (upper right), whereas the discharge of the simultaneous flow series with the same exceedence probability of P = 0.01 at the tributary only amounts to 568 m 3 /s (lower right). Ignoring these differences in the bivariate statistical analyses would strongly affect the results and potentially lead to a costly overdesign.
Next, the two bivariate copula functions can be selected and fitted to the parameter pairs M MAX -T SIM and M SIM -T MAX using the maximum likelihood estimation method. Table 2 shows that for the M MAX -T SIM dataset only the Gumbel copula (θ Gumbel = 1.631) passes the goodness of fit test on the 95% confidence level.
For the M SIM -T MAX dataset p values are high for all three copulas and all pass the GoF test. Therefore, as a second test, we compare the observed data pairs with those simulated with the copulas and transformed to their original units with the marginal distributions (see Fig. 6 ). Although the Clayton copula leads to the lowest p value we select it since it provides the best optical fit. For comparison purposes the copula fit for the M MAX -T MAX dataset is also outlined in Table 2 . In this case the Gumbel copula (with θ Gumbel = 1.470) leads to the best fit. It can also be seen that Kendall's τ derived from the M MAX -T MAX values is considerably higher than for the M MAX -T SIM and M SIM -T MAX data pairs. Figure 6 clearly shows the differences we obtain from applying the different approaches. Considering for instance the "most likely events" (see Section 2) with a joint exceedence probability of P = 0.01 the values amount to 10 304 m 3 /s (Rhine River) and 502 m 3 /s (Sieg River) for the M MAX -T SIM case. The most likely M SIM -T MAX event with the same exceedence probability leads to values of 6442 and 726 m 3 / s, respectively. However, in case of a (theoretical) M MAX -T MAX model, the most likely event would result in 10 170 m 3 /s (Rhine River) and 823 m 3 /s (Sieg River). Since the underlying data pairs are mostly theoretical and did not occur simultaneously, this model will not be taken into account for the further analyses. Considering the two other statistic results (M MAX -T SIM and M SIM -T MAX ) the exceedence probabilities of discharge pairs still vary significantly. Therefore it is required to derive an overall quantile-isoline representing the results of both statistics. This is achieved by overlapping the quantile-isolines of the two copulas to determine the design relevant envelope with equation (6). In Germany flood protection structures are usually designed to withstand a 100-year event; thus we focus on discharge combinations at the joint exceedence level of P = 0.01. The red line in Fig. 7 represents the outer envelope of the overlapped quantile-isolines. The envelope is bounded by the 99.5% values of the univariate design values of the given annual exceedence probability (here P = 0.01). This boundary was chosen since discharge combinations on the envelope below point 5 or left of point 1 would lead to lower design water levels in the confluence reach and do not need to be included in the numerical simulations. Next, the question arises which flow combination is most relevant for design purposes, i.e. which combination leads to the highest water levels within the confluence reach. It has to be considered that the water level is a function of the discharge and the hydraulic boundary conditions and hence spatially variable. Theoretically, all pairs on the envelope line could represent the design relevant event. Here we choose five distinctive discharge combinations (denoted by the green points in Fig. 7) for the subsequent analyses using a hydrodynamic model to simulate the response water levels. Points 1 and 5 represent the bounds of the envelope line, whereas points 2 and 4 are the most likely design events (see Fig. 6 ) and also the outer vertices of the two individual isolines. Point 3 lies on the intersection of both quantile-isolines. Table 3 summarizes the marginal quantiles of all five selected discharge combinations (main stream and tributary) chosen to be analysed with the numerical flow model. 
Inundation modelling
In order to capture all hydraulic tailback effects along both rivers up-and downstream of the confluence the model extent needs to be chosen accordingly. In our case the model covers some 6 km of the Rhine River (1.5 km downstream and 4.5 km upstream of the confluence) and 7.3 km of the Sieg River including potentially flooded forelands as shown in Fig. 8 . The model grid is assembled using terrestrial survey data of the river beds and high resolution airborne based laser scan data of the forelands with a mean grid size of 1.0 m. The roughness coefficients are chosen corresponding to a digital land use model. For the model calibration we use historical flood magnitude marks at the Sieg River approximately 2.6 km upstream of the confluence. The calibration is performed based on five historic flood events and with the final model set-up we obtain a RMSE of 0.06 m between observed and modelled water levels. Based on the five discharge combinations outlined in Table 3 we compute the resulting water levels for the entire confluence reach under steady flow conditions. All boundary conditions (except the discharges) in the numerical model are kept constant in order to allow direct comparison of the results illustrated in Fig. 8 . As we are more interested in the spatial distribution of design relevant discharge combinations rather than in absolute flow depths, only the absolute flow depth of discharge combination 1 is shown in Fig. 8 (panel no. 1 ). The results for the discharge combinations 2-5 are displayed as the difference of the flow depth in each model grid cell relative to discharge combination 1. In Fig. 8 , green areas represent higher water levels compared to scenario 1, white areas illustrate equal results and red represents lower water levels. Discharge combination 1 leads to moderate inundation along the Rhine River and significant inundation along the Sieg River with maximum flow depths of about 9.0 m. Scenario 2 leads to higher water levels in the Rhine River (green areas) but mostly lower water levels along the Sieg River (red areas). Equal water levels for both scenarios (white area) are found in the lower part of the Sieg River. The other panels of Fig. 8 show that higher discharge in the Rhine River and lower discharge in the Sieg River leads to a shift of the area with equal water levels upstream of the Sieg. This is because the influence of the Rhine River discharge on the resulting water levels increases. Scenario 5 leads to the highest water levels in the direct reach of the Rhine River as well as in large parts of the Sieg River. Only the water levels in the uppermost part of the Sieg River are lower compared to Scenario 1.
After evaluating the differences of the water levels resulting from the five discharge scenarios, we want to identify the spatially varying design scenarios, i.e. identifying which scenario leads to the highest water levels in which area of the confluence reach. Figure 9 shows that flow combination 5 leads to the highest water levels in major parts of the investigation area. Due to the disproportionally high Figure 7 . Overlapped quantile-isolines with annual exceedence probability of p = 0.01 derived from the two bivariate copulas fitted to the M MAX -T SIM and M SIM -T MAX datasets.
discharges of the Rhine River compared to the Sieg River, and the relatively flat topography, strong tailback effects of the Rhine River discharge propagate into the reach of the Sieg River. Only in the uppermost part of the model domain do no tailback effects occur and Scenario 1 (i.e. high Sieg discharge, low Figure 8 . Results of the hydrodynamic flow model considering the five discharge combinations outlined in Table 2 . Figure 9 . Design relevant discharge combinations as outlined in Fig. 7 for the confluence reach of the Rhine River and the Sieg River.
Rhine discharge) leads to the highest water levels. Although discharge scenarios 2, 3, and 4 also have the same joint exceedence probability of P = 0.01, they are not relevant for the design of flood protection structures at any location within the confluence reach. This is mainly because the Rhine River has significantly higher discharges than the Sieg River (about 12 times higher with regard to the 100-year event) and, hence, it dominates the maximum water level within the confluence reach. It is noted that in other cases, where rivers with almost equal discharges meet, the result would likely be different.
Conclusions
We introduced a novel approach to model multivariate data when the maxima of both variables in a year are unlikely to occur always simultaneously. The approach is based on performing common bivariate statistical analyses with suitable copula models considering the block maxima of one variable together with the simultaneously observed values of the other variable and then overlapping the quantile-isolines. This allows us to define the design relevant data pairs lying on the outer envelope of both isolines of a given quantile. As an example we applied the method to the confluence of the Rhine River and the Sieg River. We showed that the approach leads to distinctively different results in contrast to the very conservative approach of analysing the annual maximum values of both variables (despite their time of occurrence relative to each other). The introduced methodology can be applied to any dataset (also for higher dimensions than the bivariate case) where the maximum values of the variables of interest do not always occur simultaneously. Furthermore, it was outlined that the relevant design data pair should, if possible, be identified based on the "consequences" (here the resulting water levels in the confluence reach) instead of relying on the statistical definition of the most likely design point. Finally, we note that both the numerical and statistical models employed for the present study exhibit different kinds of uncertainties. A detailed analysis of the latter was beyond the focus of this work, but it will be interesting to continue efforts to evaluate the combined effects of uncertainties from different sources on the overall results from flood risk analyses at river confluences.
