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We consider two coupled time reversal invariant helical edge modes of the same helicity, such as
would occur on two stacked quantum spin Hall insulators. In the presence of interaction, the low
energy physics is described by two collective modes, one corresponding to the total current flowing
around the edge and the other one describing relative fluctuations between the two edges. We
find that quite generically, the relative mode becomes gapped at low temperatures, but only when
tunneling between the two helical modes is non-zero. There are two distinct possibilities for the
gapped state depending on the relative size of different interactions. If the intra-edge interaction is
stronger than the inter-edge interaction, the state is characterised as a spin-nematic phase. However
in the opposite limit, when the interaction between the helical edge modes is strong compared to
the interaction within each mode, a spin-density wave forms, with emergent topological properties.
Firstly, the gap protects the conducting phase against localization by weak nonmagnetic impurities;
and secondly the protected phase hosts localized zero modes on ends of the edge that may be created
by sufficiently strong non-magnetic impurities.
I. INTRODUCTION
Symmetry protected topological states of matter are
characterized by the invariance of their Hamiltonian un-
der local symmetries. These states are referred as topo-
logical insulators/superconductors. They possess gapless
surface modes that are protected by the gap in the bulk
of the material, as long as the symmetries are not bro-
ken. For non-interacting particles the topological classifi-
cation is determined by time reversal (TR) and particle-
hole (PH) symmetry [1, 2]. Under this classification, a
two dimensional insulator invariant under TR symmetry
can be either trivial or topological. While the bulk con-
ductivity vanishes at zero temperature in both cases, a
non-trivial topological insulator (TI) hosts gapless helical
edge modes[3, 4]. A single helical edge mode consist of a
Kramers-pair, connected by TR symmetry. The disorder
that does not break the TR symmetry can not scatter
between the Kramers partners. Therefore the system
is protected against localization as long as the gap in
the bulk exceeds the disorder potential and TR symme-
try is preserved. The nontrivial TR topological insula-
tors, also known as quantum spin Hall insulators (QSHI),
have been observed experimentally in certain two dimen-
sional [5–7] materials with strong spin-orbit. An anal-
ogous state occurs in three dimensions[8–10], where the
two-dimensional surface is conducting and cannot be lo-
calised.
Such a state is known as a Z2 topological insulator,
meaning that the number of protected topological modes
is either zero or one. This means that if one considers a
systems with two helical edge modes, backscattering be-
tween non Kramers pairs is allowed, leading to Anderson’
localization of the edge modes. In this case the system
is a topologically trivial insulator. Whether it is possi-
ble to find an individual material exhibiting two (non-
protected) helical modes or not is, as far as we know,
an open question. However such a setup can certainly
be engineered by considering a stack of two QSHIs, suf-
ficiently close that the conducting edge modes may both
hybridise and interact with each other via the Coulomb
interaction.
The presence of electron-electron interactions can dra-
matically change the properties, even of single QSHIs
[11–14]. In particular, as it has been shown in Ref.
[15, 16] the topological protection of a single helical mode
in the presence of impurities is removed by sufficiently
strong repulsive interactions. The process involves co-
herent scattering of two interacting electrons off a static
impurity, a process allowed by TR symmetry. As a result
the helical state is localized. On the other hand, as shown
in Ref. [17] moderate repulsive interaction stabilizes the
conducting phase, for TI with a number of edge modes.
Clearly these two mechanisms act in opposite direction.
In this work we complete the analysis of [17] and take
into account two particle scattering.
We focus on two helical edge modes, coupled by tun-
neling and electron interaction [17, 18]. In the non-
interacting limit this system is topologically equivalent
to a trivial insulator. We show that in the presence of
interaction the system may or may not be topologically
trivial depending on the strength of interaction and tun-
neling amplitude. If the inter-mode interaction is smaller
than the interaction between Kramers pairs, the system
remains topologically trivial, with vanishing conductance
at zero temperature. In this case, the system is in a spin-
nematic phase [19–21]. In the opposite limit, where the
inter-mode interaction is stronger than the interaction
within each mode, the system remains conducting. This
protection against localization is a direct consequence of
the spin gap. By adding strong non-magnetic impuri-
ties the edge mode splits into unconnected parts, each
hosting a pair of localized zero modes on its ends.
This paper is organized as follows. In the first section
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FIG. 1. (color online) Experimental setup to measure the
conductance (See text).
we formulate the model. In the second section we apply
bosonization technique and analyze the low temperature
fixed point using the renormalization group (RG). In the
third section we study the stability of the conducting
phase against a single impurity and random disorder. We
summarize and discuss our results in the conclusion.
II. TWO COUPLED HELICAL MODES
We consider two interacting helical modes. Each one
is formed at the edge of a two dimensional TR invariant
topological insulator that are placed one next to another,
see Fig.1 The Hamiltonian of the clean system (disorder
or impurities will be added in Section IV) consists of four
different parts
H = Hkin +Htun +HSO +Hint. (1)
Here Hkin is the kinetic energy
Hkin =
∑
k,σ,a
σ,a(k)c
†
σ,a(k)cσ,a(k), (2)
where c†σ,a(k) creates a fermion in a helical mode (a =
1, 2) with a given spin (σ =↑, ↓) and momentum k; σ,a(k)
is the dispersion relation of the noninteracting mode. The
helicity comes from the relationship between spin σ and
the dispersion – roughly speaking spin up will correspond
to a right moving mode while spin down will be a left
moving mode; this will be fully discussed below.
The tunneling between the two modes is described by
Htun = −t⊥
∑
k,σ,a
c†σ,a(k)cσ,a¯(k), (3)
where we introduced the notation 1¯ = 2, 2¯ = 1.
In a helical model when spin is related to chirality, for
there to be any backscattering at all, one must break
Sz symmetry. While many previous works did this at
a phenomenological level (as TRS does not imply un-
broken Sz symmetry), we expand on a model originally
proposed for a single edge by Schmidt et al [15]. In this
model, the spin-orbit coupling HSO is explicitly incorpo-
rated into the non-interacting part of the model, as this
is the physical process that leads to broken spin-rotation
symmetry. This coupling, HSO has the generic form
HSO = αSO
∑
k,σ,σ′,a
kc†σ,a(k)(σ
x)σ,σ′cσ′,a(k), (4)
with σx being the corresponding Pauli matrix.
Finally, the interaction between electrons is modeled
by
Hint = U0
∑
x,a
na(x)na(x) + 2U
∑
x
n1(x)n2(x). (5)
Here U0 and U stand for interaction constants within the
same mode and between different modes consequently.
Under generic conditions these two constants are different
(U0 6= U). The fermion densities are
na(x) = c
†
↑,a(x)c↑,a(x) + c
†
↓,a(x)c↓,a(x), (6)
where, as usual cσ,a(x) =
∑
k e
ikxcσ,a(k).
Throughout this work, we will use units where ~ = 1
and a0 is the short-distance cutoff for the field theory.
This may be thought of as an effective lattice spacing for
the helical modes; however in a full theory of the entire
two-dimensional setup of the QSHI, it is more closely
related to the inverse of the bulk gap. In either case, it
is a non-universal constant in the field theory that sets
the overall energy scale.
A. Diagonalization of Non-interacting Hamiltonian
In a TR invariant system, the dispersion relation must
satisfy the constraint
σ,a(k) = σ¯,a(−k). (7)
The simplest dispersion relations describing gapless
modes are ↑,a(k) = vF k, and ↓,a(k) = −vF k. Here
we assume that the Fermi velocity of the non interact-
ing helical modes is the same. Introducing the vector of
fermionic fields
c†(k) = (c†↑,1(k), c
†
↓,1(k), c
†
↑,2(k), c
†
↓,2(k)), (8)
the noninteracting part of the Hamiltonian H0 = Hkin +
Htun +HSO becomes
H0 =
∑
k
c†(k)h0(k)c(k), (9)
with h0(k) the Hermitian matrix
h0 =
 vF k αSOk −t⊥ 0αSOk −vF k 0 −t⊥−t⊥ 0 vF k αSOk
0 −t⊥ αSOk −vF k
 , (10)
= δaa′(vFσ
z
σσ′ + αSOσ
x
σσ′)k − t⊥τxaa′δσσ′ . (11)
3FIG. 2. (color online).- Single particle energy spectrum.
Kramers pairs are depicted by the same color.
Here σx,y,z, τx,y,z are the corresponding Pauli matrices
in spin and mode space respectively. Using (11) we find
that h0(k) is diagonalized by an unitary transformation
B, such that h0(k) = B
†D(k)B, with
B =
1√
2
 cosβ sinβ cosβ sinβ− sinβ cosβ − sinβ cosβcosβ sinβ − cosβ − sinβ
− sinβ cosβ sinβ − cosβ
 (12)
=
(τzaa′ + τ
x
aa′)√
2
(eiβσ
y
)σσ′ , (13)
and β = 12 tan
−1
(
αSO
vF
)
. We therefore pass to the new
basis
ψ(k) = Bc(k), ψ† = (ψ†+,1, ψ
†
−,1, ψ
†
+,2, ψ
†
−,2), (14)
where the single particle Hamiltonian (9) is diagonal
H0 =
∑
k
ψ†(k)D(k)ψ(k). (15)
The eigenenergies are given by D(k) = diag(vk −
t⊥,−vk − t⊥, vk + t⊥,−vk + t⊥) where v =
√
v2F + α
2
SO
is the renormalized Fermi velocity. These dispersion re-
lations are shown in Fig. 2.
It is worth emphasising that while in the original basis
cσ,a, σ corresponded to the physical spin and a to the
helical edge in question; in the new basis however ψσ,a,
σ corresponds to helicity and a to the band index. Thus
the transformation matrix (12) encodes the relationship
between spin and helicity that will be crucially important
when potential disorder is added in section IV.
B. Interacting Hamiltonian in rotated basis
In the new basis ψ, the interaction part of the Hamil-
tonian becomes
Hint =
∑
x,σσ′aa′
(
U+ψ
†
σa(x)ψσa(x)ψ
†
σ′a′(x)ψσ′a′(x)
+ U−
∑
a1,a2
ψ†σa(x)(τ
x)aa1ψσa1(x)ψ
†
σ′a′(x)(τ
x)a′a2ψσ′a2(x)
)
.
with U± = (U0 ± U)/2. In the continuum limit, it is
convenient to rewrite the field operators in terms of slow
modes near each Fermi point [20–22]:
ψ+,1(x)→ R1(x)eik1F x, ψ−,1(x)→ L1(x)e−ik1F x
ψ+,2(x)→ R2(x)eik2F x, ψ−,2(x)→ L2(x)e−ik2F x.
Here the Fermi momenta k1,2F are given by (F ± t⊥)/v.
The non-interacting Hamiltonian can be written in terms
of the slow modes in a standard way
H0 = −iv
∫
dx
∑
a
(
R†a∂xRa − L†a∂xLa
)
. (16)
The interaction Hamiltonian acquires the form
Hint =
U+
2
∫
dx
∑
a
(
R†aRa + L
†
aLa
)2
(17)
+ U−
∫
dx
(
R†1R1R
†
2R2 + L
†
1L1L
†
2L2
)
(18)
+ U−
∫
dx
(
R†1R2L
†
1L2 + L
†
2L1R
†
2R1
)
(19)
+ U−
∫
dx
(
R†1R2L
†
2L1e
2i∆kF x + h.c.
)
, (20)
with U± = U0 ± U and ∆kF = k1F − k2F = 2t ⊥ /v.
III. BOSONIZATION AND RG ANALYSIS
To account for the effects of the interaction, it is natu-
ral to pass to the bosonic description of fermionic fields.
The fermionic fields are represented by the vertex oper-
ators
Ri =
κi√
2pia0
ei
√
4piφRi , Li =
κi√
2pia0
e−i
√
4piφLi . (21)
The bosonic fields satisfy the equal time commutation
relations
[φRi (x), φ
L
j (x)] =
i
4
δij (same point), (22)[
φηi (x), φ
η′
j (y)
]
=
i
4
ηδijδηη′sgn(x− y). (23)
After bosonization [20–22], the noninteracting part of the
Hamiltonian (16) combines with (17) and (18) into the
4quadratic bosonic Hamiltonian
Hquad = v
∫
dx
∑
a
(
(∂xφ
R
a )
2 + (∂xφ
L
a )
2
)
(24)
+ g
∫
dx
∑
a
(
∂xφ
R
a + ∂xφ
L
a
)2
(25)
+ g′
∫
dx
(
∂xφ
R
1 ∂xφ
R
2 + ∂xφ
L
1 ∂xφ
L
2
)
. (26)
Here g = (U0 + U)a0/2pi, g
′ = (U0 − U)a0/2pi and a0
the lattice constant. The interaction Hamiltonian also
generates the backscattering terms
Hbs = − g
′
pia20
∫
dx
(
ei
√
4pi(φL1−φR1 −φL2 +φR2 ) + h.c
)
(27)
+
g′
pia20
∫
dx
(
ei
√
4pi(φL1 +φ
R
1 −φL2−φR2 )ei∆x + h.c
)
. (28)
In terms of the new bosonic fieldsϕ+θ+ϕ−
θ−
 = 1√
2
1 1 1 11 −1 1 −11 1 −1 −1
1 −1 −1 1


φL1
φR1
φL2
φR2
 , (29)
the full Hamiltonian (16-20) splits into two commuting
parts H = H+ +H−. The Hamiltonian H+ is given by
H+ =
u+
2
∫
dx
[
(∂xϕ+)
2
K
+ (∂xθ+)
2K
]
, (30)
where u+ =
√
(v + g′)(v + g′ + 4g) and the Luttinger
parameter is K =
√
v+g′
v+g′+4g . The second part of the
Hamiltonian, H− is
H− =
u−
2
∫
dx
[
(∂xϕ−)2 + (∂xθ−)2
]
(31)
− g
′
pia20
∫
dx
(
cos(
√
8piθ−)− cos(
√
8piϕ− + 2∆kFx)
)
,
with u− = v − g′. Note that due to the helical nature of
the fermionic modes, the bare Luttinger parameter K−
of the Hamiltonian H− equals unity. The RG equations
depend on the ratio between the running scale to the
tunneling amplitude.
For energies above t⊥, one can ignore the oscillating
part 2∆kFx in the second cosine, and the model is equiv-
alent to the bosonized form of the XYZ chain, naturally
tuned to be on a Z4 plane in the phase diagram (see e.g.
Ref. [20]. The RG equations are
∂K−
∂`
= 0,
∂g˜
∂`
= 0. (32)
Here ` = ln Λ0/Λ (with Λ being a running energy scale),
and g˜ = g′/u− = a0(U0 − U)/2piu−. Clearly, neither
the Luttinger parameter nor the amplitude of the cosines
renormalize in this regime. The Luttinger parameter
therefore remains unity, and the theory remain gapless
as be shown by refermionization back to the original
fermionic degrees of freedom.
However, below the energy scale t⊥, the presence of the
oscillations 2∆kFx in the second cosine term in (31 be-
come important, and therefore averaged over long energy
scales, this entire cosine term can be neglected in the RG
flow at these energy scales [23]. One is then left with the
well known sine-Gordon model; the RG equations in this
case read [20, 22]
∂K−
∂`
= −g˜2, ∂g˜
∂`
= (1−K−)g˜. (33)
We see that both K− and g˜ always flow to strong cou-
pling as the energy scale is reduced (`→∞). Therefore
the term cos(
√
8piθ−) opens a gap in the mode described
by φ−, θ−. In this situation, the system flows to one of
two strong coupling fixed points depending on the sign of
g′. We note however that the other mode, φ+, θ+ always
remains gapless in the absence of any Umklapp scatter-
ing.
At this point, it is also worth emphasizing the impor-
tance of interchain hopping t⊥ 6= 0 in the above result.
In its absence t⊥ = 0, one would never enter the second
range of RG flow, and Eq. (32) would be valid until arbi-
trarily low temperatures. Thus the interchain hopping is
necessary for a strong coupling phase to occur (for weak
interactions). We now proceed to characterize the two
strong coupling phases by looking at potential local or-
der parameters. As one of the modes remains gapless,
these local order parameters are never non-zero in the
thermodynamic limit, but rather the phase is identified
as the order parameter with the slowest decaying corre-
lations; see e.g. Refs. [24, 25].
A. Intra-mode interaction stronger than
inter-mode interaction (g′ > 0)
For positive g′ the minimum of −g′ cos(√8piθ−) takes
place at θ− =
√
pi
2n with n ∈ Z. In this case, the order
parameter (with k¯F = (k
1
F + k
2
F )/2 ≡ F /v)
OI = i(e2ik¯F xψ†+,1ψ−,2 + e−2ik¯F xψ†−,1ψ+,2 − h.c.) (34)
=
1
pia0
[
cos
√
4pi(φR1 + φ
L
2 ) + cos
√
4pi(φR2 + φ
L
1 )
]
=
2
pia0
cos(
√
2piθ−) cos(
√
2piϕ+), (35)
becomes dominant as 〈cos√2piθ−〉 6= 0. In terms of the
original helical fermions cσ,a, this order parameter reads
OI = cos 2k¯Fx
∑
σσ′aa′
c†σa(τ
y)aa′ [cos 2βσ
x − sin 2βσz]σσ′cσ′a′
− sin 2k¯Fx
∑
σσ′aa′
c†σa(τ
y)aa′(σ
y)σσ′cσ′a′ . (36)
To understand the structure of this order parameter,
we can rotate the spin quantization axis in the xz
5plane, by defining the rotated fermionic operators c˜σ,a =∑
σ′(e
i(β−pi/4)σy )σσ′cσ′,a. In this basis
OI =
∑
σσ′aa′
c˜†σa(τ
y)aa′ [cos 2k¯Fx σ
z − sin 2k¯Fx σy]σσ′ c˜σ′a′
(37)
The τy in this order parameter means that a pattern of
currents is flowing between the two spin edges. The pres-
ence of σx and σy (rather than σ0) means that these are
spin currents; the spatially dependent part in brackets
describes a spiral for the axis of quantization of these
currents. This order parameter therefore may be inter-
preted as a spin-nematic phase [19–21] in the spirally
varying tilted spin basis.
B. Inter-mode interaction stronger than
intra-mode interaction (g′ < 0)
For negative g′ the minimum of −g′ cos(√8piθ−) occurs
at θ− =
√
pi
2
(
n+ 12
)
with n ∈ Z. In this case, the order
parameter
OII = e2ik¯F x(ψ†+,1ψ−,2 + ψ†+,2ψ−,1) + h.c. (38)
=
1
pia0
[
sin
√
4pi(φR1 + φ
L
2 )− sin
√
4pi(φR2 + φ
L
1 )
]
=
2
pia0
sin(
√
2piθ−) cos(
√
2piϕ+), (39)
becomes dominant as 〈sin√2piθ−〉 6= 0. In terms of the
original helical fermions cσ,a, this order parameter reads
OII = cos 2k¯Fx
∑
σσ′aa′
c†σa(τ
z)aa′ [cos 2βσ
x − sin 2βσz]σσ′cσ′a′
− sin 2k¯Fx
∑
σσ′aa′
c†σa(τ
z)aa′(σ
y)σσ′cσ′,a′ . (40)
Again, performing a rotation in the spin basis c˜σ,a =∑
σ′(e
i(β−pi/4)σy )σσ′cσ′,a the order parameter can be
written in the familiar form
OII =
∑
σσ′aa′
c˜†σa(τ
z)aa′ [cos 2k¯Fxσz−sin 2k¯Fxσy]σσ′ c˜σ′,a′
(41)
The only difference between this order parameter and
that in Eq. (37) is the replacement of τy with τx. This
means that instead of spin currents, one has a pattern
of spins, with the two different helical edges antiferro-
magnetically connected. We can therefore interpret this
order parameter as a spin density wave, where as before
the axis of quantization traces a spiral pattern along the
edge of the sample.
Putting these two results together, the entire phase
diagram of the problem in the absence of the disorder is
depicted in Fig. 3.
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FIG. 3. (color online).- Dominant order parameter for two
interacting helical modes, for strong tunneling. Here g′ =
(U0 − U)/2pi, where U0 is the interaction strength within an
helical mode, whereas U is the mutual interaction between
the modes. Above the diagonal the dominant correlations
are of the spin-density wave type; while below the diagonal,
the dominant correlations are of the spin-nematic type. H−
remain gapless along the diagonal U0 = U .
IV. DISORDER
We now consider the response of the coupled edge sys-
tem to backscattering; first we consider the case of single
impurities and then we go on to look at random disorder.
We follow closely methods previously developed for ordi-
nary (non-helical) two-leg ladders [24–26]. Rather sim-
ilarly to two-leg ladders, we will find one of the strong
coupling phases is particularly susceptible to localization
by disorder; while in the other phase, the system remains
a ballistic conductor, even when disorder is added (rather
like the original helical edges before they were coupled).
We then go on to show that the conducting phase ac-
tually has emergent topological properties, namely zero-
energy boundary states, before discussing experimental
signatures of the results of the calculations in this sec-
tion.
A. Single impurity
For isolated helical modes, non magnetic impurities
cannot localize the metallic state for moderate interac-
tion. In the non-interacting limit the backscattering be-
tween counter-propagating modes is not allowed by the
Kramers theorem. If interaction within a helical mode is
strong (K < 1/4) the single impurity is a relevant pertur-
bation. For the random disorder the localization occurs
at K < 3/8) [15, 16]. Here we analyze the fate of the con-
ducting state when two helical modes are present. The
6presence of a non magnetic impurity at x = 0 generates
the scattering processes (here cσ,a = cσ,a(x = 0))
H
‖
imp =
∑
σ,a
µ‖ac
†
σ,acσ,a, (42)
H⊥imp = µ
⊥(c†↑,1c↑,2 + c
†
↓,2c↓,1) + h.c. (43)
In general, for a TR invariant impurity potential, µ
‖
1,2
are real numbers while µ⊥ = µ⊥< + iµ
⊥
= can be a complex
number. A finite imaginary part of µ⊥ implies a break-
ing of an inversion symmetry by disorder potential. Let
us note that inversion symmetry is broken already at the
level of the single particle Hamiltonian (1), as the heli-
cal modes break explicitly the right-left symmetry due
to their different spin projections. Writing the real and
imaginary parts of µ⊥, the impurity scattering processes
H⊥imp read
H⊥imp = µ
⊥
<
∑
σσ′aa′
c†σa(τ
x)aa′δσσ′cσ′a′
− µ⊥=
∑
σσ′aa′
c†σa(τ
y)aa′(σ
z)σσ′cσ′a′ . (44)
In the basis (14) the forward part of the impurity scat-
tering is given by
H fimp =
∑
σ,a
µaψ
†
σ,aψσ,a + µ
‖
−
∑
σ
(ψ†σ,1ψσ,2 + h.c)
+µ⊥= cos 2β
∑
σσ′aa′
ψ†σa(τ
y)aa′(σ
z)σσ′ψσ′a′ , (45)
with µ1,2 =
µ
‖
1+µ
‖
2
2 ±µ⊥< and µ‖− =
µ
‖
1−µ‖2
2 . The backscat-
tering term are accounted by
Hbimp = µ
⊥
= sin 2β
∑
σσ′aa′
ψ†σa(τ
y)aa′(σ
x)σσ′ψσ′a′ .
The forward processes do not play any role in the An-
derson localization and therefore will be neglected. One
is left with the backscattering term
Hbimp = µ
⊥
= sin 2β
∑
σσ′aa′
ψ†σa(τ
y)aa′(σ
x)σσ′ψσ′a′ . (46)
After bosonization, this term reads
Hbimp = −iµ⊥= sin 2β
[
R†1L2 + L
†
1R2 −R†2L1 − L†2R1
]
= −2µ
⊥
=
pia0
sin 2β cos(
√
2piθ−) cos(
√
2piϕ+). (47)
For g′ > 0 when the system is in the spin-nematic phase,
the expectation value of cos
√
2piθ− is finite. This implies
that the scattering operator is determined by cos
√
2piϕ+.
Under RG its scaling dimension is K/2 < 1. There-
fore it is a relevant perturbation, making the system an
insulator. In the opposite case, for g′ < 0 in the spin-
density wave state, the expectation value of cos
√
2piθ− is
zero and the backscattering operator is always irrelevant.
Therefore the system remains conducting.
B. Random disorder
We now turn to another limit of disorder, where one
considers many weak non-magnetic impurities. In this
case, the previous analysis should be modified. The dis-
order is accounted by Hdis = H
‖
dis +H
⊥
dis with
H
‖
dis =
∫
dx
∑
σ,a
U‖a (x)c†σ,a(x)cσ,a(x), (48)
H⊥dis =
∫
dxU⊥(x)(c†↑,1(x)c↑,2(x) + c†↓,2(x)c↓,1(x)) + h.c.
The components of random potential U⊥(x′) are given
by
U⊥(x) =
∫
dyU(x, y)χ1(y)χ
∗
2(y − d), (49)
U‖a (x) =
∫
dyU(x, y)χa(y)χ
∗
a(y), (50)
where U(x, y) is the two dimensional random potential
generated by the impurities. The wavefunction of the
the helical mode a in the direction perpendicular to the
motion is χa(y). The function χ(y) is peaked around
zero, as the helical edge modes are quasi-onedimensional.
The separation d between the modes is assumed to be
constant.
We assume that the disorder at different points is
uncorrelated, i.e. U‖a (x)U‖b (x′) = δabδ(x − x′) and
(U⊥(x))∗U⊥(x′) = Dδ(x − x′). As in the case of single
impurity, the disordered Hamiltonian H
‖
dis in the single-
particle diagonal basis ψ contains just forward scattering
terms, that do not localize the system. We concentrate
in H⊥dis which in the ψ basis becomes
H⊥dis =
∫
dx
∑
σσ′aa′
(U⊥< (x)ψ†σa(x)(τz)aa′δσσ′ψσa′(x)
+ U⊥= (x)ψ†σa(x)(τy)aa′(nˆ(β) · ~σ)σσ′ψσ′a′(x)
)
.(51)
where U⊥<(=) is the real (imaginary) part of the disorder
potential U⊥. The vector ~n is unitary and explicitly given
by ~n(β) = (sin 2β, 0, cos 2β). Focusing on the backscat-
tering terms we have
Hbdis =
1
2
∫
dx
∑
σσ′aa′
η(x, β)ψ†σa(τ
y)aa′(σ
x)σσ′ψσ′a′ ,
(52)
with η(x, β) = 2U⊥= (x) sin 2β. Under bosonization, this
term becomes
Hbimp = −
i
2
∫
dxη(x, β)
[
(R†1L2 −R†2L1)e−iδx − h.c
]
(53)
= − 1
pia0
∫
dxη(x, β) cos(
√
2piθ−) cos(
√
2piϕ+ + δx),
with δ = 2F /v. Averaging over disorder, one finds the
replicated action that is generated by the backscattering
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FIG. 4. (color online) Non-monotonic conductance as a func-
tion of temperature for moderate interactions. At energies
below the gap ∆edge ∼ t⊥ exp(− pi
2u−
a0|U−U0| ) the conductance
renormalizes to zero in the presence of small concentration of
impurities (blue curve) if g˜ = a0(U0 − U)/2piu− > 0 (spin-
nematic phase) . For g˜ = a0(U0−U)/2piu− < 0 (spin-density
wave phase), the conductance remains finite (black curve).
At energies above the gap, the conductance is dominated by
single particle tunneling.
term (53)
Sb,AVimp =
D
(pia0)2
∑
αβ
∫
dxdτ1dτ2 cos(
√
2piθα−) cos(
√
2piϕα+)
× cos(
√
2piθβ−) cos(
√
2piϕβ+). (54)
Deep in the gapped phase we can expand cos(
√
2piθ−)
around its minimum θ− = θmin+δθ. Integrating the mas-
sive δθ mode, the model for the charge field ϕ+ maps to a
Giamarchi-Schultz [27] model with Luttinger parameter
K ′ = 2K. Therefore the random disorder is a relevant
perturbation for K < 3/4.
C. Conductance as a function of temperature
At energy scales above ∆edge ∼ t⊥e−pi/2|g˜|, the conduc-
tance is dominated by the single particle tunneling [17].
For the moderate interaction strength this perturbation
is irrelevant, and conductance increases with lowering the
temperature. Below the energy scale ∆edge, two-particle
processes are dominant, and open the gap in the spin
sector. In the topological phase (g′ < 0) this gap pro-
tects the conducting mode (for the charge sector) in the
presence of a single impurity, while in topologically triv-
ial phase (g′ > 0) it does not. For the random disorder
the topological phase remains conducting for K > 3/4.
A schematic dependence of conductance on temperature
is shown in Fig. 4.
D. Boundary zero modes in the protected phase
In order to reveal the existence of zero modes, we in-
troduce a strong non magnetic impurity that pinches off
FIG. 5. (color online). Spatial profile of the θ−(x) field in the
topological phase (g′ < 0). The two different groundstates in
a finite helical system correspond to the two choices of kink
anti-kink in the boundary, where the field has to minimize the
backscattering potential. Different colors represent different
ground state profiles for θ−(x).
a section of the helical modes. This discussion is then
analogous to the one presented in [28, 29] for the case of
non-helical chains. These impurities are modeled by
Uwell = ihw
∑
a,i
(R†aLa¯ + L
†
a¯Ra)δ(x− xi) + h.c.,
=
2hw
pia0
cos(
√
2piϕ+) cos(
√
2piθ−)
∣∣∣∣x=L
x=0
, (55)
where x1 = 0 and x2 = L and δ a Dirac delta function.
The backscattering strength hw is assumed to be larger
than any other relevant energy scale in the problem. The
potential well (55) pins the field θ− to the value
√
pi
2m
with m ∈ Z, close to the boundary. In the bulk the field
θ− is pinned to either
√
pi
2n for g
′ > 0 or
√
pi
2 (n + 1/2)
for g′ < 0. This implies that for g′ < 0 the field θ−
has to change by ± 12
√
pi
2 close to the boundary (see Fig.
5). This kink in the θ−(x) field corresponds to a spin
1/4 excitation near the edge. The two different ground
states correspond to configurations with kink and anti-
kink pairs that are shown in Fig. 5. Both configurations
have the same energy. This degeneracy of the θ− field at
the edge of the samples allows particles to tunnel in or out
at the edges without paying the energy cost of the gap.
One may therefore describe these modes as topologically
protected localised zero-mode at the boundaries of the
sample [28, 29].
As we discussed in the previous section, for g′ < 0 the
system is protected against localization by single impu-
rity due to the existence of the spin gap. Therefore the
spin density wave phase in this model is indeed topologi-
cal, being protected against single impurity backscatter-
ing and hosting fractionalized zero modes on its ends. By
the same analysis, we find that the spin nematic phase is
topologically trivial.
E. Experimental signatures
There are several predictions we have made that can
be tested experimentally. First, the electric conductance
8STM
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Strong Non-Magnetic Impurities
FIG. 6. (color online) Experimental setup for the detection of
fractionalized zero modes. By moving the tip of STM parallel
to the edge one measures the tunneling current as a function
of a distance from the end point.(See text).
studied above may be measured in two terminal experi-
ment. In this measurement one attaches ohmic leads on
the edge of the sample, as shown in Fig 1. Our theory
predicts the dependence of the two terminal conductance
on temperature, see Fig.4.
Another type of experimental study involves Scanning
Tunneling microscope (STM). We propose to perform
such experiment after adding two non-magnetic impuri-
ties to the system. Provided that the amplitude of impu-
rities are bigger that the size of the gap in bulk (∆bulk),
a finite part of the helical mode is cut off the rest of the
system. If the system is in topologically non trivial phase
we expect to find fractional zero-energy modes at the end
points of the constriction, see Fig. 6. By scanning the
tip of the tunneling microscope away from the end points
one expected to see a hard gap in the density of states
of the size ∆edge. The tunneling density of states in the
topological phase scales as [25]
ν()/ν0 ∝

(

Λ
) 1
2K−1 , close to the strong impurities
θ(−∆edge), away from the impurities
(56)
where ν0 is a bare value of the density of states,  is the
energy of the tunneling electron with respect to the Fermi
energy, and Λ is the ultra-violet cutoff. At low bias, the
tunneling current has a power law zero bias anomaly near
the end points (see Fig 6), where the spin gap vanishes.
Along the edge, but away from the impurities, the tun-
neling density of states ν() vanishes at bias smaller than
∆edge.
V. CONCLUSIONS
In this paper we studied the low energy physics of two
helical edge modes, coupled by tunneling and electron-
U0 > U U0 < U
Topological Protection No Yes
Order Parameter Spin Nematic Spin Density Wave
Zero modes No Yes
TABLE I. Phases of two interacting helical modes. The in-
teraction strength within the same helical state is U0 and
between different helical modes is U .
electron interaction. Our results are summarized in Table
I.
We showed that the tunneling between the modes, in
the presence of repulsive interaction and generic spin-
orbit interaction, leads to the development of a spin gap.
If the interaction between Kramers partners is stronger
than the interaction between states not connected by TR
symmetry the system is topologically trivial. The inclu-
sion of weak non-magnetic impurities localizes the con-
ducting mode. The two terminal conductance is a non
monotonous function of temperature.
In the opposite limit, the system is in topologically
non-trivial phase. The gap in the spin sector protects the
conducting phase against backscattering by weak non-
magnetic impurities. The protected phase has a ground
state degeneracy and possess fractionalized zero energy
edge-modes. The later can be observed in tunneling spec-
troscopy experiments. The two terminal conductance
monotonously grows with decreasing the temperature,
reaching 2e2/h value at zero temperature.
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