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Resumen
En este artı´culo se describen en forma breve las direcciones de investigacio´n que en la actualidad
se esta´n desarrollando dentro de la lı´nea “Optimizacio´n Mono y Multiobjetivo” del Laboratorio
de Investigacio´n y Desarrollo en Inteligencia Computacional (LIDIC). Uno de los objetivos prin-
cipales de esta lı´nea, es el estudio y desarrollo de me´todos de aproximacio´n de soluciones para
la optimizacio´n mono y multiobjetivo en problemas de optimizacio´n combinatoria y en espacios
continuos. En particular, el e´nfasis esta´ puesto en los me´todos computacionales de aproximacio´n
basados en los paradigmas de inteligencia colectiva y biolo´gicos.
1. Introduccio´n
Se puede definir informalmente el concepto de optimizacio´n como el proceso de encontrar y com-
parar soluciones factibles hasta que ninguna solucio´n mejor pueda encontrarse. Estas soluciones son
consideradas buenas o malas en funcio´n de algu´n objetivo. Una porcio´n importante de la investigacio´n
y aplicacio´n en el a´rea de optimizacio´n considera un u´nico objetivo a optimizar aunque gran parte de
los problemas del mundo real involucran ma´s de un objetivo. En los problemas en los cuales existen
objetivos conflictivos mu´ltiples el proceso de optimizacio´n ya no devuelve una u´nica solucio´n mejor
sino un conjunto de soluciones o´ptimas de compromiso, siendo responsabilidad de quie´n toma las
decisiones elegir cua´l de ellas es mejor para el problema que desea resolver.
Los me´todos cla´sicos de optimizacio´n, en general, devuelven una solucio´n en cada ejecucio´n lo
cual hace que dichos me´todos no sean los ma´s aptos para resolver este tipo de problemas [6]. Las
heurı´sticas de bu´squeda basadas en poblaciones, que representan conjuntos de soluciones, resultan
ma´s adecuadas para resolver problemas de optimizacio´n multiobjetivo.
Por otra parte, los problemas pueden cambiar en el tiempo y no conocerse nada acerca del mo-
mento en que se producen los cambios. En esta situacio´n ¿es conveniente comenzar desde cero o tratar
que el algoritmo de optimizacio´n pueda, desde el punto en que se encuentra, adaptarse y seguir con el
proceso de optimizacio´n reutilizando las buenas soluciones encontradas hasta ese momento?. Es claro
que este u´ltimo tipo de problema, no estacionario, es mucho ma´s complejo de resolver puesto que las
heurı´sticas que suelen usarse en los casos esta´ticos no devuelven buenos resultados en los dina´micos.
Nuevamente aquı´, las heurı´sticas de bu´squeda basadas en poblaciones parecen ser ma´s aptas, puesto
que existe la posibilidad de encontrar una solucio´n de partida, dentro del conjunto de soluciones que
mantienen en la poblacio´n, que sea un buen punto para continuar la bu´squeda cuando se produjo un
cambio [2].
2. Tareas Concluidas y en Progreso
En los u´ltimos an˜os el eje de investigacio´n de la lı´nea se enfoco´ en el estudio de problemas de
optimizacio´n monoobjetivo usando heurı´sticas pertenecientes al paradigma de la Computacio´n Evo-
lutiva, especialmente algoritmos gene´ticos multirecombinados con y sin insersio´n de conocimiento
acerca de la naturaleza del problema. La performance de los algoritmos desarrollados se evaluo´ so-
bre problemas de optimizacio´n combinatoria duros, tales como distintos problemas de scheduling en
ambientes esta´ticos (las referencias pueden ser consultadas en http://www.lidic.unsl.edu.ar) y en la
optimizacio´n de funciones multimodales dina´micas, donde el objetivo fue seguir la trayectoria del
o´ptimo global, tan cercanamente como sea posible, a medida que e´ste se desplaza sobre el espacio de
bu´squeda.
En razo´n de que los algoritmos evolutivos, conforme la poblacio´n evoluciona, idealmente conver-
gen hacia el o´ptimo global o hacia alguna solucio´n muy cercana a e´l, cuando se produce un cambio la
poblacio´n ha perdido gran parte de la diversidad inicial, caracterı´stica esta que hace necesario comple-
mentar dichos algoritmos con te´cnicas que permitan mantener la diversidad gene´tica de la poblacio´n.
En tal direccio´n se implementaron diferentes te´cnicas:
Creacio´n de nichos, que promueven la formacio´n y mantenimientos de subpoblaciones que
exploran a´reas distintas del espacio de bu´squeda, los me´todos usados fueron clearing, sharing
[16] y algoritmos de clustering [10]
Operadores de macromutacio´n, tales como recrudecencia e inmigrantes aleatorios [12], que
insertan diversidad o bien aumentando la probabilidad de mutacio´n o reemplanzando un por-
centaje de la poblacio´n por individuos generados aleatoriamente, respectivamente.
Las caracterı´sticas de los experimentos disen˜ados y los resultados de tales enfoques (salvo para el
caso de clustering que aun no han sido publicados) pueden ser consultados en [1, 19] disponibles en
http://www.lidic.unsl.edu.ar.
En la actualidad la actividad se concentra en el estudio y desarrollo de dos heurı´sticas muy pro-
misorias, tales son Particle Swarm Optimizer (PSO) y Artificial Immune Systems (AIS).
La heurı´stica PSO que pertenece al paradigma de la Inteligencia Colectiva y fue inicialmente pro-
puesta por J. Kennedy y R. Eberhart [15]se basa en el comportamiento de las bandadas (poblaciones)
de aves (partı´culas) cuando buscan alimento. Los swarms o bandadas son poblaciones de partı´cu-
las que representan soluciones potenciales de un problema determinado. La bu´squeda hacia nuevas
soluciones es guiada por la “presio´n social”, es decir, se basa en el conocimiento de los dema´s indivi-
duos. Los miembros de la bandada se comunican entre sı´ para direccionar la bu´squeda, emulando las
te´cnicas de exploracio´n que usan los insectos o pa´jaros.
Una partı´cula usualmente es representada como un vector, donde cada componente se corresponde
con una variable del problema y tiene asociado un vector de fitness, indicando la aptitud de la misma.
Tambie´n utiliza un vector de fitness fbest asociado a cada una, el cual hace referencia al mejor fitness
encontrado hasta ese momento por ese individuo.
En cada iteracio´n o ciclo de vuelo se evalua la funcio´n objetivo para cada partı´cula con respecto a
su posicio´n corriente. Tambie´n, en cada ciclo se actualizan las partı´culas en base a dos valores: pbest
(explotacio´n), el mejor valor alcanzado por la partı´cula hasta ese momento, y gbest (exploracio´n) el
mejor valor encontrado por toda la poblacio´n.
Inicialmente PSO fue propuesto para optimizacio´n en espacios continuos. Con respecto a la apli-
cacio´n de esta heurı´stica para problemas de optimizacio´n en espacios discretos poco es el trabajo
reportado, hasta el momento, en la bibliografı´a especializada [4, 17]. Por tal razo´n, aprovechando la
experiencia del grupo en temas de scheduling, parte de la investigacio´n de la lı´nea se derivo´ a estudiar
su aplicabilidad a un problema concreto, el de Scheduling Total Weigthed Tardiness en ambientes de
ma´quina u´nica. Este problema es considerado un problema NP-Hard o duro [13], ya que no se conoce
un algoritmo que pueda resolverlo en tiempo polinomial.
En tal sentido, se trabajo´ sobre diferentes versiones de PSO. Se inicio´ el estudio de esta heurı´stica
con una versio´n hibridizada del PSO ba´sico al que se lo denomino´ HPSO [3]. En este algoritmo las
partı´culas se representaron como vectores de nu´meros reales (para mantener la eficiencia demostrada
del algoritmo cuando trabaja sobre espacios continuos) y se utilizo´ un operador de mutacio´n dina´mica
para mantener la diversidad en la poblacio´n.
Una versio´n posterior de HPSO mejoro´ la performance del primero, a trave´s de la utilizacio´n
de vecindarios lo´gicos. Esta versio´n denominada HPSOvecin [18] logro´ solucionar una falencia que
presentaba HPSO: la convergencia prematura hacia o´ptimos locales. Esto se logro´ gracias a que cada
partı´cula adema´s de estar influenciada por el mejor valor encontrado por ella misma, esta´ influenciada
por el mejor valor alcanzado por alguno de sus vecinos. ´Esto produce que cada partı´cula sea afectada
por la mejor performance de un grupo ma´s pequen˜o de partı´culas (una del vecindario que comparte),
y no por la mejor performance de la mejor partı´cula de la poblacio´n como sucedı´a en HPSO.
Trabajos posteriores condujeron a una nueva mejora: la insercio´n de conocimiento especı´fico del
problema permitiendo de este modo que el algoritmo ya no realice una bu´squeda ciega dentro del
espacio de bu´squeda sino que ahora guı´a a las partı´culas hacia las regiones ma´s promisorias del
mismo. Este algoritmo HPSO-kn es el que revela la mejor performance. La insercio´n de conocimiento
se realiza a trave´s de la inclusio´n de 3 semillas provistas por tres buenas heurı´sticas. Las mismas son
introducidas en la poblacio´n inicial de partı´culas y de esta manera las influencian. Los resultados
obtenidos han sido enviados para su publicacio´n y actualmente esta´ en proceso de revisio´n.
Otra direccio´n en la cual se trabajo´ y se obtuvieron muy buenos resultados es en la aplicacio´n
de HPSOvecin para el problema de optimizacio´n de funciones dina´micas [14]. A diferencia de lo
que sucedı´a cuando se trabajo´ con algoritmos evolutivos la u´nica te´cnica de mantenimiento de la
diversidad en la poblacio´n utilizada fue un operador de macromutacio´n dina´mico.
Al momento se esta´ trabajando en la adaptacio´n del algoritmo para problemas de optimizacio´n
multicriterio, en primer instancia, para ambientes esta´ticos y, posteriormente, si los resultados obteni-
dos son buenos se extendera para su aplicacio´n en ambientes dina´micos.
Por otro lado, con respecto a la heurı´stica AIS recientemete ha comenzado a ser estudiada por parte
de los integrantes de la lı´nea. Cuando este modelo computacional AIS es comparado con otros bien
establecidos modelos de la inteligencia computacional como los algoritmos evolutivos, las colonias
de hormigas, las redes neuronales, entre otras, puede decirse que la AIS esta´ aun en los primeros an˜os
de su “infancia”.
Una definicio´n dada por [5] expresa “AIS son sistemas adaptativos inspirados en los principios
y modelos de la teorı´a de la inmunologı´a biolo´gica y funciones inmunolo´gicas observables, que son
aplicados a la resolucio´n de problemas”.
En particular parte del grupo esta´ interesado en la aplicacio´n de este modelo en problemas de op-
timizacio´n combinatoria para mono y multiobjetivo. So´lo se reportan en la bibliografı´a especializada
dos trabajos para el problema del viajante [7, 8] y otros pocos para problemas de scheduling [9, 11].
En la u´ltima referencia los autores reportaron resultados sobre un problema de optimizacio´n de dos
objetivos para el caso de Flow Shop Scheduling. Al respecto el grupo todavı´a no reporta resultados,
esencialmente se esta´ encarando la etapa inicial de estudio de la tema´tica.
3. Consideraciones finales
Es importante destacar que al momento esta´n en marcha tres Tesis Doctorales asociadas con las
tema´ticas de esta lı´nea de investigacio´n, dos de ellas con Becas otorgadas por el CONICET en el
corriente an˜o.
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