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1. INTRODUCTION 
In this paper we are going to study infinite systems of ordinary differential 
equations 
We are specifically interested in solving systems of equations that arise as 
moment equations associated with a Fokker-Planck [l] or pseudo Fokker- 
Planck [2; 3, Eq. (S)] q t e ua ions. These equations occur frequently in statis- 
tical physics. 
The moment problems we will consider are associated with a problem of 
the form 
(W4 (t) = A(t) u(t), 40) = *o 3 
u(t) = 24(x, t) (1.2) 
A(t) = c a&) xp(d/dx)q. 
PQ 
If we assume that u(t) is a solution of (1.2) that is sufficiently nice, then we 
can compute the n-th moment u%(t) of u(t) by 
tin(t) = j- u(t) x” dx. 
If we integrate by parts, assuming that u(t) goes very quickly to zero at 
infinity in the space variables, then we obtain 
s xp+“(d/dx)q 11(x, t) dx = (- 1)” &; “h)l j. xp+n-qu dx. 
Consequently, we make the following: 
* This work was partially supported by N.S.F. grant G.P. 19614. 
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DEFINITION 1.1. The moment problem associated with problem (1.2) 
is 
(1.3) 
A particularly simple and illustrative example is 
(au/at) (x, t) = [a(a2px2) + bx(a/ax) + CX2] u(x, t), (1.4) 
which has the associated moment equations 
du,/dt = an(n - I) u,m2 - b(n + 1) u, + CU,+~ . (1.5) 
We first note that in general the coefficients in Eq. (1.3) tend to infinity as 
some power of n. 
If the original equation (1.2) is parabolic then we can hope to apply 
classical methods to solve Eq. (1.3), see [l]. However, in many interesting 
cases [2, p. 333; 3, Eq. (7)] the equations are not parabolic. We refer to these 
equations as pseudo Fokker-Planck equations. 
We want our theory to include both Fokker-Planck and pseudo Fokker- 
Planck equations and consequently there is little hope that the standard 
methods will work. However, we are able to use the techniques developed 
in [2, 41. In fact these techniques are becoming increasingly important in the 
study of partial differential equations. 
In Section 2 we present a formal (possibly divergent) power series solution 
of Eq. (1.1) when A,, is nearly diagonal and independent of t. If Eq. (1.2) 
has polynomial coefficients independent of t, i.e. the sum in p and q is finite 
and apQ is constant, then the corresponding equations of type (1.1) are 
governed by constant nearly diagonal matrix which is what we need in order 
to show that (1.1) has a solution. 
In Section 3 we give conditions under which the solutions found in Section 2 
converge. These conditions are, essentially, estimates on the diagonal 
A n,la+i and A,+i,,j , i = 1, 2 ,... of the matrix of problem (1.1). 
In Section 4 we apply the general theory we developed in Sections 2 and 3 
to moment equations associated with certain problems that appear in [l-3]. 
Here we show that we can find convergent solutions to many interesting 
examples, however, there are also many examples for which we cannot find 
convergent solutions. We give some examples of elementary equations whose 
power series solution actually diverges. These examples indicate that our 
theory is sharp, when we apply it to moment equations. 
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Finally, we indicate the simple changes necessary in order to apply our 
theory to equations which arise from problems like Eq. (1.2) but where A ,is a 
differential operator in several variables. 
2. FORMAL SOLUTIONS 
We first note that the following theorem is obvious. 
THEOREM 2.1. If A,, = 0 for n > m then Problem (1.1) possesses a solu- 
tion. This is also the case if A,, depends continuously on t and Eq. (1.1) is 
inhomogeneous. 
In the above case we say that A,, is lower diagonal. 
DEFINITION 2.1. If a(n) is a positive increasing sequence and A,, are 
complex numbers such that A,, = 0 for n > a(m), then the matrix A,, 
is said to be nearly lower diagonal. 
We first need the following proposition which says that matrix multiplica- 
tion preserves nearly lower diagonal matrices. 
PROPOSITION 2.1. Let a(n) and b(n) be two positive &easing sequences. If 
A,, = 0 for n > a(m), 
B,, = 0 for n > b(m), 
then 
Cm = 1 &d-h, is Jinite, 
2, 
and 
C,, = 0 for n > c(m) = b(a(m)). 
Proof. First, 
ah) 
Gm = c 4JL < 00. 
P=O 
Suppose n > c(m). If p > a(m), then A,, = 0. If p < a(m), and 
n > c(m) 3 b(p) theu B,, = 0. 
THEOREM 2.2. Let A,, be nearly lower diagonal and constant. If y,, is any 
sequence of complex numbers, then there is a sequence of formal power series x,,(t) 
satisfying 
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Proof. Let x,(t) and yn define vectors x(t) and y. Also, let A,, define a 
matrix A. The desired solution of (1.1) is 
x(t) = exp(At)y = c t”A”y/n!. 
From Proposition 2.1 we see that A” is well defined. Similarly Any is well 
defined. 
3. CONVERGENT SOLUTIONS 
In this section we will set up a vector space structure so that we can apply 
the Ovcyannikov theorem [4, p. 1 l] to obtain a solution of Problem 1.1. The 
Ovcyannikov theorem requires that we introduce a scale of Banach spaces, 
i.e., for each real s > 0 we have a Banach space X, satisfying certain prop- 
erties (see Proposition 3.1). We then view the matrix A,, as a bounded 
operator from X, into XJ for s’ < s satisfying a special estimate (see Proposi- 
tion 3.2). We are then in a position to apply the Ovcyannikov theorem! 
We start by introducing a very general scale of spaces. 
DEFINITION 3.1. Let 01 = (a(n)} and ,!I = (p(n)} be sequences such that 
a(n) > 0, B(n) > 0, and /3(n) is nondecreasing with limit +co. If x = {z(a)} 
is a sequence of complex numbers, define 
PROPOSITION 3.1. Each X, is a Banach space and the X, form a decreasing 
scale of Banach spaces in the sense that if 0 < s’ < s, then 
&c&, II x llsr G II x l/s * 
Also, X, is dense in X,, for 0 < s’ < s and consequently the dual spaces X, 
of X, form an increasing scale of Banach spaces. In fact, if111 x /II8 is the norm on 
Xi, then 
Ill xl/IS = SUP{I x, I s-6cV4W1>. 
Proof. Clear. 
We will now consider an operator A on X, where 
(Ax),,, = 2 A,,x, . 
?L=O 
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PROPOSITION 3.2. Suppose thut 0 -=c a < b and that rj” and #’ are two 
nonnegative sequences such that 
Foyp)ai < co, ai = s;p(a(f-(n+i))) < co, 
IfOgd<land 
IA n,n+i I < y!“S(n)d a(n + i) +)-l, 
I An+i,n I < yi(2)P(# a(n) 4n + i>-‘, 
then 
II Ax lb < (3s - Od II x IIs, a<s’<s<b. 
Proof. We compute 
= $. z. I An,,+i I I xn+i I (06(n) 44 
+ gl z. 1 A,+i,, I l xn l (S’)B(n+i) dn + i, 
< C 1 .y$l’&n)d (s’/s)~‘“’ s@(~)-~(~+~)) 1 x,+i 1 ss(n+i)a(n + i) 
< ~up(~(n)~ (s’/s)““‘) (c yp) s~p(aB(d-B(n+i’)) II x IIs 
; s;p(fi(n)d (s’/s)~‘“‘) (1~12) s;p(b(B(RCi)-8(“))) Ij x IIs 
< C(s - s’)-d 11 x lls . 
THEOREM 3.1. Let X, be as in Definition 3.1 and let A(t), I t I < 8 be an 
operator given by the matrix A,,,(t). Let A,,,(t) satisfy the conditions of 
Proposition 3.2 in place of A,,,,, . Also, let A(t) be a continuous mapping of 
1 t I < 8 into the space of bounded linear operators mapping X, into X,* for all 
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s’, s such that 0 < a < s’ < s < b where we use the norm (uniform) topology 
on the operators. Let y E X, and x(t) be a continuous mapping of 1 t / < 6 into 
X, . For some 6, and every s, a < s < 6 there is a unique continuously differen- 
tiable function x(t), / t 1 < 6,(b - s), valued in X, satisfying 
(dxldt) (t) = 4) x(t) + 4th x(0) = y. (3.1) 
Proof. This is a direct application of the Ovcyannikov theorem [4]. 
In the proof of the Ovcyannikov theorem one sets z(t) = 0 and then 
integrates Eq. (3.1) obtaining the usual integral equation 
x(t) =Y + j’ A(f) x(S) dt. 
0 
One then defines the Picard iterates 
x,(t) = Y 
x,+,(t) = Y + j; 43 x,(5) dt, 
(3.2) 
n 2 0. 
It is then possible to show that (3.2) converges in the spaces X, . Uniqueness 
and the inhomogenity are handled in a similar manner. 
We would now like to point out that we have assumed no symmetry 
conditions on A,, and conditions of the type A,, is negative. Consequently 
one cannot hope to apply the classical semigroup results to our problem. We 
are now in a position to apply our theory to moment problems. 
Remark. In the Ovcyannikov theorem one automatically obtains an 
existence theorem in the dual scale X,‘. In Proposition 3.1 it was pointed out 
that X,’ can be identified with a space of sequences with the norm 
11 x/Is = sup(] x, ( s-5(n)a(n)-1). 
However, we see that this is nearly the norm 
II x II l/a,6,l/s ) 
and consequently we obtain nothing new. If we choose a(n) decreasing then 
we find that A,, must be small above the diagonal and can be large below 
the diagonal. In the dual space this is reflected about the diagonal. 
4. MOMENT PROBLEMS 
We want to study moment problems as given in (1.2) and (1.3). We first 
note that if in (1.2) the sum in p and Q is finite and ap,Xt) is independent of t, 
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then we can apply the results of Section 2 to obtain a formal power series 
solution. 
We now give a simple example where we can obtain a convergent 
solution. If in Section 3 we choose d = 1, a(n) = (n!)-li2, p(n) = n and 
A n,n+i = A,+i,, = 0 for i > 2, #’ = C for j = 1, 2 and i = 1, 2, #’ = 0 
for i > 2, then our conditions on A,;become 
IA n,n+i 1 < CtZ(?Z!/(?Z + i)!)l” 
1 A,+i,, 1 < Cn((n + i)!/r~!)l’~. 
This is satisfied if 
I A,,, I < Cn, 
IA n.n+l I < Cn1/2, A,+l,, < CT?/~ 
IA n,n+2 I G C, I A,+,,, I < Cn2. 
This is exactly what we need to solve Eq. (1 S). 
We now consider a more general example. 
THEOREM 4.1. If in Eq. (1.2) am(t) is continuous and p8 + q( 1 - 6) < K, 
k > 0, then Eq. (1.3) h as a solution given by Theorem 3.1 when we choose 
d = 1 and 
a(n) = (n!)-a 
/3(n) = nk. 
Ifk>lthenwemusthaveA,,=Oforn~mandb>a>1orA,,=O 
for n < m and a < b < 1. In the case 6 > 1 we require than p < 4 for some G 
and in the case 6 < 0 we require that p < tfor some 8. 
Proof. Consider the case when A = xP(d/dx)p and the associated moment 
equation is 
du 2 = t-l)* cm + P)! u,+,_, = 1 A 
dt (n+P-0 
mn%l * 
Ifp - q > 0, then 
I &+i,n I = 0 
IA n,n+i I = O if i#P-2 
= (n +p)!/(n +p - p)! if i=p-q. 
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Ifp--GO, then 
IA n.n+i I = 0 
I An+i,n I = 0 if i#q-p 
= (n + q)!/n! if i=q-p. 
To satisfy the conditions of Proposition 3.2 we need 
sup &=-(n+iPl < 00 
n 
sup b[ (n+d)b+l < 00 
n 
which gives the conditions for k > 1 and is satisfied if 0 < k < 1. We also 
need 
(n + p)!/(n + i)! < CnE{(n!)B/[(n + i)!]“} , i=p-q 
(n + q)!/n! < C@{[(n + i)!]“/(n!)“}, i=q-p. 
These inequalities are satisfied if 
q(l - 6) + ps < k. 
If 6 < 0 or if 6 > 1, we need, in addition, to keep the sum inp, q finite. The 
theorem then follows as Proposition 3.2 holds for finite sums of operators 
when it is true for the individual operators. 
Remark. If K > 1, then the system is either upper diagonal or lower 
diagonal. In the lower-diagonal case one can use Theorem 2.1 to solve the 
problem. However, we obtain from Theorem 4.1 the additional information 
that all the moments possess a common interval of existence which depends 
in a particular way on the data of the problem. 
If the operator A in Eq. (1.2) is given by xr(d/dx)7 then the matrix for 
the associated moment equations is given by A,, = (n + r) (n + r - l), 
A mn = 0, m # n. This matrix is diagonal and we can easily solve Eq. (1.3). 
However, we can choose k = 2r, 6 = 8 and then apply Theorem 4.1. We 
can now easily see what terms we can add to A and still use the same choice 
of k and 6. 
Let us now consider the equation given in [l, Eq. (I)] which has the 
associated moment equations 
du,/dt = n(n - 1) u,-~ - nu, - nauUnf2 . (4.1) 
We first note that the system is not upper or lower diagonal and consequently 
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if we wish to apply Theorem 4.1 we must choose k < 1. In addition we must 
have 
2(1 - S) < 1 
3s+1--6<1 
which is impossible. Consequently we cannot apply Theorem 4.1 to this case. 
If one tries to apply Theorem 3.1 directly one needs to satisfy the two 
inequalities 
(n + 2) In + 1) G c/+v +>/+ + 2) 
n < CP(@ + + 2)/44 
with the side conditions /3(n) < Cn and d < 1. It is easily seen that this is 
impossible. 
We next remark that if our theory applies to (1.1) then it would also apply 
to the problem given by replacing A,, by 1 A,, 1 and ym by I3)m 1 . We now 
give a counter example which shows that we actually have divergence of the 
formal power series solution of (1.1) in many simple cases and because of 
the above remark we cannot solve (4.1). 
Suppose that A is given by a matrix with nonnegative entries where 
A n.n+z 3 C(n + 1) 
A n+2.n 3 C(n + 1Y 
for some OL and ,8. If we let a, be the (0,O) entry of Ak (upper left corner), 
then 
a2k 2 Ao,2A2,4 0-a A2k-2,kAk.2k a.* 4.2A2.0 
> (1 -3 * 5 .2k - l)“+B 
>, Ck[2(k - l)!]*+o. 
If we solve problem (1.1) with yn 3 0, y,, > 0, then we see that 
x,(t) b c c 39’” 
[(k - l)!la+B 
(2k)! 
t2k 
which is clearly divergent if 01+ p > 2. This then implies that the power 
series solution to equations very similar to (4.1) are divergent. 
We now consider what to do if in (1.2) A is given by a differential operator 
in k variables x = (x1 ,..., xk). If m = (m, ,..., mk) is a multiinteger, then we 
can define 
Xrn = xylxp . . . xp 
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%rz(t> = 1 X%(X, t) dx. 
Now u, is a “sequence” depending on a multiinteger which can be rearranged 
as a sequence depending on an integer. And then we can apply our theory. 
However, it is easier if we change the material in Sections l-3 by considering 
the various indices as multiintegers (see, for instance, [2, p. 3341). This can 
be done with no essential changes in the material. We then note that the 
material can be used to solve the moment equation for the equations studied 
in [2] but cannot be applied to Gordon’s equation [3, Eq. (7)]. 
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