Abstract. Time invested in education has been growing in recent years and it is a subject of interest not only for schools, but also for companies, due to the time and money saved because of a correct understanding of the development of an activity. To contribute to learning, different techniques for the development of learning objects have been investigated. Novel techniques involve the use of augmented reality. In this research paper, the implantation of two innovative areas belonging to the computer science to support the learning process is presented: augmented reality and image processing. Through augmented reality we project virtual entities to the user computer screen and through image processing techniques, we perform the detection of an object that allows the interaction with the virtual entity without the need to use any special equipment.
Introduction
Some of the most recent computational techniques used to support the learning process are virtual reality (VR) and augmented reality (AR), however, the difference between them is not clear in many cases.
In [1] , the authors provide the following VR definition: "VR is high-end usercomputer interface that involves real time simulation and interactions through multiple sensorial channels. These sensorial modalities are, visual, auditory, tactile, smell and taste". In the definition, real time means that the computer can detect a user's input and modify the virtual world instantaneously. In [2] is specified that the human brain can process between 10 and 12 images per second and detect them as a simple image and with a higher number of images will produce the sensation of visual continuity, so in VR, computer must be able to process more than 12 images per second.
In [3] , AR is described as a reality in which virtual content is seamlessly integrated with displays of real world scenes, the formal definition proposed by the authors is: "AR is a combination of technologies that enable real time mixing of computer generated content with live video displays".
Both, VR and AR consider the use of virtual entities, however, the most important difference is provided in [4] : "VR technologies completely immerse a user inside a synthetic environment. In contrast, AR is taking digital or computer generated information and overlaying them over in real time environment".
Related Work
In [5] , the authors propose the use of glove with many sensors adapted to it, to interact with virtual entities using AR. The proposed methodology aims to support the rehabilitation process. The system is able to get a measure of any finger movement which is not relevant to the method proposed in this research work. Despite of being a good option to the rehabilitation process, the acquisition of the glove is crucial to interact with virtual entities to perform the rehabilitation process.
Digital Entities Modeling
To develop both, virtual environments and virtual entities, VR uses different software tools to create, first, a mesh model of the entity and then create the environment, once created the environment, the entity is exported into it. Finally, when the environment and the entities are mixed, the project is produced and exported to a device (lenses usually), in [6] this process is detailed.
In AR, the entity modeling process is a little different, the entity could be developed through software tools too, however, usually the environment is the real one recorded through a camera or any other scanner. To introduce the entity in the real world, often AR uses pattern recognition algorithms to project the virtual entity in the pattern usually printed in a sheet of paper, in [7, 8, 9] , the use of this way of AR is detailed. Additionally, in [10] , another way to combine the real world and virtual entities is exposed: training a machine learning methodology to recognize a specific object in the real world and project the virtual entity in it.
The machine learning algorithm is K nearest neighbor, and the data collection of the object where the virtual entity is going to be projected was obtained by Scale-invariant feature transform (SIFT) feature detector and descriptor, Figure 2 .
Despite being a good strategy, the use of feature detectors and descriptors not only in AR, but also in all the computer vision field, still presents a great area of investigation, because of that, its effectiveness in an environment with uncontrolled conditions depends on expensive computational techniques like Random sample consensus (RANSAC). In [9] , this problem is exposed and to try to face it, authors propose a methodology based on artificial neural networks called DeepAR, they compare their technique against Oriented FAST and rotated BRIEF (ORB) feature detector and descriptor. According to their results, their algorithm got a better performance than ORB; however, they mentioned that they needed in some occasions more than 200 iterations.
Authors in [10] present a little bit different way to detect the region where the virtual entity is going to be placed: Face Detectors, see Figure 3 .
They implement the Qualcomm Snapdragon (Software Development Kit) SDK to detect a face. The SDK allows to detect some specific regions into the face: eyes, eyebrows, nose, chin and ears. Once detected the face, an image developed using Adobe Photoshop and which contains the makeup for the regions mentioned of the face is projected over the face.
Entity Interactions
Once developed and displayed the digital entity, it is necessary to establish a means of control to interact with them.
In the case of VR, the interaction with the digital environment is performed by sensors located in any specific body part, with which is possible to get a measure and extrapolate it to the virtual environment. In nowadays is commonly interact in the virtual environment through buttons located on VR lenses.
A common way to interact with virtual entities is through mobile devices (smartphones principally). Research in [11, 12] promote this methodology. In [11] , authors use SIFT to detect features in the image and the bag of words technique to recognize a specific object recorded by the cell phone. To solve the problem of processing capacity, they divide their system in a client-server architecture; the client part (cell phone) detects features and project the digital entities, after that, the system send the image recorded to the server through a conventional Wi-Fi connection. In the server part, the object recognition process is developed by the bag of words technique. In [12] an Arithmetic Learning game based in AR is presented. This research provides a client-server architecture, they use libraries, toolkits and SDKs to develop both, pattern recognition and entities modeling, however, they do not specify which ones, Figure 4 .
Many techniques to project a virtual entity in the real world have been proposed, many techniques to interact with virtual entities too, however, almost all of them are based on the use of a hardware (gloves or touch screen of mobile device). To avoid the use of sensors or a mobile device, we propose the use of image processing techniques to recognize a specific object or body part recorded by a webcam and use it to interact with the digital object projected (pointer). With that methodology, the user will not need any other device additional to his/her computer with a webcam, however, the process of recognition and interaction with the digital object must be developed in real time (at least the software must be able to process more than 12 frames per second).
Application Development
In nowadays, many software tools are available to develop the virtual entities, either in third dimension or two dimensions. In this research project, we opted for the use of two dimensional images. To provide a high quality, the images were developed using Photoshop of Adobe. The size of the images is delimited by the webcam resolution, in our case the webcam resolution is 640x480 pixels, so the images created through Photoshop must be smaller than this size.
After some experiments, we chose the Portable Network Graphics (png) format for images. The principal reason to select this format is because of its transparency, the use of a Joint Photographic Experts Group (jpeg) or a Windows bitmap (bmp) format will produce a solid surface around the image (image background), while it is projected to the video of the real environment, Figure 5 .
Color Model
Many color models have been proposed until nowadays, some of them are: red, green, blue (RGB), Hue, Saturation, Lightness (HSL or HSI) or Hue, Saturation, Value (HSV), among others. The models contemplate different parameters to conform all the variety of colors, for example, from the RGB model uses colors Red, Green and Blue to conform all the colors, from black (0,0,0) to white (255,255,255).
Digital Entities Projection
Detect a specific surface to project the entity is not the main objective of this work, but rather the projection of the virtual entity and set a specific interaction zone on the object to interact with it. The main consideration when the entity it is going to be projected is the opacity. Independently of the color model selected, is important to consider the opacity as another different color channel. For example, if we choose the RGB model, a fourth color channel must be considered "opacity (O)", redefining the model as RGB-O
Digital Entities Interactions
To interact with a digital entity, we have defined some specific areas on it; these are going to change depending on the image displayed on the user screen. When the cursor is over the interactive zone, a bigger image of the area is going to be displayed together with a resume of it; we decided to use a body part (hand) as a cursor.
Before to applying an algorithm to recognize the object selected as a cursor, we must segment it from image recorded by the webcam, in order to delimit the region of the hand we must be able to detect the skin region. Due scene luminosity, it is difficult define some specific values to segment skin color and make easy hand detection. As a way to help on skin color detection independently of scene luminosity, a control panel is provided to establish the best color channels combination according of the luminosity at that moment, Figure 6 .
Once segmented the object selected, we are able to apply an algorithm to recognize it. At present, many algorithms to develop the object recognition task has been proposed. On this work, we have selected Hu invariant moments [12] . To obtain the Hu invariant moments of the object selected, it is necessary binarize the object image. Once segmented the image we are able to apply the Hu equation (1) .
Consider f(x,y) as the intensity of pixel (x,y) in a region. The moment of order (p+q) for the region is defined as:
(1)
Model Implementation
The algorithm proposed was implemented in a computer with the following characteristics:
 Processor: Intel Core I3, 2.40GHz, 64 Bits,  RAM: 4.00 GB.
Performance
To evaluate the algorithm performance the following test was proposed. We defined two types of interactions:
 Displaying information about the actual model displayed on the screen. That means, define zones that show a summary of it, Figure 7 .  Displaying a model about the selected zone. That means, when the user overlaps the cursor in that zone, the actual model must be replaced for a model of the selected zone.
At the beginning of the test, the principal entity selected to interact with, is displayed. The specific interaction zones for actual image are stablished.
Zones under green ellipses display information about that specific part, while zone under blue one, update the principal entity with the zone selected and the new interaction zones are calculated, Figure 7 and Figure 8 . The behavior on this level are similar that the mentioned before: Zones under green ellipses display information about that specific part, however, zones under blue ones, provide information in a new window, Figure 9 and Figure 10 . 
