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Abstract
Lascoux has given a triangular version of the Cauchy identity where Schur polynomials are replaced
by Demazure characters and Demazure atoms. He has then used the staircase expansion to recover
expansions for all Ferrers shapes, where the Demazure characters and Demazure atoms are under the
action of Demazure operators specified by the cells above the staircase. The characterisation of the
tableau-pairs in these last expansions is less explicit. We give here a bijective proof for expansions
over near staircases, where the tableau-pairs are made explicit. Our analysis formulates Mason’s RSK
analogue, for semi-skylines augmented fillings, in terms of growth diagrams.
Keywords: non-symmetric Cauchy kernel, Demazure character, Demazure operator, RSK analogue,
semi-skyline augmented filling, growth diagram.
1 Introduction
Let λ be a Ferrers shape and ρ = (n, . . . , 1) the biggest staircase inside of λ. Fix a cell in the staircase (n+1, n, . . . , 1)
which does not belong to λ. The diagonal passing through this cell cuts the skew diagram λ/ρ into a North-
West (NW) and a South-East (SE) parts whose row and column cell indices are encoded as reduced words for
σ(λ,NW ) and σ(λ, SE) in Sn, respectively. Lascoux (2003) has given the following expansion of the Cauchy kernel
Fλ(x, y) =
∏
(i,j)∈λ(1− xiyj)
−1 over the Ferrers shape λ,
1
Fλ := Fλ(x, y) =
∏
(i,j)∈λ
(1− xiyj)
−1 =
∑
ν∈Nn
(πσ(λ,NW )κ̂ν(x))(πσ(λ,SE)κων(y)), (1)
where πσ(λ,NW ) ( πσ(λ,SE)) is the Demazure operator indexed by σ(λ,NW ) (σ(λ, SE)) acting on the Demazure
atom κ̂ν(x) (key polynomial or Demazure character κων(y)). He shows that the staircase ρ expansion, Fρ =∑
ν∈Nn κ̂ν(x)κων(y), allows to recover all the Fλ since divided differences or Demazure operators π
x
i and π
y
j in-
crease the number of poles in the rational function (1 − xiyj)
−1: πxi (1 − xiyj)
−1 = (1 − xiyj)
−1(1 − xi+1yj)
−1 and
similarly for πyj . If λ consists of the staircase ρ with the sole cell (r + 1, e + 1), e = n − r, above ρ, the blue box in
r+1
e+1
r+1
e+1
, the rows r and r+1 of λ have the same length as well as the columns e and e+1. If
η and η′ are obtained by erasing in ρ the green cells (r, e+1) and (r+1, e) respectively, then Fη is symmetrical in xr
and xr+1, and Fη′ in ye and ye+1. Demazure operators π
x
r (acting on xr and xr+1) and π
y
e preserve Fη and Fη′ , and
reproduce the green cells (r, e+1) and (r+1, e), when acting on Fρ, by creating both the blue cell (r+1, e+1) above
ρ. That is, πxrFρ = (πr(1−xrye+1)
−1)Fη = Fρ(1−xr+1ye+1)
−1 = Fλ and, similarly, π
y
eFρ = Fρ(1−xr+1ye+1)
−1 = Fλ.
Henceforth, Fλ =
∑
ν∈Nn π
x
r κ̂ν(x)κων(y) =
∑
ν∈Nn κ̂ν(x)π
y
eκων(y).
We give here a combinatorial interpretation of this algebraic explanation for (1), when λ is the near staircase of
size n: (⋆)
n
ep+1
.
.
.
ek
r1
.
.
.
rp
with one layer of k cells, 0 ≤ p ≤ k < n, sited on the stairs of ρ, avoiding the top
and the basement. Given the labels 1 ≤ rk < · · · < rp+1 < r1 < · · · < rp < n. The SE labels, ep+1 = n − rp+1 <
· · · < ek = n− rk, NW labels, r1 < · · · < rp, with respect to the cutting line shown in (⋆), indicate the column indices
ej + 1, p + 1 ≤ j ≤ k, and the row indices ri + 1, 1 ≤ i ≤ p, counted in French convention. In Section 2, we give
the necessary combinatorial tools, being SSAFs the major ones, the detectors of keys in Mason (2009). Section 4
recalls briefly the Bruhat order in Sn and orbits. Sections 3 and 5 are devoted to the analysis of the behaviour of the
Mason (2006/08)’s RSK analogue under the action of crystal operators, or coplactic operators, er, fr via a growth
diagram interpretation: the former delete convex corners of a Ferrers shape of height or width bigger than one, and
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thus the later inflate a concave to a convex corner. Theorems 1, 2 and 3 detect how the key-pair of a SSYT-pair,
of the same shape, change in Bruhat order, when a cell is created in a concave corner of a Ferrers shape. Lastly, in
Section 6, the bijective proof of the expansion of Fλ over (⋆), as below, is given. As usual, if m < n are in N, put
[m,n] :={m, . . . , n}, and [n] for m = 1. For each (z, t) ∈ [0, p]× [0, k − p], let (Hz,Mt) ∈
([p]
z
)
×
([p+1,k]
t
)
, and AHz ,Mtz,t
the set of SSAF-pairs with shapes satisfying certain inequalities, in the Bruhat order, as defined in Section 6. Then
Fλ =
∑
(F,G)∈A∅,∅
xF yG +
p∑
z=1
∑
Hz∈([p]z )
∑
(F,G)∈AHz,∅z,0
xF yG +
k−p∑
t=1
∑
Mt∈([p+1,k]t )
∑
(F,G)∈A
∅,Mt
0,t
xF yG
+
∑
(z,t)∈[p]×[k−p]
∑
(Hz ,Mt)
∑
(F,G)∈A
Hz,Mt
z,t
xF yG =
∑
ν∈Nn
πr1 . . . πrp κ̂ν(x)πep+1 . . . πekκων(y)
=
∑
ν∈Nn
κ̂ν(x)πn−rp · · · πn−r1πep+1 · · · πekκων(y) =
∑
ν∈Nn
πn−ek · · · πn−ep+1πr1 · · · πrp κ̂ν(x)κων(y).
The two last expansions are the SE, NW versions, with respect to the cutting lines through the top of the first
column, and the end of the botton row in (⋆), respectively. They can be thought as p = 0 and p = k.
2 SSYTs and RRSYTs. SSAFs detectors of keys.
A weak composition γ = (γ1 . . . , γn) is a vector in Nn. When its entries are in weakly decreasing order, that is,
γ1 ≥ · · · ≥ γn, it is said to be a partition. Every weak composition γ determines a unique partition λ, arranging its
entries in weakly decreasing order. It is the unique partition in the orbit of γ regarding the usual action of symmetric
group Sn on Nn. A partition λ = (λ1, . . . , λn) is identified with its Young diagram (or Ferrers shape) dg(λ) in French
convention, an array of left-justified cells (boxes) with λi cells in row i from the bottom, for 1 ≤ i ≤ n. The cells are
located in the diagram dg(λ) by their row and column indices (i, j), where 1 ≤ i ≤ n and 1 ≤ j ≤ λi. A filling of shape
λ (or a filling of dg(λ)), in the alphabet [n], is a map P : dg(λ)→ [n]. A semi-standard Young tableau (SSYT) P of
shape sh(P ) = λ, in the alphabet [n], is a filling of dg(λ) weakly increasing in each row from left to right and strictly
increasing up in each column. The column word of the SSYT P is the word consisting of the entries of each column,
read top to bottom and left to right. The content c(P ) = (α1, . . . , αn) or weight of P is the content or weight of its
column word, that is, αi is the multiplicity of i ∈ [n] in the column word of P . A key tableau is a SSYT such that the
set of entries in the (j + 1)th column is a subset of the set of entries in the jth column, for all j. There is a bijection
between weak compositions in Nn and keys in the alphabet [n] given by γ → key(γ), where key(γ) is the SSYT such
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that for all j, the first γj columns contain the letter j. Any key tableau is of the form key(γ) where γ is the content
and the shape is the unique partition in its Sn-orbit. A reverse semi-standard Young tableau (RSSYT), R, of shape
sh(R) = λ, in the alphabet [n], is a filling of dg(λ) such that the entries in each row are weakly decreasing from left to
right, and strictly decreasing from bottom to top. The reverse Schensted insertion applied to the word b = b1 · · · bm,
over the alphabet [n], gives a reverse SSYT of the same weight. It is the same as applying the Schensted insertion to
the word b∗ = n− bm + 1 · · · n− b1 + 1 to get a SSYT of reverse content, and then changing i to n− i+ 1 to obtain
the reverse SSYT P˜ with the same weight as b. See Fulton (1997), Appendix A.1, and Stanley (1998). Thus reverse
Schensted insertion applied to the column word of a SSYT, defines a weight and shape preserving bijection between
SSYTs and RSSYTs. For instance, dg(λ)
1 2 3 4
2 5
3
SSYT P
5 3 3 2
4 2
1
RSSYT P˜ are, in this order, the Ferrers diagram of
λ = (4, 2, 1), a SSYT of shape λ and content (1, 2, 2, 1, 1), and the reverse Schensted insertion of P .
2.1 Weight preserving, shape rearranging bijection between SSYTs and SSAFs
A weak composition γ = (γ1, . . . , γn) is visualised as a diagram consisting of n columns, with γj cells (boxes) in
column j, for 1 ≤ j ≤ n. The column diagram of γ is the set dg′(γ) = {(i, j) ∈ N2 : 1 ≤ j ≤ n, 1 ≤ i ≤ γj} where the
coordinates are in French convention, i indexing the rows, and j indexing the columns. (The prime reminds that the
components of γ are the column lengths.) A cell in a column diagram is written (i, j), where i is the row index and j the
column index. The augmented diagram of γ, d̂g(γ) = dg′(γ)∪{(0, j) : 1 ≤ j ≤ n}, is the column diagram with n extra
cells adjoined in row 0. This adjoined row is called the basement and it always contains the numbers 1 to n in strictly
increasing order. The shape of d̂g(γ) is defined to be γ. The empty augmented diagram consists of the basement.
Semi-skyline augmented fillings (SSAFs) are the output of the weight preserving injective map ̺, Mason (2009), acting
on RSSYTs as follows. Let P˜ be a RSSYT in the alphabet [n]. Define the empty semi-skyline augmented filling as
the empty augmented diagram with basement elements from 1 to n. Pick the first column of P˜ , say, P1. Put all the
elements of the first column P1 to the top of the same basement elements in the empty semi-skyline augmented filling.
The new diagram is called the semi-skyline augmented filling corresponding to the first column of P˜ and is denoted
by SSAF. Assume that the first i columns of P˜ , denoted P1, P2, . . . , Pi, have been mapped to a SSAF. Consider the
largest element, a1, in the (i+1)-th column Pi+1. There exists an element greater than or equal to a1 in the i-th row
of the SSAF. Place a1 on top of the leftmost such element. Assume that the largest k − 1 entries in Pi+1 have been
placed into the SSAF. The k-th largest element, ak, of Pi+1 is then placed into the SSAF. Place ak on top of the
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leftmost entry b in row k−1 such that b ≥ ak and the cell immediately above b is empty. Continue this procedure until
all entries in Pi+1 have been mapped into the (i+1)-th row and then repeat for the remaining columns of P˜ to obtain
the semi-skyline augmented filling F . The content of the SSAF F is the vector c(F ) := c(P˜ ) ∈ Nn, and the shape of
F , sh(F ), is the weak composition recording the length of the columns of F , from left to right. Hence a rearranging
of sh(P˜ ). Thereby, the reverse Schensted insertion composed with ̺ is a weight preserving and shape rearranging
bijection, denoted Ψ, between SSYTs and SSAFs. Mason (2009) proves that if P is a SSYT, the right key of P ,
a notion due to Lascoux and Schu¨tzenberger (1990), is key(sh(Ψ(P ))) = key(sh(̺(P˜ ))). We just say, indistinctly,
that sh(F ) is the (right) key of F or P . For instance,
1 2 3 4
2 5
3
P =
5 3 3 2
4 2
1
P˜ =
̺
1 2 3 4 5
1 4
3
3
2
5
2
= Ψ(P ) = F
, with
c(F ) = (1, 2, 2, 1, 1) = c(P˜ ) = c(P ), sh(F ) = (1, 0, 0, 4, 2) and key(1, 0, 0, 4, 2).
Remark 1. If, in F , the height of column i is < than the height of column j, j > i, the choice of the left most
position implies that a < b ≤ c in any triple
b
a · · · c
with b, c in column j, and a in column i.
3 RSK analogue, growth diagram of RRSK and the key-pair
The two line array w =
(
j1 j2 · · · jl
i1 i2 · · · il
)
, such that jr < jr+1, and if jr = jr+1 then ir ≤ ir+1, for all 1 ≤ r ≤ l − 1,
where ir, jr ∈ [n], is called a biword in lexicographic order, on the alphabet [n], with respect to the first row. The
RSK algorithm is a bijection between the biwords in lexicographic order on the alphabet [n], and the pairs of SSYTs
of the same shape on the same alphabet. The reverse RSK (RRSK) algorithm, see Stanley (1998), is the same as
applying RSK to the biword w∗ =
(
n− jl + 1 . . . n− j1 + 1
n− il + 1 · · · n− i1 + 1
)
, to get a pair (P,Q) of SSYTs, and then change i to
n−i+1, in all their entries, to obtain a pair (P˜ , Q˜) of reverse SSYTs. Mason (2006/08) uses an analogue of Schensted
insertion to find an analogue Φ of the RSK to produce pairs of SSAFs. The map Φ is a bijection between the biwords
in lexicographic order in the alphabet [n], and the pairs of SSAFs with shapes (keys) in some Sn-orbit. The bijection
Φ applied to a biword w is the same as applying the RRSK to w and then applying ̺ to each reverse SSYT of the
output pair (P˜ , Q˜). That is, Φ(w) = (̺(P˜ ), ̺(Q˜)). Equivalently, applying the RSK to w and then Ψ to each SSYT
of the output pair (P,Q) gives Φ(w) = (Ψ(P ),Ψ(Q)).
The remaining of this section follows closely Krattenthaler (2006) and Stanley (1998). Let w be a biword in the
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lexicographic order, over the alphabet [n], represented in the n× n square diagram, by putting the number r in the
cell (i, j) of the square grid, whenever the biletter
(
j
i
)
appears r ≥ 1 times in the biword w. (Rows are counted from
bottom to top and columns from left to right.) Scanning the columns, from left to right and bottom to top, the
biword w is recovered in lexicographic order. The 01-filling of this diagram has at most one 1 in each row and each
column as follows. Construct a rectangle diagram with more rows and columns as follows. The entries which are
originally in the same column or in the same row are put in different columns and rows in the larger diagram. An
entry m is replaced by m 1’s in the new diagram, all of them placed in different rows and columns. The entries in a
row are separated from bottom/left to top/right, and the 1’s are represented by X’s. If there should be several entries
in a column as well, separate entries in a column from bottom/left to top/right. In the cell with entry m, we replace
m by a chain of m X’s arranged from bottom/left to top/right. The original n columns and n rows are indicated
by thick lines, whereas the newly created columns and rows are indicated by thin lines. To give an interpretation of
RRSK in terms of growth diagrams, we start by assigning the empty partition ∅ to each point of a corner cell on the
right column and on the top row of the 01-filling. Then assign partitions to the other corners inductively by applying
the following local rules. Consider the cell
ε
µ
ν
labeled by the partitions ε, µ, ν, such that ε ⊆ µ and ε ⊆ ν, where
the containment means that the Ferrres shapes differ at most by one box. Then β is determined as follows: (i) If
ε = µ = ν, and if there is no cross in the cell, then β = ε. (ii) If ε = µ 6= ν, then β = ν. If ε = ν 6= µ, then β = µ. (iii)
If ε, µ, ν are pairwise different, then β = µ ∪ ν, i.e, βi = max{µi, νi}. (iv) If ε 6= µ = ν, then β is formed by adding a
box to the (k + 1)-st row of µ = ν, given that µ = ν and ε differ in the k-th row. (v) If ε = µ = ν, and if there is a
cross in the cell, then β is formed by adding a box to the first row of ε = µ = ν.
Applying the local rules leads to a pair of nested sequences of partitions on the left column and in the bottom
row of the growth diagram. Let βi be the partition assigned to the i-th thick column, on the bottom row of the
growth diagram, when we scan the thick columns from right to left, with the rightmost column being column n.
Then the bottom row labelling, assigned to the thick columns of the growth diagram, produces a sequence of par-
titions β0 ⊇ · · · ⊇ βn−1 ⊇ βn = ∅, such that βi−1/βi is a horizontal strip. Let βi be the partition assigned to
the i-th thick row, on the left of the growth diagram, when we scan the thick rows from top to bottom, with the
top row being row n. Then the left column labelling, assigned to the thick rows of the growth diagram, produces
a sequence of partitions ∅ = βn ⊆ βn−1 ⊆ · · · ⊆ β0, such that βi−1/βi is a horizontal strip. Filling in, with i,
the cells of βi−1/βi and βi−1/βi, for i ≥ 1, produces, in this order, the pair (P˜ , Q˜) of RSSYTs of the same shape.
This is the same as applying the reverse RSK to the biword w. For instance, if w =
(
1 1 2 3 4 4 5 7 7
2 7 2 4 1 3 3 1 1
)
,
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11
1
1
1
1 1
2
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
1
1
1
11
111
211
311
411
4111
4211
4311
122
2
1
2
2
3
2
3
2
1
3
3
1
3
3
1
1
4
3
1
1
∅
∅
7 3 2 2
4 1 1
3
1
P˜ =
7 7 4 1
5 4 2
3
1
Q˜ =
with n = 7, one has the 7× 7 square diagram on the left, the 01-filling in the middle, and the RRSK growth diagram
on the right where (P˜ , Q˜) is the image of w, The map ̺, defined in Section 2.1, allows to find the pair of SSAFs from
the growth diagram of the reverse RSK. Consider the growth diagram bottom labelling, β0 ⊇ · · · ⊇ βn−1 ⊇ βn = ∅,
assigned to the thick columns. For each i = 1, . . . , n, let βili−1 ⊇ · · · ⊇ βi1 , with βi1−1 := βi, be the bottom sequence
of partitions labelling the li − 1 thin columns, strictly in between the two thick columns i− 1 and i. Start with the
empty partition βn = ∅ and the empty SSAF with basement [n]. Proceed to the left along the growth diagram bottom
row labelling. When we arrive to the partition βij , we put a cell, filled with i, in the leftmost possible place of the
SSAF such that the shape of the new SSAF is a rearrangement of the partition βij and the decreasing property on
the columns of the SSAF, from the bottom to the top, is preserved. At the end of the scanning of the bottom row
labelling, the SSAF G is obtained. Its shape is a rearrangement of the shape of Q˜. Similarly, consider the left side
labelling, ∅ = βn ⊆ βn−1 ⊆ · · · ⊆ β0, assigned to the thick rows of the growth diagram. For each i = 1, . . . , n, let
βi1 ⊆ · · · ⊆ βili−1 , with βi1−1 := βi, be the sequence of partitions labelling the li − 1 thin rows, strictly in between
the two thick rows i − 1 and i. At the end of the procedure, when the scanning of the left side labelling is finished,
the SSAF F is obtained. Its shape is a rearrangement of the shape of P˜ . See the example below corresponding to
the RRSK above.
7 7
7
1 2 3 4 5 6 7 1 2 3 4 5 6 7 1 2 3 4 5 6 7
β0 = ∅
β11 = 1
β1 = 2
β12 = 2
β1 = 2
7
7
1 2 3 4 5 6 7
β21 = 2
β2 = 2
5 7
7
5
4
7
7
1 2 3 4 5 6 7 1 2 3 4 5 6 7
β31 = 21
β3 = 21
β41 = 22
β4 = 32
5
4
4
7
7
1 2 3 4 5 6 7
β42 = 32
β4 = 32
7
3 5
4
4
7
7
1 2 3 4 5 6 7
β51 = 321
β5 = 321
3 5
4
4
7
7
2
1 2 3 4 5 6 7
β61 = 331
β6 = 331
1 3 5
4
4
7
7
2
1 3 5
4
4
1
7
7
2
1 2 3 4 5 6 7 1 2 3 4 5 6 7 =G
β71 = 3311
β7 = 4311
β72 = 4311
β7 = 4311
7 7
1 2 3 4 5 6 7 1 2 3 4 5 6 7 1 2 3 4 5 6 7
β0 = ∅
β11 = 1
β1 = 1
β21 = 1
β2 = 1
7
1 2 3 4 5 6 7
β31 = 1
β3 = 1
4 7 43 7
1 2 3 4 5 6 7 1 2 3 4 5 6 7
β41 = 11
β4 = 11
β51 = 111
β5 = 211
3
3
4 7 3
2
3
4 7
1 2 3 4 5 6 7 1 2 3 4 5 6 7
β52 = 211
β5 = 211
β61 = 311
β6 = 411
2
2
3
3 4 7
1 2 3 4 5 6 7
β62 = 411
β6 = 411
1
2
2
3
3
4 7
1
1
2
3
2
3
4 7
1
1
1
2
2
3
3 4 7
1 2 3 4 5 6 7 1 2 3 4 5 6 7 1 2 3 4 5 6 7
=F
β71 = 4111
β7 = 4311
β72 = 4211
β7 = 4311
β73 = 4311
β7 = 4311
4 The Bruhat order in Sn and orbits.
Let θ = θ1 . . . θn ∈ Sn, written in one line notation. A pair (i, j), with i < j, such that θi > θj , is said to be
an inversion of θ, and ℓ(θ) denotes the number of inversions of θ. The Bruhat order in Sn is the partial order in
Sn defined by the transitive closure of the relations: θ < tθ, if ℓ(θ) < ℓ(tθ), with t a transposition, θ ∈ Sn. Let
θ = siN · · · si1 be a decomposition of θ into simple transpositions si = (i i + 1), 1 ≤ i < n. When N = ℓ(θ), the
number N in a such decomposition is minimised, and it is said to be a reduced decomposition of θ. The longest
permutation of Sn is denoted by ω. Let λ be a partition in Nn. The Bruhat ordering of the orbit of λ, Snλ, is defined
by taking the transitive closure of the relations α < tα, if αi > αj , i < j, and t the transposition (i j), α ∈ Snλ.
Given α ∈ Nn, a pair (i, j), with i < j, such that αi < αj , is called an inversion of α, and ι(α) denotes the number
of inversions of α. We may write α < β if ι(α) < ι(β) and β = τα for some permutation τ in Sn that can be written
as a product of transpositions each increasing the number of inversions when passing from α to β. Recalling the
exchange condition and the property of the Bruhat ordering which says that if θ ≤ σ and s is a simple transposition
then either sθ ≤ σ or sθ ≤ sσ, Humphreys (1990), one has the useful.
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Lemma 1. Let α, β ∈ Nn be rearrangements of each other. Let 1 ≤ k < n and 1 ≤ r1 < r2 < . . . < rk < n. Then
(a) α > sr1α ⇒ srk . . . sr2α > srk . . . sr2sr1α and α < sr1α ⇒ srk . . . sr2α < srk . . . sr2sr1α.
(b) α > sr1α and srk−1 . . . sr2α > srksrk−1 . . . sr2 α ⇒ srk−1 . . . sr2sr1α > srksrk−1 . . . sr2sr1α.
(c) β  ωsrk · · · ŝri · · · sr1α, 1 ≤ i < k, and β ≤ ω srk · · · sr1 α ⇒ srk · · · sr1α < · · · < sr1α < α.
(d) β ≤ skα and β  α iff skβ ≤ α and β  α. Moreover, αk > αk+1 and βk < βk+1.
5 Creation and annihilation of corner cells in a Ferrers shape.
Crystal operators or coplactic operations er, fr, 1 ≤ r < n, are defined on any word over the alphabet [n], see
Lascoux et al. (2002) and Kwon (2009). These operations can be extended to biwords in two ways. Either by
considering w in lexicographic order, with respect to the first row, or to the second. Let w =
(
u
v
)
be in lexicographic
order, with respect to the first row. Write erw :=
(
u
erv
)
and, similarly, for frw. Let
(
k
l
)
be the biword w rearranged
in lexicographic order, with respect to the second row. Write w :=
(
v
u
)
and e∗rw := erw =
(
l
erk
)
and, similarly, for
f∗rw. The resulting biwords are still in lexicographic order with respect to the first row. A biword w can be seen as a
multiset of cells in a Ferrers shape λ, embedded in a n×n square by putting a cross ”X” in the cell (i, j) of λ for each
biletter
(
j
i
)
in w. As our running example, consider the biword w =
(
1 1 2 2 3 3 3 4 4 4 5 5 5 6 7
4 4 1 3 5 5 5 3 3 4 3 4 4 2 2
)
in lexicographic order, with respect to the first row, over the alphabet [7], and its representation in the Ferrers
shape
XX
X
X
X
X
X
XX
X
X
XX
XX
. The crystal operator e3 acts on w through its action on the second row of w. Ignore
all entries different from 3 and 4, obtaining the subword 443334344. Match, in the usual way, all 43 (in blue in
the example below), remaining the subword 344. Change to 3 the leftmost 4, giving 334. Applying again the
operator e3 means to apply e3 to the subword 344 which change to 333, obtaining
(
1 1 2 4 4 4 5 5 5
4 4 3 3 3 4 3 4 4
) e23
⇄
f23(
1 1 2 4 4 4 5 5 5
4 4 3 3 3 4 3 3 3
)
. The action of er or fr, as long as it is possible, on the second row of w, translates
to the rows r and r + 1 of the Ferrers shape as a matching of crosses followed by sliding the unmatched crosses in
those rows. Write Υr (Υr) for applying m times the crystal operator er (fr), to the second row of w, where m is the
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number of unmatched r + 1 (r) in the second row of w, then
XX
X XX
X XX
X
XX
X XX
X
XXX
−→Υ3
←−Υ3 . Consider now
the 01-filling representation of the biwords w and Υrw in the Ferrers shape λ embedded in a rectangle shape. Apply
the local rules, as defined in Section 3. Notice that in the 01-filling of w, we match a cross in row r + 1 with a cross
to the SE, in row r, such that in these two rows there is no unmatched cross in a column between them. These two
growth diagrams have the same bottom sequences of partitions and the left sequences differ only in the partitions
assigned to the rows r and r + 1. Let wr and w˜r be the biwords obtained from w and Υrw, after deleting all the
biletters with bottom rows different from r and r + 1. The translation of the movement of the cells in the Ferrers
shape to the 01-filling is as follows. In the 01-filling of wr move up, without changing of columns, the matched crosses
of row r + 1, say s crosses, to the top most s rows such that they form SW chain. Then slide down the remaining
unmatched crosses, from row r+1 to row r, without changing of columns, such that these crosses and all the crosses
of row r form a SW chain. The result is the 01-filling corresponding to w˜r. We illustrate with our running example.
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
→
Υ3
∅
∅
∅
1
2
3
31
32
33
43
53
531
541
551
651
6511
6521
7521
∅
12
2
1
2
2
3
2
3
2
1
4
2
1
5
2
1
5
2
1
1
5
2
2
1
5
3
2
1
6
3
2
1
7
3
2
1
7
4
2
1
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
∅
∅
∅
1
2
3
31
41
51
511
521
531
541
551
651
6511
6521
7521
∅
12
2
1
2
2
3
2
3
2
1
4
2
1
5
2
1
5
2
1
1
5
2
2
1
5
3
2
1
6
3
2
1
7
3
2
1
7
4
2
1 1 2 3 4 5 6 7
2
2
3
4
4
4
4
3
1
4
3
3
5
5
5
F
1 2 3 4 5 6 7
2
2
3
3
3
3
3
3
1
4
4
4
5
5
5
Υ3F
1 2 3 4 5 6 7
3
3
3
1
1
4 5
5
5
4
4
2
2
7
6
G
Theorem 1. Let λ be a Ferrers shape and w a biword consisting of a multiset of cells of λ containing the cell
(r + 1, λr+1) with multiplicity at least one. Let Φ(w) = (F,G) where sh(F ) = ν and sh(G) = β. The following holds
(a) If νr < νr+1, for some r ≥ 1, then sh(ΥrF ) = srν.
(b) Φ(Υrw) = (ΥrF,G) and Φ(Υrw) = (ΥrG,F ).
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(c) If λr = λr+1 > λr+2 ≥ 0, for some r ≥ 1, then νr < νr+1 and sh(ΥrF ) = srν. Moreover, Υrw fits the Ferrers
shape λ with the cell (r + 1, λr+1) deleted.
(d) If µ := λ is the transpose of the Ferrers shape λ , and µr = µr+1 > µr+2 ≥ 0, for some r ≥ 1, then βr < βr+1
and sh(ΥrG) = srβ. Moreover, Υrw fits the Ferrers shape λ with the cell (µr+1, r + 1) deleted.
Proof. (a) This is a consequence of the inductive definition of Demazure crystal in the crystal structure of tableaux.
Mason (2009) has translated the operator fr on SSYT’s into the operator Θr on SSAF’s.We use it to show how the
sh(F ) change under the action of Υr. Since νr < νr+1, from Remark 1, the triples in columns r and r + 1 of F are
so that if r appears k times in the column r, there should be r + 1 at least k + 1 times in the column r + 1. Hence
there is at least one unmatched r+ 1 in column r+ 1. The reverse of the operator Θr, the analogue of er, applied as
long as possible, gives sh(ΥrF ) = srν.
(b) Consider the 01-filling of the biwords w and Υrw and their RRSK growth diagrams. The operations er and fr
are coplactic, see Lascoux et al. (2002). The two growth diagrams have then the same bottom sequence of partitions
and Φ(Υrw) = (ΥrF,G). Transposing the RRSK growth diagram, through the NE-SW diagonal, gives the RRSK
growth diagrams of w and Υrw, respectively. Thus Φ(Υrw) = (ΥrG,F ).
(c) One just has to prove that νr < νr+1. Let G be the growth diagram of the RRSK of w. Consider its left side.
Since λr+1 > λr+2, the partition, in the thin row below the thick row r + 1 of G, has one more component. At this
level, then the SSAF has νr+1 > 0. When we arrive at the thick row r, the SSAF has νr+1 ≥ 1 and νi = 0, for i ≤ r.
Since λr = λr+1, G has at least one cross, say X, contributing with r+1, to the right of the rightmost cross between
thick rows r and r−1. Either a new component is created in the partition, immediately below thick row r, or not. In
the last case, when we arrive at thick row r − 1, we have νr = 0, and the crosses below will not sit a box on column
r of the SSAF, thus still νr = 0. In the former case, νr ≥ 1, and due to the cross X to the right, the local rules force
that, in any stage, we do not have νr+1 = νr in the SSAF. When we arrive to the thick row r− 1, one has νr < νr+1.
The contribution of the remain crosses in G, below, will not change the inequality νr < νr+1, due to X.
(d) It follows from (a) and (b) by considering the biword w represented in µ := λ.
5.1 The bijection
Given ν ∈ Nn, let be the SSAF where, for all i, the column i has νi i’s. There exists, then, always a SSAF-pair
for a given pair of shapes in the same Sn-orbit. Let w be a biword in lexicographic order on the alphabet [n],
and Φ(w) = (F,G). The pair (sh(F ), sh(G)) will be called the key-pair of w. One shows that the biwords whose
biletters constitute a multiset of cells in a staircase possibly plus a layer of boxes, as in figure (⋆), are characterized
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by inequalities in the Bruhat order satisfied by its key-pair. Notice that in figure (⋆), 1 ≤ rk < · · · < rp+1 < r1 <
· · · < rp < n. We start with the case k = p.
Theorem 2. (NW or SE layer) Let w be a biword in lexicographic order on the alphabet [n], with key-pair (ν, β). Let
0 ≤ k < n, and 1 ≤ r1 < · · · < rk < n. The following conditions are equivalent
(a) w consists of a multiset of cells in the staircase of size n plus the k cells
(
n−r1+1
r1+1
)
, . . . ,(
n−rk+1
rk+1
)
, each with multiplicity at least one, as in figure (⋆) with k = p.
(b) β ≤ ωsrk · · · sr2sr1ν, and β  ωsrk · · · ŝri · · · sr1ν, for 1 ≤ i ≤ k, where ̂ means omission.
(c) sn−r1 · · · sn−rkβ ≤ ων, and sn−r1 · · · ŝn−ri · · · sn−rkβ  ων, for 1 ≤ i ≤ k.
Proof. By induction on k. For k = 0, it is the staircase in Lascoux (2003), and in Azenhas and Emami. For k > 0,
we use Theorem 1, (c), to prove (a)⇔ (b). The detailed proof can be found in Azenhas and Emami (2014). Once we
have proved this, (a)⇔ (c) follows now from Theorem 1, (d).
As a consequence of this theorem, if ν, β ∈ Nn satisfy the inequalities in (b), then β  ωsit · · · si1ν, for 0 ≤ t < k,
and i1 < · · · < it any subsequence of r1 < · · · < rk. Hence, Lemma 1 implies.
Lemma 2. Let 0 ≤ p ≤ k < n, and 1 ≤ r1 < · · · < rk < n. The three conditions are equivalent
(a) β  ωsrk · · · ŝi · · · sr1ν, for i = 1, . . . , k, and β ≤ ωsrk · · · sr1ν.
(b) sn−r1 · · · ŝn−ri · · · sn−rkβ  ων, for i = 1, . . . , k, and sn−r1 · · · sn−rkβ ≤ ων.
(c) sn−rk−p+1 · · · sn−rkβ  ωsrk−p · · · ŝri · · · sr1ν, for i = 1, . . . , k−p, sn−rk−p+1 · · · ŝn−ri · · · sn−rk β  ωsrk−p · · · sr1ν,
for i = k − p+ 1, . . . , k, and sn−rk−p+1 · · · sn−rkβ ≤ ωsrk−p · · · sr1ν.
Theorem 2 can now be written according to figure (⋆), with the generic cutting line. The condition rp+1− r1 > 1,
if p > 0, allows to use the commutation relation of Sn.
Theorem 3. (NW-SE layer) Let w be a biword in lexicographic order on the alphabet [n], with key-pair (ν, β). Let
0 ≤ p ≤ k < n, and 1 ≤ rk < · · · < rp+1 < r1 < · · · < rp < n, where r1 − rp+1 > 1, if p > 0. The following conditions
are equivalent
(a) w consists of a multiset of cells in the staircase of size n and the k cells
(
ek+1
rk+1
)
, . . . ,
(
ep+1+1
rp+1+1
)
,
(
n−r1+1
r1+1
)
, . . . ,
(
n−rp+1
rp+1
)
above it, each with multiplicity at least one, as shown in figure (⋆).
(b) sek · · · sep+1β  ωsrp · · · ŝri · · · sr1ν, for i = 1, . . . , p, sek · · · ŝei · · · sep+1β  ωsrp · · · sr1ν, for i = p + 1, . . . , k,
and sek · · · sep+1β ≤ ωsrp · · · sr1ν.
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6 A combinatorial Cauchy kernel expansion over near staircases
Let λ be the Ferrers shape as in figure (⋆). We are finally equipped for the bijective proof of the Fλ expansion.
Before, we still need some definitions and a technical lemma. Let SSYTn and SSAFn denote the set of all SSYTs and
SSAFs on the alphabet [n], respectively. We assume the reader familiar with the definitions and basic properties of
Demazure operators, or divided differences, πi and πˆi, key polynomials, or Demazure characters, κν , and Demazure
atoms κ̂ν , where ν ∈ Nn, and refer the reader to Lascoux (2013) and Reiner and Shimozono (1995). In particular,
recall the action of Demazure operators πi on the key polynomial κν and on the Demazure atom κ̂ν : πiκν = κsiν ,
if νi > νi+1, and else, κν ; and πiκ̂ν = κ̂siν + κ̂ν , if νi > νi+1, else, κ̂ν , if νi = νi+1 and, 0, if νi < νi+1. Recall also the
combinatorial formulas in terms of SSYTs, Lascoux and Schu¨tzenberger (1990), and SSAFs, Mason (2009),
κˆν =
∑
T∈SSY Tn
K+(T )=key(ν)
xT =
∑
F∈SSAFn
sh(F )=ν
xF , and κν =
∑
T∈SSY Tn
K+(T )≤key(ν)
xT =
∑
F∈SSAFn
sh(F )≤ν
xF .
Given 0 ≤ p ≤ k < n, let k−p < r1 < · · · < rp < n and p < ep+1 < · · · < ek < n. For each (z, t) ∈ [0, p]× [0, k−p],
and each Hz = {i1 < · · · < iz} ∈
(
[p]
z
)
, and each Mt = {j1 < · · · < jt} ∈
(
[p+1 k]
t
)
, define, for z = t = 0,
A∅,∅ = { (F,G)∈SSAF 2n: sh(G)≤ωsh(F ) }, and else
AHz ,Mtz,t =
 (F,G)∈SSAF 2n:
sejt
···sej1
sh(G)ωsriz ···ŝrim ···sri1
sh(F ), m=1,2,...,z
sejt
···ŝejl
···sej1
sh(G)ωsriz ···sri1
sh(F ), l=1,2,...,t
sejt
···sej1
sh(G)≤ωsriz ···sri1
sh(F )
 .
Lemma 3. (NW-SE Separation) Given 0 ≤ p ≤ k < n and k − p < r1 < r2 < · · · < rp < n and p < ep+1 < · · · <
ek < n. For each (z, t) ∈ [0, p] × [0, k − p], and each Hz = {i1 < i2 < · · · < iz} ∈
(
[p]
z
)
, and each Mt = {p + 2 ≤ j1 <
j2 < · · · < jt} ∈
([p+2 k]
t
)
, let M1t+1 := {p+ 1} ∪Mt, and
BHz,Mtz,t :=
 (F,G)∈SSAF 2n:
sh(G)ep+1<sh(G)ep+1+1
sejt
···sej1
sep+1sh(G)ωsriz ···ŝrim ···sri1
sh(F ), m=1,2,...,z
sejt
···ŝejl
···sej1
sep+1sh(G)ωsriz ···sri1
sh(F ), l=1,2,...,t
sejt
···sej1
sep+1sh(G)≤ωsriz ···sri1
sh(F )
 .
Then BHz,Mtz,t = {(F,G) ∈ A
Hz,Mt
z,t : sh(G)ep+1 < sh(G)ep+1+1} ∪ A
Hz,M
1
t+1
z,t+1 .
Let x = (x1, . . . , xn) and y = (y1, . . . , yn) be two sequences of indeterminates. If πep+1 is the Demazure operator
with respect to y, one has
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∑
β∈Nn
πep+1
∑
(F,G)∈A
Hz,Mt
z,t
sh(G)=β
xF yG =
∑
(F,G)∈A
Hz,Mt
z,t
sh(G)ep+1≥sh(G)ep+1+1
xF yG +
∑
(F,G)∈B
Hz,Mt
z,t
xF yG. (2)
Theorem 4. Let 0 ≤ p ≤ k < n. Let k− p < r1 < r2 < · · · < rp < n and p < ep+1 < · · · < ek < n, with p+1 < ep+1,
if p > 0. For each (z, t) ∈ [0, p]× [0, k − p], let (Hz,Mt) ∈
(
[p]
z
)
×
(
[p+1,k]
t
)
. Then
Fλ =
∑
(F,G)∈A∅,∅
xF yG +
p∑
z=1
∑
Hz∈([p]z )
∑
(F,G)∈AHz,∅z,0
xF yG +
k−p∑
t=1
∑
Mt∈([p+1,k]t )
∑
(F,G)∈A
∅,Mt
0,t
xF yG
+
∑
(z,t)∈[p]×[k−p]
∑
(Hz ,Mt)
∑
(F,G)∈A
Hz,Mt
z,t
xF yG =
∑
ν∈Nn
πr1 . . . πrp κ̂ν(x)πep+1 . . . πekκων(y)
=
∑
ν∈Nn
κ̂ν(x)πn−rp · · · πn−r1πep+1 · · · πekκων(y) =
∑
ν∈Nn
πn−ek · · · πn−ep+1πr1 · · · πrp κ̂ν(x)κων(y).
Proof. The proof is by double induction on p ≥ 0 and k − p ≥ 0. For p ≥ 0 and k − p= 0, and vice-versa, see
Azenhas and Emami (2014). Let p, k − p ≥ 1. One has,∑
ν∈Nn
πr1 . . . πrp κ̂ν(x)πep+1 . . . πekκων(y) = πep+1
(∑
ν∈Nn
πr1 . . . πrp κ̂ν(x)πep+2 . . . πekκων(y)
)
, by induction,
= πep+1
 ∑
0≤z≤p
0≤t≤k−p−1
∑
(Hz ,Mt)
∑
(F,G)∈A
Hz,Mt
z,t
xF yG
 , (Hz,Mt) ∈ ([p]z )× ([p+2,k]t ),
=
∑
0≤z≤p
0≤t≤k−p−1
∑
(Hz ,Mt)

∑
β∈Nn
πep+1
∑
(F,G)∈A
Hz,Mt
z,t
sh(G)=β
xF yG
 , using (2),
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=
∑
0≤z≤p
0≤t≤k−p−1
∑
(Hz ,Mt)

∑
(F,G)∈A
Hz,Mt
z,t
sh(G)ep+1≥sh(G)ep+1+1
xF yG +
∑
(F,G)∈B
Hz,Mt
z,t
xF yG
 , from Lemma 3,
=
∑
0≤z≤p
0≤t≤k−p−1
∑
(Hz ,Mt)

∑
(F,G)∈A
Hz,Mt
z,t
sh(G)ep+1≥sh(G)ep+1+1
xF yG +
∑
(F,G)∈A
Hz,Mt
z,t
sh(G)ep+1<sh(G)ep+1+1
xF yG +
∑
(F,G)∈A
Hz,M
1
t+1
z,t+1
xF yG

=
∑
0≤z≤p
0≤t≤k−p−1
∑
(Hz ,Mt)
 ∑
(F,G)∈A
Hz,Mt
z,t
xF yG +
∑
(F,G)∈A
Hz,M
1
t+1
z,t+1
xF yG

=
∑
0≤z≤p
0≤t≤k−p−1
∑
(Hz ,Mt)
 ∑
(F,G)∈A
Hz,Mt
z,t
xF yG
 + ∑
0≤z≤p
0≤t≤k−p−1
∑
(Hz ,Mt)
 ∑
(F,G)∈A
Hz,M
1
t+1
z,t+1
xF yG

=
∑
(F,G)∈A∅,∅
xF yG +
∑
(z,t)∈[0,p]×[0,k−p]
(z,t)6=(0,0)
∑
(Hz ,Mt)
∑
(F,G)∈A
Hz,Mt
z,t
xF yG, with (Hz,Mt) ∈
(
[p]
z
)
×
(
[p+1,k]
t
)
.
Identifying xiyj with the biletter
(
j
i
)
, one has three types of biwords: inside the staircase, consisting only of the
extra biletters in the NW part, or the extra biletters in the SE part. Using bijection 3, their concatenation gives,
Fλ = Fρ
p∏
i=1
(1−xri+1yn−ri+1)
−1
k∏
j=p+1
(1−xrj+1yej+1)
−1 =
∑
(F,G)∈A∅,∅
xF yG+
∑
(z,t)∈[0,p]×[0,k−p]
(z,t)6=(0,0)
∑
(Hz ,Mt)
∑
(F,G)∈A
Hz,Mt
z,t
xF yG.
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