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Abstract-We describe a compact finite difference scheme to solve div v - q’lr = 0, v = p grad u, 
which does not depend upon first eliminating v, so as to obtain a single, higher-order equation. The 
finite difference equations can be efficiently solved by standard iterative methods, however. by first 
algebraically eliminating the flux components from the compact form. Energy estimates show that u is 
approximated to second-order accuracy. 
I. INTRODUCTION 
Important classes of boundary value problems in mathematical physics have the general form 
div v(u) = 0, v(u) = f(grad U, u). (1.1) 
These include, for example, the steady Navier-Stokes equations as well as the equilibrium 
equations of a general elastic body. The simplest and most studied example of such a system, 
however, is div v = 0, v = grad u, which, upon elimination of v, yields the Laplace equation 
Vh = 0. The treatment of the latter equation by standard finite difference methods yields 
algebraic systems to which a variety of iterative methods applies. A similar reduction of the 
more general systems illustrated above to a single higher-order scalar equation for u is not 
feasible, however. Nevertheless. one can expect that finite difference techniques should be 
applicable to such systems and should also lead to algebraic problems that can be effectively 
solved by standard iterative methods. 
In this paper we examine an aspect of this equation, using the scalar system div v - 
$U = 0. v = p grad u as a model. We describe a second-order accurate, compact finite 
difference scheme that involves u and the components of v as unknowns associated with the 
sides of square subdomains. A method for algebraically eliminating the flux components results 
in an algebraic system for u that is then easily treated by standard iterative methods. We show 
that an energy norm is most directly developed using the compact formulation rather than the 
flux-eliminated equations, a result which serves to highlight the fact that certain features can 
be most directly examined by keeping these two equivalent algebraic problems distinct. 
We shall show elsewhere that the equilibrium of an elastic body with a general Hooke’s 
law can be treated by the methods described in this paper. Our detailed discussion of the second- 
order scalar problems considered in this paper is intended primarily to indicate a method that 
can be extended to systems of equations of the form (1. l), rather than to advocate its use over 
other finite difference schemes for the simple problems considered here. 
2. A COMPACT SCHEME 
Let Q denote a domain in 33, where n is an outward unit normal on the boundary r. We 
are concerned with solving 
div v - $u = 0, 
v-pgradll=O inQ. 0.1) 
u = uo on r. 
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The solution determines the flux f = v . n on f in terms of the data I(“: We write f = RIP 
and call R a transmission operator. 
We restrict our discussion to domains R that can be partitioned into square subdomains 
(cells). Let (x,, JJ,) = (idx, jdv), dx = A.v = 212, and let CL), , denote the rectangular cell 
{Ix - ?c,I s h, 1~ - .v// c h}. W e d escribe variables associated with the sides of c),,, by ref- 
erencing the center-point of the side; thus, 14,,, :,,, u,,,~, ? indicate the average values of II 
associated with the sides of w,,,. 
The translation operators s and t are defined by 
and we define central average and divided difference operators by 
pu, = ac.s +s-l), j.4, = f(t + t-l), 
6, = (S - s-‘)/2/r, s, = (f - t-‘)/2/z,.. 
We consider the following compact finite difference scheme corresponding to (2.1): In any cell 
w, U, v, w are related by the algebraic equations 
(4 6,v + &w - f$(pu, + p,)u = 0, 
(b) &V - p&u = 0, 
(cl p,w - p&l4 = 0, 
(d) ah’(6,w - &$pVu) - p(p, - p,)u = 0. 
(2.2) 
Here p and CJ are evaluated at the center of the cell. Equations (2.2)(a)-(c) are clearly consistent 
with (2.1). Equation (2.2)(d) expresses a consistent center-point approximation of pu to terms 
of 0(h2); a motivation for this particular approximation will be given in the next section, where 
energy estimates are discussed. 
The solution of the algebraic system expressed by (2.2) for cells in Q involves values of 
u and v or w on cell sides as unknowns. Although this system can be solved by direct elimination 
methods, it is preferable to eliminate the variables v and w so as to obtain an algebraic system 
involving only u in a manner that we proceed to describe. 
First, note that the values of the outward flux f = v . n on the sides of a cell cc),,, are 
given by f,zI,2,, = f~,,~,~.,, f,,,z,,2 = +w,,,~,~~. The difference equations (2.2) express these 
flux values in terms of the values of u on cell sides. Writing 
u:, = (4+,,2.,7 Ui.,CII?l 4-l/2., 4-w)~ (2.3) 
F:, = (v,+N.,~ w;.,+l,zt -v,-I,:.,, -w,.,-v). 
we may express (2.2) as 
Ft., = R,,,,,, u,., > (2.4) 
where R,,i is a transmission matrix for w;,, given by 
(1 + alp + ir -P (1 - a)p + 5 -P 
(2ha)R,,, = 
-P (I + a)p + 5 -P (1 - a)p + < 
(1 - alp + 4 
(1 - a); + < 
(I + a)p + t 1 -P ’ (2.5) -P -P (1 + a)/J + < 
where r = &h’q’. R is thus symmetric and positive definite. 
It will be convenient to write R in terms of its rows: 
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Then, considering two neighboring cells CO,~,,~,, , the value v,,, occurring on their common side 
may be written in terms of the flux arising from CO,,, ?,, or from w,_,,~,, with the result 
(rC3’CI),+, ,?., + (r”‘U),_ ,,?., = 0. (2.7) 
Similarly, considering cells w,,,,,~~, we have 
(rc4’U),,,, ,!? + (r’z’U),.,_, ‘2 = 0. (2.8) 
Equations (2.7), (2.8) express the compact scheme (2.2) solely in terms of the values of u on 
cell sides: We call this system the flux-eliminated form of (2.2). 
A calculation, the details of which we shall omit, yields the following explicit form for 
(2.7), (2.8): 
(a - l)p,(p/4u) - Wq’pfu + p,(ppvu) = (&)u, (2.7)’ 
For the Laplace equation p = 1, q = 0, in which case, for a = 1, eqns (2.7)’ and (2.8)’ 
then yield 
u,., = PrP,U,,,, (2.9) 
where u,, , is the value on the side common to o,~~.~., or to w,,,,~~z. Thus, 
4u,,, = U,,] 2,, + U,-Ifll.,, + k.,,I’? + u,.,-I,?. (2.10) 
Using (2.9) to express the terms on the right-hand side in terms of neighboring cells, we are 
led to 
U 
‘.i 
= p;jl;u i.,’ (2.11) 
which is a second-order, nine-point approximation to V’u = 0. 
In the following section we shall show that the flux-eliminated equations (2.7)’ and (2.8) 
are the solutions of a variational problem. 
3. AN ENERGY ESTIMATE 
Let 
kc = -div (p grad u) + q’u, 
(p grad’ II + q’u?) dm,. 
Green’s theorem yields 
Ilull = J-* ULU dw + uf d;j. 
(3.1) 
(3.2) 
where f is the outward flux v . n on r. For a solution of Lu = 0 in R satisfying u = u” 
on I-. 
(3.3) 
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or, in terms of the transmission operator, since f = Rd’. 
Thus R is positive definite. For the Dirichlet problem u is also characterized as the solution of 
the variational problem 
min ]]L# (3.5) 
for u = u” on r. 
We shall show that analogous results can be obtained for the compact difference equations 
(2.2). 
With respect to the operators p, 6 in a cell, we shall write, if v = (~1, LV). 
div,? v = 6,v + d,. w (3.6) 
and note Gauss’s theorem in the form 
h2 c div, v = h c f, 
OER r 
where f = v * n on I-. We set 
+ ;$((/L~u)’ + (P,.u)‘) + ah2(6,w - &q’p,u)‘]. 
(3.7) 
(3.8) 
For finite differences summation-by-parts results from the identity 
We proceed as follows: First multiply L,,u by ,U,U and employ (2.2)(d) to obtain 
p$4 . L,u = fq’((p+)’ + &u)‘) i- nh’(d,,w - +q’p,.u)? 
-(p,ud,v + ,u,uS,w). 
Next, using (2.2)(b), (c), (3.6), (3.8), and summing over cells in Q, we obtain 
Il4lhz.,~ = h c uf + h2 2 P.~U . L,u. (3.10) 
r VJEQ 
This identity implies the existence and uniqueness of the solution of the compact scheme 
(2.2). Also, standard arguments can be used to show that this solution furnishes an U(h’) 
approximation to the solution of the differential equation (cf. Fix and Rose[4]). 
Finally, using the notation (2.3), it is easily verified that 
h 2 uf = h c UTF = h 2 UTR,.,U. 
r r,,EG <,,tu 
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where R,, indicates the transmission matrix for UJ given by (2.5). Hence, for any solution of 
(2.2), 
114;.,, = 11 c U’R.,U. 
WER 
(3.11) 
Corresponding to the variational problem described by (3.5), we have 
min ]iu]]f,,, = min h c U’R,,,U (3.12) 
1, U ,uER 
for u = U” on r. The Euler equations for either of these expressions are (2.7), (2.8). 
As noted earlier, R,., is symmetric and positive definite: this result also follows from (3.11). 
A consequence of this is that the difference equations (2.7)‘, (2.8)’ can be solved by direct 
elimination methods without pivoting. Its consequences for iterative methods will be discussed 
in the next section. 
We note, in conclusion, that the norm that would appear to give the natural correspondence 
between (3.3) and (3.10) is ]]u]],~,~ rather than ]]u]]~.,,. Since /]u]],,~ c I]&,, (a > O), the presence 
of the term a gives rise to a dissipative term, the effect of which we will examine below. 
4. ITERATIVE METHODS 
Here we describe how the numerical solution of the difference equations (2.7)’ and (2.8)’ 
can be obtained by classical iterative techniques. These equations represent difference equations 
for values of u defined, respectively, at the vertical and horizontal midpoints of the sides of a 
computational cell w,,, The problem is fully determined, since at each grid point we have 
either an equation or a boundary value. 
We define a partition of the unknowns as follows: 
(i) Let p denote the vector of those unknowns defined at midpoints of vertical mesh lines. 
Equation (2.7)’ represents finite difference equations defined at these points. 
(ii) Let q denote the vector of those unknowns defined at midpoints of horizontal mesh 
lines. Equation (2.8)’ represents finite difference equations defined at these points. 
With this partition (2.7)‘. (2.8)’ may be written in the matrix form 
(4.1) 
where S, and S2 are tridiagonal matrices, and each block is N(N - 1) X N(N - 1). 
This partitioning may be viewed as a red-black ordering on a uniform grid rotated at an 
angle of 45” to the x-axis. Since the coefficient matrix of the system (4.1) is symmetric and 
positive definite. the convergence of the SOR method on this problem is guaranteed for any 
value of the relaxation factor LL) in the range 0 < w < 2 (see Varga[2], Young[3]). 
A natural iterative method to solve (4.1) would be line Gauss-Seidel; i.e.. 
(a) S,pU”+” + Eq”” = 6, 
(b) ET~‘J~+‘~ + s,q’~~*” = c. (4.2) 
The method involves solving tridiagonal systems. first along all horizontal lines and then along 
all vertical lines. 
Let us again consider the particular case p = 1. y = 0-i.e.. Laplace’s equation-and 
take (1 = 1. In this case (4.1) simplifies to 
[;: I][;] = [I]. 1 (4.3) 
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Table I. Dependence of numbers of iterations on mesh size 
h (I) 
l/8 1.57 
1116 1.76 
II32 1.87 
l/64 1.93 
No. of Iteratiuns 
19 
31 
67 
129 
where I is the N(N - 1) X N(N - 1) identity matrix. By a method that is akin to cyclic 
reduction (see Bunemaml]), we may eliminate p from (4.3) to obtain the following nine-point 
scheme for 4 corresponding to (2.11): 
(161 - F’F)q = 4c - FTb. (3.1) 
We note that SOR will also converge on this problem for 0 < tc) < 2. since the coeffictent 
matrix appearing in (4.4) is symmetric and positive definite. 
The purpose of the above manipulation is to indicate that the nine-point scheme (4.4) can 
be written in a factored form, each factor of which has a rotated five-point stencil. It is interesting 
to note that although the coefficient matrix of (4.3) is consistently ordered, that of the nine- 
point scheme (4.4) is not. 
In the general case it is not a simple task to obtain the analogue of (4.4). Therefore, in 
all our applications we use two-stage iterative processes based on (4.2). 
5. NUMERICAL RESULTS 
Here we investigate the effect of the dissipative term by considering a simple model 
problem. We consider Laplace’s equation defined in the unit square with Dirichlet boundary 
conditions such that the true solution is given by 
u(x, .v) = e-n” sin (77x). 
The SOR method was applied to this problem with the optimum choice of relaxation factor 
given by 
2 nh 
W=l+y-J’ o=cosz. 
The reader is referred to Young[3] for the derivation of this formula. The algorithm was 
terminated when the magnitude of the maximum difference between successive iterates was 
less than 10-j. Table 1 shows the dependence of the relaxation factor and the number of iterations 
on the mesh length. The behavior observed is typical of that of SOR methods. 
Let E denote the error between the solution of the discrete problem and the continuous 
solution. Table 2 compares I]E~(~.,, as a function of h and also of a. For this example the dissipative 
term appearing in the summation of (3.8) has the form nh’(d, WI’; i.e., the dissipation is directly 
proportional to a. 
The effect of the dissipative term is clearly evident in the results given in Table 2. For 
Table 2. Value of /It/l,, ,, for different values of It and (1 
II = l/8 h = l/l6 II = l/32 
8 0.058 I 0.0169 0.0044 
I 0.0123 0.0030 0.0009 
118 0.0048 0.0012 0.0003 
ii I6 0.0042 0.0012 0.0009 
1132 0.003 I 0.0024 0.0025 
0 0.2798 0.2858 0.7871 
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values of a of O(l), the convergence of the scheme is 0(/z’). However, for small values of a 
for which the dissipative term becomes less than O(h’), the convergence deteriorates. A par- 
ticularly interesting feature occurs when a = 0. in which case the scheme fails to converge. 
These results indicate that the dissipative term is required for convergence of the scheme and 
should be 0(/z’) in magnitude in order to obtain O(h’) convergence. When u ---, 0. a closer 
examination shows that the compact scheme and the flux-eliminated scheme are no longer 
equivalent. 
6. CONCLUSIONS 
We have described a finite difference treatment of the elliptic first-order system (2.1) that 
does not depend upon its prior reduction to a single, higher-order equation. This is expressed 
by the compact scheme (2.2) in which the flux values are expressed in terms of values of u on 
cell sides. The algebraic elimination of flux variables yields an algebraic system that can be 
treated by standard iterative methods. 
The compact form provides a natural means for establishing an energy norm estimate and 
concluding that the solution of (2.1) is approximated to second-order accuracy. 
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