We describe the MCMC algorithm for the two-part random intercept model applied in Section 5. As in Section 5, we assume the same predictors, X, for both the binomial and lognormal components.
where N r (γ k ; ·) is an r-dimensional normal distribution evaluated at γ k . Since this full conditional distribution does not have a closed form, we update γ k as a vector using a random walk Metropolis algorithm based on a multivariate-t 3 (s g T k ) proposal density centered at the previous value, γ old k . To improve mixing, we apply the adaptive proposal (AP) developed by Harrio et al. (2005) , which uses the empirical covariance from an extended burn-in period to tune T k so that it emulates the true posterior covariance. The parameter s g scales the covariance to achieve an optimal acceptance rate of approximately 20%. As a default value, we choose s g = 2.4/ √ r as recommended by Gelman, Roberts, and Gilks (1996).
2. Update C i : For i = 1, . . . , n, draw C i from its full conditional π(C i |·) = Pr(C i = k|·) = Cat(p ik ), where
as given in step (1) , and b i = (b 1i , b 2i ) . If there are no classmembership covariates [i.e., r = 1 in
Step (1)], then update π k directly from a Dirichlet(n 1 + e 1 , . . . , n K +e k ) distribution, where e 1 , . . . , e K are prior hyperparameters and
To avoid label switching in this case, Lenk and DeSarbo (2000) recommend sampling from an ordered Dirichlet distribution with π 1 < π 2 < · · · < π K . See Appendix C of their paper for details.
3. Update α k : First, consider a probit link for the binomial component of equation (1) . Note that Pr(
To update α k , we employ the data-augmentation algorithm described in Albert and Chib (1993) by first drawing u ij from its full conditional
and then drawing α k from its full conditional π(
where
Here, µ α and Σ α denote the prior mean and variance of α k (for the FEHB study, we optionally assume the same prior hyperparameters for all classes); u k denotes an N k × 1 vector of {u ij } draws for the N k observations in class k; b 1k denotes an N k × 1 concatenated vector of component-1 random intercepts for class k (i.e., b 1i is repeated n i times for subject i ∈ class k); and X k is an N k × p design matrix for class k.
For a logit link, one can use a similar data-augmentation approach, approximating the underlying logistic distribution by a mixture of normals as described in Frühwirth-Schnatter and Frühwirth (2007). Alternatively, a Metropolis-Hastings step can be used to update α k .
4. Update β k : Let y * k denote the M k × 1 subvector of positive (i.e., nonzero) observations in class k, let X * k denote the corresponding design matrix, and let b * 2k denote an M k × 1 concatenated vector of component-2 random intercepts restricted to observations greater than zero. Assuming a N(µ β , Σ β ), the full conditional for β k is
where M k , y * k , X * k , and b * 2k are defined in step (4).
6. Update Σ k :
denotes the number of subjects currently assigned to class k, and b k is an n k × 2 matrix with the first column containing the component-1 random intercepts and the second column containing the component-2 random intercepts for subjects in class k.
Repeat steps (3) -(6) for classes k = 1, . . . , K.
Update b
Conditional on C i = k, we update b i using a random walk Metropolis algorithm with a bivariate t 3 (s b R k ) proposal centered at the previous value, b old i . The scale matrix R k can be estimated using the inverse information matrix obtained from a frequentist fit of the model, and s b is a scaling factor used to achieve optimal acceptance rates. Note that, given C i = k, the acceptance ratio for updating b i is a function of the class-k parameters only.
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