In consideration of the image noise captured by photoelectric cameras at nighttime, a robust motion detection algorithm based on sparse representation is proposed in this study. A universal dictionary for arbitrary scenes is presented. Realistic and synthetic experiments demonstrate the robustness of the proposed approach.
Introduction
The detection of moving objects on the ground is the primary task of advanced unmanned aerial vehicle (UAV) surveillance systems. Intelligent UAV video surveillance systems play an increasingly important role in the military and civil domains [1] . The American "Unmanned Aircraft Systems Roadmap" [2] clearly indicates that a UAV must have high-resolution reconnaissance and surveillance, object recognition, and rapid tracking and localization capability. Among these diverse information collection tasks, automatic moving object detection is considered the most important. Motion detection is typically defined as segmenting moving objects from a given image sequence or surveillance video.
A UAV is usually equipped with various interchangeable imaging devices, including real-time video cameras, sensors (e.g., photoelectric cameras), infrared cameras, multi-spectral and hyper-spectral devices, synthetic aperture radar (SAR), and other payloads [3] . SAR utilizes the special features of an object to reflect radar waves and images in daytime and nighttime. However, the imaging resolution of SAR is relatively low; some information is also lost in the imaging process. Infrared sensors can also be utilized to collect nighttime images. However, image quality is seriously affected by thermal diffusion in the UAV's parts. Photoelectric cameras based on visible light can produce a visual imaging effect with high-resolution image intelligence, which is suitable for motion detection and other intelligent analysis. However, the noise in images captured by CMOS/CCD sensors increases significantly with a decrease in illumination. This condition limits the usability of a UAV under low light conditions as shown in Fig. 1 isting motion detection approaches have become inappropriate because of static noise. Therefore, a robust detection algorithm for UAV nighttime surveillance must be established. A direct means to solve this problem is to use conventional denoising methods and traditional motion detection approaches. However, even state-of-the-art denoising algorithms cannot ensure that image quality is adequate for automatic detection because most detection algorithms are established on the assumption that purely unpolluted images are utilized. To address this limitation, a motion detection algorithm based on the theory of sparse representation is proposed in this study. The algorithm exhibits stable and robust performance in noisy videos. The theory of sparse representation assumes that in any signal, there exists a sparse linear combination of atoms from dictionary D that approximates it well [4] . Sparse representation has been applied in various fields, such as image denoising [4] , [5] , image deblurring [6] , and face recognition [7] . The proposed approach regards the process of motion detection as a sparse representation problem and employs dictionary learning and sparse coding. For the dictionary, arbitrary images are adopted from different scenes as training samples. The dictionary for the universal scene is then learned. The proposed method can effectively detect a moving foreground without the influence of noise according to the different distributions of sparse codes.
Related Works
Motion detection in UAV surveillance can be regarded as a video processing problem. Many approaches, such as statistical model [8] , [9] , neural network model [10] , and classification model [11] , have been proposed to address this problem. Sparse and compressive sensing (CS) theory utilized to solve motion detection problems has undergone improvements in recent years. In [12] , the authors regarded motion detection as a signal estimation problem and minimized the l 1 norm to enforce error sparsity. In [13] , CS theory was Copyright c 2014 The Institute of Electronics, Information and Communication Engineers applied to recover sparse object silhouettes in a spatial domain; the authors regarded the problem of background subtraction as a sparse approximation problem. The idea in [13] was further developed in [14] , where a Markov random field (MRF) was employed to represent sparse signals. A new learning formulation called dynamic group sparsity was investigated in [15] . Huang et al. [15] added group clustering priors as a new constrain in the process of sparse recovery and extended the theory of CS to efficiently handle dynamic background scenes.
The work most relevant to our proposed approach is by Zhao et al. [16] . They developed the assumption of [13] that the foreground mask can be regarded as a sparse error. Zhao et al. [16] treated the atoms of dictionary as different configurations of scene. For example, the different states of traffic light can be seen as atoms in dictionary. Then, the idea of their method is to find out the configurations of the scene. However, in our work, the coefficients of the projection over atoms are regarded as a more efficient method. The proposed method applies the thought of "foreground is sparse" but is totally different from [16] in methodology. In recent years, low rank and sparsity constraint [19] developed from Robust PCA formulates background subtraction as a matrix decomposition problem, and makes it flexible to adapt the global variations of background.
The aforementioned methods are mainly designed for complex and dynamic scenes in the background, such as rain, waves, and shaking trees, and not for scenes at nighttime or in a low-light environment. We hope that existing methods could solve this classic problem and extend the surveillance capability. However, the main problem in UAV nighttime surveillance is addressing polluted image signals, in which the captured large noise causes existing motion detection algorithms to operate improperly. Hence, we propose a novel motion detection algorithm to deal with UAV nighttime surveillance. The proposed method can work effectively on daytime videos as well.
Proposed Method
The proposed method can be divided into two parts: dictionary learning for the universal scene and foreground detection based on sparse coefficients. A pre-learned dictionary was applied to model the background of a monitored scene. The image was then divided into blocks with the size of atoms in the dictionary. The sparse coefficient of each block, which would be further utilized as the criterion of detection, was computed. The detailed description is discussed below.
Dictionary for the Universal Scene
The motion detection problem can be formulated as the linear combination of background I B and foreground candidate I F as follows:
The background modeling of the surveillance scene is considered a sparse representation problem in this study. A pre-learned dictionary D was employed to sparsely represent the background model instead of stacking the background configurations in a dictionary [16] . The sparse representation background model was formulated as follows:
where A is the matrix of the sparse coefficients. The use of a dictionary has been proven to be effective for signal reconstruction and classification in audio-and image-processing domains [17] . For training set Y = {y i } N i=1 , its dictionary satisfies the formula:
where k is the number of atoms in D, α i is the sparse coefficients, and λ is the regularization parameter. The proposed method adopts the online dictionary learning algorithm [17] to address Formula (3). This algorithm exploits a stochastic online learning strategy adapted to sparse coding tasks. The strategy is used in the foreground detection step. Compared with K-SVD [5] and other algorithms [17] , the proposed algorithm is suitable for difficult, large-scale image processing tasks and allows for highresolution UAV surveillance. Arbitrary frames are extracted from different surveillance videos as the training set. The size of the training set has a significant effect on the process of dictionary learning. Figure 2 shows a comparison of the learned dictionary and a different training set. Dictionary 1 is learned by only one image from a scene, whereas Dictionary 2 is learned by different images from diverse scenes. Dictionary 2 has an abundant and complex structure, which could allow for a suitable representation of the background model. For obtaining a accurate dictionary, we find that 5 or 6 frames of different scenes are sufficient for the learning of dictionary. In other words, there is about 20000 to 30000 training samples as the same size as the atoms.
Atoms d in dictionary D represent the bases of the image signal. The dictionary can be applied to an arbitrary scene once it is learned. In UAV surveillance, the universal dictionary requires only one instance of implementation on the hardware and can be updated as required.
Foreground Detection
In sparse coding, the background can be regarded as the sparse and linear combination of atoms. The noise can be removed because of its random distribution over the dictionary. After the same disposal of current frame I, the moving foreground I F can be expressed as follows:
whereÁ is the matrix of the sparse coefficients of current frame I. diff (·) is a function that compares the distributions of the sparse coefficients and is defined as follows:
whereά i and α i are the sparse coefficient of the block in the current frame and the background, respectively. mean(·) is an average function. By subjecting the values in I F to threshold judging, the proposed method can accurately segment the moving target and eliminate noise infection. The proposed algorithm is summarized as Algorithm 1.
(training set), I B (background frame), I (current frame), K (the number of blocks in a frame), T (threshold of detection) output: detection binary result Dictionary Learning: compute with Online Dictionary Learning algorithm [17] and obtain D (learned dictionary); for i ← 1 to K do compute the sparse coefficients α i and α i with the LARS algorithm [18] ; compute the foreground I F (i) with formula (4) and (5); if I F (i) > T then the ith block belongs to the foreground; else the ith block belongs to the background; end Algorithm 1: Motion detection for UAV nighttime surveillance Background updating. An important characteristic for any background subtraction algorithm is to continuously update the learned model over time. The update process is the ability to handle gradually changing illumination and adapt to new objects that appear in a scene. Since the dictionary in our work is learnt as preprocessing step by arbitrary images, the background update process is to update the sparse coefficients every frame or couple of frames according to the implementation requirements.
Experiments and Results
The proposed algorithm was compared with those in [8] - [11] , [16] , [19] through the use of realistic and synthetic [8] , KDE [9] , SOBS [10] , ViBe [11] , Zhao [16] and DECOLOR [19] respectively. [8] , KDE [9] , SOBS [10] , ViBe [11] , Zhao [16] and DECOLOR [19] respectively. surveillance videos. The realistic video was taken from a UAV and has been calibrated to the same shooting plane. The synthetic video was shot by the present researchers in an OpenGL environment at a fixed viewpoint. The sample frames of the two videos are presented in Fig. 3 . The resolution of the realistic and synthetic videos after image transition and calibration is likewise shown. The learned dictionary has 256 atoms, and the dimension of each atom is 64 pixels.
A mixture of Gaussian and Poisson noise was added to simulate the nighttime environment and further test the proposed method. The experiment results are presented in Figs. 4 and 5. A comparison of the noise in different approaches shows that the compared approaches exhibit poor performance. On the contrary, the proposed method produces a robust result regardless of light conditions and can thus be considered an ideal approach for detecting objects on the ground in UAV nighttime surveillance. The compared methods [8] - [11] , [19] are fulfilled with online source codes while Zhao et al. [16] is achieved by ourselves with the introduction of their paper.
Conclusion
To handle the image noise captured by UAV nighttime surveillance, a motion detection algorithm that remains ro-bust despite the noise produced by low light was developed in this study. The experimental results show that compared with other algorithms, the proposed algorithm achieves a better detection result in a noisy and dark environment. The real-time implementation of the proposed method is the future direction of this work.
