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EXPLICITLY EXTENDING FROBENIUS SPLITTINGS OVER FINITE MAPS
KARL SCHWEDE AND KEVIN TUCKER
Abstract. Suppose that pi : Y → X is a finite map of normal varieties over a perfect field of
characteristic p > 0. Previous work of the authors gave a criterion for when Frobenius splittings
on X (or more generally any p−e-linear map) extend to Y . In this paper we give an alternate
and highly explicit proof of this criterion (checking term by term) when pi is tamely ramified in
codimension 1. Some additional examples are also explored.
1. Introduction
In [ST10], the authors describe transformation behavior for Frobenius splittings and test ideals
under finite covers pi : Y → X. The main tool was the Grothendieck trace map, which was used
to analyze extension properties of Frobenius splittings or more generally other so-called p−e-linear
maps. This method, while necessary to account for arbitrary covers, has the disadvantage that it
is rather opaque in that it is hard to see precisely how individual splittings extend from X to Y .
However, in the case that the finite cover pi has tame ramification in codimension one, it is possible
to give a direct, elementary, and explicit term by term analysis of the situation.
In this paper, we give an alternative elementary self-contained proof of the following theorem,
first shown in [ST10] (cf. Proposition 4.4 and Theorem 5.7 in op. cit.).
Main Theorem. Suppose pi : Y → X is a finite surjective morphism of normal F -finite algebraic
varieties. Assume that pi is both separable and tamely ramified in codimension one. Then a homo-
morphism ψ ∈ HomOX (F
e
∗OX ,OX) extends to a homomorphism ψ¯ ∈ HomOY (F
e
∗OY ,OY ) if and
only if pi∗∆ψ ≥ Rampi. Furthermore in this case, we have ∆ψ¯ = pi
∗∆ψ − Rampi.
Here, Rampi is the ramification divisor of pi and ∆ψ is the effective Q-divisor associated to ψ ∈
HomOX (F
e
∗OX ,OX ) as in [ST10, Section 2.5] or as briefly described below. Furthermore, in the
context of our main theorem, it is easy to see that ψ is a Frobenius splitting if and only if ψ¯ is.
As mentioned, this result is not as general as the results from [ST10]. On the other hand, we feel
that the proof we give here is rather valuable as it renders transparent the explicit obstruction to
extending a p−e-linear map. Notably, the proof in this paper originally appeared as an appendix
to the arXiv version of op. cit. as they in fact preceded and led to those more general results.
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2. Background and reduction to dimension 1
To prove the main theorem, it suffices to assume that X = Spec(R) and Y = Spec(S) are affine.
Thus, consider R ⊆ S a module-finite inclusion of F -finite normal domains of finite type over an
F -finite field of characteristic p > 0. If F : X → X is the (absolute) Frobenius endomorphism, recall
that the map of rings OX → F∗OX is then naturally identified with the inclusion R ⊆ R
1/p of R
2000 Mathematics Subject Classification. 14B05, 13A35.
Key words and phrases. Frobenius splitting, finite map, separable map, tame ramification, ramification divisor.
The first author was partially supported by a National Science Foundation postdoctoral fellowship, RTG grant number
0502170 and NSF DMS 1064485/0969145.
The second author was partially supported by RTG grant number 0502170 and a National Science Foundation
postdoctoral fellowship DMS 1004344.
1
2 KARL SCHWEDE AND KEVIN TUCKER
into its ring of p-th roots R1/p (inside a fixed algebraic closure of its fraction field); similarly, the
inclusion R ⊆ R1/p
e
is identified with the e-iterated Frobenius. Given the separability assumption
on pi, we have that the corresponding inclusion of fields K := Frac(R) ⊆ L := Frac(S) is separable.
We will give a criterion for when a p−e-linear map φ ∈ HomR(R
1/pe , R) on R extends to a
p−e-linear map φ¯ ∈ HomS(S
1/pe , S) on S, i.e. such that the following diagram commutes:
S1/p
e φ¯
// S
(2.0.1) ⊆ ⊆
R1/p
e
φ
// R .
Let us give a quick example.
Example 2.1. Suppose R = F3[y] ⊆ F3[x, y]/(y − x
4) ≃ F3[x] = S. Then R
1/3 is a free R-module
with basis 1, y1/3, y2/3, and similarly for S1/3. Thus, φ ∈ HomR(R
1/3, R) is uniquely determined by
φ(1), φ(y1/3), φ(y2/3), which can be arbitrary elements of R. We identify φ with its generic extension
φ : K1/3 → K to K = Frac(R), and denote by φ¯ the unique extension of φ to L = Frac(S) as in
Lemma 2.2 below. We have
φ¯(1) = φ(1)
φ¯(x1/3) = φ¯( 1xx
4/3) = 1xφ(y
1/3)
φ¯(x2/3) = φ¯( 1
x2
x8/3) = 1
x2
φ(y2/3)
and it follows that an extension of φ from R to S as in (2.0.1) exists if and only if
• φ(y1/3) is divisible by x in S and,
• φ(y2/3) is divisible by x2 in S.
Note that φ(y1/3) is divisible by x = y1/4 in S if and only if φ(y1/3) is divisible by y = x4 in R.
Likewise φ(y2/3) is divisible by x2 = y2/4 in S if and only if φ(y2/3) is divisible by y = x4 in R.
Our eventual goal is to generalize the work in the above example to any inclusion of F -finite
normal domains and in particular to obtain an explicit criterion involving the ramification divisor.
In particular, our final description will be given in terms of the divisor associated to ∆φ on X =
SpecR as in [ST10, Section 2.5]. We now briefly recall the construction of this divisor.
The F e∗OX -moduleH omOX (F
e
∗OX ,OX) is isomorphic to F
e
∗OX((1−p
e)KX) and so a section φ ∈
H omOX (F
e
∗OX ,OX) corresponds to an effective Weil divisor Dφ linearly equivalent to (1−p
e)KX .
This divisor is ubiquitous throughout the theory of Frobenius splitting [BK05]. We set
∆φ =
1
pe − 1
Dφ.
The division by pe−1 normalizes Dφ with respect to e and p and also forces KX+∆ to be Q-Cartier,
a common assumption for Q-divisors throughout higher dimensional algebraic geometry.
Our goal for the remainder of this section is to reduce the question of our main theorem to the
case where R and S are one dimensional. First we recall how to extend φ in the case where R and
S are fields. The proof is easy and so we include it for the convenience of the reader. We remark
that if the extension of fields is not separable, then no non-zero p−e-linear map extends by [ST10,
Proposition 5.2].
Lemma 2.2. [ST10, Lemma 3.3] Suppose that K ⊆ L is a finite separable field extension of F -finite
fields with characteristic p > 0. If
e
1/pe
1 , . . . , e
1/pe
n
form a basis for K1/p
e
over K, then they also form a basis for L1/p
e
over L. Furthermore, any
map φ ∈ HomK(K
1/pe ,K) extends uniquely to a map φ¯ ∈ HomL(L
1/pe , L).
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Proof. Since K1/p
e
is purely inseparable over K, it follows that K1/p
e
and L are linearly disjoint
over K (e.g. Example 20.13 in [Mor96]). Thus, L1/p
e
= K1/p
e
⊗K L, and the first statement is
obvious. For the second, note that the extension φ¯ = φ⊗K IdL exists and is uniquely determined
by the property that φ¯(e
1/pe
i ) = φ(e
1/pe
i ) for all 1 ≤ i ≤ n. 
We will also need the following lemma.
Lemma 2.3. [ST10, Lemma 4.7] Let R ⊆ S be a module-finite inclusion of domains with cor-
responding fraction fields K ⊆ L. Suppose that Φ ∈ HomK(L,K) satisfies Φ(S) ⊆ R, and that
Φ|S : S → R generates HomR(S,R) as an S-module. If x ∈ L is such that Φ(xS) ⊆ R, then x ∈ S.
Proof. The map φ( ) := Φ(x · ) can be viewed as an element of HomR(S,R). Therefore φ(a) =
Φ(sa) for some s in S and all a ∈ S. But then Φ(sl) = Φ(xl) for all l ∈ L, which implies that s = x
as HomK(L,K) is a one dimensional vector space over L. 
Finally as promised, we use localization to reduce our extension question to codimension one.
Lemma 2.4. [ST10, Lemma 3.6] Suppose R ⊆ S is a generically separable module-finite inclusion
of F -finite normal domains with characteristic p > 0 and φ ∈ HomR(R
1/pe , R). Then φ extends to
φ¯ ∈ HomS(S
1/pe , S) if and only if an extension exists in codimension one. In other words, for each
height one prime q of S lying over p in R, we have a commutative diagram
(Sq)
1/pe φ¯ // Sq
⊆ ⊆
(Rp)
1/pe
φ
// Rp .
Proof. Identify φ with its generic extension φ : K1/p
e
→ K to K = Frac(R), and denote by φ¯ the
unique extension of φ to L = Frac(S) as in Lemma 2.2. Then, an extension of φ to S exists if and
only if φ¯(S1/p
e
) ⊆ S. Since S is normal, S is the intersection of all of the subrings Sq ⊆ L for each
height one prime q of S, and the conclusion follows at once. 
3. On explicitly extending p−e linear maps under tame ramification
Our goal in this section is to give a highly explicit description of how to extend p−e-linear maps
in separable extensions of normal domains which are tamely ramified in codimension one. In doing
so, we will prove our main theorem. We first recall the definition of tame ramification:
Definition 3.1. [GM71, Chapter 2] A local inclusion (R, p) ⊆ (S, q) of DVR’s is called tamely
ramified if:
(1) It is generically finite and generically separable.
(2) The extension of residue fields k(p) ⊆ k(q) is separable.
(3) A local parameter r of R, when viewed as an element of S, has order of vanishing (with
respect to the valuation of S) not divisible by p.
More generally, a generically separable module-finite inclusion of normal domains R ⊆ S will be
called tamely ramified in codimension one if all of the associated DVR extensions given by localizing
at height one primes are tamely ramified. A generically finite and separable inclusion of DVR’s
which is not tamely ramified is called wildly ramified. In this context, the ramification index is
the order of vanishing of r in S (with respect to the valuation of Sq). Finally, if R ⊆ S is tamely
ramified with index n and s is a local parameter of S, then the ramification divisor Rampi on
Y = SpecS is simply (n− 1) div(s).
By Section 2, the problem reduces to codimension one, and so we will need only consider a
tamely ramified generically finite extension of DVR’s R ⊆ S. Before proceeding, we would like to
briefly outline the strategy.
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Strategy. For particular e, we will be able to find a map φ : R1/p
e
→ R whose extension to S
generates HomS(S
1/pe , S) as an S-module in Proposition 3.4. Those ψ ∈ HomR(R
1/pe , R) which
extend to S will be exactly those of the form ψ( ) = φ(c1/p
e
· ) for some c1/p
e
∈ R1/p
e
. In
particular, this φ will create a line-in-the-sand that determines which ψ extend to S. The proof
of our main theorem is then completed by using Lemma 3.6 to reduce the general case to these
particular values for e.
Our first order of business is to explicitly write down a basis for R1/p
e
over R.
Lemma 3.2. [ST10, Lemma 3.6] Let R be a DVR with parameter r, characteristic p > 0, and
F -finite residue field k. For each i = 0, . . . , pe − 1, suppose that u
1/pe
1,i , . . . , u
1/pe
m,i are elements of
R1/p
e
whose images u¯
1/pe
j,i ∈ k
1/pe = R1/p
e
/r1/p
e
R1/p
e
form a basis for k1/p
e
over k. Then
u
1/pe
1,0 , . . . , u
1/pe
m,0 ,
u
1/pe
1,1 r
1/pe , . . . , u
1/pe
m,1 r
1/pe ,
...
u
1/pe
1,i r
i/pe , . . . , u
1/pe
m,i r
i/pe ,
...
u
1/pe
1,pe−1r
(pe−1)/pe , . . . , u
1/pe
m,pe−1r
(pe−1)/pe ,
are a free basis for R1/p
e
over R.
Proof. SinceR is regular, we have from [Kun76] thatR1/p
e
is a freeR-module. Thus, by Nakayama’s lemma,
it is enough to show that the images of the elements in the above list form a basis for the vector
space R1/p
e
/rR1/p
e
over k. Consider the filtration
rR1/p
e
( r(p
e−1)/peR1/p
e
( · · · ( ri/p
e
R1/p
e
( · · · ( r1/p
e
R1/p
e
( R1/p
e
.
Multiplication by ri/p
e
induces an isomorphism
k1/p
e
= R1/p
e
/rR1/p
e ∼= ri/p
e
R1/p
e/
r(i+1)/p
e
R1/p
e
for each i = 0, . . . , pe − 1. It follows immediately that
ri/p
e
R1/p
e
= u
1/pe
1,i r
i/peR+ · · · + u
1/pe
m,i r
i/peR+ r(i+1)/p
e
R1/p
e
and, arguing inductively, it is clear that the images of the elements in the above list spanR1/p
e
/rR1/p
e
.
Additionally, we can conclude from the above filtration that the dimension of R1/p
e
/rR1/p
e
over
k equals pe · [k1/p
e
: k]. Since there are precisely pe · [k1/p
e
: k] elements in the above list, the
conclusion now follows. 
Once we have fixed a basis of R1/p
e
over R (a DVR) we can very explicitly write down an
R1/p
e
-module generator of HomR(R
1/pe , R).
Lemma 3.3. Fix an F -finite DVR R and suppose that u
1/pe
j,i r
i/pe where i = 0, . . . , pe − 1, j =
1, . . . ,m is a basis for R1/p
e
over R as described in Lemma 3.2. Fix one of the basis elements
x1/p
e
= (uj,pe−1r
pe−1)1/p
e
and suppose that we have a map φx : R
1/pe → R which sends x1/p
e
to 1.
Then φx generates HomR(R
1/pe , R) as an R1/p
e
-module.
Proof. Since u
1/pe
j,pe−1 is a unit in R
1/pe , it suffices to show that φ( ) := φx(u
1/pe
j,pe−1 · ) generates
HomR(R
1/pe , R) as an R1/p
e
-module. This statement may be checked after completion, and thus
we may assume that R = k[[r]]. Fix a basis 1 = v1
1/pe , v2
1/pe , . . . , vm
1/pe for k1/p
e
over k (and note
these are elements of R1/p
e
since R contains k). Let σj ∈ Homk(k
1/pe , k) denote the projection
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onto vj for j = 1, . . . ,m. Since σj ∈ Homk(k
1/pe , k) ≃ k1/p
e
is a one-dimensional vector space over
k1/p
e
, there exists α
1/pe
j ∈ k
1/pe with σj( ) = σ1(α
1/pe
j · ) for each j. As σ1, . . . , σm are a basis
for Homk(k
1/pe , k) over k, it follows that α
1/pe
1 , . . . , α
1/pe
m are another basis for k1/p
e
over k.
Consider the map ψ ∈ HomR(R
1/pe , R) which sends r(p
e−1)/pe to 1 and the other elements of the
alternate basis {v
1/pe
j r
i/pe} where j = 1, . . . ,m and i = 0, . . . , pe − 1 to zero. It is easy to see that
ψ generates HomR(R
1/pe , R) as an R1/p
e
-module. Indeed, ψ(α
1/pe
j r
(pe−1−i)/pe · ) sends v
1/pe
j r
i/pe
to 1 and the other (alternate) basis elements to zero. Now, notice that φ( ) = ψ(s1/p
e
· ) where
s1/p
e
=
∑
i,j
φ(v
1/pe
j r
i/pe)α
1/pe
j r
(pe−1−i)/pe
and we will be done if s1/p
e
is a unit in R1/p
e
. Denoting images in k1/p
e
= R1/p
e
/r1/p
e
R1/p
e
with a
bar, we have
s1/pe =
∑
j
φ(v
1/pe
j r
i/pe)α
1/pe
j =
∑
j
(
φ(v
1/pe
j r
i/pe)
)
α
1/pe
j
which is non-zero as α
1/pe
1 , . . . , α
1/pe
m are linearly independent over k and φ(v
1/pe
j r
i/pe) ∈ k with
φ(v
1/pe
1 r
i/pe) = φ(ri/p
e
) = 1¯ = 1. 
Now suppose we have a (not necessarily finite) local extension of DVR’s R ⊆ S which is gener-
ically finite and separable, as well as tamely ramified. We identify a map φ ∈ HomR(R
1/pe , R)
which extends to a map φ¯ ∈ HomS(S
1/pe , S) generating HomS(S
1/pe , S) as an S1/p
e
-module.
Proposition 3.4. Suppose that R ⊆ S is a generically finite and separable local extension of
DVR’s with associated extension of fraction fields K ⊆ L. Further suppose that the (not necessarily
finite) extension R ⊆ S is tamely ramified. Then there exists an e > 0 and φ ∈ HomR(R
1/pe , R)
which extends to an element φ¯ ∈ HomS(S
1/pe , S) generating HomS(S
1/pe , S) as an S1/p
e
-module.
Furthermore, we will explicitly see that if pi : Y = SpecS → X = SpecR is the induced map, then
pi∗∆φ = Rampi.
Proof. Fix r to be a parameter for R and s to be a parameter for S and write r = usn for some
unit u ∈ S. Here n is the ramification index of R ⊆ S and so p does not divide n. Set e to be a
number such that n divides (pe− 1) and fix b = (pe − 1)/n. Let k = R/rR and l = S/sS, and fix a
basis u1
1/pe , . . . , um
1/pe for k1/p
e
over k (with corresponding lifts to elements ui ∈ R).
The following elements form a basis for R1/p
e
over R by Lemma 3.2.
(3.4.1)
u
1/pe
1 , . . . , u
1/pe
m
u
1/pe
1 r
1/pe , . . . , u
1/pe
m r1/p
e
. . .
u
1/pe
1 r
(pe−1)/pe , . . . , u
1/pe
m r(p
e−1)/pe
Set φ to be the map that sends u
1/pe
1 r
b/pe to 1 and all other basis elements to zero. Now consider
the following set of elements of S1/p
e
.
(3.4.2)
u
1/pe
1 , . . . , u
1/pe
m
u
1/pe
1 u
1/pes(n mod p
e)/pe , . . . , u
1/pe
m u1/p
e
s(n mod p
e)/pe
. . .
u
1/pe
1 u
(pe−1)/pes(n(p
e−1) mod pe)/pe , . . . , u
1/pe
m u(p
e−1)/pes(n(p
e−1) mod pe)/pe
Here we have used (a mod b) to denote the unique integer 0 ≤ t ≤ b− 1 such that b|(a− t).
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Our immediate goal will be to show that (3.4.2) is a basis for S1/p
e
over S. Note that, since
p is relatively prime to n, the integers (ni mod pe) as we vary i are precisely 0, . . . , pe − 1. By
Lemma 3.2, it is sufficient to show for a fixed integer i that the images of the u
1/pe
j u
i/pe in l1/p
e
(as j varies) are a basis for l1/p
e
over l. But that is obvious since the u
1/pe
j form such a basis
(since k ⊆ l is separable and using Lemma 2.2) and multiplication by ui/p
e
induces a vector space
automorphism of l1/p
e
over l.
We know that φ has a unique extension φ¯ ∈ HomL(L
1/pe , L) (first extending generically, then
using Lemma 2.2). Let us verify that φ¯(S1/p
e
) ⊆ S using the basis (3.4.2). Clearly, φ¯ sends
u
1/pe
1 u
b/pes(p
e−1)/pe = u
1/pe
1 r
b/pe to 1, and it is easy to see that all other elements of (3.4.2) must
be sent to zero by construction. Indeed, each of these elements agrees after multiplying by an
integer power of s with an element of (3.4.1) that is killed by φ. This completes the proof of
the main statement. For the last statement, note that the map Φ ∈ HomR(R
1/pe , R) which sends
u
1/pe
1 r
(pe−1)/pe to 1 and all other elements of (3.4.1) to 0 is a R1/p
e
-module generator by Lemma 3.3.
As φ( ) = Φ(r(p
e−1−b)/pe · ), we have
∆φ =
1
pe − 1
divR(r
(pe−1−b)) .
Thus, we compute
pi∗∆φ =
1
pe − 1
divS(r
(pe−1−b)) =
1
pe − 1
divS(u
(pe−1−b)sn(p
e−1−b))
=
1
pe − 1
divS(s
(n−1)(pe−1)) = divS(s
n−1) = Rampi
as desired. 
Using the above Lemma, we now easily obtain the following criterion for extending p−e-linear
maps over tamely ramified extensions of DVR’s.
Corollary 3.5. In the context of Proposition 3.4, a map ψ ∈ HomR(R
1/pe , R) extends to a map
ψ¯ ∈ HomS(S
1/pe , S) if and only if ∆ψ ≥ ∆φ (or in other words, if and only if pi
∗∆ψ ≥ Rampi).
Furthermore in this case, ∆ψ¯ = pi
∗∆ψ − Rampi.
Proof. We always have ψ( ) = φ(x1/p
e
· ) for some x ∈ K, and hence also the extension
ψ¯ ∈ HomL(L
1/pe , L) to L satisfies ψ¯( ) = φ¯(x1/p
e
· ). Using Lemma 2.3 , since φ¯ generates
HomS(S
1/pe , S), we have φ¯(S1/p
e
) ⊆ S if and only if x1/p
e
∈ S1/p
e
∩ K1/p
e
= R1/p
e
. This is pre-
cisely the statement that ∆ψ ≥ ∆φ, and the remaining conclusion follows using ∆φ¯ = 0 (as it is a
generator) and pi∗∆φ = Rampi. 
Let us now complete the alternative elementary proof of the main theorem, in contrast to [ST10,
Theorem 5.7].
Proof of Main Theorem. It is sufficient to study when ψ ∈ HomR(R
1/pe , R) can be extended to
HomS(S
1/pe , S) where R ⊆ S is a tamely ramified generically finite inclusion of DVR’s. In the case
that e > 0 is such that the ramification index divides pe − 1, this happens if and only if pi∗∆ψ ≥
Rampi by Corollary 3.5 above. More generally, by applying this criterion to an appropriately large
Frobenius iterate
ψm := ψ ◦ ψ1/p ◦ · · · ◦ ψ1/p
m−1
of ψ and using that ∆ψm = ∆ψ by [Sch09, Theorem 3.11(e)], we will have completed our proof as
soon as we have shown the following lemma. 
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Lemma 3.6. Suppose that R ⊆ S is a finite inclusion of F -finite normal domains. Then an element
ψ ∈ HomR(R
1/pe , R) extends to an element ψ¯ ∈ HomS(S
1/pe , S) if and only if the composition
ψm ∈ HomR(R
1/pme , R) extends to a map in HomS(S
1/pme , S).
Proof. The forward implication is obvious, so we prove only the reverse. Without loss of generality
we may assume that R is a DVR and S is a semi-local regular ring of dimension one, and set
L = FracS. Suppose that ψm extends to a map ψm ∈ HomS(S
1/pme , S), and set Φ to be a S1/p
e
-
module generator of HomS(S
1/pe , S). We can always extend ψ to ψ¯ ∈ HomL(L
1/pe , L) and write
ψ¯( ) = Φ(l1/p
e
· ) for some l ∈ L. We will show that l ∈ S which will complete the proof
by Lemma 2.3. Note that ψm( ) = (ψ¯)m( ) is simply Φm(la/p
me
· ) for some integer a > 0.
Therefore la/p
me
∈ S1/p
me
, whence l ∈ S since S is normal. 
4. An example with wild ramification
We conclude this paper with an example showing the explicit extensions criteria can sometimes
be obtained even for wild ramification, although the arguments we used above will not suffice. In
particular, even though the proof of Proposition 3.4 will not work in the wildly ramified case, there
still can be explicit element by element ways to extend maps. We do not know how to construct
them except in an ad-hoc manner, which we do in the following example.
Example 4.1 (Explicit extension with wild ramification). Suppose R = F3[x, y] ⊆ F3[x, y, z]/〈z
3−
xz− y2〉 = S and consider φ ∈ HomR(R
1/3, R). Identify φ with its generic extension φ : K1/3 → K
to K = Frac(R), and denote by φ¯ the unique extension of φ to L = Frac(S). Since q = xS is the
only ramified height one prime (and lies over p = xR), we will check whether φ¯((Sq)
1/3) ⊆ Sq.
As Sq is a DVR (with uniformizer x), it follows that (Sq)
1/3 is a free Sq-module. In fact, one can
explicitly check that {xi/3zj/3}0≤i,j≤2 form a basis. Since x
3z = x2(xz) = x2/3z3 − x2y2 in S, we
have φ¯(xz1/3) = φ¯(x2/3z − x2/3y2/3) or φ¯(z1/3) = 1x
(
zφ(x2/3)− φ(x2/3y2/3)
)
. Thus, φ¯(z1/3) ∈ Sq if
and only if zφ(x2/3)−φ(x2/3y2/3) maps to zero in the residue field k(q) = F3(y)[z]/〈z
3− y2〉. Since
(the images of) 1, z, z2 form a basis for k(q) over k(p), we conclude that φ(x2/3) and φ(x2/3y2/3)
map to zero in k(p).
Continuing in this manner leads to the formulae in Table 1 below and we conclude similarly that
φ¯((Sq)
1/3) ⊆ Sq if and only if each of the elements {φ(x
i/3yj/3)}1≤i,j≤2 map to zero in k(p). As
{xi/3yj/3}0≤i,j≤2 form a free basis for (Rp)
1/3 over Rp, one can verify explicitly that these conditions
are equivalent to the concise statement ordRp(∆φ) ≥ 1.
u φ¯(u)
z1/3 1x
(
zφ(x2/3)− φ(x2/3y2/3)
)
x1/3z1/3 zφ(1)− φ(y2/3)
x2/3z1/3 zφ(x1/3)− φ(x1/3y2/3)
z2/3 1x
(
z2φ(x1/3) + zφ(x1/3y2/3) + yφ(x1/3y1/3)
)
x1/3z2/3 1x
(
z2φ(x2/3) + zφ(x2/3y2/3) + yφ(x1/3y1/3)
)
x2/3z2/3 z2φ(1) + zφ(y2/3) + yφ(y1/3)
Table 1. Extension formulae in Example 4.1.
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