We give an algorithm that computes the closest pair in a set of n points in k-dimensional space on-line, in
Introduction
The closest pair problem is one of the classical problems in computational geometry.
In this problem, we have to compute the closest pair-or its distance-in a set of n points in k-dimensional space. Distances are measured in an arbitrary, but fixed, Lt-metric. Let P = (PI, . . ..pk) and q = (ql , . . . .~~) be two points in k-dimensional space. Then the Lt-distance dt (p, q) between p and q is defined by 't(p')'=($'pi-q'''tift< 'sm'sm publication and its date appear, and notice is given that copying is by permission of the Association for Computing Machinery.
To copy otherwise, or to republish, requires a fee andlor specific permission. A pair of points (P, Q) that are a closest pair in V and a variable 6 whose value is the distance cl(P, Q).
A binary tree T representing the current subdivision of k-space. The nodes of T store k-boxes, where the k-boxes stored in the leaves form a subdivision of k-space.
For each non-leaf node v, the k-box stored in it is equal to the union of the two k-boxes that are stored in the two children of v.
With each leaf of T, we store a list of all points in V that are contained in the k-box stored in this leaf.
(These points are stored in an arbitrimy order.)
The k-boxes stored at the leaves of this data structure have some additional constraints that we enforce.
(1) each leaf k-box has sides of length at least 6, where 6 is the distance of the closest pair in V.
(2) each k-box contains at leaat one and at most (2k -!-2)k points of V.
(3) all k-boxes are non-overlapping and together they partition the entire k-space. 
Proofi
The binary tree T has at most n leaves, because each leaf corresponds to a non-empty k-box. Therefore, T has linear size. Since any point is stored in exactly one list, all these lists together also have linear size. This proves the space bound.
In the insertion algorithm, we need 0(3hQ(n)) time for all point location queries. Then, we walk through at most 3k lists, each of which has size at most (2k + 2)k.
This takes time 0(3k(2k + 2)k).
In case no split operation is necessary, the data struc- time.
From the definition of the improved data structure, we have @ = 3/4, and it follows that Q(n) = O(log n). 
