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Abstrak 
Transfonnasi Wavelet telah berkembang dan diaplikasikan, 
lain pada prediksi data time-series. Prediksi data tim~>--c~>•r•~>" digunakan 
menentukan estimasi data akan datang yang tidak Dengan 
wavelet data asal didekomposisi untuk menghasilkan wavelet dan 
skala yang akan digunakan untuk prediksi data beri Dalam hal ini data 
tidak digunakan secara langsung urituk memprediksi. 
Dalam penelitian ini akan dikedakan prediksi 
transformasi wavelet Haar. Dari data time series un•.,anul\.'u' 
-~ kemudian didekomposisi. Hasil dekomposisi dan r-parameter 
:' wavelet time series . akan digunakan untuk menentukan I prediksi. 
model yang didapat dilakukan · simulasi dengan data dibangkitkan 
program MA TLAB. Hasil simulasi menunjukkan model ......... ~.- .. ·, ini cukup 
dan dapat digunakan sebagai metode alternatif pada prediksi data 
series. 
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PENDAHULU 
BABI 
PENDAHULUAN 
1.1. Latar Belakang 
Teori wavelet merupakan salah satu cabang yang relati~ baru dalam bidang 
matematika. Teori wavelet merupakan suatu teori yang sangat potensial untuk 
digunakan dalam penyelesaian berbagai permasalahan terapan, antara lain 
pemrosesan signal, kedokteran, pemampatan data, geofisika, astronomi dan statistika 
nonparametrik [9]. Pada umumnya wavelet digunakan karena sederhana dalam 
komputasi, sifat terlokalisasi dalam wc.ktu-frekuensi yang saugat bagus dan 
algoritma perhitungan yang cepat. 
Pada perkembangannya, analisis wavelet telah banyak diaphkasikan untuk 
permasalahan-permasalahan statistika secara umum. Abramovich dkk [ 1 ], 
menuliskan review berkaitan dengan aplikasi analisis wavelet dan beberapa 
penelitian yang telah dilakukan di dalam pennasalahan statistika, yang mencakup 
regresi nonparametrik [ 4, 5], estimasi densitas [ 15], . permasalahan-permasalahan 
inverse [5], permasalahan titik perubahan (1 0], dan beberapa asp~k khusus dari 
analisis time series yaitu estimasi densitas spektral untuk proses yang stasioner dan 
tiJak slasioncr lll J. 
Selain itu, perkembangan terbaru yang terjadi pada beberapa tahun terakhir 
ini menunjukkan pula bahwa beberapa penclitian telah dilakukan berkaitan dengan 
aplikasi lransformasi wavelet untuk analisis time ser:es[8]. Pad1 awalnya, sebagian 
besar dari penelitian wavelet untuk analisis time series difoRuskan pada analisis 
periodogram atau scalogram untuk evaluasi periodisitas atau siklus dari suatu time 
series [ 11, 12, 14]. P.ada paper terse but dijelaskan ada beberapa kebmpok peneliti 
pertama yang membahas tentang wavelet untuk prediksi data time series berdasarkan 
suatu model autoregressive. Dalam hal ini, transformasi wavelet memberikan suatu 
dekomposisi yang baik dari c;uatu signal atau data time series, sehingga struktur 
selanjutnya dapat dianalisis dengan model-model parametrik atau nonparametrik 
Dari beberapa penelitian yang ada berkaitan dengan wavelet untuk prediksi 
data time series berdasarkan suatu model autoregressive, secara urnum fokus utama 
yang dibahas adalah bagaimana mendapatkan model wavelet time series yang 
dikenal dengan Multiresolution Autoregressive (MAR) yang sesuai untuk peramalan 
suatu data time series. Isu yang sampai sekarang masih merupakan pertanyaan 
terbuka dan banyak ditcliti dalam penerapan model MAR untuk pemodelan dan 
peramalan time series adalah dalam rangka menjawab beberapa pertanyaan berikut : 
Pertama bagaimana prosedur identifikasi yang optimal untuk rhenentukan variabel 
I 
lag, yaitu koefisien-koefisien wavelet pada suatu waktu dan resolusi tertentu, sebagai 
kandidat lag (input) yang sesuai? Kedua bagaimana cara menentukan model MAR 
yang scsuai untuk suatu data time series dan apa kriteria yang . digunakan untuk 
mengevaluasi kesesuaian model MAR tersebut? 
Berdasarkan permasalahan terbuka yang ada berkaitan dengan model MAR 
untuk pcramalan time series, maka pcnclitian ini dilakukan dcngan harapan dapat 
memberikan beberapa terobosan baru pada pcmodelan time series. 
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1.2. Perumusan Masalah 
Dalam penelitian ini fokus permasalahan yang akan diteliti adalah: 
1. Bagaimana mendapatkan model MAR yang sesuai untuk suatu data time 
series. 
2. Model prediksi MAR yang didapat akan menghasilkan suatu prediksi 
dengan akurasi/validasi tinggi. 
1.3. Batasan Masalah 
Untuk membatasi permasalahan yang dikemukakan diatas, maka transformasi 
wavelet yang digunakan adalah trensformasi wavelet diskrit dengan basis 
transformasi Haar. Simulasi/ujicoba metode umuk implemcntasi digunakan 
MA TLAB dan data yang disimulasikan digunakan data yang dibangkitkan dengan 
MA TLAB u'1tuk tipe stasioner AR( I), AR{2) sedangkan untuk data real digunakan 
data kurs beli dollar terhadap rupiah dari Bank Indonesia yang diambil secara acak 
dari www.bi.go.id. 
1.4. Tujuan Penelitian 
Sesuai dengan permasalahan yang ada berkaitan dengan pemodelan MAR pada 
suatu data time series, maka penelitian ini dilakukan dengan tujua:n sebagai berikut : 
a. Menentukan prosedur atau tahapan pembentukan model predit<si yang optimal 
dari wavelet time series atau model prediksi MAR pada suatu data time series. 
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b. Menentukan nilai-nilai parameter model wavelet time series sebagai 
penyelesaian masalah prediksi time series. 
1.5. Manfaat Penelitian 
Penelitian dcngan topik wavelet time series ini dilakukan dengan harapan 
akan didapatkan suatu prosedur atau tahapan pembentukan model yang lebih optimal 
untuk pemodelan wavelet time series. Proscdur tersebut adalah suatu algoritma untuk 
pembentukan model wavelet time series. Selain itu, hasil dari penelitian ini 
diharapkan dapat digunakan sebagai salah satu alternatif acuan untuk pemodelan data 
time series secara umum. 
1.6. Metode Penelitian 
Pc nel iti an ini al :an dikcrjakan dan di selesaikan dahm waktu yang telah 
direncanakan ,dengan kegiatan yang meliputi tahapan-t~hapan sebagai berikut: 
1. Mengumpulkan informasi perkemb"-ngan kajian yang tarkait dengan pokok 
permasalahan, baik dari jurnal di perpustakaan maupun dari berbagai situs di 
internet. 
11. Merangkum kembali dan mengkaji beberapli~ teori yang berkaitan dengan 
transformasi wavelet Haar khususnya proses dekomposisi untuk menentukan 
model prediksi data time series. 
ii i. Merur.Juskan tahapan-tahapan model prediksi berbasis transformasi wavelet 
ll aar. 
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iv. Mengimplementasi tahapan-tahapan yang telah dihasil!Qan dari tah1p (iii) 
dengan basis wavelet Haar, kemudian dilakukan simulasi untuk mendapatkan 
hasil numerik. 
v. Merangkum hasil semua tahap dari awal untuk basis transformasi Haar dan 
terakhir membuat kesimpulan. 
Secara ringkas metode penelitian yang akan dilakukan untuk mencapai tujuan 
penelitian, terutama tujuan ihniah yang telah dicanangkan dapat dilihat pada gambar 
Kajian teori matematika dari 
transformasi wavelet 
Kaj;an teori matematika dan 
statistika dari model wavelet 
time series 
• 
• 
Kajian tentang fungsi-fungsi 
wavelet yang sesuai untuk 
model wavelet time series. 
Kajian penentuan koefisien-
koefisien wavelet untuk 
identifikasi variabel input 
(lag) pada mod~) wavelet time 
series. 
• Kajian metode estimasi pen-
dugaan parameter model 
wavelet time series. 
• Kajian algoritma untuk pem-
bentukan model wavelet time 
series. 
/ 
Disain prosedur pe.nbentukan model 
wavelet time series atau MAR untuk 
pemodelan dan peramahn suatu data 
time series secara urn urn 
Gam bar I. I Diagram alir dari metode penelitian 
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I 
I 
DASAR TEO 
BABII 
TEORI DAN KAJIAN PUST AKA 
Fokus utama penelitian ini adalah penggunaan wavelet untuk peramalan data 
time series, maka kajian pustaka dan dasar teori yang menunjang penelitian ini antara 
lain: data time series, transformasi wavelet Haar dan Algoritma ()ekomposisi Haar. 
2.1 Data Time Serjes 
Data time series adalah suatu himpunan {X,} yang dihasilkan oleh suatu 
proses, dengan setiap X terjadi pada waktu t, sehingga 8dai korelasi antara X 
dengan waktu t. Model time series didasarkan pada analisis dari suatu barisan 
kronologis dari observasi pada sebuah variable [7]. Tipe data time series 
dikelompokkan menjadi dua yaitu time series waktu diskrit dan kontinyu. Time 
series waktu diskrit adalah data yang diamati pada waktu yang tidak kontinyu, 
sedang time series waktu kontinyu pengamatannya dilakukan secara kontinyu pada 
suatu interval waktu misalnya pada interval [0, 1 ]. 
Secara umum, pola data time series terdiri dari empat mac:tm yaitu : Pola 
horizontal, Pola trend, Pola musiman, Pola siklis. Pola horizontal terjadi bilamana 
nilai data bertluktuasi di sekitar nilai rata-1ata yang kon;,tan. Deret seperti ini adalah 
stasioner terhadap rata-ratanya. Pola trend terjadi bila terdapat kenaikan atau 
penurunan jangka panjang dalam data. Pola musiman terjadi bilamana suatu deret 
dipengaruhi oleh faktor musima:1 (misal kuartalan, bulanan, mingguan, atau harian). 
Dan pola siklis terjadi bila datanya berulaug setelah waktu tertentu. 
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2.2 Wavelet Haar 
Beberapa ide yang berhubungan dengan wavelet tel:~h ada pada awal 
1900-an, namun perkembangannya secara real baru pada pertengClha'l tahun 1980-an. 
Pada awal tahun 1980-an, wavelet yang dalam bahasa Perancis disebut "Ondelettes", 
digunakan oleh J. Morlet seorang ahli geotisika sebagai alat untuk menganalisa data 
signal gempa bumi. Keberhasilan secara numerik penerapan ini mendorong para ahli 
matematika, fisika dan ilmuwan terapan seperti A. Grossmann, Y. Meyer, Ingrid 
Daubechies, Stephane Mallat dan lainnya untuk melakukan penelitian lebih lanjut 
mengenai wavelet dan terapannya.(2]. 
Dewasa ini wavelet telah berkembang dalam berbagai bidang terapan antara 
lain analisis dan pemrosesan signal, fisika kuantum . ~kustik, optic, radar, prediksi 
gcmpa bumi, astronomi, nuklir, neurofisiolot~ i, fractal dan aplikasi matematika murni 
seperti penyelesaian persamaan diferensial parsial dan lain-lain. Salah satu kelebihan 
analisis wavelet yang telah banyak dikembangkan dan dipergunakan dalam berbagai 
bidang terapan adalah kemampuannya menggantikan. peran analjsis Fourier. Bahkan 
dalam beberapa terapan, metode berbasis wavelet telah terbukti memberikan unjuk 
kerja yang lebih baik, baik secara analitik maupun numerik. 
Transformasi wavelet merupakan operator tinier dan dapat digunakan untuk 
menganalisis signal pada skala frekuensi yang berbec.a. [16]. 
Misal lf/(x) E L2 (R) memenuhi kondisi: 
"' 
J'l'(x)dx=O ...............•.... . .. .......................................... (1.1) 
1/f(X) digambarkan oleh faktor skala s , sehingga daoat ditulis dengan 
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I X lf!,(X) = -lf!(-) ............................................ ........... (1.2) 
.\' s 
Transformasi wavelet dari signal f(x) E L 2 (R) pada skala s dan posisi x 
didefinisikan dengan 
WJ(x) = f * lf/, (x) ............ ...................................... (1.3) 
Dengan lf/, (x) adalah fungsi wavelet pada skala s. 
Beberapa fungsi wavelet yang dikembangkan oleh para ahli selain wavelet 
Haar dengan Analisa Multi Resolusi (AMR) Daubechies membangun beberapa 
system wavelet yang masing-masing diberi nama wavelet Daubechies 2, 3, 4, 6,dan 
10 dan biasa dinotasikan dengan 02, 03, 04, 06, dan DIO [3]. Tcrkait dengan data 
time series, wavelet Daubechies mempunyai beberapa keuntungan pada resolusi 
yang lebih baik untuk data time series yang perubahan.nya lebih smooth. Akan tetapi 
hal ini membutuhkan perhitungan yang lebih kompleks, sehingga wavelet Haar 
banyak menjadi pilihan untuk pengamannn data time series. Dalam penelitian ini 
hanya akan d.igunakan wavelet Haar. 
Dalam anal isis wavelet terdapat 2 fungsj yang digunakan y<<tu fungsi skala ¢ 
dan fungsi wavelet lfl. Kedua fungsi ini menghasilkan suatu "keluarga" fungsi yang 
dapat digunakan untuk merekonstruksi suatu signal. Selanjutnya akan dibahas fungsi 
skala ¢ dan fungsi wavelet Haar lf/ . 
De{inisi 2.1: 
Fungsi skala Haar didefinisikan: 
¢(x) = { ] , jika 0 ~ X < J 
0, yang lain 
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Grafik dari fungsi skala Haar diberikan pada Gambar 2.1. 
)' 
t 
-'>(x) 
I 
0 I 0 
...... _.. ___ _.., X 
0 
Gambar. 2. 1 Grafik darifimgsi ska/a Haar 
Fung~ i ¢(x- k) mempunyai grafik yang sama ¢ tetapi digt:ser ke kanan 
sejauh k satuan ( asumsikan k adalah positip ). Misal V0 ruang ) ang berisi semua 
fungsi berbentuk : 
Ia*¢(x- k) , a* E R ... ... . . ... ................. .... ........ . .. .. .. .......... (1.4) 
ke7. 
Dengan k E Z dan ¢(x - k) diskontinyu pada titik x ~" k dan x = k+ I maka deskripsi 
alternatif V0 memuat fungsi konstan sepotong-sepotong yang diskontinyu pada 
hirnpunan bilangan bulat. Pada Gambar 2.2 contoh elcmen-elemem dalam V0 • 
-1' 
I 
I 
~ 
y 
' I I 
--
I 
X 
I ' I 2"' I 3 I I 4• 
I I I 
I I I I 
I al I I aJ I 
• ~ • e 
Gambar 2.2. Grafik tipe elemen da/am v0 
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Contoh 2.1 
GrafiK pada fungsi : 
f(x) = 2¢(x) + 3¢(x -1) + 3¢(x- 2) -- ¢(x- 3) E V0 
Diberikan pada Gam bar 2.3. Fungsi tersebut diskontinu pada x = 0, I ,3,dan 4. 
Dari grafik fungsi ini terlihat bahwa kotak-kotak yang ada dihasilkan oleh 
kelipatan translasi dari fungsi skala Haar. Un~uk menganalj ;, is signal dengan 
frekuensi tinggi diperlukan kotak-kotak yang lehih kurus (kecil). 
y 
i 
0 
0 
3 
------
1 
I 
0 
----+- x 
2 Jl 
I 
I 
I 
I -) I 
----
Gambar 2.3. Plot aarifpada contoh 2.1 
Sebagai contoh kotak-kotak yang mana mempunyai Iebar seteng~h dapat merupakan 
representasi dari ¢(2x) dan digambarkar, pada Gam bar 2.4. 
• (j) 
I 
r-- </;(2x) 
0 I 0 
----~:-'7-- _ ... .....__ ___ .. X 
1 
2 0 
Gambar 2.4. Grafik dari ¢(2x) 
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Fungsi ¢(2x- k) = ¢(2(x- ~)) mempunyai grafik yang s~ma dengan fungsi 
¢(2x) tetapi dengan menggeser kekanan sejauh ~ satuan. Misalkan ~ adalah ruang 
fungsi yang berbentuk : 
,La*¢(2x-k), a* E R 
keZ 
Maka secara geometri ~ adalah ruang fungsi konstan sepotong-sepotong dari 
support berhingga dengan kemungkinan diskontinyu pada {0, ±X,± I,±~, ... ) 
Contoh 2.2: 
Grafik dari fungsi : 
f(x) = 4¢(2x) + 2¢(2x -I)+ 2~\(2x- 2)- ¢(2x- 3) E V0 
Diberikan pada gambar 2.5. Fungsi ini diskontinyu pada X= o,x,~ dan2 
y 
4 
0 
I 
I 
I 2 
• 9 
I 
I 
I 
0 
~------~--~---+--------~--~--~x 
-1 0 1 21 
I 
I 
I 
I -1 I 
• e 
Gbr 2.5. Plot darif pada contoh 2.2 
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Model prediksi Multiresolusi Autoregresi (MAR) sebenamya adaiah linier. Model 
prediksi juga diperluas pada neural networks, bahkan dapat diperluas menjadi suatu 
II 
model linier atau non linier, yang menggunakan koefisien w1.N dan c1 .N untuk 
memperkirakan signal yang akan datang. 
Misalkan {j;? O;j E B}. Ruang V
1 
adalah fungsi tangga (step function) pada 
level j , ditulis : 
v) =Span{ ... ,¢(21 X+ 1),¢(1 1 x),¢(2 1 X -1),¢(2 1 X - 2), ... } 
Pada bilangan real V1 adalah ruang dari fungsi konstan sepotong-sepotong dari 
tumpuan (support) berhingga yang diskontinyu pada satu atau lebih titik-titik dalam 
himpunan: 
V1 = Span{ . .. , - II 21, 0 , 1 I 21 , 2 I 21 , 3 I 21 , •.. } 
. Karena fungsi di V0 adalah fungsi konstan sepotong-sepbtong yang memuat 
titik-titik diskontinyunya termuat pada himpunan bilangan bulat, maka fungsi-fungsi 
tersebut berada di V1 yang berisi fungsi konstan sepotong-sepotong yang mempunyai 
titik-titik diskontinyu pada himpunan: 
V0 =Span{ ... ,--2, - 1, 0, 1, 2, 3, ... } untuk j = 0 
~ = Span{ . .. , - 2 I 2, -I I 2, 0 , I I 2, 2 I 2, 3 I 2 ... } untuk j = I 
Dengan cara yang sama bisa didapatkan V1 c V2 dan scterusnya : 
Hal ini tidak berlaku sebaliknya. V1 memuat )emua informasi yar;,g berhubungan 
dengan skala resolusi dari order r 1 . Semakin besar j semakin baik resolusi yang 
didapatkan. Karena Vl c Vi+l, maka hal ini menunjukkan tidak ada informasi yang 
hilang pada resolusi yang tinggi. 
Dari sifat vo c VI c v2 c ... c ~ >- 1 c vi c vi+l c... dapat diturunkan 
sebuah teorema sebagai berikut: 
Teorema 2.1 : 
a) Fungsi f(x) E Vo jika dan hanya ji1<.a /(2 / x) E vi . 
b) Fungsi f(x) E vi jika dan hanyajika j(ri x) E vo. 
Hukti: 
a) Untuk membuktikan pernyataan pertama, 
misal f(x) E V0 -t f(x) = :~:>k¢(x - k) 
kel 
f(2 1 X)= 2>k¢(2i X - k) 
kel. 
vi =Span {¢(2i X- k)} 
maka /(2 1 X) E Vi 
Pembuktian sebalikn)'a : 
misaJ fungsi j(2i X) E Vi -t j(2i X) = 2>~ q$(2 i X - k) 
kE/. 
untuk j = 0 maka f(2i x) = f(x) 
akibatnya f(x) E V0 • 
b) Pembuktian untuk jJernyataan kedua: 
misaJ j(x) E V/ -t j(x) = 2>kq$(2 l X- k) 
ke Z 
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.f(2 -' x) = }-:ak¢(2 -1 21 x-k) 
keZ 
akibatnya 
Pembuktian sebaliknya : 
misal f(r 1 x) E V0 ~ f(2 -1 x) =:La, ¢(x - k) 
keZ 
f(x) = Lat¢(11 x-k) 
keZ 
akibatnya f(x) E V1 • 
Teorema berikut menjclaskan basis di V
1
• 
Teorema 2.2 : 
Himpunan dari fungsi {2~ ¢(21 x-k): k E Z} adalah basis ortonormal dari vi. 
(fl1ktor 2;;; ada, karcna J<¢(2' x- j)) 2 l~r = 1/2 ' ). 
-oo 
/Ju~l i : 
V =Span{(21 x-k)} I 
Akan ditunjukkan orthogonal: 
14 
-0? 
(¢(2 1 x- k))(¢(2 1 x -/)) = 0 karcna k:;; I 
Akan ditunjukkan Norm = I 
-0? 
Adapun pengertian Wavelet Haar didefinisikan sebagai berikut: 
Definisi 2.2: 
Wavelet Haar adalah suatu fungsi wavelet If/ yang memenuhi : 
If!( X)= ¢(2x)- ¢(2x -I) 
Grafik wavelet Haar diberikan pada Gambar 2.6. 
• ~ 
I 
~-- 1/J(x) 
0 (\ 
X 
0 I I I I 21 
I 
• --e 
- I 
Gamiwr 2.6. Waveletl/narlfi(X) 
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Fungsi ini mempunyai sifat-sitat pokok: 
a) If/ adalah anggota dari V1 dan j'Jga If/ dapat diekspresikan 
If/( X) = _L:0,¢(2x -/) untuk a, E R . 
I 
b) If/ adalah orthogonal ke ruang V0 • Hal ini equivalen Jlf/(x)¢(x- k)dr = 0 
untuk k E Z. 
Sifat pe11ama bahwa If/ dibangun dari kotak dengan Iebar 1/2 ( perkalian 
skalar dari Gambar 2.4 dan pergeserannya ). Kedua dengan k = 0 diimplikasikan 
"' 
Jlf/(x)¢(x)dx = 0 . Secara sederhana 1/J yang memenuhi kedua syarat tersebut adalah 
fungsi yang grafiknya ditunjukkan pada Gambar 2.6. Grafik i111i sesuai dengan dua 
kotak yang mempunyai Iebar satu setengah dan dapat ditulis : 
lfl(x) = ¢(2x)- ¢(2(x -1/2)) = ¢(2x) - ¢(2x -1) 
Jadi memenuhi sifat pertama. 
Selain itu: 
"' )1 I Jv;(x)¢(x)d~ = J1 dx ·- J1 dx 
-"' 0 )1 
= 1/2-1/2 
=0 
Jadi lfl adalah orthogonal ke ¢. Jika k :~; 0 kemudian support dari l!f(x) dan support 
dari ¢(x - k) tidak overlap, sehingga Jlf/(x )¢(x- k)dx = 0. Oleh karena itu If/ 
termasuk diruang v; dan orthogonal ke ruang V0 • 
Selanjutnya dapat ditunjukkan bahwa fungsi : 
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~ = 2:0.¢(2x - k) E V1 
k 
adalah orthogonal ke V0 (orthogonal ke setiap ¢(x-I), IE Z) jika dan hanyajika 
Pada kasus ini 
J; = :L>u(¢(2x- 2k)-¢(2x- 2k -l)) = LGu!f(X- k) 
keZ 
Dengan kata lain suatu fungsi dalam V1 adalah orthogonal ke V0 jika dan hanyajika 
berbentuk f(x) =I. a.!f(x- k) 
Selanjutnya ditunjukkan V1+1 merupakan jumlahan langsung V1 ·dan komplemen 
orthogonal v} . 
Teorema 2.3: 
Misal W1 ruang dari fungsi-fungsi yang berbentuk: 
Ia.!f(2 1 x-k),a* E R 
keZ 
Dengan asum!;i a* yang tidak no! banyaknya berhingga. Ruang W1 adalah komplemen 
orthogonal dari V1 didalam V1+, dan dapat dituliskan V1+, = V1 EB W1 
Bukti: 
Untuk membuktikan teorema ini akan ditunjukkan 2 fakta: 
I. Setiap fungsi di W1 adalah orthogonal ke setiap fungsi di V1 
2. Fungsi di V1+1 yang orthogonal di V1 harus berada di W1 
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Pcrt.ama, dimisa lkan g = .L>k(/1(2 I X - k) clcmcn WJ Jan f clcmcn vi 0 Akan 
kel. 
ditunjukkan : 
"' (g,J) '·' = Jg(x)f(x)dx = 0 
Jika f(x) di Vi, fungsi j(ri x) di V0 karena 1/f l_ V0 maka: 
"' 
0 = J:La*tl'(x- k)j(r1 x)dx 
_jeZ 
Lakukan substitusi y = r i X ' atau X= 2i y' dx = 2 1 dy' sehingga diperoleh: 
"' 
0 = 2i J:L Qk(/1(2i y- k)f(y) dy 
_jeZ 
"' 
0 = 21 fg(y)f(y)dy 
Berarti g orthogonal ke f E vi 0 Jadi wi orthogonal ke vi 0. 
Telah ditunjukkan bahwa beberapa fungsi di V1 yang orthogonal ke V0 harus 
merupakan kombinasi tinier dari {lfl(x- k)..k E Z} 0 
Dengan dekomposisi berturut-turut V1 , V1_ 1 dan seterusnya , didapatkan: 
dan seterusnya didapatkan: 
Sehingga setiap f di Vi dapat didekomposisikan menjadi suatu jumlahan : 
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f = W J-I + W J-2 + · · · + Wo + fo 
Dengan sctiap w, E w; , 0 ~I ~ j -I dan fn E V0 
Untuk j menuju tak terhingga maka secara rekursif dapat <!inyatakan dalam teorema 
berikut:. 
Teorema 2.4: 
Ruang L2 (R) dapat didekomposisikan scbagai suatu jumlahan langsung 
orthogonal tak berhingga: 
Bukti: 
begitu seterusnya 
Secara khusus, setiap f E L2 (R) dapat ditulis sebagai : 
"' f=fo+ Lwi 
J=O 
a tau 
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2.3 Algoritma Dekomposisi Haar 
Secara umum langkah-langkah untuk melakukan dekomposisi signal adalah 
aproksimasi dan dekomposisi. Aproksimasi signal dilakukan dengan menggunakan 
fungsi berbentuk: 
!, (x) = Ia//J(2 1 x -/) 
It!. 
Proscdur untuk mcngarnbil signal adalah rncncuplik pada x = ... ,- 1/2', 0, 1/2', ... 
yang nilainya mengacu pada a, = J(l/2 1 ) untuk I E Z. 
Langkah berikutnya aJalah mendekomposisi ¢(2 1 x-I) ked a lam komponen-
kornponen ~ dengan I < j. Dalam proses dekomposisi berlaku lemma berikut: 
f 
I 
Lemma2.1: 
Kesamaan berikut berlaku untuk semua x E R: 
¢(21 x) = (¢(21- 1 x) + l.f/(21- 1 x))/2 .. . .... . ...... ..... . .. . .......... (2.1) 
¢(21 X - J) = (¢(2 j-I X)- l//(21 ·I X))/2 .. .. .......... . .. ... ............. (2.2) 
Contoh 2. 3: 
Diberikan fungsi 
f (x) = 2¢( 4x) + 2¢( 4x - I)+¢( 4x- 2) - ¢( 4x - 3) . ... . ..... ... ... (2.3) 
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Dekomposisi f kedalam komponen-kompcmen w;, W0 dan V0 dapat dikerjakan 
menggunakan Lemma 2.1 dengan j = 2 maka : 
¢( 4x) = (!f'(2x) + ¢(2x))/2 
¢( 4x -I)= (¢(2x)- 1f1(2x))/2 
¢( 4x - 2) = (¢( 4(x- 1/ 2)) = (111(2(x - 1/2)) + ¢(2(x - 1/2)))/2 
¢( 4x - 3) = (¢( 4(x -1/2)- 1) = (¢(2(x --1/2) - 1f1(3(x -1/ 2)))/2 
kemudian dimasukkan ke Persamaan (2.3) didapatkan: 
f(x) = [!f'(2x) + ¢(2x)] + [¢(2x) -- '1'(2x)] 
+ [!f'(2x -I)+ ¢(2x -1)]/2 -[¢(2x -I) -!f'(2x -1)]/ 2 
= !f'(2x -1) + 2¢(2x) 
Komponen w; dari f(x) adalah !f'(2x -I), karena W1 ruang linier yang dibangun dari 
{v;(2:r - l): k E .z}. Komponen V1 diberikan olch 2¢(2x), komponen ini selanjutnya 
didckomposisi kc dalam komponen V0 d: .n W0 dengan mcnggunakan persamaan 
¢(2x ) = (¢(x) + !f'(x))/2 dan menghasilkan f(x) = [!f'(2x -I)+ !f'(x)] + ¢(x) 
Dengan menggunakan contoh (2.3) sebagai petunjuk didapatkan skema 
dekomposisi sebagai berikut : 
Pertama kelompokkan jumlahan / 1 (x) = 2::* a*¢(21 x- k) ke dalam suku-suku ganjil 
dan genap 
kel ke Z 
Kemudian gunakan Persamaan (2.1) dan (2.2) dengan mengganti x dengan x- k2 1- 1 : 
¢(21 _-c- 2k) = (!f'(21-l X- k) + ¢(2}-l X- k))/2 .. ................... (2.5) 
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¢(21 X- 2k -I) = (¢(21- 1 x- k)- 1//(21- 1 x:... k))/2 .................. (2.6) 
Substitusikan ke dalam persamaan (2.4) menjadi: 
f 1 (x) ='I a2k (1//(21- 1 x- k) + ¢(21- 1 x- k) )/2 
ke Z 
+'I au+t (¢(21- 1 x- k) -11-·(21-·1 x- k) )/2 
keZ 
='I (a2k - a2k+t );/(l1·-• x _ k) + <a2k + a2k+t )¢(2 H x _ k) 
keZ 2 2 
= W 1- t + f 1-t 
wj - 1 merepresentasikan komponen wj-l dari f; karena wj- 1 ad<!lah ruang linier yang 
dibangun dari ~/(2 1- 1 x-k);kEZ}. Demikian juga f 1_1 merepresentasikan 
komponen V1 _ 1 dari f 1 • 
Teorema 2.5 Dekomposisi Haar: 
M·salkan 
f,(x) = Iaf ¢(21 x-k) E vi 
h i. 
maka f 1 dapat didekomposisi 
f 1 = w 1-1 + f ;-t 
dengan: - "b1- l (2 1-l k) w W 1-1 - L... k 1/f X- . E 1-1 
keZ 
f 1_1 = Iat 1¢(2r1x-k)EV1_1 
keZ 
dan 
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Dengan cara yang sam a fj - l dapat didekornposisi mcnjadi w j-2 + JJ_ 2 dan seterusnya 
sehingga didapat: 
f j =wJ-I+w1-2+ . .. +wo+fo 
'l 
...J/ 
2.4 Algoritma Rekostruksi Haar 
Dekomposisi f akan menghasilkan komponen-komponen di Vu dan W . dari 
. J 
komponen-komponen tersebut bisa didapatkan kembali fungsi asal f dengan cara 
merekonstruksi komponen-komponen V0 dan W .. Dengan Jemikian proses J 
rekonstruksi bisa dikat:tkan kebalikan dari proses dekomposisi. 
Diawali suatu signal dalam bentuk: 
f(x) = fo(x) + w0(x) + ..... + wj-l (x), w 1 E W, 
dengan 
/ 0 (x)= Ia~¢(x-k)EV0 dan w1 = Lb~tp(2 1 x-k)EW, 
keZ k 
untuk 0 ~ I ~ j - l. 
Untuk menulis kembali f sebagai f(x) =I, a( ¢(2J x- /)dan mendapatkan suatu 
algoritma untuk perhitungan konstanta a( dapat digunakan persamaan: 
¢(x) = ¢(2x) + ¢(2x - I) ............................................... (2.7) 
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w(x) = ¢(2x)- ¢(2x -1) ................ . ........... ' .... . ............ (2.8) 
yang mengikuti definisi dari ¢ dan lf.l. Penggantian x dengan 21- 1 x menghasilkan : 
¢(21- 1 x) = ¢(21 x) + ¢(2 1 x - I) . .... .. ...... . ....................... (2.9) 
lf/(2' 1 x) = ¢(2' x)- ¢(2 ' x- I) . .. . ..... .. . .......... . .. .. ......... (2.1 0) 
Dcngan mcngganti x dcngan x - k padc,. Persamaan (2. 7) didapatkan : 
./;,(x) = L:a~¢(x - k) 
kel 
= :L:OZ¢(2x- 2k) + aZ¢(2x- 2k -1) 
keZ 
/ 0 (x) = L:a!¢(2x-2k) . ........ .. ....................... . ........... (2.11) 
keZ 
dimana: • 1 { aZJika I= 2k (Renap) a -1 
- aZJika I= 2k +I (ganji/) 
Dengan cara yang sama w0 = Lk b~lf/(x- k) dapat dituliskan (mengg,unakan 
Persamaan (2.8) untuk lf/(X ~ k) ): 
" AI W0 (x) = LJb,¢(2x-/) .. . .. . . . . . ......................................... (2.12) 
/eZ 
dimana: 
b" l _ { bf jika I = 2k (genap ) ,-
- bf jika I= 2k +I (ganjil) 
Kombinasi Persamaan (2. 11) dan (2.12) dihasilkan: 
fo(x)+w0 (x)= L:a;¢(2x-/) 
/eZ 
dimana: 
1 -1 b"1 {aZ+b~jikal=2k 
a, =a,+ 1 = 
aZ - b~ jika I = 2k+ 1 
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kemudian w1 = L* b~l!J'(2x- k) dijumlahkan juga (gunakan Rresamaan (2. 7) dan 
(2.8) gantikan x dengan 2x- k) sehingga: 
f 0 (x) + w0 (x) + w1 (x) = Ia12¢(2 2 x-I) 
lel 
dimana: 
2 { a! +b~ jika I= 2k a -1 
- a! - b~ jilm I= 2k + l 
Koefisien-koefisien a1° dan b1° menentukan koefisien a). Kemudian koefisien a) dan 
koetisien b) mcnentukan koefisien a12 , dan seterusnya secara rekursif. Dari uraian 
diatas dapat dituliskan teorema sebagai berikut: 
Teorema 2.6 (Rekonstruksi Haar): 
Misalkan 
f(x)=j0 (x)+w0 (x)+~l· 1 (x)+ . . . 
dengan 
j~(x) = Ia~¢(x-k)EV0 dan w .(x)= "b{lf!(2V·x-k)EW. J ~ • J 
keZ keZ 
untuk 0 s j' s j maka 
f(x) = Ia/¢(2 j x-1) E V
1 
lel 
Dimana a/ditentukan secara rekursifuntuk j' = 1,2,3, ... j dengan: 
al = a* + * Jl a = 
{ 
t- l bt-l . "k I 2k 
1 
a( 1 -b(1 jika I= 2k+ I 
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.. BAB II 
WAVELET DAN PREDIKS 
BAB III 
PREDIKSI DENGAN WAVELET 
Untuk menentukan prediksi ada beberapa langkah-langkar yang digunakan: 
Transformasi wavelet, Transformasi wavelet Haar Redundant, Prediksi 
menggunakan Modc.l multiresolusi. 
3.1. Transformasi Wavelet Haar 
Pada transformasi ini data input didekomposisikan dalam suatu himpunan 
komponen-komponen band pass filter ( High pass filter) yaitu koe 'isien wavelet dan 
ditambah dengan komponen-komponen low pass filter (background atau residual ). 
Suatu data time series h.,} didefinisikan sebagai hasil kali skalar pada sample t dari 
fungsi f(t) dengan fungsi skala ¢(t) yang bersesuaian dengan filter low-pass: 
C0 (k) = (f(t),t/J(t- k)) ................................. .. ............. (3.1) 
Fungsi skala dipilih untuk memenuhi persama :m dilasi: 
_!_¢(~) = Lh(k)¢(x-k) .......................................................... (3.2) 
2 2 k 
dimana h adalah filter low-pass diskrit yang berkaitan dengan fungsi skala. Jarak 
antar level bertambah dengan faktor 2 dari satu level ke leve-l berikutnya . 
Data yang diperhalus ~JJ} pada resolusi j dan posisi t ~d~lah hasil kali 
skalar: 
I t -k 
C1.t = 27 < f(t),t/J(y) > ........................................... ........ (3.3) 
26 
Hal ini diperoleh sebagai akibat dari konvolusi : 
C I I = ""'h(k)C . . ........................................... ............. (3.4) j+. L.. j,/ - 21 k 
k 
Selisih signal antara duH resolusi berturut-turut adalah: 
(1) II =C . I - C II ............. • • • ............................................ (3.5) j+. ), ]+. 
dan juga dapat diekspresikan sebagai 
I 1-k 
{J) ' I = - . < ((I),"'(-. ) > .............................................. (3.6) ), 21 . ..,.. 21 
Persamaan (3.6) mendefinisikan transformasi wavelet diskrit untuk level resolusi .i. 
Dengan fungsi wavelet : 
I I I I 
-'1/(-) = ¢(1) --¢(-) ................................................... (3.7) 
2 2 2 2 
Signal asli dapat direkontruksi menggunakan rumus: 
J 
c0,~ = c,,~ + Irv1 ,~ ................................. .. .................... (3.8) 
; =l 
Pada setiap level j didapatkan suatu himpunan yang disebut dengaa koefisien skala 
dan koefisien wavelet dengan panjang ya'lg sama dengan signal asli (Redundant). 
Dalam penelitian ini rekonstruksi tidak digunakan dalam pembeMukan model tetapi 
hanya digunakan untuk mencocokkan hasil dekompos.isi. 
3. 2 Transformasi Wavelet Haar Redundant. 
Transformasi Wavelet Haar merupakan salah satu bentuk transfurmasi 
decimated yang mana hasil transformasi menjadi setrngah panjang data sebelumnya. 
Sekarang dikembangkan suatu non-decimated atau redundant dari transformasi ini. 
V·.;,·si non-decimated atau redundant merupakan bagian algoritma a t"ous. 
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Dekomposisi Haar non decimated dirumuskan sebagai berikut: 
c,+u =0.5(c,.1 +c1,~_2 ,) ••••••••••••••••••••••••••••••••••••••••••••••• . ••••••••••• (3.9) 
dan 
(1) +II =c ., -c . 1/ .................................................................. (3. I 0) 1 . ) . j+ . 
dimana j =0, 1,2,3, ... ,J. 
I =0,1,2,3, ... ,N. 
Contoh dekomposisi transformasi Wavelet Redundant dengan 8 data asal. 
Data ?sal : 
c0 : 48 56 40 8 24 48 48 40 16 
Dengan menggunakan Persamaan (3.9 dan 3.1 0) diperoleh Level l: 
~ : 32 52 48 24 16 36 48 44 28 
4 -8 -16 8 12 0 -4 -12 
Dengan menggunakan Persamaan (3. 9 dan 3.1 0) diperoleh Level 2: 
c2 : 30 42 50 36 20 26 42 46 36 
rv2 : :~ 10 -2 -12 -14 10 6 -2 -8 
Dengan menggunakan Persamaan (3.9 dan 3.1 0) diperoleh Level 3: 
s : 33 36 46 43 28 23 34 44 41 
rv3 : -3 6 4 -7 -8 3 8 2 -5 
Suatu koefisien wavelet pada suatu posisi t dihitung dari sample signal pada posisi 
kurang dari atau sama dengan t, tetapi tidak pernah lel:-ih besar. 
Algoritma ini mempunyai keuntungan antara lain: 
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• Sederhana untuk diimplementasikan. Kebutuhan perhitungan adalah 
O(n) tiap level, dan dalam praktek..Iya jumlah level diatur sebagai suatu 
konstanta. 
• Karena signal tidak diganti, maka koetis icn wavdet pada suatu level j 
ciari signal (x0 , ••• , x,) tepat sam a dengan koetisien wavelet t pertama 
pada levelj dari signal (x0 , ••• ,xN)(N > t). 
Poin kedua i.1i sangat sering digunakan dalam praktek. Contoh, jika data diperbarui 
secara teratur (yaitu didapat pengukuran baru), tidak harus di.hitung kembali 
transformasi wavelet dari signal keseluruhan. 
3.3. Prt>diksi Model Multiresolusi Autt'regresi (MAR). 
Untuk membuat model prediksi di r,unakan hasil dekomposisi signal. Jadi tidak 
digunakan data terdahulu X= (X0, .•. ,X N) untuk memprediksi X N+1 , melainkan 
dengan koetisien-koefisien hasil transformasi waveletnya. Yang harus diketahui 
pertama kali adalah berapa ba;1yak dan koefisien wavelet yang mana akan digunakan 
pada tiap level. Gambaran informasi yang termuat pada dekomposisi adalah 
kuncinya. Setelah Peberapa simulasi dan untuk alasan teoritis flilenjadi jelas bahwa 
koefisien wavelet dan koefisien skala yang akan digunakan untuk prediksi pada 
waktu N + I mempunyai bentuk w . N 21 k dan c j k l untuk k hilangan bulat J, - ( -1) J,N-2 ( - 1 . 
positip, sepcrti Gambar 3.1. Perhatikan bahwa untuk tiap N subgroup koefisien-
koetisien ini adalah bagian dari suatu transformasi orthogonal. 
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Diasumsikan suatu signal stasioner X= (X0 , ••• , X N) dan akan diprediksi 
X N+l. Ide dasamya adalah dengan menggunakan koefisien w1.N_21<*-I> untuk 
k = l • . . . ,A , dan J = l • . . . , J serta c 1 * untuk k=l, ... ,A1 (lihatGambar3.1) . j ,N- 2 ( - 1) 
Data As al • • • • • • • • • • • • • 
Level 1 • • ~ • • • • . . . . ,...... ,. 
Leve l 2 • .. ·~ ~-~ . 
Level 3 . ~· ......... • • 
Level 4 ~ .. .. .. • • • • • • • • 
Perataan • • • • • • •• • • • • • • • 
Gamhar 3. 1. Koefisien Wavelet digunakan un:uk prediksi nilai berikutnya 
Ide ini mirip pada neural network dengan koefisien-:wefisien w dan c 
sebagai input, dan X N+ l sebagai outputnya. Dellgan satu lapisan tersembunyi 
(hidden layer) dengan P perceptrons, maka ditulis sebagai berikut: 
Persamuan (3.11) dapat dibayangkan setagai suatu tipe prediksi yang menggunakan 
data sebelumnya x N , .. . , X N-q dan digeneralisasikan melalui penggunaan 
koeti sicn rv dan c scbagai gantinya. Salah satu model untuk prediksi yang paling 
sederhana adalah autoregresi. 
Dcngan mengingat bahwa untuk meminimumkan mean square error, prediksi 
,. p " ,. 
satu langkah kedcpan dari proses AR(p) ditulis X N+l = ,L¢* X N-<A - IJ. Nilai ¢* 
k=l 
diestimasi dengan MLE (maximum likelihood estimation), menggunakan metode 
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Yule-Walker, atau Least squares, keduanya memberikan hasil yang hampir sama. 
Untuk dapat menggunakan dek.:>mposisi Wavelet, dimodifikasi prediksinya sehingga 
menjadi prediksi Multiresolusi AR (MAR). Untuk permasalahan model prediksi pada 
penelitian ini yang digunakan adalah: 
Dimana W = w0 , ••. , w 1 , c 1 , J = banyaknya level dekomposisi dan A j diambil 
nilainya I atau 2, nilai-nilai tersebut mewakili hasil transformasi Wavelet Haar dari 
J 
X(X=_Lw1 +c1 ). Nilai aj.k dan il1+,,kdidapat dengan membangun sistem 
j=l 
perkalian matriks dari Persamaan (3.12) un~uk beberapa data setdah data asal. Dari 
sistem perkalian matriks dicari nilai aj,k dan a.l+l.k dengan pseudo-invers. 
Untuk contoh, dipilih Aj =I untuk semua level resolusi j, menghasilkan 
bentuk prediksi 
A .I 
X N+l =_La.! wj,N + aJ+Ic.! ,N ........................................... (3.13) 
j= l 
Dengan melihat contoh dekomposisi transformasi Wavelet Redundant dan digunakan 
Persamaan (3 .13) untuk jum lah data N = 21 = 8 berarti J = 3 maka 
x9 =(il,w,_g +il2w2,8 +il3w3_8)+il4c3,8 
Data asal : \if G ~ ~ 0 til 1-:--1 
-~:1/ Level 1 .. " :;:;; 
"""' 
= 
""" 
...,. 
.; ~J ij ""' ""·" 
Level2 : ,, ) ;, 0 '~ <f'~ @ [_t»] I 
Level3 
. "-~~ ~l ~ ~ ~ rill 
Perataan [t( ~~ ~D ~., @I ® ~ 
Gamhar 3.2. Dekomposisi 8 data asal 
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Gam bar 3.1, menunjukkan koefisien wavelet yarg digunakan untuk prediksi 
menggunakan A
1 
= 2 untuk semua level resolusi j, dan transformasi wavelet 
tersebut dengan lima baris ( empat baris koe 'isien wavelet + satu baris rataan). 
Dalam kasus ini dapat dilihat bahwa hanya sepuluh koefisien yang digunakan, 
t<.: masuk koeftsicn yang mengambil pada hitungan informasi. In ~ berarti bahwa 
prcdiksi jangka panjang dapat diperoleh baik dengan peningkata!l level dekomposisi 
dalam transforrnasi wavelet maupun peningkatan derajad AR dalam level terakhir. 
Pcrsamaan tcrsebut untuk jumlah data N ='2.1 = 16 berarti ./ = 4 dengan mengambil 
A I o= 2 maka per~arnaan prediksi menjadi : 
4 
. xl6+1 = Ica;.l (J)j.16 +oj,2 (J)j .N-2' ) + ·(a.l+l ,lcJ ,N + aJ+ I. ~c,,N-2)) 
;;J 
+ (o5,1c4,16 + a5,2c4,0) .. . . ... ......... ............... ......... .... · ....... (3.14) 
Sekarang untuk menentukan a digunakan data: 
dan seterusnya misal sampai: 
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+ (as.1C4,29 + Gs,2C4,20) ••••••• · ............................................. (3.15) 
Dari persamaan-persamaan diatHs dapat dituliskan dalam bentuk matriks 
sebagai berikut: 
x17 ( a1 .1 m1 ,16 + a1,2 m1,14) + (a2.1 m2,16 + a2,2 m2,12) + ..... + (a5,1c4,16 + a5. 2c4,0) 
x1 8 (a1 ,1 ml,17 + a1 ,2 ml ,15) + (a2,1 m2,17 + a2,2 m2.13) + ..... + (a5,1c4,17 + a5,2c4,1) 
= 
a~,~ 
xi 7 cvi .H• cv1.14 cv2.16 CV2 .12 c4,16 c4.o al.2 
,,\'IN A cvl .17 {1)1 ,15 m2.17 m2 .D c4.17 c4.1 a2.1 
= a2.2 ......... ...... (3.16) 
X ,o m1 .2'1 Ul1.27 m2.29 m2.2s c4.29 c4.2o as.1 
A 
as.2 
atau S =A. a dimana: 
A 
a1.1 
x17 (1)1 ,16 m1 .I4 m2,I6 m2.12 c4, I6 c4.o a1.2 
x1K m1 .17 Ul1 .15 aJ2.11 m2.13 
A 
c4.17 c4.1 a2.1 
S = 
' 
A= dan a a2.2 
X,o cv1 .2'1 (.l\27 m2.29 m2, 2 .~ c4,29 c4.2o as.1 
as.2 
Selanjutnya untuk menentukan koefisien-koefisien model wavelet time series 
a= {al. 1 ,a1.2 ,a2.1 ,a2.2 , a 3.1 ,a3,2 ,a4,1 ,a4,2a5,1 ,a5,2} digunakan met ode pseudo 
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im "~rs. Dengan metode pseudo invers r. ilai taksiran koe~sien-koefisien model 
wavelet time series a dapat ditentukan yaitu a =(A' Ar' A'S. Penyelesaian a 
dengan pseudo invers dilakukan, karena matriks A bukan matriks bujur sangkar. 
Banyaknya baris matriks A harus lebih besar dari banyaknya k.olom, karena kalau 
banyaknya baris kurang dari tanyaknya kolom akan terjadi under estimate. Begitu 
juga untuk N yang bin dapat dilakukan dengan cara yang sama. 
3.4. Tahapan Model Prediksi Multiresolusi Autoregresi (MAR). 
Dcngan langkah-langkah yang telah dilakukan pada sub bab 3.3, maka secara 
umum dapat dibuat tahapan untuk membuat suatu model prediksi MAR sebagai 
berikut: 
Tahapan Model Prediksi: 
1. Tetapkan nilai N dari data yang ada, nilai N sebligus menentukan jumlah 
level untuk menentukan banyaknya dekomposisi dilakukan terhadap data. 
Kemudian tetapkan A1 untuk meuentukan banyaknya elemen pada masing-
masing level yang digunakan untuk membentuk mc,del prediksi. 
2. Cari nilai-nilai koefisien wavelet dan koefisien skala dengan melakukan 
dekomposisi untuk data sejumlah N 
3. Buat struktur persamaan linier dari X N+l dengan koefisien wavelet (J) dan 
koelisien skala c terhadap koefisien-koelisien model wawclet time series a, 
sehingga didapatkan bentuk perkalinn matriks. 
4. Cari nilai-nilai taksiran koefisien-koefisien model wavelet time series a dari 
bentuk perkalian matriks diatas dengan metode pseudo inve:-3. 
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5. Cari nilai-nilai prediksi X N+ l berdasarkan model yang didapat dengan 
melibatkan koefisien-koefisien wavelet (OJ & c) dan koefisien-koefisien 
model wavelet time series a, baik untuk data training maupun data validasi. 
6. Mcnguji model dcngan simulasi program dan MATLAD dan pada penelitian 
ini diambilkan data stasioner autoregresi AR(I) & AR(2) yang di bangkitkan 
dcngan MA TLAB kemudian dievaluasi MSE-nya dengan beberapa 
kcmungkinan. 
7. Selesai. 
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Diagram tahapan prediksi model wavelet time series: 
Data time serie<> 
Dekomposisi transformasi 
Wavelet 
Menentukan parameter-parameter model MAR 
dengan metode Pseudo Jnvers 
Melakukan pemodelar. wavelet 
time series untuk prediksi suatu 
data time series 
-~ 
~asi dengan 
~ATLAJ3 T--
• Menghitung MSE 
Membuat Kesimpulan 
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Pada tesis ini untuk data yang ada akan dibagi atas dua bagian, yang pertama 
sebanyak kurang lebih 80% data yang ada untuk data training, sedang yang kedua 
sekitar 20% untuk data validasi/testing. Dari data training diambil N data asal yang 
akan didekomposisi. kemudian sisa data trainning akan digunakan untuk 
mendapatkan nilai-nilai taksiran koefisien-koc:isien model wavelet. Dengan nilai-
nilai taksiran koefisicn-koefisien model wavelet a yang didapat dan hasil 
dekomposisi maka model prediksi bisa didapatkan. Dalam data trainning untuk 
rrediksi data yang akan datang selalu melibatkan data yang ada, sedangkan untuk 
validasi prediksi yang akan datang sudah melibatkan data hasil preoiksi. 
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SIMULASI DAN HASI 
NUMERI 
BABIV 
SIMULASI DAN HASJL NUMERIK 
Pada bab ini akan dijelaskan mengenai hasil simulasi prediksi data time series 
yang stc..s ioner menggunakan transformasi wavelet diskrit ke dalam perangkat lunak 
sehingga dapat ditunjukkan bahwa hasil prediksi dapat digunakan sebagai salah satu 
alternatif untuk menentukan nilai prediksi. Simulasi dilakukan dengan bantuan 
program MATLAB, dengan .data sebagai masukan. Data dibangkitk2.n dari 
MATLAB dengan AR(l) dan AR(2) untuk jumlah data 500 yang mana 400 data 
untuk training dan si~;anya digunakan untuk validasi · atau testing. Ada pun untuk 
val idasi diambil I 0 data untuk jangka pendek, 30 data untuk jangka menengah dan 
sisanya untuk jangka panjang. Dari nilai-nilai prediksi yang didapat r:lilihat nilai 
Mean Square Errornya antara nilai prediksi terhadap data sebenarnya. Begitu juga 
untuk nilai A1 juga diambil untuk beb-::rapa nilai dimana semakin besar nilai A1 
maka semakin banyak koefisien-koefisien hasil dekomposisi dari semua level yang 
berperan dalam perhitungan nilai prediksi. Dalam prediksi ini data asal yang 
digunakan adalah N = 2.1 dimana urutan datanya N := { X0 ,X"X2,X3,X4 , ••• ,XN }. 
Untuk menguji kestabilan error dari masing-masing data dicoba sebanyak I 00 
percobaan. 
4.1 Tahap Data Trainning 
Data training disini artinya untuk memprediksi data yang akan dating hanya 
melibatkan data asal( bukan hasil prediksi). Dengan menggunakan data asal N yang 
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nilainya diambil 8, 16, 32, 64, 128 berarti masing-masing level ada befisien skala 
dan koefisien wavelet dari hasil dekomposisi yang jumlah level J tergantung N, 
karena N = 21 • Koefisien yang digunakan untuk prediksi pada masing-masing level 
tergantung nilai A1 . Untuk A1=1 berarti ada satu koefisien wavelet yang terJ:bat 
pada tiap level dan satu koefisien skala pRda level terakhir. Untuk A;= 2 berarti ada 
dua koefisien wavelet yang terlibat pada tiap level dan dua koefislen skala pada satu 
level terakhir. Kemudian banyak baris y:mg mewarnai model prediksi untuk data N 
dengail J level adalah J+l baris yaitu J level koefisien wavelet dan I level terakhir 
dari koefisien skala (perataan). Adapun hasil model prediksi yang didapat 
dibandingkan dengan data yang sebenarnya digarnbarkan sebagai be:rikut: 
GRAFIK PREDIKSI DENGAI\I TRANSFORMASI WAVELET 
2. 5 --------------- .. -- --;------- ---; -- -- ---- - ~ -- ---- -- --;---- -- ---- ; --------- ~ 
I I I I 
I I I I 
1.5 
·u; 
""' 0.5 'i5
QJ 
0:: 
.;:ij 
z 
-0 .5 
-1 
-1 .5 
-2 
0 15C 200 250 300 
Urutar. Waktu 
Gambar 4. 1 Grafik Prediksi dengan N = 32 dian-bil A1 = I data AR(I) 
Contoh Gam bar yang lain untuk A J = 2 sebagai berikut: 
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GRAFIK PREDIKSI DENGAN TRANSFORMASI WAVELET 
2 ------- --- ---- -- ----;- --------- ;-- ----- --~ -------- --;- --------- .----- -- ---
' I I I I 
I I I I 
I I I I 
---- Data 
' ' ' 
- Prediksi 1.5 t-L----,,--_J. 
05 
·u; 
-" 
'i5 
~ 
Cl 
..!!' 
z 
-1 
-1.5 
-2 
0 40 60 80 100 
Urutan Waktu 
Gam bar 4.2 Grafik Prediksi dengan N I 28 dan diamhil A 1 =2 d1!'a , I R(2) 
Model Aj MSE trainning 
8 0.0260 
2 16 0.0262 
3 32 0 0271 
-----f--- ----1--- ---
64 4 0.0348 
128 0.0-.03 
8 0.0275 
16 0.0278 
8 2 0.0280 
9 64 0.0349 
10 123 0.0459 
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Dengan menggunakan 100 percobaan, data asal N,;, E4 = 26 dan diambil Aj=l 
berarti ada masing-masing 6 level koefisi~n skala dan koefisien wavelet dari basil 
dekomposisi serta setiap level cuma diambil satu koefisien karena nilai Aj =I. 
Koefisien yang digunakan untuk mewarnai model prediksi ada 7 level yaitu 6 level 
koefisien wavelet dan I level koefisien skala. 
MSE masing-masing percobaan digambarkun sebagai berikut: 
GRAFIK KEST AB'LAN ERROR PREDIKSI 
0.09 ------ ;-----·~- ---- --;- --- ---;------ -;- . -- -- ~------ -;·--- -- -;------- ~- -. --- ~ 
I I I I I I I I I I 
I I I I I I I I I I 
: : : : : I. Error Percobaan : 
0.085 ------:------:------~-------:-------:------ --- Rata-rata Error -----: 
I I I I I 
I I I I I 
I I I I I I I I I 
oo;: ::··-:: : _:r -·::1 :: __ :_r- ---:::--:·-~ ---::-:: T _:.:::::::: 
~ : i l: i : : : : : I : ; 
g o o1 --r -i----H------
1
: f ----~- - --- i------i----- - ~- - -----~--r ~ 1----- i ~ 0 065 --Jtll . -ll:c --- lfij1j-- -n; -~t -~~i - ~i . - --r -- , -lr If· il ---- . 
0 06 - .~ --:-iTt 1: r ---~: ,-,----:lltA,l ~~~-, - t1H-1 1 : ~~ -- -i-1:- ----- -:- j- \ r f: l r-- jt : ,_1--~ t ~ · n ---r. ~~~ -~ -,~ rl- t~~- l-t--r· --~~ -,1·l - ~D. 
,: :, I I •l,, : Ill l\'\ :ll I' :I ill ~ :I . ', I 1 \ ', i \: I I : I 11 : 
o.o55 --- ~.l~ \r - ,r -:·~J~. - ~~~ -: -H-- \1: --+:h-- .\,iil---·\,- !, 1\~~ -·.._ _/\-/f ---- ~ : 1 t~l .~ 
1' : : \/1/ : : lj 111 '~~ ;• ' ~: I I I ' I I I \ I\ I I I 
0 05 il I I I I I I I I I I --- --r------1-------1----- -- r------r--- - --1---- - -1-------~-- - ~ -f------1 
P.3rcobaan 
Gambar -1.3 Grajik kestabilanl: . ."rror P•·ediksi No 64, Aj= I don data AR(I) 
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Model 
2 
3 
4 
5 
6 
9 
10 
w 
(!) 
0.095 
O.C'J 
0.085 
:2 0.08 
"' ~ 
,;, 0.075 ~ 
0:: 
0.07 
0.065 
0.06 
Tabel2. Rata-rata error data AR(l) untuk 100 ercobaan 
Aj N Rata-rata MSE 
8 0.0565 
-
-- ---o.9s9:f 16 
32 0.0644 
64 0.0687 
128 0.0917 
8 0.0586 
16 0. 609 
-
2 32 0.0770 
64 0.0985 
12U 0.0991 
GRAFIK RATA-RAT A ERROR 1 00 PERC OBI>. AN 
---- Data AR(1)&Aj=1 
- Data AR(1 )&Aj=2 
-- Data AR(2)&Aj=1 
'. 
- Data AR(2)&Aj=2 ' . 
Data Asal N=8,16,32,64,128 
Camhar 4.4 Crl?{tk Rata-rata F:rror I 00 Percohaun data A R(J) d(ln .. 11?(2) 
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Tabcl3. Rata-rata error •lata AR 2 
Model Aj N Rata-rata MSE 
8 0.0566 
2 16 0.0576 
3 32 0.0616 
4 64 0.0663 
5 128 0.0888 
6 8 0.0586 
7 16 0.0515 
8 2 32 0.0646 
9 64 O.Qi'39 
10 128 0.095 I 
Secara umum terlihat untuk data training bahwa semakin besar N nilai MSE-nya 
semakin besar pula. 
4.2 Tahap Data Validasi 
Data validasi/testing artinya untuk memprediksi data yangi ai<an dating sudah 
melibatkan data hasil prediksi sebelumnya. Untuk model prediksi data validasi 
dengan I 00 percobaan untuk masing-masing N dan A1 dikelompokkan atas tiga 
bag ian yaitu: jangka pendek untuk I 0 data pertama, jangka menengah untuk 30 data 
pertama dan jangka panjang untuk 100 data. 
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Dan untuk gambaran keseluruhan sebagai berikut: 
--
Tabcl4. Data Validasi AR(1) dcngan 100 Percobaan 
MSE validasi 
Model Aj N 
-
tO data 30 data 90data 
I 8 0.6435 35.5212 5.8857c+O 13 
2 16 0.5359 1.01 18 125.4094 
--
3 I 32 0.4265 0.2930 0.4200 
4 64 0.3996 0.2297 0.1869 
5 128 0.3823 0.2161) 0.1333 
6 8 1.5798e+002 1.5662e+O I C) 1.0060e+048 
7 16 0.9472 9.0708e+003 6.8263e+009 
8 2 32 0.5075 0.5192 I. 7956e+003 
9 64 0.4736 0.2822 0.3327 
10 128 0.4532 0.2456 0.1531 
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Tabcl5 Data Validasi AR(2) dcngan 100 Percobaan 
MSE validm.i 
Model Aj N I 
10 data 30 data 90data 
- ------t-----
586.1943 2.2747e+005 I R 1.0415 
2 
t---
16 0.4557 0.2890 9.7083 
3 I t--32 0.4478 0.2956 0.1405 
1-· 
4 64 0.4045 0.2246 0.1324 
5 128 0.4192 0.2324 0.1310 
6 8 7.5634e+003 5.9456e+025 1.7277e+081 
7 16 0.8587 8.4442 4.0320e+004 
8 2 32 0.5180 0.3052 6.6223 
9 64 0.4320 0.2609 0.1502 
10 128 0.3874 0.2385 0.1384 
Hasil prediksi "gaga!" untuk N kecil tertentu, misal pada Tabel 6 untuk N = 8 data 
AR(2) dan A1= 2. Hasil prediksi terlihat semakin baik untuk N semakin besar dan 
secara umum model prediksinya baik untukjangka panjang. 
4.3 Prediksi Data Real 
Untuk menguji algoritma prediksi ini pada data real~ digunak<m data kurs beli 
rupiah terhadap dollar US di Bank Indonesia mulai tanggal I Januari 2004 sampai II 
Agustus 2004 yang diambil secara acak dari www.bi.go.id. Hasil pengujian dengan 
mengan1bil beberapa nilai A1 dan data asal sebar,ai berikut: 
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T 16 D abe ata trammng K b r R . h h d D II US urs e 1 upm ter a ap o a11 
Model Aj N MSE training ( Ru?iah) 
I 8 4.3942 
2 16 I 4.4445 
3 I 32 4.7 778 
-
4 64 2.7427 
f--
5 128 3.3787 
6 8 4.6213 
7 16 4 5142 
8 2 ~2 3.0482 
9 64 3.3830 
10 128 5.4689 
Grafik prediksi untuk data kurs beli rupiah terhadap dollar US d[ Bank Indonesia 
yang ditrainning salah c;atunya digambarkan sebagai berikut: 
I 
GRAFIK PREDIKSI DENGAN TRANSFORMASI WAVELET 
---- --- ------- ---·--- ---- ---- --- ---- -- --- --------- ------------- ---- --- -
' I I I 
' ' ' 
' ' ' 
' ' ' 
' ' ' 
I I f I I 
9400 • • •••• •• •••• ~••••• •••• • • • • ~• • • • • • • • •• • • • ~ ·-• • ••• • • •• ••·~ •••• •••• •• • I ~ 
I I I I I 
I I I I 
' ' 
L-----~----_J-------~-----L----~ 
50 1 00 150 200 250 
Urutan Waktu 
Gambar 4.5 Grafik Prediksi dengan N = 64 dan diambil A1 = I 
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T b I 7 D V rd . K b r R . h t h d D II US a e at a a I aSI urs e 1 up1a er a ap o ar 
Model Aj N 
MSE ,l~lidasi 
( Ru ' iah 
10 data · 30 data 90data 
r-· I 8 153.0347 68. I 553 30.0089 
2 16 188.4962 108.3874 68.8777 
3 I 32 165.7941 98.2823 55.0657 
.. 
4 64 184.8479 103.441:! 59.5801 
5 128 119.8689 48.4354 90.8840 
6 8 154.7739 296.0851 5.1667e+005 
7 16 253.4654 146.2147 174.4715 
8 2 32 188.3475 I 05.2523 59.9333 
9 
r---· 
64 213.8494 120.8285 78.5588 
10 128 14Q.4652 61.1115 128.0157 
'----
Dari tabel 7 terlihat bahwa untuk perubahan secara terarur nilai N dari 8 hingga 128 
baik untuk A, bernilai I atau 2 maka nilai iv1SE-nya tidak teraturi hal ini disebabkan 
data asa! Bank Indonesia tersebut sesuai hasil pengujian tidak stasioner. 
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BAB 
KESIMPULAN DAN SARA 
BABY 
KESJMPULAN DAN SARAN 
KESIMPULAN: 
I. Dari hasil analisa dekomposisi dan koefisien model wavelet time series 
diperoleh tahapan-tahapan prediksi seperti diuraikan pada sub bab 3.4. 
2. Dari hasil dekomposisi data asal dan koefisien-koefisien mcdel wavelet time 
series a= {o1.k, aJ+I,k} prediksi MAR diperoleh modelnya: 
J A1 A1 
X N+l = LL0J,kw j,N-.!'( k- l) + L 0J+I ,k cJ.N-21 (k-l) 
j=l k=l k= l 
3. Dari hasil simulasi diperoleh bahwa untuk N=128 memberikan hasil prediksi 
paling baik dibandingkan N = 8, 16, 32, 64. 
4. Dari hasil simulasi prediksi 90 data yang akan datang, prediksi data ke 90 
paling baik dibandingkan hasil prediksi data yang kurang dari 90. 
SARAN: 
I. Untuk meningkatkan keoptimalan hasil prediksi dilanjutkan dengan 
melakukan pemilihan koefisien wavelet dan koefisien skala tertentu sehingga 
didapatkan hasil prediksi yang lebih bagus. 
' 
2. Pcrlu dilanjutkan untuk tipe data lain yang non stasioner maupun penggunaan 
A1 selain nilai I dan 2 dan basis transformasi selain Haar. 
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LAMP IRA 
LAMPIRAN A. 
Program untuk prediksi dengan data Trainning 
%PROGRAM PREDIKSI UNTUK DATA TRAINNING 
clear; 
load 'kursbi500.txt'; %data kurs beli rupiah terhadap d0llar US 
c0=kursbi500'; 
%load 'dtl 05'; %data stasioner AR(1) 
9oc0=yt; 
~ load 'dt_ar2'; %data stasioner AR(2) 
kO=yt; 
RataR=O; 
materror=[]; 
N=64; %banyaknya data asal 
B=155; 
0=400; 
b=l; %diambil nila;_ dari Aj 
Aj=b; 
J=log2(N); %banyaknya level N=16=2 ~n 
Prediksi= []; 
WCa kh i r=zeros(B-N-1,Aj*(J+l)); 
%PROS3S DEKOMPOSISI 
for z= 1:B-N-1 
cl=c 0(1,z:N+z ); 
e nd 
cl ; 
C; 
W; 
c = zeros(J+l,N+1); 
W = zeros(J+l,N+l); 
C ( 1, :) =c1; 
for j=1:J 
end 
for t = l:N+1 
if ( (t-2 ~ (j-1)) <1) 
C ( j + 1, t) 0. 5 * ( C ( j , ( N + 1) + ( t- r ( j -1) ) ) +C ( j , t) ) ; 
els e 
c ( j + 1, t) 0. 5 * ( c ( j I t-2 ~ ( j -1) ) +C ( j , t) ) ; 
end 
W( j + l ,t )=C(j, t )-C(j+l,t); 
'o HITUNG KOEFISIEN PARAMETER WAVELET TI HE SERIES 
flag=O ; 
f o r j = 2 :J+l 
fo r k=1:Aj 
flag=f lag+1; 
W 1 =W ( j , ( N + 1) - ( 2 ~ ( j -1) ) * ( k -1) ) ; 
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end 
end 
plok=O; 
MatW(1,flag}=W1; 
for k=l:Aj 
plok=plok+l; 
c=e(J+1, (N+1)- (2" (J)) * (k-1)); 
Mate(l,p:Lok)=c; 
end 
MatW; 
Mate; 
MatGab=[MatW Mate]; 
weakh i r(z, :)=MatGab; 
end 
weakhir; 
Rkir=c0(N+2:B); 
a pa=(inv(Weakhir'*Weakhir))*(Weakhir'*Rkir'); 
for p = l:D-B 
c2=c0(1,B-N-1+p:B-1+p); 
e = zeros(J+1,N+1); 
W = zeros(J+1,N+1); 
e ( 1, :) =c2; 
for j=1:J 
for t = l:N+l 
if ((t-2"(j-l))<1) 
end 
c2; 
e; 
W; 
end 
e(j+1,t) O.S*(C(j, (N+1)+(t-2"(j-l)) J+e(j,t)); 
else 
C ( j + 1, t) 0. 5 * ( e ( j , t- 2" ( j -1) ) +e ( j , t) ) ; 
end 
w ( j + 1 , t) ,..,c ( j, t) -e ( j + 1 , t) ; 
~ HITUNG PREDIKSI 
flag=O; 
for j=2:J+1 
for k=1:Aj 
end 
end 
plok=O; 
flag= flag+ 1; 
W 1 =W ( j , ( N + 1 ) - ( 2" ( j -1 ) ) * ( k -1 ) ) ; 
MatW(1,flag}=W1; 
for k=1:Aj 
plok=plok+l; 
end 
c=e (J+1, (N+l)- (2" (J)) * (k-1)); 
Mate(1,plok)=c; 
51 
Mat'N; 
Mate; 
MatBaris=[MatW MatC]; 
X=MatBaris*alpa; 
Prediksi=[Prediksi X]; 
end 
Prediksi; 
Data_Asli=cO(l,B+l:D); 
Error==O; 
for f=l:D-B 
Suku=(Data_Asli(f)-Prediksi(f) )A2; 
Error=Error+Suku; 
end 
Error=sqrt(Error)/(0-B) 
~ PLOT DATA & PREDIKSt 
hold on 
plot(Data_Asli,' :k') 
plot(Pred~ksi, 'k') 
grid on 
title('GRAFIK PREDIKSI 
WAVEL~T', 'FontSize ',l2 ) 
xlabel('Urutan Waktu') 
ylabel('Nilai Prediksi') 
h = legend('Data', 'Prediksi',2); 
hold off 
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DENGAN TRANSFORMASI 
LAMPIRANB. 
l'rogram untuk prcdiksi dengan data Valitlasi 
%PROGRAM PREDIKSI DATA VALIDASI 
c l ear ; 
9ol oad 1 kursbi500. txt 1 ; %data kurs be~.i rupiah terhadap dollar 
us 
%c0l=kursbi500 1 ; 
%load 1 dt ar2 1 ; %data stasioner AR( Z) 
%c0l=yt; 
load 1 dtl 05 1 ; %data stasioner AR(l) 
cOl=yt; 
RataR=O; 
materror=[]; 
N=8; %banyaknya data 
B=2*(N+l); 
0=490; 
b=l; %diambil nilai dari Aj 
Aj=b; 
J=log2 (N); %banyaknya level N=,l6=2An 
cO=cO 1 ( 1, 0- ( 2 * ( N+ 1) ) :D) ; 
Preciksi=[]; 
WCakhir=zeros(B-N-l,Aj*(J+l) ); 
%PROSES DEKOMPOSISI 
for z=l:B-N-1 
cl=cO(l,z:N+z); 
C = zeros(J+l,N+l); 
W = zeros(J+l,N+l); 
c ( 1, :) =cl; 
for j=l:J 
for t = l:N+l 
1) ) ) +C ( j , t) ) ; 
if ((t-2A(j-1))<1 1 
C(j+1,t) 
else 
0.5' (C(j, (N+1)+(t-2A(j-
c ( j + 1, t) = o . 5 * ( c ( j , t -- r ( j -1) ) +C ( j , t) ) ; 
cl; 
C; 
W; 
end 
end 
end 
W(j+l,t)=C(j,t)-C(j+l,t); 
%HITUNG KOEFISIEN PARAMETER WAVELET ':T'IME SERIES 
f 1. ag=O; 
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end 
for j=2:J+1 
end 
plok=O; 
MatW; 
Ma.tC; 
for k=1:Aj 
flag=flag+1; 
end 
Wl=W (j, (N+l)- (2" (j-1)) * (k-·1)); 
MatW(1,flag)=W1; 
for k=1 :Aj 
plok=plok+1; 
end 
c=C (J+l, (N+1)- (2" (J)) * ( ;c-1)); 
MatC(1,plok)=c; 
MatGab=[MatW MatC]; 
WCakhir(z, :)=MatGab; 
WCakhir; 
Rkir=c0(N+2:B); 
alpa=(inv(WCakhir'*WCakhir))*(WCakhir'*Rkir'); 
predik=c0(1,B-N:B); 
prediksian=?redik; 
for p=1:100 
c2=prediksian(1,p:N+p); 
C = ~eros(~+1,N+1); 
W = zeros(J+1,N+1); 
C (), :) =c2; 
for j=1:J 
for t = 1:N+1 
if ((t-2"(j-1))<1) 
C(j+l,t) 
1) ) ) +C ( j , t) ) ; 
else 
0.5*(C(j, (N+1)+(t-2"(j-
C(j+1,t) = 0.5*(C(j,t-2"(j-1))+C(j,t)); 
end 
c2; 
C; 
W; 
end 
end 
W(j+1,t)=C(j,t)-C(j+1,t); 
%HITUNG PREDIKSI 
flag=O; 
for j=2: J+1 
for k=1 :Aj 
flag=f1ag+1; 
W1=W ( j, (N+ 1)- ( 2" ( j -1) ) * ( k-1) ) ; 
MatW(1,flag)=Wl; 
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end 
end 
pJok=O; 
MatW; 
Mate; 
end 
for k=l :Aj 
plok=plok+l; 
end 
c o= C (J+l, :N+l)- (2" (J)) * (k-1)); 
MatC(l,plok)=c; 
MatBaris=[MatW MatC]; 
X=MatBaJ~is * alpa; 
prediksian=(prediksian X]; 
pre=prediksian(l,N+2:N+90); 
Data_Asli=cOJ (1,402:0); 
Error=O; 
for f=l:lO 
end 
Suku= (Data_As j. i (f) -pre ~f)) "2; 
Srror=Error+Suku; 
Error=sqrt(Error)/10 
%PLOT DATA & PREDIKSI 
hold on 
plot (Data_Asli, 'r') 
plot (pre, 'b') 
grid on 
title ( 'GRAFIK PREDIKSI 
WAVELET', 'FontSize',l2) 
xlabel('Urutan Waktu') 
ylabel('Nilai Prediksi') 
DENGAN 
h = legend('Data Asli','Prediksi',2); , 
hold off 
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TRJl.NSFORMASI 
LAMPIRAN C. 
Program untuk mclihat Kc~.tabilan Error prcdiksi 100 Pcrcohaan 
%KESTABILAN ERROF, PREDIKSI UNTUK 100 I:'ERCOBAAN 
clear; 
Asli 1= []; 
P=100; 
for k=1:P 
n=501; 
ar1=randn(1,n); 
ar1 (1 ; =0; 
for i=2:n 
ar1(i) = 0.5*ar1(i-1)+ randn(1,1); 
end 
Asli1 = [As1i1;ar1]; 
end 
As1i=Asli1(:,2:n); 
RataR=O; 
Asli; 
materror=[); 
for i=1:P 
cO=Asli (i,:); 
N=128; %banyaknya data 
B=260;%banyaknya baris untuk mcnentukan parameter 
0=400; 
b=2; %diambil nilai dari Aj 
Aj=b; 
J=log2 (N); %banyaknya level N=l6 ,=2"n 
Prediksi=[]; 
WCakhir=zeros(B-N-1,Aj*(J+l)); 
for z=1:B-N-1 
c1=c0(1,z:N+z); 
C = zeros(J+1,N+1); 
W = zeros(J+1,N+1); 
C ( 1,:) =c1; 
for j=1:J 
for t = 1:N+1 
if ( (t-2" (j-1)) <1) 
C(j+1 ,t ) 0.5* (C(j, (N+1)+(t-2" !j-1)) )+C(j,lt)); 
else 
C ( j + 1, t) 0 . 5 * ( C ( j , t- 2" ( j -1) ) +C ( j , t) ) ; 
end 
w ( j + 1, t) =c ( j, t) -c ( j + 1, t) ; 
end 
end 
c1; 
C; 
W; 
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flag=O; 
for j=2:J+1 
for k=1:Aj 
end 
end 
plok=O; 
flag= flag+ 1; 
W1=W (j I (N+1)- (2" (j-1)) * (k-1)); 
MatW(1 1 flag)=W1; 
for k=1:Aj 
plok=plok+1; 
end 
MatW; 
J'ia tC; 
c=C (J+1 1 (N+1)- (2" (J)) * (k-1)); 
MacC(1 1 plok)=c; 
MatGab=[MatW Mate]; 
WCakhir( z 1 :) =MatGab; 
end 
WCakhir; 
Rkir=c 0(N+2:B); 
alpa=(inv(WCakhir'kWCakhir))*(WCa<hir'*Rkir'); 
for p=1:D-B 
c2=c0(1,B-N-1+p:B-1+p); 
C = zeros(J+1,N+1); 
W = zero s (J+1,N+l ) ; 
c ( 1, : l =c2; 
for j=1:J 
for t = 1:N+1 
if ( (t-2" (j-1)) <1) 
C(j+1,t) 0.5*(C(j 1 (N+1)+(~-2"(j-1)))+C(~,t)); 
else 
C(j+1,t) Q • 5 * ( C ( j 1 t- 2 A ( j -1 ) ) +C ( j 1 t ) ) i 
end 
W(j+1 1 t)=C(j,t)-C(j+1 1 t); 
end 
end 
C ) • 
. ' 
C; 
W; 
flag = O; 
for j =2:J+1 
f :n k=1:Aj 
flag=flag+1; 
W1=W (j, (N+1)- (2" (j-1)) * (k-1)); 
MatW ( 1 1 flag) =Wl; 
end 
end 
plok=O; 
57 
for k=l:Aj 
plok=plok+l; 
end 
MatW; 
Mate; 
c=C (J+l, (N+l)- (2" (J)) * (k-1)); 
MatC(l,plok)=c; 
MatBaris=[MatW MatC]; 
X=MatBaris*alpa; 
Pred i ksi= [Prediksi X]; 
e nd 
Prediksi; 
o.,ta_Asli=cO ( 1, B+l: D); 
Error=O; 
for f=l:D-B 
Suku= (Data _Asli (f)- Predibi ( :': ) ) "2; 
Error=Error+Suku; 
end 
Error=sqrt(Error)/(0-B); 
RF ~ aR = RataR + Error; 
materror=[materror Error]; 
end 
RataErrorl=[]; 
RataError=RataR/P 
fo r k=l:P 
RataErrorl=[RataErrorl RataError]; 
e nd 
hold on 
plot(materror, 'r') 
plot(RataErrorl, '--b') 
grid on 
-, 
title('GRAFIK KESTABILAN ERROR PREDIKSI', 'FontSize',l2) 
xlabel('Percobaan') 
ylabel('Nilai Error') 
h = legend('Error Percobaan', 'Rata-rata Error',2); 
hold off 
