ABSTRACT. In this work the interplay between matrix biorthogonal polynomials with respect to a matrix of linear functionals, the k-th associated matrix polynomials and the second kind matrix functions, is studied in terms of quasideterminants. A sort of Poincaré's theorem for the ratio of two consecutive matrix functions solutions of a linear difference equation is also presented. Some new formulas connecting these families of matrix functions are given.
INTRODUCTION
Let p n n∈ be a sequence of orthonormal polynomials with respect to a probability measure, µ, supported on an infinite subset of the real line. It is well known that p n n∈ satisfies a three term recurrence relation x p n (x) = a n+1 p n+1 (x) + b n p n (x) + a n p n−1 (x), n ≥ 0 , with initial conditions p 0 (x) = 1, p −1 (x) = 0, where a n n∈ and b n n∈ are sequences of real numbers with a n = 0. If we assume that a n → a = 0 and b n → b, then Nevai [9] proved that the convergence
holds uniformly on compact subsets of \ supp (µ).
The functions of second kind, q n n∈ , defined as q n (z) = p n (x) z − x dµ(x) , n ∈ , z ∈ \ supp (u) , satisfy the same three term recurrence relation as p n n∈ , but with initial conditions q −1 (z) = 1 a 0 , q 0 (z) = dµ(x) (z − x) . By the Poincaré's theorem for difference equations [11] it is possible conclude that
uniformly on compact subsets of \supp (µ). From this, Van Assche [14] (see also [12] ) showed that lim n→∞ p n (z) q n (z) = 1
and the convergence holds uniformly on compact subsets of \ supp (u) . Now, taking into account [6] , we consider a positive definite N × N matrix of measures and its corresponding sequence of matrix orthonormal polynomials P n n∈ satisfying a recurrence relation x P n (x) = A n+1 P n+1 (x) + B n P n (x) + A ⊤ n P n−1 , n ≥ 0 , with initial conditions P 0 (x) = I N , P −1 (x) = 0 0 0, where, A n , are nonsingular matrices and B n are Hermitian matrices; then the outer ratio asymptotics of two consecutive polynomials belonging to the matrix Nevai class, i.e. if A n → A and B n → B with A a nonsingular matrix, then P n−1 P
uniformly converges on compact subsets of \ Γ (0) to dW A,B ( y) (x − y), where Γ (0) will be defined later, cf. (9) , and W A,B is the matrix weight for the Chebyshev matrix polynomials (cf. [5] ). A more general case was studied in [4, Theorem 4] for matrix biorthogonal polynomials (cf. also [2] ).
In the present contribution we are interested to analyze the analogous results in the matrix biorthogonal case (cf. [1] for a fresh introduction on matrix biorthogonal polynomials) of those given in (2) and (3) .
Observe that in this matrix scenario the Poincaré's theorem is no longer valid. The answers to these problems are given as Corollaries of the main result of this paper (cf. Theorem 6). Here we present the result for matrices of linear functionals (and biorthogonal polynomials).
The structure of this manuscript is as follows. In Section 2, we exhibit the basic theory of linear difference equations on the noncommutative ring of matrices. In Section 3, we introduce the concept of matrix of linear functionals and its associated families of matrix biorthogonal polynomials. Recall that the families of biorthogonal polynomials are solutions of a second order linear difference equation but these are no the unique ones. With this background, in Section 4, we present results concerning the independence of solutions for linear difference equations with matrix coefficients, as well as an explicit representation for these solutions. In Section 5, we study the outer ratio asymptotics for the second kind matrix functions (see Theorem 6) generalizing for the matrix case the results given in (2) and (3).
LINEAR DIFFERENCE EQUATIONS ON THE RING OF MATRICES
First of all we will fix some notation. Let and be the set of complex and real numbers, respectively, and denote by N ×N (respectively, N ×N ) the linear space of N × N matrices with complex entries (respectively, the linear space of N × N matrices with real entries).
For an arbitrary finite or infinite matrix A, the matrix A ⊤ is its transpose. The matrix 0 0 0 will be understand as the null matrix of size N × N .
In the sequel, we will use the definition of quasideterminants coming from the last corner of the block matrix to obtain connection formulas between some families of orthogonal polynomials. They constitute a generalization of the determinants when the entries of the matrix belong to a noncommutative ring, and they share several properties with them.
Let A ∈ M ×M , B ∈ M ×N , C ∈ N ×M and D ∈ N ×N , with A a nonsingular matrix.
For the 2 × 2 block matrix A B C D , the last quasideterminants is defined by
Notice that the last quasideterminant is just the Schur complement of the block A. 
If A is nonsingular then det
A B C D = det (A) det (D − C A −1 B) .
If A and D
Recall that if R is a ring, we say that a left module over R is a set M together with two operations
such that for m, n ∈ M and a, b ∈ R we have:
In a similar way, one defines a right module on R. If M is a left and right module over R, then M is said to be a bimodule (cf. [10, 13] ).
The module M is said to be a free left module (respectively, right module) over R if M admits a basis, that is, there exists a subset S of M such that S is not empty, S generates M , i.e. M = span (S) and S is linearly independent.
Recall that for matrices A k ∈ N ×N , 0 k n, with det (A n ) = 0, the matrix P(x) = A n x n + A n−1 x n−1 + · · · + A 1 x + A 0 is said to be a matrix polynomial of degree n. In particular, if A n = I N , i.e. A n is the identity N × N matrix, then the polynomial is said to be monic. [x] of matrix polynomials of degree less than or equal to n with the basis I N , . . . , x n I N of cardinality n + 1. The complex number, x 0 , is said to be a zero of P if det P(x 0 ) = 0. Clearly, as a consequence, we have that P has at most n N zeros. Observe that if y n n∈ is a solution of (4), then L y n = 0 0 0. It is easy verify that the operator L is a right linear operator, i.e.
We will denote by the set of solutions of (4) . Notice that if y n n∈ and z n n∈ are solutions of (4), then since the operator L is right linear, we have y n α + z n β is also a solution of (4) .
Moreover, it is clear that is an Abelian group under addition and since y n (α + β ) = y n α + y n β and ( y n α) β = y n (α β ) , then we can conclude that is also a right module over the noncommutative ring Proof.
The above implies that z n n∈ is a solution of (4) with initial condition c, but from Proposition 2, z n = y n for every n ∈ .
Given a set of functions
. The set of functions f i,n n∈ , i = 0, . . . , k − 1 , are said to be linearly independent if for all n ∈ ,
, implies α i = 0 0 0 . Proof. This fact follows from Proposition 3.
Given a set of functions f i,n n∈ , i = 0, . . . , k−1, we define the block Casorati matrix as
Theorem 1.
A sufficient condition for the set of functions f i,n n∈ , i = 0, . . . , k − 1 be linearly independent is that there existsn ∈ such that
The above system has a unique solution if and only if W ( f 1,n , . . . , f k,n ) is a nonsingular matrix (see [8] ).
MATRIX BIORTHOGONAL POLYNOMIALS
A sesquilinear form on the bimodule
, with real variable, is a map
such that for any triple P, Q, R ∈ N ×N [x] of matrix polynomials we have for all A, B ∈ N ×N :
1.
Given a matrix of linear functionals, i.e.
where u i, j belong to the the dual space of [x] , we define its associated sesquilinear form 〈P, Q〉 u as follows
In this case the support is defined as supp
supp (u k,l ) . An important property of the sesquilinear form defined in terms of a matrix of linear functional is that 〈x
Let V n n∈ and G n n∈ be two sequences of matrix polynomials satisfying
The sequences of matrix polynomials V n n∈ , G n n∈ are said to be biorthogonal with respect to u .
It is well known, cf. for instance [3] , that for the sequences of matrix polynomials V n n∈ and G n n∈ there exist sequences of matrices A n n∈ , B n n∈ , and C n n∈ , with A n a lower triangular matrix and C n a upper triangular matrix, both nonsingular for n = 0, 1, 2, . . ., such that
Observe that from definition, C 0 = I N . In the same way A −1 = I N . Moreover, the converse is also true, i.e. if we have two sequences of matrix polynomials V n n∈ and G n n∈ satisfying (6) and (7), respectively, then there exists a matrix of linear functionals u, with respect to they are biorthogonal. Now, from the sequences of matrices A n n∈ , B n n∈ , and C n n∈ with A 0 = I N , one defines for each n ∈ the k-th associated polynomials V
have the same zeros. Moreover, taking the N -block Jacobi matrix associated with the recurrence relation (8), i.e.
, where J n is the truncated matrix of J (k) with size nN × nN . So, denoting by ∆
If A n , B n , and C n converge, then by the Gershgorin disk theorem, there exists a real
is a submatrix of J , then again from the Gershgorin disk theorem, we have
For y / ∈ supp (u), the corresponding families of second kind functions, Q n n∈ and R n n∈ , are defined by
Observe that the families of second kind functions Q n n∈ and R n n∈ also satisfy the following three term recurrence relations
Proposition 4 (Christoffel-Darboux type formulas). Let V n n∈ and G n n∈ be the sequences of biorthogonal polynomials with respect to u . Let Q n n∈ and R n n∈ be, respectively, the corresponding families of second kind functions, then
and its confluent formula
Moreover, we get the analogous Christoffel-Darboux and confluent formulas
Proof. We only prove (10) and (11) . The formulas (12) and (13) 
From here, if we subtract (15) from (14)
Summing the later from 0 to n and taking into account the initial conditions, the result follows. To show the confluent formula notice that
( y) C n+1 Q n ( y) + I N = 0 0 0 . Now, observe that the Christoffel-Darboux formula can successively be rewritten as
and taking x → y we get the desired result. and 〈I N , G n 〉 u 2 = δ n,0 , n ∈ . We define the matrix functions Q n ( y) = V n (x),
and we assume that (10) and (12) are satisfied, then
Proof. Observe that from the confluent formula
we get using (10)
or, equivalently,
Now, for every n ∈ ,
and as (G
n (x) , we can rewrite (16) as follows
and so
Integrating the above with respect to the variable x, we get that G n n∈ satisfies the following recurrence relation
A similar procedure for Q n n∈ yield
From (17), (18) and (19), we obtain n k=0
, and this implies that B n = B n , for every n ∈ .
Since Q n n∈ and V n n∈ satisfy the same recurrence relation (with different initial conditions), from the Favard's theorem we can conclude, that there exist a matrix of linear functionals such that V n n∈ and G n n∈ are biorthogonal.
Lemma 1. For every n
Proof. From the definition of second kind functions we get
and from the orthogonality conditions the result follows.
Proposition 6 (Liouville-Ostrogradski type formulas). Let V n n∈ , G n n∈ be the sequences of biorthogonal polynomials with respect to a matrix of linear functionals u and let Q n n∈ and R n n∈ be their respective sequences of second kind functions, then
Proof. We will prove (20) and (21) follows by using analogous arguments. We proceed by induction. For n = 0 the result is obtained from initial conditions. Suppose now that
Then, from the recurrence relation for G
Thus from Lemma 1,
If now we use the recurrence formulas for V n−1 and Q n−1 , then from induction hypothesis and Lemma 1, we get
n , and the result follows from the induction hypothesis.
CASORATI DETERMINANTS.
Consider the matrix second-order recurrence relations x y n = A n y n+1 + B n y n + C n y n−1 , n ≥ 0 , (22)
Theorem 2. If w n n∈ and v n n∈ are solutions of (22), then
Proof. First of all we recall that W (w n , v n ) = w n v n w n+1 v n+1 . Thus from Schur comple-
Since w n n∈ and v n n∈ are solutions of (22), then As a consequence,
On the other hand, if now we consider the matrix W (w n−1 , v n−1 ), using the fact that 
and Proposition 1, we have that
Replacing the above in (28) we get (24).
Proposition 7.
The sequences V n n∈ and V Proof. Since V n n∈ and V (1) n−1 n∈ are solutions of (22), then using Theorem 2, we successively get
Now, as for every n ∈ , det (A n ) = 0 and det (C n ) = 0, we get that V n n∈ and
Recall that if y n (e i ) n∈ , i = 0, 1 are the solutions of (22) with initial conditions (I N , 0) and (0, I N ), respectively, then
n−1 (x) = − y n (e 0 ) A 0 , and so
which implies that V n n∈ and V
(1) n−1 n∈ constitute a basis for .
From Proposition 7 it follows that every solution of (22) is a linear combination of V n n∈ and V
Taking n = k and n = k − 1, we get the representation
In particular, if we take k = 2, from (27) we obtain (29) and taking into account (27) we get
Proposition 8. Let V n n∈ and V
On the other hand, observe that
Thus, from the recurrence relation (22) and (27)
In the same way, we obtain
Replacing (32) and (33) in (31)
and the result follows.
In a similar way, we get the following result.
Proposition 9. The sequences of matrix polynomials, G n n∈ and G
(1) n−1 n∈ are linearity independent solutions of (23). Moreover, for every k ∈ ,
, where
moreover, the following relation holds
Since Q n n∈ and R n n∈ are also solutions of (22) with initial conditions Q 0 ( y) = I N ,
From here we get
Using a similar argument as in Proposition 7,
Proposition 10. The sequences Q n n∈ and V
and
In the same way, R
also are linearly independent solutions of (23) in x ∈ \ supp (u); moreover,
Proposition 11. The following Christoffel-Darboux formulas hold
as well as its confluent expression
From here
Summing the above on k from 1 to n and taking into account that for every k ∈ , V are deduced in a similar way.
As a consequence of Proposition 11, we find that for k = 1, . . . , n,
When k = 1, we recover the classical formula for V
n−1 (x). Algebraic manipulations for the above equations yield
The above, together with Proposition 10, yield
OUTER RATIO ASYMPTOTICS
First of all, we are going to state two important theorems which can be find in [3, 4] , see also [5, 7] . 
and the convergence holds uniformly on compact subsets of \ Γ (0) .
In the sequel, given three matrices α, γ (nonsingular) and β , we define the leftorthogonal second kind Chebyshev matrix polynomials, U γ,β,α n n∈ , by the recurrence formula 
Proof. The limits in (37) are obtained from (34)-(35) and Markov theorem. On the other hand, from Liouville-Ostrogradski formulas we get
Taking the limit when n → ∞ in the above identities we get (38). 
holds uniformly on compact subsets of \ Γ (k) .
Proof. We only prove the first formula. The second one follows in a similar way. We use induction on k. When k = 1 the result is a straightforward consequence of the matrix Markov theorem. Now assume that the result holds true for a k, by (30) we have that 
