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Accurate dense gas dispersion modeling is important in a number of fields from 
modeling smoke movement in a room to the spreading of dense toxic gas releases such as 
resulted from the Chlorine spill in Graniteville, SC in 2005. To this end, a series of small 
scale laboratory experiments using instantaneous releases of a cylindrical, finite volume 
of dense salt water were performed. In the experiments, the horizontal spread of the dense 
liquid over a flat surface(i.e. gravity current front position over time) was measured. 
The results of these small scale experiments were compared to two dense gas 
dispersion models (DEGADIS and SLAB) for large releases of dense gas in low wind 
scenarios.  The goal of this work is to see if the small scale laboratory experiments can be 
used to model large scale buoyancy driven flows. The dense gas release models were also 
compared to each other to see if their results were similar.  Data from both the small scale 
lab experiments and the large scale models were also compared to previously published 
experimental data.  
The raw experimental data was non-dimensionalised with front position scaled on 
the initial cylinder radius and time scaled on  𝐻/𝑔′ where H is the cylinder height and g’ 
is the reduced gravity of the salt water. This scaling approach collapsed the data onto a 
series of curves each representing a different cylinder aspect ratio. To account for the 
dependence of the spreading rate on the aspect ratio, a scaling scheme developed by Huq 
(1996) was adopted.  This scaling resulted in approximate collapse of all the experimental 
 iii 
data onto a single curve. The data also agreed well with the experimental data of Huq 
(measured using a sector tank) as well as the simulation data from DEGADIS, however, 
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In some situations, the density of a gas will affect its dispersion. The flow must be 
relatively stable for this to occur.  To be stable, the density difference of the gas and the 
ambient air should be relatively large and the ambient wind speed should be relatively 
low.  In these conditions, the dense gas cloud will spread under its own weight with very 
little mixing with ambient air.  Because there is very little mixing with ambient air, the 
concentration of the dense gas remains high.  Releases in these conditions do not happen 
often, though there are reported cases with fatalities, such as in Graniteville, SC in 2005 
where nine people died after a train crash resulted in the release of a large volume of 
Chlorine gas.  However, the mechanics of such dispersion is poorly understood, 
particularly in complex terrain such as an urban environment. Because of this, further 
research needs to be done to study dense gas releases. 
 
Figure 1.1: Release of died dense salt solution in water. A) The experimental set-up of 
the dense liquid in a tank of water. B) The release of the dense solution by removing the 
cylinder that contained the salt water. C) An overhead view of the spread of the dense 
solution cloud. 
                             B C 
                             B C A 
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To model dense gas dispersion, experiments have been performed using a dense 
liquid release (dyed salt solution) into water.  Experiments were performed for varying 
salt water densities, varying heights of water, and varying dense liquid release volumes.  
The experimental set-up and the salt solution cloud images can be seen in Figure 1.1.  
Videos were taken of the release of the salt solution into the water.  From the videos, the 
dispersion front position and time were recorded and then plotted.  This distance versus 
time graph was used to compare experimental results to different dense gas dispersion 
models.  
The long-term goal of this research is to establish dense gas dispersion models 
through complex terrain. However, before this goal can be realized, it must be established 
whether or not small scale laboratory experiments can accurately replicate the dispersion 
of dense gasses at much larger scale. The goal of this thesis is to verify the validity of 
small-scale salt bath experiments by comparing them to two dense gas dispersion models 
from the Environmental Protection Agency’s (EPA) list of recommended models.  
Dense gas dispersion is a situation in which a dense gas plume is released within 
an ambient air environment.  The dense gas plume has a higher density than the 
surrounding air caused by the plume either having a lower temperature, or the plume 
having a higher molecular weight.  When this dense gas plume is released under stable 
conditions (low wind speed and high density difference), it does not mix well with the 
ambient air, which in turn does not lower the concentration of the plume as it travels.  
This is of concern when the dense gas plume is a pollutant that can harm those in its path.   
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Dense gas releases can be classified as either instantaneous or continuous. An 
instantaneous release will form a dense cloud (or puff) that spreads out laterally and has a 
finite volume. A continuous release forms a plume that also spreads laterally at ground 
level, or can be pointed upward for the release.  A plume emitted from an upward jet will 
be pushed downstream due to ambient wind. A schematic diagram is shown below in 
Figure 1.2 and Figure 1.3, which show the two different release situations.  
                 
Figure 1.2: Finite release of a dense gas with density, ρ1, height of release, h, and 




Figure 1.3: Continuous release of a dense gas with density, ρ1, height of release, h, and 
spreading radius, r, with an ambient air density of ρo. 
Many models currently simulate only non-buoyant plume releases, that is, those 
that mix with the surrounding air.   They spread more vertically as there is no buoyancy 
force keeping them at ground level.  There have been instances though when stable 
conditions exist during the release of a dense pollutant causing the pollutant to spread 
under its own weight. Examples of such releases include smoke from a fire spreading 
across the ceiling of a room (Kaye & Hunt, 2007), or an accidental release of chlorine 
spreading out over the ground (Buckley et al. 2007).Therefore, it is important to further 
understand dense plume releases and to be able to model them so as to protect those in 
the path of the pollutant. 
The remainder of this thesis is organized as follows. The literature on atmospheric 
dispersion, and the dense gas simulation models used is presented in Chapter 2, along 
with a discussion of the scaling approaches used to present the data. Chapter 3 describes 
the experimental setup, procedure and parameters. The simulation methodology and 
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parameters are described in Chapter 4. The results of the experiments and simulations are 





MODEL OVERVIEWS AND LITERATURE REVIEWS 
 
This chapter briefly reviews pollution dispersion models. A brief summary of 
advection and diffusion processes is presented in Section 2.1. Section 2.2 discusses the 
estimation of surface roughness heights. The next two sections describe the details of the 
numerical models that were used.  The simulation results from these models were 
compared to the experimental results.  Section 2.5 describes some previously published 
experiments and scaling model for the spreading of a dense cloud. 
2.1 Diffusion and pollution dispersion 
Chanson (2004) uses Fick’s Law (Fick, 1855) to describe molecular diffusion.  
The law states that the solute mass flux (𝑚)  normal to the x-direction varies directly with 
the coefficient of molecular diffusion, Dm, and the negative gradient concentration of the 





          (1) 
This means that there is a mass flux from high concentration to smaller concentration 
(Chanson, 2004).  By substituting Eqn. 1 into the conservation of mass equation, the 






          (2) 
Equation two can be expanded to include all three dimensions.  For certain boundary 
conditions, Eqn. 2 can be solved analytically, and because the equation is linear, the 
theory of superposition can be applied to solve more complex problems and boundary 
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conditions.  The theory of superposition states that for two solutions of the diffusion 
equation, any linear combination of these solutions will satisfy the diffusion equation and 
the given boundary conditions.   
The one-dimensional diffusion equation for a mass slug introduced at x=0 where no other 








   for t > 0     (3) 
Equation 3 is referred to as a Gaussian distribution or random distribution (Chanson, 
2004).  When M=1, it is a normal distribution.  The standard deviation, σ, may be used as 
a length scale for spreading, and for a Gaussian distribution, the width of the dispersing 
cloud can be approximated by 4σ (Fischer, et. al. 1979). 
Chanson goes on to discuss how a solid boundary in the line of flow of a slug 
mass affects the spreading and concentration of the contaminant source.  Chanson uses 
the method of superposition, or method of images, to describe this flow.  Though there is 
no mass flux through any solid wall or boundary, the spreading pattern is modeled as 
though there was a second source released at the same distance from the boundary as the 
original source and that source did penetrate through the boundary, as shown in Figure 
2.1.  The mirror image of the mass slug is modeled on the opposite side of the boundary.  
The concentration profile that crosses the boundary to the real source side is then added 
to the original concentration to reflect how the mass slug would move due to the 
boundary.  This method can be used to solve problems with straight or curved 
boundaries.   
 8 
 
Figure 2.1: Spread of concentration at the origin with one boundary redrawn based on 
Figure 5.5 in Environmental Hydraulics of Open Channel Flows (Chanson, 2004). 
   
Advection is another type of contaminant transport induced by a current.  
Chanson assumes that advection and diffusion are separate entities but have additive 
properties.  For advection, the fluid velocity, V, is taken into account in the total mass 
transport equation given by: 
𝑚 = 𝑉𝐶𝑚 +  −𝐷𝑚
𝜕𝐶𝑚
𝜕𝑥
          (4) 
In Eqn. 4, the VCm term is the advective flux and the other is the diffusive flux.   
Horizontal transport of pollutants in air is more rapid than vertical transport due to 
wind in the horizontal direction.  Because there is convection in the atmosphere, vertical 
transport occurs more quickly than calculated by molecular diffusion alone, as stated by 
Boeker and van Grondelle (1999).  Turbulence in the atmosphere will cause mixing and 
dispersion for both types of transport.  After that, the movement of the air cloud depends 
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on the temperature gradient of the ambient air.  To calculate the dispersion of the air 
pollutant, the following basic Gaussian equation can be used: 
𝐶 =
𝑄










2       (5) 
where C is the concentration of the pollutant, and the σ terms are analogous to the eddy 
viscosities and can be found empirically. 
2.2 Surface Roughness 
 
The above equations describe the transport of pollutants in various geometries and 
for various release conditions.  The spreading rate of the clouds, as parameterized by the 
σ terms is influenced by many different parameters including the surface roughness of the 
local terrain.  This is typically parameterized in terms of a surface roughness length scale 
Zo. This is an artificial length scale that is derived from the geometry of individual 
roughness objects, such as trees and buildings. 
There is no direct method for calculating the surface roughness height, but two 
methods, the geometrical and experimental, are used to estimate this parameter (Ghorghi 
and Karimpour, 2009).  The geometric method uses the dimensions and the spatial 
density of the surface roughness elements to find the surface roughness height.  
Sometimes considered is the frontal area exposed to the wind velocity profile and the 
spatial density of the surface roughness elements when evenly spaced.  Some equations 
proposed are based on the total area, the area exposed to wind, and the frontal surface 
area, whereas, other models used an estimation for a rural town or city that involved the 
roughness height of the element and the area occupied by the roughness height element.  
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Yunqiu Jia and Sill (1997) consider the effect of spacing of the element on Zo, though 
these studies were done for cubes, so the roughness height may vary for other shapes.   
As explained by Minvielle (2003), porosity, which can be used to characterize 
vegetation, is important because there is a difference between porous obstacles and 
completely compact obstacles.  This applies mainly to estimating wind erosion since the 
presence of porous materials help fight against erosion.  Others, such as MacDonald 
(1998), proposed ways to estimate Zo based on analysis of measured velocity profiles.   
2.3 SLAB 
SLAB (Ermak, 1990) is a computer model that uses various conservation 
equations to simulate outcomes for different denser-than-air gas release situations.  Any 
of four possible releases can be simulated: a ground-level evaporating pool, an elevated 
horizontal jet, a stack or elevated vertical jet, and an instantaneous finite volume gas 
release. Through solving the conservation equations of mass, momentum, energy, and 
species, the atmospheric dispersion of the release can be calculated.  To simplify these 
equations, they are spatially averaged with the cloud and modeled in one of two modes.  
Releases can be treated as either a steady state plume (continuous release) or as a 
transient puff (instantaneous release).  The steady state plume conservation equation is 
obtained by averaging the conservation equations over the cross wind directions, with the 
downwind distance as the only independent variable (Zeman, 1982).  For the transient 
puff mode equation, the conservation equations are averaged over all three spatial 
regions, with the downwind travel time as the only independent variable.  For a finite 
duration release, the cloud dispersion is initially treated as a steady state plume and 
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remains in the plume mode until the source is no longer active.  Once the source is no 
longer active, the cloud dispersion is treated as a transient puff, and all dispersion from 
that point on is calculated using the transient puff mode.  Solving the spatially averaged 
conservation equations for either the plume or puff dispersion modes gives spatially 
average cloud properties. 
The basic conservation equations used by SLAB are presented below.  These are 
the equations used in the steady state plume mode in which the independent variable is 
the downwind distance, x.  The transient puff mode equations are very similar, except the 
independent variable is the downwind travel time, t. Note that ( )’ indicates the spatial 
derivative, that is ( )’=d( )/dx and the  momentum equations are given for grounded 
clouds. 
The equations used by SLAB are: 
Species           
 (𝜌𝑈𝐵𝑕𝑚)′ = 𝜌𝑠𝑊𝑠𝐵𝑠          (6) 
Mass             
 𝜌𝑈𝐵𝑕 ′ = 𝜌𝑎 𝑉𝑒𝑕 + 𝑊𝑒 + 𝜌𝑠𝑊𝑠𝐵𝑠       (7) 
where We and Ve are given by: 
𝑊𝑒 =
 3𝑎𝑘𝑈𝑒∗𝑔(1 − 𝑕 𝐻 )
∅(𝑕 𝐿 )
 





Energy            
 𝜌𝑈𝐵𝑕𝐶𝑝𝑇 
′
= 𝜌𝑎(𝑉𝑒𝑕 + 𝑊𝑒𝐵)𝐶𝑝𝑎𝑇𝑎 + 𝜌𝑠𝑊𝑠𝐵𝑠𝐶𝑝𝑠𝑇𝑠 + 𝑓𝑝𝑐 + 𝑓𝑡    (8) 
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X-Momentum         
 𝜌𝑈𝐵𝑕𝑈 ′ = −0.5𝛼𝑔𝑔  𝜌 − 𝜌𝑎 𝑕
2𝐵 ′ + 𝜌𝑎 𝑉𝑒𝑕 + 𝑊𝑒𝐵 𝑈𝑎 + 𝑓𝑢    (9) 
Y-Momentum          
 ρUBhVg 
′
= g ρ − ρa h
2 + fvg        (10) 
Z-Momentum            
𝑊𝑐 = −𝑉𝑔 ∙ 𝑍𝑐 𝐵          (11) 
Half-width Equations          
𝑈𝐵′ =  𝜌𝑎 𝜌  𝑉𝑒 + 𝑉𝑔          (12) 
𝑈𝑏′ = 𝑉𝑔 ∙ 𝑏 𝐵          (13) 
Height Parameter Equation         
𝑈𝑍𝑐 ′ = 𝑊𝑐           (14) 
Equation of State           
𝜌 = 𝜌𝑎 ∙ 𝑇𝑎 [𝛼 ∙ 𝑇 + 𝛾 ∙ 𝑇𝑎]         (15) 
where 



















𝛾 = (𝜌𝑎 𝜌𝑤𝑙 ) ∙ 𝑚𝑤𝑑 + (𝜌𝑎 𝜌𝑠𝑙) ∙ 𝑚𝑒𝑑   
In the above equations, x is the downwind distance, ρ is the density, U is the 
velocity of the cloud in the direction of the wind, B and h are the cloud half width and 
height, m is the mass concentration, Cp is specific heat, T is the temperature, fpc is the 
phase change energy, ft is the ground heat flux, Vg is the horizontal crosswind gravity 
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flow velocity, and fu and fvg are the downwind and crosswind friction terms.  The 
subscripts “a” and “s” refer to the ambient air conditions and the source properties, 
respectively.  The variables Ve and We, defined in Eqn. 7 are the horizontal and vertical 
entrainment rates, respectively, and are primarily functions of the entrainment velocity 
and the friction velocity (Kantha, Phillips and Azad, 1977).  The vertical entrainment rate 
is formulated in SLAB based on experimental data (Clauser, 1954; Bakke, 1957; Ellison 
and Turner, 1959; Lilly, 1968; Deardorff and Willis, 1982).  The effective velocity is Ue*, 
and а and k are constants with values of 1.5 and 0.41, respectively.  The Monin-Obukhov 
function, Φ(h/L), is a function of the Monin-Obukhov length (Golder, 1972).  In the 
horizontal entrainment rate equation (Ve), the Va term accounts for plume meander, and 
the Vj term represents an increase in Ve over the ambient level and is due to shear 
between the plume and ambient atmosphere.  For a high speed, lofted jet situation, We 
and Ve are approximately equal.  The vertical source injection velocity is Ws.  A diagram 




Figure 2.2: Schematic of variables redrawn based on Figure 3 in the SLAB user 
manual (Ermak,1990). 
To solve these equations, SLAB rearranges the conservation equations and 
defines new variables to provide more accurate results.  The basic model equations for a 
steady state plume are given in equations 6-15.  A variable, R=ρUBh, is defined.  It is 
common to the first six equations.  By substituting R into the left hand side of Eqn. 7, 
making it R’, this new form of the equation is integrated in SLAB using the Runge-Kutta 
method, which is also the method used for the integration of all the basic conservation 
equations.  Once R is found, Eqn. 6 is integrated, and an expression for the average cloud 
mass concentration is determined.  By defining the net ground heat flux and the net phase 
energy change in Eqn. 8, the equation can be solved by substituting in Eqns. 6 and 7 and 
integrating to give an equation for the average cloud temperature.  If there are no liquid 
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droplets in the cloud, the density, ρ, can be calculated from Eqn. 15.  To make solving 
Eqn. 9 less complicated, it is expressed in an analytical form that includes the net ground 
friction and the drag at the top of the cloud.  Equation 9 can be solved by again 
substituting Eqns. 6 and 7 into 9 and integrating.  This gives a cubic equation for 
velocity.  The ambient wind velocity term is then replaced with the average ambient wind 
velocity term, and this new equation is integrated using Simpson’s rule.  If no positive 
real solution is found to the cubic velocity equation, the source area is increased until a 
real solution is found.  For solving Eqn. 10, a gravity flow function (G=R·Vg) is defined.  
The derivative of this function (G’=g[ρ-ρa]h
2
+fv) is set equal to the right hand side of Eqn. 
10, and this new equation is integrated, again using the Runge-Kutta method.  The 
vertical velocity solution, Eqn. 11, is solved in the same manner.  The remaining three 
equations are solved using the Runge-Kutta method, and the cloud height, h, is calculated 
from rearranging the equation for R so that it is solved for h.   
The equations for the transient puff mode are solved in a similar manner.  When 
transitioning from the plume to puff mode, the time of the transition is needed, as well as 
the cloud length and center of mass at this time.  The transition from steady state plume 
to transient puff is taken to be the time at the end of the source release, tsd.  The cloud half 
width at this time is defined so that it requires the volume averaged cloud properties from 
the transient puff to equal the cross wind averaged cloud properties of the steady state 
plume at the time and downwind location of the transition.  SLAB also requires that, at 
the transition, the averaged crosswind cloud properties and the corresponding averaged 
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volume properties be equal.  This ensures that the cloud properties are continuous when 
transitioning from the plume mode to the puff mode. 
2.4 DEGADIS 
DEGADIS is an Environmental Protection Agency modeling program that was 
designed to model the atmospheric dispersion of area source dense clouds released at 
ground level with no initial momentum (Spicer and Havens, 1989).  The release is 
assumed to be over flat and level terrain.  The model describes the gravity driven flow of 
the dispersion as well as the entrainment of the released gas into the atmospheric 
boundary layer.  A jet-plume model is also included within DEGADIS that was adapted 
from a model by Ooms, Mahieu, and Zelis (1974).  This model was made up of 
simplified mass, momentum, and energy balance equations that estimated the trajectory 
and dilution of dense gas jets.  The jet-plume model in DEGADIS predicts the trajectory 
and dilution of a jet release that is vertically oriented.  This orientation of the jet is the 
only direction available for jet releases within DEGADIS.  Once the jet plume reaches 
ground level, DEGADIS predicts the dispersion of the ground-level plume.  Within the 
jet-plume model, the Runge-Kutta-Gill method of integration, which is also used in 
DEGADIS, adjusts the integration step size automatically.  This helps to improve model 
efficiency.  For both of the models, an unobstructed flow field is assumed.  The jet-plume 
model assumes a logarithmic wind profile, while the DEGADIS instantaneous release 
model assumes a power law wind profile that is consistent with the logarithmic wind 
profile.    
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Four different flow regimes can be modeled using DEGADIS.  They are jet, 
buoyancy-dominated, stably-stratified, and passive dispersion releases.  The jet-plume 
model is used for the jet release, and DEGADIS is used to model the other three.  Gas jet 
releases are modeled as vertically upward aimed releases of pure material into the flow 
field, and it assumed that the jet is discharged from a circular opening with a constant 
velocity profile.  The fundamental balance equations for the jet-plume model are as 
follows: 





= 0         (16) 





= 𝐸1 + 𝐸2 + 𝐸3        (17) 





= 𝑢𝑎 𝐸1 + 𝐸2 + 𝐸3 + 𝑐𝑑𝑃𝑒𝜌𝑎𝑢𝑎
2 𝑠𝑖𝑛3𝜃 2    (18) 
where  
𝐸1 = 𝛼1𝜌𝑎𝑃𝑒𝑈𝑐           (18a) 
𝐸2 = 𝛼2𝜌𝑎𝜌𝑎𝑃𝑒  sin 𝜃 cos 𝜃        (18b) 






 cos 𝜃      (18c) 
Z-Direction Momentum Balance        
𝑑
𝑑𝑠
 𝜌𝑢 𝑢𝑠𝑖𝑛𝜃 𝑑𝑅′
𝑅′




   (19) 
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In the above equations, R’ is an ellipse or circle, Pe is the perimeter of R’, 
(E1+E2+E3) represents air entrainment into the jet plume by near-field entrainment, 
entrainment from cross-flow velocity, and the atmospheric air entrainment from a passive 
plume, respectively.  In Eqn. 18a, α1 is an entrainment coefficient equal to 0.028 (List, 
1982) and provides air entrainment consistent with Ooms’ predictions (1972).  Equation 
18b is based on Richards (1963) with α2 equal to 0.37, and the Uasinθ term represents the 
velocity perpendicular to the plume centerline.  Though this equation is different than 
Ooms’ equation, it is consistent with it.  In Eqn. 18c, k3 is a constant, and σy,a and σz,a  are 
the ambient vertical and horizontal Pasquill-Gifford dispersion coefficients, respectively.  
A drag force term is added to the right side of Eqns.18 and 19, which is assumed to act at 
right angles to the jet-plume trajectory.  The variable u is the ambient wind velocity, ua is 
the ambient average velocity and is considered constant for the evaluation of the 
integrals, ρ is the density of the gas-air mixture, ρa is the air density, and g is gravity.  The 
term cd is equal to 0.2.  The contaminant is assumed to mix adiabatically with ambient 
air; because the adiabatic mixing properties are calculated beforehand, an energy balance 
is not needed.  For the above equations, six constants (k1-k6) are also defined by 




Figure 2.3: Schematic of jet-plume model redrawn based on Figure III.1 in the 
DEGADIS user manual (Spicer and Havens, 1989). 
To make the evaluations of the integrals on the left hand side of the equations 
easier, R’ is approximated by a rectangle that has the area of the ellipse it is representing.    
The gravitational force term in Eqn. 4 is solved by the following equation: 
Gravitational Force      
 𝑔 𝜌𝑎 − 𝜌 𝑑𝑅′𝑅′ = 𝑘1𝑔𝛾𝑐𝑐𝜍𝑦′𝜍𝑧′        (20) 
In the gravitational force equation, γ is the ratio of (ρa-ρ)/c, cc is the centerline 
concentration, σy’ is the concentration profile parameter in the y’ direction, σz’ is the 
concentration profile parameter in the z’ direction, and k1 is constant.  To solve Eqns. 16-
19, a system of ordinary differential equations are set up as a matrix for contaminant 
mass balance, total mass balance, z-direction momentum balance, x-direction momentum 
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balance, and the six k constants.  This matrix is solved to find six unknowns, cc, γ, uc (jet-
plume excess velocity), θ (angle between plume axis and horizontal), σy’, and σz’.   
The DEGADIS dense gas dispersion model incorporates techniques and 
procedures by van Ulden (1979, 1983).  The fundamental equations solved by the model 
are as follows: 








    (21) 






         (22) 





2          (23) 
Volume of head          
𝑉𝑕 = 𝜋av
2bv R − Rh Hh
2        (24) 
Layer –Averaged Velocity       
𝑢𝑕 = 𝑢𝑓  
𝑅𝑕
𝑟
           (25) 
𝑑𝑅
𝑑𝑡
= 𝑢𝑓           (26) 
Equations 21-26 are solved to determine ρ, Ht, Hh, V, Ph, and Pt when Hh>Ht.  
Equation 22 follows Simpson and Britter (1979).  In the above equations, Δ is the ratio of 
(ρ-ρa)/ρ, R is the gas source radius, Ht is the height of the tail in density driven flow, Hh is 
the height of the head in density driven flow, uf is the cloud front velocity, H is the 
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characteristic release depth of the cloud, Rif is the Richardson number associated with 
frontal velocity, and r is the radial distance to jet-plume axis.  The variables av, bv, dv, ev, 
and Є are empirical constants with the values of 1.3, 1.2, 0.64, 20, and 0.59, respectively.  
It is assumed that the head length scales with H1 so that Eqn. 9 can be determined.  In 
Eqn. 10, the layer-averaged velocity is assumed to increase linearly with r.   The initial 
gravity current development is modeled using the following equations: 
Momentum Balance          
𝑑
𝑑𝑡






   (27) 
Dimensions of the Head         
𝑅𝑕 = 𝑅 − 𝑎𝑣𝑏𝑣𝐻𝑕          (28) 
𝐻_𝑕 = (𝑢_𝑓/𝐶_𝐸 )^2  [𝑔∆𝜌  𝜌_𝑎 ]       (29) 
Height of the Tail          




2𝑏𝑣 𝑅 + 𝑅𝑕 𝐻𝑕
2  𝜋𝑅𝑕
2        (30) 
















𝑢𝑓          (32) 
These equations (Eqns. 27-32) determine the momentum of the denser than air 
cloud, and from this, the frontal velocity, uf, is found.  In Eqn. 30, M is the total cloud 
mass.  The schematic of the DEGADIS model can be seen in Figure 2.4 below. 
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Figure 2.4: DEGADIS schematic redrawn based on Figure V.3 in the DEGADIS user 
manual (Spicer and Havens, 1989) by van Ulden (1983).  
In modeling the initial cloud shape, the tail and head height are assumed to be 
constant with respect to the radius.  In Eqn. 27, the first term on the right hand side is the 
static pressure force on the head, and the second term is the drag force on the bottom of 
the cloud.  The DEGADIS model is used when a gas release rate surpasses the potential 
atmospheric take-up rate, and a denser than air secondary source blanket is formed over 
the primary source.  This buoyancy dominated system is modeled using spatially 
averaged properties that include air entrainment at the gravity spreading front through a 
frontal entrainment velocity.  A power law concentration distribution (vertical direction) 
and a modified Gaussian profile (horizontal direction) are used to model downwind 
dispersion.  
2.5 Previous Experiments  
Huq (1996) ran experiments that were performed to study the initial aspect ratio 
of a release on the dilution and entrainment rates of instantaneous, dense liquid releases.  
At the time, mathematical dispersion models were still in early stages, so experimental 
modeling approaches were used as they allowed some control and reliability.  As 
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discussed by Huq, early experimental results showed that flows determined by thermal 
and salinity gradients in a water tunnel had similar values of dilution even though the 
molecular diffusivities differed by two orders of magnitude.  The different experiments 
seemed to be related by the aspect ratio, ho/2Ro, where ho is the initial height, and Ro is 
the initial radius of the container of dense fluid.   The aspect ratio influences the potential 
energy of a release in that a higher potential energy is available for a high aspect ratio 
release as compared to a low aspect ratio for a given volume.  Huq considers a contained 
volume in a sector, Vo, of dense fluid above which lies a lighter fluid as shown in Figure 
2.5.  After the gate holding the dense fluid back is removed, propagation occurred 
because of the pressure forces being out of balance.  The evolution of the leading edge is 





2          (33) 
where g’ is the reduced gravitational acceleration  𝑔′ = 𝑔
 𝜌𝑠−𝜌𝑎  
𝜌𝑎
 , H is the vertical scale 
of the leading edge, and λ is an empirically determined constant between 1 and 1.2 
(Fannelop and Waldman, 1972; Rottman and Simpson, 1980).  This approach depends on 
the assumption that the depth H is independent of the distance R.  This is not valid for 
large times or distances from the release.  The length and time scales for the problem 
presented by Huq, where molecular effects are negligible, are 𝑉𝑜
1 3 






For the presentation of results, these scales are used to non-dimensionalize the length and 
time.  The evolution of instantaneous finite, dense fluid volume releases is dependent on 
 24 
the aspect ratio and the fractional depth, ho/D, which are both non-dimensional groups.  
The variable D is the depth of water.   
Huq’s experiments were performed in a 235 cm long x 40 cm deep x 9.5
o
 sector 
shaped tunnel made from 1.25 cm thick Plexiglas.  The gate was made from aluminum 
and was located at a radius of 32.5 cm for high aspect ratios and 60 cm for low aspect 
ratio runs.  For all the experiments, the buoyancy was changed using cooking salt with 
blue dye added so that it could be seen.  The sector was filled with fresh water and salt 
water where appropriate.  The lock gate was then removed instantaneously, and the 
leading edge of the gravity current was electronically timed and photographed.  The 
tunnel was marked with a grid and used for scaling.  Two series of experiments were 
conducted with the first consisting of eight runs with aspect ratios varying from 0.04 to 
0.62 and a g’o value of 10 cm s
-2
.  The second series consisted of five runs with aspect 
ratios from 0.14 to 0.62 and g’o of 25 cm s
-2
 and 100 cm s
-2
.  Reynolds numbers were 
typically greater than 2000. 
Immediately after the gate was removed, the dense fluid column collapsed.  





.  At a 
low fractional depth, Huq concludes that the structure is similar to steady state gravity 
currents because there is a single front as described by Britter and Simpson (1978).  For 
all releases, a single front formed for t*>6 (Huq, 1996).   
The non-dimensional growth of the front is given by radius 𝑅∗ =  𝑅 − 𝑅𝑜 /𝑉𝑜
1 3 
.  
The front grows from R*
2
 ~2 at t*~3 to R*
2
~25 at t*~25.  For t*>10, the data follows a 
+1 slope.  It was also found that dilution increases linearly with R* for all values of the 
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aspect ratio up to R*~5.  The dilution also increases with the aspect ratio, but not linearly.  
The propagation velocity of the head was found to decrease with t*
-1/2
, and entrainment 
velocities were also found to decrease with time but depended on the aspect ratio.  For 
low aspect ratios, entrainment velocities were proportional to the velocity of the head.  
For high aspect ratios, entrainment velocities were much greater and did not vary with the 
velocity of the head.  As time increased, the influence of the aspect ratio on the 
entrainment velocity decreased.  Huq’s experimental results are shown below in Figure 
2.6. 
 





Figure 2.6: Scaled experimental Huq data re-plotted based on data in Figure 4 of the Huq 





















3. 1 Experimental Setup 
 
In studying the spreading of a release of a dense liquid, a tank that was 
approximately 2.21 m long by 2.21 m wide by 0.71 m deep was used.  To release the 
dense water into the regular water (density of 1.0 g/cm
3
), four cylinders of diameters 7.6, 
11.4 cm, 15.2 cm, and 30.5 cm were used.  To seal the cylinders to the bottom of the 
tank, petroleum jelly was used because the cylinders themselves were not heavy enough 
to stay at the bottom of the tank once it was filled with water.  The height of the 7.6 cm 
cylinder was 36.8 cm, and the height of the other three cylinders was 17.8 cm.  The water 
in the tank was filled to a constant height of 35.6 cm for the three cylinders that were 17.8 
cm high.  The water was filled to 63.5 cm for the 36.8 cm tall cylinder.  To make sure the 
water was filled to a consistent height each time, lines were marked on the side of the 





, and 1.15 g/cm
3
.   
3.2 Experimental Procedure 
While the tank was filling with water, the dense solution of salt and water was 
made.  Salt was added to fresh water in a separate bucket. The density of the salt water 
and the fresh water in the large tank were measured using a density meter.  Once the 
desired density was reached, red food coloring was added to the solution so that the dense 
liquid could be differentiated from the fresh water.  Using a long tube with a valve to 
open and close it, the cylinder in the middle of the tank was filled with the dense solution.  
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Because the colored solution was denser than the fresh water, the cylinder could be filled 
after the tank was filled.  The salt water was added very slowly to ensure that there was 
no mixing between the salt water being added and the fresh water that was already in the 
cylinder.  
Once the tank was filled with water and the cylinder was filled with the dense 
solution, a movie was taken that recorded the release of the salt solution.  The salt water 
was released by lifting the cylinder vertically using a pulley system attached to the roof 
of the laboratory (see Figures 3.1 and 3.2).  A movie was recorded using a digital camera 
until the colored liquid reached the walls of the tank and started to go back towards the 
center.  This movie was then used to find distance versus time plots of the spread of the 
dense cloud by recording the front distance at different movie frames using the video 
timer to record time and a scale drawn on the floor of the tank to record distance.  Figure 
3.3 shows four video images from the release of the dense liquid (note that the images are 
in false color).  A true color image showing the scale marked on the base of the tank is 
shown in Figure 3.4.  This image more clearly shows the thick head of the spreading 
gravity current with the relatively thick trailing flow. 
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Figure 3.1: Cylinder being filled with the dense water. 
 
Figure 3.2: Dense liquid being released from the large cylinder. 
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Figure 3.3: Images of the dense liquid traveling through the tank released from the small 
cylinder. The squares are an array of blocks that were used in preliminary experiments to 




Figure 3.4: Dense liquid release from the 30.5 cm diameter cylinder.  The lines 
seen are the three inch marks so that the distance can be measured for a given time. 
3.3 Parameters Covered 
A list of the experiments performed can be found below in Table 1.  The height to 
which the water in the tank was filled depended on the height of the cylinder.  The water 
was filled to twice the height of the cylinder for consistency, except for the 36.8 cm 
cylinder since the tank was only 71.1 cm high.  For this cylinder, the water height was 
























EA 11.4 17.78 1.05 35.6 
EB 11.4 17.78 1.1 35.6 
EC 11.4 17.78 1.15 35.6 
ED 15.2 17.78 1.05 35.6 
EE 15.2 17.78 1.1 35.6 
EF 15.2 17.78 1.15 35.6 
EG 30.5 17.78 1.05 35.6 
EH 30.5 17.78 1.1 35.6 
EI 30.5 17.78 1.15 35.6 
EJ 7.6 36.83 1.05 63.5 
EK 7.6 36.83 1.1 63.5 
EL 7.6 36.83 1.15 63.5 
 
The aspect ratios (𝐻0/2𝑅0) considered ranged from 0.58 to 4.8. The experiments of Huq 
(1996) ranged from 0.08 to 0.62.  
3.4 Data Analysis 
With the exception of the 7.6 cm diameter cylinders, Digiflow (Dalziel, 2008) 
was used to divide the release video by the background video, leaving the dye as what 
would be visible.  Once a video was made where just the dye was visible, a small strip of 
the video was used to find the distance versus the time of the flow of the dense liquid.  
This generated a curve like that in Figure 3.5.  From this plot, the front distance against 
time data was obtained by measuring points along the edge of the curve.  For the 7.6cm 
diameter cylinders experiments a high definition video recorder was used, the video was 




Figure 3.5: Time (vertical axis) versus distance (horizontal axis) for the 15.2 cm 
diameter cylinder at a density of 1.05 g/cm
3
. 
Each frame of the picture shown in Figure 3.5 equaled 1/24 of a second.  Excel 
was used to calibrate the images so that the distance could be found.  A formula was 
developed for the comparison of pixels in the image to inches in the tank.  The formula 
was given by: 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =
 𝑝𝑖𝑥𝑒𝑙 𝑡−𝑝𝑖𝑥𝑒𝑙 𝑜 
8.35
 where pixelt is the pixel for the radius at time t, 
and pixelo is the initial radius pixel.  This formula gave the distance in centimeters.  A 
point every 1/3 of a second (8 frames) was chosen, and the pixels along the curve for that 
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frame were recorded.  Using an Excel spreadsheet, the total distance the dyed liquid 
traveled every 1/3 seconds was found and plotted as shown in Figure 3.6. 
 
 

























SIMULATION METHODOLOGY AND PARAMETERS 
 
4.1 Simulation Methodology 
Simulations were run to mimic at a large scale the experiments performed in the 
laboratory.  However, exact replication was not possible.  For example, the SLAB and 
DEGADIS models only work when there is a finite wind speed and surface roughness.  
The models also include various atmospheric parameters such as the Pasquill atmospheric 
stability class.  The gas density was set by choosing a particular gas.  An additional 
complication was that the simulation output gave the cloud radius for different cloud 
center locations, as opposed to at different times.  To overcome this problem it was 
assumed that the wind advected the cloud downstream but did not cause it to spread 
laterally.  Therefore, the location of the cloud center was simply the wind speed 
multiplied by the elapsed time.  The simulation output was converted from a radius 
versus distance data set to a radius versus time data set.  
In order to run experiments at essentially zero wind speed, and to verify the 
validity of the timing assumption, a series of simulations were run at a variety of low 
wind speeds.  The spreading rate was measured for each wind speed.  For low wind 
speeds the spreading rate was the same for different wind speeds demonstrating that the 
density was the dominant dispersion driver.  A plot of the front movement versus time for 
a low wind speed is shown in Figure 4.1. 
 36 
 
Figure 4.1: Plot of with wind plume spread (x-direction) versus no wind plume 
spread (y-direction) for a wind speed of 1E-6m/s.  CA, CB, and PA are defined below in 
Tables 4.1 and 4.2. 
Figure 4.1 Shows the x-direction plume spread versus the y-direction plume 
spread for two different aspect ratios (CA and CB) and for two different release 
contaminants (CA and PA).  There is a 1 to 1 relationship between the x-direction spread 
and the y-direction spread.  This confirms the assumption that for low wind speeds, the 
plume spreads under its own weight and does not spread due to the wind alone because 
the plume in the y-direction is not affected by the wind but travels the same distance as 
the plume does in the x-direction.  From this graph it can also be seen that the aspect ratio 
does affect how far the plume spreads (CB travels further than CA).  The contaminant 






































4.2 Simulation Setup 
Simulations were run in both SLAB and DEGADIS for different aspect ratios and 
different gases being released (chlorine and propane).  The density used for chlorine gas 
was 3.17 kg/m
3
.  A neutral atmosphere was assumed with a very low wind speed 
(0.000001 m/s).  The ambient temperature was 293 K for all simulations and a relative 
humidity of 5% was used.  The surface roughness was taken to be 0.0001 m for each 
simulation in order to keep the surface as smooth as possible to replicate the laboratory 
experiments.  The default values for the gas released given by SLAB and DEGADIS 
were used for both models.  This included parameters such as the molecular weight, the 
vapor heat capacity, boiling point temperature, heat of vaporization, liquid heat capacity, 
liquid density, and the saturated pressure constants. All the atmospheric parameters were 
set at the default values and the stability class was set to D (neutral).  The parameters 











Table 4.1: SLAB parameters for Chlorine. 
Chlorine A B C D E F G H I J 
R (m) 0.5 0.5 0.5 0.5 1 1 1 2 2 2 
H (m) 0.5 1 2 5 0.5 1 2 0.5 1 4 






















           
Source Type 4 4 4 4 4 4 4 4 4 4 
substeps 1 1 1 1 1 1 1 1 1 1 



















vapor heat cap. (J/kgK) 498.1 498.1 498.1 498.1 498.1 498.1 498.1 498.1 498.1 498.1 
boiling point temp (K) 239.0 239.0 239.0 239.0 239.0 239.0 239.0 239.0 239.0 239.0 
Initial liq. Mass frac.  0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 










0 287840 287840 287840 287840 
liquid heat cap. (J/kg K) 926.3 926.3 926.3 926.3 926.3 926.3 926.3 926.3 926.3 926.3 
liquid density (kg/m^3) 1574.0 1574.0 1574.0 1574.0 1574.0 1574.0 1574.0 1574.0 1574.0 1574.0 
sat. press const 1978.3 1978.3 1978.3 1978.3 1978.3 1978.3 1978.3 1978.3 1978.3 1978.3 
sat. press const -27.01 -27.01 -27.01 -27.01 -27.01 -27.01 -27.01 -27.01 -27.01 -27.01 
temp of source (K) 293.0 293.0 293.0 293.0 293.0 293.0 293.0 293.0 293.0 293.0 
mass source rate (kg/s) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 





















cont. source duration 
(s) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 





















source height (m) 0.005 0.005 0.005 0.005 0.005 0.005 0.005 0.005 0.005 0.005 
conc. avg. time (s) 10.0 10.0 10.0 10.0 10.0 10.0 10.0 10.0 10.0 10.0 
max downwind dist. 
(m) 50.0 50.0 50.0 50.0 50.0 50.0 50.0 50.0 50.0 50.0 
height of conc. Calc (m) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
surface roughness ht 
(m) 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 
amb. Measurement ht 
(m) 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 





















amb. Temp (K) 293.0 293.0 293.0 293.0 293.0 293.0 293.0 293.0 293.0 293.0 
rel. humidity (%) 5.0 5.0 5.0 5.0 5.0 5.0 5.0 5.0 5.0 5.0 
Stab Class val. (D)=4 4.0 4.0 4.0 4.0 4.0 4.0 4.0 4.0 4.0 4.0 
inv. Mon. obukhov len 
(1/m) -1.0 -1.0 -1.0 -1.0 -1.0 -1.0 -1.0 -1.0 -1.0 -1.0 
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Table 4.2: SLAB parameters for Propane. 
Propane A B C D E F G H I J 
R (m) 0.5 0.5 0.5 0.5 1 1 1 2 2 2 
H (m) 0.5 1 2 5 0.5 1 2 0.5 1 4 






















           
Source Type 4 4 4 4 4 4 4 4 4 4 
substeps 1 1 1 1 1 1 1 1 1 1 





















vapor heat cap. (J/kgK) 1678 1678 1678 1678 1678 1678 1678 1678 1678 1678 
boiling point temp (K) 231.1 231.1 231.1 231.1 231.1 231.1 231.1 231.1 231.1 231.1 
Initial liq. Mass frac.  0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 












0 425740 425740 425740 425740 
liquid heat cap. (J/kg K) 2520.0 2520.0 2520.0 2520.0 2520.0 2520.0 2520.0 2520.0 2520.0 2520.0 
liquid density (kg/m^3) 500.5 500.5 500.5 500.5 500.5 500.5 500.5 500.5 500.5 500.5 





















sat. press const -25.16 -25.16 -25.16 -25.16 -25.16 -25.16 -25.16 -25.16 -25.16 -25.16 
temp of source (K) 293.0 293.0 293.0 293.0 293.0 293.0 293.0 293.0 293.0 293.0 
mass source rate (kg/s) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 





















cont. source duration 
(s) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 





















source height (m) 0.005 0.005 0.005 0.005 0.005 0.005 0.005 0.005 0.005 0.005 
conc. avg. time (s) 10.0 10.0 10.0 10.0 10.0 10.0 10.0 10.0 10.0 10.0 
max down wind dist. 
(m) 50.0 50.0 50.0 50.0 50.0 50.0 50.0 50.0 50.0 50.0 
height of conc. Calc (m) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
surface roughness ht 
(m) 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 
amb. Measurement ht 
(m) 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 





















amb. Temp (K) 293.0 293.0 293.0 293.0 293.0 293.0 293.0 293.0 293.0 293.0 
rel. humidity (%) 5.0 5.0 5.0 5.0 5.0 5.0 5.0 5.0 5.0 5.0 
Stab Class val. (D)=4 4.0 4.0 4.0 4.0 4.0 4.0 4.0 4.0 4.0 4.0 
inv. Mon. obukhov len 
(1/m) -1.0 -1.0 -1.0 -1.0 -1.0 -1.0 -1.0 -1.0 -1.0 -1.0 
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Table 4.3: DEGADIS parameters for Chlorine. 
Chlorine A B C D E F G H I J 
R (m) 0.5 0.5 0.5 0.5 1 1 1 2 2 2 
H (m) 0.5 1 2 5 0.5 1 2 0.5 1 4 






















Density (kg/m3) 3.17 3.17 3.17 3.17 3.17 3.17 3.17 3.17 3.17 3.17 




(kg/s) 1.2449 2.4897 4.9794 
12.448









Roughness 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 
Avg. Time (s) 1 1 1 1 1 1 1 1 1 1 
Rel. Humidity 5 5 5 5 5 5 5 5 5 5 
Ref. Height (m) 1 1 1 1 1 1 1 1 1 1 
 
 
Table 4.4: DEGADIS parameters for Propane. 
Propane A B C D E F G H I J 
R (m) 0.5 0.5 0.5 0.5 1 1 1 2 2 2 
H (m) 0.5 1 2 5 0.5 1 2 0.5 1 4 






















Density (kg/m3) 1.82 1.82 1.82 1.82 1.82 1.82 1.82 1.82 1.82 1.82 















Roughness 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 
Avg. Time (s) 1 1 1 1 1 1 1 1 1 1 
Rel. Humidity 5 5 5 5 5 5 5 5 5 5 










EXPERIMENT AND SIMULATION RESULTS 
 
5.1 Raw Experimental Data  
A plot of the raw experimental data is given in Figure 5.1. Clearly there is a wide 
range of front spreading rates for different buoyancy values and cylinder sizes.  In order 
to understand the cloud spreading behavior, non-dimensional plots of them are required.  
  
Figure 5.1: Raw data showing distance versus time.  The variables are those mentioned in 
Table 3.1.   
Figure 5.1 represents a sub-set of the experimental data collected as part of this 






























additional data is presented in Appendix A to avoid clutter in the data presentation in the 
main body of the thesis.  
5.2 Velocity Scaling  
The spread of the dense salt water in the tank is a function of the following 
parameters: 
− the height of the cylinder, ho 
− the height of water in the tank, Htank 
− the radius of the cylinder, Ro 
− the radius versus time, R 
− the time, t 




Note that this assumes that the Reynolds number is large enough such that viscous forces 
can be ignored. Typical Reynolds numbers for the experiments were of the order of 
30,000.  This Reynolds number is based on the initial buoyancy, initial cylinder height, 
and the approximate height of the cloud after release.  The Reynolds number equation is 
given by: 𝑅𝑒 =
𝜌 𝑔′𝑜𝑕𝑜
𝜇
𝑕.  From the five parameters listed above, four dimensionless 
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The tank to cylinder depth ratio will only be important if the height of the cloud 
head is a significant percentage of the tank water depth, as this will result in significant 
counter-flow above the cloud.  This was not the case for the experiments performed so 
this parameter was ignored.  Plotting Φ versus  for the data in Figure 5.1 should show 
the data collapsing onto a series of curves for different cylinder aspect ratios. Shown 
below in Figure 5.2 is the scaled data using the velocity scaling method.  From this graph, 
it can be seen that the data from the same cylinder size collapses close to a single line, 
especially for the largest (red) and smallest (blue) cylinders.  Data collapse for each 
aspect ratio indicates that the assumption regarding the Reynolds number is valid.  In 
Figure 5.3, the experimental data was scaled using velocity scaling and the non-
dimensional parameter, ψ.  From this graph it can be seen that there is not much 
difference in how the data collapses when ψ is used for scaling instead of Φ. 
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Figure 5.2: Non-dimensionalized experimetnal data. In the legend the letters refer to the 
figure notations used in Table 1 to identify the size of the release cylinder as well as the 






























Figure 5.3: Velocity scaling using the non-dimensionalized parameter ψ to scale the data. 
5.3 Huq Scaling method 
The second method used to scale the data is that presented by Huq (1996).  This 
method incorporates the aspect ratio into the scaling so that data for all aspect ratios 
collapse onto one line. The distance the dense liquid spread, R, was non-dimensionalized 
along with the time, t.  The spread of the water in the tank was a function of the following 
parameters: 
− the radius of the cylinder, Ro 
− the radius versus time, R 
− the height of salt solution in the cylinder, ho 
− the volume of salt water in the cylinder, Vo=πRo
2
ho 







































As 𝑉0 = 𝜋𝑟0
2𝐻 = 𝜋𝑟0
3𝜓, this scaling can be re-written in terms of the initial scaling and 









A plot was then made of R*
2
 versus t*, and can be seen in Figures 5.4 and 5.5.  In 
the plots, the data collapse is better than shown for the simple scaling approach of Figure 
5.2.  However, there is still some spread in the data most likely due to error in the initial 
density of the release due to mixing while filling the cylinder.  The log-log scale plot 
seems to indicate that the front movement follows a power-law function (this assumption 
is discussed further in Section 5.7).  The simulation data is over a much larger domain 
size.  Therefore, the log-log scale plot is presented so that the experimental and 
simulation data can be presented on the same plot later in this chapter.  The slope of the 
data on the log-log scale is approximately 1 as suggested by Huq (1996). 
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Figure 5.5: Log-log scale plot of the experimental data scaled using the method of Huq 
(1996). Also shown is a line with a slope of 1 as predicted by Huq. 
5.4 Simulation results 
Below the simulation results are presented in the same format as above.  Each 
data set is plotted as raw data, velocity scaled data that ignores the release aspect ratio, 
and scaled using the method of Huq (1996).  The legend on each plot relates back to the 
parameters given in Chapter 4.  Figures 5.6 through 5.9 show the Chlorine simulations 
for SLAB and DEGADIS, respectively.  The same data scaled using the velocity scaling 
technique are shown in Figures 5.10 and 5.11.  The Huq (1996) scaled data is shown in 





















Figure 5.6: Raw data from SLAB chlorine simulations with a linear scale.  The legend 
refers to how simulations were classified for SLAB (Table 4.1). 
 






























































Figure 5.8: Raw data from DEGADIS for chlorine on a linear scale.  The legend refers to 
how simulations were classified for DEGADIS (Table 4.3). 
 






























































Figure 5.10: SLAB data for chlorine and propane using velocity scaling. 
 













































































Figure 5.12: Huq scaling for the SLAB data for chlorine and propane.  Since the data 
collapses onto one line, each symbol is not defined. 
 
Figure 5.13: Huq scaling for the DEGADIS data.  Since the data collapses onto one line, 



























Similar scaling trends can be observed in both simulation data sets.  The first 
scaling that ignores source release aspect ratio separates the data into bands representing 
different aspect ratio release geometries.  The Huq (1996) scaling collapses each data set 
onto a single line.  However, the single Huq scaled line is different for the two simulation 
models.  From Figure 5.12 it can be seen that there are two separate power law trends in 
the SLAB data (from t* values of 1E1 to 1E3 and from t*values of 1E4 to 1E6).  There 
seems to be a transition area between the two regimes (between t* values of 1E3 and 
1E4).  This transition might be due to the flow changing as greater distances from the 
initial center of the release are reached.  
5.5 Comparison of Results 
Figure 5.14 shows the experimental data, SLAB and DEGADIS simulation data, 
and the experimental data of Huq (1996) on a single plot.  Clearly, there is some 
agreement between the two sets of experiments and the SLAB data.  The DEGADIS data, 
however, is substantially different.  Possible explanations for this discrepancy are 
discussed in Chapter 6.  
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Figure 5.14: All data scaled using Huq’s method.  The black squares are the DEGADIS 
data, the black circles are the SLAB data, the red diamonds are Huq’s data, and the rest 
are the experimental results. 
From Figure 5.14, it can be seen that the data from the experiments for this thesis 
extend far beyond the data from Huq.  Huq’s data only reaches t* values of about 25 
whereas the experimental data for this thesis reach t* values of almost 70.  The Huq data 
had aspect ratios (ho/2Ro) varying from 0.04 to 0.62, whereas the experiments for this 
thesis had aspect ratios that varied from 0.58 to 4.83.      
5.6 Box Model Scaling 
 After further looking into how Huq scaled the data, it was discovered that there 











Huq Scaling: All Data
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scaling.  Box models assume something about the shape of the propagation front of a 
cloud, and for this model it was that the Froude number was equal to a constant, λ.  The 
equation for the front movement can be seen in Eqn. 35, the initial cylinder volume is 




= 𝜆          (34) 
𝑑𝑅
𝑑𝑡
= 𝜆 𝑔′𝐻           (35) 
𝑉𝑜 = 𝜋𝑅𝑜
2𝑕𝑜            (36) 
𝑔′𝑜𝑉𝑜 = 𝑔′𝑜𝜋𝑅𝑜
2𝑕𝑜 = 𝑔′𝑉         (37) 
For a cylindrical cloud, Eqn. 35 can be re-written as seen in Eqn. 38 by using the 






           (38) 
This equation basically states that the change in radius versus time is given by some 
constant divided by R.  The basic equations given in Eqns. 34-37 are also solved for the 
spreading of a vortex ring with the volume of the vortex ring given by 𝑉 = 2𝜋𝑅(𝜋𝐻𝑊) 
where W is the width of the vortex ring and is a linear function of the radius given by 







            (39) 
Equation 39 also gives the rate of change of the radius as a function of some constant 
divided by R.  This gives the same function for the radius versus time for two different 
shapes which shows that this method works for scaling the data.  To scale the data, the 
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general form of the rate of change of radius equation, Eqn. 40, is integrated to get Eqn. 
41.   
𝑑𝑅
𝑑𝑡
= 𝜑 𝑔′𝑜𝑉𝑜           (40) 
𝑅2 − 𝑅𝑜
2 = 𝜑 𝑔′𝑜𝑉𝑜𝑡         (41) 
Based on Eqn. (41), the scaled front movement using R* and t* is now given by 
 𝑅∗2−𝑅𝑜
∗2 = 𝜑𝑡∗ instead of the equation Huq proposed,  𝑅∗ − 𝑅𝑜
∗ 2 = 𝜑𝑡∗.  The 
difference between the two equations can be seen in Figure 5.15 below for random 
numbers.  Figure 5.16 shows the difference between the old version (Huq) and the new 
version for the experiment defined by EL in Table 3.1.  Figure 5.17 shows the data in 
Figure 5.14 using the new method.  As can be seen in Figure 5.15 and 5.16, there is a 
larger difference in values between the new and old method as t* increases, but the 
percent error decreases as t* increases.  As also seen in the figures, the new method is not 
that different from Huq’s method, so the only data re-scaled is that seen in Figure 5.17. 
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Figure 5.15: Huq error illustration.  Shown along the x-axis is the scaled position, the left 
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Figure 5.16: Experimental data for EL scaled using both the Huq and New methods. 
 













































5.7 Surface Roughness  
One parameter that was not explored in the experimental component of this thesis 
was the role of surface roughness on the spreading rate of a dense gas cloud.  Surface 
roughness is an input variable for both DEGADIS and SLAB.  Model simulations were 
therefore run in SLAB and DEGADIS for varying surface roughness heights.  Five 
shapes (Ro:ho) were used: 1m:1m, 0.5m:2m, 1m:2m, 2m:4m, and 0.5m:5m.  The surface 
roughness heights chosen were 0.001 m, 0.003 m, 0.005 m, 0.01m, 0.03 m, 0.05 m, 0.10 
m, 0.30 m, 0.50 m, and 1m.  For the shape ratio of 1m:1m, three additional surface 
roughness heights were simulated (2m, 5m, and 10m) to see how the data behaved when 
Zo/ho was larger than one.  For DEGADIS, the model will only run a surface roughness 
up to 0.10 m.   
The data for each of the SLAB and DEGADIS simulations were plotted using 
Huq’s scaling method on a log-log scale.  Power law trend lines (𝑟 = 𝑎𝜏𝑏 ) were fitted 
through each data set.  The coefficient a and exponent b was plotted versus the surface 
roughness height on a semi-log scale.  The SLAB simulation data exhibits two different 
power law behaviors (see figure 5.12), so a plot of the lower SLAB region (Figure 5.18) 
was plotted separately from the upper SLAB region (Figure 5.19).  The DEGADIS data 
can be seen in Figure 5.20.  
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Figure 5.18: Lower SLAB data for different surface roughness heights.  This includes 
surface roughness heights of 2m, 5m, and 10m for the 1 and 1 ratio.  The surface 
roughness heights are on the x-axis and the corresponding coefficient, a, and exponent, b. 
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Figure 5.19: Upper SLAB data for different surface roughness heights.  This includes 
surface roughness heights of 2m, 5m, and 10m for the 1 and 1 ratio. The surface 
roughness heights are on the x-axis and the corresponding coefficient, a, and exponent, b. 
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Figure 5.20: DEGADIS data for different surface roughness heights. 
For Figure 5.18, as the surface roughness increases, the coefficient decreases, but 
the exponent increases.  For the upper data, there does not seem to be a clear trend.  For 
the most part, the exponents seem to increase with surface roughness, but a couple points 
show that the exponent decreases.  The coefficients also seem to have an upward trend 
but there is a large spread in the data.  The coefficients for the upper SLAB data are much 
smaller than those for the lower SLAB data.  This may be due to the plume becoming 
unsteady again as the radius reaches large distances from the release point.  The 
DEGADIS data shown in Figure 5.20 shows no variation in the coefficient, or the 
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The surface roughness height was then scaled by dividing the surface roughness 
by the height of the release.  This data was again plotted on a semi-log scale and can be 
seen for lower SLAB and upper SLAB in Figures 5.21 and 5.22, respectively.  The 
DEGADIS data is not re-plotted as there is no variation in behavior with surface 
roughness height.  The scaling shows the data for varying shapes collapsing into one line 
since the scaling takes the height of the cloud into account.  This is seen for both the 
coefficient and exponent.  The single collapsed data line for the coefficient and exponent 
have the same trend as that found in Figure 5.18 for the un-scaled data.  Figures 5.23 and 
5.24 both show the equations for the power law trend lines and the values of R
2
 for each 
trend line.  Because the R
2
 values are very close to 1, the trend lines are a good fit for the 
data.  It should also be noted that for large Zo/ho values (greater than 1 and less than 10), 
the SLAB model seemed to treat the data simulation in the same way as when Zo/ho was 
less than one.  In the three cases where the surface roughness height was greater than 1, 
the cloud height was up to 10 times smaller than the surface roughness height, yet seemed 
to behave in a similar manner as when the surface roughness height was less than the 
cloud height.  The reason for this should be investigated further in future work.   
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Figure 5.21: Lower SLAB scaled surface roughness data.  This includes surface 
roughness heights of 2m, 5m, and 10m for the 1 and 1 ratio.  The surface roughness 
heights are on the x-axis and the corresponding coefficient, a, and exponent, b. The 
coefficients are the black points and the colored points are the exponents. 
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Figure 5.22: Upper SLAB scaled surface roughness data.  This includes surface 
roughness heights of 2m, 5m, and 10m for the 1 and 1 ratio.  The surface roughness 
heights are on the x-axis and the corresponding coefficient, a, and exponent, b. The 
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Figure 5.23: Power law trend lines fit through the Huq scaled data for lower SLAB for a 
shape ratio of 1:1 and for surface roughness heights of 2m, 5m, and 10m.  The equation 
of the trend line and the R
2
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Figure 5.24: Power law trend lines fit through the Huq scaled data for upper SLAB for a 
shape ratio of 1:1 and for surface roughness heights of 2m, 5m, and 10m.  The equation 
of the trend line and the R
2
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When all the data was compared, it could be seen that the experimental data and 
SLAB simulation data matched when using Huq scaling.  Between t* values of 10 and 
100, a linear trend can be seen that has a slope of 1.  This agrees with Huq’s findings, and 
it can be seen from plotting all the data that the experimental results from Huq are similar 
to those collected for this thesis.  The experiments for this thesis have t* values of almost 
70, whereas Huq’s experiments only went to t* values of about 25.  Therefore, the 
experiments for this thesis further prove Huq’s theory of data approaching a slope of one 
since the experimental data goes further out but still shows the same trend.   Because the 
SLAB data and experimental data scale down similarly, it can be concluded that it is 
possible to model large scale gas releases on a small scale using liquid.   
Using a simple velocity scaling that ignores the aspect ratio of the initial cloud 
collapsed both the experimental and simulation data onto a series of curves, each 
representing a different aspect ratio.  It should then be noted that, regardless of the 
Reynolds number, the data collapsed.  This is even more evident for the SLAB and 
DEGADIS data where velocities for each simulation varied greatly.  Though the 
DEGADIS and SLAB data did not collapse in the same manner, within each model the 
data collapsed onto one line. 
Using the velocity scaling method, it can be seen that the data collapses into lines 
for different aspect ratios regardless of the Reynolds number.  To further analyze the 
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data, the aspect ratio of each release needed to be taken into account.  To do this, Huq’s 
scaling method was used.  For Huq’s method, the aspect ratio is used when non-
dimensionalizing the data.  For the experimental data, SLAB data, and DEGADIS data, 
all aspect ratios collapsed onto one line showing that Huq scaling accurately accounts for 
the aspect ratio. 
As seen in Figure 5.13, comparing all the experimental and simulation data, the 
DEGADIS simulations and SLAB simulations do not agree and give the same results, 
even when scaled.  This could be due to differences in how the conservation equations 
are solved by each model.  Another possibility is that each model does not necessarily 
account for the same parameters.  As seen by the surface roughness simulations, the 
results of DEGADIS are not affected by changing the surface roughness length.  Though 
each model has roughly the same inputs, some are different, such as the liquid density is 
an input for SLAB whereas the release density of the gas is an input for DEGADIS.  
Because of this, the density of the gas had to be used in the instantaneous source mass for 
SLAB.  Another difference is that instead of an instantaneous source mass input in 
DEGADIS, there is only a release rate that can be entered.  In SLAB, the source height is 
entered whereas in DEGADIS, the source radius is entered which could also lead to 
different results.   
From running surface roughness simulations, it was determined that the surface 
roughness input was not used by DEGADIS, as seen in Figure 5.20.  Figure 5.18 shows 
that as the surface roughness increases, the coefficient of the power law trend line 
decreases, but the exponent of the trend line decreases.  It should be noted that the plume 
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does not seem to be impeded by surface roughness heights that are greater than the 
release height.  This should be looked into further seeing as the surface roughness height 
should slow the cloud movement, and for surface roughness heights greater than the 
release height, possibly stop the plume altogether.  For the upper SLAB data shown in 
Figure 5.19, there does not seem to be a clear trend for the coefficient or exponent.  This 
could be due to the plume becoming unsteady as the cloud reaches distances that are far 
from the initial source.      
6.2 Future work 
The differences between the SLAB results and the DEGADIS results should be 
fully investigated to find further discrepancies.  This should involve looking more in 
depth into the conservation equations used by each program, and how each program 
solves those equations.  Differences in the inputs used by each model should also be 
looked at further.  The lack difference of varying the surface length in DEGADIS should 
also be explored since it is clear that higher surface roughness lengths should impede the 
movement of the contaminant plume in some way.  It should also be looked into as to 
why SLAB still shows cloud front movement when the cloud height is less than the 
surface roughness height.   
The affect of obstacles and different arrays of obstacles should be looked into in 
the future.  The scaling of these experiments is complex due to the large number of 
variables added when obstacles are included in the experiment.  Experiments have been 
conducted that involve obstacles of varying arrays, but these plume fronts do not scale 
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down in the same manner in which those covered in this thesis do.  Therefore, scaling 
methods involving obstacles and different arrays should be looked into further.     
Other experiments that would be useful to run would include the ambient wind 
speed.  This can be modeled in experiments using a flume with moving water.  The data 
from these experiments could then be compared to SLAB and DEGADIS simulations in 
which the wind speed is varied.  This would help in further conclusions of whether large 
scale gas releases, as simulated by SLAB and DEGADIS, can be modeled by small scale 
fluid experiments in the lab.  Continuous release situations should also be explored in the 
future using an ambient wind speed.  The models covered in this thesis only simulated 
jets when there was an ambient wind speed.  The models stopped running once the plume 
started to fall down onto the continuous release source.  Another possibility would be to 
find models that simulate vertical jets that point downward.  This way experiments run in 




ADDITIONAL EXPERIMENTAL DATA 
 
Figures B.1 shows raw data front position versus time, and Figure B.2 shows the 
scaled data front position versus time.  Both of these plots are for a single cylinder size 
and a broad range of cloud buoyancies.  The first scaling scheme that does not account 
for the release aspect ratio was used to scale the data.  As with the data presented in the 
Section 5.1 and 5.2, the scaling collapses the data onto a single curve.  The additional 
data is presented here rather than in the main text so as not to unnecessarily clutter the 
data presentation.  It is retained in the appendix to further illustrate the collapse of the 
data when scaled on the buoyancy velocity and initial radius, and that the flow is 
independent of the Reynolds number.   
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Figure B.1: Raw front position plotted against time for a 30.5 cm diameter cylinder filled 


























Figure B.1: Dimensionless front position against time plot for a 30.5 cm diameter 
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