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ABSTRACT
Thomas R. Shafer: Calculation of Beta-decay Rates in Heavy Deformed Nuclei
and Implications for the Astrophysical r Process
(Under the direction of Jonathan Engel)
The rapid neutron-capture process (r process) is responsible for synthesizing approximately half of the
heavy elements in the solar system, but after decades of work the astrophysical site where it occurs is unknown.
Because a very large number of heavy, neutron-rich nuclei are populated during the r process, theoretical
efforts to locate the r-process site require a tremendous amount of nuclear physics input. However, most
nuclei populated during the r process are very neutron-rich and unstable, and many r-process nuclei cannot
be studied experimentally. As a result, the basic properties of a large number of heavy, deformed, short-lived
nuclei must be calculated with reliable nuclear models.
β-decay half-lives are among the most important properties that affect r-process abundances. In this
work we present a new, efficient method for calculating β-decay half-lives of heavy, deformed nuclei: the
proton-neutron finite amplitude method (pnFAM). We apply the pnFAM to calculate half-lives of nuclei that
demonstrate the strongest effects on r-process abundances in the A'80 and A'160 mass regions, including
even-even, odd-A, and odd-odd nuclei. We find that our calculations result in half-lives very similar to those
reported in previous studies, with correspondingly small effects on r-process abundances.
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CHAPTER 1: INTRODUCTION AND MOTIVATION
Nucleosynthesis, the set of processes responsible for forming the atomic nuclei in matter, is a fundamentally
important research area; it has also proven tremendously challenging to understand in full. Because
nucleosynthesis occurs in and near stars, its study is interdisciplinary: beginning with the seminal work of
Burbidge et al. [1] and Cameron [2] nearly sixty years ago, efforts to understand these stellar processes have
required both nuclear physics and astrophysics—theoretical calculations alongside laboratory experimentation
and astronomical observation.
Among the processes required to produce the elements in nature [1, 2], those responsible for nuclei
heavier than iron have proven especially challenging to unravel. In this work we provide new nuclear physics
calculations—β-decay half-lives of heavy, deformed, neutron-rich nuclei—in an effort to better understand
the astrophysical origins of these heavy elements. In particular, we examine nucleosynthesis via the rapid
neutron-capture process (r process), which forms approximately half of the nuclei heavier than iron (see, e.g.,
the reviews [3–5]). In this introductory chapter we summarize the basics of r-process nucleosynthesis and the
importance of improved β-decay half-lives (and improved nuclear physics input in general) to theoretical
r-process studies.
Section 1.1: The origin of the heavy elements
Since the 1950s [1, 2] it has been understood that nuclei are formed in and near stars by a variety of
processes. This nuclear material can subsequently be expelled in a variety of catastrophic processes including
supernovae [2]. However, even the most massive stars can only produce nuclei as heavy as Fe (with Z = 26
protons) in their cores; the formation of heavier nuclei is prohibited by both nuclear and astrophysical
considerations (see Ref. [3] and references therein). The bulk of the nuclear material (and there are of course
many nuclei heavier than Fe, cf. Fig. 1.1) must be made by other means.
The early work of Burbidge et al. [1] and Cameron [2] identified two main processes for nucleosynthesis
beyond Fe: the slow neutron-capture process (s process) and the rapid neutron-capture process (r process).
Beside these two n-capture processes, which make up essentially 100% of the nuclei heavier than Fe [4], a third
process, the p process (see, e.g., the review [7]), forms relatively proton-rich nuclei via proton capture that
cannot be made in the other processes. (There are also further proton-capture processes; for example, the rp
process [8].) More recently, an additional “light element primary process” (LEPP) [9] has been suggested,
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Figure 1.1: The nuclear landscape. Nuclei with experimentally-measured half-lives are shaded light, and
“stable” nuclei with half-lives T1/2 > 109 yr are shaded dark. The N = 50, 82, and 126 and Z = 28, 50, and 82
shell closures are marked with solid lines. The r-process nuclei with A ' 80 (blue circles) and A ' 160 (red
circles) studied in this work are also highlighted past the neutron-rich edge of the experimental measurements.
The experimental data are from nubase2012 [6].
and another new process, the νp process [10–12] (which leverages the large neutrino fluxes in core-collapse
supernovae (CCSNe) to create additional neutrons), has been introduced and suggested to be a candidate
LEPP. These new processes do not change the overall picture of abundances dominated by neutron capture.
Focusing on the n-capture processes specifically, the s process (which operates through neutron capture
that occurs less frequently than β decay, on a time scale of 10–100 years [2]) forms neutron-rich nuclei near
the valley of β stability. The r process operates on much shorter time scales (τ ∼ 1 s) and is necessary
for producing heavier neutron-rich nuclei that cannot be made in the s process [1, 2]. Many nuclei can of
course be formed in varying proportions by both processes (see Ref. [13] and references therein), though a
few elements are understood to be nearly pure s- or r-elements (e.g., Eu is an r-element [14]).
The s process is the better understood n-capture process (see the review [15] as well as Ref. [3] and
references therein), and calculated s-process abundances (e.g., Ref. [14]) are typically used to obtain r-process
residuals via “solar minus s-process” calculations [16, 17] (also see Refs. [3, 4, 13] and references therein).
The r process, on the other hand, has many important questions still unanswered [4], not the least of which
is its astrophysical site.
Section 1.2: The r process
The basic r-process mechanism was initially described in detail by Burbidge et al. [1] and also by
Cameron [2], occurring in regions with both a large neutron fluxes and high temperatures T ∼ 10 GK. In this
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“canonical” or “hot” r process (described in many places, see, e.g., Refs. [3, 4, 18]), neutron capture takes
place on very short time scales, much shorter than β decay (usually written τn  τβ), as a result of the large
number of free neutrons. Lighter seed nuclei (e.g., Fe isotopes) that are produced during the r process and
then exposed to this neutron flux will quickly capture neutrons and form extremely neutron-rich isotopes.
Depending on the conditions, these heavy isotopes may be so neutron-rich as to approach the neutron
drip line (at which point no additional neutrons may be bound to the nucleus). At the high temperatures
described in Ref. [1], however, the r process can reach a statistical equilibrium between neutron capture
and its reverse reaction, photo-dissociation. This (n, γ) (γ, n) equilibrium ensures that somewhat lighter
nuclei are populated instead, as high-energy photons remove the most weakly-bound neutrons from the most
neutron-rich isotopes.
After a long time relative to the n-capture time scale τn, the r process will have formed many neutron-rich,
β-unstable isotopes. Eventually (on the β-decay time scale, ∼ 1–1000 ms) these unstable isotopes will begin to
decay, gaining relative stability by moving towards the valley of β stability by one unit: (Z,N)→ (Z+1, N−1).
The decay products will then repeat the capture-and-decay process as long as free neutrons are still available.
In this way the r process forms very short-lived, neutron-rich isotopes of the heavy elements (Z  26)
very quickly, over just a few seconds. The most neutron-rich scenarios (for example, that of a neutron star
merger [4]) can form such heavy nuclei that fission plays a role as well. This can lead to fission cycling, in
which fission products themselves experience the r process, perhaps eventually leading to additional fissions.
Eventually, the r process begins to wind down as neutron capture and photo-dissociation fall out of
equilibrium [18]. As this happens, β decay begins to take place on approximately the same time scale as (or
faster than) neutron capture and photo-dissociation—the latter processes occur less frequently either due to
lack of neutrons or lowered temperatures [19]. The β-unstable material formed during the (n, γ)  (γ, n)
equilibrium then decays towards stability, and β decay competes with neutron capture and photo-dissociation
for some time. This competition can affect final abundance patterns before n-capture and photo-dissociation
freeze out completely, leaving the material to β decay to stability (see, e.g., Ref. [20]).
We have sketched the basics here, but the full r-process picture seems more complex than only the
“canonical” one. For example, the (n, γ)  (γ, n) equilibrium proposed in Refs. [1, 2] need not exist:
Wanajo [21] introduced a relatively low-temperature condition in which the (γ, n) reactions do not play a
serious role (the “cold” r process). Neutron star mergers (NSMs) are candidate r-process sites that similarly
do not demonstrate such high temperatures (see Ref. [4] and references therein). In these lower-temperature
cases the r process populates neutron-rich nuclei closer to the drip line.
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1.2.1: Abundance features
The fast neutron capture described above is responsible for the hallmark r-process abundance features:
sizable increases in the amounts of nuclear material with the mass numbers A = 80, 130, and 195 [1, 2]. These
features are important as an r-process signature, and theoretical calculations must be able to reproduce them.
The large abundances at these mass numbers are explained by filled neutron shells in a nuclear shell model,
corresponding to the “magic” numbers N = 50, 82, and 126 [22] (also see Refs. [1, 2] and additional references
therein). Closed neutron shells have reduced n-capture cross-sections, and, if captured, an additional neutron
is not very bound [22]. These nuclei also tend to have long β-decay half-lives [18] and are often called r-process
“waiting points.” As nuclear material moves up the nuclear chart to larger values of Z during the r process,
reduced n-capture cross-sections for closed-shell nuclei act to trap nuclear material. (In fact the s process
forms similar features at the slightly larger mass numbers A ' 90, 138, and 208 [1, 2].) These abundance
peaks are formed during the main phase of the r process, i.e., during the (n, γ) (γ, n) equilibrium if one
persists.
In addition to the three primary r-process abundance peaks, there is also a fourth, somewhat smaller,
peak in the region of the rare-earth elements (REEs) with A ' 165. Understanding the formation of this
REE abundance peak has been a challenge, as summarized in Refs. [18, 19] and references therein: Burbidge
et al. [1] suggested the REE peak was formed during the r process as a consequence of nuclear deformation;
and Cameron [2] hypothesized it was due to fission, though this was later deemed unlikely [23]. (Fission
seems to have re-emerged as a potential driver [24] of, or at least as a contributor [19] to, the REE peak.)
Surman and Engel [18] demonstrated nicely that the REE peak is, in fact, caused by a local maximum in
the nuclear shape deformation, but not during the main phase of the r process. Rather, at least for a hot r
process, the peak is only formed at late times after neutron capture and photo-dissociation have fallen out of
equilibrium; changes in nuclear shape deformation weakly mimic a shell closure. Refs. [19, 20] also found this
effect, and Ref. [20] further demonstrated that the REE peak could also be formed during a cold r process
without a prolonged (n, γ) (γ, n) equilibrium, albeit via a slightly different mechanism. Because of the
unique dynamics that govern the formation of the REE peak, its formation can provide additional insight
into the r process [19, 20].
1.2.2: The search for the r-process site
Even after sixty years, the identification of an r-process site producing the abundances described above
has not been accomplished. As discussed in the review [4], the challenge of identifying the r-process site is
immense: the effort requires both nuclear physics and astrophysics, but the contributions from both fields
still contain large uncertainties.
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The uncertainties in nuclear physics input stem from both the neutron richness of the nuclei involved
in the r process and the sheer number of nuclei that are involved to make the heavy elements. Because
the r process forms so many nuclei, accurate and precise abundance calculations for different astrophysical
sites require nuclear physics input for a tremendous number of nuclei including masses, reaction rates, and
fission barriers [25] (see also a summary in Ref. [4]). The neutron-richness of r-process nuclei also means
that few-to-none of these key properties can be measured in current-generation experiments for the most
neutron-rich nuclei [4].
As a result, astrophysical calculations must rely on nuclear physics input derived from separate nuclear
physics calculations. These calculations of nuclear properties have their own uncertainties that are potentially
compounded by extrapolation to regions of high neutron-excess (see Ref. [3] and references therein). Recent
work by Mumpower and collaborators has demonstrated that typical uncertainties in nuclear masses [25] as
well as neutron-capture and β-decay rates [26] remain a serious hindrance to precise predictions of r-process
abundances (see also Ref. [27] and references therein).
Setting aside the nuclear physics component, the astrophysical picture is even less clear [4]. It now
seems likely that there is a distinction between r-process scenarios that form the elements above and below
A ' 140 [28], and these processes have been named the “main” and “weak” r processes, respectively. This
classification may not be set in stone (see, e.g., the reviews [5, 13] and references therein), but is supported
by (1) the “robust” nature of observed main r-process abundances and (2) the scatter in weak r-process
abundances (see, e.g., the reviews [5, 13, 29–31]). It has also been demonstrated over time that observational
data can described by a phenomenological two- or three-component r-process model [32–39].
However, the challenge of identifying the astrophysical sites corresponding to the weak and main r process
remains. The neutrino-driven wind (NDW) of a core-collapse supernova has long been investigated as a
potential r-process site, but modeling these supernovae is extremely complicated (see, e.g., the review [40]).
As increasingly-sophisticated models become available, the NDW no longer appears to be a strong candidate
for a main r process and in fact seems more likely to be proton-rich than neutron-rich (see, e.g., the recent
review [31] and references therein).
On the other hand, neutron star mergers remain intriguing candidates for a main r process. Despite
concerns regarding the compatibility of NSMs with observations in metal-poor stars [41], r-process calculations
with NSMs seem extremely robust (e.g., Refs. [24, 42–44]) in their production of realistic abundances for
the main r process, including the REE peak. Very recent measurements of 244Pu seem to strongly support
neutron star mergers as an r-process source and also to exclude core-collapse supernovae [45]. Thielemann
has subsequently suggested that neutron star mergers are “probably a dominant event in recent galactic
history,” [46] though perhaps magnetorotational core-collapse supernovae [47, 48] may need to be included in
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the picture to explain early r-process abundances.
Indeed, many astrophysical scenarios still seem possible. Combinations of core-collapse supernovae,
magnetorotational core-collapse supernovae, and neutron star mergers can produce solar abundances [49];
neutron star mergers and magnetorotational supernovae can similarly describe galactic Eu abundances [50];
and perhaps magnetorotational core-collapse supernovae can explain both the main and weak r processes [48].
Disentangling this knot will clearly require the continued effort of astrophysics and nuclear physics working
in concert.
Section 1.3: The importance of β decay in r-process calculations
As discussed above, r-process studies require a tremendous amount of nuclear physics input, and many
different nuclear inputs play a role. β decay in particular plays a key role by determining (1) how quickly
nuclear material moves through the waiting points and (2) final abundances distributions as material decays
back towards stability. This second effect has been shown to be particularly important in the formation
of the REE abundance peak, where the interplay of β decay and neutron capture after the (n, γ) (γ, n)
equilibrium has ended builds up the peak [18, 20]. This suggests that accurate modeling of β decay is
particularly important for rare-earth nuclei, although recent neutron star merger calculations indicate the
REE peak is actually quite robust for different β-decay half-life calculations [42].
As with other critical r-process inputs, it is important to improve our understanding of the β decay
of neutron-rich nuclei. The uncertainties present in typical calculations remain large enough to seriously
affect resulting uncertainties in r-process calculations [26, 27], and as the reach of β-decay experiments has
increased it has been found that many theoretical calculations predict too-long β-decay half-lives for nuclei
near closed shells. Changes in these half-lives modify computed r-process abundances (see, e.g., Refs. [51–53]
and references therein). For example, speeding up β-decay half-lives near N = 126 has been shown to
affect the A = 195 r-process peak in neutron star merger calculations and bring calculations closer to solar
observations [24], and Eichler et al. [53] have found similar effects when increasing β-decay rates for nuclei with
Z > 80. Caballero et al. [51] have also studied the effect of reduced β-decay half-lives near magic numbers,
while Madurga et al. [54] have measured shorter half-lives for Zn and Ga isotopes than those predicted by
Möller et al [55] and produced new calculations that yield significant effects on r-process abundances for
nuclei heavier than A = 140.
Perhaps the standard set of β-decay half-lives in use today is that of Möller et al. [55] from more than a
decade ago, while the REACLIB database1 [56] still includes β-decay half-lives that are thirty years old [57].
In addition to many recent smaller-scale β-decay calculations, however, new large-scale calculations are
1https://groups.nscl.msu.edu/jina/reaclib/db/
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beginning to become available: Marketin et al. [58, 59] have recently computed the half-lives of more than
5,400 neutron-rich nuclei (although these calculations do not treat nuclear shape deformation), and Mustonen
and Engel [60] have computed half-lives of nearly 1,400 even-even nuclei using the method detailed and
applied in following chapters.
In this work we present new β-decay half-lives in both the REE peak region (A ' 165) and the weak
r-process region (A ' 80), shown in Fig. 1.1. Our calculations are both self-consistent (ground states and β
transitions are calculated with the same nuclear interaction) and microscopic (nucleons are the only degrees
of freedom). The microscopic nature of these calculations is important to increase confidence in predictions
for very neutron-rich nuclei (see, e.g., the discussion in Ref. [4]). Our calculations incorporate both pairing
correlations and nuclear shape deformation, but our method (called the proton neutron finite amplitude
method, or pnFAM [61]) remains efficient enough to allow β-decay calculations across the entire nuclear chart
as presented in Ref. [60].
We have calculated rare-earth β-decay half-lives to (1) compare our new calculations to the standard ones
of Möller et al. [55] and (2) examine the consequences for the r process in the REE peak region. The overall
speed of β decays in the rare-earth region, for example, can determine the overall abundance in the rare-earth
peak [62]. Unlike the REE peak, A ' 80 abundances appear to be formed by a variety of processes (see, e.g.,
Refs. [5, 31] and references therein). With the new calculations presented here, we examine the impact of
β-decay half-lives on r-process calculations in this lighter mass region. In this way we hope to shed light on
the r-process contribution to these abundances.
In this work we also present an extension of the pnFAM that enables the calculation of β-decay half-lives
for both singly and doubly odd nuclei (when referring to both classes collectively, we simply call them ‘odd’
nuclei). This extension is incorporated into both our A ' 165 and A ' 80 calculations, and will allow the
inclusion of odd nuclei in future microscopic calculations across the nuclear chart without serious difficulty.
1.3.1: Outline of this work
This dissertation is organized as follows: We begin with an overview of β decay and our treatment in
Chapter 2 (with further details in Appendix A) as well as nuclear shape deformation in Chapter 3 (again,
with more details in Appendix B). In Chapter 4 we review density functional theory and linear response
theory, the foundations of our method. Then in Chapters 5 and 6 we describe the pnFAM, including our
recent extension to odd nuclei. Additional details of the derivation are presented in Appendix C. Finally, we
describe our calculations in the REE and A ' 80 regions in detail in Chapters 7 and 8. We conclude with a
brief discussion in Chapter 9.
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CHAPTER 2: β DECAY IN NUCLEI
In this chapter we briefly review nuclear β decay and demonstrate how we calculate half-lives (or,
equivalently, decay rates) from nuclear matrix elements of the weak interaction. β decay is unique among
typical nuclear radiation (α, β, and γ), a product of the weak nuclear force [63], and provided the first
demonstration of a fundamental interaction that does not exhibit mirror (or, parity) symmetry. Besides
the obvious applications of β decay to nuclear radioactivity, its discovery also led to the proposition and
subsequent discovery of the (nearly) massless neutrino [63, 64] which remains the subject of large-scale
experimental efforts.
The simplest example of β decay is that of a free neutron [63–65], with a half-life of approximately 10
minutes [66], in which the neutron decays into a proton, electron, and antineutrino (β− decay):
n→ p+ e− + ν¯e. (2.1)
The decay is energetically possible since the neutron is more massive than the proton-electron-neutrino
combination by approximately 782 keV/c2 [66]. Alongside β− decay are two related β-decay processes: proton
decay (β+ decay)
p→ n+ e+ + νe, (2.2)
and electron capture
e− + p→ n+ νe. (2.3)
Neither of the decays (2.2) or (2.3) are allowed for free particles at rest since the proton mass (and the
combined mass of the proton and electron in Eq. (2.3)) is less than that of the neutron. Inside the nucleus,
however, the interactions among the nucleons that make up the nuclear binding energy significantly affect
the stability of the constituent nucleons. These interactions allow nuclear β+ decay and electron capture to
occur in some cases and significantly affect β-decay half-lives in general. In many nuclei near the “valley
of stability” (dark shaded squares in Fig. 1.1), for example, β− decay is either energetically impossible [63]
or strongly suppressed. In regions with large neutron excesses (as in r-process nuclei), the nuclear half-life
may fall well below that of the free neutron, into the millisecond range. And on the proton-rich side of the
β-stability valley, nuclear β+ decay becomes possible as the number of protons increases. We focus on β−
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decay in this work since the r-process abundances of interest depend on the half-lives of neutron rich nuclei.
The nuclear equivalent of the β decay of a free neutron (2.1) is the process
(Z,N)→ (Z + 1, N − 1) + e− + ν¯e, (2.4)
i.e. one of the N neutrons in the nucleus decays, resulting in a nucleus with Z+ 1 protons and N − 1 neutrons.
The energy balance in the β-decay process (2.4) is written1 [64]
Mi(Z,N) = Mf (Z + 1, N − 1) +me +Q, (2.5)
where Mi and Mf are the initial and final nuclear masses, and me is the electron mass. In the limit of very
large initial and final nuclear masses and zero neutrino mass (both very good approximations in β decay [65]),
the Q value is the kinetic given to the emitted leptons [64]. Values for M(Z,N) must either be taken from
experiment or calculated. Calculations must account for both the masses of the nucleons themselves and the
nuclear binding energy.
For decays to the ground state of the daughter (final) nucleus, the Q value is given the symbol Qβ . To
calculate the total β-decay half-life we must also account for decays to all the energetically allowed excited
states in the daughter nucleus. These states have excitation energies Ex with respect to the ground state of
the daughter, and the Q values for these decays are smaller than Qβ by the excitation energy [64]:
Qx = Qβ − Ex. (2.6)
Section 2.1: Allowed and forbidden β decay
Nuclear β decay is often described as being either “allowed” or “forbidden,” with these classifications
being named according to the relative rarity of decay—forbidden decays occur much less often than allowed
decays. This classification arises naturally from the matrix elements of the weak nuclear interaction, which
can be demonstrated by considering a schematic version of β decay. In this section, we follow the presentation
of Refs. [64, 67].
Because the weak nuclear interaction is, in fact, weak compared to the strong nuclear and Coulomb
interactions inside the nucleus, a first-order perturbation theory treatment of its effect on the nucleus is
acceptable and results in Fermi’s “golden rule” [63, 64, 67] for the decay rate λ (the probability of a nucleus
1Following Ref. [65], in this chapter we mostly use “natural” units where ~ = c = me = 1.
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to decay per unit time [63]):
λ = 2pi
~
∣∣Mfi∣∣2 ρ(Ef ). (2.7)
The decay rate is inversely related to the half-life: λ = ln 2/T1/2. Up to some constants, the decay rate is the
product of (1) the square of a matrix element Mfi, which describes the β-decay the nucleus, and (2) a phase
space factor ρ(Ef ), which counts the number of final states the emitted leptons can decay into as a function
of their total energy Ef .
The matrix element Mfi is the amplitude for a nucleus in the state | i 〉 to β decay to the daughter state
| f 〉 as in Eq. (2.5) and can be written approximately as [64, 67]
Mfi =
∫
Ψ∗f (r)ϕ∗e(r)ϕ∗ν(r) Vˆ (r) Ψi(r) d3r, (2.8)
where Ψi and Ψf are the initial- and final-state nucleon wave functions. The emitted leptons are described
by plane waves:2
ϕe(r)ϕν(r) ∝ eiq·r, (2.9)
with q ≡ pe + pν their total momentum. The overlap of the lepton wave functions with the nucleus is quite
small [64]—the nuclear radius is typically approximated by R ≈ 1.2A1/3 fm [67], so R ≈ 5.6 fm when A = 100.
As a result, a Q = 1 MeV decay gives qR ≈ 0.04, and a 10 MeV decay has qR ≈ 0.3. Expanding the lepton
wave functions in powers of q · r gives a series of matrix elements,
Mfi =
∫
Ψ∗f (r) [1− iq · r− . . . ] Vˆweak(r) Ψ∗i (r) dr
= Mafi +Mfffi + . . . ,
(2.10)
that involve only the nuclear wave functions, the weak interaction, and powers of q · r. Since the decay rate
depends on M2, the contribution of the second term in Eq. (2.10) is reduced by a factor between 10 and 1000
(approximately) relative to the first, all else being equal. The first term describes allowed decays, and the
second describes “first-forbidden” decays.
In allowed β decay the leptons are emitted without orbital angular momentum, and the parity of the
daughter nucleus is the same as the parent (pii = pif , or pi = +1) [64]. Despite not possessing orbital angular
momentum, the leptons may still carry nonzero total angular momentum J depending on whether the lepton
spins are anti-aligned (J = 0) or aligned (J = 1). Allowed transitions must correspondingly change the
2In a rigorous derivation the emitted leptons must be treated relativistically since mν ≈ 0. Even in a decay with Q = 1 MeV the
emitted electron may have velocities as large as v = p/E ≈ 0.9c [68, 69].
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angular momentum of the nucleus by zero or one unit to conserve angular momentum—“Fermi” transitions do
not change the angular momentum of the nucleus (∆J = 0) or its parity (pi = +1), but their “Gamow-Teller”
counterparts can change the total angular momentum by zero or one unit without changing the parity of the
nuclear wave function: ∆Jpi = 0+ or 1+.
First-forbidden decays are more complicated, but they follow the general rules outlined above. The lepton
spins still either align or anti-align, but in these decays the leptons carry off L = 1 unit of angular momentum
as well, changing the parity of the nuclear wave function. The total angular momentum carried by the leptons
is then the vector sum of their spin angular momentum (S = 0 or 1) and orbital angular momentum (L = 1),
and it can take the values Jpi = 0−, 1−, or 2−.
If we continued with this expansion, each additional term would be reduced in magnitude by approximately
qR, increase the lepton orbital angular momentum by 1 unit, and flip the parity of the nucleus again. Such
transitions are called second, third, and fourth forbidden, etc. Since qR is fairly small, the positive-parity
allowed transitions will usually provide the dominant contribution to the decay rate. There are regions of
the nuclear chart, however, where either qR is not small or the allowed transitions are suppressed enough
(e.g., transitions between certain major shells in a nuclear shell model [70]) for first-forbidden decays to
be non-negligible. Our r-process calculations involve both moderately neutron-rich (A ' 80) and very
neutron-rich (A ≈ 160) nuclei, so we include both allowed and first-forbidden decays in our calculations.
Section 2.2: The total β-decay half-life
In the previous section we sketched how to calculate the β-decay rate for a single transition from parent
to daughter nucleus (2.7). The total nuclear β-decay rate, however, must include all energetically-allowed
transitions to the daughter. The final states of these transitions, including both the ground state and excited
states of the daughter nucleus, may have either positive or negative parity pif = ±1 and a variety of angular
momenta Jf . As a result, the total β-decay rate is not usually composed only from allowed or forbidden
transitions, but includes contributions from both types.
The total allowed-plus-first-forbidden β-decay rate for a nucleus with Z protons is calculated by summing
over individual contributions and is derived in Ref. [65]:
λ = ln 2
κ
∑
J
pi
∑
Nf
∫ W0(Nf )
1
CJpi (Nf ,We)F (Z + 1,We) peWe(W0 −We)2 dWe. (2.11)
The constant κ = (6147.0± 2.4) s is determined from surveys of superallowed β decays [71], and we adopt
the convention of Ref. [65] in which only the constant κ is dimension-full; all quantities in the integral are
dimensionless including the momentum pe → pe/me and energy We ≡ Ee/me of the electron. The total rate
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(2.11) incorporates both allowed and first-forbidden transitions, with angular momentum and parity Jpi, by
including all energetically-allowed transitions to final states Nf with angular momentum and parity J
pif
f
compatible with the initial nucleus and the angular momentum and parity of the decay.
The contribution of individual transitions to final states Nf involve both (1) the shape factor CJpi (Nf ,We)
built up from energy-dependent combinations of nuclear matrix elements and (2) factors of the electron energy
and momentum weighted by a “Fermi function” F = F0L0 that accounts for the effect of the nuclear charge
on the emitted electron [64]. The maximum decay energy for each transition is W0 = 1 + (Qβ − ENf )/me,
i.e., only excitations with energies below the Q value are included (cf. Eq. (2.5)).
Detailed expressions for the shape factors C are provided in Appendix A along with definitions of the
Fermi and Coulomb functions F0 and L0 mentioned above. Most of the remainder of this work describes how
we calculate the products of nuclear matrix elements that appear in the shape factors.
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CHAPTER 3: NUCLEAR SHAPE DEFORMATION
As we saw in the previous chapter, β-decay half-life calculations require energy-dependent combinations
of nuclear matrix elements. The actual calculation of these matrix elements will be described in Chapters 5
to 8, but first we discuss the connection between our calculations and the properties of real nuclei measured
in the laboratory. As discussed in the introduction, r-process nuclei tend to be heavy, neutron-rich, and
deformed (non-spherical). It turns out that our calculations break the rotational symmetry of the nuclear
Hamiltonian for deformed shapes, and we must (at least approximately) restore this symmetry.
Section 3.1: Deformation and angular momentum symmetry breaking
The total angular momentum of the nucleus is a conserved quantity [72, 73]—the nuclear Hamiltonian
commutes with the total angular momentum operator J, and nuclear stationary states have well-defined total
angular momentum J and z-projection M that are constants of the motion. Spherical nuclei are especially
simple since they are invariant under rotations. We know, however, that many nuclei do not have spherical
shapes; these nuclei possess (at least approximately) the characteristic J(J + 1) excitation spectra of a
quantum rigid rotator [67, 73–75] described by the Hamiltonian [73]
Hˆrot ∼
~2
2I J
2. (3.1)
The appearance of rotational spectra suggests these nuclei rotate collectively (i.e., all the nucleons in the
nucleus rotate together) with total angular momentum J , which is not possible for spherical nuclei (spherical
systems do not change under rotation and cannot exhibit collective rotation [74]). This is true even for
deformed nuclei with J = 0 in their ground states; these nuclei will have excited states with higher values of
J and excitation energies derived from Eq. (3.1).
Because a deformed nucleus does not have spherical symmetry, we can define a new coordinate system
attached to the nucleus, the “intrinsic” coordinate frame. Our calculations, which describe internal properties
of the nucleus and do not account for the orientation of the nucleus in a laboratory system, are performed
in this intrinsic frame. With nonzero deformation the intrinsic nuclear state |φ 〉 is no longer an angular
momentum eigenfunction; our calculations break the rotational symmetry (the intrinsic frame defines a
preferential coordinate system for the nucleus). To calculate β-decay matrix elements between angular
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momentum-conserving states as in Chapter 2 we must, at least approximately, restore the angular momentum
symmetry of the state |φ 〉.
3.1.1: Angular momentum projection and the collective rotor model
The proper way to obtain angular momentum eigenstates from a deformed state |φ 〉 is to project out the
desired components: | J M 〉 = PˆJM |φ 〉. As detailed in Ref. [72], the symmetry-restored state obtained in
this manner is given by1
| JM 〉 ∼
∑
K
gK
∫
dΩDJMK(Ω)Rˆ(Ω)|φ 〉, (3.2)
where K enumerates the z projections of angular momentum in the state |φ 〉, the vector Ω = (φ, θ, ψ)
represents the three Euler angles, R(Ω) = e−iφJze−iθJye−iψJz is the rotation operator, and DJMK(Ω) =
〈J M |R(Ω) | J K〉∗ is a Wigner D function; the latter three quantities are defined using the conventions in
Ref. [76]. Equation (3.2) defines the angular momentum eigenstate | J M 〉 as an average over all possible
orientations Ω of the intrinsic state weighted by the amplitude DJMK(Ω).
The application of the states (3.2), e.g., minimizing the energy to find the ground state, is a difficult task.
The problem can be simplified if we approximate the intrinsic nuclear state |φ 〉 as being strongly deformed
and pointing in a specific direction |Ω 〉 [72]. Then the symmetry-restored wave function is approximately
given by the inner product
〈Ω | J M 〉 ∝
∑
K
gKD
J
MK(Ω), (3.3)
and is simply proportional to the rotation matrix elements DJMK(Ω).
The result (3.3) suggests the collective rotor model of Bohr and Mottelson [74, 76] (hereafter the “collective
model”) can be applied as an approximation to full angular momentum projection [72]. The model is typically
used to represent the collective rotation of a deformed nucleus by coupling the intrinsic nuclear wave function
φ to a rotation wave function which describes the orientation of the nucleus in the laboratory coordinate
system: ΨJMK(Ω) ∼ DJMK(Ω)φK . States of this kind are solutions of the Hamiltonian [74]
Hˆcoll = Hˆintr + Hˆrot, (3.4)
neglecting any coupling between rotations and intrinsic excitations. The Hamiltonian (3.4) thus incorporates
both intrinsic excitations of the nucleus (Hˆintr, the Hamiltonian used in our deformed calculations) and
rotational excitations (Hˆrot) in the lab frame. The collective model is particularly simple because we can
1Ref. [72] uses a different convention for the rotation operator and D functions than we do (we follow Ref. [74]). We have
attempted to translate the results in this section to keep the notation consistent.
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calculate the intrinsic-frame nuclear states directly and express the corresponding lab-frame states analytically
later.
Section 3.2: Matrix elements and transition strengths in the collective rotor model
Lab-frame nuclear wave functions and matrix elements in the collective model can be taken directly from
Ref. [74], incorporating the fact that our intrinsic nuclear states described in Chapters 5 and 6 are (1) axially
symmetric (invariant under rotations about the intrinsic z axis) and (2) reflection symmetric (invariant when
rotated by 180◦ about an axis perpendicular to the intrinsic z axis) [77, 78]. Axial symmetry guarantees the
z projection of angular momentum K in the intrinsic frame is a constant of the motion and equal to the
projection M in the laboratory coordinate system. The reflection symmetry requires intrinsic states φK>0
to be singly degenerate with partner states φK<0 = Rˆy(pi)φK related by a 180
◦ rotation. We present the
primary expressions for matrix elements and transition strengths following Ref. [74] below, but include more
details in Appendix B.
The lab-frame wave functions built up from our intrinsic wave functions φK are2
ΨJ,M=K,K=0(Ω) =
(
2J + 1
8pi2
)1/2
DJ00(Ω)φK=0, (3.5a)
ΨJ,M=K,K>0(Ω) =
(
2J + 1
16pi2
)1/2 {
DJKK(Ω)φK + (−1)J−KDJK,−K(Ω)φK
}
, (3.5b)
and couple the intrinsic nuclear states to D functions as seen above in the approximate symmetry restoration.
Because of the intrinsic axial symmetry, these wave functions always have M = K, and the reflection
symmetry of the intrinsic states dictates that we can only construct a single lab-frame wave function for each
pair of intrinsic states φK and φK [74]. These lab-frame solutions are grouped into “rotation bands” with
different values of the total angular momentum J ≥ K anchored to intrinsic states φK . The lowest-energy
state in a band, ΨJ=K,K(Ω), is called the “band head.”
The quantities required for our β-decay calculations, described in Chapter 2, involve the products of
reduced matrix elements 〈Jf Ki || Oˆλ || JiKi〉 in the laboratory coordinate system.3 These reduced matrix
element are obtained from full matrix elements between the states (3.5) via the Wigner-Eckart theorem [76, 79]:
〈Jf Mf Kf | Oˆλµ | JiMiKi〉 =
( JiMi λµ | Jf Mf )√
2Jf + 1
〈Jf Kf || Oˆλ || JiKi〉. (3.6)
2We use a slightly different phase convention than Ref. [74] for our rotation operator, which produces the phase factor (−)J−K .
3We include the labels K in reduced matrix elements since it is an intrinsic property of the nuclear wave function. The spin
reduction simply removes the M-dependence of the matrix element which happens to be equal to K for axially symmetric
nuclei.
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Specifically, we need the squares of lab-frame matrix elements, called the transition strength B:
B(Oˆλ; JiKi → JfKf ) =
1
2Ji + 1
∣∣∣〈Jf Kf || Oˆλ || JiKi〉∣∣∣2 , (3.7)
and products of matrix elements, which we call cross-terms X, between operators Oˆ(1) and Oˆ(2):
X(Oˆ(1)λ , Oˆ
(2)
λ ; JiKi → JfKf ) =
1
2Ji + 1
〈Jf Kf || Oˆ(1)λ || JiKi〉〈Jf Kf || Oˆ(2)λ || JiKi〉∗. (3.8)
For transitions from even-even nuclei, which have J = 0 (and K = 0) in their ground states, these
quantities are very simple to express in terms of quantities in the intrinsic coordinate system; the final-state
angular momentum Jf must equal that of the operator λ, and the lab-frame transition strength is proportional
to the strength calculated in the intrinsic frame:
B(Oˆλ; 0 0→ λKf ) = Θ2KBintr(Oˆλ,K=Kf ;Ki = 0→ Kf ), ΘK =

1, Kf = 0,
√
2, Kf > 0
. (3.9)
The intrinsic strength Bintr(OˆλK ;Ki → Kf ) ≡
∣∣∣〈Kf | OˆλK |Ki〉∣∣∣2 depends only on quantities expressed in the
intrinsic frame and is calculated using the methods in Chapters 5 and 6. The fact that the cross-terms involve
matrix elements of two different operators does not change the result (3.9), and the lab-frame cross-terms X
(3.8) can be written in terms of intrinsic-frame quantities X(Oˆ(1)λK , Oˆ
(2)
λK ;Ki → Kf ).
Expressions for B and X in odd nuclei, which have J 6= 0 in their ground states, are more complicated
since the final-state angular momentum can take on a range of values |Ji − λ| ≤ Jf ≤ Ji + λ. If, however,
we make the zeroth-order approximation that the rotational motion does not contribute significantly to the
energy of the nucleus, then all the final states | Jf Kf 〉 in a rotation band will be degenerate. The sum over
all final states in a band will thus enter the β-decay calculation together, and this sum does have a simple
form, similar (though not identical) to that worked out in Ref. [80]:
Ji+λ∑
Jf=|Ji−λ|
B(Oˆλ; JiKi → JfKf ) = Bintr(Oˆλ,K=Kf−Ki ;Ki → Kf )
+Bintr(Oˆλ,K=Kf+Ki ;Ki → Kf ),
(3.10)
with equivalent results for the cross-terms X. The second term in Eq. (3.10) is new compared to Eq. (3.9)
and arises from the interference between K > 0 and K < 0 wave functions in Eq. (3.5b). Its contribution
incorporates transitions from the angular momentum-reversed state φK when allowed by conservation of
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angular momentum (i.e. when
∣∣Ki +Kf ∣∣ ≤ λ).
Section 3.3: β-decay half-lives of axially-deformed nuclei
With the expressions (3.9) and (3.10), which connect lab-frame β-decay transition strengths to their
intrinsic-frame counterparts, we can write down the total β-decay rate solely in terms of intrinsic quantities.
Recalling Eq. (2.11), the total rate is calculated as a sum over all the contributions from energetically-allowed
decays to states in the daughter nucleus:
λ = ln 2
κ
∑
J
pi
∑
Jf
∑
N(Jpi,Jf )
∫ W0(N)
1
CJpi (BN,Jf , XN,Jf )f(W0(N),We) dWe, (3.11)
where Jpi is the angular momentum and parity of the various allowed and forbidden transitions, Jf is the
final-state angular momentum of the daughter nucleus, N enumerates energetically-accessible final states,
and f contains the remaining energy dependent factors. The shape factors CJpi (BN,Jf , XN,Jf ) were described
in detail in Chapter 2; they are comprised of energy-dependent combinations of lab-frame transition strengths
B and cross-terms X.
Our calculation of the β-decay rate for even-even and odd nuclei is simplified by the approximation
mentioned above, i.e., the rotational excitation energies which depend on Jf and Ji can be neglected relative
to the energies EK of the intrinsic excitations. With this approximation, the sum over Jf can be taken inside
the integral (3.11), and the shape factor C can be expressed very simply in terms of intrinsic transition
strengths and cross-terms defined in Eqs. (3.9) and (3.10).
We calculate the total decay rate by summing over the contributions of energetically allowed intrinsic
excitations N(∆K) between rotation bands either with Ki = Kf (∆K = 0) or Ki 6= Kf (∆K 6= 0) as long as
Kf ≥ 0 (Eq. (3.5b)). This sum is performed for each type of decay we consider (1+, 0−, etc.), and the total
gives the decay rate, expressed in terms of intrinsic nuclear quantities:
λ = ln 2
κ
∑
J
pi
J∑
∆K=−J
∑
N(∆K)
∫ W0(N)
1
CJpi,∆K(B
intr
N ,X
intr
N )f(W0(N),We) dWe. (3.12)
The intrinsic shape factor CintrJpi,∆K(B
intr,Xintr) has the same form as its lab-frame counterpart but includes the
necessary ∆K-dependent factors (cf. Eq. (3.9)) multiplying the intrinsic transition strengths and cross-terms.
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CHAPTER 4: DENSITY FUNCTIONAL THEORY AND THE LINEAR RESPONSE OF
THE NUCLEUS
Any realistic nuclear β-decay calculation must take into account the strong interactions among nucleons
when calculating energies, angular momenta, parities, etc. of the states that contribute to the decay. In the
this chapter we provide an introduction to density functional theory, often applied in atomic physics and
nowadays also in nuclear physics, which provides a self-consistent way to account for the strong interactions
between nucleons using only local nuclear densities: the usual density in coordinate space ρ(r), the spin
density, and a variety of other local densities that include derivatives. We also briefly review linear response
theory—the foundation for our β-decay calculations—which allows the calculation of excited-state properties
by considering the effect of external fields on the nuclear density.
The nuclear strong interactions are extremely complicated, and until, e.g., ab initio techniques can be
extended across the nuclear chart there are a plethora of phenomenological effective nuclear interactions
available for use [72]. These effective interactions are often applied to nuclear physics calculations within the
framework of self-consistent mean-field (SCMF) models such as the Hartree-Fock (HF) approximation (or
the Hartree-Fock-Bogoliubov approximation if pairing correlations are considered). SCMF models have the
advantages of (1) simplifying calculations by treating the nucleons as independent particles in a potential
and (2) building the central potential up microscopically from two-body interactions among the nucleons.
Although these models are relatively simple to apply, their solutions are approximations to the exact states of
the nucleus, and they still rely on Hamiltonians constructed from phenomenological interactions. It is common
to find interactions that, for example, depend on the nuclear density ρ (e.g., the popular Skyrme interactions
that we use and discuss below), and it isn’t especially clear what a density-dependent Hamiltonian actually
means [81].
Kohn-Sham density functional theory (KS-DFT) provides a more appealing way to calculate nuclear
properties than do mean field models, since it guarantees the possibility of finding the exact ground-state
energy and density of a system while still solving mean-field-type equations. The foundation of KS-DFT is a
pair of theorems proved by Hohenberg and Kohn (HK) [82] and Kohn and Sham (KS) [83]. The theorem of
Hohenberg and Kohn, originally proved for electronic systems in an external potential, guarantees a method
for finding the exact ground-state energy and density. The energy of a system placed in an external potential
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vext(r) can be written solely as functional of the density,
E[ρ] =
∫
vext(r)ρ(r) dr + F [ρ(r)], (4.1)
and the minimum value of this functional, for all densities ρ(r) that have the correct number of particles∫
ρ(r) dr = N , is the exact ground-state energy of the system if we know the correct functional F [ρ(r)]. The
density that minimizes E[ρ(r)] is then also the exact ground-state density.
Kohn and Sham demonstrated the density that minimizes the functional (4.1) can be obtained from an
auxiliary, simple system of non-interacting particles that solve Schödinger equations of the type [84]
− 12∇
2ψi(r) +
∫
vKS(r, r′)ψi(r′) dr′ = Eiψi(r). (4.2)
The Kohn-Sham potential vKS in Eq. (4.2) is defined as a functional derivative of the exchange-correlation
part of the energy density functional (EDF),
vKS ≡ δExc[ρ]/δρ, (4.3)
where the EDF has been separated into a kinetic energy piece T [ρ] and a piece that describes the correlations
among nucleons: E[ρ] = T [ρ] + Exc[ρ]. Since the KS equations (4.2) describe a system of independent
particles, the ground-state density simply corresponds to that of a Slater determinant: ρ(r) =
∑A
i=1 |ψi(r)|2.
It is in this sense (the treatment of independent particles orbiting in an average field) that Kohn-Sham DFT
behaves just like a mean-field theory.
Kohn-Sham DFT is superior to SCMF models in principle, since it can yield the exact ground state
energy and density [84] while SCMF models can only provide mean-field approximations to these quantities.
Unfortunately the HK and KS theorems do not offer guidance regarding the form of the functional E[ρ]. Even
when it has been worked out that the HK and KS theorems carry over into nuclear physics [85], we do not
have nuclear EDFs from ab initio methods as in electronic systems [86]; the functionals in common use are
still phenomenological. The two most commonly-used non-relativistic functionals are the Skyrme and Gogny
functionals (see the review article [86]). We prefer Skyrme functionals since they depend only on nuclear
densities that are local in coordinate space (the energy functional takes the form E[ρ] =
∫
H(r) dr): Skyrme
functionals produce results more quickly than non-local or finite-range methods (which require additional
integrations) and are simpler to implement.
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Section 4.1: The Skyrme energy-density functional
As mentioned above, Skyrme functionals are built up from combinations of local nuclear densities and
have the form
ESk[ρ] =
∫
HSk(r) dr, Hsk(r) = HSk[ρ(r), . . . ]. (4.4)
Modern Skyrme functionals are, by constructions, at least quadratic in local densities (additional density
dependence may be introduced, corresponding to density-dependent interactions) and are built up from the
usual density ρ(r), the spin density s(r), and local combinations of up to two powers of derivatives of these
densities in a variety of combinations [87, 88]. The nuclear densities, besides being local in coordinate space,
also depend on spin and isospin.
The functional (4.4) is often split into different pieces [86, 89] formed from distinct combinations of nuclear
densities:
ESk[ρ] =
∑
T=0,1
∫ [
HevenT (r) +HoddT (r)
]
dr. (4.5)
The labels T and “even/odd” describe the types of nuclear densities that make up the HT (r). Terms with
T = 0 are built up from densities that are independent of the nucleon charge (isoscalar densities), and terms
with T = 1 are built up from densities that depend on the isospin (isovector densities).
Terms labeled “even” are formed from densities that are even under the action of the time reversal operator
(e.g., Tˆ OˆTˆ−1 = Oˆ), which among other things reverses the angular momentum [90]. The usual nuclear density
ρ(r) is the simplest example of a time-even density. The “odd” terms are formed from densities that are odd
under time reversal; for example, the spin density s(r) is proportional to the spin operator σ and changes sign
when acted upon by Tˆ . Each of the terms Heven/oddT are parameterized with a number of coupling constants
CT , and the Skyrme EDF contains approximately 30 couplings altogether.
We should mention that the Skyrme functional (4.4) is actually a generalization of Skyrme’s original
two-body effective interaction [91, 92]—a local (v ∝ δ(r1 − r1′)δ(r2 − r2′)), contact (v ∝ δ(r1 − r2)) [72],
density-dependent interaction with approximately a dozen parameters [86, 88]. In fact, one can obtain an
effective two-body Skyrme interaction from ESk by taking two functional derivatives: vSk ∼ δ2ESk[ρ]/δρ2.
The large number of parameters in both the Skyrme EDF and the interaction has allowed a large, diverse set
of fits to nuclear data over the decades. All these parameterizations have essentially the basic functional form
of Eq. (4.4), but can differ dramatically in their reproduction of nuclear data in various situations.
In practical applications the Skyrme functional is flexible enough (containing roughly twice as many
adjustable parameters as the Skyrme interaction) to either mimic a Skyrme interaction (in which case the
couplings constants of the EDF are related to the parameters of the two-body interaction) or abandon the
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constraints of an interaction entirely (the coupling constants are directly fit to data) [86]. In either case the
functional can be applied in the Kohn-Sham DFT formalism as an approximation to the nuclear EDF [86, 93],
E[ρ] = T [ρ] + ESk[ρ] + . . . , (4.6)
to calculate ground-state properties. Properties of excited states can subsequently be obtained with time-
dependent density functional theory and linear response theory, described below.
Section 4.2: Time-dependent DFT
The density functional theory outlined above describes the static properties of nuclei, e.g., the ground-state
energy and density of the nucleus. Expectation values of observables in the ground state can also be calculated
with the nuclear density: 〈Oˆ(r)〉 = Tr Oˆρ. Along the same lines, we can calculate transitions to excited states
either in the same nucleus (like-particle excitations) or in neighboring nuclei (charge-changing excitations)
using the time-dependent version of DFT.
The time-dependent density functional theory (TDDFT) is obtained with the proof of a time-dependent
version of the HK theorem by Runge and Gross [94] that allows for a corresponding time-dependent version
of the Kohn-Sham equations [84]:
i
∂
∂t
ψi(r, t) = −
1
2∇
2ψi(r, t) + vKS(r, t)ψi(r, t). (4.7)
If we treat the time-dependent KS potential vKS(r, t) in the adiabatic approximation, meaning the time-
dependence of the functional enters only through the nuclear density [84] E[ρ(t)], then we can calculate
time-dependent properties self-consistently. That is, we can use the same Skyrme EDF to model both the
ground state and excited states of the nuclear system. The adiabatic approximation essentially means that
the functional has no memory—it is local in time [84]. Ref. [84] suggests that, since vKS = δE/δρ is first used
to find the ground state, the adiabatic approximation could work in situations involving small time-dependent
changes to the density—i.e., the regime of linear response, where we investigate small time-dependent
oscillations of the density around the ground state.
Now, in a similar way as the static Kohn-Sham DFT behaves like a static mean-field theory, the TDDFT
behaves like time-dependent mean-field theory. For example in Ref. [84] the system described with time-
dependent DFT obeys independent-particle Schrödinger equations (4.7), and the time-dependent density is
that of a Slater determinant: ρ(r, r′, t) =
∑A
i=1 ψi(r, t)ψ
∗
i (r′, t). These are the same properties as in, e.g., the
time-dependent Hartree-Fock (TDHF) theory as presented in Ref. [72]. If the single-particle wave functions
21
are solutions of Eq. (4.7), then the density obeys the non-linear TDHF equation
iρ˙(t) = [h[ρ(t)], ρ(t)], (4.8)
where h[ρ] = δE[ρ]/δρ is the time-dependent Kohn-Sham mean field. Note, however, that TDDFT is still not
a mean field theory [84]: in principle we can still obtain the exact time-dependent density ρ(t) (up to errors
due to the adiabatic approximation) if we knew the exact functional E[ρ].
Section 4.3: Linear response theory
To actually calculate excitations of the nucleus, we apply linear response theory to calculate the first-order
changes in the nuclear density caused by a weak external field f(t). These (presumably small) changes in the
density contain the information necessary for calculating transition probabilities to excited states [72]. Linear
response theory is discussed in detail in, e.g., Chapter 8 of Ref. [72] and Chapter 10 of Ref. [95]; we review
the essentials here, following these references.
The linear response approximation to TDDFT is a technique for solving the TDHF equation (4.8), which
depends in a complicated way on the density ρ(t), under the influence of a weak perturbing field f(t) ∝ η  1.
Since f(t) is weak, we can expand Eq. (4.8) to first order in the parameter η, expecting that any induced
time-dependence in the nuclear density is also O(η), i.e. ρ(t) ≈ ρ0 + ηδρ(t). This expansion yields the
commutator equation
iδρ˙(t) = [h0, δρ(t)] + [δh(t) + f(t), ρ0], (4.9)
where h0 = δE[ρ]/δρ|ρ=ρ0 is the ground-state Kohn-Sham mean field, and
δh(t) = δh
δρ
· δρ(t) = δ
2E
δρ2
∣∣∣∣∣
ρ=ρ0
· δρ(t) (4.10)
is the first-order correction to the mean field. We have also used the fact that [h0, ρ0] = 0 for the ground-state
solution [95]. Solutions δρ(t) of Eq. (4.9) are simpler to compute in the frequency domain, where one assumes
a simple sinusoidal time-dependence for the external field: f(t) = f(ω)e−iωt + f†(ω)eiωt. It is then reasonable
that the perturbed density has the same form as f(t) (it must also be Hermitian):
δρ(t) = δρ(ω)e−iωt + δρ†(ω)eiωt. (4.11)
The goal of the linear response calculation is to determine the response function R from Eq. (4.9) which,
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in turn, gives the solutions δρ(ω):
δρij(ω) =
∑
kl
Rij,kl(ω)fkl(ω). (4.12)
The response function R(ω) has simple poles at the natural excitation frequencies of the nucleus—even a
small field with frequency ω = Ων , corresponding to an eigenfrequency of the system, is enough to place the
nucleus in the excited state | ν 〉 [72]. As a result the response function allows for direct calculation of the
strength function SF (ω), which contains the transition probabilities to excited states:
SF = −
1
pi
Im Tr f†(ω)δρ(ω)
= − 1
pi
Im
∑
kk
′
ll
′
f∗kl(ω)Rkl,k′l′(ω)fk′l′(ω)
=
∑
ν
|〈ν | f | 0〉|2 δ(ω − Ων).
(4.13)
Our β-decay strength functions are calculated in the same way as Eq. (4.13). The goal of the calculations is
thus to compute our version of δρ(ω), which contains the transition strengths required for nuclear β-decay.
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CHAPTER 5: THE PROTON-NEUTRON FINITE AMPLITUDE METHOD
In this chapter and the next we describe the proton-neutron finite amplitude method—a technique we
have developed and applied to compute β-decay half-lives. The finite amplitude method (FAM) is a recent
numerical advance in nuclear structure theory. Combining the linear response approximation with numerical
differentiation, the FAM yields a tremendous speedup for calculations of nuclear transition strengths. In fact,
while traditional calculations (using, e.g., the matrix version of the random phase approximation (RPA) or
its extension to systems with pairing correlations, the quasiparticle RPA) scale like O(N2)–O(N3) with the
size of the basis, FAM applications scale more-or-less linearly with the size of the calculation, O(N) [96]. By
adapting the FAM to calculate the charge-changing nuclear transitions (neutron to proton or vice versa)
involved in β decay, we have produced a method enabling large-scale calculations of weak decays across the
entire nuclear chart.
The FAM was originally presented in 2007 [97] for spherical nuclei without pairing correlations (i.e., using
time-dependent HF theory), and it has been adapted and extended numerous times since its introduction.
We have introduced our own version of the method [61] that is based on the work of Ref. [98], which extended
the FAM to nuclear systems with pairing correlations. Our adaptation of the FAM allows us to calculate
charge-changing excitations of arbitrary Jz in deformed nuclei.
Our extension, the “proton-neutron finite amplitude method” or “pnFAM”, was developed in collaboration
with M. T. Mustonen, a postdoctoral research associate at UNC from 2012 to 2015. Together we built the
computer program pnfam to carry out β-decay calculations. We have published a paper which describes
the program and contains an introductory application [61], and recently M. T. Mustonen has applied the
pnfam program to study fine properties of the Skyrme energy density functionals we employ [60]. In a nice
demonstration of the speed of the FAM, he also calculated β-decay rates of a large number of even-even
nuclei across the nuclear chart.
This chapter, describing the pnFAM for even-even nuclei, presents original research performed by the
author in collaboration with M. T. Mustonen. In practice, the author and M. T. Mustonen divided the
development workload roughly evenly: M. T. Mustonen worked out much of the main formalism presented and
expounded upon here, while the author spent significant effort implementing the charge-changing Skyrme EDF,
following the work of M. Bender [99, 100] and Perlińska et al. [88], as well as the β-decay formalism presented
previously. These are not strict distinctions, however, and the programming workload was distributed fairly
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evenly. In Chapter 6 we will present an extension of the pnFAM, derived by the author, which enables the
calculation of β-decay half-lives of odd nuclei. We have restricted our presentation of the FAM in this chapter
to essentially the main points. Further details are presented in Appendix C.
Section 5.1: Mean field theory with pairing correlations: the HFB approximation
Since our pnFAM technique is intended to be applicable across the nuclear chart, the inclusion of nuclear
pairing correlations in the ground state and in our β-decay calculations is essential. With these pairing
correlations included, our FAM solutions (which we will describe in Sec. 5.2) are obtained by solving the
time-dependent Hartree-Fock-Bogoliubov (HFB) equations in the linear response approximation [98].
In a similar way as Hartree-Fock (HF) theory provides a mean-field description for a system of non-
interacting particles, the HFB approximation incorporates nuclear pairing correlations by describing a system
of non-interacting quasiparticles [72]. It will be helpful to review the main points of the HFB here before
moving on to describe the FAM. Thorough presentations of the HFB are provided in textbooks, particularly
Chapter 7 in each of Refs. [72] and [95], and we borrow primarily from these two texts.
The quasiparticles introduced in the HFB are related to the “usual” single-nucleon states by a Bogoliubov
transformation, specified in terms of two complex matrices Ukµ and Vkµ that connect the particle states
(hereafter with Latin indices) to the quasiparticle ones (Greek indices):
αµ =
∑
i
(
U∗kµck + V
∗
kµc
†
k
)
,
α†µ =
∑
i
(
Vkµck + Ukµc
†
k
)
.
(5.1)
The c†’s and c’s are the creation and annihilation operators for single-particle states, and the α†’s and α’s
are the corresponding operators for the quasiparticles. The transformations (5.1) can conveniently be written
in matrix form,  c
c†
 = W
α
α†
 , W =
U V ∗
V U∗
 , (5.2)
and the matrix W is unitary (WW† = W†W = 1). It also preserves the fermionic character of the nucleons
through the usual anticommutation relations among the quasiparticle creation and annihilation operators:
{
c†i , cj
}
= δij
W−−−−−→
{
α†µ, αν
}
= δµν . (5.3)
The HFB ground state |φ 〉 is defined as the vacuum for the quasiparticles, αµ|φ 〉 = 0, but not for
the bare particles: ck|φ 〉 6= 0. The inclusion of pairing correlations via the introduction of quasiparticles
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introduces a new type of density, the pairing tensor κ, alongside the usual nuclear density ρ. These densities
are represented by matrices built up from the U and V matrices:
ρij = 〈φ | c†jci |φ〉 = (V ∗V T )ij , (5.4a)
κij = 〈φ | cjci |φ〉 = (V ∗UT )ij . (5.4b)
The density ρ is Hermitian, κ is antisymmetric, and the two densities are often combined to form a very
useful matrix called the generalized density:
R =
〈φ | c†jci |φ〉 〈φ | cjci |φ〉
〈φ | c†jc†i |φ〉 〈φ | cjc†i |φ〉
 =
 ρij κij
−κ∗ij 1− ρ∗ij
 . (5.5)
The HFB generalized density is required to satisfy the requirement R2 = R in the same way that the density
of independent particles without pairing correlations is required to satisfy ρ2 = ρ. In fact, many aspects of
mean field theory without pairing correlations (including linear response theory described in Chapter 4) can
be easily adapted to include pairing by substituting ρ→ R and working in this new larger basis [72].
The property R2 = R is easy to demonstrate by introducing a new bit of technology: we can transform
the generalized density Rij from the particle basis to the quasiparticle basis (Rµν) by transforming the c’s to
α’s using the matrix W:
R = W†RW =
0 0
0 1
 , (5.6)
where 1 represents the identity matrix. This transformation between single-particle matrices (calligraphic
font) and quasiparticle matrices (outlined font) with the matrix W simplifies our description of the pnFAM
equations. It is of special importance here since it shows that the columns of W diagonalize R [72]. Clearly
R2 = R, and the unitary of W ensures this is the case for R as well.
Having defined the HFB ground state wave function and the corresponding generalized density, the total
energy is determined through the minimization procedure [95]
δ
{
E[ρ, κ]− λ(Tr ρ−N)− Tr[Λ(R2 − R)]
}
= 0. (5.7)
The parameters λ and Λkk′ in Eq. (5.7) are Lagrange multipliers which (1) constrain the average particle
number to the chosen value N and (2) ensure the system obeys the restriction R2 = R. In Eq. (5.7) the
energy is now a functional of both ρ and κ (or, of R or the U and V matrices), and it has been shown for
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similar systems [101–103] that a variational procedure can produce Kohn-Sham-type equations for essentially
the matrices Ukµ and Vkµ. The solution of (5.7) yields the HFB equation for the ground state solution,
[H[R], R] = 0, (5.8)
where H[R] = H[ρ, κ] is the HFB Hamiltonian matrix defined via the expression δE = 12 trHδR [95]:
H[R] =
hij − λ ∆ij
−∆∗ij −(h∗ij − λ)
 . (5.9)
The matrix H is composed from both the usual single-particle mean field hij [ρ, κ] = δE[ρ, κ]/δρji (which is
Hermitian since E is real and ρ = ρ†) and the pairing field ∆ij [ρ, κ] = δE[ρ, κ]/δκ∗ij (which is antisymmetric
since κ = −κT ). In practice the energy functional E[ρ, κ] is usually divided into two separate functionals,
E = ESk[ρ] + Epair[ρ, κ], which are specified separately and determine the mean field and the pairing field.
Solutions of Eq. (5.8) are obtained when H and R are mutually diagonal. Since U and V diagonalize R
by definition [Eq. (5.6)] one needs only to choose Ukµ and Vkµ such that they also diagonalize H:
h− λ ∆
−∆∗ −(h∗ − λ)

ij
U
V

jµ
= Eµ
U
V

iµ
. (5.10)
The ground-state mean field in the quasiparticle basis, H0 = W†HW, is therefore diagonal and has the
energies of the quasiparticles as the eigenvalues of the upper-left submatrix:
H0 =
E 0
0 −E
 , E =

E1 0 . . .
0 E2 . . .
...
... . . .
 . (5.11)
5.1.1: HFB calculations with both protons and neutrons
HFB calculations of real nuclei must incorporate both protons and neutrons into their solutions (5.10). In
practice one solves two sets of HFB equations simultaneously: one for neutrons with matrices Rn, Hn, etc.,
and another for protons. The two solutions are coupled by the density functional, which depends on both
ρn(r) and ρp(r) (and also the pairing tensors κ). The density functional that describes protons must also
include a term accounting for the Coulomb repulsion among the protons, ECoul.
The most straightforward way to obtain the generalized density for a nucleus with both protons and
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neutrons is to combine their respective single-particle states into one set: [ c ]† ≡ (c†n c†p cn cp). We find,
however, that the related basis [ c ]† ≡ (c†n cn c†p cp) with neutrons and protons treated separately is more
helpful in deriving the pnFAM. In this basis, neglecting the possibility of quasiparticle wave functions that
are admixtures of proton and neutron wave functions, we can define a new Bogoliubov supermatrix
W =
W(n) 0
0 W(p)
 , (5.12)
with the previously-defined Bogoliubov transformation matrices (5.2) occupying the diagonal blocks. In this
basis we can also introduce enlarged generalized densities and HFB mean fields:
R =
R(n) R(pn)†
R
(pn)
R
(p)
 , H =
H(n) H(pn)†
H
(pn)
H
(p)
 , (5.13)
where the matrices H are defined as before in Eq. (5.9).
In a typical HFB solution that neglects proton-neutron-mixed wave functions completely, the matrix
R
(pn) = 0, and the generalized density is block diagonal. Similarly, H(pn) = 0 and the Hamiltonian matrix
is block-diagonal as well. The static HFB solution [H, R] = 0 thus corresponds to the pair of solutions
mentioned at the beginning of this section:
[H(n), R(n)] = 0, [H(p), R(p)] = 0. (5.14)
We will see that our pnFAM calculations build up the proton-neutron blocks of R and H; these components
of the density and the Hamiltonian matrix will describe the time-dependent oscillations of the nucleus into
the excited states which are occupied in β decay.
5.1.2: The ground state solver HFBTHO
Our HFB ground state calculations are carried out using the code hfbtho, described in Refs. [77, 78],
that is slightly modified to interface with our program, pnfam. The hfbtho solver provides ground-state
solutions for deformed nuclei under the restrictions of time-reversal symmetry, axial symmetry, and reflection
symmetry.
Time-reversal symmetry is particularly essential for calculations without spherical symmetry: the time
reversal operator reverses angular momentum, connecting degenerate partner states with opposite Jz values.
In this way it plays a similar role as spherical symmetry by reducing the number of distinct states which must
be treated computationally. The time-reversal symmetry also dictates the form of the U and V matrices [104]
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and allows all ground state quantities to be handled without requiring complex numbers [77, 78, 88]. Alongside
time-reversal symmetry, the requirement of axial symmetry allows angular integrals to be treated analytically,
leaving only double integrals in ρ and z to be handled computationally. Imposing reflection symmetry
(i.e., symmetry under a rotation by 180◦ about the x or y axes) allows for integration only over the range
z ∈ [0, zmax].
hfbtho solves the HFB equations in an harmonic oscillator basis by iterative diagonalization, updating ρ
and κ in each iteration until a stable minimum in the energy surface is reached. The solver can calculate
the Kohn-Sham mean field h[ρ] from fairly general Skyrme EDFs [78], and uses simple Skyrme-type pairing
functionals (i.e. those corresponding to local, contact interactions) to calculate the pairing field ∆. When
convergence is reached, we extract and store essential ground-state properties for use in our FAM calculations.
In particular, we export the U and V matrices for both protons and neutrons, the quantum numbers of the
single-particle basis states, and wave functions and their derivatives. We also export the coupling constants
of the EDFs used by hfbtho in order to verify self-consistency automatically.
Section 5.2: Overview of the finite amplitude method
As the pnFAM is an extension of the usual finite amplitude method, its derivation follows that of the
like-particle FAM, particularly Refs. [98, 105]. (We are also grateful to M. Kortelainen, who shared notes
from the parallel development of a new like-particle FAM program [104, 106] that were helpful regarding
time reversal, hfbtho, and the cylindrical geometry of the intrinsic nuclear frame.) M. T. Mustonen worked
out most of the original proton-neutron theory [61, 107], and the derivation presented here follows his work.
This formulation is somewhat different from the usual treatment in terms of time-dependent quasiparticles
α†µ(t), e.g., in Ref. [98]; it is more like the presentation of Ref. [105].
Along the same lines as the original quasiparticle FAM [98], our charge-changing implementation is derived
from the linear response of an HFB-type mean field (we have previously reviewed linear response theory in
Chapter 4). We generalize the time-dependent HFB to density functional theory and calculate the energy as
a functional of the densities ρ(t) and κ(t). This is also the context for other FAM calculations, e.g., those
of Refs. [98, 105]. Within the adiabatic approximation, the energy is a function of time solely through the
densities: E = E[ρ(t), κ(t)]. The functional dependence of E on the densities is preserved between the ground
state and subsequent FAM calculations.
In the time-dependent version of the HFB we must solve the matrix equation
iR˙(t) = [H[R(t)] + F(t), R(t)] (5.15)
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for the time-dependent generalized density R(t) under the restriction R2(t) = R(t) [95]. The matrix R(t)
is the time-dependent extension of its static counterpart R0, and the matrix F(t) is built up from nuclear
matrix elements of some time-dependent external field Fˆ (t). The linear response approximation to Eq. (5.15)
follows from the usual assumption that the field is weak and proportional to a small parameter η  1. In this
limit the time-dependent generalized density can be written as R(t) ≈ R0 + ηδR(t), and the approximation
linearizes the TDHFB equation to O(η):
iδR˙(t) = [H0, δR(t)] + [δH(t) + F(t), R0]. (5.16)
We find that Eq. (5.16) is simply the quasiparticle generalization of the linear response equation (4.9), which
did not include pairing correlations. The matrix δH(t) appearing in (5.16) contains the first-order effects of
δR(t) on the HFB Hamiltonian H[R], and as a result (5.16) must be solved iteratively. The determination
of δH(t) takes up the bulk of the computation time in the FAM. With an appropriate choice of basis, the
remaining terms are either trivial or remain constant during the iterative procedure.
The main advantage of the FAM is its efficiency compared to the standard technique for obtaining the
excited states of a mean field with pairing, the matrix quasiparticle random-phase approximation (QRPA). It
is well known that one can obtain the RPA equations from time-dependent Hartree-Fock theory [72, 95, 108],
and it is easy to show [61, 72, 95, 97, 98, 107] that the matrix QRPA equations, in which one must explicitly
construct and diagonalize a large Hamiltonian matrix formed from the matrix elements of the of nuclear
interaction, follow from the linear response equation (5.16). The connection between the two techniques can
be demonstrated by expanding H[R(t)] from Eq. (5.15) in a Taylor series to first order in η:
H[R(t)] ≈ H[R0] + η
δH
δR
∣∣∣
R=R0
· δR(t) ≡ H0 + ηδH(t). (5.17)
The QRPA Hamiltonian matrix requires calculating the O(N2) quantities δH/δR, but the FAM obtains them
implicitly—evaluating δH(t) numerically via finite difference [97]:
δH(t) ≡ δH
δR
∣∣∣
R=R0
· δR(t) = H[R0 + ηδR(t)]−H[R0]
η
. (5.18)
In principle, solving the FAM equations therefore requires only one additional mean field calculation per
iteration, using the updated density R0 + ηδR(t) in place of R0. Even in practical applications where many
individual FAM solutions are required, essentially any reasonable number of solution results in a much faster
calculation than would be obtained with the usual matrix QRPA technique. In practical calculations one
usually obtains δR in the frequency domain, which provides solutions for the nuclear response at specific
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excitation energies ~ω.
5.2.1: Differences between the charge-changing and like-particle FAM
Formally, the main differences between the charge-changing and like-particle versions of the FAM arise
from the fundamental difference in character of the external field driving the nuclear excitations. Charge-
changing solutions are driven by a time-dependent external field which has the strange property of stimulating
neutrons to turn into protons and vice versa. With an external field of this type, δR(pn)(t) is of primary
importance. Since we are only interested in charge-changing excitations of the nucleus we do not consider any
like-particle FAM motion.1 If the ground-state solution does not allow proton-neutron-mixed wave functions
(as hfbtho does not), then the charge-changing generalized density R(pn)0 ≡ 0 in the ground state and is
purely time-dependent in the pnFAM, stimulated by the external field:
R
(pn)(t) = ηδR(pn)(t) = η
 δρpn(t) δκpn(t)
−δκ∗pn(t) −δρ∗pn(t)
 . (5.19)
As in the like-particle FAM, these density oscillations generate time dependence in the Hamiltonian
matrix: H[R(t)] ≈ H0 + ηδH(t). Because R(pn)0 vanishes in the ground state solution, so does H(pn)0 since it
is linear in R for Skyrme functionals [61]. This actually provides a nice simplification in charge-changing
calculations: the factor η which multiplies δR(t) and appears in δH(t) cancels out of the finite difference
equation (5.18), and we can calculate δH(t) directly without even resorting to finite difference:
δH(pn)(t) =
 δhpn(t) δ∆pn(t)
−δ∆∗pn(t) −δh∗pn(t)
 . (5.20)
The mean field δhpn(t), pairing field ∆pn(t), etc. can be calculated directly in terms of ρpn(t), κpn(t), and
the static densities ρ(n)0 and ρ
(p)
0 without directly introducing a numerical value for η [61].
Besides the obvious structural differences between the charge-changing and like-particle versions of the
FAM (working with δR(pn) instead of δR(n) and δR(p)), the calculation of δH(t) is the second major difference
between the two techniques. In the pnFAM, this calculation is in one way easier and in another way more
difficult than in the like-particle FAM: since the numerical factor η never appears in our final equations [61],
we have no need to tune it as did the authors of Ref. [98]. On the other hand, we could not easily adapt a
ground-state solver like hfbtho to carry out charge-changing calculations since the corresponding (isovector)
1A combined charge-changing/like-particle FAM could find the natural excitation energies and transitions for each mode, and if
we allowed for proton-neutron-mixed wave functions in the ground state then a like-particle external field could possibly excite
charge-changing modes and vice versa.
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part of the Skyrme functional is not fully implemented for ground state calculations with time reversal
symmetry. As a result we wrote our program essentially from scratch.
Section 5.3: Solution of the pnFAM equations in the quasiparticle basis
We conclude this chapter by summarizing the derivation of the pnFAM equations and the iterative
procedure followed to solve them. We then discuss how to obtain β-decay rates in the pnFAM framework.
Additional details are presented in Appendix C.
The pnFAM equations are most simply derived from the linear response equation (5.16) by transforming
to the quasiparticle basis using the combined proton-neutron Bogoliubov transformation (5.12), e.g.,
R = W†RW =
W(n)† 0
0 W(p)†

R(n) R(pn)†
R
(pn)
R
(p)

W(n) 0
0 W(p)
 =
R(n) R(pn)†
R(pn) R(p)
 . (5.21)
The linear response equation then takes the form
iδR˙(t) = [H0, δR(t)] + [δH(t) + F(t), R0]. (5.22)
Because the generalized density R(t), Hamiltonian matrix H(t), and external field F(t) are all Hermitian (we
define F(t) to be Hermitian), the lower-left and upper-right blocks of these matrices, which contribute to
charge-changing calculations, are related by Hermitian conjugation. As a result, the pnFAM equations can
be derived using only the proton-neutron (lower-left) blocks of the quasiparticle matrices.
To solve Eq. (5.22) for δR(pn)(t), we need several different quantities. The ground-state generalized
density R0 (5.6) and Hamiltonian matrix H0 (5.11) are diagonal in the quasiparticle basis and determined
by hfbtho at the ground state. F(t) is formed from matrix elements of the external field and is an input
for the calculation; its form drives the form of the resulting solutions. Finally, δH(t) is the time-dependent
change in the Hamiltonian matrix and is calculated at each iteration as a functional of the generalized
density R0 + ηδR(t). Because the HFB generalized density is required to have R2(t) = R(t) at all times, the
time-dependent change in the generalized density is restricted and must take the form [105]
δR(pn)(t) =
 0 Xpiν(t)
−X∗piν(t) 0
 , (5.23)
i.e., it is formed from a matrix Xpiν(t) where pi and ν are proton and neutron quasiparticle matrix indices,
respectively. By evaluating the commutators in Eq. (5.22), the linear response equation generates a single set
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of time-dependent pnFAM equations,
iX˙piν(t) = (Epi + Eν)Xpiν(t) + δH20piν(t) + F 20piν(t), (5.24)
where F 20piν(t) is a proton-neutron matrix element of the external field, Xpiν(t) is the change in the proton-
neutron density, and δH20piν(t) is the change in the proton-neutron mean field. Epi and Eν are quasiparticle
energies calculated by hfbtho in the ground state solution.
To obtain a corresponding set of equations which depend on the energy of the nuclear excitation, we make
the usual choice of a sinusoidal external field [61, 98, 105]. This choice requires the introduction of six new
time-independent matrices multiplying factors e±iωt:
Xpiν(t) = Xpiν(ω)e−iωt + Y ∗piν(ω)eiωt, (5.25a)
δH20piν(t) = δH20piν(ω)e−iωt + δH02∗piν (ω)eiωt, (5.25b)
F 20piν(t) = F 20piνe−iωt + F 02∗piν eiωt. (5.25c)
Inserting these ansatzes into the time-dependent pnFAM equation (5.24), we obtain the corresponding
energy-dependent pnFAM equations [61]:
Xpiν(ω)[(Epi + Eν)− ω] + δH20piν(ω) = −F 20piν , (5.26a)
Ypiν(ω)[(Epi + Eν) + ω] + δH02piν(ω) = −F 02piν . (5.26b)
The pnFAM equations are coupled by the functional dependence of the mean field (δH20(ω) and δH02(ω)) on
the nuclear density (X(ω) and Y (ω)). They are solved iteratively by applying the proton-neutron Bogoliubov
transformation (5.12) to compute new densities ρ and κ from X(ω) and Y (ω), which are then used to calculate
new mean fields h and pairing fields ∆. These new fields are finally transformed back to the quasiparticle basis,
forming new matrices δH20(ω) and δH02(ω) and new solutions X(ω) and Y (ω), and the process repeats.
5.3.1: Strength functions, cross-terms, and β-decay half-lives
By solving the pnFAM equations in the quasiparticle basis for Xpiν(ω) and Ypiν(ω),
Xpiν(ω) = −
δH20piν(ω) + F 20piν
(Epi + Eν)− ω
, Ypiν(ω) = −
δH02piν(ω) + F 02piν
(Epi + Eν) + ω
, (5.27)
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we obtain the response function of the nucleus to the external field F(t). We can then define the strength
function [72, 97, 98] (cf. Eq. (4.13)):
SF (F ;ω) = −
1
pi
Im
∑
piν
[
F 20∗piν Xpiν(F ;ω) + F 02∗piν Ypiν(F ;ω)
]
= − 1
pi
Im TrF(pn)†δR(pn)(ω), (5.28)
where X(ω) and Y (ω) are computed with an external field generated by the same operator Fˆ used in the
trace. We may also define the pnFAM version of the cross-terms from Chapter 3 by first computing the
nuclear response to an operator Fˆ and subsequently computing the strength function for another operator
Gˆ [61]:
SF (G;ω) = −
1
pi
Im
∑
piν
[
G20∗piν Xpiν(F ;ω) +G02∗piν Ypiν(F ;ω)
]
. (5.29)
In the absence of any residual interaction (δH → 0), the strength function has simple poles at the
elementary two-quasiparticle excitations of the ground state. One can also show [61, 107, 109, 110] that the
total strength function has poles at the normal-mode frequencies of the interacting system:
SF (F ;ω) = −
1
pi
Im
∑
N

∣∣∣〈N | Fˆ | 0〉∣∣∣2
ω − EN
−
∣∣∣〈N | Fˆ † | 0〉∣∣∣2
ω + EN
 . (5.30)
If we move the excitation frequency off the real axis ω → ω + iγ to avoid these poles we obtain the familiar
Lorentzian strength distribution from Eq. (5.30) [107, 109, 110]:
SF (F ;ω, γ) =
γ
pi
∑
N

∣∣∣〈N | Fˆ | 0〉∣∣∣2
(ω − EN )2 + γ2
−
∣∣∣〈N | Fˆ † | 0〉∣∣∣2
(ω + EN )2 + γ2
 . (5.31)
Because the pnfam does not produce discrete transition strengths and excitation energies, we cannot
directly apply the equations in Chapters 2 and 3 for the total β-decay rate. Instead, as presented in Ref. [61],
we take advantage of the fact that the β-decay strength functions SF (F ;ω) and SF (G;ω) have simple poles
at the excitation frequencies of the system by applying the calculus of residues. Contour integration methods
were first applied to the FAM by Hinohara et al. [109, 110].
By folding in analytic approximations to the energetic factors which enter decay-rate computations (the
Fermi function F0 in particular, see Chapter 2 and Appendix A) and computing the β-decay shape factors
along a contour chosen to include all excited states compatible with the maximum β-decay energy (Fig. 5.1),
we can compute the total β-decay rate for each class of allowed and forbidden transition (Jpi = 1+, 0−, 1−,
and 2−) and each value of the intrinsic angular momentum projection 0 ≤ K ≤ J . The total rate is then
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summed up from these various contributions,
λ =
∑
J
pi
J∑
K=0
λJpi (K), (5.32)
which are given by [61]
λJpi (K) = −
ln 2
κ
1
2pi Im
∑
i
∮
C
pi(z) Si(Jpi,K; z) dz. (5.33)
The index i enumerates the various analytic approximations to different energetic factors (as many as six
different factors can contribute, as in Ref. [111]), and Si(Jpi,K; z) is an energy-dependent and K-dependent
combination of transition strengths and cross-terms which make up a particular type of decay. The quantities
S are essentially the same as the shape factors Cintr from Chapter 3, and their relation to the pnFAM strength
functions and cross-terms are given in the appendix of Ref. [61].
Im ω
Re ω
C
Re [S(ω)f(ω)]
Im ω
Re ω
C
Im [S(ω)f(ω)]
Figure 5.1: Schematic demonstration of the contour C used to compute the total β-decay half-life. The
contour is defined in the complex ω plane such that it includes all the poles (marked with red crosses) that
are energetically allowed to contribute. This figure demonstrates to behavior of both the real and imaginary
parts of the strength function S(ω) folded with an analytic approximation to the phase space factor f(ω) as
described in Ref. [61]. Reprinted figure with permission from M. T. Mustonen, T. Shafer, Z. Zenginerler, and
J. Engel, Phys. Rev. C 90, 024308 (2014) [61]. Copyright 2014 by the American Physical Society.
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CHAPTER 6: β DECAY OF ODD NUCLEI WITH THE PNFAM
In the previous chapter we introduced the proton-neutron finite amplitude method for computing the
charge-changing nuclear transitions that enter into β-decay calculations. The pnFAM is based on the time-
dependent HFB approximation (TD-HFB) and assumes the nucleus is composed of even numbers of protons
and neutrons—the HFB ground state |φ 〉 is the vacuum to a set of quasiparticles α†µ with the single-particle
density ρij = (V ∗V T )ij . Even-even nuclei make up only about one quarter of the total number of nuclei, so
an extension of the pnFAM to odd nuclei (N and/or Z odd) is of great interest [112]. We will show here that
the foundations of the pnFAM (linear response theory and the TD-HFB) are general enough to allow just
such an extension.
Although 75% of all nuclei have an odd number of either protons or neutrons, there are relatively few
calculations of their properties relative to their even-even neighbors. This is a result of the very nature of
odd nuclei—because they are built up of odd numbers of nucleons, calculations are especially difficult. As
mentioned in Sec. 5.1.2, calculations of nuclear ground states and excited states are tractable as a result of
conserved angular momentum and time reversal symmetries. Odd nuclei break these key symmetries, so both
the number of states and the number of matrix elements that enter into calculations greatly increase [112].
This increased computational burden requires compromises in the studies that do include odd nuclei: at
least for large-scale applications, the methods used with even-even nuclei are not feasible. HFB ground state
calculations without time reversal or axial symmetry are possible with solvers such as hfodd [113], but these
calculations are computationally expensive [77]. Similarly, many calculations of β-decay rates at the QRPA
level (which have been around for decades, e.g., Ref. [80]) are still built up from schematic, not self-consistent
interactions that are simpler to apply. Another interesting approach we have seen recently is to approximate
the mean field of an odd nucleus by the mean field of the neighboring even-even nucleus while constraining
the calculation to have the correct odd particle number [58]. This approach allows for calculations of the
properties of odd systems within the usual time-even HFB+QRPA (or FAM) formalism.
We have worked out a solution that provides a rigorous way to microscopically calculate the charge-changing
properties of odd nuclei approximately while preserving the time reversal symmetry and axial symmetry
of the ground state solution. This extension of the pnFAM is based on the equal filling approximation
(EFA) [114, 115] to the HFB ground state of an odd nucleus and follows immediately from TD-HFB and
linear response equations similar to those in Chapter 5. In the remainder of this chapter we briefly discuss the
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equal filling technique for determining the ground state properties of odd nuclei before deriving new pnFAM
equations from this approximation.
Section 6.1: Ground states of odd nuclei and the equal filling approximation
There are many techniques for approximately calculating ground state properties of odd nuclei. These
include self-consistent quasiparticle blocking in the HFB [72, 112, 115], where the odd-mass HFB ground
state is a one-quasiparticle excitation of an even-even core α†Λ0 |φ 〉; particle-vibration coupling [116–118]
which perturbatively couples the odd nucleon to an even-even core; and simple even-even HFB calculations
constrained to an odd number of particles [58]. Of these techniques quasiparticle blocking is the closest
match to the even-even methods described in the previous chapter, both for ground state properties and
charge-changing transitions derived with linear response theory.1
In the quasiparticle blocking approximation (or just “blocking approximation”), the HFB energy is
minimized with a set of trial ground states that consist of one-quasiparticle excitations of an even-even core:
|φ′ 〉 = α†Λ0 |φ 〉. The minimization procedure self-consistently determines the properties of the quasiparticles,
including the state α†Λ0 , in a similar way as in the even-even HFB. The resulting normal and pairing densities
(cf. (5.4)) have additional contributions from the one-quasiparticle excitation α†Λ0 [112, 115]:
ρ′ij = (V ∗V T )ij + UiΛ0U
∗
jΛ0 − V ∗iΛ0VjΛ0 ,
κ′ij = (V ∗UT )ij + UiΛ0V
∗
jΛ0 − V ∗iΛ0UjΛ0 .
(6.1)
Formally there are few differences between the even-even and odd calculations, but as mentioned previously
the state |φ′ 〉 is not time-even. As a result, the blocking approximation encounters the difficulties described
above for odd systems and, without time-reversal symmetry, we cannot calculate properties of these states
with a time-even solver such as hfbtho.
Equal-filling is a clever approximation to quasiparticle blocking that preserves time-reversal symmetry.
The EFA replaces the blocking trial state α†Λ0 |φ 〉 with a mixed state whose density operator is built up
equally from the states |α†Λ0 〉 and |α
†
Λ¯0
〉 [112, 115]. Expectation values of one-body operators (e.g., the
nuclear density) calculated with the EFA density operator have the form [112]
〈Mˆ〉EFA = 12
(
〈φ |αΛ0Mˆα
†
Λ0 |φ〉+ 〈φ |αΛ¯0Mˆα
†
Λ¯0
|φ〉
)
, (6.2)
1 Even though the treatment of odd-mass nuclei in the quasiparticle blocking approximation follows naturally from the even-even
HFB, this technique is not without problems. It has been shown that standard Skyrme energy-density functionals introduce
spurious self-interactions both for single nucleons [119] and for the mean field [116]. These self interactions produce incorrect
values for the polarization energy in odd-mass nuclei [116], but it is not clear that they play any role in linear response
calculations.
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and look like the average of expectation values in the blocked states α†Λ0 |φ 〉 and α
†
Λ¯0
|φ 〉. As a result, the
normal and pairing densities in the blocking approximation (6.1) are replaced by the EFA quantities:
ρEFAij = (V ∗V T )ij +
1
2
(
UiΛ0U
∗
jΛ0 + UiΛ¯0U
∗
jΛ¯0 − V
∗
iΛ0VjΛ0 − V ∗iΛ¯0VjΛ¯0
)
,
κEFAij = (V ∗UT )ij +
1
2
(
UiΛ0V
∗
jΛ0 + UiΛ¯0V
∗
jΛ¯0 − V
∗
iΛ0UjΛ0 − V ∗iΛ¯0UjΛ¯0
)
.
(6.3)
The authors of Ref. [112] demonstrated the EFA produces the usual HFB equations (with the densities
ρEFA and κEFA) through a minimization procedure like we described in Chapter 5. They accomplished this
formally with a statistical density operator, e.g., [114]
ρˆ = |φ 〉〈φ |+
∑
µ
α†µ|φ 〉pµ〈φ |αµ +
1
2!
∑
µν
α†µα
†
ν |φ 〉pµpν〈φ |αναµ + . . . , (6.4)
where the numbers pµ are “probabilities” of various quasiparticle excitations, such as α†Λ0 , being present in
the mixture described by ρˆ. The EFA is obtained, for a singly-odd nucleus, with the density operator (6.4) by
choosing pΛ0 = pΛ¯0 = 1 and all other pµ = 0. An odd-odd nucleus is described by excitations of one neutron
state and one proton state: pΛν = pΛ¯ν = pΛpi = pΛ¯pi = 1. Ref. [112] demonstrated that this mixed-state
description of the EFA produces the usual HFB equations [H, R] = 0:
 hEFA ∆EFA
−∆EFA∗ −hEFA∗

U V ∗
V U∗
 =
E 0
0 −E

U V ∗
V U∗
 . (6.5)
The HFB equations may then be solved in the usual way, and the energy is calculated with the EFA
densities: E = E[ρEFA, κEFA]. This is encouraging from a DFT perspective. We can apply our Skyrme
functionals directly with these new time-even densities, which is essentially how hfbtho applies the EFA to
odd nuclei [78].
Although the equal-filling approximation has been applied for some time [112], Refs. [112] and [115] have
provided formal justification and computational verification for the procedure. Examining the problem in a
computational way, the EFA is only useful if it constitutes a good approximation to the full quasiparticle
blocking approximation, and Ref. [115] demonstrates this is certainly true. Quasiparticle energies computed
in the EFA deviate from their counterparts in blocking calculations by only about 50 keV with a spread
of 100–150 keV. Further, the authors of Ref. [115] noted that the time-even parts of the densities ρ and κ
are the same in the two approximations, and so the “EFA density matrices. . . [correspond] to the time-even
functional in which the time-odd polarizations exerted by the odd particle are dynamically switched off”.
This seems a like reasonable approximation, then, since many ground state quantities are either unaffected or
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somewhat affected by time-odd fields [115]. The EFA only completely misses out on properties such as the
spin polarization of the nucleus; it takes into account, at least partially, effects that are not exclusively odd
under time reversal [112].
Section 6.2: Excited states of odd nuclei
Many β-decay calculations that treat odd nuclei with the QRPA make a distinction between the “valence”
nucleon (the quasiparticle α†Λ0) and the even-even core |φ 〉. From this point of view, excitations of the
core can be treated in more-or-less the usual way, and excitations of the valence nucleon can be computed
separately, considering the particle-core interaction perturbatively—see Refs. [80, 120–126], for example.
(Refs. [116–118, 127] have also studied both the static and time-dependent polarization of the nucleus due to
the influence of an additional nucleon.)
These treatments cleanly separate the contributions of the core and valence nucleon, only mixing the
two to first order in the nuclear residual interaction (obtained in DFT from the second derivative of the
energy functional: V [ρ] = δ2E[ρ]/δρ2). Linear response theory applied directly to the state α†Λ0 |φ 〉 or the
EFA ensemble would provide a more holistic viewpoint: if we determine the mean field density R0 of an odd
nucleus, whether in the blocking or equal filling approximations, linear response should provide the dynamics
of the entire nucleus, including both the valence nucleon and the core. It may also include small additional
effects (for example the effect of the even-even core on the valence nucleon) that seem to be neglected in the
treatment of, e.g., Refs. [117, 118]. Further, if we find an HFB solution R0 for an odd nucleus, we should be
able to—in principle—calculate the linear response about as easily as we calculated the ground state; this is
the essential improvement provided by the FAM.
The connection of the equal filling approximation to a quantum statistical ensemble is the key to
our pnFAM calculations of β decay. In an ensemble, expectation values are calculated as traces in Fock
space [112, 114, 128], giving the HFB generalized density as:
R0 =
1
Z
Tr ρˆα†α Tr ρˆαα
Tr ρˆα†α† Tr ρˆαα†
 , (6.6)
where Z = Tr ρˆ. The authors of Ref. [112] noted that the EFA versions of the normal and pairing densities
(6.3) for a singly-odd nucleus can be obtained from an HFB generalized density R0 with the form
REFA0 =
f 0
0 1− f
 , fµν = δµν ( pµ1 + pµ
)
= δµν

1
2 , µ ∈ {Λ0, Λ¯0},
0, otherwise.
(6.7)
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An essential point of Ref. [112] is that this statistical framework and the resulting generalized density are,
mathematically, a restricted version of the well-known finite-temperature HFB theory [128]. In the EFA,
the factors fµ that represent quasiparticle occupation probabilities [128, 129] must be fixed by hand—in
finite-temperature HFB the fµ are functions of the temperature and are determined during the variation [128].
The main advantage of connecting the EFA to the mathematics of ensembles and the finite-temperature
HFB is that finite-temperature linear response theory is well-studied (see, e.g., Refs. [129–137]) and has even
been applied to hot β-decay calculations (for example, Refs. [138, 139]). Our derivation of the EFA version of
the pnFAM equations follows roughly Refs. [129] and [95], adapting their presentations to our needs.
Ref. [129] describes the linear response in detail for systems with a Hamiltonian acting on states; this
formalism is not directly applicable in the framework of DFT, but many of their main points carry over to
our application. Even better, the text [95] derives the time-dependent HFB equations for systems described
by a statistical operator like that of Eq. (6.4), showing they have the same form as the equations we derived
in the previous chapter. As a result, we must solve Eq. (5.22) as before,
iδR˙(t) = [H0, δR(t)] + [δH(t) + F(t), R0], (5.22)
only now the matrices appearing in (5.22) are computed with the EFA density operator. Our extension of
pnFAM to odd nuclei, then, requires two main adjustments: (1) we should use the ground state EFA solutions
HEFA0 and REFA0 acquired from hfbtho in place of their even-even counterparts, and (2) the calculation of
δR(t) should be reformulated as the trace of a time-dependent version of ρˆEFA in Eq. (6.4).
6.2.1: The pnFAM equations for odd nuclei
As shown in Ref. [112], the EFA ground state solution still satisfies the HFB equation [HEFA0 , REFA0 ] = 0.
The equal filling approximation changes the character of R0 slightly (6.7), but the Hamiltonian matrix HEFA0
assumes its standard form (5.11), with one-quasiparticle energies along the diagonal. As in the even-even
case, hfbtho does not consider mixed proton-neutron wave functions.
The proton-neutron generalized density R(pn) is calculated by tracing with the density operator ρˆEFA, as
in Eq. (6.6). Its time dependence can be calculated by following the evolution of ρˆEFA(t), which is a result of
a time-dependent external field Fˆ (t):
ρˆEFA(t) ≈ ρˆEFA0 + ηδρˆEFA(t). (6.8)
Because the generalized density REFA(t) is no longer projective (cf. Eq. (6.7), R2 6= R), the time-dependent
proton-neutron generalized density is no longer block-antidiagonal; δR(pn)(t) is formed from two matrices (cf.
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Eq. (5.23)):
δR(pn)(t) =
 Ppiν(t) Xpiν(t)
−X∗piν(t) −P ∗piν(t)
 . (6.9)
Putting everything together and calculating the value of the commutators (5.22), being careful to account
for the factors fµ in the EFA generalized density, gives the time-dependent EFA pnFAM equations:
iX˙piν(t) = (Epi + Eν)Xpiν(t) + (1− fν − fpi)(F 20piν(t) + δH20piν(t)), (6.10a)
iP˙piν(t) = (Epi − Eν)Ppiν(t) + (fν − fpi)(F 11piν(t) + δH11piν(t)). (6.10b)
The indices pi and ν correspond to proton and neutron indices, respectively. Eqs. (6.10) are applicable to
neutron-odd nuclei (fν = 12 (δνΛν + δνΛ¯ν )), proton-odd nuclei (fpi =
1
2 (δpiΛpi + δpiΛ¯pi )), and doubly-odd nuclei
(both sets can have nonzero values).
To solve Eqs. (6.10) at a specific nuclear excitation energy ~ω, we introduce the frequency-dependent
ansatzes
Ppiν(t) = Ppiν(ω)e−iωt +Q∗piν(ω)eiωt, (6.11a)
Xpiν(t) = Xpiν(ω)e−iωt + Y ∗piν(ω)eiωt. (6.11b)
Taking the appropriate time derivatives in Eqs. (6.10) yields the energy-dependent pnFAM equations
implemented in our program:
Xpiν(ω)[(Epi + Eν)− ω] = −(1− fν − fpi)[F 20piν + δH20piν(ω)], (6.12a)
Ypiν(ω)[(Epi + Eν) + ω] = −(1− fν − fpi)[F 02piν + δH02piν(ω)], (6.12b)
Ppiν(ω)[(Epi − Eν)− ω] = −(fν − fpi)[F 11piν + δH11piν(ω)], (6.12c)
Qpiν(ω)[(Epi − Eν) + ω] = −(fν − fpi)[F 11piν + δH11piν(ω)]. (6.12d)
The matrices X(ω) and Y (ω) are defined similarly to their even-even versions, but their matrix elements
are reduced by a factor 1− f = 1/2 when one of the indices pi, ν denotes a “blocked” level (i.e., one of the
“odd” quasiparticle levels α†Λ0 or α
†
Λ¯0
). Their matrix elements vanish if both quasiparticle indices are blocked.
We also have additional, very sparse matrices P (ω) and Q(ω) that have non-zero matrix elements when
exactly one of the proton and neutron levels is blocked. F 11piν and F 11piν are additional matrix elements of the
external field Fˆ in the quasiparticle basis, and δH11(ω) and δH11(ω) are additional matrix elements of the
proton-neutron mean field.
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Generally speaking, the four matrices δH(ω) are coupled together by the densities ρ and κ and their
dependence on P (ω), Q(ω), X(ω), and Y (ω). The pnFAM equations for odd nuclei are solved iteratively
in a similar way as their even-even counterparts, and their solutions make up the response function. The
transition strength is still calculated with Eq. (5.28), but the trace now includes the matrices Ppiν(ω) and
Qpiν(ω):
SF (F ;ω) = −
1
pi
∑
piν
[
F 11∗piν Ppiν(ω) + F 20∗piν Xpiν(ω) + F 02∗piν Ypiν(ω) + F 11∗piν Qpiν(ω)
]
. (6.13)
Section 6.3: Interpretation of our results for odd nuclei
Because the equal filling approximation describes odd nuclei as a statistical ensemble, the meaning of
our results should be carefully considered. Our interpretation of the odd pnFAM strength function follows
from Eq. (6.2): since the strength functions are ensemble averages of one-body operators, our results can be
written formally as
SEFAFK (ω) =
1
2
[
S
Λ0
FK
(ω) + SΛ¯0FK (ω)
]
, (6.14)
i.e., our computed strength functions (for an operator F that changes the z component of angular momentum
by an amount K) are an average of the strength computed from the states α†Λ0 |φ 〉 and α
†
Λ¯0
|φ 〉.
When the operator F does not change the intrinsic z projection, i.e., K = 0, the two terms on the
right-hand side of Eq. (6.14) produce equivalent strength functions. This is not true when K 6= 0, but it
turns out that we need transition strengths from intrinsic states with K < 0 in our β-decay calculations. The
connection between lab-frame and intrinsic-frame transitions (3.10) introduced additional intrinsic-frame
contributions to the strength function: we found that the lab-frame transition strength that describes a
transition between rotation bands Ki → Kf is related to the pair of intrinsic transitions Ki → Kf and
−Ki → Kf as long as the operator F can connect the two intrinsic states.
Consider as an example the Jpi = 1+ β-decay from a rotation band with K = 1/2. According to Eq. (3.10)
the following intrinsic transitions are involved:
|〈1/2 |FK=0 | 1/2〉|2 , |〈1/2 |FK=1 | −1/2〉|2 ,
|〈3/2 |FK=1 | 1/2〉|2 .
(6.15)
With the above considerations for the strength function SFK , we see that the the total 1
+ strength function,
Stotal(ω) = SEFAFK=0(ω) + 2S
EFA
FK=1
(ω), (6.16)
includes all the required transitions. For an example with a slight twist, consider a Jpi = 2− decay from
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a rotation band with K = 3/2. An operator that has angular momentum J = 2 can connect bands with
K-values differing by as much as ±2, and the required intrinsic transition strengths for this decay are:
|〈3/2 |FK=0 | 3/2〉|2 ,
|〈5/2 |FK=1 | 3/2〉|2 ,
|〈7/2 |FK=2 | 3/2〉|2 ,
|〈1/2 |FK=−1 | 3/2〉|2 , |〈1/2 |FK=2 | −3/2〉|2 .
(6.17)
Here we have a different situation—(6.17) requires a K = −1 transition from the K = 3/2 initial state.
However, due the time-reversal symmetry of |φ 〉 in equal-filling, this transition strength is related to the
strength with all angular momenta reversed:
|〈1/2 |FK=−1 | 3/2〉|2 = |〈−1/2 |FK=1 | −3/2〉|2 . (6.18)
The total pnFAM strength function for 2− decays,
Stotal(ω) = SEFAFK=0(ω) + 2S
EFA
FK=1
(ω) + 2SEFAFK=2(ω), (6.19)
includes all the necessary transitions.
In this way we obtain the transition strength for odd nuclei as simply as for even nuclei. Our EFA-
based pnFAM calculations represent a trade-off, exchanging a unique fully polarized ground state for a
partially polarized ensemble. This ensemble simulates time-odd polarization without giving up time-reversal
invariance and while including at least some polarization effects in the ground state [112]. The time-odd
fields that appear in the pnFAM, and consequently should appear in the mean field of an odd nucleus in the
blocking approximation, are neglected in the EFA ground state. Using the EFA as a basis for linear response
calculations is a very good compromise and a step forward in the mean field description of odd nuclei.
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CHAPTER 7: β-DECAY HALF-LIVES OF RARE-EARTH ISOTOPES
Having detailed the theory and computational techniques that we have developed alongside M. T. Mustonen
to improve β-decay calculations, we turn to the details and the results of the calculations themselves. As
introduced in Chapter 1, we have computed β-decay half-lives of neutron-rich r-process nuclei in two well-
separated regions of the nuclear chart: nuclei with mass number A ' 80 and charge number Z < 50, and
nuclei in the rare-earth region (A ' 160, Z & 50). In this chapter we present results for the larger of the two
calculations: the study of well-deformed rare-earth nuclei. Our methods are particularly well suited to these
calculations: the rare-earth nuclei of interest are mostly found mid shell and should be well deformed as a
result [73].
Section 7.1: The rare-earth r-process nuclei
Unlike the three primary r-process abundance peaks, the rare-earth element (REE) peak is not caused
directly by the neutron capture properties of closed-shell nuclei. The primary r-process peaks are formed
essentially during the (n, γ)  (γ, n) equilibrium as isotopic abundances pile up at N = 50, 82, and 126.
It has been shown for a hot r process (distinguished by a long (n, γ)  (γ, n) equilibrium that persists
until essentially all the free neutrons have been depleted [140]) that the REE peak is actually formed during
the freeze-out phase—when β decay and n capture occur in roughly equal amounts, and the extremely
neutron-rich r-process material formed at the beginning of the r process begins to decay towards stability [18].
The peak forms as a result of a local maximum in nuclear deformation that produces a “kink” in curves of
constant neutron separation energy Sn. As laid out in Ref. [20], if there is a kink in this curve near A ∼ 160,
and if the r-process path traverses this region while neutron capture continues at roughly the same rate as β
decay, then a REE peak can form as the difference in neutron separation energies “funnels” nuclei into the
peak region.
Mumpower et al. [20] have shown that a rare-earth peak can also be formed in cold r-process scenarios
where the temperature or density drops quickly and the (n, γ)  (γ, n) equilibrium does not persist. In
these situations photo-dissociation is frozen out, and the r-process path is determined by the interplay of β
decay and neutron capture. The REE peak is then formed from a neutron-capture effect: if the r-process
path traverses a region of slower neutron-capture rates than material above and below, material can become
“trapped” in the peak region.
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These two mechanisms are sensitive to somewhat different sets of β-decay half-lives: a cold r process
tends to populate nuclei further from stability than a hot r process [19]. The most important isotopes for a
particular process are identified by performing sensitivity studies (Refs. [25, 62, 140, 141] demonstrate this
technique for β decay, neutron capture, and nuclear masses), which quantify the effect of a change in, e.g., a
β-decay half-life on astrophysical abundances. A typically-used metric is the quantity
FK(Z,N) = 100×
∑
A
∣∣∣Y K(A)− Y b(A)∣∣∣ , (7.1)
which measures the change in abundances Y K(A) relative to baseline Y b(A) when the β-decay rate of a
particular nucleus with Z protons and N neutrons is changed by a factor K [62]. The results of such a study
for rare-earth nuclei are presented in Fig. 7.1, courtesy of M. Mumpower [62]. The figure includes sensitivity
measures for three different r-process scenarios: a hot r process, a cold r process, and a neutron star merger.
Following these sensitivity studies, we have computed half-lives for the seventy rare-earth nuclei listed in
Table 7.1. We have also repeated the calculation several times, applying a variety of Skyrme EDFs that we
have tailored to reproduce experimentally-measured half-lives in this mass region. The placement of these
nuclei on the nuclear chart is shown in Fig. 7.2.
Z Isotopes
50 150Sn, 152Sn
51 151Sb, 153Sb
52 150Te, 152Te, 154Te, 156Te, 158Te
53 151I, 153I, 155I, 157I, 159I
54 148Xe, 150Xe, 152Xe, 154Xe, 156Xe, 158Xe, 160Xe, 162Xe, 164Xe, 166Xe
55 157Cs, 159Cs, 161Cs, 163Cs, 165Cs, 167Cs
56 156Ba, 158Ba, 160Ba, 162Ba, 164Ba, 166Ba, 168Ba, 170Ba, 172Ba, 174Ba
57 163La, 165La, 167La, 169La, 171La, 173La, 175La
58 160Ce, 164Ce, 166Ce, 168Ce, 170Ce, 172Ce, 174Ce, 176Ce
59 171Pr, 173Pr, 175Pr, 177Pr
60 164Nd, 166Nd, 172Nd, 174Nd, 176Nd, 178Nd
61 179Pm
62 178Sm, 180Sm
64 178Gd, 180Gd
Table 7.1: The seventy rare-earth r-process nuclei for which we compute β-decay half-lives, including forty-five
even-even nuclei and an additional twenty-five proton-odd nuclei.
Section 7.2: Overview of the calculation
A good part of this chapter describes our adjustments of the Skyrme EDFs to optimize our calculations
for this mass region. In order to calculate the half-lives of these particular nuclei as accurately as possible,
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Figure 7.1: Sensitivity of r-process abundances to increases (“inc”) and decreases (“dec”) of individual
rare-earth β-decay rates by a factor of 5. The most darkly shaded nuclei produced the largest effects. The
figure is courtesy of M. Mumpower [62] and includes results for three r-process trajectories: a hot r process,
a cold r process, and a neutron star merger.
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Figure 7.2: The locations on the nuclear chart (cf. Fig. 1.1) of the seventy rare-earth nuclei listed in Table 7.1.
we tune the functionals to reproduce experimentally measured properties of nuclei that are as near to the
important nuclei as possible (this is in contrast with the global calculations of Möller et al. [55]).
As mentioned earlier, in calculations that include pairing correlations Skyrme EDFs are usually split into
two pieces, a particle-hole part and a pairing part:
E[ρ, κ] = ESk[ρ] + Epair[ρ, κ]. (7.2)
ESk[ρ] generates the mean field of the nucleus (hij = δE/δρji), and Epair[ρ, κ] describes the pairing correlations
among the nucleons (∆ij = δE/δκ∗ij). We adjust each of these functionals separately to relevant nuclear data.
Our particle-hole functional ESk[ρ] is the standard Skyrme EDF described briefly in Chapter 4 and very
thoroughly in, e.g., Ref. [88]. Recall that the functional can be split into parts, e.g.,
E
even/odd
T [ρ] =
∫
H
even/odd
T (r) dr, (7.3)
and the labels T (which can equal 0 or 1) and “even/odd” describe the properties of the local densities which
make up the HT (r). The isovector (T = 1) terms control β-decay properties, but both T = 0 and T = 1
components are involved in ground state calculations. On the other hand, in our time-even ground state
calculations all time-odd densities vanish and HoddT (r) is completely inactive. The time-odd densities are
crucial, however, for an accurate description of β-decay transitions.
Because only the time-even part of the Skyrme functional is active in ground state calculations, fits of
Skyrme functionals (or, historically, Skyrme two-body interactions) to nuclear data only determine values of
the coupling constants in HevenT (r). (We should note that there has been at least one recent attempt to use
both ground state and β-decay data to parameterize a Skyrme two-body interaction [142, 143].) From the
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viewpoint of density functional theory, it is not sensible to determine HoddT (r) by only considering time-even
data. Rather, we adjust ESk[ρ] in the following way: We take the time-even parts of the functional or
interaction as given since they were fit to nuclear data that are affected by the time-even part of the functional
(e.g., masses, radii, or unpolarized nuclear matter [144]). We then adjust the time-odd part of the functional
(specifically the time time-odd, isovector part Hodd1 (r) that affects β decay) to charge-changing nuclear data.
These fits do not spoil self-consistency since Hodd does not contribute to mean field calculations in even-even
nuclei.1 In this way we hope to preserve the best parts of the original fits while optimizing the pieces that
are essentially unconstrained.
For Epair[ρ, κ] we choose the pairing functional implemented in the solver hfbtho [77, 78], which uses a
standard Skyrme pairing functional corresponding to the pairing interaction [78]
V
(n,p)
pair (r, r
′) = V(n,p)
(
1− αρ0(r)
ρc
)
δ(r− r′), (7.4)
where ρc = 0.16 fm−3 is the saturation density of nuclear matter and α ∈ [0, 1] controls the mixture of density-
dependence. We have extended this interaction in pnfam to include a proton-neutron mixing (isoscalar)
pairing term that would vanish in hfbtho:
Vpair(r, r′) = (V0ΠˆT=0 + V1ΠˆT=1)
(
1− αρ0(r)
ρc
)
δ(r− r′). (7.5)
In pnfam we take V1 = (Vn + Vp)/2, but V0 is a free parameter that strongly affects β-decay rates. The
individual proton and neutron pairing strengths are free parameters we adjust during ground state calculations.
The speed and efficiency of the FAM allow us to compute the half-lives of many nuclei and also to repeat
these calculations with a variety of Skyrme EDFs. This allows us to get a sense of the variation among
functionals and helps to reject particularly unsatisfactory parameterizations. To this end we have selected four
Skyrme functionals from different “families”: SkO′ [145], SV-min [146], SLy5 [147], and unedf1-hfb [148]
(a recent re-fit of the functional unedf1 [149], which was originally fit incorporating a different treatment
for pairing correlations than we use here). SV-min and unedf1-hfb stand out as particularly recent
parameterizations, and they were fit directly as density functionals. Additionally the SkO′ parameterization
has been applied in previous β-decay calculations at UNC [60, 61, 150], and we have included the Skyrme
interaction SLy5 as something of an outlier—it produces less collective Gamow-Teller (allowed β-decay)
transition strength than other Skyrme interactions [151] and might be a good example of the variation we
1As mentioned at the end of Chapter 6, our ground state calculations do not include time-odd components in the mean field
either.
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can expect among functionals. We have applied the time-even parts of these functionals as provided except
for a slight tweak to SV-min, which was originally fit with a code that allowed separate masses for protons
and neutrons.
We note that in both our rare-earth and A ' 80 calculations these adjustments were completed well
before we had extended the pnFAM to odd nuclei. As a result our Skyrme EDFs have only been tuned to the
β-decay properties of even-even nuclei. Test calculations have shown (as will be demonstrated for our A ' 80
calculations in the the next chapter) that we represent odd-mass nuclei nearly as well as their even-even
neighbors. These are nice confirmations of our pnFAM-EFA method.
Section 7.3: Adjustments to and evaluation of ground state properties
Ground state calculations are foundational to our later calculations of β-decay half-lives, since they
determine (among other things) the pairing properties, Q values, and excitation energies of the nucleus. As
touched on above, the parts of the nuclear EDF (at least the particle-hole parts) that determine ground-state
properties are fixed during the fitting procedure, but the pairing functional is usually left to be adjusted later.
As a result we must fix the strengths of the proton and neutron pairing interactions now, before computing
the ground states of our target rare-earth nuclei.
First, however, we comment on the main computational parameters (e.g., the basis and integration mesh
sizes) that carry through both our hfbtho and pnfam calculations, since these must be selected before
our ground state calculations as well. We have chosen these parameters following loosely those reported
in large-scale calculations with hfbtho, e.g., the unedf series of Skyrme EDF fits [144, 149, 152], as well
as the default values [78]. Specifically, we have chosen a spherical harmonic oscillator basis that includes
16 oscillator shells in our calculations (this value was also chosen for a previous calculation of ours [61]),
reduced from the 20 shells in the unedf fits. This choice significantly speeds up our already efficient pnfam
calculations, lowering the CPU time by a factor of approximately 3. We have also chosen smaller integration
meshes than the default in hfbtho calculations: 30 mesh points for integrations along the z and ρ directions,
and 60 points for the Coulomb potential. These values represent 3/4 of the default hfbtho values [78]. Once
these parameters are set, they remain fixed throughout our ground state and β-decay calculations.
Now, in terms of pairing properties our selected Skyrme functionals can be grouped into two categories:
those EDFs for which the pairing strengths Vp and Vn are not already determined (SkO′ and SLy5), and
those EDFs for which the pairing properties were fit along with the particle-hole properties (SV-min and
unedf1-hfb). Because the functional unedf1-hfb was fit using the code hfbtho, it is simplest (although
more computationally expensive, since it was fit in a space of 20 oscillator shells) to use the pairing properties
as-provided. This is the method we have adopted for unedf1-hfb, and all calculations with this EDF were
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carried out in 20 oscillator shells. The application of SV-min is more complicated since it was fit in a slightly
different scheme (Hartree-Fock plus BCS pairing) with a different quasiparticle energy cutoff than we can
apply in hfbtho. As a result, we have chosen to re-fit the pairing strengths Vp and Vn for SV-min while
keeping the same density-dependent form (i.e., using the same value for α in Eq. (7.4) as in the original fit).
7.3.1: Adjustment of the pairing functional
Pairing strengths are typically fixed by comparing the average HFB pairing gap [77, 153],
∆¯HFB =
Tr ∆ρ
Tr ρ , (7.6)
to the odd-even binding energy differences of nearby nuclei. These differences are estimated using the
experimental measure ∆˜(3) which has been applied in the unedf parameterizations [144, 149, 152], e.g.,
∆˜(3)n (Z,N) =
1
2
[
∆(3)n (Z,N + 1) + ∆(3)n (Z,N − 1)
]
, (7.7)
where ∆(3) is the traditional three-point mass formula [154, 155] for nuclear binding energies (B < 0):
∆(3)n (Z,N) =
(−1)(Z+N)
2 [B(Z,N + 1) +B(Z,N − 1)− 2B(Z,N)] . (7.8)
We have calculated ∆˜(3) for 19 nuclei near our region of interest; the results are listed in Table 7.2. These
values were computed using atomic mass excesses from the 2012 Atomic Mass Evaluation [156, 157] and
subtracting the electronic binding-energy contributions [144] from the atomic binding energies [158] using the
formula in Ref. [157]. We propagated the uncertainties reported in the Atomic Mass Evaluation to obtain
corresponding uncertainties in ∆˜(3). We then applied hfbtho to determine the values of Vp and Vn that
satisfied the corresponding 1-σ uncertainty bounds.2 Mapping the resulting asymmetric uncertainties in the
pairing strength, Vq + σ(+)q − σ(−)q , onto a roughly equivalent symmetric set Vq ± σ¯q [6], we fit average values
of the proton and neutron pairing strengths that incorporate all 19 nuclei. Our final pairing strengths, along
with the density dependence α (set to 0.5 if not previously specified), are listed in Table 7.3. If our calculated
ground-state shapes differed from the previous Skyrme HFB calculations in Ref. [159], we checked that our
fitted pairing strengths did not change significantly if we change the shape of our ground state solutions.
2We are grateful to N. Schunck for providing us with a bisection solver, which we have adapted to version 2 of hfbtho.
50
Z N ∆˜(3)p (MeV) ∆˜(3)n (MeV)
52 84 0.79096± 0.00464 0.75491± 0.0024
54 86 0.90975± 0.01527 0.87276± 0.0022
56 90 0.92059± 0.01093 0.92025± 0.0204
58 90 0.99503± 0.00975 0.97777± 0.0092
60 92 0.68605± 0.01176 0.77895± 0.0298
62 94 0.57543± 0.02887 0.67368± 0.0042
62 96 0.55867± 0.05021 0.58183± 0.0049
64 96 0.57608± 0.00276 0.67969± 0.0018
66 98 0.53795± 0.00277 0.67866± 0.0016
68 100 0.55392± 0.00312 0.64734± 0.0017
68 102 0.50391± 0.03646 0.60222± 0.0021
70 104 0.52725± 0.00300 0.53483± 0.0017
72 106 0.62796± 0.00168 0.63470± 0.0016
72 108 0.62486± 0.00388 0.57799± 0.0022
74 110 0.55784± 0.00199 0.66483± 0.0008
74 112 0.60795± 0.01224 0.70165± 0.0013
74 114 0.67773± 0.03607 0.79595± 0.0227
76 116 0.78248± 0.01110 0.83218± 0.0020
78 118 0.75364± 0.00128 0.88139± 0.0009
Table 7.2: Even-even nuclei used to fit the pairing strengths Vp and Vn. The odd-even mass indicators ∆˜(3)
are described in the text.
Functional Vp (MeV fm3) Vn (MeV fm3) α
SkO′ −270.0 −243.0 0.5
SV-min −374.0 −322.0 0.75618
SLy5 −327.0 −298.0 0.5
unedf1-hfb −260.437 . . . −234.380 . . . 0.5
Table 7.3: Values of the pairing strength and density dependence used in our rare-earth calculations. The
value of α for SV-min, as well as all three pairing parameters for unedf1-hfb, were not changed.
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7.3.2: Calculated ground state properties
Having fully determined the parts of the Skyrme EDF that affect ground state properties, there are two
key ground-state quantities that we examine to assess our calculations: the ground state deformation and the
β-decay Q value. We consider the deformation here first. Previous calculations have found the rare-earth
nuclei to be strongly prolate [159], and the rare-earth r-process peak is thought to be a consequence of a
local maximum in the nuclear deformation [18]. Although our primary focus is on excited states (β-decay
transitions), it would be nice to at least approximately reproduce these ground state results, especially since
strong disagreement in nuclear shapes could indicate problems with our EDFs or calculations.
For axially- and reflection-symmetric nuclei, the nuclear shape is usually quantified by a single parameter,
the quadrupole deformation β. A textbook multipole expansion of the nuclear radius up to quadrupole order
gives the nuclear radius as [72, 73, 75]
R(θ, φ) = R0 [1 + βY20(θ, φ)] . (7.9)
Nuclei with β = 0 are spherical, those with β > 0 are prolate (taller than they are wide), and those with
β < 0 are oblate (wider than they are tall). We have sketched these deformations in Fig. 7.3. We have also
calculated the ground state shapes of quite a few even-even nuclei in this region and plotted their quadrupole
deformations in Fig. 7.4. The results are encouraging: all four Skyrme parameterizations show a prolate
deformation maximum near Z = 60 and N = 100. Although there is variation among EDFs, especially in
the transition region between prolate and spherical or oblate shapes, most rare-earth nuclei are described as
strongly prolate in our calculations.
Spherical (β = 0) Prolate (β > 0) Oblate (β < 0)
Figure 7.3: Schematic demonstration of the three classes of nuclear shapes allowed in our calculations as a
function of the quadrupole deformation parameter β (Eq. (7.9)).
Our values of β are obtained directly from hfbtho by trial and error. The solver allows us to temporarily
constrain the shape of the nucleus at the beginning of a calculation so that by selecting a prolate, oblate,
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Figure 7.4: Ground state quadrupole deformations β obtained with hfbtho for even-even nuclei using the
energy-density functionals (a) SkO′, (b) SV-min, (c) SLy5, and (d) unedf1-hfb. A prolate deformation
maximum is clearly visible with Z ≈ 60 and 100 ≤ N ≤ 110.
or spherical shape we can “pull” the ground state solution in a given direction. Some nuclei may have only
one local minimum of the energy as a function of β, but many have minima at both prolate and oblate
deformations. The correct ground state of the nucleus is chosen to be the most-bound of the candidates; for
a well-deformed nucleus the energy difference between the the two or three candidate solutions can be several
MeV. We apply an initial quadrupole constraint [78] of ±500 fm2, usually large enough to find the minima
shown in Fig. 7.4.
Unlike deformation properties, the β-decay Q values estimated from our ground state calculations are
significantly less consistent among functionals. However, reasonable Q-value estimates are essential since the
rare-earth isotopes of interest are exceedingly neutron-rich; we cannot count on experimental Q-value data
being available. Our Q-value estimates come from the HFB+QRPA prescription of Ref. [150]: the ground
state Q value is given in terms of nuclear masses via Eq. (2.5)
Qβ = Mi(Z,N)−Mf (Z + 1, N − 1)−me, (2.5)
or in terms of nuclear binding energies that we calculate with hfbtho (B < 0) as
Qβ = Bi −Bf + (mn −mp −me). (7.10)
53
The binding energy of the β-decay daughter, required in Eq. (7.10), is approximated by
Bf ≈ Bi + λpi − λν + E(pn)0 , (7.11)
where the λµ are the HFB Fermi energies (representing the change in binding energy with the addition or
removal of a nucleon [72]), and E(pn)0 is the lowest two-quasiparticle excitation energy of the ground state.
The correct value for E(pn)0 would be found by performing many matrix QRPA calculations with different
final-state angular momenta and selecting the lowest-energy excitation. Without the ability to spend so much
computational effort on E(pn)0 (the FAM does not provide the energies of individual states), we approximate
the lowest-energy excitation as the sum E(pn)0 ≈ E0pi + E0ν ; that is, we neglect interactions between the two
states and take the quasiparticle energies directly from hfbtho. Our approximation to Q, as in Ref. [150], is
then
Qβ = ∆Mn−H + λν − λpi − E(pn)0 , (7.12)
with ∆Mn−H the mass difference between a free neutron and a Hydrogen atom.
We have calculated Qβ for a handful of the most neutron-rich rare-earth nuclei with measured Q values in
the 2012 Atomic Mass Evaluation [157]. The results are presented in Figure 7.5 and lead immediately to an
important observation that our Q-value estimates are almost exclusively too large. Further, the Q values in
this set of nuclei range from approximately 1–8 MeV, so a mean difference of 500 keV is not negligible. We will
see shortly that this turns out not to be a major problem in most of our calculations, but the results obtained
with unedf1-hfb (and to a lesser extent SLy5) are significantly worse than those with the other functionals.
The Q values computed with unedf1-hfb are systematically ' 1 MeV larger than those computed with SkO′
or SV-min. We have also included Q values from Möller et al. [160] in Fig. 7.5 for comparison; these lie much
closer to the experimental values.
Q values have a much simpler connection to our β-decay calculations than the deformation does: the
total β-decay rate λ (2.11) is roughly proportional to Q5 [161] and thus very sensitive to errors. We will
see later that too-small Q values (or correspondingly to too-long half-lives) can be fixed by adjusting the
proton-neutron isoscalar pairing, but we do not have tools to fix too-large Q values. Despite these concerns, we
have kept both SLy5 and unedf1-hfb in the calculation since pnfam calculations are relatively inexpensive.
Results obtained with these EDFs should be treated with some caution, but they will provide lower bounds on
our calculated β-decay half-lives: large Q values imply large decay rates (and correspondingly short half-lives).
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Figure 7.5: Difference between calculated and experimental Qβ values for a selection of rare-earth nuclei
using the Skyrme functionals SkO′ (red circles), SV-min (blue diamonds), SLy5 (green squares), and unedf1-
hfb (yellow triangles). The Q values of Möller et al. [160] (crosses) have been included for comparison.
Experimental values are taken from the 2012 Atomic Mass Evaluation [157].
7.3.3: Treatment of odd nuclei
Our set of target nuclei includes a number of proton-odd isotopes, although they have not contributed
to our fits. The half-lives of odd nuclei are computed using the EFA adaptation of pnFAM described in
Chapter 6, and their ground states are determined using hfbtho in the equal filling approximation. The
EFA assumes a statistical density matrix built up from one-quasiparticle excitations of the HFB ground state,
α†Λ0 |φ 〉. The quasiparticle level Λ0 is not known a priori: since the HFB calculation is self-consistent the
initial choice for Λ0 affects all the resulting quasiparticle states (see, e.g., Ref. [115]). As a result we must
run a series of trial calculations, blocking a variety of quasiparticle levels (a list of candidates is provided by
hfbtho) and selecting the configuration that produces the most-bound solution for the ground state. In
practice odd-even ground state calculations are thus 5–15 times more expensive than even-even ones.
Section 7.4: β-decay properties
After adjusting the pairing functional (the parts of the functional that affect time-even calculations) and
computing the ground states of the nuclei of interest, we now consider β-decay properties. The dominant
charge-changing excitations we encounter are of the Gamow-Teller type, driven by the spin-isospin operator
σt− (where t−|n 〉 = | p 〉 changes neutrons to protons), and several first-forbidden decay operators have a
similar form. As a result, β-decay excitations are very sensitive to the parts of the functional that are odd
under the action of the time reversal operator, which also reverses the angular momentum. As discussed
previously, from the viewpoint of density functional theory the time-odd parts of these functionals are
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unconstrained, so we have no knowledge a priori as to whether or not these Skyrme functionals will accurately
describe β-decay transitions in this mass region.
Since β decay changes the nuclear charge, the proton-neutron isoscalar pairing (or T = 0 pairing), which is
ineffectual in the time-even mean field, also plays a pivotal role in half-life calculations; it strongly affects the
proton-neutron-mixed states that are obtained in the pnFAM. (See, e.g., Ref. [150] for just one example of
how strongly the T = 0 pairing affects β-decay calculations.) To reproduce experimentally-measured β-decay
half-lives—and to have confidence in our predictions—it is mandatory that we adjust the proton-neutron
pairing and the time-odd, isovector part of the Skyrme functional (Hodd1 (r) in Eq. (4.5)) to nuclear data in
this region.
7.4.1: The time-odd functional
On the face of it, adjusting the time-odd functional is a daunting task. The time-odd, isovector (T = 1)
component of modern Skyrme functionals contains seven different combinations of time-odd densities, each
multiplied by a different coupling constant [88]: Cs1 , C∆s1 , CT1 , Cj1 , C
∇j
1 , C
∇s
1 , and CF1 . The relative paucity
of charge-exchange nuclear data makes fitting all of these constants a very challenging problem. Mustonen
and Engel have very recently made an effort to fit several of these coupling constants simultaneously [60], but
such a task is beyond the scope of this work.
One way to simplify an adjustment of the functional is by requiring the Skyrme functional to be locally
gauge invariant as some authors do [88, 162] (SV-min is one example of this [146]). (The enforcement of gauge
invariance is approximately equivalent to the requirement of invariance under boosts.) Gauge invariance
provides additional constraints on the functional, introducing connections between some time-odd coupling
constants and also connecting time-odd couplings to “partner” time-even ones. We use this constraint as a
way to fix as many of the time-odd couplings as possible in our selected functionals.
We determine the remaining couplings following the practical fit of Ref. [89]. Among other things, the
authors of Ref. [89] studied the effect of the coupling constants Cs1 , C∆s1 , and CT1 on Gamow-Teller giant
resonances of magic nuclei. (Cs1 can be density dependent and is sometimes written [144] Cs1 [ρ] = Cs10+Cs1Dργ0 .)
With the functional SkO′, they were able to match their calculations to data reasonably well for a few nuclei
by leaving CT1 at its normal (gauge-invariant) value and then setting C∆s1 = 0. The density-independent
coupling constant Cs10 was the only one they changed and set to a nonzero value.
In the same vein, for each of our functionals we set all the coupling constants not linked via gauge
invariance to zero and perform a one-parameter search for the value of Cs10. This coupling constant is adjusted
so that the excitation energy of the Gamow-Teller giant resonance from the doubly-magic nucleus 208Pb (i.e.,
the excitation energy in the daughter 208Bi) matches the experimental value of 15.6± 0.2 MeV [163]. (The
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excitation energy in the odd-odd daughter nucleus is estimated in our calculations as Ex = EFAM − E(pn)0
where E(pn)0 approximates the lowest proton-neutron excitation energy and thus the energy of the ground
state of 208Bi.) 208Pb is a good candidate for this fit since (1) pairing effects vanish in doubly-magic nuclei,
preventing cross-talk between the time-odd functional and T = 0 pairing, and (2) it is heavier than other
doubly magic nuclei for which we have experimental data and better-matches the rare-earth region.
The time-odd coupling constants we use after these fits are presented in Table 7.4. We have also introduced
a fifth functional, called SkO′-Nd, for which the coupling constant was adjusted to the Gamow-Teller giant
resonance from the deformed nucleus 150Nd. This nucleus is well-deformed with β = 0.29, and the excitation
energy of the giant resonance in 150Pm is around 15.25 MeV [164].3 We demonstrate the difference between
our SkO′ and SkO′-Nd fits in Fig. 7.6. The new value for Cs10, obtained with the T = 0 pairing turned off to
avoid unwanted correlations between the pairing and the time-odd functional, is different by almost 20%
from the SkO′ fit. We see from the figure that SkO′-Nd seems to slightly increase the amount of low-energy
β-decay strength, which likely leads to shorter half-lives.
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Figure 7.6: Demonstration of the effect of changing the coupling constant Cs10 on the Gamow-Teller giant
resonance in 150Pm. The strength function obtained with the functional SkO′, adjusted to the Gamow-Teller
giant resonance in 208Bi, is plotted with a red dashed line and misses the experimental value [164] (vertical
line) by a few MeV. The SkO′ strength function adjusted to reproduce this resonance, called SkO′-Nd, is
plotted as a solid line and shows slightly increased low-energy transition strength.
7.4.2: The isoscalar proton-neutron pairing
The final piece of the puzzle is the proton-neutron isoscalar pairing. Because it also introduces correlations
between protons and neutrons, the T = 0 pairing can significantly affect β decay by shortening half-lives as
3We thank D. L. Fang for bringing this measurement to our attention.
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Functional Cs10 CT1 Cj1 C
∇j
1
SkO′ 128.0 −9.1719 4.1562 41.4444
SV-min 126.0 0.0 3.2393 −22.9681
SLy5 150.0 −65.0575 −23.7164 −31.25
unedf1-hfb 109.0 0.0 24.1357 −51.9125
SkO′-Nd 102.0 −9.1719 4.1562 41.4444
Table 7.4: Non-zero time-odd coupling constants used in our calculations. All couplings are in units of MeV
fm5 except Cs10, which has units MeV fm3. The functional SkO′-Nd differs from SkO′ only in its value of the
coupling Cs10.
the pairing strength |V0| is increased. Ref. [150] demonstrated it was possible, with a different type of pairing
interaction, to find a value V0 of the isoscalar pairing strength that well-reproduced the half-lives of several
spherical nuclei simultaneously. Our goal is to similarly use neutron-rich rare-earth isotopes with measured
half-lives to fit the T = 0 pairing. The resulting fits are perhaps not as clean as those in Ref. [150], but they
do a reasonably good job of reproducing the half-lives of a large number of rare-earth nuclei.
To adjust the T = 0 pairing we consider the β-decay half-lives of the isotopes listed in the left-hand
column of Table 7.5. These nuclei make up the most neutron-rich isotopes with Z = 54, 56, 58, 60, 62, and
64 that have measured half-lives with reasonable uncertainties according to Ref. [165]. For each nucleus in
Table 7.5, and with each of our selected Skyrme EDFs (including SkO′-Nd), we approximately determine the
pairing strength V0 that reproduces the experimental β-decay half-life. These individual pairing strengths
for each nucleus are then averaged together, weighting short-lived nuclei more heavily (since we expect the
highly neutron-rich isotopes of interest to be even shorter-lived) with the function
wi =
1
log10
(
T expt1/2 (i)/35 ms
) . (7.13)
The reference half-life of 35 milliseconds in Eq. (7.13) provides sensible fits for the proton-neutron pairing,
but it is not unique—we have also tested a reference of 25 milliseconds, and the resulting pairing strengths
only changed by about 2%. We list our final averaged isoscalar pairing strengths in Table 7.6 along with the
relative strength of the T = 0 pairing compared to the T = 1 pairing (noted gpp). We will refer to this ratio
below.
As detailed in Table 7.5, none of our five EDFs can reproduce the half-lives of all the isotopes in our
test set—some half-lives are too short even when the isoscalar proton-neutron pairing is disabled (V0 = 0).
When there is no value of V0 that reproduces the half-life, we remove the corresponding nucleus from the fit.
Some functionals perform better than others in this regard; the best functionals (SkO′ and SV-min) also
reproduced Q values well in Fig. 7.5. While the EDFs SkO′ (which reproduced 15 of 18 half-lives in our set)
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Fit nuclei Evaluation nuclei
Z N Isotope T1/2 (s) Excluded? Z N Isotope T1/2 (s)
54 88 142Xe 1.23 b d e 50 84 134Sn 1.05
54 90 144Xe 0.388 b d e 50 86 136Sn 0.25
54 92 146Xe 0.146 d e 52 82 134Te 2508
56 88 144Ba 11.5 a b d e 52 84 136Te 17.63
56 90 146Ba 2.22 b d e 52 86 138Te 1.4
56 92 148Ba 0.612 e 54 84 138Xe 844.8
58 90 148Ce 56 b c d e 54 86 140Xe 13.6
58 92 150Ce 4 d e 56 86 142Ba 636
58 94 152Ce 1.4 d e 56 94 150Ba 0.3
60 92 152Nd 684 a b c d e 58 90 146Ce 811.2
60 94 154Nd 25.9 b c d e 62 90 156Sm 33840
60 96 156Nd 5.06 b d e 66 102 168Dy 522
62 96 158Sm 318 a b c d e 68 106 174Er 192
62 98 160Sm 9.6 e 70 108 178Yb 4440
62 100 162Sm 2.4 e 70 110 180Yb 144
64 98 162Gd 504 b e 72 112 184Hf 14832
64 100 164Gd 45 e 72 114 186Hf 156
64 102 166Gd 4.8 e 74 116 190W 1800
Table 7.5: Isotopes used to fit the proton-neutron isoscalar pairing and, later, to evaluate our complete fitting
procedure. The experimental half-lives were taken from Ref. [165]. The labels a–e in the “Excluded?” column
note which isotopes were excluded from our pairing fits for the functionals (a) SkO′, (b) SkO′-Nd, (c) SV-min,
(d) SLy5, and (e) unedf1-hfb. Isotopes were excluded when our calculated half-lives were shorter than
experimental values and the proton-neutron isoscalar pairing was disabled.
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Functional V0 (MeV fm3) gpp
SkO′ −320.0 1.25
SkO′-Nd −300.0 1.17
SV-min −370.0 1.06
SLy5 −240.0 0.77
unedf1-hfb −0.0 0.00
Table 7.6: Fitted proton-neutron isoscalar pairing strengths describing rare-earth nuclei. We have included
the dimensionless parameter gpp = V0/V1 = 2V0/(Vp + Vn), which measures the strength of the T = 0 pairing
relative to its T = 1 counterpart. That is, a value gpp = 1 means the T = 0 pairing is the same strength as
the T = 1 pairing.
and SV-min (14 of 18) performed well, SLy5 (only 6 of 18) and unedf1-hfb (none) struggled to reproduce
measured half-lives. It is notable that ground-state calculations with these latter EDFs yielded too-large Q
values in Fig. 7.5; these functionals now demonstrate too-short half-lives with the proton-neutron isoscalar
pairing disabled.
The connection between the reproduction of Q values and the relative shortening of half-lives is certainly
not contradicted by the ratios of the T = 0 to T = 1 pairing strengths (gpp) listed in Table 7.6. The values of
gpp demonstrate the relative importance of the proton-neutron isoscalar pairing, and SLy5 and unedf1-hfb
stand out by requiring much smaller proton-neutron pairing strengths than the other EDFs.
We have yet to discuss the fit obtained with our readjusted functional SkO′-Nd, which presents an
interesting in-between case. On one hand, SkO′-Nd could only reproduce 9 of our 18 test nuclei with any
value |V0| 6= 0. On the other hand, its best value of V0 (and thus gpp) is very similar to that of the SkO′
functional fitted to the GT giant resonance from 208Pb. Since the two parameterizations are identical in every
other way, this must be the result of the changed time-odd coupling constant Cs10. This conclusion agrees with
the strength function plotted in Fig. 7.6: for excitations in 150Pm, the SkO′-Nd parameterization increases
the low-energy transition strength which strongly affects the β-decay half-life—an increase in low-energy
strength leads to reduced half-lives. So the SkO′-Nd readjustment leads to slightly shorter half-lives for our
fit nuclei in Table 7.5, making it less capable of fitting all of these nuclei simultaneously. We will see below
that, because we exclude these “unfittable” nuclei in the fit, the Nd-adjusted version of SkO′ produces slightly
shorter half-lives even after fitting the proton-neutron pairing.
Section 7.5: Evaluation of fits, results, and conclusions
Simply by counting how many half-lives our Skyrme EDFs can reproduce from the left column of Table 7.5,
we might expect SkO′ and SV-min to produce the best results and unedf1-hfb to perform rather poorly,
with SLy5 and SkO′-Nd somewhere between. To evaluate our parameterizations more rigorously, we calculate
half-lives for the thirty-six nuclei in Table 7.5, including the isotopes used in the proton-neutron pairing fit
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plus an additional eighteen heavy nuclei. These nuclei have been selected to cover a significant extent of the
rare-earth region, both in Z and in N .
The results of our test calculations are plotted in Fig. 7.7. We see that most of our functionals demonstrate
a systematic bias towards too-short half-lives as the experimental half-life gets longer (or, generally, as Qβ
gets smaller). The two SkO′-based functionals are notable for demonstrating the least bias, and unedf1-hfb
is seriously inaccurate for most long-lived isotopes.
The two SkO′ functionals and SV-min all reproduce half-lives of short-lived nuclei (T1/2 < 100 s) very
well—despite difficulties fitting the proton-neutron pairing with SkO′-Nd, it appears to perform roughly
as well as SkO′. On the other hand, SLy5 and unedf1-hfb mostly yield too-short half-lives even for the
shorted-lived isotopes in our set, though SLy5 is less biased than unedf1-hfb overall.
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Figure 7.7: Evaluation of our adjustments through comparison between our calculated half-lives and experi-
mental values for the nuclei in Table 7.5. By plotting the ratio T1/2(calc)/T1/2(expt), our best calculations
lie along the solid line with the ratio equal to 1, and nuclei with short experimental half-lives are generally
better-reproduced. Filled symbols represent nuclei in the left column of Table 7.5, and open symbols represent
the nuclei in the right column (i.e., not even considered in the proton-neutron pairing fit). The shaded area
represents a deviation of ±5× the experimental value.
We can also assess our fits numerically using the quantity r defined as [125]
r = log10
[
T1/2(calc)
T1/2(expt)
]
, (7.14)
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along with related statistical quantities from Refs. [55, 125]. Deviations from experimental values can be
evaluated in terms of the mean (Mr), standard deviation (σr), and RMS error (Σr) of the set {ri} by
expressing these quantities as powers of 10 (e.g., M10r ≡ 10Mr ) [55, 125]. We have computed these diagnostics
and list them in Table 7.7 alongside values derived from the global calculations of Möller et al. [55]. The
calculations of Ref. [55] are a useful benchmark since they also include first-forbidden β-decay transitions.
We find, as expected from Fig. 7.7, that SkO′, SkO′-Nd, and SV-min provide the best results, both for
short-lived nuclei and for the entire set; these EDFs, along with SLy5, show a modest improvement in the
mean deviation M10r compared with the results of Möller et al. This is not so surprising—our functionals are
specifically tailored to this region of the nuclear chart while Möller et al.’s are global—but it serves as a useful
check that our best parameterizations give sensible results. We also see that even SLy5 and unedf1-hfb are
not so poor as we might have expected, at least for short-lived nuclei: unedf1-hfb certainly produces the
worst results, but even this EDF underestimates the half-lives of short-lived nuclei only by approximately a
factor of 2.
T1/2 ≤ 100 s All isotopes
Functional N M10r σ10r Σ10r N M10r σ10r Σ10r
SkO′ 21 1.11 2.68 2.69 36 0.92 5.30 5.31
SkO′-Nd 21 0.90 2.51 2.52 37 0.84 5.54 5.59
SV-min 21 1.10 1.74 1.75 37 0.84 4.98 5.02
SLy5 20 0.79 2.07 2.15 35 0.80 6.76 6.85
unedf1-hfb 21 0.52 1.93 2.54 38 0.29 4.46 7.03
Möller, et al. [55] 21 1.63 2.28 2.61 38 1.30 2.96 3.05
Table 7.7: Statistical measures of goodness-of-fit in the rare-earth region for both our entire set (Table 7.5)
and short-lived nuclei only. We have analyzed both the five EDFs used in this work and results from the
global fit of Möller et al [55]. The metric M10r = 10Mr (described in the text and taken from Refs. [55, 125])
represents the mean deviation of a set of computed half-lives: M10r = 1.0 implies a perfect fit (on average),
and M10r = 2.0 implies a mean deviation by a factor 2. The standard deviation (σ10r ) and RMS error (Σ10r )
are defined similarly. On occasion we could not compute a reasonable half-life value and removed these
isotopes from consideration (this is why N changes for different EDFs).
With these diagnostics in mind, we present in Fig. 7.8 our set of calculated half-lives for the r-process
nuclei listed in Table 7.1. The uniformity of our calculated β-decay half-lives is striking given the wide range
of Q values produced by the different Skyrme EDFs in Fig. 7.5 and the challenges we encountered fitting the
proton-neutron isoscalar pairing in lighter-mass nuclei. Although our EDF adjustments appear to smooth
out the largest differences in Q, Fig. 7.9 demonstrates that (1) the evolution of our calculated Q values
with increasing neutron number is at least somewhat correlated with the evolution of the half-lives and (2)
our Q values are very similar to those calculated by Möller et al. in Ref. [160]. We also see in Fig. 7.8, as
expected from our Q-value analysis and T = 0 pairing fits, that SLy5 and unedf1-hfb produce somewhat
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shorter half-lives than the other functionals. However, even with its clear systematic errors for longer-lived
isotopes (Fig. 7.7), unedf1-hfb produces results that are only shorter than those of SkO′ (which provides
our longest-lived results) by approximately a factor of 2.
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Figure 7.8: Calculated half-lives for the seventy rare-earth nuclei in Table 7.1. The various markers correspond
to SkO′ (red circles), SkO′-Nd (purple triangles), SV-min (blue diamonds), SLy5 (green squares), and unedf1-
hfb (orange triangles).
Comparing the half-lives produced with SkO′ and SkO′-Nd in Figs. 7.8 and 7.9, we also see that altering
the parameter Cs10 does not significantly affect the pattern of the resulting half-lives (after re-adjusting the
proton-neutron isoscalar pairing). The half-lives computed with SkO′-Nd are (uniformly) slightly shorter,
probably because fewer nuclei contributed to the pairing fit and only those that had long-enough half-lives.
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Figure 7.9: Evolution of (a) Q values and (b) half-lives for neutron-rich Xe isotopes. Panel (a) includes Q
values calculated with the finite-range droplet model (FRDM) of Möller et al. [160] for comparison. In panel
(b) we have also included half-lives calculated with SkO′-Nd, which share the same Q values as SkO′.
The overall effect is rather small.
We compare all of our computed half-lives with those of Möller et al. [55] in Fig. 7.10. Möller et al.’s
half-lives generally lie on the shorter-lived side of our three most reliable calculations (SkO′, SV-min, and
SkO′-Nd), and at times their half-lives change more dramatically with neutron number than do ours. The
results from Ref. [55] most closely agree with our values computed using SV-min, which is understandable in
light of the close agreement between FRDM (the mass model used by Möller et al.) and SV-min calculations
of Qβ in Fig. 7.9. SV-min is also the functional which demonstrated the best overall fit according to Table 7.7.
We note that Möller et al.’s results differ most significantly from ours in Fig. 7.10 for nuclei with Z = 50
and Z = 51—we predict somewhat longer half-lives for these isotopes. Because we did not include closed-shell
nuclei in our fits of the proton-neutron pairing, our results are probably less reliable for these few nuclei.
When we consider the β-decay of A ' 80 nuclei in Chapter 8 we will find that closed-shell nuclei require
somewhat stronger proton-neutron pairing strengths than usual.
At first glance, the lack of any serious disagreement between our calculations and those of Möller et al. [55]
is surprising. Our calculations do, however, share common features: Although the calculations of Möller et al.
are significantly different from ours in the details, their decay rates were still obtained with the QRPA using
a one-parameter β-decay interaction. This is not so dissimilar from what we have done here—our simple
adjustment of Cs10 can be directly connected to that of a single term in the nuclear two-body interaction:
V ∼ 2Cs10(σ · σ′)(τ · τ ′)δ(r1 − r′1)δ(r2 − r′2)δ(r1 − r2). (7.15)
If Cs10 parameterizes the most important part of the Skyrme EDF for β-decay calculations, it is at least less
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Figure 7.10: Comparison of our results applying the EDFs SkO′ (red circles), SkO′-Nd (purple triangles), and
SV-min (blue diamonds) with those of Möller et al. [55] (crosses) for the same nuclei as Fig. 7.8. Vertical
lines separate isotopic chains, which are ordered with increasing Z as in the previous figure.
surprising that the two calculations produce similar results. (Notably, however, Möller et al.’s calculation did
not include proton-neutron isoscalar pairing, which plays a key role in this work.) It also seems that the
two-body interaction of Möller et al. was adjusted to experimental giant resonances [55, 80, 166] in a similar
way as we have done here.
A recent, more holistic attempt to constrain the time-odd parts of the Skyrme functional that affect
β decay (but not ground state properties) has been carried out by Mustonen and Engel [60]. This work
resulted in half-lives that were not much better than previous calculations over the last two decades. Ref. [60]
found that Cs10 and V0 constituted the dominant effect on half-lives and concluded that it seems “difficult”
to reproduce β-decay half-lives much better using only the QRPA. Nonetheless, it is interesting that our
targeted calculations are so similar to Möller et al.’s global ones. It has been found that the calculations of
Möller et al. result in too-long half-lives for N = 126 waiting-point nuclei in particular (see, e.g., Refs. [52, 53]
and refs. therein), and recent calculations (e.g., Refs. [58, 167]) have resulted in shorter half-lives. We do not
see a comparable shift to lower half-lives in the mid-shell REE region.
Finally, it is also interesting to examine the relative importance of allowed and first-forbidden β-decay
transitions in our calculations. We have plotted the first-forbidden contributions to the β-decay rate in
Fig. 7.11. The results demonstrate that forbidden transitions are certainly not negligible in this region, and
that the relative importance of these decays varies among the different EDFs. First-forbidden transitions (the
contribution of nuclear operators with Jpi = 0−, 1−, and 2−) make up roughly 10–40% of the total β-decay
rate in this mass region. The first-forbidden contributions can also be visualized as a function of Z and N as
in Ref. [60]: results obtained with the functional SV-min are shown in Fig. 7.12. This figure reveals that
first-forbidden contributions to the half-life increase both with N and Z—the effect depends approximately
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on the mass of the nucleus.
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Figure 7.11: Multipole decomposition of the β-decay transition strength for all seventy r-process nuclei in
Table 7.1, in ascending order of Z and N . Allowed (1+) decays dominate as expected, but the first-forbidden
transitions (0−, 1−, and 2−) comprise a significant fraction of the β strength. (Fermi (0+) β decay is neglected
since these transitions occur at very high excitation energies.)
Section 7.6: Consequences for rare-earth r-process nucleosynthesis
Calculated r-process abundances obtained using our β-decay half-lives are shown in Fig. 7.13, compared
with abundances derived from the half-lives of Möller et al. [55]. Our calculated half-lives are broadly similar
to those of Ref. [55], but are almost uniformly faster or slower depending on the Skyrme EDF (cf. Fig. 7.10).
Most notably in a hot r process (top panel of Fig. 7.13), a uniform increase in half-lives seems to fill in the
REE peak [62]. Correspondingly, the shortened half-lives we have calculated with SLy5 and unedf1-hfb
slightly erode the peak.
The bottom panel of Fig. 7.13, which displays results from a neutron star merger r-process trajectory,
exhibits a different behavior. With this trajectory, nuclear abundances are most strongly altered near A ≈ 150
and A ≈ 180; the main REE peak is largely unaffected. This demonstrates the impact of nuclear physics
input on r-process studies—our new decay rates affect the various r-process trajectories in different ways.
We note that these abundances are not calculated completely self-consistently, though consistent r-process
66
95 100 105 110 115 120
Neutron number N
50
55
60
65
P
ro
to
n
nu
m
be
r
Z
0%
10%
20%
30%
40%
50%
Figure 7.12: First-forbidden contributions to the β-decay rate for the functional SV-min. The results are
plotted as a percentage, i.e., “50%” means that the first-forbidden transitions make up 50% of the β-decay
rate.
calculations are strongly preferred [3, 4]. The calculations presented in Fig. 7.13 incorporate β-delayed
neutron emission probabilities from a different set of calculations.
By including a variety of EDFs in our calculations, Figs. 7.8 and 7.13 provide a sense of the uncertainties
in both our results and derived rare-earth r-process abundances. Our best functionals, SkO′, SkO′-Nd, and
SV-min, produce abundance patterns that deviate from the baseline by a factor of ∼2, strengthening the
rare-earth peak in top and middle panels, while SLy5 and unedf1-hfb seem to give a comparable deviation
in the opposite direction. The overall scale of these abundance effects is roughly consistent with calculations
performed in Ref. [25], which carefully considered the propagation of errors in nuclear masses (which affect,
among other nuclear physics observables, β-decay half-lives) through r-process calculations.
We conclude that our calculations suggest a slight increase in rare-earth r-process abundances above those
calculated with the β-decay half-lives of Möller et al., particularly with hot and cold r-process trajectories. The
variation in r-process abundances for different EDFs, especially when we include the SLy5 and unedf1-hfb
functionals, makes drawing stronger conclusions more difficult and highlights the challenges inherent in the
search for the r-process site.
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Figure 7.13: Calculated r-process abundances, using the same trajectories as Fig. 7.1, that incorporate the
β-decay half-lives calculated in this work. The solid black line is the baseline abundance distribution obtained
with the β-decay calculations of Möller et al. [55]. Figure courtesy of M. Mumpower [62].
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CHAPTER 8: β-DECAY HALF-LIVES OF ISOTOPES WITH A ' 80
Our second application of the pnFAM to r-process nuclei focuses on isotopes with mass number A ' 80 in
an effort to better constrain weak r-process contributions to abundances in this region. Along the same lines
as the previous chapter we are guided by an r-process sensitivity study, provided by R. Surman, highlighting
the β-decay half-lives that most strongly affect r-process abundances near A = 80. The results of the study
are displayed in Fig. 8.1, computed in a scenario thought to generate a weak r process [62]. From this
sensitivity study we have compiled a list of 45 nuclei spanning 10 isotopic chains that have the largest impact
on r-process abundances in this region. This set of nuclei, all with 24 ≤ Z ≤ 34 and 44 ≤ N ≤ 64, are listed
in Table 8.1 and plotted in Fig. 8.2 for reference. Although not listed in the ENSDF compilation we have
used here [168], the half-lives of 76,77Co and 80,81Cu have been recently measured and reported in Ref. [169].
We have computed new half-lives for these nuclei as well.
Figure 8.1: Sensitivity study in the A ' 80 region similar to that described in Ref. [141], courtesy of
R. Surman [62]. Rates were varied by a factor of 10 to obtain this figure, and nuclei are shaded more darkly
with increasing importance to the r process. Stable isotopes are marked by crosses, and the grey line denotes
the boundary between measured and not-measured β-decay half-lives.
We have decided to apply SV-min, the best-performing functional from Chapter 7, for this set of
calculations. SV-min demonstrated both the best average agreement with experimental half-lives and the
smallest variance for nuclei with half-lives shorter than 100 seconds (see Table 7.7). As before, we will
fine-tune the Skyrme EDF to best represent the ground-state and β-decay properties of nuclei in this mass
region. The broad points of the adjustment (which parts of the EDF should be re-adjusted, and which can
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Z Isotopes
24 68Cr, 69Cr, 70Cr, 71Cr, 72Cr
25 71Mn, 72Mn, 73Mn, 74Mn, 75Mn
26 72Fe, 73Fe, 74Fe, 75Fe, 76Fe
27 76Co, 77Co
29 80Cu, 81Cu
30 84Zn, 85Zn, 86Zn
31 86Ga, 87Ga
32 86Ge, 87Ge, 88Ge, 89Ge, 90Ge, 91Ge, 92Ge
33 89As, 90As, 91As, 92As, 93As, 94As, 95As
34 92Se, 93Se, 94Se, 95Se, 96Se, 97Se, 98Se
Table 8.1: The forty-five A ' 80 r-process nuclei studied in this work. Their locations on the nuclear chart
are also plotted in Fig. 8.2.
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Figure 8.2: Locations of the r-process nuclei in Table 8.1 on the nuclear chart (cf. Fig. 1.1). The Z = 28 and
N = 50 shell closures are also highlighted.
be used as given) remain unchanged, and we refer to the previous chapter for background and motivation.
After adjusting the SV-min pairing strengths (Vp, Vn, and V0) and coupling constant Cs10 to experimental
data in this region, we will also use A ' 80 nuclei to test our pnFAM-EFA method for calculating β-decay
half-lives of odd nuclei. This provides a fairly large set of half-lives with which to analyze both (1) our
SV-min re-parameterization and (2) the quality of our odd β-decay scheme in general. Results for odd nuclei
in the previous chapter did not immediately suggest significant problems for odd nuclei, but a proper test of
the pnFAM-EFA is essential to verify that technique is accurate enough to apply.
Section 8.1: Ground state properties
As in the previous chapter, the first part of this new calculation involves (1) determining the optimal
ground state pairing strengths Vp and Vn for nuclei in this mass range and (2) computing the ground states
of the r-process nuclei in Table 8.1. Our ground-state calculations are carried out in the same way that was
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described previously, both for even-even and singly-odd nuclei.
In addition, there are several odd-odd nuclei in our set; their ground states are computed in a similar
way as the singly-odd nuclei, described in Chapter 7. Starting from a reference even-even nucleus, hfbtho
provides a list of candidate states (numbered Np and Nn for protons and neutrons, respectively) in which to
place the odd nucleon. We determine the ground state of the odd-odd nucleus by computing all Np ×Nn
blocking configurations and then selecting the most-bound solution. Odd-odd ground state calculations are
then, by default, more difficult than those of both even-even and odd-even nuclei. These calculations tend to
be more fragile in practice as well. Once we have successfully determined the ground state, however, our
choice for the blocked quasiparticle levels (Λpi, Λν) is fixed; subsequent pnfam calculations based upon this
ground state are no more complicated than usual.
8.1.1: Adjusting the pairing strengths
We adjust the proton and neutron pairing strengths by finding values for Vp and Vn that best reproduce
the pairing properties of A ' 80 nuclei. As before, this requires comparing the average pairing gap ∆¯HFB
taken from hfbtho with the indicators ∆˜(3) calculated using experimental data from the 2012 Atomic Mass
Evaluation [157]. We have adopted the set of nuclei in Table 8.2 for this procedure and calculated the values
for the experimental mass indicators ∆˜(3) that appear in the table.
Z N ∆˜(3)p (MeV) ∆˜(3)n (MeV)
24 32 1.26354 1.01634
26 38 1.17387 1.29269
30 44 1.01199 1.41433
32 46 1.13235 1.24835
32 48 0.99635 1.17779
34 52 1.17100 0.78968
36 54 1.15773 0.83990
36 56 1.18243 0.90644
38 58 1.11437 0.93063
38 60 0.99089 0.85591
42 62 0.99786 0.95077
28 38 0.00000 1.20975
32 50 0.95788 0.00000
28 50 0.00000 0.00000
Table 8.2: A ' 80 nuclei whose pairing properties entered into the proton and neutron pairing strength
adjustments. The experimental indicators ∆˜(3) (7.7) are computed using data from the 2012 Atomic Mass
Evaluation [157] as described in Chapter 7. Nuclei with Z = 28 or N = 50 have ∆˜(3) set to zero by hand.
Following discussions with M. T. Mustonen, and with some assistance, we improved our ground state
fits by replacing the “by-hand” fitting technique from the previous chapter with a program driven by the
non-linear least-squares algorithm pounders [170]. The pounders algorithm has been previously applied, for
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example, to fit ground-state Skyrme functionals using hfbtho [144]. More recently, M. T. Mustonen has
used the method to optimize the time-odd parts of the Skyrme EDF [60]. We apply it here to search for the
parameters (Vp, Vn) which best represent the nuclei in Table 8.2.
The pounders algorithm searches for the best values Vp and Vn iteratively: at each step we provide the
algorithm with a weighted set of residuals
Xi = wi
[
∆¯i(Vp, Vn)− ∆˜(3)i
]
, (8.1)
where ∆¯i is obtained from an hfbtho calculation and the index i runs over both proton and neutron pairing
gaps. These residuals are all given the weight wi = 1 except for the doubly-magic nucleus 78Ni, to which
we assign wi = 10 in an effort to minimize the spurious introduction of pairing correlations into magic
(closed-shell) nuclei. The algorithm then determines new trial values V ′p and V ′n that we apply with hfbtho,
and the iteration proceeds. Our values for the proton and neutron pairing strengths obtained via pounders
are, in rounded form, Vp = −361.0 MeV fm3 and Vn = −320.9 MeV fm3 (cf. Vp = −374.0 and Vn = −322.0 in
the rare-earth region). We have checked the quality of the fit by examining the RMS deviation in ∆¯HFB for
the nuclei used in the fit, with values of Vp and Vn near the optimal solution (the pairing strengths used are
within 0.01% of their optimal values). The RMS error for these nuclei is only 176 keV (10–20% of the values
listed in Table 8.2).
8.1.2: Shape deformations and ground state pairing properties
Having fixed the pairing strengths, it is instructive to examine the ground state deformations of nuclei in
this mass region. We have plotted the quadrupole deformation β for even-even nuclei in Fig. 8.3 and find a
very different situation than that of the rare-earth isotopes (Fig. 7.4). These lighter isotopes have neither the
large absolute values of β found in rare-earth nuclei (β ∼ 0.3–0.4) nor the smooth transition from spherical
or oblate shapes to strong prolate ones. Rather, these A ' 80 nuclei exhibit a fairly abrupt transition from
prolate to oblate shapes around N = 56. There is also a large section of spherical or nearly-spherical isotopes,
even beyond the Z = 28 and N = 50 shell closures.
It is likely that the primary cause of this difference in nuclear shapes between our rare-earth and A ' 80
calculations is the location of these lighter isotopes on the nuclear landscape. It is well known that nuclei with
closed proton or neutron shells tend to have spherical shapes [72], and the influence of these shell closures
is clearly seen in the values of β near the lines Z = 28 and N = 50. It is clearly not the case that all of
these A ' 80 nuclei are spherical—they still have very large neutron excesses N ≈ 2Z and deformations |β|
approaching 0.2—but rather that the deformation varies much more quickly between isotopes and isotones.
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Figure 8.3: Quadrupole deformations β of nuclei in the A ' 80 region.
We find as well that the “depth” of the potential-energy minimum at the ground state deformation is shallower
than in rare-earth nuclei, with only 10s or 100s of keV between prolate and oblate solutions (cf. MeV differences
in many rare-earth isotopes).
We also expect pairing correlations to disappear in closed shells [72], which reduces the ability of the
proton-neutron isoscalar pairing to shorten the half-lives of such nuclei. (As mentioned above, we have tried
to ensure these pairing correlations vanish while fitting Vp and Vn.) As a result, the proton-neutron pairing
will act differently in Z = 28 and N = 50 nuclei than in the remainder of the set in Table 8.1. To the extent
that the smoothly-varying nature of the rare-earth isotopes improved the quality of our fine-tuning in the
previous chapter, it may be correspondingly more difficult to represent these A ' 80 successfully.
Section 8.2: Excited states
Having fixed the proton and neutron pairing strengths, we must still adjust both the proton-neutron
pairing strength V0 and the coupling constant Cs10. Previously, we used the Gamow-Teller giant resonance
from 208Pb to fix Cs10 since 208Pb is both doubly magic (pairing correlations are therefore suppressed) and
situated relatively near to the rare-earth region. Applying these criteria to the A ' 80 mass region, we have
selected the doubly-magic nucleus 48Ca for the corresponding A ' 80 fit. The GT giant resonance from 48Ca
to 48Sc has an experimental resonance energy of 10.6 MeV in 48Sc [171].
Our previous fit for the time-odd coupling constant Cs10 required estimating the ground state energy of the
odd-odd daughter nucleus through the parameter E(pn)0 . This approximation may be avoided by examining
the excitation energy with respect to the even-even target nucleus, Et, [151, 172] instead of the excitation
energy with respect to the odd-odd daughter. Et is calculated by adding the mass difference between final
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and initial nuclei plus the neutron-proton mass difference to the excitation energy:
Et = Ex + (Mf −Mi) + (mn −mp) ≈ Ex + (Bf −Bi). (8.2)
The corresponding calculated quantity, taken from the pnfam and hfbtho, can be computed using the
approximation (7.11) for the binding energy difference:
Ecalct = EFAM + λpi − λν . (8.3)
The Fermi energies λµ are taken directly from our HFB calculation of 48Ca, so Ecalct does not depend on any
estimated parameters. We find that Et ≈ 11.1 MeV in 48Ca using binding energies calculated from [157], and
the value Cs10 = 148.0 MeV fm3 fits the giant resonance in this scheme—an increase of approximately 16%
from the SV-min value for 208Pb. The remaining time-odd coupling constants are kept at their values from
the previous chapter (Table 7.4).
8.2.1: Fitting the proton-neutron isoscalar pairing
We adjust the proton-neutron isoscalar pairing using the nuclei listed in Table 8.3, specifically including
both magic and open-shell nuclei. These nuclei, whose half-lives are tabulated in the ENSDF [168], are among
the most neutron-rich isotopes for Z ∈ [22, 36] with reasonably precise half-life measurements.
Open-shell Semi-magic
Z N Isotope T1/2 (s) Z N Isotope T1/2 (s)
22 38 60Ti 0.022 28 46 74Ni 0.680
24 40 64Cr 0.043 28 48 76Ni 0.238
26 44 70Fe 0.094 30 50 80Zn 0.540
30 52 82Zn 0.228 32 50 82Ge 4.560
32 52 84Ge 0.954 —
34 54 88Se 1.530 —
36 60 96Kr 0.080 —
Table 8.3: A ' 80 nuclei whose half-lives were taken as inputs to adjust the proton-neutron isoscalar pairing.
Isotopes in the left column were used to determine the pairing strength for non-magic nuclei, and isotopes in
the right column were used to determine the pairing strengths for nuclei with at least one closed shell. The
experimental half-lives were taken from the ENSDF [168].
We use an interpolation scheme to determine the optimal proton-neutron pairing strength for these nuclei,
computing a set of half-lives for each isotope over several values of V0 and using splines to approximate a
continuous dependence of T1/2 on V0. Because the half-life depends on V0 smoothly on a logarithmic scale (see
Fig. 8.4), we fit the interpolating splines to the logarithmic ratio r defined in Eq. (7.14). We then minimize
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the function
F (V0) =
no. nuclei∑
i=1
[
log T calc1/2 (V0; i)− log T expt1/2 (i)
]2
(8.4)
to find the best-fit value of V0.
Figure 8.4 demonstrates that our set of open-shell nuclei (solid lines) are best fit with a weaker proton-
neutron pairing interaction than the magic isotopes (dashed lines). This makes sense—the shell closures at
Z = 28 and N = 50 generally suppress pairing correlations among proton and neutrons, respectively, and
so the proton-neutron correlations should be suppressed as well to some extent. Minimizing the function
F (V0) separately for magic and open-shell nuclei, we obtain the pairing strengths listed in Table 8.4. The
application of these values to our calculations is straightforward: for nuclei with Z = 28 or N = 50 we use
the value V cs0 = −549 MeV fm3, and for all other nuclei we use V os0 = −353 MeV fm3.
0 100 200 300 400 500 600
−V0 (MeV fm3)
10−2
10−1
100
101
102
T
1
/
2
(c
a
lc
)/
T
1
/
2
(e
x
p
t)
Figure 8.4: Dependence of our calculated half-lives on the isoscalar pairing strength V0 for open-shell
(solid lines) and semi-magic (dashed lines) nuclei listed in Table 8.3. These half-lives are plotted as the
ratio T1/2(calc)/T1/2(expt), so a value 1.0 indicates perfect agreement between calculation and experiment.
The curves were obtained by interpolating between logarithms of our calculated values T1/2(calc) using
splines before plotting the values 10log10 T1/2(interp). The grey shaded area highlights the region in which our
calculations agree with experimental results within a factor of 2.
Classification V0 (MeV fm3)
Open-shell −353.0
Closed-shell −549.0
Table 8.4: Fitted proton-neutron isoscalar pairing strengths V0 for open-shell and closed-shell nuclei as
demonstrated in Fig. 8.4.
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Section 8.3: Fit evaluation, results, and conclusions
Having optimized the pairing and excited-state properties of SV-min, we test our new parameterization
using a large set of A ' 80 nuclei with experimentally-measured half-lives. For this test we have selected all
even-even and singly-odd nuclei from the ENSDF data set [168] with 22 ≤ Z ≤ 36 and T1/2 ≤ 1 day. The
resulting list includes 41 even-even nuclei and 92 singly-odd nuclei.
Our results for these nuclei are presented in Fig. 8.5 alongside the calculations of Möller et al. [55].
Direct inspection combined with a statistical analysis presented in Table 8.5 suggests our SV-min adjustment
performs well: we are able to reproduce the half-lives of even-even nuclei very well, significantly better than
the global fit of Ref. [55]. Importantly, we also find that we reproduce the β-decay half-lives of short-lived odd
nuclei nearly as well as we do their even-even neighbors. Our results degrade somewhat for longer half-lives,
but for nuclei with T1/2 ≤ 100 s we find a mean deviation of about 1.86 for odd nuclei (that is, our average
half-life in a logarithmic sense is 1.86 times the experimental value) compared to 1.17 for even-even nuclei
and 0.81 from Ref. [55]. Recalling that we did not include any odd isotopes in the adjustment of SV-min, we
take these results as a validation of our pnFAM-EFA calculations.
T1/2 ≤ 100 s All isotopes
N M10r σ
10
r Σ10r N M10r σ10r Σ10r
This work, even-even 35 1.172 3.081 3.115 39 1.315 5.021 5.138
Möller et al., even-even 36 2.949 2.807 4.459 41 3.549 4.788 7.495
This work, odd 71 1.858 4.396 4.978 89 2.705 9.403 11.611
Möller et al., odd 73 0.806 3.063 3.127 92 0.950 6.450 6.455
Table 8.5: Comparison of our SV-min re-adjustment with results from Ref. [55] using the (logarithmic)
statistical measures of Refs. [55, 125] (see Eq. (7.14) and Table 7.7). Occasionally, our calculations have
produced negative or unusable half-lives; these isotopes (2 even-even, 3 odd) have been removed from the
statistics.
We are also aware of recent calculations of Ge, Se, and Kr half-lives for even-even and odd nuclei [125] using
a separable QRPA interaction. In these calculations (which did not include forbidden β decay) the interactions
between the odd valence nucleon and the even core are treated perturbatively. We have reproduced three
figures from this reference in Fig. 8.6 and included our own results using the SV-min parameterization
described above. We find that our computed half-lives are mostly equivalent to or better than the results of
Ref. [125] for isotopes with experimentally-measured half-lives, both for even and odd nuclei.
8.3.1: Half-lives of A ' 80 nuclei
Having tested our parameterization of SV-min against experimental values and recent β-decay calculations,
we present half-lives in Fig. 8.7 for the A ' 80 r-process nuclei in Table 8.1. As in the rare-earth region, our
results are broadly similar to those of Möller et al. [55], particularly in the low-Z and high-Z isotopic chains.
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Figure 8.5: Evaluation of our SV-min adjustment (top) compared to the result of Möller et al. [55] (bottom)
for nuclei with 22 ≤ Z ≤ 36 and T1/2 ≤ 1 day, as a function of the experimental value for the half-life.
This evaluation is plotted as the ratio between calculated and experimental half-lives, so agreement with
experiment produces a y-value of 1. The even-even nuclei used in the SV-min adjustment are represented by
filled circles in the top graph. Experimental values were taken from the ENSDF [168], and the shaded region
covers a factor of 2 relative to these experimental values.
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Figure 8.7: Calculated half-lives in this work for the forty-five A ' 80 r-process nuclei in Table 8.1 (red
circles) compared with corresponding values from Möller et al. [55] (blue crosses).
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A notable feature of our results is the slight increase in half-lives for N ∼ 55–57 nuclei due to a changeover
from prolate to oblate ground state deformations (or vice versa). The most striking example is 89Ge, situated
between isotopes with fairly strong prolate (88Ge, β = 0.17) and oblate (90Ge, β = −0.17) deformations. Our
predicted half-life is much longer than that of Ref. [55] because we predict 89Ge to be spherical in its ground
state (β = 0) with relatively weak pairing among neutrons (∆n = 0.27 MeV, cf. 1.11 MeV for protons). In a
case such as this the proton-neutron pairing is likely less able to affect β-decay transitions, resulting in a
somewhat longer half-life.
We have also plotted the effect of the first-forbidden β-decay transitions in Figs. 8.8 and 8.9. On the whole,
forbidden transitions are much less important in these nuclei than in the rare-earth region (cf. Figs. 7.11 and
7.12), as noted in, e.g., Refs. [70, 125] and references therein. However, the Cu and Zn isotopes, plus 89Ge,
are notable exceptions and demonstrate very large first-forbidden contributions. This places our calculations
somewhere between that of Borzov [70], who did not find significant first-forbidden contributions in N = 50
isotones, and Marketin et al. [58], for whom first-forbidden transitions contribute significantly in N = 50
nuclei. It is interesting that, in our calculation, Zn and Ge nuclei with large first-forbidden contributions lie
in shape-transition regions (cf. Fig. 8.3)—particularly because the calculations of Ref. [58] were restricted to
spherical shapes.
Increasing Z and N →
0
20
40
60
80
100
P
er
ce
n
t
co
n
tr
ib
u
ti
o
n
1+
0−
1−
2−
Figure 8.8: Contributions of the allowed (1+) and first-forbidden (0−, 1−, 2−) transitions to the total β-decay
rate for the r-process nuclei in Fig. 8.7. Isotopic chains are separated by dashed vertical lines and are ordered
as in Fig. 8.7.
We note occasional difficulties in calculating half-lives of odd nuclei, when the blocking procedure we
apply to obtain the ground state of proton-odd nuclei can lead to artificially small (or even negative) β-decay
rates as well as transition energies Eν − Epi < 0. (We have observed similar, though much less dramatic,
issues with negative decay rates in relatively stable even-even nuclei with small Q values.) In our calculation,
the half-lives of the nuclei 77Co and 81Cu (odd number of protons) as well as 82Cu, 86Ga, and 94As (doubly
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Figure 8.9: Total first-forbidden contribution to the β-decay rate as a function of proton and neutron number.
The copper (Z = 29) and zinc (Z = 30) isotopes, as well as 89Ge, stand out as the only isotopes with
significant forbidden contributions.
odd) have been identified as potentially artificially elongated.
8.3.2: Consequences for the weak r process
The weak r-process abundances obtained with our new β-decay half-lives are shown in Fig. 8.10 and
compared with abundances calculated using half-lives from Möller et al. [55] as well as the REACLIB
database1 [56]. Many A ' 80 β-decay half-lives in REACLIB come from an older theoretical calculation by
Klapdor et al. [57],2 which predicts very different half-lives from ours and those of Ref. [55], especially for
lighter elements. Fig. 8.10 was formed by replacing the REACLIB half-lives (blue curve) with either our values
(red) or those of Möller et al. (purple) for only the isotopes we have studied here. The abundance patterns
derived from more recent β-decay calculations (the red and purple curves in Fig. 8.11) are fairly similar
to one another, but the abundances computed with the REACLIB half-lives (blue curve) are dramatically
different—particularly for nuclei with A > 90.
As in the A ' 160 region, we find only small differences between abundances computed from half-lives in
this work and those of Möller et al. [55] despite many of our computed half-lives being shorter than those
of Ref. [55] (cf. Fig. 8.7). The relatively small changes in the abundance pattern can be explained via a
cancellation effect, demonstrated in Fig. 8.11, in which faster β decay in the peak region (with Z . 28 and
1https://groups.nscl.msu.edu/jina/reaclib/db/
2We thank R. Surman for pointing this out to us.
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Figure 8.10: Weak r-process abundances computed with three sets of A ' 80 β-decay half-lives: those from
this work (red), Möller et al. [55] (purple), and REACLIB [56] (blue). Figure courtesy of R. Surman [62].
N . 50) affect abundances differently than faster rates above the Z = 28 and N = 50 closed shells [62].
Faster rates for Fe isotopes (green lines and markers in Fig. 8.11) and Cr isotopes (light green) near the
A = 80 r-process peak increase abundances at the doubly-magic waiting point 78Ni. In this case less material
can move to higher-A nuclei. On the other hand, faster rates for nuclei just a few neutrons from the N = 50
peak (e.g., Ge isotopes, the yellow line in Fig. 8.11) move material to higher-mass nuclei.
The net result of our new calculations is perhaps a slight narrowing of the A = 80 r-process peak and
an increase in the abundance of A > 90 nuclei compared to results computed with half-lives from Möller
et al. [55]. As was also the case for rare-earth nuclei, our A ' 80 calculations produce β-decay half-lives
very similar to the global calculations of Ref. [55]. It is notable that both our new half-lives and those of
Möller et al. predict significantly smaller A > 90 r-process abundances than the half-lives in REACLIB. This
large difference demonstrates the necessity of improved β-decay half-life calculations, as well as continued
experimental measurements, for accurate r-process calculations.
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Figure 8.11: Impact of changes to the β-decay half-lives of individual elements on weak r-process abundances,
courtesy of R. Surman [62]. The various lines demonstrate the effects of our newly-calculate half-lives on
individual elements: Cr (light green), Fe (green), Ge (yellow), and As (orange). The Cr and Fe half-lives
calculated in this work reduce the amount of A > 100 material while our new Ge and As half-lives increase
the amount of A > 90 material.
82
CHAPTER 9: CONCLUSIONS AND IMPLICATIONS FOR FUTURE r-PROCESS AND
β-DECAY STUDIES
To conclude, we briefly summarize the main results of this work and look ahead to future investigations.
In Chapter 5 we have presented the proton-neutron finite amplitude method (pnFAM) [61], a new technique
for calculating the β-decay half-lives of deformed nuclei that includes both allowed and first-forbidden
transitions. The pnFAM is fast enough to enable the large calculations presented here and more—the method
can scale up to global calculations, like the one of Ref. [60]. In Chapter 6 we have extended the pnFAM,
originally restricted to even-even nuclei [61], to calculate half-lives of odd nuclei. This has been accomplished
by applying the equal-filling approximation (EFA) to approximate properties of odd nuclei in a manner
preserving key symmetries of the calculation. We have subsequently demonstrated in Chapter 8 that this
EFA description of β decay yields reasonable half-lives when compared with experimental measurements and
with the prescription of Möller et al. [55]. Following the introduction of the pnFAM, in Chapters 7 and 8 we
have calculated β-decay half-lives of heavy, deformed nuclei found to strongly impact calculated r-process
abundances in the A ' 80 and A ' 160 mass regions. Our goals in this investigation are two-fold: First, we
have examined how our half-lives differ from previous work, specifically the calculations of Möller et al. [55],
which is a decade old. Second, we have studied the effect of these new half-lives on calculated r-process
abundances. Our results are summarized below—we have found that our calculations yield very similar
half-lives to those of Möller et al. [55] and thus produce small changes in r-process abundances as a result.
Section 9.1: New calculations of β-decay half-lives of deformed nuclei
Both calculations in Chapters 7 and 8 yield very similar β-decay half-lives to those of Möller et al. [55]. We
have suggested in Chapter 7 that similarities between the two calculations can be at least partially understood
by considering the methods involved: both calculations employ the QRPA with fairly simple two-body
β-decay interactions. This suggestion is based on the results of Ref. [60], which found that although the
Skyrme EDF has many adjustable parameters, the two parameters we adjust in this work (the proton-neutron
isoscalar pairing and the time-odd spin-isospin potential Cs10) are the only meaningful ones in β-decay
calculations. It also appears that Möller et al.’s two-body interaction was adjusted to experimental giant
resonances [55, 80, 166] in a similar way as we have done following the practical recipe in Ref. [89].
Despite these similarities of technique, we note the calculations of Möller et al. [55] are based on a
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very different mass model from ours, the finite-range droplet model. Our calculations also leverage the
proton-neutron isoscalar pairing to bring calculated half-lives into agreement with experiment—introducing
a parameter not required in Möller et al.’s calculations—and this pairing has a strong effect as shown in
Chapter 8. Nonetheless, a comparison in Xe isotopes (Fig. 7.9) has shown that our Q-value predictions are
very similar to those of Möller et al., both in absolute value and in the overall trend. The two mass models
approximately agree for very neutron-rich nuclei nuclei (this agreement appears worse for lighter isotopes,
cf. Fig. 7.5). Our half-life calculations are also very similar to those of Möller et al. The adjustment of our
Skyrme EDFs to experimental data appears to wash away most differences between mass models and pairing
prescriptions.
Besides comparing our calculations to those of Möller et al. [55], we have examined the spread in calculated
half-lives that can be expected by applying different Skyrme EDFs. We repeated our calculations in the
A ' 160 mass region for a number of EDFs and found a fairly consistent range of half-lives. We have
compared the results obtained with the EDFs SkO′ and SkO′-Nd, which are based on the same set of
ground state calculations but have different values of the key parameters Cs10 and V0. Changes to these
parameters—constrained to reproduce experimental results—do not significantly affect half-lives.
However, a comparison between calculations that apply different functionals in ground-state calculations
(e.g., SkO′ and SV-min or certainly SkO′ and unedf1-hfb) suggests that Q-values play an important role.
In a test with Xe isotopes, the spread in predictions among functionals appears to be correlated with the
evolution of Qβ (Fig. 7.9). In total, the interplay between ground-state properties and adjustments to
the two-body β-decay interaction (Cs10 and V0), results in a factor of 2–5 variation in half-lives among all
functionals. If we restrict our analysis to functionals that well-reproduce experimental half-lives (i.e., exclude
SLy5 and unedf1-hfb), this variation stays relatively constant near a factor of 2.
Section 9.2: Consequences for the r process
Because our computed half-lives are very similar to those of Möller et al. [55], we have found correspondingly
small effects on r-process abundances compared to baseline calculations applying rates from Ref. [55]. In the
rare-earth region, our half-lives are almost uniformly faster or slower than those of Möller et al., which in turn
builds up or depletes the rare-earth abundance peak, depending on the astrophysical trajectory employed [62].
Although our results depend on the EDF employed, our three most reliable functionals (SV-min, SkO′, and
SkO′-Nd) produce half-lives that are equivalent to or slightly longer than those of Möller et al., thus slightly
increasing abundances in, e.g., a hot r process (Fig. 7.13). However, the difference between our calculated
half-lives and those of Möller et al. are small enough that these increases are quite small—about a factor of
2—with respect to baseline.
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In the A ' 80 region we again find only small deviations between our calculations and those of Möller et
al. [55]. The differences appear slightly less uniform than in the REE region, but our computed half-lives are
mostly faster than those of Ref. [55]. New r-process calculations incorporating our half-lives are once again
very similar to baseline computations applying Möller et al.’s rates (Fig. 8.10). It appears that in this region
our new half-lives lead to a cancellation effect (Fig. 8.11): Faster half-lives above the waiting point 78Ni tend
to fill in gaps in the abundance distribution caused by faster half-lives below the waiting point [62].
We have also noted that our A ' 80 half-lives differ markedly from those appearing in the REACLIB
database, which come from decades-old calculations [57]. These differences result in more significant changes
to r-process abundances and demonstrate the impact of improved β-decay calculations as input for r-process
studies.
Section 9.3: Future directions
The development of the pnFAM for even-even and odd nuclei should allow the application of Skyrme
density functional theory across the nuclear chart. Indeed, Mustonen and Engel [60] have already made
a full table of β− half-lives available for even-even nuclei applying the pnFAM. Within the equal-filling
approximation, we have found that odd calculations are only slightly more complicated than their even-even
counterparts, and it does not seem too difficult to extend a full-table calculation to include most odd nuclei.
Such a calculation could also be extended to approximately include β-delayed neutron emission, e.g., as found
in Ref. [55], and now a full-table Skyrme calculation that consistently describes masses, Q values, β-decay
half-lives, and β-delayed neutron capture rates seems possible.
It may also be useful to examine the Q-value properties of Skyrme EDFs in more detail and attempt to
discriminate among EDFs based on Qβ calculations. We have seen in Chapter 7 that the wide variation in Qβ
among EDFs can have real consequences for predictive power (e.g., SkO′ vs. unedf1-hfb). The functionals
we have applied were all parameterized using nuclear data (and possibly the properties of nuclear matter),
but produce a wide range of Q values. Even after incorporating the proton-neutron isoscalar pairing, our
calculations have resulted in a spread of approximately a factor of 4 in calculated half-lives among functionals.
It is unclear how much of an effect Q values actually have on these half-lives, but if the spread in half-lives in
Figs. 7.8 and 7.9 is mostly attributable to β-decay Q values, this effect is not negligible.
This is an exciting time for large-scale nuclear structure calculations and for r-process physics. It now seems
possible to extend microscopic Skyrme β-decay calculations across the nuclear chart, including both nuclear
deformation and pairing correlations self-consistently. Such an effort could provide a deeper understanding
of β-decay physics across the nuclear chart and also provide new, complete nuclear physics calculations for
r-process studies—incorporating masses, Q values, deformation, β-decay half-lives, etc. self-consistently. In
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this way we can continue to take small steps towards the goal of finally identifying the astrophysical r-process
site.
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APPENDIX A: DETAILED EXPRESSIONS FOR ALLOWED AND FIRST-FORBIDDEN
β-DECAY RATES
In Chapter 2 we provided an overview of nuclear β decay, including the various classifications and an
expression for the total β-decay rate of a nucleus, Eq. (2.11). In this appendix we provide more details,
most of which are reproduced from Ref. [65]. We include expressions for the shape factors CJpi in terms
of reduced nuclear matrix elements, summarizing primarily Ref. [65] but also Refs. [63, 111]. We have also
consulted Refs. [173, 174]. Our shape factors, in a form compatible with the pnFAM (Chapter 5), have also
been published in Ref. [61].
Section A.1: Overview of the β-decay rate
A proper derivation of the nuclear β-decay rate requires a relativistic treatment as presented in, e.g.,
Refs. [65] and [63]. The total rate is calculated using perturbation theory in the weak interaction, and the
total decay probability per unit time is [65]
dN
dt ∝
∑
f
∑
s
∫ ∣∣Tfi∣∣2 δ3(pf + pe + pν) δ(Wf +We +Wν −Mi) dpf dpe dpν , (A.1)
where the sum is taken over all final states and angular momenta, and Tfi is a transition matrix element.
Following the convention of Ref. [65], energies and momenta are presented in natural units (scaled by the
electron mass) and are labeled p and W , respectively. The transition matrix element contains the nuclear
and lepton physics, notably including the influence of the nuclear charge distribution on the outgoing β-decay
electron. Full expressions for |Tfi|2 are terrifically complicated and must be treated approximately to relate
Tfi to nuclear matrix elements (e.g., nucleons are treated as independent, point-like particles [65]). The
results are presented in exhaustive detail in Refs. [65] and [63].
To relate the β-decay transition matrix element to nuclear physics calculations, the Tfi is expanded in
multipoles corresponding to allowed (Jpi = 0+ and 1+), first-forbidden (0−, 1−, 2−), and higher forbidden
decays. The transition matrix element for a given multipole can then be written [65]
∣∣Tfi∣∣2 → CJpi (We)L0F0(Zi + 1,We), (A.2)
where Zi + 1 is the charge number of the daughter nucleus, F0 is the standard Fermi function [65] which
accounts for the distortion of the electron wave function by the nuclear charge distribution,
Fk−1(Z,W ) = [k(2k − 1)!!]24k(2pR)2(γk−k)epiαZW/p
[ |Γ(γk + iαZW/p)|
Γ(1 + γk)
]2
, (A.3)
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α ≈ 1/137.036 is the fine structure constant [175], and L0 and γk are Coulomb functions
γk =
√
k2 − (αZ)2, (A.4a)
L0 ≈ (1 + γ1)/2. (A.4b)
CJpi(We) is called the shape factor of the decay, and it is built up from energy-dependent combinations of
nuclear matrix elements detailed below.
Section A.2: Allowed decay
The conventional allowed-decay shape factors, ignoring higher-order corrections (see Ref. [65] for cor-
rections), are extremely simple. Each shape factor consists solely of the square of a single nuclear matrix
element, squared:
C0+ = M
2
F, (A.5a)
C1+ = g
2
AM
2
GT, (A.5b)
where gA = −1.2723± 0.0023 [66] is the weak axial-vector coupling constant for a free neutron. It is generally
observed that gA has a somewhat smaller absolute value in nuclei [4], and we use gA = −1 in our calculations
to approximate this effect. The two spin-reduced nuclear matrix elements appearing in (A.5) are (assuming
the initial nucleus has angular momentum J = Ji):
MF = (2Ji + 1)−1/2〈ψf || t− ||ψi〉, (A.6a)
MGT = (2Ji + 1)−1/2〈ψf ||σ t− ||ψi〉, (A.6b)
where t− is the isospin-lowering operator (t−|n 〉 = | p 〉) and σ is a vector operator composed of Pauli spin
matrices. We briefly discuss reduced matrix elements in Chapter 3.
Section A.3: First-forbidden decay
The shape factors which enter calculations of the first-forbidden decay rate are significantly more
complicated than those in allowed decay since (1) the forbidden shape factors are energy-dependent, and (2)
we now have many more nuclear matrix elements to calculate. In fact there are six operators which contribute:
four from the multipole expansion of the lepton current and another two from the relativistic form of the
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transition matrix element [111]. These operators enter into the following reduced nuclear matrix elements:
M[rσ]0 =
√
4pi√
2Ji + 1
〈ψf || r [Y1(rˆ)σ]0 t− ||ψi〉, (A.7a)
M[rσ]1 = −
√
4pi√
2Ji + 1
〈ψf || r [Y1(rˆ)σ]1 t− ||ψi〉, (A.7b)
M[rσ]2 =
√
4pi√
2Ji + 1
〈ψf || r [Y1(rˆ)σ]2 t− ||ψi〉, (A.7c)
Mr =
√
4pi√
2Ji + 1
〈ψf || rY1(rˆ) t− ||ψi〉, (A.7d)
Mpσ =
1
MN
√
2Ji + 1
〈ψf ||σ ·∇ t− ||ψi〉, (A.7e)
Mp =
1
MN
√
2Ji + 1
〈ψf ||∇ t− ||ψi〉. (A.7f)
The specific matrix elements, and the combinations in which they appear, are determined by the expansion
of the transition matrix element Tfi. This expansion generally includes very many terms (see Ref. [65] for
full expressions) and is truncated at an acceptable order. We use the leading-order terms provided by the
authors of Ref. [65] to determine our first-forbidden shape factors, resulting in very similar forms for CJpi (We)
to those reported by other authors and groups [58, 63, 111, 167].
We note, however, that the shape factors are complicated enough to allow for slight differences in
approximation among different groups, and it is difficult to rule out small errors when deriving the final
expressions. Although we followed Ref. [65] to select the matrix elements which make up our shape factors,
our forms for the various CJpi include both more terms and slightly different terms than theirs.
Our shape factors probably agrees best with those of Ref. [63] after comparing “form factor coefficients,”
but our CJpi still differ from those of Refs. [63] and [111] by a numerical constant that multiplies a single
squared matrix element. In fact, the three derivations all differ from one another. Setting aside this numerical
factor, the shape factor reported in Ref. [111] otherwise agrees with ours as long as gA is taken as negative,
instead of positive as reported in the text (although we could only compare shape factors via their expressions
in the “Cartesian notation” explained in Ref. [65]).
Finally, our shape factor agrees very well with the one reported in more recent calculations [58, 167],
except these calculations include a Coulomb-distorted wave function I(1, 1, 1, 1; r) (as in Ref. [65]) instead
of our constant value of 3/2 which is adopted in Ref. [111]. They also make a few other slightly different
Coulomb function approximations.
Unlike the allowed shape factors (A.5), those involved in first-forbidden decay depend on the electron
energy We:
C(We) = k(1 + aWe + µ1γ1bW−1e + cW 2e ), (A.8)
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where k, a, b, and c are combinations of nuclear matrix elements, Coulomb functions, and the factors X± are
defined as
X± =
W0
3 ±
αZ
2R . (A.9)
W0 = me +Q is the maximum β-decay electron energy, and the Coulomb function µ1 is always set equal
to 1 in our calculations. Many authors also account for the screening of the nuclear charge by the atomic
electrons (see, e.g., Ref. [65]), but we have left out this screening correction, taking into account only the
dominant effect of the nucleus on the electron wave function via the Fermi function F0 (A.3).
Our shape factor for Jpi = 0− transitions is
C0−(We) = g
2
A
(
M
2
01 +
1
9M
2
[rσ]0
)
− 23
µ1γ1
We
g2AM01M[rσ]0 , (A.10)
where M01 is the combination of matrix elements
M01 = Mpσ +X+M[rσ]0 . (A.11)
Jpi = 1− transitions involve the most complicated shape:
C1−(We) = M
2
11 +
1
9M
2
12 −
4
√
2
9
√
3
gAM[rσ]1M12
+ 4
√
2
2
√
3
gAM[rσ]1M11We −
2
3
µ1γ1
We
M11M12
+ 827g
2
AM
2
[rσ]1W
2
e +
1
9
[
(W0 −We)2M21− + λ2(W 2e − 1)M21+
]
,
(A.12)
where
λ2 =
F1(Zi + 1,We)
F0(Zi + 1,We)
2 + γ2
2(1 + γ1)
(A.13)
is an additional Coulomb function, and we have introduced the new combinations of matrix elements
M11 = Mp − 1√3X+Mr −
√
2
3X−gAM[rσ]1 , (A.14a)
M12 =
√
2
3gAM[rσ]1 − 1√3Mr, (A.14b)
M1± =
√
2
3Mr ± 1√3gAM[rσ]1 . (A.14c)
Finally, the Jpi = 2− shape is:
C2−(We) =
1
9g
2
AM
2
[rσ]2
[
(W0 −We)2 + λ2(W 2e − 1)
]
. (A.15)
90
The 2− transitions are called “unique” first-forbidden transitions. The matrix element M[rσ]2 completely
separates from the energy-dependent part of the shape factor, and the unique forbidden decays look much
like allowed decays, possessing a different energy dependence overall since the squared matrix element is
multiplied by the quantity
p2ν + λ2p2e = (W0 −We)2 + λ2(W 2e − 1). (A.16)
The above expressions for first-forbidden β decay have been generated following primarily Ref. [65] and
only considering the “dominant terms” [65]. It is worth noting, however, that for high-energy decays of
heavy nuclei (Qβ ∼ 15 MeV, Z ∼ 60, A ∼ 160) this level of approximation is less acceptable than in more
typical β-decay calculations with smaller Q values or mass numbers. With these values for Q, Z, and A the
expansion parameters take on values W0R ∼ αZ ∼ 0.45 that are not much less than one. In most of the
decays we have studied, however, the forbidden transitions make up less than fifty percent of the total rate
(see Chapters 7 and 8), and so further corrections are unlikely to impact our results significantly.
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APPENDIX B: NUCLEAR SHAPE DEFORMATION
In this appendix we provide additional details regarding the transformation between the laboratory
coordinate system and an intrinsic coordinate system attached to a deformed nucleus. We follow very closely
to Ref. [74], filling in extra details along the way.
Section B.1: Nuclear matrix elements in the laboratory rest frame
With the lab-frame nuclear wave functions ΨJ,K=0(Ω) (3.5a) and ΨJ,K>0(Ω) (3.5b) defined in Chapter 3
we can calculate matrix elements in the lab frame and relate them to the matrix elements we compute in the
intrinsic nuclear frame. To this end we need a connection between a tensor operator of rank λ in the lab
frame, Mˆλµ, and the corresponding operator in the intrinsic frame, mˆλν [74, 76]:
Mˆλµ =
λ∑
ν=−λ
Dλµν(Ω) mˆλ,ν . (B.1)
The differences between the lab-frame wave functions when K = 0 (3.5a) and K 6= 0 (3.5a) lead to three
types of nuclear matrix elements: those with Ki = Kf = 0, those with Ki = 0 and Kf > 0, and those with
both Ki > 0 and Kf > 0. The simplest of these matrix elements connects two K = 0 states:
〈Jf 0 | Mˆλµ | Ji 0〉 =
√
(2Ji + 1)(2Jf + 1)
8pi2
∫
dΩ 〈Jf 0 |DJf∗00 (Ω)
(
λ∑
ν=−λ
Dλµν(Ω)mˆλν
)
DJi00(Ω) | Ji 0〉
=
√
(2Ji + 1)(2Jf + 1)
8pi2
λ∑
ν=−λ
〈0 | mˆλν | 0〉
∫
dΩ DJf∗00 (Ω)D
λ
µν(Ω)D
Ji
00(Ω)
=
√
2Ji + 1
2Jf + 1
〈0 | mˆλ,ν=0 | 0〉 ( Ji 0 λ 0 | Jf 0 )2 δµ,0,
(B.2)
where ( J1M1 J2M2 | Jf Mf ) is a Clebsch-Gordan angular momentum coupling coefficient [76, 79], and we
have used the combination properties and the orthogonality of the Wigner D functions to write [75, 76]
∫
dΩ DJf∗MfKf (Ω)D
λ
µν(Ω)D
Ji
MiKi
(Ω) = 8pi
2
2Jf + 1
(λµ JiMi | Jf Mf )(λ ν JiKi | Jf Kf )
= 8pi
2
2Jf + 1
( JiMi λµ | Jf Mf )( JiKi λ ν | Jf Kf ).
(B.3)
The second line of (B.3) can be obtained from the first by noting that interchanging the two angular momenta
on the left-hand side of the Clebsch Gordan coefficients introduces a phase factor (−1)λ+Ji−Jf . Because
both CG coefficients introduce the same factor, and the angular momentum addition rules guarantee that
Ji + λ − Jf is an integer, the total phase factor must be +1. Equation (B.2) demonstrates the lab-frame
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matrix element is directly proportional to a matrix element obtained in a body-fixed calculation, multiplied
by only a few geometrical factors.
The K = 0 → K > 0 matrix element is computed similarly by using the reflection symmetry of the
intrinsic state |K 〉 to combine the two terms in (3.5b):
〈Jf Kf | Mˆλµ | Ji 0〉 =
1√
2
√
(2Ji + 1)(2Jf + 1)
8pi2
∫
dΩ
× 2〈K |DJf∗KK(Ω)
(
λ∑
ν=−λ
Dλµν(Ω)mˆλν
)
DJi00(Ω) | 0〉,
(B.4)
which gives the matrix element
〈Jf K | Mˆλµ | Ji 0〉 =
√
2(2Ji + 1)
2Jf + 1
〈K | mˆλ,ν=K | 0〉 (λK Ji 0 | Jf K )2 δµ,K . (B.5)
Eq. (B.5) is similar to the 0→ 0 matrix element (B.2); the matrix element is proportional to the corresponding
intrinsic matrix element and the appropriate Clebsch-Gordan coefficient. The K = 0 → K > 0 matrix
element also yields an extra factor of
√
2. In fact, for the decay of even-even nuclei which have Ji = Ki = 0
in their ground states [67, 72], Ref. [74] gives a general expression seen often in the literature for the matrix
elements from a K = 0 rotation band (Eq. 4–92 in Ref. [74]):
〈Jf Kf | Mˆλ,µ=Kf | 0 0〉 =
〈Kf | mˆλ,ν=Kf | 0〉√
2Jf + 1
×

1, Kf = 0
√
2, Kf 6= 0.
(B.6)
Finally, to compute the decays of odd nuclei we need the most-general lab frame matrix element which
has both Ki 6= 0 and Kf 6= 0 since odd nuclei can have Ji 6= 0 in their ground state. The matrix element
between such states is, after simplifying as much as possible using the reflection symmetry [74]:1
〈Jf Kf | Mˆλµ | JiKi〉 =
√
(2Ji + 1)(2Jf + 1)
8pi2
∫
dΩ
{
〈Kf |DJf∗KfKf (Ω)MˆλµD
Ji
KiKi
(Ω) |Ki〉
+ (−1)Ji−Ki〈Kf |DJf∗KfKf (Ω)MˆλµD
Ji
Ki,−Ki(Ω) |Ki〉
}
.
(B.7)
As before, integrating over the D functions and expanding the lab-frame operators in terms of their intrinsic-
1As mentioned in Chapter 3, we use a slightly different phase convention than Ref. [74]. As a result, we have a different phase
multiplying the interference term than the text does.
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frame counterparts yields the nuclear matrix element in terms of intrinsic-frame matrix elements:
〈Jf Kf | Mˆλµ | JiKi〉 =
√
2Ji + 1
2Jf + 1
( JiKi λ [Kf −Ki] | Jf Kf ) δµ,Kf−Ki
×
[
( JiKi λ [Kf −Ki] | Jf Kf )〈Kf | mˆλ,ν=Kf−Ki |Ki〉
+ (−1)Ji−Ki( Ji−Ki λ [Kf +Ki] | Jf Kf )〈Kf | mˆλ,ν=Kf+Ki |Ki〉
]
.
(B.8)
The matrix element (B.8) contains an interference term that affects the decay of odd nuclei. Note, however,
that the interference term only contributes if the intrinsic z projection satisfies −λ ≤ Ki +Kf ≤ λ, where λ
is the rank of the operator. Otherwise, the additional term vanishes.
Section B.2: Reduced matrix elements, transition strengths, and cross terms
The strength function B(Oˆλ; JiKi → JfKf ) (Eq. (3.7)) and cross-terms X(Oˆ(1)λ , Oˆ(2)λ ; JiKi → JfKf )
(Eq. (3.8)) were defined in Chapter 3 as products of reduced lab-frame matrix elements, and we quoted their
relationship to the intrinsic strengths we compute in Chapters 5 and 6. In this appendix, we show how to
calculate the total transition strength, inspired by Ref. [80], to all the states with different values Jf in a
rotation band (defined in Eq. (3.10)), which is necessary to obtain simple expressions for odd nuclei that
have Ji 6= 0:
B(Mˆλ; JiKi → Kf ) =
1
2Ji + 1
Ji+λ∑
Jf=|Ji−λ|
∣∣∣〈Jf Kf || Mˆλ || JiKi〉∣∣∣2 . (B.9)
The sum (B.9) only has a single term when Ji = 0 and is equivalent to the definition in Chapter 3 of the
transition strength for even-even nuclei. The “total cross-term” between two operators is defined similarly:
X(Mˆ (1)λ , Mˆ
(2)
λ ; JiKi → Kf ) =
1
2Ji + 1
Ji+λ∑
Jf=|Ji−λ|
〈Jf Kf || Mˆ (1)λ || JiKi〉〈Jf Kf || Mˆ (2)λ || JiKi〉∗. (B.10)
The total strength function and cross-terms enter β-decay calculations, where we need to calculate the squares
of different combinations of matrix elements (cf. Appendix A):
1
2Ji + 1
Ji+λ∑
Jf=|Ji−λ|
∣∣∣〈Jf Kf || Mˆ (1)λ || JiKi〉+ α〈Jf Kf || Mˆ (2)λ || JiKi〉∣∣∣2 . (B.11)
Expanding the square in Eq. (B.11) and summing over Jf results in a pair of strength functions and a cross
term (with α real):
B(Mˆ (1)λ ; JiKi → Kf ) + α2B(Mˆ (2)λ ; JiKi → Kf ) + 2αReX(Mˆ (1)λ , Mˆ (2)λ ; JiKi → Kf ). (B.12)
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The reduced matrix elements that enter the expressions for B and X can be calculated directly with
the Wigner-Eckart theorem (3.6), and the expression for a general lab-frame nuclear matrix element (B.8)
provides the necessary details to calculate the corresponding reduced matrix element:
〈Jf Kf || Mˆλ || JiKi〉 =
√
2Jf + 1
( JiKi λ [Kf −Ki] | Jf Kf )
〈Jf Kf | Mˆλ,µ=Kf−Ki | JiKi〉
=
√
2Ji + 1
[
( JiKi λ [Kf −Ki] | Jf Kf )〈Kf | mˆλ,ν=Kf−Ki |Ki〉
+ (−1)Ji−Ki( Ji−Ki λ [Kf +Ki] | Jf Kf )〈Kf | mˆλ,ν=Kf+Ki |Ki〉
]
.
(B.13)
The transition strength derived from this matrix element is then:
B(Mˆλ; JiKi → Kf ) =
1
2Ji + 1
Ji+λ∑
Jf=|Ji−λ|
∣∣∣〈Jf Kf || Mˆλ || JiKi〉∣∣∣2
=
∣∣∣〈Kf | mˆλ,ν=Kf−Ki |Ki〉∣∣∣2∑
Jf
( JiKi λ [Kf −Ki] | Jf Kf )2
+
∣∣∣〈Kf | mˆλ,ν=Kf+Ki |Ki〉∣∣∣2∑
Jf
( Ji−Ki λ [Kf +Ki] | Jf Kf )2
+ 2<〈Kf | mˆλ,ν=Kf−Ki |Ki〉〈Kf | mˆλ,ν=Kf+Ki |Ki〉∗
×
∑
Jf
( JiKi λ [Kf −Ki] | Jf Kf )( Ji−Ki λ [Kf +Ki] | Jf Kf ).
(B.14)
The first two sums over Clebsch-Gordan coefficients are equal to 1, expressing the completeness of angular
momentum states. The final sum evaluates to zero, and transition strength in the lab frame is very simply
related to the matrix elements we calculate in the intrinsic frame of the deformed nucleus (Eq. (3.10)):
B(Mˆλ; JiKi → Kf ) =
∣∣∣〈Kf | mˆλ,ν=Kf−Ki |Ki〉∣∣∣2 + ∣∣∣〈Kf | mˆλ,ν=Kf+Ki |Ki〉∣∣∣2 . (B.15)
As mentioned following Eq. (B.8), the second term only contributes if
∣∣Ki +Kf ∣∣ ≤ λ.
Cross-terms between different operators should follow immediately as long as both operators have the
same rank λ and the matrix elements are between the same angular momentum states. If both conditions are
met, the sums over Clebsch-Gordan coefficients when calculating X are the same as when calculating B, so
the cross-terms are
X(Mˆ (1)λ , Mˆ
(2)
λ ; JiKi → Kf ) = 〈Kf | mˆ(1)λ,ν=Kf−Ki |Ki〉〈Kf | mˆ
(2)
λ,ν=Kf−Ki |Ki〉
∗
+ 〈Kf | mˆ(1)λ,ν=Kf+Ki |Ki〉〈Kf | mˆ
(2)
λ,ν=Kf+Ki |Ki〉
∗.
(B.16)
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The reduced matrix elements, transition strengths, and cross-terms for Ki = Kf = 0 and Ki = 0,Kf > 0
matrix elements are much simpler since they do not have interference terms like Eq. (B.8), and we simply
quote the results here. K = 0→ K = 0 transitions have the reduced matrix elements
〈Jf 0 || Mˆλ || Ji 0〉 =
√
2Ji + 1( Ji 0 λ 0 | Jf 0 )〈0 | mˆλ,ν=0 | 0〉, (B.17)
and the corresponding transition strength is given by Eq. (3.9) with ΘK = 1:
B(Mˆλ; Ji 0→ 0) =
∣∣〈0 | mˆλ,ν=0 | 0〉∣∣2 . (B.18)
The 0→ Kf transitions have nearly the same reduced matrix elements:
〈Jf Kf || Mˆλ || Ji 0〉 =
√
2(2Ji + 1)( Ji 0 λKf | Jf Kf )〈Kf | mˆλ,ν=Kf | 0〉, (B.19)
and so B is again given by Eq. (3.9), this time with ΘK =
√
2:
B(Mˆλ; Ji 0→ Kf ) = 2
∣∣∣〈Kf | mˆλ,ν=Kf | 0〉∣∣∣2 . (B.20)
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APPENDIX C: ADDITIONAL DETAILS INVOLVING THE DERIVATION OF THE
PNFAM
In this appendix we provide a more detailed derivation of the pnFAM equations, whose main points
have already been presented in Chapters 5 and 6. The pnFAM equations are derived in a similar way
as, e.g., Refs. [98, 105]. M. T. Mustonen worked out the majority of the formalism for even-even nuclei
initially [61, 107], and we have subsequently extended the method to include odd nuclei as described in
Chapter 6.
Section C.1: Derivation of the standard pnFAM equations
The pnFAM equations are obtained from the linear response approximation to the time-dependent HFB
equations. The linear response equations in the quasiparticle basis (the basis that diagonalizes the Hamiltonian
matrix) were written down in Eq. (5.22):
iδR˙(t) = [H0, δR(t)] + [δH(t) + F(t), R0]. (5.22)
To solve Eq. (5.22), we must define the matrices that contribute to the commutators. These matrices are
expressed in the proton-neutron quasiparticle basis [α ]† = (α†ν αν α†pi αpi), obtained from the single particle
basis [ c ]† = (c†n cn c†p cp) with the proton-neutron Bogoliubov transformation Eq. (5.12). The HFB matrices
H0 and R0 appearing in (5.22) are particularly simple; they are block-diagonal in the proton-neutron basis,
H0 =
H(n)0 0
0 H(p)0
 , R0 =
R(n)0 0
0 R(p)0
 , (C.1)
and are composed of diagonal matrices (Eqs. (5.11) and (5.6)).
To obtain charge-changing solutions of Eq. (5.22) that describe β− decay, we introduce an external field
derived from a charge-changing, non-Hermitian operator Fˆ =
∑
pn fpnc
†
pcn. The proton-neutron Bogoliubov
transformation (5.12) provides Fˆ in the quasiparticle representation,
Fˆ = 12 [α ]
† F [α ] , F =
 0 F(np)
F(pn) 0
 , (C.2)
where the matrices F(pn) and F(np) are computed from the matrix elements of Fˆ :
F(pn) ≡
 F 11piν F 20piν
−F 02piν −F 11piν
 =
(U†fU)piν (U†fV ∗)piν
(V T fU)piν (V T fV ∗)piν
 , F(np) =
F 11νpiT −F 20νpiT
F 02νpi
T −F 11νpi
T
 . (C.3)
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We can then define a weak time-dependent and Hermitian external field, generated from Eq. (C.3) and
described by the time-dependent quasiparticle matrix
F(t) = η
(
Fe−iωt + F†eiωt
)
, (C.4)
that contributes to Eq. (5.22). The matrix F(t) has the same block-anti-diagonal form as the underlying
operator Fˆ , but only depends on two independent matrices, F 11piν(t) and F 20piν(t), since F(t) describes a Hermitian
operator:
F(pn)(t) =
 F 11piν(t) F 20piν(t)
−F 20∗piν (t) −F 11∗piν (t)
 . (C.5)
The time-dependent matrices F 11piν(t) and F 20piν(t) couple the various blocks of F(pn) in Eq. (C.3):
F 11piν(t) = F 11piνe−iωt + F 11∗piν eiωt
F 20piν(t) = F 20piνe−iωt + F 02∗piν eiωt.
(C.6)
The time-dependent generalized density R(t) and Hamiltonian matrix H(t) must be Hermitian by definition,
and we introduce block-antidiagonal ansatzes for δR(t) and δH(t) similar to the form of F(t):
δR(t) =
 0 δR(pn)†(t)
δR(pn)(t) 0
 , δR(pn)(t) ≡
 Ppiν(t) Xpiν(t)
−X∗piν(t) −P ∗piν(t)
 , (C.7)
δH(t) =
 0 δH(pn)†(t)
δH(pn)(t) 0
 , δH(pn)(t) ≡
 δH11piν(t) δH20piν(t)
−δH20∗piν (t) −δH11∗piν (t)
 . (C.8)
Because the time-dependent FAM matrices are Hermitian, we obtain two identical pnFAM equations: one for
δR(pn)(t) and another for its Hermitian conjugate.
We determine the exact form of δR(pn)(t) by considering the effect of the external field on the HFB ground
state. The influence of F(t) (C.4) can be represented by a small time-dependent unitary transformation [129]:
Uˆ(t) = eiηAˆ(t) ≈ 1 + iηAˆ(t). (C.9)
The operator Aˆ(t) is Hermitian, and the time-dependent effects are O(η) because F(t) ∝ η (C.4). In the
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quasiparticle basis, Aˆ(t) has the form [72, 129]
Aˆ(t) = 12 [α ]
†A [α ] = 12
∑
µν
(
A11µν(t)α†µαν +A20µν(t)α†µα†ν −A20∗µν (t)αµαν −A11∗µν (t)αµα†ν
)
, (C.10)
with A11(t) Hermitian and A20(t) antisymmetric. Under the influence of Uˆ(t), the HFB ground state becomes
time-dependent,
|φ(t) 〉 = U(t)|φ 〉 ≈ |φ 〉+ iηAˆ(t)|φ 〉+ . . . , (C.11)
and the expectation value of an arbitrary operator Mˆ is, to linear order in η,
〈φ(t) | Mˆ |φ(t)〉 ≈ 〈φ | Mˆ |φ〉+ iη〈φ | [Mˆ, Aˆ(t)] |φ〉 ≡M0 + ηδM(t). (C.12)
With the definition of the generalized density in the quasiparticle basis, Eqs. (5.5) and (5.6),
R ≡W†RW =
〈φ |α†ναµ |φ〉 〈φ |αναµ |φ〉
〈φ |α†να†µ |φ〉 〈φ |ανα†µ |φ〉
 , (C.13)
we can determine the form of δR(t) immediately with Wick’s theorem [72, 95], with the result (5.23):
δR(pn)(t) =
i〈φ | [α†ναpi, Aˆ(t)] |φ〉 i〈φ | [αναpi, Aˆ(t)] |φ〉
i〈φ | [α†να†pi, Aˆ(t)] |φ〉 i〈φ | [ανα†pi, Aˆ(t)] |φ〉
 ≡
 0 Xpiν(t)
−X∗piν(t) 0
 . (C.14)
Direct calculation shows the diagonal matrix elements of δR(pn)(t), i.e., the matrices Ppiν(t) in Eq. (C.7), are
identically zero. As mentioned in Chapter 5, this is related the requirement that the generalized density must
satisfy R2(t) = R(t) in the time-dependent HFB [105]. (Alternatively, the unitary transformation preserves
the projectivity of R(t).) We also see that the matrix Xpiν(t) must be antisymmetric (in the sense that
Xνpi(t) = −Xpiν(t)) as a result of the commutation relations among the α’s.
With all the pieces in place, we evaluate the pnFAM commutator (5.22) and obtain a time-dependent
equation for Xpiν(t), Eq. (5.24):
iX˙piν(t) = (Epi + Eν)Xpiν(t) + δH20piν(t) + F 20piν(t). (5.24)
The energy-dependent pnFAM equations follow from substituting the typical ansatzes for X(t) and δH20(t)
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(Eq. (5.25)) [98, 105],
Xpiν(t) = Xpiν(ω)e−iωt + Y ∗piν(ω)eiωt, (C.15)
δH20piν(t) = δH20piν(ω)e−iωt + δH02∗piν (ω)eiωt, (C.16)
as well as the definition of F 20piν(t) in Eq. (C.6). Inserting these into Eq. (5.24) yields the pnFAM equations
applied in our calculations and written in Eq. (5.26):
Xpiν(ω)[(Epi + Eν)− ω] + δH20piν(ω) = −F 20piν , (C.17a)
Ypiν(ω)[(Epi + Eν) + ω] + δH02piν(ω) = −F 02piν . (C.17b)
C.1.1: Determination of the perturbed mean fields δH(ω)
Beginning from a static HFB solution with quasiparticle energies {Epi} and {Eν} and a choice of the
charge-changing external field, we solve the equations (C.17) iteratively for X(ω) and Y (ω). The most
complicated and time-consuming part of the calculation is the determination of δH20(ω) and δH02(ω) from
the proton-neutron densities X(ω) and Y (ω), as mentioned briefly in Chapter 5.
To calculate δH20(ω) and δH02(ω) we need the energy-dependent perturbed densities δρ(ω) and δκ(ω) and
also the perturbed fields δh(ω) and δ∆(ω). The densities are calculated with the proton-neutron Bogoliubov
transformation, which transforms the charge-changing block of the generalized density into the single-particle
basis:
δR(pn)(t) = W(p) δR(pn)(t)W(n)†. (C.18)
Inserting our ansatz (C.15) for X(t) yields corresponding equations for the density and the pairing tensor:
δρpn(t) = δρpn(ω)e−iωt + δρ∗np(ω)eiωt, (C.19a)
δκpn(t) = δκ(+)pn (ω)e−iωt + δκ(−)pn (ω)eiωt. (C.19b)
The matrices δρpn(ω) and δρnp(ω) are independent of one another, as are δκ(±)piν (ω), and the two matrices
δκ(±)(ω) must each be antisymmetric (see, e.g., Ref. [98]). The energy-dependent perturbed densities are
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calculated with the matrices U , V , X(ω), and Y (ω):
δρpn(ω) = UpX(ω)V Tn − V ∗p Y (ω)U†n, (C.20a)
δρnp(ω) = V ∗n Y T (ω)U†p − UnXT (ω)V Tp , (C.20b)
δκ(+)pn (ω) = UpX(ω)UTn − V ∗p Y (ω)V †n , (C.20c)
δκ(−)pn (ω) = UpY (ω)UTn − V ∗p X∗(ω)V †n . (C.20d)
Because there are no proton-neutron-mixed contributions to the ground state energy, and since charge-
changing Skyrme mean fields are proportional to the charge-changing densities [61], we can write write
δhpn(t) = δhpn(ω)e−iωt + δh∗np(ω)eiωt,
δ∆pn(t) = δ∆(+)pn (ω)e−iωt + δ∆(−)pn (ω)eiωt,
(C.21)
i.e., δh(t) and δ∆(t) are linear in δρ(t) and δκ(t), respectively. These fields form the charge-changing
Hamiltonian matrix δH(pn)(t), which can finally be converted back to the quasiparticle basis with W. The
resulting anti-diagonal blocks of the Hamiltonian matrix in the quasiparticle basis are
δH20piν(ω) = U†pδhpn(ω)V ∗n + U†pδ∆(+)pn (ω)U∗n − V †p δ∆(−)∗pn (ω)V ∗n − V †p [δhnp(ω)]TU∗n, (C.22a)
δH02piν(ω) = −V Tp δhpn(ω)Un − V Tp δ∆(+)pn (ω)Vn + UTp δ∆(−)∗pn (ω)Un + UTp [δhnp(ω)]TVn. (C.22b)
In this way we obtain new values of the mean-field matrix elements; they subsequently feed back into X(ω)
and Y (ω) via the pnFAM equations.
Section C.2: Modifications of the pnFAM equations for odd nuclei
Differences between the pnFAM equations for even-even and odd nuclei result from the introduction of a
statistical ensemble described with the density operator ρˆEFA (6.4). This ensemble is responsible for the lack
of projectivity of the generalized density, R2 6= R, caused by non-zero quasiparticle occupation probabilities
in the ensemble.
In the previous section, we found an ansatz for the perturbed generalized density δR(t) by considering the
evolution in time of the HFB ground state: |φ 〉 → exp(iηA(t))|φ 〉. The corresponding action for a system
described by a density operator is to evolve ρˆ with time [129],
ρˆ(t) = U(t)ρˆ0U†(t) ≈ (1 + iηS(t))ρˆ0(1− iηS(t)) ≈ ρˆ0 + iη[S(t), ρˆ0], (C.23)
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where S(t) is a Hermitian operator (like A(t) in the even-even case (C.10)). The proton-neutron perturbed
density δR(pn)(t) still has the form (C.7), but now the matrices Ppiν(t) and Xpiν(t) are calculated as traces in
Fock space [129], e.g.,
Ppiν(t) =
Tr{δρˆ(t)α†ναpi}
Tr ρˆ =
1
Tr ρˆ0
iTr{[Sˆ(t), ρˆ0]α†ναpi}. (C.24)
With the cyclic invariance of the trace [114, 129] we find that neither Ppiν(t) nor Xpiν(t) vanish,
Ppiν(t) = i(fν − fpi)S11piν(t), (C.25a)
Xpiν(t) = i(1− fν − fpi)S20piν(t), (C.25b)
so the proton-neutron perturbed density δR(pn)(t) is represented by the matrix (6.9):
δR(pn)(t) =
 Ppiν(t) Xpiν(t)
−X∗piν(t) −P ∗piν(t)
 . (6.9)
The form of REFA0 (6.7) introduces additional factors in the commutator (5.22). The perturbed mean field
and the external field are multiplied by combinations of the factors fµ defined in Chapter 6:
[δH(t) + F(t), REFA0 ](pn) =
 (fν − fpi)(F 11piν(t) + δH11piν(t)) (1− fν − fpi)(F 20piν(t) + δH20piν(t))
(1− fν − fpi)(F 20∗piν (t) + δH20∗piν (t)) (fν − fpi)(F 11∗piν (t) + δH11∗piν (t))
 ,
(C.26)
and we use the same matrix descriptions of F(t) and δH(t) as in the even-even pnFAM (Eqs. (C.4) and (C.8)).
The resulting time-dependent pnFAM equations, generalized to odd nuclei in the equal-filling approximation,
are Eqs. (6.10):
iX˙piν(t) = (Epi + Eν)Xpiν(t) + (1− fν − fpi)(F 20piν(t) + δH20piν(t)), (C.27a)
iP˙piν(t) = (Epi − Eν)Ppiν(t) + (fν − fpi)(F 11piν(t) + δH11piν(t)). (C.27b)
By introducing the ansatzes (6.11)
δR11piν(t) = Ppiν(ω)e−iωt +Q∗piν(ω)eiωt, (C.28a)
δR20piν(t) = Xpiν(ω)e−iωt + Y ∗piν(ω)eiωt, (C.28b)
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as well as
δH11piν(t) = δH11piν(ω)e−iωt + δH11∗piν (ω)eiωt, (C.29a)
δH20piν(t) = δH20piν(ω)e−iωt + δH02∗piν (ω)eiωt, (C.29b)
and taking the time derivatives of P (t) X(t), we obtain the energy-dependent pnFAM equations, Eqs. (6.12):
Xpiν(ω)[(Epi + Eν)− ω] = −(1− fν − fpi)[F 20piν + δH20piν(ω)], (C.30a)
Ypiν(ω)[(Epi + Eν) + ω] = −(1− fν − fpi)[F 02piν + δH02piν(ω)], (C.30b)
Ppiν(ω)[(Epi − Eν)− ω] = −(fν − fpi)[F 11piν + δH11piν(ω)], (C.30c)
Qpiν(ω)[(Epi − Eν) + ω] = −(fν − fpi)[F 11piν + δH11piν(ω)]. (C.30d)
C.2.1: The perturbed mean fields δH(ω) in the pnFAM for odd nuclei
We determine the matrices δH(ω) in the pnFAM for odd nuclei in a similar way as in the even-even
version. The introduction of the matrices P (ω) and Q(ω) has two practical effects, however: the densities
δρ(ω) and δκ(ω) now depend on P (ω) and Q(ω) via the proton-neutron Bogoliubov transformation, and we
must calculate the diagonal (11 and 11) blocks of F(pn) and δH(pn)(ω) for the iterative solution of P and Q.
The diagonal blocks of F(pn) were given in Eq. (C.3), and the pnFAM expressions for the perturbed
densities in odd nuclei, corresponding to Eqs. (C.20) and including P (ω) and Q(ω), are:
δρpn(ω) = UpP (ω)U†n − V ∗p Q(ω)V Tn + UpX(ω)V Tn − V ∗p Y (ω)U†n, (C.31a)
δρnp(ω) = −V ∗nPT (ω)V Tp + UnQT (ω)U†p − UnXT (ω)V Tp + V ∗n Y T (ω)U†p , (C.31b)
δκ(+)pn = UpP (ω)V †n − V ∗p Q(ω)UT + UpX(ω)UTn − V ∗p Y (ω)V †n , (C.31c)
δκ(−)pn = −V ∗p P ∗(ω)UTn + UpQ∗(ω)V †n − V ∗p X∗(ω)V †n + UpY ∗(ω)UTn . (C.31d)
Finally, the diagonal blocks of δH(pn)(ω) are
δH11piν(ω) = U†pδhpn(ω)Un − V †p (δhnp(ω))TVn + U†pδ∆(+)pn (ω)Vn − V †p δ∆(−)∗pn (ω)Un, (C.32a)
δH11piν(ω) = −V Tp δhpn(ω)V ∗n + UTp (δhnp(ω))TU∗n − V Tp δ∆(+)pn (ω)U∗n + UTp δ∆(−)∗pn (ω)V ∗n . (C.32b)
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