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Abstract
Given n uniformly and independently distributed points in a ball of unit
volume in dimension d, it is well established that the length of several combi-
natorial optimization problems (including the minimum spanning tree (MST),
the minimum matching (M), the traveling salesman problem (TSP), etc.) on
these n points obeys laws of large numbers. It has been a long open conjecture
that a central limit theorem holds for the length of these problems. In this
paper we establish the first central limit theorem in this class of problems for
the length of the tree and matching produced by a natural heuristic (the ex-
odic heuristic) for the MST and the minimum matching problem respectively.
Moreover, we make precise analytical estimates for the variance of the length
that the heuristic produces and verify them experimentally.
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1 Introduction
Research in the area of probabilistic analysis of combinatorial optimization problems
in Euclidean spaces was initiated by the pioneering paper by Beardwood, Halton
and Hammersley [1], where the authors prove the following remarkable law of large
numbers:
Theorem ([1]): If Xi are independent and uniformly distributed points in a region
of Rd with volume a, then the length, LTSP, of the traveling salesman tour (TSP)
under the usual Euclidean metric through the points X 1,..., Xn almost surely sat-
isfies
lim LTSP = 3Tsp(d) l/d,
n-moo n(d-l)/d
where /3 Tsp(d) is a constant that depends only on the dimension d.
This law of large numbers was generalized to other combinatorial problems
defined on Euclidean spaces, including the minimum spanning tree (MST) ([9]),
the minimum matching (M) ([6]), the Steiner tree (ST) ([10]), the Held and Karp
(HK) lower bound for the TSP ([5]) and other problems. Indeed, Steele [10] gen-
eralized the previous theorem for a class of combinatorial problems called sub-
additive Euclidean functionals. All these results say that there exist constants
/MST(d),PM(d), ST(d),, HK(d) such that the corresponding values for the MST,
M, ST, HK over n(d-1)/d tend almost surely to the corresponding constants.
It has been a long open conjecture that there is an underlying central limit
theorem, i.e. LF (F=TSP, MST, M, ST, HK) converges to a normal random variable.
Evidence that this conjecture might be indeed true for the TSP is provided by Rhee
and Talagrand [7] where the authors prove gaussian upper and lower bounds for the
tail of LTSP in the plane.
In this paper we shed new light to this conjecture. We establish the first central
limit theorem in dimension d in this class of problems for the length of the tree and
matching produced by a natural heuristic (the exodic heuristic) for the MST and the
minimum matching problem respectively. Moreover, we find an explicit expression
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for the variance of the exodic tree and matching. We also verify experimentally
that our estimates for both the mean and the variance of the exodic tree are indeed
accurate.
The paper is structured as follows. In the next section we review the exodic
heuristic for the MST and minimum matching and review the known results about
these heuristics. In Section 3 we prove the central limit theorem, while in Section
4 we report numerical results which support our theoretical estimates. The final
Section contains some concluding remarks.
2 The Exodic Heuristic
For the MST problem the heuristic algorithm is the following:
1. Given the points X 1 ,...,Xn sort the points such that IX11 < IX2 1 < ... <
IXnl.
2. For i = 2, 3,..., n connect Xi to Xj , such that IXi - Xjl = minr<i Xi - XrI.
It is easy to see by induction on i that these n - 1 connections form a tree.
This construction was proposed by Gilbert [4], who gave it the name the exodic tree
heuristic and obtained the the expected length of the exodic tree for d = 2 through
the use of generating functions and multidimensional integrals.
A similar algorithm can be applied for the minimum matching problem, which
we call the exodic matching to parallel the MST construction, as follows:
1. Given the points Xl,...,Xn sort the points such that IXil < IX21 < ... <
IXnl.
2. Starting with the outer point X, connect Xn to its nearest neighbor, call it Xj.
Delete Xn, Xj from the list of points. Repeat the procedure for the remaining
points thus producing a matching.
3
In [3] we analyzed the expected length of the exodic spanning tree (EST) and
the exodic matching (EM) using the Crofton's, method. If Ln(a), M,(a) is the
length of the exodic spanning tree and the exodic matching respectively on n points
uniformly distributed in an area of volume a in dimension d we obtained that
lim E[ILn(a)] (-)l/dr(! + 1)
n-oo nCd d
E[M7'(a)] _ d 2a 1/dr( +1),lim d-1 
n-+oo r 2d -1 Cd d
where Cd = d/ is the volume of the ball of unit radius in dimension d and r(z)
is the usual gamma function. We then used these bounds to establish that as the
dimension d increases to infinity the MST and minimum matching are asymptotic
to the EST and EM respectively and thus as d -+ oo
fJMST(d)' ' 2V 2di1 
3 The Central Limit Theorem
Crofton's Method is a technique for determining mean values of random variables
in certain geometrical probability problems (see for example [8]). It applies to
problems in which n points and independently and uniformly distributed in a region
of the d dimensional space and one would like to determine the mean value of some
function defined on these points. The fundamental idea of the method is to view
the expectation as a function of the size of the geometric region and then to derive
a differential equation for this function by perturbing the region's size. In our case,
the function is the generating function of the EST (or the EM) of n such points and
the region is a d-dimensional ball of volume a centered at the origin.
Let L,7 (a) denote the length of the EST in an area of volume a, where n points
are uniformly and independently distributed. Our first theorem is as follows:
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Theorem 1 The random variable
Ln(a)- E[Ln(a)]
(Var[Ln(a)]) 2
converges in distribution to a normal N(O, 1) random variable. Moreover,
r E[Ln(a)] 2 al+ 1
lim [ld-ldCr( + 1),
n-*co n- Cd d
and
m Var[L(a)] = 2( 2 a)2/d[r( 2 + 1) r2( +1)(1
n-.oo d 
Proof
Let
f(n, a, s) = E[eSLn(a)].
Consider a ball of volume a and suppose we increase the volume of the ball incre-
mentally from a to a + 6a and distribute n points uniformly and independently in
the enlarged ball. We consider two events:
* E: The event all n points lie in original ball of volume a.
* E2: Exactly n - 1 points lie in the original ball of volume a and one point lies
in the infinitesimal, spherical shell of volume a.
All other events have probability o(6a) and are ignored, since we will take ba - 0.
Note that
P(E1 ) = [ = 1 - Sa + o(6a), (1)
and
P(E 2 ) = na +a n- a + o(6a). (2)a+6a a+8a a
The length of the EST in the enlarged ball given E1 is just L(a). If we let
E[e-SLn(a)lE2] denote the generating function of the EST given E 2, then
f(n, a + a, s) = f(n, a, s)P(El) + E[e-SLn(a)lE2 ]P(E 2) + o(6a),
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which using (1) and (2) gives
f(n, a + 8a, s) - f(n, a, s)= nE[esLn(a) E2]+
ba a a 6a
Letting ba -- O, we obtain
af(n,a,s)+ n f(n, as) = nE[e-"SLn(a)E 2]. (3)
Oa +a a
Let Rn(a) denote the distance from a point on the surface of the d-dimensional ball
of volume a to the nearest of n uniform points in the interior, then
Ln(aIE 2 ) = Ln-l(alE2 ) + R ,nl(a). (4)
The variables L,nl(aIE 2), Ri-l(a) are not independent. Given that R,-l(a) > r,
the remaining n- 1 points are uniformly and independently distributed in the area
of volume a - A(r), where A(r) is the volume of the intersection of a ball of radius r
centered at the surface of the ball of volume a with the interior of the ball of volume
a (see Figure 1). This means that Ln-l(aE 2, R-li(a) > r) = L-l(a - A(r)).
Based on this observation we now find the joint density of Ln- (a) and R4-l(a).
Let fR,-(a)(r), fLn.-, (a)(l) be the densities of Rn-l(a) and L,- (a) respectively.
In the following lemma we investigate their joint distribution.
Lemma 2 Let A(r) be the volume of the intersection of a ball of radius r centered
at the surface of the ball of volume a with the interior of the ball of volume a. Then
the joint density fRni(a),Ln-i(a) of Ln-l(a) and Rn-l(a) is:
fR.n 1 (a),Lnl (a) (r,l) = fR- (a) (r)fLn- (a) (l)+
afL_(a)(l)[-A(r)fRn_,(a)(r) + A (r)(1 - FRn_(a)(r))]+
O ( 2 f L._, (a) (l)[2A(r)A'(r)(1 - FR_ (a) (r))- A2 (r)fRn- (a)(r)]). (5)
Proof
Pr{Rn-l(a) > r,Ln-l(a) > } = Pr{Ln-l(a) > l/Rn-l(a) > r}Pr{Rn-l(a) > r}
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= Pr{L,-l(a - A(r)) > I}Pr{Rni(a) > r},
since given that R-l(a) > r, then the n- 1 points are uniformly distributed in the
area of volume a - A(r) (Figure 1).
A(r)
Figure 1: The exodic tree on a - A(r).
Using Taylor expansion on Pr{L,_l(a - A(r)) > l} we obtain that
Pr{R,_l(a) > r, L,.l(a) > I} =
Pr{Rn-l(a) > r}[Pr{L-_l(a) > l}
- A(r)aa(9a
0 2
O(A2(r)a 2Pr{L,-l(a) > 1})].
Differentiating with respect to r and I we obtain (5). 0
From (4) and (5) we obtain
E[e- L.(a)IE2] = E[eSLnl(a)]E[e-sRn-1(a)] + a E[e-Ln-(a)]l(n - 1,a, s)+
aawhere
0 (d~2 E So]e(n - , a, s)), (6)
where
O(n - 1, a, s) = e-sr[-A(r)fRnl_(a)(r) + A'(r)(1 - Fn,(a)(r))]dr
7
PrIL,I(a) > I)+
e(n - 1, a, s) = e[2A(r)A(r)(1 - - A(r)f (r]dr
Substituting (6) into (3) we find that
a a )+-f (n, a, s) = f(n--1, a, s)E[e-'R"- (a)]+ n(n-1 a, s)Oa a a aO
92
O(a2 f (n- 1, a, s)e(n - 1, a, s)).
In the following lemma we compute E[e-IRn-'(a)], 0(n - 1, a, s), e(n -
denote fn gn if and only if limn-.oo, f = 1.gn
f(n-1, a, s)+
(7)
1,a,s). We
Lemma 3 As n -- oo
Ea) 1 ' E (s()2) r(k + 1)
° (_S(2a) )k r( 1)
_a{ IN _ -- 1_())(. n e
. . k=k=O
1
- 1)1
1
(8)
(9)
(n- 1)' +
1
ks-1( j =O '- (Ak!k=O
(10)
(n- 1)k+2(n - )d
Proof
We first note that
Pr{Rnl(a) > r} = (1 A())n- < r < (2a)/d,
a Cd
where A(r) is the volume of the intersection of a ball of radius r centered at the
surface of the ball of volume a with the interior of the ball of volume a. The
asymptotically important contribution in the above integral comes near r -- 0,
d
where A(r) Ed-. Therefore, since
E[esRnl (a)] = 1 - sI )/d e - t Pr{Rn-_(a) > r}dr,
E[e - Rn - (a)] = 1 - s j d (r) 1 d Cde-,r(lA(r) n-ldr- 1-s (2/d _ (n-)cdrde e - 2a dr,
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we obtain
111
/Ill '11 m ·II N I I
00 I )k(_ k (k
(-s(' )d Dr ' 2)
-t- --- - - 2 'KI Cdr " "~"
since e - - 1 - for z - 0. With the change of variables z = d the integral
becomes
1 2a 1)'td eS(2)Idz* z -t1(E[e- R " - ( )] 1-d Z- ( 1)zdz (11)
To find the asymptotic behavior of this integral as n --+ oo we use Watson's lemma
(see Bender and Orzag [2], p.263): If I(x) = fOb f(t)e-tdt and f(t) ta k=o0 rktk,
as t -. 0+, then
() rkr(a +3k+l) as 2 - 00.
Xa+ok+l
k=O
Applying Watson's lemma in (11) with a = - 1, 3 = , rk = (-s(2c))k/k! we
obtain (8).
Using the same technique we compute asymptotically 0(n - 1, a, s) and e(n -
1, a, s) in (9) and (10) respectively. O
Our goal is to find asymptotically as n - oo the solution of (7). Using well estab-
lished asymptotic techniques for solving asymptotically linear differential-difference
equations (see Bender and Orzag [2], Chapters 3 and 5) we check if the solution
I d-1 2 d-2 3 d-3f (n, a, s) e- ' b l a 3 n + s 2b2ain +0(s3a n )
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satisfies (7) with error up to order n-J. Then
Of(n,a, s) n 1 1 2 2 2Oa f( [-sbladn d + 2s2b2adn + O(n -)]f(n,a,s), (12)
f (n- 1,, s) f(n, a, s)ebl3)
1 2 2 2 I2 12 2f(n, a, s)[1 + sbl a(1- )n- -s2b 2a(1- )n + 2 a(1-) + O(n
(13)
Oa2 saa2 ~ f (n, a, s) 2 s 2 n2-2 -~+2 0(n- +l)] (14)
From (8)
E[e (a)] -sa n + s2 2 2 +O(n3 (15)E[e- R - (a )]~ 1 - saladn i + s a2adn r + -{- 3), (15)
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where
1 2 k 
ak = k!(-)Pr( + 1).
Moreover, from (9)
2 2 2 O- 3-1)], (16)
(n- 1, a, s) ~ a[sclan-- - c2a n + O(n )](16)
where
1 2 k k
ck = k!( )r( +
and
e(n-1, a, s) 2[sdlnan-2-sd2an- + O(n--2)], (17)
where
1 2 k k
dk = (-)d( )r(d + 2).
Substituting (12), (13), (14), (15), (16) and (17) into (7) we obtain
n I 1 2 22_2 ' n
-sb[+sbdnl -+ 2s 2 b 2an + T (n1 d)] + =ad a
-[ + ( - b2a(1- 2 )2n- + O(n-a)]
a d 2 2 d
[1 - salaln-1 + s 2 aatn- ; + O(n- )]+
-1 2 _ . 1 + (n ) I + -]+
-ascladnd -- c 2 adn + O(n ad)][-sbla n + 0(n)+
a ad
O(n-a).
Matching the same powers of n we obtain that in order for the solution to be
consistent up to O(n-d)
21 1
bl = al ( )a( + 1)
Cd d
and
1 2 1 cl al
b2 = a 2 -- al(1-- )--d
2 2 1 1(- [( + 1)- 2( + -1)(1 + ).Cd d d d2
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Therefore,
E[Ln(a)] = d( =0 d ) r( + )n d
Var[Ln(a)] = df( s)=o [df(n,a,s) , a,) ]2
2 d-2 2a 2 2 1 1 d-22b 2 anT = 2(-)d[r( + 1)-r2( + 1)(1 + )]n Cd d d d2
Consider now the normalized random variable Y, = L.()-E[ .(a]. Then
(var[Ln(a))
s E Ln(a)
E[e- Y ] = e (Var,[Ln(a)) f(n, a, 
(var[L(a)])'
which gives
E[e-SYn] e+O(s3n )
Taking n -- oo we finally obtain
s2
lim E[e- Y n] = e 2 
n--0oo
i.e. Yn is a Normal N(O, 1) random variable. 0
What is interesting about Theorem 1 is that we were able to compute exactly the
variance of the exodic tree. Moreover, the deviation from normality of the exodic
tree is O(n-2) for all d.
A similar result can also be proven for the exodic matching using exactly the
same techniques. Let Mn(a) be the length of the exodic matching heuristic on n
points uniformly and independently distributed in an area of volume a in dimension
d.
Theorem 4 The random variable
Mn(a) - E[Mn(a)]
(Var[Mn(a)])2
converges in distribution to a normal N(O, 1) random variable, with
lim E[Mn(a)] = Cd2a d +1)
n-oo n7 2d- 1 r,
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and
lr Var[Mn(a)] 2 a )2/d 2 2( d21)d- + 1)
n- oo d d d d(2d- 1)2
Proof
The only difference with the exodic tree is that instead of (7) we have
af (n, + f (n,a, s) = f(n-2a, s)E[e-Rn"-l(a)]+ n0(n-1 a, s) a f(n-2, a, s)+
9a a a aa
02
O( 2 f (n- 2, a, s)e(n - 1, a, s)). (18)
since, Mn(aIE2 ) = M,- 2 (aIE 2 ) + Rn-i(a) and given that Rn-l(a) > r, then
Mn_ 2 (aIE 2 ) = Mn-2(a - A(r)). Given this observation, Theorem 4 follows after
identical calculations as in the derivation of Theorem 1. 0
4 Numerical Results
In this section we briefly examine simulation results for the exodic tree in the plane
(d = 2). From the results of the previous section, we expect that for large n the
distribution is approximately normal with , 0.707 and Var[Ln]
4[-- 15] ; 0.0232. (The later is equivalent to a standard deviation of 0.152.)
Figure 2 shows the sample average value of for a range of values of n between
64 and 32,000. The sample size for each estimate was chosen so that the 95%
confidence interval spanned at least ±10% of the value of the estimate. The sample
size ranged from 355 for n = 64 to 100 for n = 32, 000. As can be seen from Figure
2, the value of indeed approaches 1/v/ 2 0.707 and is very close to this value
for n > 1000.
Figure 3 shows a similar plot for the observed sample standard deviation as a
function of n. A sample size of 240 was used to generate each point, which yields a
95% confidence interval of ±10% of the estimate for all values of n. These confidence
intervals and point estimates are shown in Figure 3 relative to the asymptotic value
12
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Figure 2: Sample Average Length of Exodic Tree as a Function of n.
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Figure 4: A Q-Q Plot for n=1000 Node Exodic Tree.
of 0.152. Note again that for n > 1000, the sample standard deviation and the
asymptotic value are indeed quite close.
To investigate the normality of L, we generated a sample of 1000 trees of size
n = 1000. The cummulative distribution of this sample, F(L), is plotted against the
inverse normal distribution, q-l(F(L)), in Figure 4. In such a Q-Q plot, samples
from a normal distribution will generate a straight line with slope equal to the
standard deviation and intercept equal to the mean. In this case, the sample mean
is 22.57 (implying L,/IVn : 0.713) and the sample standard deviation is 0.222.
The line with this slope and intercept is plotted in Figure 4 along with the empirical
distribution.
Although for n = 1000 the asymptotic standard deviation of 0.152 is not a
particularly good estimate, Figure 4 clearly shows that the data follow closely a
normal distribution. Further evidence of normality can be seen from the histogram
of this same data shown in Figure 5.
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5 Conclusions
We have demonstrated both analytically as well as experimentally the asymptotic
normality of the exodic tree and exodic matching. Moreover, we were able to make
precise analytical estimates for the variance of the length that the heuristic produces
and verify it experimentally. We believe that these results give additional insight
to our understanding of the exodic heuristic, and more generally, to the behavior of
combinatorial problems in Euclidean spaces.
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