Given a source that produces a letter every Ts seconds and an erasure channel that can be used every Tc seconds, we ask what is the coding strategy that minimizes the time-average "age of information" that an observer of the channel output incurs. We will see that one has to distinguish the cases when the source and channel-input alphabets have equal or different size. In the first case, we show that a trivial coding strategy is optimal and a closed form expression for the age may be derived. In the second, we use random coding argument to bound the average age and show that the average age achieved using random codes converges to the optimal average age as the source alphabet becomes large.
I. INTRODUCTION
The concept of age as a distortion measure in communication systems was first used in 2011 by Kaul et. al in [2] , [3] , in order to assess the performance of a given vehicular network. In such systems, a remote monitor is interested in the status of one or multiple processes. A sender takes samples of the observed processes and sends them to the monitor. However, the aim of the communication system in this case is not to transmit as fast as possible but to keep the information the destination has about the observed processes as fresh as possible. Indeed, if, at any time t, the last received update at the monitor was generated at time u(t), then the information at the receiver reflects the status of the observed process at time u(t), not at time t. Hence, the monitor has an obsolete version with an age of ∆(t) = t − u(t).
Kaul et al. in [4] use a graphical method to compute and minimize an age-related metric: the average age. A growing body of works has used this metric to evaluate the performance of multiple communication systems represented using queuing models ; some of them being subject to resource allocation constraints (such as energy).
In this paper, we take an information-theoretic approach to the age problem and provide a characterization of the optimal achievable age for the following communication system:
a) The channel: We assume a discrete memoryless erasure channel with erasure probability and no feedback. We refer to such channel by EC( ). The channel-input alphabet is given by V = {0, 1, · · · , q − 1} and the channel-output alphabet by V ∪ {?}. The channel can be used once every T c seconds, and the symbols transmitted are received instantly. Thus, we define the channel-use rate µ = 1
Tc to be the allowed number of channel uses per seconds.
b) The source: We assume a single discrete memoryless source generating messages that belong to the set U = {1, 2, · · · , L}. So each symbol in this set is a message and we will use interchangeably the terms source symbol and message in this paper. We also pose k = log q (L) = ln(L) ln(q) where log q (x) for some x > 0 is the base-q logarithm of x. Hence, in order to represent one source symbol we need k channel-input symbols. This means that there exists an injective function h(.) that maps every message m ∈ U to a length-k sequence
We can notice that, when both the source alphabet and the channel-input alphabet have the same size, h(U) = V and k = 1. Thus, we take U = V. The source symbol generation is assumed periodic with period T s . Thus, we define the message generation rate λ = 1 Ts as the fixed number of source symbols generated per seconds.
c) The encoder and decoder: At the i th channel use, the encoder uses all the generated source symbols and encodes them into a single channel-input letter, f i : U iTc Ts → V. The decoder, at the i th channel use, uses all received channeloutput letters to output an estimate of the latest message that was fully transmitted, along with its index. Thus,
Ts }. The effect of noise and channel coding on the average age was already investigated; in particular, when the channel used is the erasure channel [5]- [8] . Whereas these papers compute the average age for specific settings, we address, in this paper, a more fundamental question: Given an erasure channel with no feedback what is the lowest average age that can be achieved in this system? To answer this problem we distinguish two cases: (i) The source alphabet and the channel-input alphabet have the same size, and (ii) the source alphabet and the channel-input alphabet have different sizes. In this last case, we focus on strategies induced by linear codes. For such strategies, without loss of generality and for ease of notation, we will consider the source alphabet U = V k and every message or source symbol to be a random sequence U 1 , U 2 , · · · , U k chosen in an i.i.d fashion from V k .
We begin, in Section II, by defining the concept of optimal achievable age. In Section III, we address Case (i) and derive an exact closed-form expression for the average age and show that the optimal average age is achieved without any encoding done on the source symbols. Whereas, in Section IV, we present the optimal transmission scheme for Case (ii) and use random coding to give bounds on the achievable average age of the system. Finally, we discuss some numerical results.
II. PRELIMINARIES
to be a coding scheme where (f i ) i≥1 is the sequence of encoders and (g i ) i≥1 is the sequence of decoders. The average age corresponding to such scheme is denoted by
where ∆ C (t) is the instantaneous age. Such a definition is independent of the choice of the channel. However, for the special case of the erasure channel with erasure probability , the average age relative to the coding scheme C will be denoted by
where ∆ ,C (t) is the instantaneous age.
Definition 2. We say that an age D is achievable for an erasure channel with erasure probability (EC( )), if ∀δ > 0 there exists a coding scheme C = (f i , g i ) i≥1 such that
and the error probability on the decoded messages is zero.
Definition 3. Given a channel EC( ), we define the optimal average age ∆ to be the minimum achievable average age. Formally,
where Γ is the set of all possible coding schemes. The set R = {( , D); D ≥ ∆ and ∈ [0, 1]} forms the set of achievable average ages over all erasure channels.
III. OPTIMAL AGE WITH THE SAME SOURCE & CHANNEL ALPHABETS
Theorem 1. For a channel EC( ), if the source alphabet and the channel-input alphabet are the same, then the optimal stable transmission policy from an age perspective is to keep transmitting the last-generated source-symbol until a new one is generated and discard all previous messages. This is a LCFS with no buffer policy.
Theorem 2. Given an erasure channel EC( ) with channel-use rate µ, a source with message-generation rate λ and utilization ρ = λ µ , then the optimal average age achieved over EC( ) is:
• For rational utilization ρ ∈ Q,
where l is the smallest positive integer for which lρ is an integer.
IV. OPTIMAL AGE WITH DIFFERENT SOURCE & CHANNEL ALPHABETS
In this setup, the source alphabet is U = V k where k > 1. In addition to that we consider a special case where λ = µ so that at every channel use, a new source symbol is generated. Without loss of generality, we assume that λ = µ = 1. We will focus on coding schemes that are induced by linear codes, so we will assume that V = F q , where q is a power of a prime number. More precisely, for the l th message to be transmitted, let f l : V k → V n be an (n, k) linear code. We sequentially transmit messages generated from the source as follows: Assume that the j th message to be transmitted (which belongs to V k ) is generated at the instant t l and discard all previous messages. We encode this source symbol using f l , and obtain n symbols in V. Finally, we transmit the n V-symbols during the next n channel uses (i.e., at t l ,. . . , t l +n−1). The encoders (f l ) l≥1 used to encode different messages can be different. This means that the encoder-decoder pairs (f l , g l ) l≥1 can be different. We denote a coding scheme defined by a given sequence of (f l , g l ) l≥1 that is induced by (n, k) linear codes as C(n, k). Theorem 3 shows that for a given couple (n, k), the optimal code to use is an MDS code. However, an explicit construction of such codes is not available for all values of (n, k). In the rest of this paper we use random codes to give an upper bound on the optimal average age achieved using an MDS code. The use of random coding to construct fountain-like codes was used by Shamai et al. in [9] .
A. The Optimal Transmission Policy

B. The Random Code
Consider a C(n, k) coding scheme. The encoder-decoder pair (f l , g l ), corresponding to the l th message to be transmitted, is constructed as follows: Since we are interested in linear codes, we use the generator matrix in order to create our code. For that, we choose the n columns of the generator matrix G l independently and uniformly at random from the set V k \ {0 k }, where 0 k is the sequence of k zeros. We denote by (g 1 , g 2 , · · · , g n ) the n columns of G l . Thus G l = g 1 g 2 · · · g n . Once this matrix is generated, it is shared between the encoder and the decoder. For each new message to be transmitted, we generate a new generator matrix. However, the encoder and decoder work in a similar fashion for all messages: a) Encoder: Let u = u k = u 1 u 2 · · · u k ∈ V k be the l th message to be sent. Then, we transmit, at the i th channel use, the following coded bit z i = k j=1 u j g ji ,where g ji is the j th element of g i . For each message u, we send n coded symbols. Hence, the encoder is given by:
Channel use/ Reception of a linearly independent symbol Time of end of transmission/ Reception of the n th symbol x Channel erasure o Reception of a linearly dependent symbol Figure 1 . Variation of the instantaneous age when using a random code C with n = 5, k = 3. We assume we begin observing after a successful reception. Since λ = µ = 1 then the interval between channel uses is one second. b) Decoder: The decoder decodes on the fly. Whenever it receives k linearly independent coded symbols, it decodes the message. Otherwise, it declares the packet to be erased.
C. Average Age of Random Codes
Fix the couple (n, k) and let C 1 (n, k) be a given coding scheme generated as described in §IV-B. We define ∆ ,(n,k) to be the expected average age of the coding scheme induced by a random linear (n, k)-scheme generated as above. Due to the ergodicity of the system, almost surely, for any randomly generated (n, k)-scheme C we obtain ∆ ,C = ∆ ,C1 . Thus, ∆ ,(n,k) = E C(n,k) (∆ ,C ) = ∆ ,C1 .
The contribution of the random coding argument in this context is the following: if we show that, for a given (n, k)-scheme C, ∆ ,C < ∞, then ∆ ,(n,k) = ∆ ,C < ∞ and there must exist a linear (n, k)-scheme C such that ∆ ,C ≤ ∆ ,(n,k) . Thus, for a given k, the optimal average age ∆ ≤ ∆ ,C ≤ ∆ ,(n,k) for all possible values of n. Therefore,
Equation (6) gives an upper bound on the optimal average age.
In the rest of this paper we will focus on characterizing this bound.
D. Exact Upper Bound on the Optimal Average Age
Let C be a randomly generated (n, k)-scheme. Fig. 1 illustrates the variation of the instantaneous age ∆ ,C (t) when n = 5 and k = 3. Without loss of generality, we assume we begin observing right after the reception of a successful packet. We denote by t j the generation time of the j th successful packet and by t j the end of transmission time of this packet. We notice that for the j th successfully received message, the instantaneous age at the end of transmission is n − 1 since we assume the transmission to begin at the same time as a packet is generated. Thus, when the transmission of this successful packet ends at time t j after n channel uses, the age of this packet is ∆ ,C (t j ) = n − 1. An interesting observation is that, for a given successful packet, once k linearly independent coded symbols are received, any additional coded symbol is linearly dependent on them.
In this section we use the following notation: a) Y j : Y j = t j − t j−1 is the interdeparture time between the j th and j − 1 th successfully received updates.
b) T j : T j is the number of channel uses between the decoding instant of the j th successful packet and its generation time t j . c) R(τ ): R(τ ) = max {n : t n ≤ τ } is the number of successfully received updates in the interval [0, τ ]. d) B i : For a given packet i (not necessarily successful), B i is the number of channel uses (or sent coded symbols) in order to receive exactly k linearly independent equations (coded symbols). e) Packet erasure probability: A packet i is correctly decoded if, for a given blocklength n ≥ k, we have B i ≤ n. Otherwise, we declare the packet to be lost. Thus, we define the packet erasure probability p to be
where the distribution of B is given by Lemma 1.
Since the channel is memoryless and the packets are chosen at random from V k , then the process (B i ) i≥1 is i.i.d with a distribution identical to the random variable B. 
Lemma 2. The process R(τ ) = max {n : t n ≤ τ } is a renewal process with the interdeparture times (Y j ) j≥1 being the renewal intervals. This shows that ∆ ,C exists. 
Theorem 4. Assume an EC( ) and an (n, k)-coding scheme C as defined in Section IV-B. The average age ∆ ,C corresponding to such setup is given by
where p is the packet erasure probability given by (7) .
In the expression of ∆ ,C , E(T ) and p cannot be easily expressed in function of , k and n. That is why we study ∆ ,C by presenting upper and lower bounds on the expression in (10). 
be the sums of i.i.d random variables with L 0 geometrically distributed with success probability 1 − and L k−1 geometrically distributed with success probability p k−1 =¯ q k−1 (q−1) .
(12)
F. Age-Optimal Codes
The lower bound on ∆ ,C , ∆ lb ,(n,k) , corresponds to the average age when the (n, k)-scheme uses only MDS codes withB as the number of channel uses needed to receive k linearly independent coded symbols. Recall from Theorem 3 that, for a given couple (n, k), using an MDS code is optimal. This observation gives a different explanation on why the expression found in (12) is indeed a lower bound on the average age corresponding to a scheme using any other type of codes than MDS, in particular a code generated randomly. This means that the lower bound is universal over all codes and the optimal achievable age
where C is an (n, k)-random code. Theorem 5. We have that ∀ δ > 0, ∃q 0 > 0 such that ∀ q ≥ q 0 , there exists an (n, k)-random code C such that
This means that for a channel-input alphabet large enough (q large), random codes are age-optimal and ∆ . = min n≥k ∆ ,C , where the dot above the equal sign refers to the fact that the difference between the two sides approaches zero as q gets large.
G. Other Bounds and Approximations 1) Upper Bounding the Lower Bound: We borrow the same techniques as in [8, Section 3 .A] to upper bound ∆ lb ,(n,k) . Interestingly, simulations show that the upper bound to ∆ lb ,(n,k) is a tight approximation to ∆ ,C .We denote by ∆ * ,(n,k) this approximation. Thus,
Remark 1. We can apply the techniques discussed in [8, Section 3 .A] in order to approximate the optimal codeword length n for ∆ lb ,(n,k) and write ∆ * ,(n,k) solely in function of , k, n and the size q of the channel-input alphabet.
2) Another Upper Bound on ∆ ,C : For any ∈ [0, 1] and C, we derive here a second upper bound on ∆ ,C which is easier to compute than ∆ ub ,C . The new upper bound∆ ,C iŝ
H. Numerical Results approximation derived in Sections IV-E and IV-G with respect to the blocklength n, for four erasure channels with erasure probabilities 0.1, 0.3, 0.5, 0.8. The tightness of the bounds with respect to ∆ ,C differs according to the erasure probability: a)∆ ,C vs ∆ ,C : For all error probabilities, we notice that the upper bound∆ ,C (the orange curve) is very tight (almost equal to ∆ ,C ) at large enough n. However, the value n * of the blocklength n starting which∆ ,C becomes tight depends on : The larger the erasure probability, the larger the blocklength n. For instance, for = 0.1 we have n * = 7. But for = 0.5, n * = 12 and for = 0.8 we have n * = 30. For n > n * , the upper bound∆ ,C is tighter than all other bounds. Notice that for any n and any , ∆ ,C ≤∆ ,C . b) ∆ * ,(n,k) vs ∆ ,C : For the approximation ∆ * ,(n,k) , we notice that it becomes tighter as the erasure probability becomes larger. This is true especially at low values of n, more particularly for n < n * . For this range of blocklength values the approximation ∆ * ,(n,k) is the extremely close to ∆ ,C . c) ∆ lb ,(n,k) vs ∆ ,C : For any value of n and any value of we observe that ∆ lb ,(n,k) ≤ ∆ ,C and ∆ lb ,(n,k) ≤ ∆ * ,(n,k) . We notice that, for all values of , ∆ lb ,(n,k) is close to ∆ ,C at large n. Whereas, for small values of n, this lower bound does not show any noticeable behavioral modification as increases. d) ∆ ub ,C vs ∆ ,C : The upper bound ∆ ub ,C is always larger than ∆ ,C . Even though at n > n * we observe that∆ ,C ≤ ∆ ub ,C , for n ≤ n * the upper bound ∆ ub ,C is closer to ∆ ,C than ∆ ,C . In fact, as increases the gap between the two upper bounds increases also. Fig. 2 also suggests that there exists, for each erasure probability, an optimal blocklength that minimizes ∆ ,C . This echoes the observations presented in [7] and in [8] . Moreover, each bound also has its optimal blocklength. Although the channel-input alphabet chosen is small (k = 3 and q = 5), we remark that the gap between ∆ ,C and the lower bound ∆ lb ,(n,k) is not too great irrespective of the value of . This means that even for small channel-input alphabets, the performance of the optimal linear code is not too far from the performance achieved by random coding. This idea is illustrated in Fig. 4a . In this last figure, we find and plot, at each value of , the minimum (with respect to n) of ∆ ,C and ∆ lb ,(n,k) . We observe that these two minimums are close to each other. Since min n≥k ∆ lb ,(n,k) ≤ ∆ ≤ min n≥k ∆ ,C , then Fig. 4a suggests that, for any , if we use the optimal blocklength, then random codes achieve an age-performance close to the optimal linear code. Fig. 3 and Fig. 4b mirror Fig. 2 and Fig. 4a respectively, but for a larger channel-input alphabet with q = 25. In this case, we can notice the effect of increasing the size of the channel-input alphabet, while keeping k constant. In fact, comparing Fig. 2 and Fig. 3 , we observe a convergence of ∆ ,C toward the lower bound ∆ lb ,(n,k) . In Fig. 3 , the approximation ∆ * ,(n,k) is not as tight as for the case of q = 5, for all and n. Indeed, we can notice that, for = 0.9, ∆ * ,(n,k) is worse than ∆ ub ,C for n ≤ 20. In fact, in Fig. 3 , the lower bound ∆ lb ,(n,k) is the tightest bound on ∆ ,C . However, the convergence of ∆ ,C toward the lower bound ∆ lb ,(n,k) is best observed in Fig. 4b . These simulations support our claim that random codes are age-optimal as q grows and the channel-input alphabet becomes large.
V. CONCLUSION In this paper, we have studied the optimal achievable average age over an erasure channel in two scenarios: (i) When the source alphabet and channel-input alphabet are be the same, and (ii) when they are different. We have demonstrated that in the first case, we do not need any type of channel coding to achieve the minimal average age, for which we have computed the exact expression. As for the second case, we have used random coding technique to compute bounds on the optimal achievable age. We have also shown that random codes are age-optimal for large enough source alphabet. Finally, the numerical results have pointed out an interesting observation: Even for a small source alphabet, the performance of random codes is not too far from optimal from an age point of view.
