Abstract. We study the polyhedra of splittable and unsplittable single arc-set relaxations of multicommodity flow capacitated network design problems. We investigate the optimization problems over these sets and the separation and lifting problems of valid inequalities for them. In particular, we give a linear-time separation algorithm for the residual capacity inequalities [19] and show that the separation problem of c-strong inequalities [7] is N P-hard, but can be solved over the subspace of fractional variables only. We introduce two classes of inequalities for the unsplittable flow problems. We present a summary of computational experiments with a branch-and-cut algorithm for multicommodity flow capacitated network design problems to test the effectiveness of the results presented here empirically.
Introduction
Given a network, a set of origin-destination vertex pairs (commodities) and demand data for the commodities, the multicommodity capacitated network design problem is to install integer multiples of some capacity unit on the arcs of the network and route the flow of commodities so that the sum of capacity installation and flow routing costs is minimized while meeting the demands for the commodities. Installing or leasing fiberoptic cables on a telecommunication network, determining the capacities of production lines or warehouses in a production-distribution system, determining the number of engines to power a set of trains on a railroad network can all be viewed as installing capacities on the arcs of a network and routing the flow of commodities on the network.
In many applications flow of a commodity is restricted to run through a single path along the network. This is the case, for instance, in telecommunication networks running asynchronous transfer mode (ATM) protocol, production-distribution with single sourcing, and express package delivery, see [4, 12] . These problems are generally formulated using a binary flow variable x ka for each commodity-arc pair (k, a) that takes on a value of 1 if the commodity uses the arc, 0 otherwise and an integer capacity variable y a . So for each arc of the network there is a capacity constraint of the form 
where K denotes the set of commodities, d k the demand of commodity k, c a0 existing capacity of the arc and c a the unit capacity to install. If the flow of commodities is A. Atamtürk, D. Rajan: Department of Industrial Engineering and Operations Research, University of California, Berkeley, CA 94720-1777, USA, e-mail: {atamturk, deepak}@ieor.berkeley.edu allowed to be split among several paths, then the 0-1 restriction on the flow variables is dropped. Strong valid inequalities from simple structured relaxations of optimization problems over more complicated sets can be very useful in solving these problems. See for instance [8] [9] [10] 20] for successful results with this approach. In this paper, we study the convex hull of solutions to constraints of the form (1) . We investigate optimization problems over these polyhedra and the separation and lifting problems of valid inequalities for them. Formally, the sets we consider are defined as where N ≡ {1, 2, . . . , n} is an index set and
n , y ∈ Z} and D U ≡ {x ∈ {0, 1} n , y ∈ Z}.
One arrives at F S or F U by dividing (1) by c a . The unsplittable flow arc set F U is a relaxation of the feasible region of the more familiar 0-1 knapsack problem obtained by introducing a general integer variable y with no bounds. Although the formulation of F U is quite similar to the formulation of the knapsack set, as shown in Sect. 3, its structure is significantly different from the latter. The splittable flow arc set F S is the relaxation of F U obtained by allowing the binary variables to take on any real value between 0 and 1. Finally, we let F L denote the relaxation of F S obtained by dropping the integrality restriction on y as well. We assume that the data is rational. Without loss of generality, we assume that a i > 0 for all i ∈ N, since if a i < 0, x i can be complemented and if a i = 0, x i can be dropped. We do not impose a sign restriction on the constant term a 0 , as for the related separation and lifting problems that will be discussed in the following sections, this term may take on negative or nonnegative values. Throughout the paper, for a vector v ∈ R n , we let v(S) ≡ i∈S v i for S ⊆ N.
Related work & contributions of this paper
Polyhedral structure of the 0-1 knapsack set, which is a restriction of F U , has been studied extensively; see [3, 16, 25, 23, 27, 24, 15] . Another set related to F U is the 0-1 knapsack set with single continuous variable, obtained by replacing y with a nonnegative continuous variable, is studied in Marchand and Wolsey [20] .
Magnanti et al. [19] study the facial structure of conv(F S ) when a 0 = 0. They define an exponential class of valid inequalities, called the residual capacity inequalities, and show that the residual capacity inequalities and the constraints of F L are sufficient to describe conv(F S ). However, no exact polynomial-time separation algorithm for these inequalities was known until now. In Sect. 2 we present a linear-time algorithm for separating the residual capacity inequalities.
For F U Brockmüller et al. [7] introduce the c-strong inequalities and characterize the necessary and sufficient conditions under which the c-strong inequalities are facetdefining. Recently, van Hoesel et al. [17] study F U when a 0 = 0 as well. In Sect. 3 we prove that the c-strong inequalities constitute all facet-defining inequalities of conv(F U ) of the form i∈N π i x i ≤ π o + y with integral coefficients. We show that the separation problem of c-strong inequalities is N P-hard and that it is sufficient to solve this separation problem over the subspace of fractional variables only. Furthermore, we introduce two classes of inequalities, both of which include the c-strong inequalities as a special case.
In Sect. 4 we provide a summary of computational studies with a branch-and-cut algorithm for multicommodity flow capacitated network design problems to test the effectiveness of the results presented here empirically.
Splittable flow arc set

Optimization problem
In order to motivate the separation problem of the splittable flow arc set F S , we start with the related optimization problem. Magnanti et al. [19] state that the optimization of a linear function over F S can be solved efficiently using an incremental strategy. Here we give a simple algorithm, which is used in Sect. 4 for approximate lifting of valid inequalities for F U . We consider a maximization problem and without loss of generality assume that the objective coefficient of the capacity variable y is negative and by scaling −1, since otherwise the problem is unbounded. So consider the problem
We may assume that c i > 0 for all i ∈ N, since otherwise given any optimal solution with x i > 0, there exists an optimal solution that is identical except that x i = 0. Suppose the variables are indexed so that , which can be done in O(n log n).
Proposition 1. The optimization problem SFP can be solved in O(n log n).
In the light of polynomial equivalence of optimization and separation for a polyhedron [13] , the separation problem of conv(F S ) must also be solvable in polynomial time. In the next section, we show that conv(F S ) can be separated in linear time.
Separation problem
For S ⊆ N let η = a(S) − a 0 and r = a(S) − a 0 − a(S) − a 0 . Magnanti et al. [19] show that for any S ⊆ N the residual capacity inequality
is valid for F S when a 0 = 0. Inequality (2) is valid for F S when r = 0 or y ≥ η since x i ≤ 1 for all i ∈ N. To see that it is also valid otherwise, observe that i∈S a i (1− 
The residual capacity inequality can also be viewed as a mixed-integer rounding inequality from a suitable relaxation of F S [21] . Magnanti et al. [19] prove that the residual capacity inequalities together with the constraints of F L are sufficient to describe conv(F S ) when a 0 = 0. This result extends to the case when a 0 = 0 as well. Since the constraints of F L can be checked for violation simply by testing in linear time, the separation problem of conv(F S ) reduces to, given a point (x,ȳ) ∈ F L , either finding a residual capacity inequality violated by (x,ȳ), or concluding that (x,ȳ) ∈ conv(F S ). Without loss of generality, we may assume that y ∈ Z, because no (x,ȳ) ∈ F L withȳ ∈ Z violates a residual capacity inequality as residual capacity inequalities are valid for F S . So we look for S ⊆ N such that i∈S a i (1 −x i ) < r(η −ȳ). We are interested in only S with r > 0, since no residual capacity inequality with r = 0 is violated by (x,ȳ) ∈ F L asx i ≤ 1 for all i ∈ N. Then, the separation problem can be formulated as
where z ∈ {0, 1} n is the characteristic vector of S. If ς < 0, then the residual capacity inequality corresponding to an optimal (z, η, r) is violated by (x,ȳ), otherwise, no residual capacity inequality is violated by (x,ȳ). SP1 is a nonlinear mixed-integer optimization problem, which is hard to solve in general.
Lemma 1.
A point (x,ȳ) ∈ F L does not violate any residual capacity inequality (2) with η ≤ȳ or η ≥ȳ + 1.
Proof. Since residual capacity inequality (2) is the mixed-integer rounding inequality for the relaxation i∈S a i (1− 
From Lemma 1 any residual capacity inequality violated by (x,ȳ) has η = ȳ . Sinceȳ ∈ Z, we have ȳ = η − 1. After fixing η to ȳ , the separation problem can be formulated as the following linear mixed 0-1 optimization problem
Eliminating the bounded continuous variable r, we rewrite the separation problem as a 0-1 problem with two strict inequalities
Next we show that in order to find a violated residual capacity inequality, it is sufficient to consider only variables with a negative coefficient in the objective function of SP3. Let T ≡ {i ∈ N : 1 −x i < ȳ −ȳ}. Proof. Suppose the residual capacity inequality given by C ⊆ N is violated by (x,ȳ).
Consider the following two cases.
(1) a(C \ T ) < r. In this case a 0 + ȳ < a(C ∩ T ) < a 0 + ȳ and C ∩ T has an objective value in SP3 that is no more than that of C.
However, this contradicts the assumption that the residual capacity given by C is violated. Proof. Suppose a(T ) ≤ a 0 + ȳ . Then, there exists no S ⊆ T that satisfies the constraints of SP3 and therefore, from Lemma 2, there exists no residual capacity inequality that is violated by (x,ȳ). Now suppose a(T ) ≥ a 0 + ȳ and, for contradiction, suppose there exists a set S that gives a violated inequality. From Lemma 2, we may assume that S ⊆ T . The objective value for S in SP3 is i∈S a i (1
This contradicts the assumption that the inequality is violated by (x,ȳ).
Separation Algorithm
Since the residual capacity inequalities, together with the inequalities of F L describe conv(F S ), we have the following simple procedure for separating
Otherwise, there exists no residual capacity inequality violated by (x,ȳ). Clearly, this procedure can be performed in linear time.
Theorem 1. The separation problem for the residual capacity inequalities (2) can be solved in O(n).
Unsplittable flow arc set
Optimization problem
Even though our ultimate goal is to find strong valid inequalities for the unsplittable flow arc set F U , it is helpful to study the maximization of a linear function over F U first. As for F S we may assume that the objective coefficient of the capacity variable y is −1 and state the problem as
UFP is a relaxation of the more familiar 0-1 knapsack problem. Although the formulation of UFP is quite similar to the formulation of the knapsack problem, its structure is significantly different from the latter. Below we present properties of optimal solutions of UFP that will be useful when studying conv(F U ) in Sect. 3.2.
Proposition 2. UFP has an optimal solution
Proof. For S ⊆ N let ξ(S) be the maximum value of the objective of UFP when x k = 1 for all k ∈ S, and
Due to Proposition 2, all binary variables except the ones with a i < c i < a i can be eliminated from UFP since optimal values for them can be determined a priori.
Corollary 1. UFP can be solved in O(n) if either c i
Theorem 2. UFP is N P-hard for any fixed value of a 0 .
Proof. The proof is by reduction from PARTITION [11] . Given a set N and weights a i i ∈ N with a(N) = 2, PARTITION is the question whether there exists S ⊂ N such that a(S) = 1. Let a 0 be fixed toā 0 and letf 0 =ā 0 − ā 0 . In order to answer PARTITION, we construct the following instance of UFP with a 0 =ā 0
where α > 1 and 1 > > 0. After dividing the objective by α and the constraint by 1+ , since 1+ +f 0 < 3, from the proof of Proposition 2 we see that x o = 1 and hence y ≥ −ā 0 + 1 in every optimal solution to UFP. Also since a(N) + +f 0 (1 + ) < (1 + )(f 0 + 2), we have y ≤ −ā 0 + 2 in any optimal solution. The objective value ς(y) as a function of y satisfies the following: ς( −ā 0 + 1) ≤ 1 + 2α + α ā 0 and ς( −ā 0 + 2) ≤ 2 + α + α ā 0 . Let S * be the index set of binary variables at value 1 in an optimal solution. Since α > 1, ς = 1 + 2α + α ā 0 if and only a(S * ) = 1. Hence, the PARTITION problem has an affirmative answer if and only if the optimal value of UFP equals 1 + 2α + α ā 0 . Remark 1. Theorem 2 states that UFP remains N P-hard for any fixed value of a 0 . In Sect. 3.2 we will see that a 0 may take on negative values in the separation problem of c-strong inequalities. Now we give a canonical form of UFP. Without loss of generality, we assume that a i < c i < a i for all i ∈ N for UFP, since all other variables can be eliminated from the problem by Proposition 2. Then we can further simplify the problem into one where the data consists of only the fractional parts of a i and c i . Let f 0 = a 0 − a 0 and for i ∈ N let f i = a i − a i and r i = c i − c i and define
Proposition 3. UFP f is equivalent to UFP in the sense that S ⊆ N maximizes UFP if and only if it maximizes UFP f and ξ
f = ξ − a 0 . Proof. For S ⊆ N let ξ(S) = c(S) − a(S) − a 0 . Then ξ(S) = i∈S c i + r(S) − i∈S a i + a 0 − f(S) − f 0 = r(S) + a 0 − f(S) − f 0 = ξ f (S) + a 0 .
Optimization algorithm
Next we give a pseudo polynomial algorithm for solving UFP f , which is used to show strongly polynomial-time lifting valid inequalities in Theorem 5. Let λ be a common multiple of the denominators of the rational numbers f i i = 0, 1, . . . , n. By multiplying f i with λ, the constraint of UFP f can be written with integral coefficients only. Observe that since f i < 1, y can take on a value at most f(N) − f 0 ≤ n in an optimal solution to UFP f . For ν ∈ {0, 1, . . . , f(N) − f 0 }, consider an optimal solution x * to the 0-1 knapsack problem
Since r i > 0 and
Notice that all of these related, at most n + 1, knapsack problems can be solved in a total of O(λn 2 ) by dynamic programming, since when solving KP1(n), we already complete the computations required for solving KP1(ν) for all ν ∈ {0, 1, . . . , n − 1}.
Alternatively, let µ be a common multiple of the denominators of the fractional numbers r i i = 1, 2, . . . , n. Instead of solving KP1(ν), we may solve the dual knapsack problem
Theorem 3. UFP can be solved in O(min{λ, µ}n 2 ).
Valid inequalities
In this section we discuss three classes of valid inequalities for F U . The first class is the c-strong inequalities introduced by Brockmüller et al. [7] . The next two classes are new and both of them subsume the c-strong inequalities. Before describing specific valid inequalities, we present some general properties of conv(F U ) that will be useful in the analysis of those inequalities. First of all, it is easy to check that the convex hull of F U , conv(F U ), is full-dimensional and inequalities x i ≥ 0 and x i ≤ 1 for all i ∈ N are facet-defining for conv(F U ). We call these inequalities as the trivial valid inequalities of conv(F U ). The next proposition provides bounds on the coefficients of non-trivial facet-defining valid inequalities of conv(F U ).
Proposition 4. [2,17] Every non-trivial facet-defining inequality i∈N
As before let f i = a i − a i for i = 0, 1, . . . , n and define
Proof. Follows from Proposition 3.
Remark 2. From Proposition 4 when looking for strong valid inequalities for F U , we can restrict our attention to inequalities i∈N π i x i ≤ π o + y with a i ≤ π i ≤ a i for all i ∈ N. But then, from Proposition 5, instead of working with F U , we can work with F U f defined using the fractional parts of the data.
Nonrestrictive assumption
Due to Propositions 4 and 5, without loss of generality, we assume that 0 < a i < 1 for all i ∈ N and 0 ≤ a 0 < 1; so F U = F U f for the rest of the paper. Consequently, from Proposition 4, 0 ≤ π i ≤ 1 for all i ∈ N for all non-trivial facet-defining inequalities of conv(F U ).
c-strong inequalities
For S ⊆ N let c S = |S| − a(S) − a 0 . S is said to be maximal c-strong if c S\{i} = c S for all i ∈ S and c S∪{i} = c S + 1 for all i ∈ N \ S. Brockmüller et al. [7] show that for any S ⊆ N the c-strong inequality
is valid for F U when a 0 = 0. A c-strong inequality is facet-defining for conv(F U ) if and only if S is maximal c-strong. 
where λ is the least common multiple of the denominators of the rational numbers (1 − a i ) and a 0 . From Theorem 2 the last maximization problem with the constant term −a 0 − 1/λ is N P-hard.
Although the separation problem of c-strong inequalities is N P-hard, from Proposition 2, it has an optimal solution (z * , w * ) such that z * i = 1 ifx i = 1 and z * i = 0 ifx i = 0. Therefore, we can fix such variables to their optimal values and solve the separation problem over i ∈ N such that 0 <x i < 1, which in practice can be done very efficiently even by enumeration, as most variables take on values either 0 or 1 in the LP relaxations of network design problems.
k-split c-strong inequalities
In this section we describe new valid inequalities for F U that are motivated by Proposition 2. An inequality i∈N π i x i ≤ π o + y is valid for F U if and only if
As shown in Sect. 3.1 solving this maximization problem is N P-hard. However, if the maximum of i∈N π i x i − y over a suitable relaxation of F U is no more than π o , then we can deduce that i∈N π i x i ≤ π o + y is valid for this relaxation and hence for F U . The relaxation of F U that we consider for this purpose is obtained by splitting the integer capacity variable. In a k-split relaxation, the capacity variable y is allowed to take values that are integer multiples of 1/k, where k is a positive integer. Let Proof. The proof is an immediate consequence of Proposition 2. 
Observe that k-split c-strong inequality (4) is a c-strong inequality for F k U . Therefore, since F k U is a relaxation of F U , a necessary condition for inequality (4) to be facet-defining for F U is that S is maximal c-strong in the k-split relaxation F k U . Recall that a i < 1 without loss of generality. Below we give a sufficient condition for the k-split c-strong inequality to be facet-defining for F U . As the example in Sect. 3.2.4 illustrates, k-split c-strong inequalities may be facet-defining more generally.
Proposition 7. The k-split c-strong inequality (4) is facet-defining for conv(F U ) if (i) S is maximal c-strong in the k-split relaxation, (ii) f S > (k − 1)/k and a
n × Z where x i = 1 for all i ∈ C and x i = 0 otherwise. Consider the following n + 1 affinely independent points of F k U :
Since S is maximal c-strong in k-split relaxation, we have k(a(S) − a 0 ) = k(a(S) − a i − a 0 ) + ka i for all i ∈ S and k(a(S) − a 0 ) = k(a(S) + a i − a 0 ) + ka i for all i ∈ N \ S. Therefore, after replacing z with y = z/k, these points satisfy the k-split c-strong inequality (4) at equality. To complete the proof, it is enough to show that z/k is integer for the points above. For any w ∈ R, let f The knapsack cover inequality i∈C x i ≤ |C| − 1 is well-known to be facetdefining for conv (F U (ν, N 0 , N 1 ) ) if and only if C is a minimal cover [22] . By lifting the knapsack cover inequalities of minimal covers with the projected variables, one can obtain facet-defining inequalities of conv(F U ). One practical way of lifting inequalities is sequential lifting, in which projected variables are introduced to an inequality one at a time in some sequence. Van Hoesel et al. [17] have independently lifted knapsack cover inequalities to get strong valid inequalities for F U as well. Here we show that given a minimal cover, a lifted cover inequality can be constructed in O(n 3 ) if the capacity variable y is lifted first. We further show that inequalities obtained in this manner subsume all c-strong inequalities. Now we describe the lifting procedure. We introduce the capacity variable y to the cover inequality first. Let F U (N 0 , N 1 ) ≡ {(x, y) ∈ F U : x i = 0 for all i ∈ N 0 and x i = 1 for all i ∈ N 1 } and C be a cover. Inequality i∈C x i + α(ν − y) ≤ |C| − 1 is valid for
Lifted knapsack cover inequalities
If C is a minimal cover and α equals either α or α, then i∈C x i + α(ν − y) ≤ |C| − 1 is facet-defining for conv (F U (N 0 , N 1 ) ), which follows from Wolsey [26] . The existence of a valid lifting coefficient α follows from the next proposition.
Proposition 8. [2, 17] For any cover C, α ≤ 1 ≤ α holds. 
Therefore α is computed by selecting the minimum of at most |C|−1 terms after sorting a i i ∈ C in nondecreasing order, which can be done in O(n log n).
Next we introduce the projected binary variables to inequality i∈C x i + α(ν − y) ≤ |C|−1 one at a time in some arbitrary sequence. As shown in the example in Sect. 3.2.4, different sequences may lead to different lifted inequalities. Let L 0 ⊆ N 0 and L 1 ⊆ N 1 be the index sets of variables that are already used in lifting and the current lifted inequality be
Then the lifting coefficient of a variable
is computed by solving the lifting problem
In the rhs of the constraint of BLP, we have −a k if k ∈ N 0 and +a k if k ∈ N 1 .
Proposition 9. The maximal c-strong inequalities are equivalent to the lifted minimal cover inequalities with α = α.
Proof. Let S be maximal c-strong. Then the corresponding c-strong inequality i∈S x i ≤ c S + y is facet-defining for conv(F U ). S is a minimal cover with ν = a(S) − a 0 , N 0 = N \ S and N 1 = ∅. Consider the cover inequality lifted with the capacity variable using α = α = 1, i∈S x i ≤ |S| − 1 − ν + y. Since a i < 1 and since S is maximal c-strong, we have a(S) − a 0 < a(S) − a 0 , it follows that |S| − 1 − ν = c S . Since the c-strong inequality is facet-defining, the lifting coefficients of all of the projected binary variables must be 0. Thus, the maximal c-strong inequality is indeed a lifted minimal cover inequality. The other direction follows from Theorem 4 since α = 1 and hence the coefficients of the lifted cover inequality are integer.
Remark 3. The proof of Proposition 9 also shows that projecting binary variables to 1 does not lead to new inequalities when α is used as the lifting coefficient for the capacity variable, because by Proposition 9 and Theorem 4 all facet-defining inequalities i∈N π i x i ≤ π o + y of conv(F U ) with integer coefficients can be obtained by lifting minimal cover inequalities using α = α and N 1 = ∅, and letting N 1 = ∅ does not lead to fractional lifting coefficients. So when α = α, the lifted minimal cover inequalities take the simple form i∈C x i ≤ |C| − 1 − ν + y = c C + y. Proof. From the definition of α, observe that α ≤ |C| − 1 with y = ν − 1. Since C is a minimal cover, the lifted inequality is facet-defining for conv(F U ). Then from Proposition 4, since 0 < a i < 1, we have α i ≤ α for i ∈ N 0 and −α i ≤ α for i ∈ N 1 .
Theorem 5. For a minimal cover, a lifted cover inequality with α = α can be constructed in O(n 3 ).
Proof. We have already argued that α can be computed in O(n log n). Since the coefficients of the objective function of the lifting problem BLP is bounded, when computing α i i ∈ N 0 ∪ N 1 , it is more efficient to solve BLP with the dual knapsack formulation KP2 in Sect. 3.1. After putting BLP in the form of UFP f , since α is a common multiple of the coefficients α i /α and α ≤ |C| − 1 < n, from Theorem 3 the lifting problem for a single binary variable can be solved in O(n 3 ) by dynamic programming. However, similar to the lifting of 0-1 knapsack cover inequalities [27] , the lifting coefficients of all projected variables can also be computed in O(n 3 ) by dynamic programming, since the set of variables in the knapsack problems solved for lifting are nested.
Remark 4.
For the 0-1 knapsack set Zemel [27] gives an O(n 2 ) algorithm to compute the lifting coefficients of a minimal cover inequality when N 1 = ∅. However, no polynomial-time algorithm is known for constructing a lifted cover inequality for the 0-1 knapsack set if some of the variables are projected to 1, i.e., N 1 = ∅. For the 0-1 knapsack set Gu et al. [14] give an example where the lifting coefficients are bounded from below by an exponential function of n. In the case of the unsplittable flow arc set F U , we are able to bound the coefficients of the lifted cover inequality from above by n in Lemma 4 by lifting the integer capacity variable y first.
Example
Let F U = {(x, y) ∈ {0, 1} 5 × Z :
Below we list the lifted cover inequalities of F U that are not c-strong inequalities.
These are all of the facet-defining inequalities that can be obtained by the lifting procedure described here for minimal cover inequalities. We remark that the last two inequalities cannot be obtained by lifting any cover inequality (including non-minimal covers) unless N 1 = ∅. Thus, this example illustrates that, unlike the case when α = α, with α = α projecting binary variables to 1 does lead to inequalities that cannot be obtained otherwise by sequential lifting of cover inequalities. Our second remark is that all of the inequalities above except the last one are also 2-split c-strong inequalities. The 3-split c-strong inequality x 1 + x 2 + x 3 +2x 4 +2x 5 ≤ 3y with S = {1, 2, 3, 4, 5}, which is facet-defining for conv(F U ), however, cannot be obtained by the lifting procedure described here for any cover. Hence, this example shows that the k-split c-strong inequalities and the lifted cover inequalities are indeed different classes of inequalities.
Computational results
In order to test the effectiveness of the results in the preceding sections on network design arc sets empirically, we developed a branch-and-cut algorithm using CPLEX callable library (version 6.5.1) for solving multicommodity flow capacitated network design problems formulated as 
where V is the set of vertices, A is the set of arcs, and K is the set of commodities. δ + (v) and δ − (v) are the outbound and inbound arcs of vertex v, respectively, and b kv is 1 if v is the supply vertex of commodity k, −1 if it is the demand vertex of k, and 0 otherwise. Variable x ka is the fraction of commodity k's demand sent through arc a, whereas y a is the number of capacity units installed on arc a. The branch-and-cut algorithm generates cutting planes from the splittable and unsplittable arc sets. All of the computations are done on a Sun Ultra 5 workstation with 1 hour time limit using a best-bound node selection strategy in the branch-and-bound search tree.
Our data set is based on the unsplittable multicommodity flow problem instances used in [4] . In these instances capacity is fixed and demand for commodities ranges between 5 and 60. In order to make them capacitated network design problems, we introduced capacity variables with unit capacities 4, 25, 60, and 120 and unit installation costs 50, 250, 450, and 720, respectively. Here we report on our computations with 5 problems that CPLEX had the most difficulty in solving. These problem instances are available at http://ieor.berkeley.edu/∼atamturk/data and their basic characteristics are summarized in Table 1 . Cut-set inequalities [18, 6, 1] are known to improve the LP relaxations of network design problems significantly; however, their separation problem is N P-hard [5] . Therefore, before solving the problems we added only the cut-set inequalities defined for one and two-node subsets of the network to the formulations and used these formulations as the basis for our comparisons. 
Experiments with splittable flow problems
The first experiment is done to test the effectiveness of the exact separation algorithm for the residual capacity inequalities described in Sect. 2.2. Since these inequalities are developed for splittable flow network design problems, we relaxed the binary flow variables of our data set to continuous variables. Table 2 summarizes the computations with the branch-and-cut algorithm using residual capacity cuts. In this table, for each problem (prob) and capacity (cap) combination, we report the number of residual capacity cuts added (cuts), percentage improvement in the integrality gap obtained by the cuts at the root node of the search tree (gap impr), the number of nodes evaluated in the search tree (b&b nodes), elapsed CPU time in seconds (time) or percentage gap between the best upper bound and the best lower bound at termination if the time limit is reached (endgap). The gap improvement is calculated as 100 × zroot-zprep zub-zprep , where zprep is the objective value of the LP relaxation after preprocessing, zroot the value of the LP relaxation at the root node just before branching, and zub the value of the best integer solution known for an instance. In order to reflect the improvement obtained by the cut-set inequalities as well, we used the zprep values of formulations before adding the cut-set inequalities. In all tables columns with heading (1) show the performance of the branch-and-bound algorithm for the base formulation that includes the cut-set inequalities.
In any branch-and-cut algorithm the frequency of applying a separation routine in the search tree has an important effect on the computations. In this experiment the separation routine for the residual capacity inequalities is run only at the root node. This choice is based on our observation that most of the effective cuts are found at the root node of the search tree. Observe that a large number of cuts are added compared with the number of arcs in the problems and the number of cuts added increases with the capacity. The addition of the cuts reduces the integrality gap at the root node significantly and for almost all problems decreases the total number of nodes evaluated. For the problems that could not be solved within the time limit, endgap is smaller for all of the problems when the residual capacity cuts are added. Since the residual capacity inequalities describe the convex hull of the splittable arc sets F S and we use an exact algorithm to separate them, the integrality gap improvement shown under heading (2) of Table 2 is the best that can be achieved by using cutting planes from individual arc sets for these instances.
Experiments with unsplittable flow problems
The next set of experiments are on the multicommodity unsplittable flow network design problem. First, we test the impact of the inequalities described in Sect. 3 in reducing the integrality gap at the root node of the search tree. Under headings (2) , (3) and (4) of Table 3 , we report the number of cuts added and the integrality gap improvement for c-strong inequalities, k-split c-strong inequalities, and lifted cover inequalities, respectively. As in Table 2 , we use zprep values of formulations before adding the cut-set inequalities to calculate impr so that the improvement can be compared with the one obtained by cut-set inequalities, shown under heading (1) of Table 3 . Given a fractional point (x,ȳ), in order to find violated c-strong inequalities, we use the fact there exists an optimal solution S * to the separation problem such that i ∈ S * ifx i = 1 and i ∈ N \ S * ifx i = 0. Therefore after fixing the variables with integral LP values, for each value of c we choose the elements of S in nondecreasing order ofx i a i in a greedy fashion for the fractional variables. We observed that in the separation problem usually more than 90% of the variables are fixed by the optimality criteria of Proposition 2. A greedy heuristic is used to separate the knapsack cover inequalities [15] after letting ν = ȳ . When lifting cover inequalities, we let the lifting coefficient of the capacity variable α = α, since c-strong inequalities correspond to lifted cover inequalities with α = α. In order to find the lifting coefficients for the projected binary variables, rather than solving the lifting problems exactly, we solve their splittable relaxation as described in Sect. 2.1. To generate k-split c-strong cuts, we use the separation routine for c-strong inequalities, after simply multiplying the coefficients of the arc-set inequality by k. A preliminary test showed that the quality of k-split c-strong cuts degrade for high values of k. Therefore, in these computations, we set the maximum value of k to 4. Comparing headings (3) and (4) with (2) we observe that although a good number of lifted cover and k-split c-strong cuts are generated, further improvement of the integrality gap is limited. The root improvement is slightly better with k-split c-strong cuts for most of the instances. Recall that a lifted cover inequality is generated in two steps. First a violated knapsack cover inequality is found and then it is lifted with the projected variables. Even though a heuristic, the one step separation routine for the k-split c-strong inequalities may find more cuts than the knapsack cover separation that does not take into account the lifting coefficients. (1) base formulation, (2) c-strong ineqs., (3) k-split c-strong ineqs., (4) lifted cover ineqs.
In the next table we compare the overall performance of the branch-and-cut algorithm for c-strong cuts only, for k-split c-strong cuts, with 1 ≤ k ≤ 4, and finally for all cuts, including the lifted covers. In Table 4 we report the number of nodes evaluated (nodes), and elapsed CPU time in seconds (time) or percentage gap between the best known upper bound and the best lower bound at termination if the time limit is reached (endgap). In the separation routine for k-split c-strong inequalities, for each arc we increase the value of k only if no cut is found with the current value. Separation routines are run in the first 50 nodes, which correspond to nodes that are high in the search tree, because we use a best-bound node selection strategy. Comparing columns with headings (1) and (2) we see that generating c-strong cuts reduces the number of nodes and the overall CPU time significantly. Generating k-split c-strong inequalities and lifted cover inequalities in addition to c-strong inequalities generally has a positive effect. However, the additional improvement is not as significant as adding c-strong inequalities on the base formulation. Based on these experimental results, our conclusion is that inequalities from the arc sets of capacitated network design problems do a reasonably good job in strengthening the LP relaxations and improving the performance of LP based search algorithms. However, inequalities that capture additional structures of the network design problems seem to be necessary for solving them more efficiently.
For the splittable flow problems, the exact separation algorithm for residual capacity inequalities empirically provides the maximum integrality gap improvements based on inequalities from arc sets. It would be interesting to know the value of the maximum possible improvement that can be obtained by using inequalities from arc sets for the unsplittable flow problems as well. One possible way of finding this bound is to solve LP relaxations of Dantzig-Wolfe reformulations of the unsplittable multicommodity flow network design problem by relaxing the demand constraints. One can solve this LP relaxation by generating columns over the pricing subproblems consisting of individual arc sets with the dynamic programming algorithm given in Sect. 3.1.
