ABSTRACT
INTRODUCTION
classic economic order quantity (EOQ) model forms the basis for many other models that relax one or more of its assumptions. One assumption, instantaneous delivery, was relaxed by Taft (1918) , who used a finite production rate, leading to the basic economic production quantity (EPQ) model. An assumption of both of these models is that stockouts are not permitted. Relaxing this assumption led to models for the two basic cases for stockouts: backorders and lost sales. Recognizing that not all customers are willing to wait for delivery led to the development of models for partial backordering, in which a fraction of stockouts are backordered and the rest are lost sales. Montgomery, Bazaraa, & Keswani (1973) were the first to develop and solve a model for the basic EOQ with partial backordering (EOQ-PBO), with others (Rosenberg, 1979; Park, 1982; Park, 1983; Wee, 1989; ) that took different approaches appearing subsequently. Mak (1987) added DOI: 10.4018/ijisscm.2014100103 partial backordering to the basic EPQ model (EPQ-PBO), with other authors (e.g., Zeng, 2001; Pentico, Drake, & Toews, 2009 ) developing models using different approaches.
While these papers used different notation and decision variables and, to some extent, made different assumptions about costs or other model features, they have two things in common. First, they all assumed that β, the percentage of demand backordered during the stockout period, is a constant. Second, their solution procedures determine the optimal decision variable values by substituting the parameter values into closedform expressions.
Although Montgomery et al. (1973) also included a model that recognized that a customer's willingness to wait for delivery might depend on how long he or she would have to wait, the next to include this idea was Abad (1996) , who combined a backordering rate that changes according to either an exponential or rational function of the time to delivery with deteriorating inventory and pricing decisions. Since Abad (1996) , using a time-dependent backordering rate function either within the structure of a basic EOQ or EPQ model (see San-José, Sicilia, & García-Laguna, 2005a; San-José, Sicilia, & García-Laguna, 2005b; SanJosé, Sicilia, & García-Laguna, 2006; San-José, Sicilia, & García-Laguna, 2007; and Toews, Pentico, & Drake, 2011) or in combination with other complicating model features, such as product deterioration, demand that changes either with time or the inventory level, or pricing, has been the more common assumption in modeling either the EOQ or EPQ with partial backordering. A comprehensive review of deterministic partial backordering models may be found in .
Because of their more complicated model structures, partial backordering models that include either time-based backordering rate functions or additional considerations are more difficult to solve. Except for the models for which the only enhancement is a backordering rate that is a linear function of the time to delivery (Montgomery et al., 1973; San José et al., 2007; and Toews et al., 2011) and a model for the EPQ-PBO in which the constant backordering rate changes when production starts , none of these models can be optimized by substituting the model parameters into closed-form equations. They require more complicated search procedures, which are less likely to be used in practice since, as stated by Woolsey and Swanson (1975) : "People would rather live with a problem they cannot solve than accept a solution they cannot understand." This suggests the desirability of developing heuristics, especially for the more complicated problem scenarios with non-linear time-based backordering rate functions or additional model features like product deterioration or non-constant demand.
Our purpose in this paper is to begin this heuristic-development process by proposing and testing two relatively simple heuristics for the basic EOQ-PBO and EPQ-PBO with a constant β, even though these problems can be optimally solved using closed form expressions. We explain the rationale behind the heuristics and show, by means of a numerical study, the conditions under which they should perform almost as well as an optimization model and the conditions under which they probably will not. Our expectation is that we and other researchers will be able to extend these heuristics to the more complicated scenarios that do not have closed-form solutions.
The heuristics are based on the optimization models in for the EOQ-PBO and in for the EPQ-PBO. Thus we start with a brief review of those two models and their equivalents for the no backordering (NBO) and full backordering (FBO) cases.
USING THE CYCLE LENGTH AND FILL RATE TO MODEL THE EOQ-PBO AND EPQ-PBO
order quantity, and S, the maximum stockout level. (See Table 1 for definitions of the symbols used.) Due to the difficulty of developing equations for the optimal values of Q and S or their inability to prove that the solutions they developed are optimal, they redefined their objective functions in terms of new variables that are combinations of Q and S. By using T, the length of an inventory cycle, and F, the percentage of demand filled from stock or the fill rate, and were able to prove the optimality of their solutions and had decision variables that are relatively easy to interpret and to convert into Q and S if so desired.
Modeling the Basic EOQ and EPQ with No or Full Backordering using T and F
Based on the classic EOQ formula, Q* =
, it is easy to see that the optimal values for T and F for the basic EOQ without backordering (EOQ-NBO) are given by:
(1) showed that T* and F* for the EOQ with full backordering (EOQ-FBO) are:
Similarly, it is straightforward to show that T* and F* for the basic EPQ with no backordering (EPQ-NBO) are:
where
, and that T* and F* for the EPQ with full backordering (EPQ-FBO) are: 
Modeling the EOQ and EPQ with Partial
Backordering using T and F showed that the average cost per year for the EOQ-PBO with a constant β when T and F are the decision variables is: 
and that the optimal values for T and F are:
if β satisfies the following condition:
and, for β* < 0, if the optimal cost of using a partial backordering policy, Г* = C h DT*F*, is less than the cost of not stocking the item at all, C l D. noted that an important consideration in modeling the EPQ-PBO is the policy followed in filling backorders after a new production run begins, distinguishing between LIFO and FIFO. In LIFO the new orders are filled first and, if no existing backorders are canceled, the time to eliminate the existing backorders is B/(P -D), where B is the maximum backorder level and P is the production rate. In FIFO all the existing backorders are filled before any new orders and, if no existing backorders are canceled, the time to eliminate all the existing backorders is B/(P -βD). used the FIFO policy, while Mak (1987) and Zeng (2001) used the LIFO policy. showed the LIFO and FIFO policies can be considered special cases of a more general scenario for the EPQ-PBO in which the value of β changes from its initial value β 1 to β 2 > β 1 when the new production cycle begins. showed that the cost function for the EPQ-PBO with constant β if a FIFO policy on filling backorders is followed is:
, as in Equation (3),
Since the cost function for the EPQ-PBO is identical to the one for the EOQ-PBO in Equation (5) 
if β satisfies:
and, for β* < 0, if the optimal cost of using a partial backordering policy, Г* = C h ' DT*F*, is less than the cost of not stocking the item at all, C l D.
TWO HEURISTICS FOR THE EOQ-PBO AND THE EPQ-PBO
While T* and F* from Equation (6) (1) and (2) respectively. However, that is not the case. As shown in Appendix A, while the minimum value for T*(β) is T* for the EOQ-NBO in Equation (1) if β > β* > 0, the maximum value of T*(β) is not T* for the EOQ-FBO in Equation (2), but occurs at
, as shown in Figure 2 in Appendix A, which is based on one of the test problems to be discussed. For this example, β* = 0.4730 and β MAX = 0.8498. Fortunately, as discussed in Appendix A, the fact that the maximum value of T*(β) is larger than T* for the EOQ-FBO, has little impact on the quality of the heuristics being proposed if β* > 0.
Since T*(β) increases and F*(β) decreases for most of the range 0 < β* < β < 1.0, the range within which partial backordering is the optimal strategy, and the maximum value of T*(β) is not much larger than T* for β = 1, the key to developing a high-quality heuristic is the location of β relative to its maximum possible value, 1.0, and the minimum value for which partial backordering is feasible, β*.
Heuristics for the EOQ-PBO
The previous discussion suggests that we can find a good estimate of T* by using a fractional combination of T FBO * and T NBO * . The heuristic value for T we propose for both Heuristics 1 and 2 for the EOQ-PBO is:
is close to β*, and increases as β increases. Heuristic 1 for the EOQ-PBO uses the same fractional combination of F FBO * and F NBO * for F H1 :
As we will see later, Heuristic 1 performed well for most of the test problems, but there were cases were the cost for the heuristic was significantly higher than the cost of the optimal solution. In most of these cases the cost of a lost sale, which appears in the equations for both T* and F* in Equation (6) but is ignored in F H1 , is low. To compensate for this, in Heuristic 2 we use the same value for T H as in Heuristic 1, but use T H in the equation for F* in Equation (6) to get the value of F H2 .
Summarizing, the equations for the heuristics for the EOQ-PBO are:
where:
Example for Heuristics for EOQ-PBO
To illustrate the computational procedure and quality assessment of the heuristics for the EOQ-PBO, consider the following example taken from the test set to be used in the next section:
First compute the values of β* and p, and T* and F for the EOQ-NBO and the EOQ-FBO: Compute T* and F* for the EOQ-NBO, from Equation (1):
. ,
Compute T* and F* for the EOQ-FBO, from Equation (2) .
Compute T H from Equation (11): 
( ) .
Compute F H2 from Equation (13c): 
+ =
The optimal values for T and F as computed using Equation(6) are T* = 1.2134 and F* = 0.4524. The cost of the optimal solution, computed as Г* = C h DT*F*, is 10.979.
As will be discussed later, to evaluate the quality of the two heuristics for this example, compare their costs, computed by substituting the values of T H and F H1 and the values of T H and F H2 into Equation (5), with the cost of the optimal solution.
The cost of using Heuristic 1 is: Thus the cost ratio for Heuristic 1 is 11.198/10.979 = 1.0199. Heuristic 1 costs 2 percent more than the optimal solution does.
The cost of using Heuristic 2 is: Thus the cost ratio for Heuristic 2 is 11.067/10.979 = 1.0080. Heuristic 2 costs 0.8 percent more than the optimal solution does.
Heuristics for the EPQ-PBO
Since the cost equation and optimal solution for the EPQ-PBO are identical to those for the EOQ-PBO except for using C h ' and C b '
instead of C h and C b , it is logical that the value of T H for the heuristics for the EPQ-PBO are the same as for the EOQ-PBO, except using T FBO * and T NBO * for the EPQ.
Note that F FBO * and F NBO * for the EPQ are identical to those for the EOQ, so F H1 is the same for both the EOQ-PBO and EPQ-PBO. For F H2 for the EPQ-PBO, the equation for F* in Equation (9) will be used instead of the one in Equation (6) that is used for the EOQ-PBO. Summarizing -the equations for the heuristics for the EPQ-PBO are:
EVALUATING THE HEURISTICS
In his survey of heuristic solution methods, Silver (2004) identifies "two broad measures of performance, namely (i) how the objective function value obtained compares to that achievable by the optimal solution or some other benchmark procedure and (ii) the computational requirements of the heuristic." With respect to the performance consideration, Silver goes on to say that "it is desirable to have very good average performance," and that "robustness is desired in two senses," which are that "there should be a very low chance of achieving a poor solution" and "performance should not be sensitive to the actual or estimated values of the parameters of the problem." Since the heuristics proposed here use combinations of the solutions for the no-backorder and fullbackorder EOQ and EPQ models for T H and F H1 , which are well-known to be insensitive to inaccuracies in the parameters, it is obvious that Heuristic 1 meets this criterion. Examining the equation for F H2 , which includes T H , it should be fairly obvious that Heuristic 2 also meets this criterion. Thus, we focus here on the issues of average performance and the chance of achieving a poor solution.
Research Methodology

Worst Case Performance
Appendix B contains a brief theoretical analysis of the worst-case behavior for Heuristic 1 for the EOQ-PBO, which shows that the heuristic can perform very poorly if C b is very small, a condition that is unlikely to occur in practice.
Average Performance
To evaluate the average performance criterion we consider the heuristics' average and worst-case performance on a set of test problems based on reasonable parameter values, which will help identify the conditions under which the heuristics perform less well and the conditions under which they can be expected to perform very well.
Our performance measure is the ratio of the cost of the heuristic solution to the optimal cost for a set of problems based on reasonable values for five (six for the EPQ-PBO) situational characteristics. Four of the characteristics are basic problem parameters (C o , C b , C l /C b , and D) and the fifth is the value of β relative to β*. The sixth characteristic added for the EPQ-PBO is P/D. As explained below, these characteristics all have an effect on the values of T* and F*. The values chosen for the five parameters were selected to give a range of values for β* since this, as we shall see, has an effect on the average performance of the heuristics. For all the parameters except the C l /C b ratio, the values used are "order of magnitude" differences, as is often done in such studies. For Cl/Cb the larger ratio is 2.5 times the lower ratio.
To determine the average cost ratios, for the EOQ-PBO the costs of the heuristics will be obtained by substituting T H and F H1 or F H2 into Equation (5). For the EPQ-PBO, Equation (8) will be used.
The Test Set
For testing both the EOQ-PBO and the EPQ-PBO, values were chosen for five situational characteristics: give different values for β*, β for an experimental combination will be based on how large it is relative to β*, rather than using fixed values for β. Three values of β will be used: β is 25% of the way between β* and 1.0, 50% of the way, and 75% of the way. Because β* < 0 may lead to negative values for β, we used max(β*,0) rather than β* when determining β's value.
In all cases C h = 1. This gives 3 × 2 × 2 × 2 × 3 = 72 combinations of situational characteristics for testing the heuristics for the EOQ-PBO.
For the EPQ-PBO, the sixth characteristic added for the EPQ-PBO is: Adding this sixth factor increases the number of test problems for the EPQ-PBO to 144. Table 2 summarizes the test results for the EOQ-PBO. Each row shows cost ratio information broken down by the heuristic and the value of β relative to β* and 1.0. For example, H1(25%) means that row refers to Heuristic 1 with β being 25% of the way from β* to 1.0. Looking at the first set of columns, we see that H1(25%) has an average cost ratio of 1.0290, with a maximum of 1.4509 and a minimum of 1.007 for 24 cases. Examining the individual case results, we found that the ratio of 1.4509, which is by far the worst, came from the only case for which β* is negative. (The parameter values are C o = 50, C h = 1, C b = 0.5, C l = 1, and D = 20, which give β* = −1.2361.) This combination also resulted in the worst cost ratio for H1(50%), H1(75%), H2(25%), H2(50%), and H2(75%). The next set of columns contains the summaries of the results for the 23 combinations of C o , C b , C l , and D for which β* > 0. For those cases the average ratio for H1, ignoring the position of β, was 1.011, with a worst case less than 1.06. Referring to the final
Results for the Heuristics for the EOQ-PBO
Table 2. Summary of overall test results for heuristics for the EOQ-PBO
three columns, if we limit our attention to the 20 combinations and 60 cases for which β* > 0.50, we find that the average ratio for H1 was 1.007, with a maximum of 1.025. Thus, as long as β* is positive, we can expect H1 to perform well, and if β* is at least 0.5, it can be expected to perform very well.
As expected, Heuristic 2 performed better than Heuristic 1. As noted above, the worst results for H2(25%), H2(50%) and H2(75%) were for the same parameter set as for H1(25%), H1(50%) and H1(75%). Ignoring that one combination, the average for the 69 cases (23 parameter combinations and three β values) with β* > 0 was 1.0054, with a worst case less than 1.035. If only the cases with β* > 0.50 are considered, the average ratio was 1.0031, with a maximum of 1.011.
Looking at the individual case results summarized in Table 2 in more detail, ignoring the one combination with β* < 0, we see that the lowest ratios generally occur when the value of β is closer to 1.0, and the highest when the value of β is half-way between β* and 1.0. This is shown in more detail in Figure 1 , which shows the cost ratios for H1 and H2 for 11 equallyspaced values of β between β* = 0.106 and 1.0 for the parameter set C o = 50, C h = 1, C b = 0.5, C l = 2.5, and D = 20, the combination that gave the maximum ratios for H1 and H2 when β* is positive. Examining the graph, we see that the maximum ratio for both H1 and H2 occurred when β was less than half way between β* = 0.106 and 1.0, and occurred for a lower value of β for H2 than for H1.
In addition to looking at the performance of the two heuristics broken down by the value of β relative to β*, we examined the performance for the 69 cases with β* > 0, broken down by the values of the other situational characteristics: for using H1 and the performance of both H1 and H2 improves, as expected, with a lower value for C o ; 2. Grouped by C b : The average (maximum) ratios for H1 are less than 1.022 (1.06) for C b = 0.5 (which means that backorders are less expensive than holding inventory) and 1.001 (1.005) for C b = 2.5. As expected, the results for H2 are better. The average (maximum) ratios for H2 are 1.01 (1.035) for C b = 0.5 and less than 1.001 (1.002) for C b = 2.5. From this we can conclude that, while both H1 and H2 perform fairly well for either value of C b , the performance of both heuristics is substantially better when backorders are relatively more expensive than holding inventory; 3. Grouped by the C l /C b ratio: The average (maximum) ratios for H1 are 1.011 (1.05) for C l /C b = 2 and less than 1.011 (1.06) for C l /C b = 5. As expected, the results for H2 are better. The average (maximum) ratios for H2 are less than 1.006 (1.023) for C l /C b = 2 and 1.005 (1.035) for C l /C b = 5. From this we conclude that, while there is very little difference for either H1or H2 on the basis of the value of C l /C b , the penalty for using H2 is about half of the penalty for using H1, which can probably be attributed to the value of C l being used in determining Table 3 summarizes the results of the tests for the EPQ-PBO. As in Table 2 , each row shows cost ratio information broken down by the heuristic and the value of β relative to β* and 1.0. Because of the inclusion of the P/D ratio as a sixth situational factor, there are twice as many cases overall (48 for each row of the leftmost part of the table and 144 for the sectional summaries). The worst results for H1(25%), H(50%), H2(25%), and H2(50%) came in the same parameter combination as they did in Table  2 , with P/D = 20, which also resulted in the largest cost ratios for H1(75%) and H2(75%). This combination and the one having the same
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Table 3. Summary of overall test results for heuristics for the EPQ-PBO
parameter values except P/D = 2 were the only ones for which β* was negative. This combination with P/D = 2 also resulted in the second worst cost ratio for all the rows in the Table  3 except H2(75%). As in Table 2 , the results for the parameter combinations with β* > .50, of which there are 42, are quite good for both H1 and H2 with all three values of β, with the average cost ratios all less than 1.01 for H1 and less than 1.004 for H2. Breaking down the results on the basis of the values of C o , C b , C l /C b , and D for the EPQ-PBO shows basically the same thing as it did for the EOQ-PBO. Comparing the results for the 23 combinations with P/D = 2 with the 23 combinations with P/D = 20 with β* > 0 shows that the cost ratio for every case with P/D = 2 is lower than it is for the same case with P/D = 20 and lower than it is for the same case in the EOQ-PBO data set. This is not surprising since the effect of P/D = 2 is to reduce the effective holding cost per unit by half, while with P/D = 20 it is only reduced by five percent.
Among other things, the lower value of C h ' leads to a higher value for β*, which typically results in better performance for both heuristics.
IMPLICATIONS AND FUTURE RESEARCH POSSIBILITIES
We saw that the two heuristics perform well if β* is positive and very well if β* is at least 0.50. What does this mean from a managerial perspective? As far as immediate implications are concerned, it means very little since the optimization models for the EOQ-PBO and the EPQ-PBO without the additional complicating factors mentioned in the Introduction are, themselves, fairly easy to use. The important implications are for future heuristic development. As stated in the Introduction, our purpose in this paper was to begin the process of developing heuristics for more complicated partial backordering situations, ones for which optimization involves some search process, such as nonlinear programming, rather than substituting parameter values into closed-form expressions, as can be done for the constant-β problem without complicating factors, the scenario we examined in this study. We have demonstrated that it is possible to develop high-quality, easy-to-use heuristics for the simple problem. This provides hope and encouragement that it will be possible to develop high-quality heuristics for the more complicated scenarios for which they will be useful.
This brings us to a reasonable and useful research agenda: developing heuristics for models like the basic EOQ and EPQ with partial backordering in which β is a function of the time to delivery, such as the exponential and rational functions discussed by San José et al. (2005a José et al. ( ,2006 , and for more complicated scenarios that combine the EOQ or EPQ model with a time-based function for β and other complicating characteristics, such as product deterioration and non-constant demand, as discussed in the survey by .
CONCLUSION
Using T, the time between orders, and F, the percentage of demand filled from stock, as decision variables, we developed a simple heuristic (H1) for the basic EOQ (EPQ) with partial backordering at a constant rate β that uses fractional combinations of the optimal values of T and F for the EOQ (EPQ) with no backordering and with full backordering. A second heuristic (H2) uses the same T and the equation for the optimal F given that T. Although theoretical analysis showed that H1 for the EOQ-PBO can give very large costs relative to the optimal solution if the cost of a backorder is very small, tests of the heuristics on a set of problems using combinations of the values for six situational characteristics showed that both heuristics performed well if β* > 0 and performed very well if β* > 0.50.
More detailed analysis of the test results showed that a) the cost penalty for using H2 was approximately half of the penalty for using H1, b) the performance for both H1 and H2 was generally best for β closer to 1.0 and worst for β roughly midway between β* and 1.0, and c) the only situational characteristic for which the different values made a major difference in performance was C b , for which the performance for both H1 and H2 was much worse for C b = 0.5 (backordering cost less than the holding cost) than it was for C b = 2.5.
The results of the tests on these two heuristics show that both can provide good alternatives to the more complicated equations for the optimal solutions to these two problems. This provides encouragement for achieving our broader objective -the development of high-quality heuristics for more complicated scenarios that include such additional features as a time-based function for β, time or stocklevel based demand, or deteriorating inventory. Taft, E. W. (1918, May 
APPENDIX A Derivation of the Value of β Max for the EOQ-PBO
Definition: β MAX = the value of β for which T* is a maximum:
T* can be rewritten as:
From the definition of β* we get:
Substituting this into the last expression for T* gives:
The first term and the denominator of the second term on the right side are both positive, so the sign of dT*/dβ is the same as the sign of the numerator of the right side:
The first term is positive and 1/β 2 is positive, so the sign of dT*/dβ is the same as the sign of β*(2 -β*) -β 2 . Thus:
Since dT*/dβ is unimodal, the value of β MAX is unique. Figure 2 shows the relationship of T* and T H to β for a sample problem. To test whether having a maximum value for T* at β = β MAX leads to poor results for the heuristics since the maximum possible value for T H is T* for the EOQ-FBO, where β = 1, we compared the value of T(β MAX ) against T*(1) and the cost of using each of the heuristics against the optimum cost when β = β MAX for the 23 parameter combinations for which β* > 0 in the problem set described. The results for the 23 combinations for which β* > 0 and the 20 combinations for which β* > 0.50 were:
• The average ratio of T*(β MAX ) to T*(1), T* for the EOQ-FBO, for all 23 combinations was 1.0016, with a maximum of 1.1201. The maximum ratio was for a combination with β* = 0.1056. The next worst ratio was 1.0556; • For the 20 combinations with β* > 0.50, the average ratio was 1.0018, with a maximum of 1.0079; • The average ratio of the cost using Heuristic 1 at β = β MAX to the optimal cost for all 23 combinations was 1.0073, with a maximum of 1.0619; • For the 20 combinations for which β* > 0.50, the average ratio of was 1.0012, with a maximum of 1.0058; • The average ratio of the cost using Heuristic 2 to the optimal cost at β = β MAX for all 23 combinations was 1.0036, with a maximum of 1.0362; • For the 20 combinations with β* > 0.50, the average ratio of was 1.0004, with a maximum of 1.0021.
Subject to the limitations imposed by the scope of the test set, we can conclude that the fact that the maximum value of T*(β) occurs at β = β MAX , not at β = 1, has very little impact on the quality of the performance of the two heuristics.
APPENDIX B Worst-Case Performance for Heuristic 1 for the EOQ-PBO
We showed in the section on evaluating the heuristics that the ratio of the cost of using the solution called for by Heuristic 1 to the cost of using an optimal solution is was generally low for values of β* > 0.50. The purpose of this appendix is to show that the cost ratio for Heuristic 1 can be arbitrarily bad even when β* is large.
The only problem parameter that does not appear in the equation for β* given by Equation (4) is C b , the cost per period per unit backordered. Our review of the results for Heuristic 1 showed that its performance for C b = 0.5 was substantially worse than for C b = 2.5. This raises the question: What would happen if C b were even smaller than 0.5?
In the following we prove that, if the values of D, C o , C h , and C l are held constant, the ratio of the cost of using Heuristic 1 to the cost of using the optimal solution will approach infinity in the limit as C b → 0. For a given value of C b , let T*(β) and F*(β) denote the optimal values of T and F, viewed as functions of β. The following theorem is a direct consequence of Lemma 3.
Theorem 1:
The ratio of Г(T H ,F H1 ), the cost of the solution obtained by using Heuristic 1, to Г(T*,F*), the cost of using the optimal solution, can be arbitrarily large. 
