It is reported that TCP does not perform well in highspeed wide area networks. Because MulTCP behaves like the aggregate of N TCP flows, MulTCP can be used to achieve throughputs of 1 Gbps or more. However, no performance evaluation of MulTCP in high-speed wide area networks has been published. Computer simulations are used to evaluate the performance of MulTCP. The results clarify that synchronized packet losses greatly impact the performance of MulTCP. key words: TCP, MulTCP, high-speed wide area network, flow-level throughput, synchronized packet loss
Introduction
The transmission control protocol (TCP) is seen as the dominant transport protocol. The current stability of the Internet depends on the end-to-end congestion control of TCP. However, it is reported that TCP does not perform well in high-speed wide area networks. To achieve a steady-state throughput of 7.2 Gbps with 1500 byte packets and a 100 ms round trip time (RTT), for example, the packet loss rate must be less than 4.17 × 10 −10 . This is beyond the limits of achievable fiber error rates. In addition, TCP requires 40,000 RTTs, or almost 70 minutes, to recover from a single packet loss. This means that TCP cannot fully utilize the available bandwidth.
This problem led to the proposal of several new high speed transport protocols. They include HighSpeed TCP [1] , FAST TCP [2] , and XCP [3] . Though some studies have evaluated their performance [4] , [5] , much more research is needed to confirm whether they are safe for deployment in the Internet.
As the author in [1] describes, users currently wishing to achieve throughputs of 1 Gbps or more in high-speed wide area networks typically open up multiple TCP connections in parallel [6] or use MulTCP [7] .
Using multiple TCP connections is the simplest idea. However, it might be harmful to TCP congestion control. TCP adjusts its sending rate based on received ACK packets or their absence. When the number of multiple TCP connections is large, each connection has fewer packets to transmit. Thus, it might be difficult for each connection to optimize its performance.
MulTCP is a protocol that behaves like the aggregate of N TCP connections. The goal is that a single MulTCP 
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MulTCP
In the congestion avoidance phase, standard TCP senders use the following algorithm to adjust the congestion window (cwnd) in response to the acknowledgement of received packets and the detection of packet losses.
cwnd, a, and b are all defined in units of packets. The increase parameter a is 1, and the decrease parameter b is 0.5. That is, Standard TCP increases cwnd by one packet per RTT and halves cwnd when a packet loss is detected.
In the steady-state condition, the average congestion window w std is given by
where p is the packet loss ratio [8] . If one packet is lost, only one flow among the N TCP flows halves cwnd. That is, cwnd is adjusted as follows.
Thus, the decrease parameter of MulTCP is 1/(2N).
In the steady-state condition, the average congestion window w mul is given as follows [7] .
From equations 1 and 2, if N = 1 w mul is equal to w std . However, when N > 1 w mul is always more then N × w std . That is, the flow-level throughput of MulTCP does not equal N times that of Standard TCP.
MulTCP2
MulTCP2 is a transport protocol whose flow-level throughput is exactly N times higher than that of Standard TCP. Thus, the average congestion window w mul2 has to fulfill the following relationship.
When the increase parameter is a and the decrease parameter is b, the relationship between the average congestion window w and the packet loss ratio p is given as follows [9] .
From equations 3 and 4, b can be derived as:
If a = N, b = 2/(1 + 3N). We will use this set as the default setting hereafter.
Performance Results
We simulated the performance of MulTCP and MulTCP2 to confirm whether they can achieve their design goals in highspeed wide area networks. All simulations were performed using ns-2 [10] . Standard TCP code is available from the ns-2 distribution. We implemented MulTCP and MulTCP2 by modifying the code of Standard TCP.
Simulation Environment
We used the single congested link topology shown in Fig. 1 . All traffic passed through the bottleneck link. The bottleneck link bandwidth was 1 Gbps, the link delay was 50 ms. Each router implemented two types of queue management, drop tail (DT) and adaptive random early detection (ARED) [11] . The buffer size was 50% of the bandwidth-delay product of the bottleneck link. A single MulTCP or MulTCP2 flow competed for the bottleneck link with 19 Standard TCP flows. They all used the SACK option [12] , the timestamp option [13] , and the limited slow start algorithm [14] . Their maximum window size was large enough so as not to impose any limitations. The packet size was 1500 bytes. We paced TCP packet so that no more than two packets were sent in burst. For MulTCP and MulTCP2, N was varied from 1 to 10.
As background traffic, a set of web traffic flows and a set of Standard TCP flows whose maximum window size was limited to 8 packets were generated for both directions in all simulations.
The simulation time was 300 seconds. Note that the first 150 seconds were not considered in the results. Figure 2 shows the normalized throughput when DT was used. The normalized throughput represents the throughput of a single MulTCP or MulTCP2 flow divided by the average throughput of 19 Standard TCP flows. The dotted line shows the ideal normalized throughput. Figure 3 shows the normalized throughput when ARED was used. We can see that when DT was used, the normalized throughput is much higher than the ideal one. When ARED was used, on the other hand, the normalized throughput is approximately the same as the ideal one.
Basic Performance
The reason is as follows. A MulTCP or MulTCP2 flow increases cwnd by N packets per RTT. This is likely to result in N dropped packets during congestion in a DT environment [1] . Thus, many flows tend to experience packet losses simultaneously. This is called synchronized packet loss. When N was 10, we counted the number of unique flows whose packets were dropped in every second. Figure 4 shows the cumulative probability of n flows experiencing loss events during the same period when MulTCP was used. Figure 5 shows the same data when MulTCP2 was used. When DT was used, from Figs. 4 and 5, the maximum number of flows that experience loss events during the same period is much higher than when ARED was used.
Assume that flow 1 is MulTCP2 and flow 2 is Standard TCP, and they experience loss events at the same time. Let W i be the window size just before a loss event. Let t be the interval between two consecutive loss events during steadystate. W i and t have units of packets and RTTs, respectively. The following equations are derived based on their congestion control algorithms.
Let w 1 and w 2 be the average window size of flow 1 and flow 2, respectively. They can be expressed by using W 1 and W 2 as follows.
From equations 8 and 9, we have
From equations 6 and 7, we have
Thus,
This means that when a MulTCP2 flow and a Standard TCP flow experience loss events at the same time, the throughput of MulTCP2 is N 2 times as large as that of Standard TCP. We can also derive, by using the same analysis, the result that the throughput of MulTCP is (4N −1)N/3 times as large as that of Standard TCP. As Figs. 4 and 5 show, we have confirmed that a large number of flows experience synchronized packet losses in a DT environment. Therefore, the throughput of MulTCP and MulTCP2 was much higher than that of Standard TCP. On the other hand, because ARED reduces synchronized packet losses, the normalized throughput approximately equaled the ideal one.
Performance Improvement in a DT Environment
When DT was used, MulTCP and MulTCP2 could not achieve their design goals. However, DT is the most commonly used queue management scheme in the current Internet. Furthermore, this will remain true in the future highspeed Internet. Thus, MulTCP is required to achieve its goal in a DT environment.
The reason why MulTCP2 could not achieve its goal is synchronized packet losses. Synchronized packet losses occur because a MulTCP2 flow increases cwnd by N packets per RTT and this results in N dropped packets. Thus, the increase parameter should be set to a smaller value than N. For example, if the increase parameter a is √ N, the decrease parameter b is derived as 2/(1+3N 1.5 ) from equation 5. Figure 6 shows the normalized throughput when the value of a was √ N or N. We can see that when a = √ N the normalized throughput is much closer to the ideal one than when a = N. Figure 7 shows the cumulative probability of n flows experiencing loss events during the same period when the value of a was √ N or N(N = 10). When a = √ N, the maximum number of flows that experience loss events during the same period is lower than that when a = N. This shows that setting the value of a to √ N helps to reduce synchronized packet losses.
Conclusions
The design goal of MulTCP is for a single MulTCP flow to achieve N times higher throughput than a single Standard TCP flow. However, there are two problems regarding MulTCP. The first is that the flow-level throughput of MulTCP does not equal N times that of Standard TCP. The second is that there are no studies regarding MulTCP performance in high-speed wide area networks. This letter described MulTCP2 whose flow-level throughput is exactly N times higher than that of Standard TCP, and clarified the performance of MulTCP and MulTCP2 in high-speed wide area networks.
Our findings from the simulation results are as follows.
1. When the increase parameter a equals N, MulTCP and MulTCP2 cannot achieve their design goals in a DT environment. This is due to synchronized packet losses. 2. When a equals N, MulTCP and MulTCP2 can achieve their goal in an ARED environment. This is because ARED reduces synchronized packet losses. 3. When a is smaller than N, the throughput of MulTCP2 approaches the ideal value in a DT environment. The reason is that setting the value of a smaller than N helps to reduce synchronized packet losses.
