We study the minimum time to implement an arbitrary two-qubit gate in two heteronuclear spins systems. We give a systematic characterization of two-qubit gates based on the invariants of local equivalence. The quantum gates are classified into four classes, and for each class the analytical formula of the minimum time to implement the quantum gates is explicitly presented. For given quantum gates, by calculating the corresponding invariants one easily obtains the classes to which the quantum gates belong. In particular, we analyze the effect of global phases on the minimum time to implement the gate. Our results present complete solutions to the optimal time problem in implementing an arbitrary two-qubit gate in two heteronuclear spins systems. Detailed examples are given to typical two-qubit gates with or without global phases.
I. INTRODUCTION
Optimal control of a quantum system [1] [2] [3] [4] [5] [6] [7] plays an important role in quantum computation and quantum information processing [8] , as any physical design of a quantum computer must be able to realize a set of quantum gates for computational purpose. Then it is a practical problem to know how quickly the quantum system can carry out such tasks both heuristically and theoretically. However, it has been a challenging problem to determine the minimum time analytically for implementing an arbitrary unitary transformation. Based on the Cartan decomposition of the unitary operator, the authors in [4] presented an elegant analytical characterization of the minimum time required to steer the system from an initial state to a specified final state for a given controllable right invariant system, described by certain Hamiltonian with both a local control and nonlocal internal or drift terms. However, since the Cartan decompositions of a unitary operator are not unique, operationally it is quite difficult to compute the minimal time for a given quantum gate.
In [5] local invariants were introduced for the equivalence of unitary operators under local transformations. Based on these local invariants, an operational approach [6] was given to compute the minimal time required to implement a given unitary operator for the heteronuclear system [9] . Unfortunately, the results given in [6] are not completely correct, and can even not distinguish the minimal time required to implement a gate and that required to implement the same gate with a global phase.
A state ρ(0) of a quantum system at time zero evolves into the state ρ(t) at time t in such a way that ρ(t) = U(t)ρ(0)U † (t) for some unitary operator U(t), where the unitary operator U(t) is determined by the Hamiltonian H(t) of the system, satisfying the time-dependent Schrödinger equation,U (t) = −iH(t)U(t), with U(0) = I the identity operator.
For systems of two heteronuclear spins coupled by a scalar J [9] , assuming each spin can be excited individually, the control problem is to implement any given unitary transformation U ∈ SU(4) from the specified coupling and single-spin operations, the case appears often in the nuclear magnetic resonance (NMR) systems. The unitary propagator U is governed by the following equation,
where
with σ x , σ y and σ z the Pauli matrices, and I the identity operator. J is the coupling strength between the spins. All the unitary gates belonging to SU(2) ⊗ SU(2), generated by {H j } 4 j=1 , can be implemented very fast by hard pulses that excite each of the spins individually.
Generally, any U ∈ SU(4) has the Cartan decomposition [10] ,
where K j ∈ SU(2) ⊗ SU(2), j = 1, 2, and the real a k , k = 1, 2, 3, are called the Cartan coordinates of U. In [4] , the minimum time t * required to implement a gate U is shown to be the smallest possible value of 1 πJ 3 k=1 |a k |, i.e.,
The Cartan coordinates are not unique. They vary with the choices of K j ∈ SU(2) ⊗ SU(2), j = 1, 2. Hence the minimum time to implement the quantum gate requires one to find all the possible Cartan coordinates.
In this paper, we propose an improved approach to deal with the minimum time problem of implementing an arbitrary two-qubit gate in two heteronuclear spins systems. We introduce more local invariants and classify the quantum gates into four classes. We derive the analytical formula of the minimum time to implement the quantum gates in each class.
Our strategy has two steps. We first show that there are at most four possible classes of two-qubit gates, once the two invariants defined in [5] are fixed. Then by simply evaluating our new invariants, the class of an arbitrary quantum gate belonging to is identified, and the minimum time to implement the gate is obtained, thus solving completely the optimal control problem.
II. CLASSIFICATION OF UNITARY OPERATORS U ∈ SU(4)
Two unitary transformations U, U ′ ∈ SU(4) on the space C 2 ⊗ C 2 are called locally equivalent if they differ only by local operations, i.e., there exist local gates
Then the Cartan decomposition (2) can be written as U = K 1 [a 1 , a 2 , a 3 ]K 2 , where a k = a k (U), k = 1, 2, 3. Clearly the Cartan coordinates a k (U), k = 1, 2, 3, are multi-valued functions of U. To determine a k , k = 1, 2, 3, consider the Bell basis:
The transition matrix from the standard computational basis {|00 , |01 , |10 , |11 } to the Bell basis {|Φ + , |Φ − , |Ψ + , |Ψ − } is given by the following well-known unitary matrix
With respect to the Bell basis, any two-qubit gate U performs as the matrix Q † UQ. We 
For any two-qubit gate U ∈ SU(4), we have
where O j = B(K j ) = Q † K j Q ∈ SO(4), j = 1, 2. In other words, B(U) is orthogonally equivalent to Q † [a 1 , a 2 , a 3 ]Q. Moreover, the Bell matrix form of [a 1 , a 2 , a 3 ] is diagonal:
Let
The following quantities are local invariants such that any locally equivalent two-qubit gates should have the same value [5] :
where a = cos 2 a 1 cos 2 a 2 cos 2 a 3 − sin 2 a 1 sin 2 a 2 sin 2 a 3 , b = 1 4 sin 2a 1 sin 2a 2 sin 2a 3 and c = 4 cos 2 a 1 cos 2 a 2 cos 2 a 3 − 4 sin 2 a 1 sin 2 a 2 sin 2 a 3 − cos 2a 1 cos 2a 2 cos 2a 3 . To find the solution a 1 , a 2 and a 3 in terms of the local invariants a, b and c, the following cubic equation is concerned [6] ,
The three solutions of (10) are given by c k = sin 2 a k , k = 1, 2, 3, which give the relations between {a k } and the invariants a, b and c.
Denote
Note that the representative [a i , a j , a k ] is locally equivalent to [a 1 , a 2 , a 3 ] under any permutation (i, j, k) of (1, 2, 3) [5] . We can always assume that π 2 ≥ α 1 ≥ α 2 ≥ α 3 ≥ 0. Then any a k is seen to take the following possible values:
where n is an arbitrary integer. B([a 1 , a 2 , a 3 ]) is periodic with a period 4π for each a k . To find the minimal value of 3 k=1 |a k |, the values of a k can be confined in [−2π, 2π]. Hence, every a k can have 8 possible values ±α k , ±(π + α k ), ±(π − α k ) and ±(2π − α k ). Therefore, for fixed G 1 and G 2 , the triple (a 1 , a 2 , a 3 ) has 8 3 = 512 choices. Nevertheless, since 
We list the 64 choices in tables 1 and table 2. The quantity 3 k=1 |a k | is the same for two-qubit gates in classes I and II (III and IV). We have set in tables 1 and table 2, Class I Class II Class III Class IV
We have shown that, for fixed invariants G 1 and G 2 , any two-qubit gates belong to one of the classes I-IV listed in Tables 1 and 2. The minimum time for implementing two-qubit gates belonging to classes I and II (or III and IV) is the same. Next we need to distinguish the two-qubit gates belonging to classes I and II from that belonging to classes III and IV.
Decompose B(U) from (5) into its real and imaginary parts:
where B 1 (·) and B 2 (·) are the real and imaginary parts of B(·), respectively. We define
where b j , j = 1, 2, 3, 4 are defined in (7) . One can verify that if (4) . Hence, the quantities G 3 and G 4 are indeed local invariants.
It is direct to compute that
Therefore, we conclude that if G 3 = 4 k=1 cos β k (G 3 = 4 k=1 sin β k ), then the corresponding two-qubit gate belongs to class I and II (III and IV). Moreover, if G 4 = 1 2 4 k=1 sin 2β k (G 4 = − 1 2 4 k=1 sin 2β k ), then the two-qubit gate belongs to class I and III (II and IV). Altogether, the invariants G i , i = 1, ..., 4, can identify which class a two-qubit gate belongs to, see Table 3 . 
III. THE MINIMUM TIME t * TO IMPLEMENT A TWO-QUBIT GATE U
We now present our method to compute the optimal time to implement a two-qubit gate U. For given U, one first computes G 1 and G 2 and hence a, b and c by (9) . Solving (10) one gets three solutions c 1 ≥ c 2 ≥ c 3 in terms of a, b and c. From (12), we have α k = arcsin √ c k , k = 1, 2, 3, and then β k , k = 1, 2, 3, 4, by (16) . Next, one computes G 3 (U) using (18) . If G 3 (U) = 4 k=1 cos β k , then U belongs to the Class I or Class II. If G 3 (U) = 4 k=1 sin β k , then U belongs to Class III or Class IV. Tables 1 and 2 show that the minimum value of 4 } for gates in classes I and II, and min{π + 2β 1 , π + 2β 2 , 3π + 2β 3 , π + 2β 4 } for gates in classes III and IV. Since 0 ≤ α 3 ≤ α 2 ≤ α 1 ≤ π 2 , the minimum values of 3 k=1 |a k | for classes I, II and classes III, IV are −2β 3 and π + 2β 4 , respectively. Therefore, if U belongs to Class I or Class II, the minimum time for implementing U is t * = − 2β 3 πJ . If U belongs to Class III or Class IV, the minimum time for implementing U is t * = π+2β 4 πJ . The role of global phase in quantum evolution operators has been studied from various aspects. For example, the effect resulting from the such phase difference is the overall phase change acquired after the 2π rotation of a particle [12, 13] , which distinguishes fermions from bosons [14] , as observed in experimentally via interferometric approaches [15] [16] [17] . Recently, the distinctions among operations differ by a global phase have been studied [18] [19] [20] [21] [22] . In [18] , the relations between the global phase of a SU(2) operation and the corresponding optimal time to realize such an operation has been derived. Before some detailed examples, we first present below a systematic analysis on the effect of global phase on the optimal time for SU(4) operators.
For the case of U ∈ SU(4), the global phase can only be i = √ −1 due to that the determinant det(U) = 1. Assume that U ∈ SU(4) has Cartan decomposition U = K 1 [a 1 , a 2 , a 3 ]K 2 ,
where γ = x, y, z, the Cartan decomposition of iU has the form,
where K γ = (±iσ γ ) ⊗ (−iσ γ )K 2 , γ = x, y, z. Table 1 , then iU is in Class III or IV in Table 2 , respectively, and vice versa. Therefore,
is the optimal decomposition of iU. In particular, if π 2 = |a 1 | ≥ a 2 ≥ a 3 ≥ 0, t * (U) = t * (iU). Moreover, from tables 1 and 2, [a 1 , a 2 , a 3 ] is in Class I (resp. III) if and only if [−a 1 , −a 2 , −a 3 ] is in Class II (resp. IV). Simple computation gives that G 1 (U † ) = G 1 (U),
As the values of sin 2 a k , k = 1, 2, 3, only depend on G 2 (U) and the real part and the modulus of G 1 (U) from (11) , U and U † give rise to the same values of sin 2 a k , k = 1, 2, 3. Hence, if U is in Class I, then U † is in Class II, and iU † is in Class III, iU is in Class IV, implying that U and U † have the same optimal time.
We present next some detailed examples including the ones considered in the literature [5, 6] to show the roles played by global phase in optimal time. Example 1. I 4 vs. iI 4 .
We have G 1 (U) = 1 and G 2 (U) = 0 for both U = I 4 and U = iI 4 from (5), (8) and (9) . Then sin 2 a i = 0, i = 1, 2, 3 from (10) and (11) . Now from (12) we have (α 1 , α 2 , α 3 ) = (0, 0, 0). Then we have (β 1 , β 2 , β 3 , β 4 ) = (0, 0, 0, 0) from (16) , and 4 k=1 cos β k = 1, 4 k=1 sin β k = 0 and 4 k=1 sin 2β k = 0. Since G 3 (I) = 1 = 4 k=1 cos β k and G 3 (iI) = 0 = 4 k=1 sin β k from (18), I 4 belongs to classes I and II, and iI 4 belongs to classes III and IV from Table 3 . From Table 1 , Table 2 and (3), we have the minimum time t * required to implement I 4 and iI 4 are zero and 1 J , respectively. Remark From the result of [6] , the minimum time required to implement I 4 and iI 4 are both zero.
For U C NOT one has [6] sin 2 a 1 = 1, sin 2 a 2 = sin 2 a 3 = 0. Hence (α 1 , α 2 , α 3 ) = ( π 2 , 0, 0) and (β 1 , β 2 , β 3 , β 4 ) = ( π 4 , π 4 , − π 4 , − π 4 ). Here since π − α 1 = α 1 and α 2 = α 3 = 0, Class I and Class III have the same [a 1 , a 2 , a 3 ] (the same is true for Class II and Class IV), see Table 1 and Table 2 .
Therefore, without computing G 3 , G 4 and 4 k=1 cos β k , 4 k=1 sin β k , we can conclude that the minimal value of 3 i=1 |a i | is π 2 and the minimal time required to implement controlled-NOT gate is 1 2J . Example 3. U SW AP vs. iU SW AP .
We have G 1 (U) = −1, G 2 (U) = −3 for both U = U SW AP and iU SW AP , and sin 2 a k = 1, k = 1, 2, 3 [6] . Then α 1 = α 2 = α 3 = π 2 , β 1 = β 2 = β 4 = π 4 and β 3 = − 3π 4 . Clearly, 4 k=1 cos β k = 4 k=1 sin β k = − 1 4 . Hence G 3 (U) = − 1 4 for both U SW AP and iU SW AP . From Table 1 and Table 2 
From [6] , we have sin 2 a k = 1 2 , k = 1, 2, 3. Hence α k = π 4 , k = 1, 2, 3, β 1 = β 2 = β 4 = π 8 and β 3 = − 3π 8 . Using (18), we get From Table 3 , U √ SWAP belongs to classes I or II, and iU √ SWAP to classes III or IV. Hence we obtain that t * (U √ SWAP ) = 3 4J and t * (iU √ SWAP ) = 5 4J .
IV. CONCLUSION
Optimal time implementation of a quantum gate is one of the important tasks in quantum computation. The algorithm presented in [6] , using the two local invariants G 1 and G 2 , is inconclusive: it does not provide a conclusive answer even for the simple 2-qubit gate such as iI 4 . To completely settle the optimal time problem, we have introduced two new local invariants G 3 and G 4 in terms of the Bell form of 2-qubit gates. We have shown that G 1 , G 2 and G 3 are sufficient to calculate the optimal time to implement an arbitrary 2-qubit gate, which provides an effective and decisive method to resolve the quantum optimal control problem. As applications, we have used some well-known unitary gates to showcase our method in determination of the minimum time for implementing these gates. Moreover, the effect of global phases on the minimum time to implement a quantum gate has been extensively analyzed. Our results present a complete characterization of the optimal time problem in implementing an arbitrary two-qubit gate in two heteronuclear spins systems.
Recently in [23] the authors studied the time-optimal control of independent spin-1/2 systems under simultaneous control. The optimal control has been experimentally implemented by using zero-field nuclear magnetic resonance (NMR). It would be also interesting to demonstrate our theoretical results experimentally in detailed quantum systems like NMR.
