We consider functional equations driven by linear fractional transformations, which are special cases of de Rham's functional equations. We consider Hausdorff dimension of the measure whose distribution function is the solution. We give a necessary and sufficient condition for singularity. We also show that they have a relationship with stationary measures.
Introduction
De Rham [3] considered the following functional equation.
f (x) = F 0 (f (2x)) 0 ≤ x ≤ 1/2 F 1 (f (2x − 1)) 1/2 ≤ x ≤ 1.
(1.1)
He showed that there exists a unique, continuous and strictly increasing solution f of (1.1), if F 0 and F 1 are strictly increasing contractions on [0, 1] such that 0 = F 0 (0) < F 0 (1) = F 1 (0) < F 1 (1) = 1.
Let µ p , p ∈ (0, 1), be the probability measure on {0, 1} with µ p ({0}) = p and µ p ({1}) = 1−p. Let µ [3] studied f p as a solution of (1.1) for F 0 (x) = px and F 1 (x) = (1 − p)x + p. This is a typical example of (1.1). We treat this case in Example 5.1.
In the above case, both F 0 and F 1 are affine maps on R. It is natural to consider singularities for the solution of (1.1) for more general F 0 , F 1 . However, it is difficult to see singularities for general cases, because we do not see that what properties of F 0 and F 1 definitely affect singularities. Some recent results concerning singularities are Berg and Krüppel [2] , Kawamura [6] , Krüppel [7] , Protasov [11] . But results for general cases are scarce.
In this paper, we consider the equation ( Let
. We denote the s-dimensional Hausdorff measure, s ∈ (0, 1], of E ⊂ R by H s (E) and the Hausdorff dimension of E by dim H (E).
The following theorems are main results in this paper.
We remark that singularity is robust as a function of a i , b i , c i , d i , i = 0, 1, on the other hand, absolute continuity is not robust. This paper is organized as follows. In section 2, we state some lemmas. In section 3, we show the main results. In section 4, we state a relationship between these functional equations and stationary measures. In section 5, we give examples and remarks.
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Lemmas
First, we introduce some notation.
Let 1) , and, X n (y) = X n (x) and I n (y) = I n (x) for y ∈ I n (x). We have that
Lemma 2.1. Let n ≥ 1 and i 1 , . . . , i n ∈ {0, 1}. Then we have the following.
Proof. (1) By recalling (1.1), we easily show the assertion by induction in n.
(2) By the assertion (1), we have that
By computation, we have that
.
By noting (A2), we have that
Thus we obtain the assertion (2). Now we state some properties of Φ( 
By (A1), we have that
. By (A2) and (A3), we have that c 1 +d 1 > 0, and then
By (A2) and (A3), we have that
we see that Φ(
Proof. (1) It is sufficient to show that for any x ∈ [0, 1),
Since r n (y)/s n (y) = r n (x)/s n (x) for y ∈ I n (x), we see that
By Lemma 2.1(2), we see that
and,
which implies the assertion (1).
(2) By noting Jensen's inequality, we have that
Thus we have that
. By Doob's submartingale inequality, we have that
, which implies our assertion.
Proof. We denote the diameter of a set G ⊂ R by diam(G).
(
By letting k → +∞, we see
(2) Let K be a Borel set such that dim H (K) < θ 2 / log 2. Then, there exists ǫ > 0 such that H (θ 2 −ǫ)/ log 2 (K) = 0. Then, for any n ≥ 1 and δ > 0, there exist intervals {U(n, l)}
Then we have that lim n→∞ µ f (Z ǫ,n ) = µ f n≥1 Z ǫ,n = 1, and,
for y ∈ Z ǫ,n and l ≥ 1.
Since diam(I k(n,l) (x)) = 2 −k(n,l) and diam(U(n, l)) < 2 −(k(n,l)−1) , we see that ♯ I k(n,l) (x); I k(n,l) (x) ∩ U(n, l) = ∅ ≤ 3 and that
Since δ is taken arbitrarily, we see that µ f (K ∩ Z ǫ,n ) = 0. Recalling µ f n≥1 Z ǫ,n = 1, we see that µ f (K) = 0.
Proofs of Main Theorems
Lemma 3.1. Let n ≥ 1 and i 1 , . . . , i n ∈ {0, 1}. Then,
Proof. By noting Lemma 2.2, we have that Φ(
Since Φ( t A 0 ; ·) and Φ( t A 1 ; ·) are increasing, we obtain the assertion by induction in n.
We have that α ≤ 0 ≤ β by the definition of α and β. Since r n (x)/s n (x) = Φ(
Now we show Theorem 1.1. By noting Lemma 2.3 and Lemma 3.1, we see that for µ f -a.s.,
, and,
Let θ 1 = max {s(p 0 (y)); y ∈ [α, β]} and θ 2 = min {s(p 0 (y)); y ∈ [α, β]}. Then, by Lemma 2.4(1) (resp. (2)), we obtain the assertion (1) (resp. (2)).
These complete the proof of Theorem 1.1.
. By Azuma's inequality [1] , we see that for N ∈ N and 0 < c < 1,
Hence, for any 0 < c < 1, lim inf N →∞ ζ N /N ≥ cp 0 (α) for µ f -a.s.. Thus we obtain the assertion.
Lemma 3.3. We assume that the condition (i) in Theorem 1.2 fails. Then, (1) There exists ǫ 0 ∈ (0, 2(γ − 1)) such that for any z ∈ R with |z − (γ − 2)| ≤ ǫ 0 , |Φ(
Proof.
(1) This is a direct consequence of the assumption that the condition (i) in Theorem 1.2 fails, that is, Φ(
We assume that there exists n ∈ N \ D(x) such that n ∈ N 0 (x). Since n − 1 ∈ A(x), we have that |r n−1 (x)/s n−1 (x) − (γ − 2)| ≤ ǫ 0 . Since n ∈ N 0 (x), r n (x)/s n (x) = Φ( t A 0 ; r n−1 (x)/s n−1 (x)). By the assertion (1), we see that |r n (x)/s n (x) − (γ − 2)| > ǫ 0 . But this is contradict to n ∈ A(x).
(3) By the assertion (2), we see that |N 0 (x) ∩ {1, . . . , N}| ≤ |D(x) ∩ {1, . . . , N}|. We have that |C(x) ∩ {1, . . . , N}| ≤ |B(x) ∩ {1, . . . , N}| for any N ≥ 1, by the injectivity of the map h : C(x) → B(x) given by h(n) = n − 1. Then we see that |D(x) ∩ {1, . . . , N}| ≤ 2|B(x) ∩ {1, . . . , N}|, and then, |N 0 (x) ∩ {1, . . . , N}| ≤ 2|B(x) ∩ {1, . . . , N}|, for any N ≥ 1.
By Lemma 3.2, lim inf
Thus we obtain the assertion (3). (4) By noting the definition of B(x), we see that s(p 0 (r n (x)/s n (x))) < max {s(p 0 (γ − 2 − ǫ 0 )), s(p 0 (γ − 2 + ǫ 0 ))} = e 0 for any x ∈ [0, 1) and n ∈ B(x).
Now we have that
Let ξ N (x) = |B(x)∩{1, . . . , N}|/N. Then, by noting that s(p 0 (r n (x)/s n (x))) ≤ log 2, we see that
By noting that e 0 < log 2, we see that lim sup
By the assertion (3), we see that lim inf
Thus we obtain the assertion (4). Now we show Theorem 1.2 (1). We remark that Φ(cA; z) = Φ(A; z) for any constant c > 0 and the conditions (A1) -(A3) remain valid for (cA 0 , cA 1 ). Then, we can assume that d 0 = 1 and b 1 = 1.
By computation, we see that Now we show Theorem 1.2 (2). We assume that the condition (i) fails. Then, by Lemma 2.3, we have that for µ f -a.s.x, lim sup
Then, by noting Lemma 3.3(4) and Lemma 2.4 (1), we obtain the desired result.
We can show the assertion in the same manner if the condition (ii) fails. These complete the proof of Theorem 1.2(2).
A relationship with stationary measures
In this section, we state a relationship between a certain class of de Rham's functional equations and stationary measures. We state a general setting. Let G be a semigroup and µ be a probability measure on G. Let M be a topological space. We assume that G acts on M measurably, that is, there is a map from (g, x) ∈ G × M to g · x ∈ M satisfying the following conditions :
We say that a probability measure ν on M is a µ-stationary measure if 
and, M = [0, 1]. Then G is a semigroup. We define a continuous action of G to M by A · z = Φ (A; z). For (A 0 , A 1 ) satisfying (A1)-(A3), we see that A 0 , A 1 ∈ G. Let µ be a probability measure on G such that µ({A 0 }) = µ({A 1 }) = 1/2. Then we have the following.
(2) For any µ-stationary measure ν and k ≥ 1,
(3) There exists exactly one µ-stationary measure ν.
Proof. (1) By Lemma 2.1(1), we see that
. Thus we have the assertion (1).
(2) By noting the assertion (1) and (4.1), we obtain the desired result. (3) Let ν i , i = 0, 1, be two µ-stationary measures. By the assertion (2), we see that Proof.
(1) Noting that f is continuous and strictly increasing on [0, 1], f (0) = 0 and f (1) = 1, we obtain the desired result.
) for any Borel set B. We assume that µ f is singular. Then, there exists a Borel set B 0 such that µ f (B 0 ) = 0 and l(B 0 ) = 1. Then, µ g (g −1 (B 0 )) = 1 and
Thus we see that µ g is singular. We assume that µ g is singular. Then, we see that µ f is singular in the same manner as in the above argument.
The following theorem gives a necessary and sufficient condition for the regularity of the stationary measure in this setting. Proof. It is sufficient to show "if" parts.
(1) By noting Theorem 1.2(1), we have that f (x) = x/(−2c 0 x + 2c 0 + 1) and then g(y) = (2c 0 + 1)y/(2c 0 y + 1). By Lemma 4.2(2), we have that µ g is absolutely continuous and obtain the assertion (1).
(2) We see that
Then we see that (4.1) holds for [a, b), a, b ∈ C and that µ g is a µ-stationary measure. By noting Theorem 1.2(2), we have that µ f is singular. By Lemma 4.2(2), we have that µ g is singular and obtain the assertion (2).
Examples and Remarks
The following example concerns Lebesgue's singular functions.
Example 5.1. Let us define 2 × 2 real matrices A p,0 , A p,1 , p ∈ (0, 1), by The following example concerns the range of self-interacting walks on an interval in the author [8] . , u ≥ 0.
Let 0 < u < √ 3. Then (A 0 , A 1 ) = (Ã u,0 ,Ã u,1 ) satisfies the conditions (A1)-(A3). Let g u be the solution of (1.1) for (A 0 , A 1 ) = (Ã u,0 ,Ã u,1 ). We remark that γ = (1 − u 2 x 2 u )/x u = (1 + x u )/2x u . By the definition of x u , we see that each of the conditions in Theorem 1.2 is equivalent to x u = 1/2, that is, u = 1. Then, by Theorem 1.2, we have that µ gu is singular for 0 < u < √ 3 and u = 1, and absolutely continuous for u = 1.
Let 0 < u < 1. Then we have that x u > 1/2, α = min{0, −1/2, −u 2 x u } = −1/2, β = 0 and γ < 3/2. Hence we see that γ − 2 < α, in particular, γ − 2 / ∈ [α, β]. By Theorem 1.1, we see that there exists a Borel setK u such that dim H (K u ) ≤ s(p 0 (α))/ log 2 = s(x u )/ log 2 and µ gu (K u ) = 1 and that µ gu (K) = 0 for any Borel set K with dim H (K) < s(p 0 (β))/ log 2 = s(2x u /(1 + x u ))/ log 2. We see that T is a non-singular transformation on [0, 1) with respect to µ f , that is, µ f •T −1 ≪ µ f and µ f ≪ µ f •T −1 . We remark that µ f is not invariant with respect to T in some cases.
