Abstract-This manuscript addresses the rigid registration problem of multiple 3D point sets. While the vast majority of state-of-the-art techniques build on pairwise registration, we propose a generative model that explains jointly registered multiple sets: back-transformed points are considered realizations of a single Gaussian mixture model (GMM) whose means play the role of the scene points. Under this assumption, the joint registration problem is cast into a probabilistic clustering framework. We formally derive an Expectation-Maximization scheme that robustly estimates both the GMM parameters and the rigid transformations that map each individual cloud onto an under-construction reference set, that is, the GMM means. GMM variances carry rich information as well, thus leading to a noiseand outlier-free scene model as a by-product. A second version of the algorithm is also proposed whereby newly captured sets can be registered online. A thorough discussion and validation on challenging data-sets against several state-of-the-art methods confirm the potential of the proposed model for jointly registering real depth data.
: A generative framework for joint registration of multiple point clouds. Once each cloud V j is back rotated and translated by the associated transformation, R j , t j , any point is assumed to be generated from a GMM with means µ k 's (blue circles). Dashed rectangles mark corresponding areas on the clouds; the zoom-in (right) shows Gaussian components, thereby point correspondences are implicitly defined. E.g., µ 1 explains one point of V 1 , one point of V 2 and two points of V 3 , namely, these points are samples of the same scene point. In other words, the reconstructed means µ k 's play the role of the scene model. An EM-based algorithm estimates both the GMM and the registration parameters while the solution is not biased towards a particular cloud.
Such an unbiased solution is targeted by motion averaging approaches that build on pairwise registration schemes and aim to evenly distribute the total error across a network, either as a post-processing step [16] or as an over-successive registration between pairs of point-sets [9] . We rather aim to jointly register all the point sets and not re-distribute the error from a pairwise registration. To this end, we propose a generative approach to the joint registration of multiple 3D point sets. An arbitrary number of point sets are assumed to be generated from a single Gaussian mixture model (GMM). More precisely, any observed point from a set, once rotated and translated, is generated from a Gaussian component. This is cast into a maximum likelihood formulation that leads to an efficient expectation conditional maximization (ECM) algorithm, whereby both GMM and registration parameters are jointly and optimally estimated. In addition, we present an online version of our algorithm that deals with the integration of newly captured point-sets. To the best of our knowledge, this is the first time where an online probabilistic point-set registration scheme is presented.
Unlike existing probabilistic approaches to two-set registration that constrain the GMM means to coincide with the points of one set, e.g., [4] , [5] , the means of the proposed mixture Motion averaging approaches (e.g., [9] ) adopt a ring topology network and extend it to an as fully-connected as possible network provided the overlap between nearby views. Instead, (b) the proposed method assumes a star topology network whose central "hub" is reconstructed during the registration process. While the topology needs to be known or estimated in motion averaging, the proposed scheme does require this knowledge. In addition, no closed-loop constraint is required by the proposed model. model are not tight to a particular set. Note that such a coincidence is inherently problematic, as long as both point sets are noisy and may include outliers. Even if one includes a uniform component in the mixture to deal with the outliers [17] , the "perfection" for one of the sets must be hypothesized. Instead, the GMM means in the proposed model are obtained by averaging over several back-transformed points belonging to different sets. Apart from the joint registration, this leads to scene reconstruction as a by-product, since the means play the role of a central scene model. In addition, the assumption of a central scene model that generates all the point-sets in turn leads to an intrinsic closed-loop constraint. In other words, the proposed model assumes a star network topology, while the pairwise registration schemes assume a ring topology or a fully connected network (see Fig.2 ).
The predecessor of this paper is the work of [18] . Aside from a more detailed text, we here extend [18] in the following sense: (i) several aspects of the algorithm are discussed, that is, initialization, complexity, advantages over pairwise strategies (ii) an online counterpart of the registration algorithm is proposed, (iii) new experiments are conducted that include recent joint registration baselines.
The remainder of this paper is organized as follows: Section II discusses the related work. Section III formulates the problem in a generative probabilistic framework and Section IV presents the solution and the associated algorithm. In Section V, several aspects of the algorithm are discussed, while an online version is presented in Sec. VI. Section VII presents the experimental results and Section VIII concludes the paper.
II. RELATED WORK
The two-set registration problem is commonly solved by the well-known Iterated Closest Point (ICP) method [1] , [19] or by one of its variants [2] , [3] , [20] [21] [22] . While ICP alternates between correspondence estimations (hard assignments) and transformation estimations, its probabilistic version replaces the correspondences with responsibilities (soft assignments) [4] , [5] , [23] [24] [25] . Either approach has to consider one set as the "model" and the other set as the "data", thus leading to solutions that are biased as long as both sets contain noise and outliers. Alternatively, [6] , [26] consider two Gaussian mixtures, one per point set, and the rigid transformation is applied to one of these mixtures. This leads to a non-linear optimization problem, hence requiring proper initialization. Moreover, outliers are not explicitly taken into account by these methods.
Multiple point-set registration is often addressed by a sequential pairwise registration strategy [10] , [11] , [19] , in particular when an online solution is required. Whenever an additional set is available, the model shape is updated using either an ICP-like or a probabilistic scheme. Apart from the drawbacks associated with pairwise registration, this incremental mode of operation is subject to error propagation, while it fails to close any existing loop. As for offline applications, several approaches have been proposed, being mostly based on the underlying network, a.k.a. viewgraph, defined by the sets (represented as nodes) and their relative overlap (represented as edges). The majority of these methods initialize the poses via a pairwise registration.
As a first attempt towards registering multiple point sets, [13] proposed a star-shaped network using one of the sets as the central reference frame, so that any pair of views is linked via two edges, that is, by multiplying two matrices. An algorithm loop computes incremental transformations for each non-reference set (against the rest non-reference sets) based on a point-to-plane ICP framewrok [19] . [27] accelerated this algorithm by allowing incremental updates after any single pairwise registration within the loop. [15] starts with pairwise registrations to build the viewgraph, while a global registration phase eliminates inconsistent matches and leads to the model graph whereby poses are provided. All these methods, however, consider in practice one set as reference, thus favouring a non-symmetric solution.
There also exist methods that consider known and fixed correspondences across multiple sets, thus updating only the transformations to balance the global error over the viewgraph [7] , [14] , [16] , [28] [29] [30] . The main principle of these methods is that transformations along a network cycle ideally compose to identity. The cycles may refer to either minor loops between two adjacent views or a larger cycle over the network. 1 Provided an approximate alignment, the goal is to minimize the on-cycle accumulated error from registering pairs of relevant (nearby) views. However, when data are ignored, lower inconsistency between coordinate frames does not necessarily mean better surface registration, in particular when the initialization is not quite accurate. As a consequence, these methods just "spread" any existing bias across the network without any correspondence refinement.
Several state-of-the-art methods are inspired by the motion averaging principle introduced by Govindu [31] . 2 Provided the 1 When a spanning tree is used, an unused edge is added to obtain a cycle. 2 A tutorial on Rotation Averaging is available in [32] viewgraph, [9] suggests a motion averaged ICP algorithm. This algorithm alternates between the correspondence step and a double motion update. Any edge of the network implies an ICP run that updates a relative motion, and the redundancy information from all the relative motions in turn lead to a new global motion (one transformation per set) through the Liealgebraic motion averaging principle. Then, the global motion information is back propagated in order to re-update the relative motions in a globally consistent manner. Again, the main assumption behind averaging is that traversing a cycle on the viewgraph implies no motion. However, point correspondences are also updated here. [33] adopts the same technique but it employs Trimmed-ICP [34] to compute pairwise motions.
Note that an existing closed-loop may need to be pre-defined or pre-detected.
Probabilistic methods have been also proposed in the related literature. As with [6] , [8] represents each point set as a GMM and the non-rigid transformations are applied to cluster centers rather than to raw points. The model parameters are estimated by minimizing the Jensen-Shannon divergence of multiple densities and a probabilistic mean shape is built (as a by-product) from the convex combination of the aligned sets. This method vitally depends on each set's clusters, thus requiring highly and well structured point sets with no outliers. More closely to our method, [35] proposed an EM algorithm that alternates between the reconstruction of the object's mean shape and the registration between the sets and this shape. Despite the same principle, i.e., an emerging mean shape generates the sample sets, [35] considers given correspondences as well as several simplifications. Unlike these approaches, [36] and [37] build on pairwise registrations. The former generalizes [4] to align multiple super-resolved depth images by jointly optimizing many pairwise alignments along with compensating for pixel-dependent systematic bias. The latter extends the objective function of [7] and [29] by considering correspondences as missing data that are inferred along with the pairwise transformations in an EM fashion. Recently, a multi-modal extension of [18] was proposed to integrate color features into the probabilistic models. The color features leat to better initial associations thus making the registration algorithm more robust to strongly varying initial poses [38] . In a large-scale outdoor context, [39] exploits positioning and map data to pre-detect closed-loops while it proposes a multiple point-set extension of [21] to simultaneously refine the intra-loop poses of the range sensor.
We refer the reader to [40] , [41] for a more in-depth review of point registration methods. In addition, the "related work" section of [16] nicely groups multi-view registration techniques, where our method falls into the second class of this grouping.
be N j data points that belong to point-set j and let M be the number of point sets. We denote with V = {V j } M j=1 the union of all these sets. A rigid transformation φ j : R 3 → R 3 , i.e. a rotation matrix and a translation vector, maps v ij from a set-centered frame to a model-centered frame, such that all the points form all the sets are expressed in the same coordinate frame. The objective is to estimate the M data-set-to-model-set transformations under the assumption that the observed points are generated from the same mixture model
where R j ∈ R 3×3 is a rotation matrix and t j ∈ R 3 is a translation vector such that φ j (v ji ) = R j v ji + t j , p k are the mixing coefficients with K+1 k=1 p k = 1, µ k ∈ R 3 and Σ k ∈ R 3×3 are the mean vectors and covariance matrices respectively, and U(h) is the uniform distribution parameterized by the volume h of the 3D convex hull encompassing the data [5] . We now define γ as the ratio between outliers and inliers
This allows to balance the outlier/inlier proportion via a judicious choice of γ. To summarize, the model parameters are
This problem can be solved using an EM algorithm. We define hidden variables
is assigned to the k-th component of the mixture, and we seek to estimate the parameters Θ by maximizing the expected complete-data loglikelihood given the observed data
IV. JOINT MULTIPLE-SET REGISTRATION
Assuming that the observed data V are independent and identically distributed, it is straightforward to write (4) as
where α jik = P (Z ji = k|v ji ; Θ) are the posteriors.
By replacing the standard expressions of the likelihoods [42] and by ignoring constant terms, (5) can be written as an objective function of the form
where | · | denotes the determinant and y 2 A = y A −1 y. The model is farther restricted to isotropic covariances, i.e. Σ k = σ k I 3 , since they lead to efficient closed-form expressions, while non-isotropic covariances lead to a more complex convex optimization problem [5] with no significant gain in accuracy. Because of the presence of rotation matrices, one has to solve the following constrained optimization problem
which may be solved via EM. Notice that the standard Mstep for Gaussian mixtures is replaced with two M steps, one for the standard Gaussian parameters and one for the rigid transformation parameters. We will refer to this algorithm as joint registration of multiple point clouds (JR-MPC) outlined in Algorithm 1. Commonly, such an iterative process leads to a stepwise maximization of the observed-data likelihood as well [43] . At each iteration, we first estimate the transformation parameters, given the current Gaussian mixture parameters, and then we estimate the new mixture parameters, given the new transformation parameters. It is of course possible to adopt a reverse order, in particular when a rough alignment of the point sets is provided. However, we consider no prior information on the rigid transformations, so that the pre-estimation of the registration parameters favors the estimation of the mixture mean vectors, µ k .
A. E-step
To make explicit the formulas for the posterior probabilities (a.k.a. responsibilities), we start with the Bayes rule
By using the expressions of the likelihood and prior terms as well as the decomposition of the marginal distribution,
, the posterior probability of point v ij to be an inlier is
where γ/h(γ + 1) accounts for the outlier term. Therefore, the posterior probability of being an outlier is simply given by α ji K+1 = 1 − K k=1 α jik . As shown in Algorithm 1, the posterior probability at the q-th iteration, α q jik , is computed from (9) using the parameter set Θ q−1 .
B. M-rigid-step
This step estimates the rotations R j and translations t j that maximize f (Θ), given current values for α jik , µ k , Σ k , and p k . Notice that this estimation can be carried out independently for each point set j. By setting the GMM parameters to their current values, we reformulate the problem of estimating the rotations and translations. The rigid transformation parameters that maximize f (Θ), namely R * j , t * j , can be estimated from the following constrained minimization
Algorithm 1 Joint Registration of Multiple Point Clouds (JR-MPC)
Require: Initial parameter set Θ 
K×K is a diagonal matrix with entries λ jkk = (
K is a vector of ones, · F denotes the Frobenius norm, and
, where w jk is the weighted average of the j-th point set assigned to the k-th mixture component
The minimization (10) can be solved in closed-form and is a weighted version of the solution [44] . The optimal rotation matrices are
where U l j and U r j are the left and right matrices respectively, obtained from the singular value decomposition of matrix MΛ j P j Λ j W j , with
is a projection matrix and
Once the optimal rotation matrices are estimated, the optimal translation vectors are easily computed with
Note that each rigid transform φ j aligns the GMM means with K virtual points {w jk } K k=1 (one virtual point per component). Therefore, the proposed method can deal with point sets of different cardinalities and the number of components in the mixture, K, can be chosen independently of these cardinalities. This is an important advantage over pairwise registration methods that assume that the cardinalities of the two point sets must be similar.
C. M-mean-step
Given rigid transformation estimates and posterior probabilities, the GMM means can be easily estimated, namely from ∂f /∂µ k = 0, ∀k ∈ [1 . . . K], which yields
D. M-cov-step
The variances are estimated with ∂f /∂σ k = 0, ∀k ∈ [1 . . . K], which yields ( is a small scalar to avoid singularities)
E. M-prior-step
The priors p k are estimated as follows. From (2) we obtain
. By neglecting the terms in (6) that do not depend on the priors and by using a Lagrange multiplier, the dual objective function becomes
(17) From setting the partial derivatives zero, we obtain
with N = j N j . Note that if γ → 0, which means that there is no uniform component in the mixture, then η → N , which is in agreement with [42] .
F. Complexity
The computational burden of JR-MPC is less than repetitively using the pairwise registration methods of [4] , [5] . This is because the single GMM is learnt once and the number of components is typically chosen to be less than the average set cardinality -a strong advantage when the sets contain many points. Another advantage that further reduces the cost is that the registration module is fully parallelizable, since each set is separately registered against the means. Employing (M − 1) ICP executions is the most efficient solution in terms
Step of both complexity and storage requirements, owing to the deterministic nature of correspondences. However, the multiview version of ICP algorithm of [7] , as well the ICP-based motion averaging schemes of [9] , [33] are quite demanding as they register every pair of overlapping views, thus having strong memory and complexity requirements. Unlike these methods, we employ the registration module only M times. Table I provides the computational cost of JR-MPC per iteration. The leading complexity is O(N K), where N is the total number of points. Since K can be typically chosen as a fraction of N/M , one can claim that one iteration takes approximately linearithmic time in terms of the number of points. What seems to be large with the proposed algorithm is its memory footprint, since one should keep stored the posteriors for any point-component pair. In practice, however, each point is explained by a few components. This clearly suggests the use of very sparse structures, that is, one has to deal with sparse (non-soft) assignments. In addition, this sparseness relaxes the bottleneck of the algorithm and makes the above complexity linear, i.e., O(N ).
G. Discussion
As seen from the above derivation, the virtual points of each set (w jk ) are registered against the GMM means (µ k ). The latter are in practice weighted averages of real points, being each weight (α jik ) the responsibility for the explanation of the corresponding point (v ji ). This implicitly defines an each-vsall approach since the GMM means explain all the sets. As a consequence, we end up with a more symmetric solution without favoring any particular set.
In addition, the proposed model inherently assumes the well known closed-loop constraint. Unlike pairwise registration that need to treat this case separately, it is the model itself here that automatically deals with such a constraint. Even the motion averaging approaches, e.g., [9] , need to define the overlap between the last and the first frame towards a global solution (see Fig. 2 ). This advantage of the proposed algorithm is also experimentally verified in Sec. VII.
Finally, unlike pairwise registration that considers direct point matches, we instead assume indirect matches. In other words, there are no correspondences between points, but rather points explained by common components. Note that the mixture may include component that explain points from a single point-set (e.g., µ 3 contains points only from the third set in Fig. 1 ).
V. INITIALIZATION
We assume no knowledge about the poses of the sensor(s) that capture the scene. However, any prior knowledge, e.g., pre-calibrated network of static cameras or pair-wise registration, could be easily integrated into this initialization phase. We rather assume a sufficient overlap between "neighboring" viewpoints. The percentage of the overlap (a.k.a basin curve) is tested in Sec. VII.
As it is customary in point registration, translations are initialized by centroid differences, i.e., t 0 j =μ −v j , whereμ is the centroid of the cluster centers andv j the centroid of the j−th set. This brings the point-sets around a common origin. If the point-sets suffer from strong artifacts, e.g., flying pixels, the difference of medians can be used instead.
As far as the rotations are concerned, each is initially set to the identity matrix, i.e., R 0 j = I 3 . This is sufficient for nearby viewpoints. While point-sets with no overlap may exist, the proposed algorithm successfully registers the sets as soon as non-overlapping sets are linked via other sets, e.g., two non-overlaping sets may both overlap with a third interposed set. However, registration of a few point-sets with drastically varying poses may require robust pairwise pre-registration (e.g. [22] ) or integrating data from other modalities (e.g., color [38] ).
Any rough alignment of the point-sets allows us to initialize the GMM parameters. While a K-means algorithm can simply initialize both means and variances, we prefer here to subsample a single or more point-sets (when they are roughly aligned) in order to better preserve the surface information within the initial means. A sufficiently large value initializes the variances such that each cluster encapsulates a few inter-set neighbors. 3 As discussed in Sec. VII, we experimentally found that keeping the initial variances fixed for a few iterations allows the means to better initialize themselves and leads to a lower steady state in the learning curve. Finally, when priors are considered, they can be commonly initialized to 1 K+1 . As for the model selection, providing a specific number of component might be misleading. This is because the minimum number K needed for convergence depends on the object shape itself. In other words, objects with very smooth or cylindrical surfaces require more components than objects with strong surface variation. In either case, K can be safely chosen from the range [
], being the average cardinality N/M the common choice owing to the clustering context. Experimentally, we did not observe major differences in registration performance when modifying the number of components.
VI. AN ONLINE VERSION OF JR-MPC ALGORITHM
Apart from the offline processing of multiple point clouds, there is strong interest for online registration, i.e., integrate online any new capture, in particular when the range sensor is moving. As mentioned, this is usually handled by the register-then-integrate approach with the known drawbacks. Global solutions should typically re-solve the problem once a new point-set is provided, or at least solve the problem in a semi-global sense by considering "recent" point-sets. Here, we present an efficient version of JR-MPC that is capable of dealing with new point-sets. Fig. 3 shows the main difference between the sequential model and the generative one. While the former registers the new set with the current integrated set, the generative model updates its parameters such that both old and new sets are explained. We propose an integrate-then-refine approach for the online version of JR-MPC. First, the new point-set is integrated so that the probabilistic model is able to explain it, and the parameters are then refined towards an optimal global explanation. The integration step requires only one iteration, while the refinement requires a few iterations to adjust the model parameters for global consistency. We discuss below the integration step in detail; the refinement step is nothing else than running a few iterations of JR-MPC.
A. Integration step
Let us assume that M − 1 point-sets have been already registered and the M -th set whose cardinality is N M is newly captured. Since this scenario is commonly answered with moving sensors (e.g., [12] ), it is reasonable to initialize the transformation of the new set with the one that explains the generation of the last integrated (M − 1)-th set. A pairwise registration between the current GMM means and the new set may be another option. Once R M and t M are initialized, the posteriors α M ik for the new observations only are computed from (9) . The next step is to solve (10) only for R * M and t * M , i.e., the pose estimation between the current GMM means and the virtual points of the third set.
We then proceed with the update of GMM means and variances owing to the new set's integration. To this end, we provide a very efficient computation that regards only the extra necessary computations. Note that the terms
α M ik have been already computed in (11) for the new set needed for solving R * M and t * M . Update µ k : Provided the new observations, the update formula for µ k is as follows:
Update σ 2 k : In a similar way, one can easily obtain the update formula for the variance:
where ∆µ k = µ k − µ k is the increment of µ k . Note that all the new terms here have been already computed in (21) .
Update p k : We first update the parameter η by
and then, we update the priors as follows:
while p K+1 is again computed according to (19) .
As easily verified, the update of GMM parameters owing to the integration requires only a few operations (multiplications/additions) and its computational cost is meaningless. Recall also that the above registration module of the integration step aligns point-sets of cardinality K, that is, much lower than the one of real point-sets. The latter means that the registration part of our integrate-then-refine approach is inherently more efficient than the respective part of the register-then-integrate approach (Fig. 3) .
B. Refinement step
Once the new set is integrated, a few iterations of the JR-MPC algorithm are adequate to globally refine the model. For a more efficient scheme, one can update only the part of the model which explains point-sets that overlap with the newly integrated set. For instance, such an overlap is easily detected from color data when RGB-D cameras are used.
Remark: We assume here that the model does not grow online. This is a reasonable assumption because K is typically chosen to be less than the average cardinality of the point-sets N/M . One however may prefer to grow the model online and, not only redistribute the means, but also add more components. While this is achievable, it goes beyond the scope of this paper. For such an extension, we refer the reader to other problems that adopt an online incremental solution for GMMs [45] , [46] . We experimentally found here that more components do not lead to more accurate transformation. This is not surprising since, for instance, more points in a planar surface do not aid the alignment. Therefore, such a growing can be seen as a post-processing step in order to get a more dense central model as a by product.
VII. EXPERIMENTS
In this section, we test the proposed algorithm on widely used 3D models as well as on a challenging time-of-flight (TOF) data-set. First we compare the algorithm with pairwise registration methods. This illustrates the behavior of the proposed algorithm in comparison with other algorithms and in particular its robustness to noise and outliers. Second, we compare our algorithm with recently proposed joint-registration algorithms. Starting from an initial registration obtained via pairwise methods, we show that our algorithm yields a very accurate global solution. Finally, we apply the best performing algorithms to challenging TOF images.
A. Synthetic point sets 1) Comparison with pairwise registration algorithms:
We use 3D models from the Stanford 3D scanning repository 4 , i.e., "Bunny", "Lucy" and "Armadillo", and we proceed as follows in order to synthesize multiple point sets from different viewpoints. The model is shifted around the origin, the points are downsampled and then rotated in the xz-plane; points with negative z coordinates are rejected. This way, only a part of the object is viewed in each set, the point sets do not fully overlap, and the extent of the overlap depends on the rotation angle, as in real scenarios. It is important to note that downsampling differs over the sets, such that different points are present in each set as well as different cardinalities (between 1000 and 2000 points) are obtained. We add Gaussian noise to point coordinates based on a predefined signal-to-noise ratio (SNR), and more importantly, we add outliers to each set which are uniformly distributed around five randomly chosen points of the set. A tractable case of registering four point sets (M = 4) is considered here, the angle between the first set and the other sets being 10 o , 20 o and 30 o respectively. We include JR-MPConline in the second part of the experiments where a large number of point-sets is registered.
For comparison, we consider the following baselines that follow the one-vs-all approach: ICP [1] , CPD [4] , ECMPR [5] , GMMReg [6] . In addition, we include a sequential version of ICP (seqICP) and a modification of [7] , abbreviated here as SimReg. Unlike the original version, the latter allows updating the matches at each iteration. Recall that CPD is exactly equivalent to ECMPR when it comes to rigid registration. 5 As showed in [6] , Levenberg-Marquardt ICP [2] performs similarly with GMMReg, while [8] shows that GMMReg is superior to Kernel Correlation [3] . As a consequence, we implicitly assume a variety of baselines. All the competitors employ M − 1 registrations between the first and rest sets, while SimReg considers all the pairs of (overlapping) sets.
As for the figure of merit, we use the root-mean-square error (RMSE) of rotation parameters since translation estimation is not challenging. For all algorithms, we implicitly initialise the translations by transferring the centroids of the point clouds into the same point, while identity matrices initialize the rotations. GMMReg and SimReg are kind of favored in the comparison, since the former benefits from a two-level optimization (the first level initializes the second one) while the latter starts from the point where the pairwise ICP ends. Notice that the proposed method provides a transformation for every point set, while ground rotations are typically expressed in terms of the first set. Hence, the product of estimationŝ R 1Rj is compared with the ground rotation R j , i.e., the error for the j-th set is R 1Rj − R j F . JR-MPC starts from a completely unknown GMM where the initial means µ k are distributed on a sphere that spans the convex hull of the sets. The variances σ k are here initialized with the median distance between µ k and all the points in V. We found that updating priors do not drastically improve the registration, thus we fix the priors equal to 1/(K + 1) and γ = 1/K, while h is chosen to be the volume of a sphere whose radius is 0.5; the latter is not an arbitrary choice since the point coordinates are normalized by the maximum distance between points of the convex hull of V. The number of the components, K, is here equal to 60% of the mean cardinality. We use 100 iterations for all algorithms while GMMReg performs 10 and 100 function evaluations for the first and second optimization levels respectively. However, the current authors' implementation allows to extract the parameters after the latest evaluation. Fig. 4 shows the final log-RMSE, averaged over 100 realisations and all views, as a function of outlier percentage for each 3D model. Apparently, ICP and SimReg are more affected by the presence of outliers owing to one-to-one correspondences. CPD and GMMReg are affected in the sense that the former assigns outliers to any of the GMM components, while the latter may merge outliers into clusters. The proposed method is more robust to outliers and the registration is successful even with densely present outliers. The behavior of the proposed algorithm in terms of the outliers is discussed in detail below and showed on Fig. 6 . To visualize the convergence rate of the algorithms, we show curves for a challenging setting (SN R = 10dB and 20% outliers). Regarding GMMReg, we just plot a line that shows the error in steady state, since the author's implementation allow to extract the final parameters only. There is a performance variation as the model's surface changes. "Lucy" is more asymmetric than "Bunny" and "Armadillo", thus a lower floor is achieved. Unlike the competitors, JR-MPC may show a minor perturbation in the first iterations owing to the joint solution and the random initialization of the means µ k . However, the estimation of each transformation benefits from the proposed joint solution, in particular when the point sets contain outliers, and JR-MPC attains the lowest floor.
It is also important to show the estimation error between sets whose geometric relation is not directly estimated. This also shows how biased each algorithm is. Based on the above experiment (SNR=10db, 20% outliers), Table II reports the average rotation error for the pairs (V 2 , V 3 ) and (V 3 , V 4 ), as well as the standard deviation of these two errors as a measure of bias. All but seqICP do not estimate these individaul mappings alone. The proposed scheme, not only provides the lowest error, but it also offers the most symmetric solution.
A second experiment evaluates the robustness of the algo-Bunny Lucy Armadillo ICP [1] 0 rithms in terms of rotation angle between two point sets, hence the degree of overlap. This also allows us to show how the proposed algorithm deals with the simple case of two point sets. Recall that JR-MPC does not reduce to CPD/ECMPR in the two-set case, but it still computes the poses of the two sets with respect to the "central" GMM. Fig. 5 plots the average RMSE over 50 realizations of "Lucy" and "Armadillo", when the relative rotation angle varies from −90 o to 90 o . As for an acceptable registration error, the proposed scheme achieves the widest and shallowest basin for "Lucy", and competes GMMReg for "Armadillo". Since "Armadillo" consists of smooth and concave surfaces, the performance of the proposed scheme is better with multiple point sets than the two-set case, hence the difference with GMMReg. The wide basin of GMMReg is also due to its sophisticated initialization.
As mentioned, a by-product of the proposed method is the reconstruction of an outlier-free model. In addition, we are able to detect the majority of the outlying points based on the variance of the component they most likely belong to. To show this effect, we use the results of one realization of the first experiment with 30% outliers. Fig. 6 shows in (a) and (b) two out of four point sets, thereby one verifies the distortion of the point sets, as well as how different the sets may be, e.g., the right hand is missing in the first set. The progress of µ k estimation is shown in (d-f) . Apparently, the algorithm starts by reconstructing the scene model (observe the presence of the right hand). Notice the size increment of the hull of the points µ k , during the progress. This is because the posteriors in the first iteration are very low and make the means µ k shrink into a very small cell. While the two point sets are around the points (0, 0, 0) and (40, 40, 40) , we build the scene model around the point (5, 5, 5) . The distribution of the final deviations σ k is shown in (c). We get the same distribution with any model and any outlier percentage, as well as when registering real data. Although one can fit a pdf, e.g., Rayleigh, it is convenient enough here to split the components using the threshold T σ = 2 × median(S), where S = {σ k |k = 1, . . . K}. Accordingly, we build the scene model and we visualize the binary classification of points µ k . Apparently, whenever components attract outliers, even not far from the object surface, they tend to spread their hull by increasing their scale. Based on the above thresholding, we can detect such components and reject points that are assigned with high probability to them, as shown in (g). Despite the introduction of the uniform component that prevents the algorithm from building clusters away from the object surface, locally dense outliers are likely to create components outside the surface. In this example, most of the point sets contain outliers above the shoulders, and the algorithm builds components with outliers only, that are post-detected by their variance. The integrated surface is shown in (h) and (i) when "bad" points are automatically removed. Of course, the surface can be post-processed, e.g., smoothing, for a more accurate representation, but this is beyond of our goal.
We report running times of some baselines in [18] . However, its algorithm is implemented and coded differently and the comparison of the numbers is misleading. Instead, we refer the reader to Sec. IV-F where the complexity of the proposed method is discussed.
2) Comparison with joint registration algorithms:
We here compare our method with the joint registration algorithms of [9] and [33] . 6 Recall that both rely on the motion averaging strategy using the ICP and the trimmed-ICP algorithm, respectively, hence abbreviated as MAICP and MATrICP. According to the literature, MAICP and MATrICP seem to outperform the methods of [7] , [13] , [27] , [28] . The method of [7] is also included here as a baseline that considers fixed matches between the sets, and is referred to as multi-view ICP (MV-ICP). As mentioned above, MV-ICP considers all the pairs of overlapping views. While [8] generalizes GMMReg [6] for multiple point-sets, the authors provide the code for two-set case only.
For consistency reasons, the experimental setup of [9] is adopted, i.e., the point-sets have been roughly pre-aligned using a standard pair-wise ICP scheme. The error metric is the angle (in degrees) obtained from the composition of true and inverse estimation averaged over all point-sets, that is, it should ideally vanish. As with [9] , we use the "Bunny", "Dragon" and "Happy Buddha" models from Stanford scanning repository owing to the availability of the ground truth motions. While "Bunny" is asymmetrically captured from 10 viewpoints, the last two sets contain 15 scans from evenly spaced view angles (every 24 degrees). To get the point-sets, true transformations first apply to the sets and then, we deform each set by a random yet known transformation. Finally, we down-sample the pointsets so that the cardinalities vary from 2K to 5K points. Unlike [9] and [33] , we also evaluate the registration performance, when the point-sets have been further perturbed by noise. We 6 The code was kindly provided by the authors.
(a) (b) Fig. 9 : The GMM means after running (a) JR-MPC and (b) JR-MPC-online algorithms for (top) "Bunny", (middle) "Dragon" and (bottom) "Happy Buddha". Unlike JR-MPC, JR-MPConline leads to non-uniformly distributed mixture components (biased towards the initial sets) since "old" means cannot be freely re-distributed (best viewed on-screen).
deliberately avoid adding outliers since any mis-registration in the initialization step would make the motion averaging methods completely fail.
Both JR-MPC and JR-MPC online consider the same number of components (K 4000) while the initial centers are randomly selected points from roughly aligned sets. For JR-MPC online, when a new set appears, K/M components are rejected and re-initialized with points from the new set. This is to enforce the displacement of some GMM-means towards the new data, as long as model growing is not considered here. Several conditions may apply to this rejection stage. Here, we first reject degenerate clusters (σ 2 = 2 ) (if any) and we randomly select old components to replace. 30 iterations are allowed for each refinement step, while we let the algorithm repeat 50 times to register the two first sets. Note that the current implementations of MV-ICP and MAICP consider the closed-loop known, that is, all the overlapping pairs, while the latter also considers the scan boundaries known and rejects such points for potential matching. Instead, both versions of our algorithm as well as MATrICP make no use of any prior knowledge about the loop and the overlap. Table III shows the registration error of the methods. As expected, MV-ICP fails to provide accurate registration owing to fixed matches. The proposed algorithm along with MATrICP achieve the most accurate registration, while the online version of JR-MPC provides results of sufficient quality. The comparison also validates the argument of [33] that motion averaging benefits from more robust versions of ICP. Fig. 7 shows cross-sections of the reconstructions obtained by the proposed and motion-averaging algorithms (best viewed on-screen). The more "clean" and solid the sketch, the more accurate the alignment. The algorithms achieve to correct the initial sketch of the pair-wise ICP method. A detailed look verifies the superiority of JR-MPC method and the potential of the online version. Note that down-sampling makes short lines intersect in the cross-sections, even when using the ground truth motions. Fig. 8 illustrates the integrated models after the joint registration of the point-sets. A detailed look (better viewed on screen) makes the performance difference evident. For instance, one may observe differences around the ears of Bunny or the small holes in Happy Buddha. Despite its incremental nature, JR-MPC-online achieves comparable reconstructions and closes the loop successfully. However, the components are not distributed in the same way. Fig. 9 shows the distribution of means after running both versions of JR-MPC. Despite the refinement step and the rejection stage, the means seem to remain a little biased towards initial sets, which might be problematic with long data sequences. In such a scenario, one should enforce a constraint so that new components that replace the rejected ones entirely belong to new scene surface. Note that detecting the points that may belong to the new part of the scene/object when the depth sensor is moving is very easy with today hybrid sensors that deliver color and/or IMU data.
Table IV provides quantitative comparison between the methods when the point-sets are further perturbed with noise of SNR=25dB. As seen, the motion averaging methods seem to be more sensitive than the proposed ones. This is mainly because the GMM means get cleaned over time and the registration module in JR-MPC is more robust to noise. As a consequence, even JR-MPC-online outperforms the motion averaging methods. The presence of noise make the illustration of cross-sections and integrated models meaningless.
Remarkably, we experimentally found that fixing the variance for the initial iterations make JR-MPC converge at a lower level. When the sets are roughly aligned, a fixed and reasonable value of the variance (that make each cluster include a few points) leads to better distributed means in terms of the object skeleton, which in turn lead to more accurate transformations. This is because the skeleton carries more informative points than the surface itself. Then, the update of the variance leads to better reconstruction of the object and to "safe" refinements of the rotations. From a mathematical point of view, this strategy helps avoiding local minima in the variance-rotations subspace, hence it is recommended.
B. Real point clouds
In [18] , we tested JR-MPC along with pairwise strategies on EXBI data-set, that contains real depth data captured from a time-of-flight (TOF) camera that is rigidly attached to two color cameras. Once calibrated [47] , [48] , this sensor provides 3D point clouds with associated color information. EXBI dataset consists on ten point clouds gathered by manually moving the sensor in front of a scene, e.g., Fig. 10 . Each point-set contains 25K points. While only depth information is used for the registration, the use of color information helps the final assessment and also shows the potential for fusing RGB-D data.
The comparison in [18] showed that, unlike JR-MPC, all the the pairwise strategies suffer from misalignments and need further processing, e.g., motion averaging. 7 Therefore, we test the performance of MAICP, MATrICP and MVICP on EXBI data-set and compare with JR-MPC. SeqICP is used to roughly initialize the transformations of the point clouds. Fig. 10 shows the front and top view of the integrated sets obtained by seqICP (initialization) as well as by MVICP, MAICP, MATrICP and JR-MPC algorithms. Both versions of the proposed algorithm provide visually similar results. As verified, the motion averaging method cannot fully compensate for the misalignments of the initialization. This is shown even in front views, e.g., on the dummy head area. Again, MATrICP is more robust than MAICP, while MVICP clearly underperforms. The proposed scheme, however, achieves to register the point clouds accurately. Despite the large number of outliers, we are also able to get an outlier-free reconstruction of the scene based on the above thresholding principle. Of particular note, finally, is that JR-MPC obtains these results with only 450 components, a fact that further validates its potential.
Supplemental material: The code that implements the proposed algorithm as well as the TOF data-set are publicly available at https://team.inria.fr/perception/research/jrmpc/ .
VIII. CONCLUSIONS
We presented a probabilistic generative model and its associated algorithm to jointly register multiple point sets. The vast majority of state-of-the-art techniques select one of the sets as the model and attempt to align the other sets onto this model. Instead, the proposed method treats all the point sets on an equal footing: any point is considered as realization of a single GMM and the registration is cast into a clustering problem. We formally derived an expectation-maximization algorithm 7 we also refer the reader to the supplementary material of [18] Raw-data Initialization MV-ICP [7] MAICP [9] that estimates the GMM parameters as well as the rotations and translations between each individual set and the initially unknown GMM means. An online version of the algorithm that efficiently integrates any new (e.g. newly captured) point cloud into the registration pipeline was also derived. We thoroughly validated the proposed method on challenging data-sets, we compared it with several state-of-the-art methods, and we showed its potential for fusing real depth data.
Future research includes i) the use of more efficient representations of generative models, e.g., [49] , ii) the hierarchical version of JR-MPC that allows registering a large number of viewpoints and iii) the incremental version of JR-MPC that allows an online growing model.
