The design of general-purpose dynamic load-balancing tools for parallel applications is more challenging than the design of static partitioning tools. Both algorithmic and software engineering issues arise. We have addressed many of these issues in the design of the Zoltan dynamic load-balancing library. Zoltan has an objectoriented interface that makes it easy to use and provides separation between the application and the load-balancing algorithms. It contains a suite of dynamic load-balancingalgorithms, including both geometric and graph-based algorithms. Its design makes it valuable both as a partitioning tool for a variety of applications and as a research test-bed for new algorithmic development. In this paper, we describe Zoltan's design and demonstrate its use in an unstructured-mesh finite element application.
Dynamic load balancing poses significant algorithmic challenges over static partitioning [10] . Static partitioning algorithms are usually run as pre-processors to applications; thus, they can be run serially with only moderate concern for computation time and memory usage. Dynamic load balancing algorithms, however, run side-by-side with applications; they must be implemented in parallel and use little memory so that the load-balancing algorithms do not hurt the applications' scalability. Dynamic algorithms must also run quickly, as the time to perform load balancing should not exceed an application's time to execute in an unbalanced state. Moreover, dynamic load balancing algorithms take an existing decomposition as input. To establish a new decomposition, data must be moved among processors. This data migration time can be large relative to the cost of actually computing the new decomposition. Thus, algorithms that attempt to minimize data movement are preferred. We say such algorithms are incremental; i.e., small changes in processor work loads produce only small changes in the decomposition.
In the development of dynamic load-balancing tools, several software engineering issues also must be addressed. As preprocessors, static partitioning tools like Chaco[Ill and METIS [12] use a file-based interface; geometry or graph information is read from a file, and the resulting partition is written to a file which is then read by an application. The file-based interface prevents any dependencies between the partitioners and an application's data structures. Because dynamic load-balancing tools run side-by-side with applications, however, they must have function-call interfaces. To be general-purpose tools, they must be able to obtain information from applications while remaining datastructure neutral; i.e., they must not depend upon any particular application's data structures nor restrict the data structures an application may use. Moreover, dynamic load-balancing tools should provide some support for data migration.
Only a few efforts have been made to address these issues in a general manner. The DRAMA project [1, 2, 14 ] created a dynamic load-balancing library specifically for finite element methods. The library includes a collection of load-balancing algorithms and extensive cost models applicable to finite element applications. To provide load-balancing capability to a wider range of applications, we have developed a dynamic load-balancing library called Zoltan [4, 5] . It is designed to be flexible, extensible, and easy-touse. In the following sections, we describe the softwareengineering solutions developed for Zoltan and demonstrate Zoltan's use in an unstructured-mesh finite element application.
Load Balancing Tools
In most applications using dynamic load balancing, the loadbalancing algorithm is implemented directly in the application, with close coupling between the application's and load-balancing algorithm's data structures. This typical approach has two disadvantages. First, it is unlikely that the application developer has incorporated the best algorithm into his application, but he is unable to compare the algorithm with others without taking time to implement many algorithms in his application. Second, the close coupling of data structures limits the algorithm's use to a single application. Developers wanting to use the algorithm in new applications have to re-write the algorithm using the new applications' data structures. Research into and use of dynamic load-balancing algorithms are severely impaired.
To overcome these drawbacks, we have designed an objectoriented, callback-function interface to Zoltan that makes it datastructure neutral and allows it to be used easily by many different applications. The application developer must provide simple functions that return information such as the number of objects (elements, particles, etc.) on a processor, the coordinates and/or connectivity of the objects, and the computational load of the objects. Zoltan then calls these callback functions to get data needed to build the load-balancing data structures.
A typical interaction between an application and the dynamic loadbalancing tools is shown in Figure 1 . For this example, the nodes of a finite element mesh are the objects to be balanced by Zoltan. Within the application, a call to LB_Create allocates memory for pointers to registered functions, an MPI communicator, and loadbalancing data. A pointer to this memory is passed to all other load-balancing functions. The application then selects a loadbalancing method to be used (Recursive Coordinate Bisection [3] , "RCB:' in the example) through a call to LB Set_Method. Several callback functions needed by the RCB algorithm are registered by the application through calls to LB_Set_Fn. These callback functions include application-defined functions to return the number of objects on the processor (return_num_nodes), a list of the objects (returnnode_list), and the coordinates for a given object (return_coords). Zoltan stores pointers to these registered functions in the memory allocated by LB_Create. After some computation in the application, the application calls LB_Balance to compute a new decomposition.
Within LB_Balance, Zoltan follows pointers to the registered callback functions to build the data structures needed for the userspecified algorithm. In this example, RCB was chosen; thus, only a list of objects and their coordinates is needed. An array of data is built, with one entry for each object owned by the processor. The number of objects is determined by following the Get_NumObj pointer to the registered function return_num_nodes. Storage is allocated for the objects, and lists of the objects' identifiers (IDs) are obtained by following the Get_ObJ'_List function pointer to the registered function return_node list. Then, for each object, the object's coordinates are obtained through calls through the Get_Geom function pointer to' the registered function return coords. Once the data structures are built, the loadbalancing library can perform the RCB decomposition and return arrays of information describing" the new decomposition to the application.
This callback function design has a number of advantages. Most applications use the information needed by the callback functions themselves, so the callback functions are generally very easy to implement. Certainly it is easier for an application developer to write the callback functions than to build specific data structures (graphs, octrees, etc.) required by a particular load-balancing algorithm. Changes in a load-balancing algorithm's data structures do not propagate back to applications. Moreover, once the functions are implemented, applications have access to all algorithms in Zoltan; no changes are needed to use new technology in Zoltan.
The callback function interface does add some time and memory overhead to the load-balancing algorithms. A copy of data needed for load balancing is created; however, since only geometric and/or connectivity information (and not solution information) is needed by Zoltan, this copy is, in general, much smaller than the application's data set. Applications often have free memory available as temporary work space; Zoltan can use this memory and free it upon completion of load balancing without limiting the scalability of an application. The callback function protocol also adds some execution time for building the data structures needed by Zoltan. In experiments, however, this overhead is only a small fraction of the time needed to compute a new partition.
Zoltan's interface supports both geometric and graph-based algorithms. Geometric algorithms require callback functions that return object IDs and coordinates for the objects; object weights for weighted partitioning are optional. Graph-based algorithms require callback functions that return object IDs and object edge lists describing the connectivity of objects in the application (e.g, the connectivity of the nodes in a finite element mesh); object and edge weights are optional. Zoltan currently includes the Recursive Coordinate Bisection (RCB) [3] , Recursive Inertial Bisection [23] and Octree Partitioning [6, 9] geometric algorithms. Graph-based algorithms are provided through interfaces to the ParMETIS [13] and Jostle [24] packages which both include global multi-level partitioning and incremental local diffusion and refinement methods. Tree-based partitioning algorithms [15] that specifically support adaptive mesh-refinement and multigrid methods are also included. New algorithms can be added easily by using the callback functions to build the data structures needed by the new algorithms.
The goals of the DRAMA project [1, 2, 14] are similar to Zoltan's. Like Zoltan, DRAMA supports both geometric and graph-based partitioning algorithms and includes interfaces to ParMETIS and Jostle. However, there are some important differences. While Zoltan is designed to be a general-purpose tool for a wide class of applications, DRAMA is designed specifically to support finite-element applications. This specialization enables DRAMA to provide robust cost functions to be used in computing new partitions. These cost functions account for work and communication associated specifically with elements and nodes of a finite element mesh. Zoltan makes no assumptions about applications' data, allowing applications other than finite element methods (e.g., particle methods) to use Zoltan. Because of this generality, however, Zoltan does not provide such a cost function; the application developer must specify appropriate weights for objects and graph edges.
DRAMA's restriction to finite element methods allows it to have a mesh-based interface instead of the callback function interface used in Zoltan. Elemental and nodal information is passed to DRAMA through a number of arrays defined by DRAMA. DRAMA uses these data structures to build graphs based on elemental connectivity, nodal connectivity, or both. The application developer is responsible for either using these arrays as the application data structures or filling the arrays with the appropriate data before calling DRAMA. Because Zoltan is not restricted to finite element methods (or even mesh-based methods), however, it cannot use such a mesh-based interface. Zoltan's callback function interface provides needed generality in passing different types of data to the load-balancing algorithms. While it generates some additional overhead, the overhead is small compared to the cost of computing new decompositions, as demonstrated in the examples below. Application developers are responsible for describing the connectivity of their applications, but Zoltan does not limit their choice of data structures nor require them to understand and build data structures for load balancing. In Zoltan, storage of an additional copy of the input data can be avoided as well, as algorithms can directly query applications for needed data rather than convert mesh input to the appropriate data structures for the load-balancing algorithm•
Data Migration Tools
Data migration is an extremely application-dependent part of establishing new decompositions. It involves gathering objects from the data structures on one processor, sending those objects to a new processor, inserting the objects into the new processor's data structures, and removing the objects from the original processor. In addition, auxiliary data may have to be sent to the new processor to support the objects migrated there. For example, in a finite element application, the "objects" used in load balancing may be finiteelement nodes. But when nodes are migrated to new processors, the elements associated with those nodes must also be sent to the new processors, increasing the dependence of data migration on the application.
A general-purpose load-balancing library like Zoltan cannot perform all the operations required for data migration in all applications. However, it can assist an application with the communication required for data migration. Using the results from the load-balancing algorithm, Zoltan knows where data must be sent to establish the new decomposition and can perform all needed communication using communication tools within the library. The application, then, must specify how to gather data associated with migrating objects and how to insert that data into the new processor's data structures. migration. An example of the interaction between an application and the migration-help tools is shown in Figure 2 . As in Figure 1 , the application in this example is a finite element application. The application registers three additional callback functions: a function that returns the size (in bytes) of the data buffer needed to gather all of one object's data (node_size), a function that packs one object's data into a buffer (pack one_node), and a function that unpacks one object's data and inserts it into the new processor's data structure (unpack_one_node An additional function, LB_Compute_Destinations, is provided to assist with multi-phase migrations. For instance, in an unstructured finite element method where partitioning is performed on nodes as in Figure 1 and Figure 2 , element data for elements containing migrated nodes might also have to be migrated. After using LBJ'Ielp~Migrate to migrate nodes, a processor can know what elements it needs to import to support its newly imported nodes, but it may not know what elements it must export to support nodes it exported to other processors. Using lists of elements to be imported on each processor and the same unstructured communication routines used by LB_Help_Migrate, LB_Compute_Destinations computes the inverse map, i.e., the list of elements that each processor must export. With this inverse map and registered packing and unpacking functions for elements, LB_Help~Migrate can perform the migration of elements; the application developer, again, does not have to implement communication routines for this additional migration.
Zoltan's migration-help tools are separate modules from its dynamic load-balancing tools. Thus, an application does not have to use the migration-help tools even though it uses the dynamic load-balancing tools to compute a new decomposition. If the application has its own migration routines, it can use them in conjunction with Zoltan's load-balancing routines.
The DRAMA project also provides support for data migration.
Because it shares data structures with applications, it can actually perform migration of elemental and nodal mesh data, simplifying the task of correctly building the mesh after data migration. However, the application must still provide communication routines to migrate data associated with the mesh, such as solution values at nodes and elements. Because Zoltan's data structures are completely separate from an application's, it cannot automatically migrate and rebuild data structures for the application. Its data migration tools, however, simplify data migration by performing all communication and mapping needed for migration without requiring application developers to provide additional communication routines.
Summary of Zoltan's Interface
In this section, we describe each of Zoltan's interface and callback functions. We have attempted to keep the number of functions small so that Zoltan will be easy to use in applications. In Table 1 , Zoltan's interface functions are summarized. They may be called by an application to perform operations within Zoltan.
In Table 2 , we describe the callback functions through which applications provide data to Zoltan. An application does not have to provide all callback functions; it may provide only those needed by the particular load-balancing algorithms used. Objects to be load-balanced in the application must have unique global identifiers (IDs). In addition, they may have local IDs such as memory addresses or array indices within local processor memory. The data types for both global and local IDs can be defined by the application. Zoltan stores both global and local IDs for each object. Zoltan uses only the global IDs, but it passes local IDs to the callback functions to Simplify data access for the application.
Example
To examine the overhead cost of Zoltan in a real application, we incorporated Zoltan into MPSalsa, an unstructured-mesh finite element code for simulating chemically reacting flows [21] . The matrix-fill operation for multi-physics simulations in MPSalsa can be highly unbalanced, and the computational costs of each regime cannot necessarily be predicted in advance. For example, in the catalytic partial-oxidation reactor shown in Figure 3 , three different regions are modeled. In the reactor wall (shown as the shaded region of Figure 3 ), only heat transfer is modeled; computation time per node is approximately 0.005 seconds. In the volume of the reactor (the cross-hatched region), the "whole enchilada" --heat transfer, mass transfer, fluid flow, and gas-phase reactions with 22 species --is modeled; computation time per node is approximately 0.07 seconds. On the surface where the catalyst is located (the dark line), the "whole enchilada" and surface reactions are modeled. The surface reactions are very expensive to compute, as a small non-linear solve is performed at each node to compute site deposition fractions. The resulting computation time per surface node is approximately 4.4 seconds. Even though the reacting surface contains less than 2% of the nodes in the entire mesh, the disparate computation times lead to great load imbalance.
The implementation of the callback functions for load balancing (returning object IDs, geometry information and graph connectivity) required fewer than 200 lines of C code in MPSalsa, demonstrating that Zoltan's.interface is clean and easy to use. Manipulation of data structures for data migration required many more lines of code, as different types of entities (nodes, elements and faces) had to be moved. However, no additional communication routines were written in MPSalsa to perform data migration; Zoltan performed all communication for data migration. A separate migration phase was used for each type of entity. In each phase, appropriate packing and unpacking callback functions were registered with Zoltan, and LB_Help_Migrate was called.
The performance of Zoltan in MPSalsa using geometric and graphbased load-balancing algorithms is summarized in Table 3 and  Table 4 , respectively. In both experiments, we ran MPSalsa on 50 processors of the Sandia/Intel Tflops (ASCI Red) computer. We used an initial decomposition generated by a specified algorithm (RCB in Table 3 ; ParMETIS' PartKWay in Table 4 ) without weights on the finite element nodes. We then performed MPSalsa's matrix-fill operation. During the matrix-fill operation, nodal computation times were measured and stored. These nodal computation times were used as weights in Zoltan to compute a new decomposition using the same partitioning algorithm. The overheads involved in computing this new partition, along with the total reduction in matrix-fill time resulting from the new partition, are reported. These experiments are not designed to compare the performance of particular algorithms for this application. Rather, they are meant ordy to demonstrate the overhead involved in using Zoltan with geometric and graph-based load-balancing methods.
In Table 3 , we show the overhead incurred by using Zoltan with the geometric partitioning method RCB. In Table 4 , we show the overhead incurred by using Zoltan with the graph-based partitioning method PartKWay in the ParMETIS library [13] . Again, we ran MPSalsa using an initial decomposition generated without weights on the finite element nodes, and then rebalanced the loads using nodal weights computed in the first 
Interface Function Description LB_Initialize
Initializes MPI if the application has not already done so. LB_Create
Allocates memory for an LB_Struet data structure which stores pointers to registered callback functions, an MPI communicator to be used in the load-balancing algorithms and data structures used by load-balancing algorithms, The address of the LB_Struct is returned to the application and passed to all other Zoltan interface functions. ~LB_Destroy Frees memory associated with an LB_Struct data structure. iLB Set Fn
Registers application-defined callback functions and stores pointers to them in LB Struct. LB_SeLMethod
Indicates which load-balancing algofi~m should be used. ' I LB_Set Param Sets parameters to be used in Zoltan; example parameters include tolerance for imbalance, [ the dimension of object or edge weights to be used, a debugging level, and algorithm-I specific parameters. LB_Balance Calls the load-balancing algorithm in Zoltan; lists of objects to be exported and imported to establish the new decomposition are returned. !LB Free_Data
Frees the lists of export and import data returned by LB_Balanee. [LB_Eval Computes imbalance and edge-cut cost in an existing decomposition.
LB_Compute_Destinations
Given lists of objects to import on each processor, returns lists of objects to be exported on each processor; useful in multi-phase data migration. LB_Help Mi~ate"
Performs data migration using the LB._PACK OBJ_FN and LB_UNPACK_OBJ FN callback functions. matrix-fill operation. As in the previous example, the cost of load balancing and data migration (0.37 seconds) is very small compared to the original matrix-fill time (70.09 seconds). The time to compute the new decomposition was 0.089 seconds. Compared to the experiment with RCB, a larger fraction of the decomposition time was spent building the data structures for the load-balancing method; this difference is due to the more complex data structures needed for graph-based algorithms. Data migration times in this experiment are smaller than in the previous experiment, as fewer nodes were migrated to new processors (2208 nodes migrated in the graph-based method versus 3333 nodes in the geometric method). Neither method explicitly accounts for a node's current location in determining its new location. However, because of the large differences in nodal weights, an explicitly incremental loadbalancing algorithm would probably not have reduced the amount of data migration significantly.
Conclusion and Future Work
We have described many of the problems involved in designing general-purpose dynamic load-balancing tools and demonstrated solutions in the implementation of the Zoltan library. Zoltan's object-oriented interface provides separation between the data structures of applications and load-balancing algorithms, enabling the library to be used by a wide variety of applications. In experiments, we showed that the overhead involved with this approach is small compared to the time required to compute a new decomposition. Zoltan contains a suite of load-balancing methods, including both geometric and graph-based methods. This tool-kit approach has advantages for both application developers and researchers. By providing a number of different types of algorithms, Zoltan allows application developers to experiment easily to find the best methods for their applications. For researchers, Zoltan enables easy incorporation of new algorithms and provides good implementations of standard algorithms to which fair comparisons may be made.
In static partitioning, comparisons of algorithms are performed based on their execution times and quality of partition (measured by the partition's load distribution and communication costs).
Comparisons of dynamic load-balancing algorithms, however, must also account for the data migration costs of a new partition. Using Zoltan, we will investigate the relative importance of partition quality, time to compute new partitions, and data migration costs in a number of applications. For some applications, lower-quality partitions may be acceptable if data migration costs can be minimized. Other applications may perform better with high-quality partitions, regardless of the cost of obtaining them. Zoltan's design enables such comparisons. Since it includes a suite of methods, many different methods can be tried in a single application. And because it is easy to incorporate Zoltan in new applications, load-balancing algorithms' performance can be analyzed in different types of simulations.
Heterogeneous computing architectures create new challenges in dynamic load balancing. Partitioning algorithms must account for widely varying processor powers, themory capacities, and network connections to correctly balance load, prevent memory overflows, and reduce communication over slow-speed network links. Even the use of static partitioners as pre..processors is ineffective in such systems. Instead, a simulation must obtain a set of processors, determine the characteristics of the processors and network, partition based on those characteristics and then execute. Tools and algorithms will be needed to provide this capability. Migration of nodes, dements, and faces. application data in an attempt to create partitions having equal execution times and communicating mostly across fast network links. Karypis, Schloegel and Kumar will incorporate the model into the ParMETIS library [13] which provides graph-partitioning capabilities in Zoltan. We will incorporate the model into other existing algorithms in Zoltan and will use the model in the design of new algorithms specifically for heterogeneous architectures.
