Abstract: This paper delivers an up-to-date literature review dealing with aggregation over time of economic time series, e.g. the transformation of highfrequency data to low frequency data, with a focus on its benefits (the beauty) and its costs (the ugliness). While there are some benefits associated with aggregating data over time, the negative effects are numerous. Aggregation over time is shown to have implications for inferences, public policy and forecasting.
Introduction
Data are at the core of empirical or applied economics and econometrics. Data in this context can be characterized according to their sources (experimental, quasi-experimental or observational), their types (quantitative or qualitative), their configurations (time series, cross-section or panel) or their frequencies (high frequency or low frequency).
This paper delivers an overview of the literature on the effects of aggregation over time, understood as the transformation of high frequency to low frequency data, on a wide range of economic or econometric undertakings. While the topic of temporal aggregation has been around for quite a while, the related full-fledged literature review papers on the topic have been rather scarce 1 and often provide only a partial perspective. The present literature review attempts to fill these gaps. Precisely, the objective of the paper is twofold: (i) to reexamine the beauty (positive *Corresponding author: Nlandu Mamingi, Department of Economics, The University of the West Indies, P.O.Box 64, Cave Hill Campus, Bridgetown BB11000, Barbados, E-mail: nlandu.mamingi@cavehill.uwi.edu effects) of aggregation over time as well as its ugliness (negative effects) and (ii) to point out the findings that need further investigation as well as untreated issues. Methodologically, the paper emphasizes the message rather than the econometric or mathematical derivation of the message, as is appropriate for a survey article. We show that there are only a few positive effects of aggregation over time, while the negative effects are numerous empirical investigations need to consider, among other factors, the role of the data span in the power and size of some unit root/cointegration tests as well as the impact of structural change on test statistics under different types of aggregation over time. We also show that aggregation-over-time-issues have far reaching effects for inferences, public policy and forecasting. For example, the fact that aggregation over time generally alters causality relations between variables and the exogeneity status of variables might blur policy instruments useful to deal with economic issues such as inflation, budget deficits and output growth dynamics.
The paper proceeds as follows. Section 2 introduces the concept of aggregation over time. Section 3 deals with the beauty of aggregation over time. Section 4 focuses on the literature concerned with the ugliness of aggregation over time. Section 5 essentially deals with issues needing further investigation. Section 6 contains concluding remarks.
Aggregation over time
It is often the case that temporally aggregated data are used in public policy evaluations and other empirical studies. This holds true especially for countries with low levels of development. The high costs of collecting frequently and processing (new) data is the major impediment to generating high frequency data. In many situations, researchers and/or policy makers only have aggregated data to work with. "Yet, the agent's time decision interval and the data sampling interval do not necessarily coincide" (MAMINGI, 1992, 95) . For example, the agent's decision interval may be monthly while the sample data interval is quarterly; that is, quarterly observations are used instead of monthly observations. This situation leads to many problematic issues which are due to aggregation over time (MAMINGI, 1992 (MAMINGI, , 2006a .
Before discussing the effects of aggregation over time, it is useful to define the concept itself. Aggregation over time can takes two forms. It can be a shift from continuous time to discrete time. The major contributions to this perspective are PHILLIPS (1956) , SIMS (1971) , BERGSTROM (1984) and PHILLIPS (1991) . Aggregation over time can also be a shift from small discrete time units (high data frequency) to large discrete time units (low data frequency). In this paper, we concentrate on the discrete approach.
Aggregation over time encompasses the following scenarios: temporal aggregation, systematic sampling and mixed aggregation. Temporal aggregation deals with time dimension variables or variables whose values have been either averaged or summed over an interval of time. Examples of these variables, also known as flow variables, include consumption per year, income per year, saving per year, yearly fiscal deficits, investment per year, profits per month and rates of return.
Systematic sampling, "a type of temporal aggregation appropriate for stock variables" (GRANGER, 1990, 26) , deals with variables that are systematically sampled; that is, their values are recorded at particular points in time. Examples of these variables, also called stock variables or variables without time dimension, include money supply, stock of cash, savings, unemployment rate, wealth, labor force, inventory and national debt.
Mixed aggregation arises in the context of relationships between variables. For example, in the framework of a bivariate regression, mixed aggregation arises whenever one variable is temporally aggregated and another one is systematically sampled. Two cases have to be distinguished. In the first case, the explained variable is a flow variable and the explanatory variable a stock variable; here, we refer to this relationship as mixed aggregation of type 1. The second case concerns the stock-flow relationship; here, we refer to the relationship as mixed aggregation of type 2. The stock adjustment model, where inventories and sales are stock and flow variables, respectively, as well as the growth-cum-debt model that treats debt and income as stock and flow variables, respectively, are typical examples of mixed aggregation (MAMINGI, 2006a) .
One problem in this context is a lack of common terminology for the concepts explained above. Often aggregation over time is referred to as temporal aggregation. This may of course lead to confusion as temporal aggregation in the latter sense encompasses temporal aggregation, systematic sampling and mixed aggregation. Other authors use the terms skip sampling or end-of-period sampling for systematic sampling. A harmonization of the terminology would be helpful. In this paper, aggregation over time encompasses temporal aggregation, systematic sampling and mixed aggregation.
The beauty of aggregation over time
There are a few positive effects attributed to aggregation over time, particularly in the context of the mean model.
Beauty and Ugliness of Aggregation over Time
First, aggregation over time does not affect stationarity or non-stationarity 3 of time series. Thus, a time series which is stationary (non stationary) at the disaggregated level remains so at the aggregated level. This property has been directly or indirectly derived among others by TELSER (1967) , AMEMIYA and WU (1972) , TIAO (1972) , BREWER (1973) , TIAO and WEI (1976) , WEI (1981) , HARVEY (1981) , AHSANULLAH and WEI (1984) , WEISS (1984) , STRAM and WEI (1986) , CHRISTIANO and EICHENBAUM (1987) , ROSSANA and SEATER (1995) and PIERSE and SNELL (1995) . Most of these studies resorted to analytical tools, accompanied by Monte Carlo experiments and empirical evidence to draw and back up their conclusions.
Second, temporally aggregated data are less noisy than their disaggregated counterparts (FRIEND and TAUBMAN, 1964; HAITOVSKY, Treyz, and SU, 1974 ; among others).
Third, aggregation over time does not affect cointegratedness of variables. To recall, cointegration of variables refers to the long-run equilibrium between or among non-stationary variables or even among non-stationary and stationary variables. While GRANGER and WEISS (1983) conjectured the property (invariance of cointegratedness of variables under aggregation over time), STOCK (1987) , PHILLIPS (1991) and MAMINGI (2006a) provided the formal proof using either a continuous framework or a discrete context. Not only does cointegration survive aggregation over time but also the cointegrating vector remains unchanged under all types of aggregation. In Appendix A we provide the proof for mixed aggregation, a yet unresolved case (see GRANGER and WEISS, 1983, 264) .
Finally, in variance or conditional heteroscedasticity models there is a property which points to the closeness of weak GARCH processes at the univariate as well as multivariate levels. That is, a weak GARCH model at the disaggregate level remains so at the aggregate level (see DROST and NIJMAN, 1993; HAFNER, 2004) .
Most of the above properties have been confirmed empirically by quite a number of studies. As an example, MARCELLINO (1999) used the term structure of interest rates for Canada for which the disaggregated data are monthly observations on the Canadian 10-year government bond yield (RL) and 90-day deposit Rate (RS). He found that each variable was integrated of order one and uncovered one cointegration vector: RS − β 1 RL + β 2 with β 1 = 1 and β 2 > 0. He then constructed the quarterly and half-yearly systematic sampling counterparts of the monthly observations and likewise the average counterparts. He uncovered the unit root in each aggregate component and also found that cointegration holds for systematic sampling (quarterly and half-yearly) and temporal aggregation (quarterly and half-yearly).
The ugliness of aggregation over time
In comparison to the few positive effects of aggregation over time, there are many negative effects which, however, also depend on the sort of aggregation over time (temporal aggregation, systematic sampling and mixed aggregation). The negative effects, which will be discussed in the following, have been derived analytically and/or by Monte Carlo experiments, corroborated by empirical examples. The negative effects include: lower precision of estimation and prediction (WEI, 1978; ZELLNER and MONTMARQUETTE, 1971) , inability to make short-run forecasts (ZELLNER and MONTMARQUETTE, 1971) , aggregation bias in distributed lag models (BREWER, 1973; ENGLE and LIU, 1972; MORIGUCHI, 1970; MUNDLAK, 1961; TIAO and WEI, 1976; WEI, 1978) , OLS asymptotic biases of estimates of half-lives in purchasing power parity (CHAMBERS, 2005) , alterations of structures of time series (TELSER, 1967, AMEMIYA and WU, 1972; TIAO, 1972 , among others), generation of time series correlation under temporal aggregation (WORKING, 1960) , change in seasonal unit roots (GRANGER and SIKLOS, 1995) , change in measures of persistence of shocks (ROSSANA and SEATER, 1995) , lower power of tests (see, for example, TELES and WEI, 2000; ZELLNER and MONTMARQUETTE, 1971) , alterations of power of residual based tests for cointegration (MAMINGI, 1992 (MAMINGI, , 2005b , distortions of empirical sizes 4 of residual based tests for cointegration 5 (MAMINGI, 1992 (MAMINGI, , 1993 (MAMINGI, , 2006b , distortions of causality relationships in multiple time series models (GEWEKE, 1978; SIMS, 1971; WEI,1982) , vector autoregressive models (see, among others, BREINTUNG and SWANSON, 2002; CHRISTIANO and EICHENBAUM, 1987; MARCET, 1987) and error correction models (GULASEKARAN and ABEYSINGHE, 2003; MAMINGI, 1992 MAMINGI, , 1996 MAMINGI, , 2006a , modification of exogeneity patterns (CAMPOS, ERICSSON, and HENDRY, 1990; HENDRY, 1992; MARCELLINO, 1999) , alterations of impulse response functions (SWANSON and GRANGER, 1997; MARCELLINO, 1999) , change in trend-cycle decomposition (LIPPI and REICHLIN, 1991; MARCELLINO, 1999) , change in nonlinearity patterns (GRANGER and LEE, 1999; TELES and WEI, 2000) , change in quality of forecasts (LÜTKEPOHL, 1987) and alterations of semi strong and strong GARCH processes (DROST and NIJMAN, 1993; HAFNER, 2004) . For issues in aggregated GARCH models, it is worth consulting SILVERSTRINI and VEREDAS (2008). While we refrain here from discussing all mentioned issues in length, we at least comment on a few problems of great importance.
Aggregation over time and time series structure
The general format of a time series is an ARIMA(p,d,q) process where p is the autoregressive order, d represents the order of integration and q stands for the moving average order. Although aggregation over time does not change the status of stationarity/non-stationarity of time series variables, it generally leads to an alteration of time series structures. That is, the structure of a given series can be transformed into another structure with aggregation over time. For example, an autoregressive process of order one, AR (1), in a disaggregated model theoretically changes into an ARMA(1,1) process if temporally aggregated. By the same token, a random walk process generally becomes an integrated moving average process of order one, IMA(1,1), under temporal aggregation but remains to be a random walk process under systematic sampling (AMEMIYA and WU, 1972; TELSER, 1967; TIAO, 1972, among others) . The limiting result of an ARIMA(p,d,q) process and an IMA(d,q) process is an IMA(d,l) process with l ≤ d − 1 under systematic sampling (see WEI, 1978a) and an IMA(d,d) process under temporal aggregation (STRAM and WEI, 1986) . ROSSANA and SEATER (1995) noted that the latter limiting process can become an IMA(d,d-1) process if the increase of standard error is bigger than the increase of the autocorrelation estimated coefficients. Under systematic sampling, when d = 0, the limiting model of a stationary process becomes a white noise. The authors utilized a series of US economic variables obtained from Citibase to show how their structures change using three sets of frequencies: monthly, quarterly and annual. For example, the durable consumption follows an ARI(4,1) process at monthly frequency, a random walk process at quarterly and annual frequencies. Here, an IMA(1,1) process competed with a random walk process and only lost ground on the basis of the Schwarz criterion.
Unemployment follows an ARI(24,1) process at monthly frequency, an ARIMA(4,1,4) process at quarterly frequency and a random walk process at annual frequency. For the latter frequency, an IMA(1,1) process was also acceptable but not preferable. Consumer price index follows an ARI(24,1) process at monthly frequency, an ARIMA(4,1,4) process at quarterly frequency and an IMA(1,1) process at annual frequency. For the latter frequency, a random walk process was acceptable but not preferred.
It is worth noting that while the theoretical results are to a greater extent not disputable, the empirical results are a different story as the Box-Jenkins procedure teaches us. Indeed, it is known, for example, the empirical correlogram does not often correspond exactly to the theoretical correlogram due to a certain number of reasons (common roots, etc.). Thus, caution should be exercised when dealing with the structure of either temporally aggregated or systematically sampled data. In addition, the change of structure of time series might possibly, in quite a number of situations, lead to the change of the power of some tests as well as the distortion of the empirical sizes of some statistical tests.
Alteration of power of tests
In general, aggregation over time brings about a decrease in the power of tests (see for example, ZELLNER and MONTMARQUETTE, 1971) . Note that we care about the power of tests because a test with good power enables us to reject the null hypothesis when it is appropriate. The issue of decreasing power of tests statistics under aggregation over time has been documented in the context of cointegration. In this context, at least four questions can be asked (see MAMINGI, 2005b) : (a) Do (residual) tests for cointegration preserve their power ranking under aggregation over time? (b) How do different (residual) based tests for cointegration compare in terms of their powers across the different types of aggregation over time? (c) Does the degree of integration affect the power of (residual) based tests for cointegration under aggregation over time? (d) How does the data span affect the power of (residual) based tests for cointegration?
It should be noticed that the word "residual" was set in parentheses to highlight that the analysis can be generalized by concentrating on the power of tests for cointegration in general. That said, a look at the literature reveals that while the first three questions have been systematically examined, this is not the case for the last question. Following the pioneering work of SHILLER and PERRON (1985) as well as PERRON (1987 PERRON ( , 1989 ) in unit root context, HAKKIO and RUSH (1991) , MAMINGI (1992 MAMINGI ( , 2005b ), HOOKER (1993) , LAHIRI and MAMINGI (1995) , PIERSE and SNELL (1995) , OTERO and SMITH (2000) and HAUG (2002) examined the impact of the data span on the power of tests for cointegration. However, with the exception of MAMINGI (1992 MAMINGI ( , 2005b no study has examined explicitly the issue in the context of the three scenarios of aggregation over time.
The findings with respect to the four earlier mentioned questions are the following (see especially MAMINGI, 2005b): (a) Tests for cointegration do preserve their power ranking, that is, tests that are more powerful than others in the disaggregated model remain so under the aggregated models. (b) Under local alternatives, the power of tests for cointegration can vary substantially across types of aggregation. (c) The power of residual-based tests for cointegration is affected by the degree of cointegration. The higher the degree of cointegration, the higher the power of the test. (d) The data span does affect the power of test statistics through two channels.
First, with the same number of observations, the larger the data span, the higher the power. Second, a large data span with a small sample size yields, in general, higher power than a small data span with a large sample size, at least under local alternatives. Nevertheless, the second channel is less present in mixed aggregation as well as with some forms of the ADF test statistic. The power of the ADF test can substantially increase with a large data span.
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To illustrate the importance of the data span in the context of residual-based tests for cointegration, PIERSE and SNELL (1995) use the relationship between real non-durable consumption and real net wealth for UK data for different data spans. The residual-based cointegration tests of interest are: the CRDW (cointegration Durbin Watson), the ADF (augmented Dickey-Fuller) and the Z t (Phillips-Ouliaris) test. Table 1 indicates that while for quarterly data (1966) (1967) (1968) (1969) (1970) (1971) (1972) (1973) (1974) (1975) (1976) (1977) (1978) (1979) (1980) (1981) and annual data (1966) (1967) (1968) (1969) (1970) (1971) (1972) (1973) (1974) (1975) (1976) (1977) (1978) (1979) (1980) (1981) the lack of cointegration is not rejected by the ADF and Z t tests, the null hypothesis is convincingly rejected with annual data covering 1957 to 1981. This illustrates that boosting the data span increases the power of tests for cointegration.
In the context of issue (d), OTERO and SMITH (2000) studied the effects of increasing the frequency of observations and the data span on the Johansen cointegration tests. They found that the power of the tests depend more on the total sample length than the number of observations. To illustrate this theoretical finding, they examined the relationship between long-term and short-term interest rates for the US. More precisely, they considered monthly values of the 3-month treasury-bill-rate in the secondary market (R3) and long-term US government securities (RL) over the 1959-1998 period. They then derived the quarterly and annual versions of the two interest rates by averaging and skipsampling observations and tested for unit roots using the ADF and PP tests. The series exhibit a unit root at all frequencies. Table 2 presents the cointegration results using the two versions of the Johansen test (maximum eigen-value LR test and LR trace test). The VAR order is chosen by the Schwarz criterion and the constant term is included in the cointegration vector. Irrespective of the frequency of observations, the presence of one cointegration vector is acknowledged with the two longest sample periods (1959-1998 and 1969-1998) . There is no evidence of the presence of cointegration between the two types of interest rates when the two shortest data samples are used (1989-1998 and 1979-1998) , regardless of the type of data. Similar results are obtained when using systematically sampled observations, though cointegration only appears with annual frequency. This example illustrates the role of the data span in boosting the power of tests for cointegration.
When examining the factors that affect the accuracy of estimation (and, to a larger extent, the power of tests), we can easily understand why the data span is important. As it is well known (see e. g. KOOP, 2000 or MAMINGI, 2005a , the accuracy of estimation is affected in the first instance by the sample size, meaning that a regression with less observations is less reliable than a regression with a larger number of data. Similarly, the quality of the information content matters. In general, the data span captures the quality of information content. That is, the larger the data span, the better the quality of the information content in principle. In terms of our topic this means that a large data span helps boost the power of tests.
Summing up, the data span, the degree of cointegration, the sample size and the type of aggregation are important determinants of the power of tests for cointegration.
Distortion of the empirical size of residual-based tests for cointegration under aggregation over time
Most of the known tests are subject to empirical size distortions under aggregation over time. As far as cointegration tests are concerned, it is known at least for residual-based tests for cointegration that these distortions largely occur under temporal aggregation and mixed aggregation. Systematic sampling and the ADF test in general do not cause size distortions. Table 3 below, which concentrates on residual-based tests for cointegration, illustrates this finding. The results are based on the data generating process presented in Appendix B. As it is shown in the table, the size distortions of the test statistics of interest can reach alarming proportions in the context of temporal aggregation and mixed aggregation, at least within the realm of the data generation process used here. For example, at the 0.05 level of significance, the DF test has an empirical size of 0.006 for a sample size of 50 observations under temporal aggregation and of 0.585 under mixed aggregation. On the contrary, it is 0.052 for systematic sampling and also undistorted for the appropriate ADF test. This peculiar result about systematic sampling is due to the fact in theory, systematic sampling tends to preserve the time series structure more than temporal aggregation or mixed aggregation. Thus, as seen above a random walk process systematically sampled remains a random walk. This means that the empirical size remains unchanged. Also, the ADF test largely confirms its good behavior size wise such as pointed out in the literature. 
Beauty and Ugliness of Aggregation over Time
Overall, the size distortion of residual-based tests for cointegration largely depends on the type of aggregation over time with systematic sampling behaving well and the type of test used, with the ADF test being the most stable one. Especially the size distortion of the Johansen tests for cointegration turns out to be large.
At least two pathways are available to deal with the described size distortions. First, one might simply use the ADF test which has been proven to be well behaved in terms of size distortion. Second, since the issue of size distortion is due to the use of incorrect critical values, generating the correct critical values for a given test is recommended (see MAMINGI, 1992).
Aggregation over time, error correction models and granger causality distortion
The issue of Granger causality behavior is especially important in the context of public policy because here it is often important to detect the correct causality direction between variables. How aggregation over time affects Granger causality is therefore one of the major concerns of this subsection. MAMINGI (1992 MAMINGI ( , 1996 MAMINGI ( , 2006a ) studied the impact of aggregation over time on the form of error correction models as well as the causal relationship between variables. Among others, he attempted to answer the following two key questions: i. Does aggregation over time alter the form of error correction models? ii. Does aggregation over time alter the Granger-causality-relationship between cointegrated variables?
Using Monte Carlo experiments and analytical tools, MAMINGI (1992 MAMINGI ( , 1996 MAMINGI ( , 2006a ) uncovered the following results: (i) as expected, the form of ECMs is often altered under aggregation over time; (ii) there are in general Granger causality distortions under aggregation over time, which depend on the type of aggregation over time, the data span, the sample size and the degree of cointegration. Particularly, the lower the degree of cointegration, the higher the likelihood of distortion (change in causal relationships or ECM form) as well as the higher the level of distortion in the stock-flow relationship (mixed aggregation of type 2) compared to the case of flow-stock relationship. The latter result needs to be analyzed further since economically, the stock-flow relationship is more pervasive than the flow-stock relationship.
Surprisingly, systematic sampling brings about far less Granger causality distortions than the other types of aggregation over time. Thus, there is more concordance of results of Granger causality for systematic sampling for variables which are stationary (SIMS, 1971; CUNNINGHAM and VILASUSO, 1997, for example) as well as variables which are non-stationary but cointegrated. GULASEKARAN (2004) as well as ABEYSIINGHE and GULASEKARAN (2004) showed that while systematic sampling preserves Granger causality with stationary variables, this is not the case with nonstationary variables for which spurious Granger causality (bi-directional causality instead of unidirectional causality) occurs. This issue needs further investigation. In any case, GULASEKARAN and ABEYSINGHE (2003, 2008 ) devised a sign rule to remedy the distortion of the sign of the adjustment coefficient of an error correction model. By doing so, they claim to uncover the true causal relationship between cointegrated variables.
Exogeneity
Exogeneity, which is an important issue in the design of policies, is generally influenced by aggregation over time. This is the case for strict and strong exogeneity. In fact, the Lucas critique may be spuriously validated under aggregation over time. MARCELLINO (1999) delivers a good example for exogenity alteration and other topics discussed earlier. As mentioned earlier, MARCELLINO (1999) uses the term structure of interest rates to illustrate some of the disadvantages of temporal aggregation. The disaggregated data are monthly observations on the Canadian 10-year government bond yield (RL) and the 90-day deposit rate (RS). The model is a VAR(g) with the vector containing two variables with g lags determined by a recursive F test of significance. The author then studies the effects of different temporal aggregation schemes on exogeneity, Granger non-causality, the presence of common trends, and common cycles, having approximated the aggregated process by a VAR model. According to the results (see MARCELLINO (1999) , Table  4 ) at the disaggregate level, there is one cointegration relationship with the following vector RS − β 1 RL + β 2 with β 1 = 1 and β 2 > 0. RL is weakly exogenous for the parameter of the cointegration vector. Since the lack of significance of the lags of ΔRSwith Δ as the first difference operator is rejected in the error correction model for ΔRL, RL is not a strongly exogenous variable. The presence of common cycles among the two interest rates is rejected, as well as that of nonsynchroneous common cycles NSCC. In the next step quarterly aggregated variables are constructed using point-in-time scenario (QP) and average (QA) from the corresponding disaggregated form (monthly). The cointegration scheme is uncovered with the same cointegration vector, weak exogeneity of RL is still valid. However, because the lags of ΔRS in the error correction model for ΔRL are insignificant, RL is not Granger-caused by RS, and RL is known to be strongly exogenous for the long-run parameters. Moreover, some non-synchronous common cycles are detected now. For half yearly data, there is still one cointegration vector. RL is no longer weakly exogenous for the long-run coefficients. As implication, RL is no longer strongly exogenous. The number of cofeature 7 vectors does not decrease.
Aggregation over time and forecasts
Another issue of interest is whether temporally aggregated data has an impact on forecast accuracy. The answer to the question depends on the scenario to be studied. In a first scenario, under the assumption of availability of only temporally aggregated data, it is well documented that while the use of temporally aggregated data generally yields acceptable long-run forecasts, it is not often the case for short-run forecasts. ZELLNER and MONTMARQUETTE (1971) , for example, underline the impossibility of making meaningful short-run forecasts with temporally aggregated data. By smoothing series, temporally aggregated data deliver better long-run forecasts as they concentrate on the long-run trend. The second scenario is characterized by the presence of multiple time series data, temporally aggregated at different levels. Here, combining different forecasts derived from these data yields superior forecasts. The burgeoning literature on multiple aggregation prediction (algorithm), MAPA, and mixed data sampling or MIDAS, is at the forefront of forecasting and modeling multiple time series with different frequencies. ATHANASOPOULOS et al. (2015) , TRAPERO (2014), and are respectable representatives of MAPA. GUAY and MAURIN (2015) , BANGWAYO-SKEETE and SKEETE (2015) , MILLER (2014), GHYSELS, SANTA-CLARA, and VALKANOV (2004) , MILLER (2003) and their precursors ZELLNER and MONTMARQUETTE (1971) , HSIAO (1979) and PALM and NIJMAN (1982) are representatives of MIDAS.
Agenda for further research
Among the few issues or findings for which there is no firm consensus among researchers, two are particularly important and require further investigation. First, there is the role of data span and sample size in the power and size of tests for cointegration under aggregation over time, particularly questioned by Giles in his blog (GILES, Blogspot, Monday, May 26, 2014) . Based on PIERSE and SNELL (1995, 336) he argues that asymptotically or even in finite samples, "temporally aggregating or selective sampling has no consequence of size distortion or loss of power for the ADF, Phillips-Perron test, or HALL'S (1994) IV based unit root test". As seen above, quite a number of authors have a view different from GILES'. Second, the role of structural breaks in the unit root/ cointegration setting with data with diverse degrees of aggregation over time needs to be explored. The key question is how the power and the size of tests of unit roots/cointegration under aggregation over time are affected by the presence of structural breaks. Moreover, although the variance model was only a footnote here for reasons of choice and space, it would be interesting to study how EGARCH processes behave under aggregation over time.
Concluding remarks
This paper dealt with the advantages and problems surrounding data aggregated over time. There are a number of recommendations that can be made concerning the issues discussed in this survey. Ideally, above all, it is advisable to use the data frequency that corresponds to the agent's decision interval. Since this solution is not always possible, particularly for many developing countries given the high cost of collecting information, at least three recommendations can be made. First, there is a need to use in some situations rules that may reestablish the true properties of the time series or relationships. Thus, the promising research by GULASEKARAN and ABEYSINGHE (2003, 2008) on designing a rule that can "enable" to uncover the "true" relationship in the lower frequency data is, for example, a way forward to solving Granger causality distortions due to temporally aggregated data. Second, in some situations there is the possibility to temporally disaggregate data following some appropriate scheme (Chow-Lin, Fernandez, Litterman, Denton-Cholette, Denton, Lisman-Sandee, etc., see SAX and STEINER, 2013) . However, these methods also have their problems because of the lack of knowledge about the data generating process. Third, under certain circumstances there is the possibility to recur to the innovative path which attempts to exploit appropriate techniques that allow the use of both aggregate and disaggregate data at the same time. The bourgeoning literature on MIDAS (mixed data sampling) can provide some insights on solving data configuration issues, at least in the multivariate context. Summing up, the overall lesson to be learned directly or indirectly from this paper is that in any empirical econometric undertaking it is imperative to understand the issues surrounding the data in use. Failure to examine properly data issues or properties may lead to wrong inferences or possibly wrong public policy prescriptions.
where T is the time index of aggregated variables. Equation (6) can be rewritten as follows:
ðMðLÞ SðLÞÞ y kT − β x kT = ðMðLÞ SðLÞÞ u kT u kT
Expanding Equation (7) 
Part (a) At the outset, we develop the right-hand side of Equation (9) to prove Part (a) of the proposition. Rewriting the right-hand side of Equation (9) and using Equations (4) and (5) 
Inserting Equation (2) into Equation (10) 
The left-hand side of Equation (13) is simply U T − ρ k U T − 1 , where U T consists of temporally aggregated and systematically sampled parts, SðLÞ u kT and u kT , respectively. MAMINGI (2005b) has shown that MðLÞ e kT is an MA(1) process and SðLÞ e kT is a white noise series. It is known that the sum of an MA(1) process and a white noise process is an MA(1) process (see, for example, GRANGER and MORRIS, 1976) . Hence, the mixed aggregated counterpart of u t , that is, U T , follows an ARMA(1,1) process. It means that the error remains stationary (I(0)). Thus, cointegration continues to hold with this type of aggregation over time. Q.E.D.
Part (b)
Using the left-hand side of Equation (9) as well as Equations (4) and (5) 
where SðLÞy kT = Y T is the temporally aggregated counterpart of y t and x kT = X T is the systematically sampled counterpart of x t . Dividing Equation (14) by ð1 − ρ k L k Þ yields SðLÞ y kT = β x kT + U T
or
where U T = SðLÞu kT + u kT is an ARMA(1,1) process as shown in Part (a). Cointegration is thus preserved with the same cointegrating vector ð1 − βÞ. QED The proof also holds if the roles of the variables are interchanged. An alternative proof can be found in STOCK (1987). Table 3 (see Mamingi, 2006b) The data generation process (DGP) due to ENGLE and GRANGER (1987) is of interest mainly for reasons of comparability with numerous studies that used it. It is defined as follows: y t + ax t = w 1t , w 1t = w 1t − 1 + ε 1t y t + βx t = w 2t, w 2t = ρw 2t − 1 + e 2t (17) where y t and x t are the variables of interest and the w's are the error terms, the ε′s are iid(0,1) and ρ j j < 1.
B DGP for
The reduced form of system (17) shows that y t and x t are individually integrated of order one:
As in ENGLE and GRANGER (1987) , α = 1and β = 2. Under the alternative hypothesis of cointegration, the coefficient of autocorrelation ρ in Equation (17) is ρ j j < 1. The disaggregated model is of the following type: y t = c + ax t + u t t = 1, 2, Á Á Á , N
where the two variables of interest are those from Equation (18), and t = 1,2,3, …, N. Note that while under the null hypothesis of no cointegration u t ≡ w 1t , under the alternative hypothesis of cointegration u t ≡ w 2t . Thus, under H 0 , u t follows a random walk process and under H 1 , it follows an AR(1) process The aggregated model, analogous to Equation (19), is:
where T = k t is the time index in aggregated models, k is the sampling interval or order of aggregation and capital letters stand for aggregated variables (see the text for details of types of aggregation over time). For implementation, see MAMINGI (2006b).
