This article introduces the degenerate special Lagrangian equation (DSL) and develops the basic analytic tools to construct and study its solutions. The DSL governs geodesics in the space of positive graph Lagrangians in C n . Existence of geodesics in the space of positive Lagrangians is an important step in a program for proving existence and uniqueness of special Lagrangians. Moreover, it would imply certain cases of the strong Arnold conjecture from Hamiltonian dynamics.
Introduction

The DSL
Let D ⊂ R n be a bounded domain with smooth boundary ∂D and let
The coordinate on (0, 1) is called t and the coordinates on D are called x. Denote by I n the diagonal (n+1)×(n+1) matrix with diagonal entries (0, 1, . . . , 1). We say a function u ∈ C 2 (D) satisfies the degenerate special Lagrangian (DSL) equation of phase θ ∈ (−π 
The goal of this article is to study the Dirichlet problem for the DSL equation. We prove that the DSL is degenerate elliptic. More generally, the relationship between the DSL and the special Lagrangian equation, introduced in the classical work of HarveyLawson [11] , is analogous to the relationship between the homogeneous and inhomogeneous Monge-Ampère equations. Thus, it is natural from the analytic point of view to study the DSL and the equation has a rich structure. Yet the precise formulations and proofs of many properties of the DSL are surprisingly complex in comparison with their Monge-Ampère analogues.
From the geometric point of view, the DSL governs geodesics in the space of positive Lagrangians. Such geodesics play a crucial rôle in the program of the second author [25, 26] concerning existence and uniqueness of special Lagrangians in Calabi-Yau manifolds, the geometry of the space of positive Lagrangians, and stability conditions for Lagrangian submanifolds in the context of mirror symmetry. Another geometric motivation for this work is the observation of Lemma 2.1 that whenever a pair of positive Lagrangians is connected by a sufficiently regular geodesic, the number of intersection points is bounded below by the number of critical points of a function on one of them. Thus, this article can be viewed as a first step in a new approach to the strong Arnold conjecture [2] . Lemma 2.1 applies equally to tranverse and non-transverse Lagrangians. We refer the reader to Section 2.3 for a more in depth discussion.
Previous work of the second author and Yuval [27] constructed geodesics in the space of positive Lagrangians in Milnor fibers using O(n) symmetry to reduce the problem to a Hamiltonian flow ODE. The present work constructs geodesics of positive Lagrangians in C n in the absence of any symmetry assumptions using the theory of fully non-linear degenerate elliptic PDE. Unlike in the case of the non-degenerate special Lagrangian equation studied by Harvey-Lawson [11, Corollary 2.14], we cannot use the implicit function theorem to construct many solutions for the DSL because the symbol is degenerate.
Results
We now give an overview of our main results mostly avoiding technical background. The reader is referred to later sections for sharper statements.
An understanding of the DSL starts with establishing a notion of subsolutions for the DSL. With an eye toward Harvey-Lawson's Dirichlet duality theory [12] , we are led to construct a subequation for the DSL. A subequation, known also as a Dirichlet set [12] , is a proper closed subset F of the set of symmetric matrices Sym 2 (R m ) that satisfies
where P ⊂ Sym 2 (R m ) is the set of nonnegative matrices. Such a set F is a subequation for a PDE of the form f (∇ 2 u(x)) = 0 for functions u ∈ C 2 (U ), U ⊂ R m , if C 2 (U ) solutions of the equation satisfy ∇ 2 u(x) ∈ ∂F for each x ∈ U . A subequation F gives rise to a natural notion of subsolution. Namely, u ∈ C 2 (U ) is a subsolution if ∇ 2 u(x) ∈ F for all x ∈ U. Moreover, F gives rise to a weak version of the Dirichlet problem for each domain U ⊂ R m . Harvey-Lawson show existence and uniqueness of continuous solutions to the F -Dirichlet problem under certain assumptions on the boundary of U. If the solution is in C 2 (U ), it must be a solution in the classical sense.
To obtain a subequation for the DSL, we associate to each u ∈ C 2 (D) the circle valued function Θ u (t, x) = Θ(∇ 2 u(t, x)) = arg det(I n + √ −1∇ 2 u(t, x)) ∈ S 1 , defined where det(I n + √ −1∇ 2 u(t, x)) = 0. We call Θ the space-time Lagrangian angle by analogy with the Lagrangian angle of Harvey-Lawson [11] . If u solves the DSL of phase θ, then Θ u ≡ θ. First, we promote this equality of angles to an equality of real numbers. Then, the subequation and its corresponding notion of subsolution are obtained by weakening the equality to an inequality using the order of R. Indeed, let S ⊂ Sym 2 (R n+1 ) be the set of matrices such that the first column and row vanish identically. For B a complex matrix, denote by spec(B) the set of its eigenvalues, and for λ ∈ spec(B) denote by m(λ) its multiplicity as a root of the characteristic polynomial. Consider the branch of arg with values in (−π, π]. For A ∈ Sym 2 (R n+1 ) \ S, define
m(λ) arg(λ).
So, arg det(I n + √ −1A) = Θ(A) mod 2π.
Theorem 1.1. The function Θ is well-defined and differentiable on Sym 2 (R n+1 ) \ S. Denote by Θ the minimal upper semi-continuous extension of Θ to Sym 2 (R n+1 ). Then, for each c ∈ (−(n + 1)π/2, (n + 1)π/2) such that c ≡ θ mod 2π, the set
is a subequation for the DSL of phase θ.
This result is contained in Theorems 3.1 and 5.1 and Corollary 5.6 below. The different choices of c for a given θ correspond to the branches of the DSL. An interesting feature of the DSL, not seen in Monge-Ampère, is the locus where det(I n + √ −1∇ 2 u(t, x)) = 0 and thus Θ u is not defined. We show this is precisely the critical locus of ∂ t u or, equivalently, the locus where ∇ 2 u ∈ S. The spacetime Lagrangian angle Θ and its lift Θ cannot be extended continuously over this locus. So, we are forced to consider instead the minimal upper semicontinuous extension Θ. It is a beautiful feature of the DSL equation and Harvey-Lawson's theory that Θ nonetheless gives rise to a subequation. Other subequations we are aware of arise as superlevel sets of continuous functions.
Harvey-Lawson prove the existence of continuous solutions to the Dirichlet problem for general subequations on domains with smooth boundary that is "strictly convex" in an appropriate sense. However, our domain D = (0, 1) × D has corners and is not "strictly convex." In Theorem 7.8, we extend Harvey-Lawson's results to a class of domains including D. Possible applications go beyond the DSL. For instance, Theorem 7.8 allows one to show that the homogeneous real/complex Monge-Ampère equation on certain product domains has continuous solutions in all branches. Previously, the only solutions known to exist were in the convex/psh or concave/plurisuperharmonic branches.
Building on the general existence result of Theorem 7.8, we prove the existence and uniqueness of solutions for all branches of the F c -Dirichlet problem and hence for the endpoint problem for geodesics. A special case of our result is the following theorem. Theorem 1.2. Let D ⊂ R n be a bounded strictly convex domain. For i = 0, 1, let ϕ i ∈ C 2 (D) satisfy tr tan −1 (∇ 2 ϕ i ) ∈ (c − π/2, c + π/2).
There exists a unique solution u ∈ C 0 (D) for the F c -Dirichlet problem with u| {i}×D = ϕ i and u| [0, 1] ×∂D affine in t. Moreover, u is Lipschitz in t on D. If |c| ∈ [nπ/2, (n + 1)π/2), then u ∈ C 0,1 (D).
Condition (4) is equivalent to the geometric condition that the graph of ∇ϕ i is a positive Lagrangian. For more detailed statements, we refer to Theorem 8.1 and Lemma 9.5. Remark 8.2 explains how to deduce Theorem 1.2 from Theorem 8.1.
The last statement in Theorem 1.2 establishes further regularity for solutions in the outermost branches. The subequations F c with |c| ∈ [nπ/2, (n + 1)π/2) are the analogues of the convex/concave and plurisubharmonic/plurisuperharmonc branches in the study of the real and complex Monge-Ampère equations. For Monge-Ampère, essentially the only regularity results beyond C 0 to date concern these branches. Thus, Theorem 1.2 can be considered as giving essentially optimal regularity for all the inner branches. For the outermost branches of the equation, somewhat stronger results are possible using completely different PDE techniques that do not work for the other branches. We leave such a treatment to a separate article.
For a solution u of the DSL in one of the outermost branches, Theorem 10.1 shows that the restriction of Re (dz 1 ∧ . . . dz n ) to the graph of ∇ x u| {t}×R n in C n = R n ⊕ R n is a well-defined positive measure, which we call the calibration measure. This result holds despite the fact that such graphs may not have a tangent space at every point. In addition, Lemma 9.5 gives a partial Lipschitz a priori estimate for the solution u. Combining the Lipschitz estimate and the existence of the calibration measure, Theorem 11.1 shows the length of the geodesic of graph Lagrangians corresponding to u is well-defined. Furthermore, integrating the calibration measure along paths of Lagrangians, we obtain the calibration functional. This functional is affine along smooth geodesics, and we conjecture it is affine along weak geodesics as well. Thus, the calibration measure plays a rôle in the geometry of positive Lagrangians similar to that of the Monge-Ampère measure in convex and complex geometry.
Organization
The article is organized as follows. In Section 2 we recall the Riemannian metric on the space of positive Lagrangians introduced in [25] along with the associated notions of parallel transport and geodesics. Lemma 2.1 shows that a version of the strong Arnold conjecture follows if we assume the existence of sufficiently regular geodesics. Finally, Proposition 2.3 shows that the geodesic equation for the space of positive graph Lagrangians in C n is equivalent to the DSL.
In Section 3 we establish the basic properties of the regularized lift of the space-time Lagrangian angle Θ. In Section 4 we compute the symbol of the linearization of the DSL at a solution and prove the DSL is degenerate elliptic. In Section 5 we construct subequations associated to the DSL in the sense of Harvey-Lawson [12] . This is the key to the definition of the weak solutions of the DSL that are the main focus of the remainder of the article. Section 6 recalls the main features of the Dirichlet duality theory of Harvey-Lawson. Section 7 extends Dirichlet duality theory to include weaker boundary assumptions. Section 8 applies the results of Section 7 to prove existence and uniqueness of solutions of the DSL in all branches.
Section 9 establishes basic regularity results for solutions of the DSL. First, Section 9.1 shows that solutions to the F c -Dirichlet problem are "convex in the x variables" in the sense of the subequation for the nondegenerate special Lagrangian equation. Second, Section 9.3 shows that solutions to the F c -Dirichlet problem are Lipschitz in the variable t. Section 10 introduces the calibration measure for subsolutions in the outermost branches of the DSL. Section 11.1 shows that the Riemannian length functional is well-defined on the solutions we construct for the DSL in the outermost branches. In Section 11.2 we introduce the calibration functional and show it is affine along sufficiently regular geodesics. Furthermore, we formulate a conjecture characterizing weak solutions of the DSL as those subsolutions along which the calibration functional is affine. Appendix A proves an alternative formula for the lifted spacetime Lagrangian angle Θ (Corollary A.4) by viewing the DSL as a limit of non-degenerate special Lagrangian equations. Appendix B gives a geometric formulation of the DSL equation valid in an arbitrary Calabi-Yau manifold.
The space of positive Lagrangians
In this section we review the construction of a weak Riemannian metric on the space of positive Lagrangians [25, Section 5] . We then formulate the equation for geodesics in this space in the case X = C n , introducing the degenerate special Lagrangian equation.
Lagrangians in a Calabi-Yau manifold
Let (X, J, ω, Ω) be a Calabi-Yau manifold of complex dimension n. This amounts to (X, J, ω) being complex, where J denotes the complex structure, so g( · , · ) := ω( · , J · ) is a Kähler metric, and Ω is a holomorphic nowhere vanishing (n, 0)-form, with √ −1
, with equality if and only if τ is Lagrangian. Thus, if Λ ⊂ X is an n-dimensional submanifold, then globally on Λ,
where the norms are those induced by g, with equality if and only if Λ is Lagrangian. From now and on, Λ will always denote a Lagrangian submanifold. In particular,
for some function θ Λ : Λ → S 1 , where dV g equals the Riemannian volume form associated to g. Following Harvey-Lawson, Λ is called special Lagrangian (SL) of phase θ if θ Λ is constant and equal to θ ∈ (−π, π]. In other words, Λ is calibrated by Re (e − √ −1θ Ω). Alternatively, up to a choice of orientation, the phase θ special Lagrangian condition is equivalent to Im (e − √ −1θ Ω| Λ ) = 0 [11] .
The space of positive Lagrangians
Let L be a possibly non-compact connected n-dimensional manifold. Define L = {Γ ⊂ X an oriented Lagrangian submanifold diffeomorphic to L} .
For θ ∈ (−π, π], the space of θ-positive Lagrangians is defined as
Note that Γ is θ-positive iff |θ Γ − θ| < π/2. In other words, Re (e − √ −1θ Ω) restricts to a volume form on Γ. This notion (with θ = 0) was used by Wang in a different context [28, p. 302] . In particular, any special Lagrangian in L of phase θ is contained in L
Denote by Ham(X, ω) the group of compactly supported Hamiltonian diffeomorphisms of X. Denote by O θ ⊂ L We now describe the tangent space to O θ at Γ ∈ O θ . Recall that whenever f : X → Y is a smooth map, v is a vector field along f , and α is a differential k-form on Y , we define ι v α to be the (k − 1)-form on X satisfying
Given a curve Λ : (−ǫ, ǫ) → O θ with Λ(0) = Γ, we choose a smooth family of diffeomorphisms g t : L → Λ t := Λ(t), and consider the 1-form ι dg/dt ω. Since Λ t are Lagrangian, this 1-form is closed. By Akveld-Salamon [1, Lemma 2.2], it is also exact. If L is non-compact, let h t : Λ t → R be the unique compactly supported function such that
If L is compact, let h t be the unique function satisfying (8) and
According to Akveld-Salamon [1, Lemma 2.1], h t is independent of the choice of the diffeomorphisms g t . Thus, in either case, we make the identification dΛ t /dt ≡ h t . If L is non-compact, this identifies the tangent space of O θ at Γ with the space of compactly supported smooth functions on Γ,
If L is compact, this identifies T Γ O θ with the space of smooth functions satisfying the normalization condition (9) . Following [25] , we define a weak Riemannian metric on O θ by
2.3 The Levi-Civita connection, geodesics, and the Arnold conjecture Let Λ : [0, 1] → O θ be a path in O θ , and write Λ t = Λ(t). Denote by g t : L → Λ t a oneparameter family of diffeomorphisms. Let h t ∈ T Λt O θ be a vector field on O θ along Λ. In [26, Section 4] , it is shown that the Levi-Civita covariant derivative of h t in the direction dΛ t /dt is defined by
where w t ∈ Γ(L, T L) is defined as the unique solution of
In particular, expression (10) is independent of the choice of g t .
Another way to think of the covariant derivative is the following. Let φ t : L → L be a family of diffeomorphisms such that
and consequently
As usual, Λ is a geodesic if for h t = dΛt dt we have Dht dt = 0. In other words, h = h t •g t : L → R is independent of t. Let p be a critical point of h. Combining equation (12) and equation (8) withg t in place of g t , we conclude that dgt dt (p) = 0 for all t. Thus, we obtain the following, which is interesting primarily when L is compact.
Here, # denotes the unsigned cardinality of a set. 
Then the diagonal Λ 0 is a special Lagrangian and thus positive. Positivity of Λ 1 translates to a subtle condition on φ, which certainly holds if φ is C 1 -close to the identity, but does not imply φ is close to the identity.
Arnold's Conjecture 2.2 can be interpreted in two ways. First, we can assume φ has nondegenerate fixed points, and compare the number of fixed points with the critical points of a Morse function on M. Second, we can consider φ with possibly degenerate critical points, and compare the number of fixed points with critical points of an arbitrary function on M. In the first case, the conjectured lower bound is larger, but the second case is more general.
Currently, most results on the Arnold conjecture concern one of two weak versions. The main tool is Floer homology. In the first weak version [6, 7, 9, 14, 18] , the symplectomorphism φ is assumed to have non-degenerate fixed points and the number of critical points of H is replaced with n i=0 dim H i (M ). In the second weak version [7, 8, 13, 17] , the symplectomorphism φ may have degenerate fixed points, but the number of critical points of H must be replaced with the cup-length of M. Recent work [3, 20] relates the number of fixed points of φ to π 1 (M ) if the fixed points of φ are non-degenerate. Under certain assumptions, the second version of the original conjecture has been proven by Rudyak [24] . By Lemma 2.1, existence of geodesics would yield results on both versions of the original conjecture.
The problem of Lagrangian intersections has also been considered widely starting with Arnold himself [2] . Floer's first paper on Floer homology [6] concerned the Lagrangian version of Arnold's conjecture. However, the general Lagrangian intersection problem is considerably more subtle as J-holomorphic disks with boundary in the Lagrangian give rise to obstructions to defining Floer homology [10] . Moreover, even if Lagrangian Floer homology is defined, it may not be isomorphic to the singular homology of the Lagrangian.
Geodesics of graph Lagrangians
Consider X = C n with the standard Euclidean symplectic form
Identify C n with R n ⊕ √ −1R n and L with R n × {0} ⊂ C n . Consider a path Λ of Lagrangian graphs of the form Λ t = graph(d x k(t, · )) for k ∈ C 2 ([0, 1]×R n ) constant in t outside a compact set. Denote by h t the vector field along Λ given by h t = dΛ t /dt. Take g t (x) = (x, d x k(t, x)), so
Thus ι dgt/dt ω = −d xk (t, ·), wherek = ∂ t k, and by (8) the vector field h t is given by
Recalling the definition of the interior product along a map (7),
where B i , i = 0, . . . , n, is the n-by-n matrix obtained by removing the (i + 1)-th column from the n-by-(n + 1) matrix
Comparing with equation (11), we obtain
Thus, the geodesic equation becomes
Here, in the last step, I n is the (n + 1)-by-(n + 1) matrix diag(0, 1, . . . , 1) and we have replaceḋ k by √ −1k and Re by Im . In summary, we have shown the following.
for a constant c ∈ R.
The space-time Lagrangian angle
As shown in the previous section, the degenerate special Lagrangian equation (DSL) governs C 2 geodesics in (O θ , ( · , · )). Our goal in the next few sections is to understand some of the basic analytic properties of this equation. Let tan −1 denote the branch of the inverse to tan with image in (−π/2, π/2), and let arg denote the branch of the argument function with image in (−π, π]. Then tan −1 λ := arg(1 + √ −1λ), for λ ∈ R. For a matrix A ∈ Sym 2 (R n ), denote by λ 1 (A), . . . , λ n (A) its (real) eigenvalues, with associated eigenvectors v 1 (A), . . . , v n (A). Denote by tan −1 A the matrix whose eigenvalues are tan −1 λ j (A) with associated eigenvectors v j (A), j = 1, . . . , n. The eigenvalues of I + √ −1A are 1 + √ −1λ j (A), j = 1, . . . , n. This is because I and A are simultaneously diagonalizable. Therefore, all the eigenvalues of I + √ −1A lie in a line in C that is strictly contained in the right half space, and we can define arg(I + √ −1A) as we defined tan −1 (A) and arg
is a welldefined real-analytic matrix-valued function of A [16, p. 44 ]. This observation is the basis for Harvey-Lawson's [12] study of the special Lagrangian (SL) equation in C n .
The Lagrangian angle θ u : R n → S 1 of the Lagrangian graph(∇u) for u ∈ C 2 (R n ) is given by
It can be lifted to the functionθ u : R n → R by the explicit formulã
Solutions of the SL are thus equivalent to solutions ofθ u = c for c = θ mod 2π. Each of the possible choices of c = θ mod 2π defines a branch of the SL of angle θ. Our goal in Section 3.1 is to associate to each function k ∈ C 2 (R n+1 ) an angle Θ k : R n+1 → S 1 associated with the DSL equation, and construct a lift Θ k : R n+1 → R. Unlike θ u ,θ u , the angle Θ k is not defined at critical points ofk := ∂ t k, and the lift Θ k is only upper semi-continuous. As in the case of SL, the lift Θ k gives rise to distinct branches of DSL. Appendix A derives an alternative formula for the lifted space-time Lagrangian angle Θ k .
The space-time Lagrangian angle and its lift
, we define the space-time Lagrangian angle of k by
for (t, x) such that det(I n +∇ 2 k(t, x)) = 0. Lemma 4.2 below shows that det(I n +∇ 2 k(t, x)) = 0 if and only if (t, x) is a critical point ofk.
In order to construct a subequation associated to DSL, we need to lift Θ k to a continuous real valued function and extend it to be upper semi-continuous over the critical points ofk. To state the key technical result that constructs such a lift, we set the following notation. For
and
Write
For B ∈ Sym 2 (C m ), denote by spec(B) the set of its eigenvalues, and for λ ∈ spec(B), denote by m(λ) the multiplicity of λ as a root of the characteristic polynomial of B. Let
and let Θ, Θ : Sym 2 (R n+1 ) → R be given by
Theorem 3.1. The function Θ is well-defined and differentiable. Moreover, Θ (resp. Θ) is the smallest upper semi-continuous (resp. largest lower semi-continuous) function on
Consequently, we make the following definition.
The regularized lift of the space-time Lagrangian angle Θ k is the upper semi-continuous function
Subsections 3.2-3.3 are devoted to the proof of Theorem 3.1.
The argument of certain matrices
We recall the following observation (cf. [12, p. 94] for the case δ = 1).
For the remainder of this subsection we let A ∈ Sym 2 (R n+1 ). Also we will denote by B the matrix
and define B + and b 0 in a manner similar to Equations (18)- (19) . We would like to define the argument of matrices of the form I n + √ −1A. Clearly, I n and A are not, in general, simultaneously diagonalizable. Thus, the discussion at the beginning of Section 3 does not apply. To overcome this difficulty we start with the following observation.
The first claim follows if we can show that D is nonsingular for each δ > 0 and γ ∈ R.
We apply this to D as follows. First,
which is positive by Lemma 3.3. This proves the first statement. Whenever a 0 = 0 or η > 0, positivity persists for δ = 0, proving the second statement.
There exists a closed simply-connected smooth contour γ entirely contained in C \ R ≤0 enclosing all the eigenvalues of
is then well-defined independently of the choice of such a contour γ. Moreover, it is a differentiable function of A ∈ Sym 2 (R n+1 ) whenever A = diag(0, A + ).
Proof. Whenever a 0 = 0, Lemma 3.4 implies the existence of a contour γ as in the statement since then the eigenvalues of B are contained in
then a 00 = 0 and A = diag(a 00 , A + ). Thus √ −1a 00 is an eigenvalue of B and the remaining eigenvalues are in {1} × √ −1R. Thus, once again, all the eigenvalues of B are contained in R ≥0 × √ −1R \ {(0, 0)}. In conclusion, whenever A = diag(0, A + ), the Dunford-Taylor integral in the statement is well-defined independently of γ since the branch of the argument function with values in (−π, π] is smooth away from the slit R ≤0 . Differentiability as a function of A follows from differentiation under the integral sign.
On the other hand, by [16, p. 45 ] the eigenvalues of arg(B) are the arguments of the eigenvalues of B with corresponding multiplicities. In particular,
So, Corollary 3.5 proves the first part of Theorem 3.1. That is, Θ is well-defined and differentiable.
Upper semi-continuity of the lifted space-time Lagrangian angle
The purpose of this subsection is to complete the proof of Theorem 3.1, namely, to show that Θ (resp. Θ) is the minimal usc (resp. maximal lsc) extension of Θ from Sym
We treat only Θ. The argument for Θ is analogous. Indeed, minimality is immediate since diag(ǫ, A + ) ∈ S and for ǫ > 0,
We now turn to establishing the upper semi-continuity. Let A i → A ∈ S with A i ∈ S. Then the eigenvalues of I n + √ −1A i converge to those of
. Therefore, according to [16, p. 45] , n of the eigenvalues of arg(I n + √ −1A i ) converge to arg(1+ √ −1λ 1 (A + )), . . . , arg(1+ √ −1λ n (A + )). The remaining eigenvalue is arg δ i , with δ i ∈ C in the right half space by Lemma 3.4, and with δ i converging to 0 ∈ C. It follows that lim sup arg δ i ≤ π/2 and that
This concludes the proof of Theorem 3.1.
Bounds on the space-time angle and its lift
It will be useful to compare the space-time Lagrangian angle with the usual Lagrangian angle of space-like slices, and similarly for their respective lifts. For this a pointwise analysis suffices, so we frame our discussion in terms of functions of a symmetric matrix A. We apply these results by taking A the Hessian of a function. Let
We consider S 1 as an abelian group and use additive notation for the group law and the inverse.
Proof. Formula (24) implies
by Lemma 3.3. So the right-hand side of equation (25) 
Lemma 3.7. For all A ∈ Sym 2 (R n+1 ), we have
Proof. When A ∈ S, the definition of Θ, Θ, gives
which implies the claim. We deduce the case A / ∈ S as follows. Let
) be a continuous path with A 0 = A and A 1 ∈ S and A t / ∈ S for t < 1. Recall that
and Θ is continuous by Theorem 3.1. So, Lemma 3.6 implies that either (27) holds with A = A t for all t ∈ [0, 1), or | Θ(A t )−θ(A t )| ≥ π for all t ∈ [0, 1). But the latter case is impossible because
by Theorem 3.1 and equation (28) .
Degenerate ellipticity
Harvey-Lawson show that SL is elliptic in the sense that its linearization is an elliptic operator [11, Chap. 3, Theorem 2.13]. Here we establish the following theorem. (2) . Away from the critical points ofk, the symbol of the linearization of
at k is nonnegative with exactly one zero eigenvalue, and its nullspace is spanned by ∇k. At the critical points ofk, the linearization is nonnegative with exactly one non-zero eigenvalue.
The proof of Theorem 4.1 is given at the end of this section based on the following discussion. Denote by cof B the cofactor matrix associated to B. The linearization L k of (29) at k is given by
It remains to understand Re e − √ −1θ cof (I n + √ −1∇ 2 k) . More generally, we consider
As usual, we use notation (18)- (19) . We first prove two general lemmas.
Proof. This is an immediate consequence of Lemma 3.4. Proof. Taking the imaginary part of the equation
In particular, (a 00 , a 0 ) ∈ ker Re B −1 . We claim that in fact ker Re B −1 = R(a 00 , a 0 ). To that end, suppose that v ∈ ker Re B −1 . Then Equation (31) gives
Since B −1 is invertible, the kernel of I n B −1 is one-dimensional. This proves the claim since (a 00 , a 0 ) = 0 by assumption. Finally, we prove Re B −1 is positive semi-definite. Recall notation (23) . Note that the matrices I 1/p 2 n + √ −1A limit, as p tends to infinity, to B = I n + √ −1A, and similarly for the corresponding inverse matrices. Now, for each p > 0
is positive definite according to Lemma 3.3. The lemma follows by taking p to infinity.
For the next lemmas, we assume the following matrix version of DSL (2),
which allows us to complete our analysis of Re e − √ −1θ cof B . We separate the discussion into two cases. The first case, treated in the following lemma, applies when (t, x) is a critical point ofk, i.e., ∇k(t, x) = 0. The second case, treated in the next several lemmas, applies when (t, x) is not a critical point ofk, i.e., ∇k(t, x) = 0. Since by (32) the left hand side vanishes while Re e − √ −1θ det B + > 0, we conclude that a 00 = 0. Thus we obtain a contradiction to the hypothesis A = diag(0, A + ). 
while 5 The subequation
Construction
In this section we associate a subequation to the DSL. Denote by Sym 2 (R m ) the set of all symmetric m-by-m matrices, and by P the subset of nonnegative matrices. Following Harvey-Lawson [12] , a proper nonempty closed subset F of Sym 2 (R m ) is a subequation (or a Dirichlet set) if (3) holds. Denote by int S the interior of a set S, and by S c its complement. The dual set to F , denoted by F , is
As befits a notion of duality, F is again a subequation, and
Recall the definition of the lifted space-time Lagrangian angle Θ from Theorem 3.1. For c ∈ R, define F c ⊂ Sym 2 (R n+1 ) by
Harvey-Lawson introduced the set
in conjunction with the special Lagrangian equation. When |c| < (n + 1)π/2, the set F c is non-empty. Thus, F c is a subequation because adding a positive semi-definite matrix to A does not decrease its eigenvalues, and tan −1 is a monotonically increasing function. Harvey-Lawson also show that [12, Proposition 10.4]
We introduce F c to study the DSL. Building on our work in the preceding sections, we prove the following.
The proof is given in the following series of lemmas.
Lemma 5.2. F c is closed and non-empty.
Proof. By Theorem 3.1, F c is a superlevel set of a usc function. Hence, F c is closed. It is nonempty since Θ(pI) = π/2 + n tan −1 p tends to (n + 1)π/2 as p tends to infinity, while c < (n + 1)π/2; thus pI ∈ F c for all p ≫ 1.
Lemma 5.3. Suppose that A ∈ F c . Then A + P ∈ F c for each P ∈ P.
Proof. Since F c is closed by Lemma 5.2, it suffices to prove A + P ∈ F c for P positive definite and such that A + P = diag(0, A + + P + ). Suppose first that A = diag(0, A + ). Let {P t } t∈[0,1] be a smooth path of matrices with P 0 = 0, P 1 = P, such thatṖ t is positive definite for all t, and such that A+P t = diag(0, A + +P + t ) for all t. Indeed, the path P t can be constructed by starting with the linear path t → tP and making a C 1 small perturbation to avoid the set of matrices M satisfying M = diag(0, M + ), which has codimension at least 2. Then Theorem 3.1 implies that Θ(A+P t ) is differentiable for all t. Using Θ(A) = tr arg(I n + √ −1A) = tr Im det log(
This is nonnegative thanks to Lemma 4.3. Integrating from t = 0 to t = 1 yields
Now, suppose A = diag(0, A + ). Choose ǫ > 0 such thatP = P − ǫI is positive definite and set
On the other hand,Â = diag(0,Â + ), so by the case of the lemma already proved, we conclude
Combining the preceding two equations, we again obtain inequality (38) as desired. Proof. Recall the assertion of Theorem 3.1 that Θ (resp. Θ) is the minimal usc extension (resp. maximal lsc extension) of Θ. It follows that
By Lemma 5.4, we obtain
Therefore, F c = F −c as claimed.
Proof of Theorem 5.1. The Theorem follows from the Lemmas 5.2, 5.3, and 5.5.
Reformulation of the DSL
The following result relates our efforts in this section with the DSL equation. It reformulates the Dirichlet problem for C 2 solutions of DSL (2) 
for a fixed c ∈ (−(n + 1)π/2, (n + 1)π/2) satisfying c = θ + 2πk with k ∈ Z.
Proof. Let θ k(t) : D → S 1 denote the Lagrangian angle associated to the Lagrangian graph of u = k(t) by formula (16) . Observe that the condition
for an appropriate choice of c = θ mod 2π. The preceding inequality is equivalent to condition (40). For future reference, we rewrite equation (41) using notation (26) as
We divide the remainder of the proof into two cases. First, consider the case ∇ 2 k(t, x) = diag(0, ∇ 2 x k(t, x)). By Lemma 5.4 condition (39) is equivalent to
which implies Im e
Conversely, equation (44) 
, so the DSL is satisfied. It remains to check that the DSL implies condition (39). Indeed, we have already shown the DSL implies condition (40). But
Motivated by Corollary 5.6, in the next two sections, we define weak solutions for the DSL in terms of subequations.
Dirichlet duality theory
Harvey-Lawson [12] develop a systematic way to solve, in a viscosity sense, the Dirichlet problem for possibly degenerate elliptic equations involving only the Hessian by reformulating the problem in terms of a subequation F . In this section we recall their main result and definitions (see also [19] for an exposition).
Subequations and their associated functions
In the rest of the article, F will always stand for a subequation. Let X denote an open connected subset of R n . A function u ∈ USC(X) is subaffine, denoted u ∈ SA(X), if for all affine functions a and
A function u ∈ USC(X) is of type F , denoted u ∈ F (X), if u + v ∈ SA(X) for all v ∈ C 2 (X) satisfying ∇ 2 v(x) ∈ F , for all x ∈ X. From now on, unless stated otherwise, we assume that X is bounded. The definition of a type F function is natural in the sense that u ∈ F (X) ∩ C 2 (X) iff u ∈ C 2 (X) and ∇ 2 u(x) ∈ F for all x ∈ X. To see this, it suffices to note that on the level of matrices, A ∈ F iff A + F ⊂ P, because, by duality, the latter is equivalent to
(The original definition only implies this inclusion if one of the sets on the left is intersected with C 2 (X)) . Note that P(X) ∩ C 2 (X) consists of the C 2 convex functions, and
Harvey-Lawson show [12, Theorem 4.5] that P(X) consists of the convex functions, while P(X) = SA(X).
Boundary convexity
Let R >0 := {x ∈ R : x > 0}. Let F be a subequation. Define the ray set associated to F by
Then F is a subequation satisfying A ∈ F iff tA ∈ F for all t ≥ 0 [12, Proposition 5.11]. Suppose ∂X is smooth. Recall that II, the second fundamental form of ∂X with respect to the inward pointing unit normal N , is a map II x : T x ∂X → T x ∂X defined by dN x (V ) = II x (V ) mod N x , for any V ∈ T x ∂X. A domain X ⊂ R n with smooth boundary is called strictly F convex or simply strictly F if the second fundamental form of ∂X with respect to the inward pointing unit normal satisfies
Boundary convexity can also be formulated in terms of defining functions. A smooth function ρ ∈ C ∞ (X) is called a defining function (DF) if X = {ρ < 0} and ∇ρ is nowhere zero on ∂X. Then, according to [12, Corollary 5.4] , X is strictly F iff there exists a smooth DF ρ such that for each x ∈ ∂X,
One checks that if such a DF exists, then any DF has this property [12, Lemma 5.2].
The F -Dirichlet problem
Let F be a subequation, let X ⊂ R n be a bounded domain, and let ϕ ∈ C 0 (∂X). The F -Dirichlet problem for (X, ϕ) is the problem of finding a function u ∈ C 0 (X) solving
A function u on X is called a subsolution if u ∈ F (X) ∩ USC(X) and u| ∂X ≤ ϕ. It is called a supersolution if −u ∈ F (X) ∩ USC(X) and u| ∂X ≥ ϕ. To see how the F -Dirichlet problem relates to the usual Dirichlet problem in a particular example, consider the Laplace equation tr∇ 2 u = 0. The set F = {A ∈ Sym 2 (R n ) : trA ≥ 0} is a subequation, in fact equal to F , and for u ∈ C 2 (X) the notions of sub/supersolution associated to F coincide with the usual notion of a sub/supersolution for the Laplace equation.
The main existence result of Harvey-Lawson is as follows [12, Theorem 6.2].
Theorem 6.1. Let X ⊂ R n be a bounded domain with ∂X smooth and both strictly F and F convex. Then the F -Dirichlet problem (48) admits a unique solution in C 0 (X).
Properties of functions of type F
We recall several results used by Harvey-Lawson in the proof of Theorem 6.1 that will be important in the arguments presented below. Let X ⊂ R n be a bounded domain and let F be a Dirichlet set. The upper semi-continuous regularization of a function u will be denoted by 
Harvey-Lawson show [12, (4), p.406] that if B ∈ Sym
2 (R n ), then there exists t 0 ∈ R such that B + tI ∈ F iff t ≥ t 0 . As a consequence we obtain two properties of functions on X of type F : (S1) There exists a constant C > 0 depending only on F such that the function C|x| 2 belongs to F (X).
(S2) There exists a constant C > 0 depending only on F such that for all u ∈ F (X), we have u + C|x| 2 ∈ SA(X).
Property (S2) follows from property (S1) applied to F and the definition of F (X) [ (S3) If u ∈ F (X) and a is affine, then u + a ∈ F (X).
(S5) If u j ∈ F (X) converge in C 0 on compact sets to u, then u ∈ F (X).
(S6) Suppose E ⊂ F (X) is locally uniformly bounded above. Let u be defined by
Then usc u ∈ F (X).
The uniqueness part of Theorem 6.1 is actually a special case of the following result [12, Theorem 6.3], which does not require any conditions on ∂X.
Theorem 6.2. If u, v, are two solutions of the F -Dirichlet problem for (X, ϕ), then u = v.
The proof of Theorem 6.2 is immediate from inclusion (46) and the maximum principle (45). We will also need the following theorem, due to Harvey-Lawson [12, Corollary 7.5], which is a by-product of the proof inclusion (46). A function u on X ⊂ R n is called λ-quasi-convex if v = u+ 1 2 λ|x| 2 is convex. A fundamental theorem of Alexandrov says that the second derivative of a quasi-convex function exists almost everywhere. Theorem 6.3. Suppose u is locally quasi-convex on X and ∇ 2 u(x) ∈ F for almost every x. Then u ∈ F (X).
Dirichlet duality theory with weak boundary assumptions
Unfortunately, Theorem 6.1 does not apply in our setting since the domain D = (0, 1) × D (recall (1)) is not strictly F c convex. The purpose of the present section is to generalize the work of Harvey-Lawson described in Section 3 to allow for weaker boundary assumptions. This section can be read independently of the rest of the article since it is applicable to arbitrary subequations.
In Section 7.1 we extend the notion of strict convexity to domains with corners, and construct corresponding boundary defining functions. In Section 7.2 we prove a result (Theorem 7.8) concerning the F -Dirichlet problem that generalizes Theorem 6.1 by replacing strict boundary convexity with assumptions on the boundary values.
Boundary convexity for nonsmooth boundary
In the following, we use several definitions concerning manifolds with corners. We follow the conventions of Joyce's article [15] , to which we refer the reader for further details. Recall that the boundary ∂X of a manifold with corners X is itself a manifold with corners, equipped with a map i X : ∂X → X, which may not be injective. For example, think of X = [0, 1] × [0, 1] for which ∂X consists of four copies of [0, 1], so the inverse image of (0, 0) ∈ X consists of two points in ∂X. We say that X is a manifold with embedded corners if ∂X can be written as the disjoint union of a finite number of open and closed subsets on each of which i X is injective. For example, a teardrop shape is a manifold with corners, but not a manifold with embedded corners. A function ϕ on ∂X is called consistent if it is constant on fibers of ι X . Given a function u : X → R, we define its restriction to ∂X by u| ∂X := u • i X . Let X ⊂ R n be a domain such that X is a compact manifold with embedded corners. We denote by ∂X the boundary of X considered as a manifold with corners. In particular, each component of ∂X is an embedded submanifold with corners of R n . Let ∂X i denote a connected component of ∂X. A smooth function ρ defined near a point x ∈ ∂X i is said to be a local defining function for ∂X i near x if on some neighborhood U of x we have X ∩ U = {ρ < 0} and ∇ρ = 0. By the proof of [ 
Note that
but ρ only vanishes on ∂X i . The next result shows that Definition 7.1 can be interpreted in terms of strictly F convex global defining functions, just as in the setting of a smooth boundary described in Section 6.2. Moreover, it shows that an analogue of [12, Theorem 5.12] concerning the existence of uniformly F convex defining functions holds in our setting. Proposition 7.3. If the boundary component ∂X i is strictly F convex, then there exists a global defining function ρ ∈ C ∞ (X) for ∂X i that is stricty type F . Moreover, there exists ǫ, R > 0 such that
Proof. We start by constructing a global boundary defining function for ∂X i . Let R + := {x ∈ R : x ≥ 0}. As a manifold with corners, X comes equipped with coordinate charts the domain of each of which is an open set in R n + [15] . Let U j ⊂ R n + and let
be a collection of charts such that i X (∂X i ) ⊂ ∪ψ j (U j ). Let
We start by constructing smooth local DFs for ∂X i defined on each W j . Since X is a manifold with embedded corners, there exists l ∈ {1, . . . , n} such that
Define a smooth function on W j by (recall (52))
Note that ∇f j (p) = 0 for p ∈ ∂X i ∩ W j and f j (p) < 0 for p ∈ W j ∩ (X \ ∂X i ).
Let U = X \ ∂X i . Then {U, {W ′ j } j } is a covering of X by open sets. Consider a smooth partition of unity α U , {α j } j∈N subordinate to {U, {W ′ j } j }. Then set
We now construct a strictly F global boundary DF by following the argument of [12, Theorem 5.12] . First, the argument of [12] shows thatρ = ρ + Cρ 2 is a strictly F local DF on a neighborhood of ∂X i for all C ≫ 1. Sinceρ is negative in a neighborhood of ∂X i , using a partition of unity argument, we can modifyρ so it is negative on all of X \ ∂X i and still strictly F near ∂X i . Thus, we may replace ρ by a global DF for ∂X i , still denoted by ρ, that is strictly F on a neighborhood W of ∂X i . Choose r > 0 small enough so {ρ > −r} ⊂ W. By compactness of X, choose δ > 0 small enough that δ|x| 2 − r < 0 on X. Definê ρ := max{ρ, δ|x| 2 − r}.
So,ρ = ρ in a neighborhood of ∂X i where ρ is strictly F andρ = δ|x| 2 − r on X \ W.
We now smoothρ just as in the proof of [12, Theorem 5.12 ] to obtain a new ρ. The same arguments as there then prove that this new ρ has the following properties: (i) it is a global DF for
Example 7.4. The reason for considering each boundary component separately is the following example. Take F = P so F -convexity is convexity in the usual sense. Let f : R → R be given by f (t) = t(t − 1). Consider X = [0, 1] 2 . The function g : X → R given by g(s, t) = f (s)f (t) has a saddle point at each corner of [0, 1] 2 . But any function ρ : X → R with ρ| X < 0, ρ| ∂X = 0 and ∇ρ| int ∂X = 0, must be approximately g up to rescaling near the corners of X. Of course, the example generalizes.
The F -Dirichlet problem with weak assumptions on the boundary
A typical result in the theory of degenerate real/complex Monge-Ampère equations is that existence of a convex/psh solution is implied by existence of a convex/psh subsolution to the Dirichlet problem that attains the boundary values (see, e.g., the discussion in [19] for some references). Theorem 7.8 below, based on Harvey-Lawson's theory, can be considered as a result of this flavor in the more general setting of subequations. Thus, for example, Theorem 7.8 furnishes solutions of the homogeneous real/complex Monge-Ampère equation in all branches.
Let X ⊂ R n be a bounded domain such that X is a manifold with embedded corners.
Definition 7.5. Let ϕ ∈ C 0 (∂X) be consistent. Recall that a subsolution of the
Definition 7.6. We say ∂X is strictly (F, ϕ)-convex if we can decompose ∂X as the disjoint union A ∪ B where A and B are unions of components and satisfy the following:
(i) For each p ∈ A and δ > 0 there exists a C 0 (X) subsolution of the F -Dirichlet problem for (X, ϕ) that is δ-maximal at p.
(ii) B is strictly F convex.
Remark 7.7. Suppose F ⊂ P. Then P ⊂ F , thus P ⊂ F . It follows that any hypersurface is strictly F convex. Indeed, whatever II x may be, for any ǫ > 0, diag(ǫ, II x ) ∈ int P by definition.
The main result of this section is the following natural generalization of Theorem 6.1 allowing X to be a manifold with embedded corners that is not necessarily strictly convex. Theorem 7.8. Let F be a subequation in Sym 2 (R n ), and let X be a bounded domain in R n such that X is a manifold with embedded corners. Let ϕ be a consistent continuous function on ∂X. Assume ∂X is strictly (F, ϕ)-convex and strictly ( F , −ϕ)-convex. Then the F -Dirichlet problem for (X, ϕ) admits a unique solution in C 0 (X).
Before proving Theorem 7.8, we prove the following lemma, which builds on an idea in the proof of [12, Lemma 6.8] .
Lemma 7.9. Let ϕ be a consistent continuous function on ∂X. Let x 0 be a point of a boundary component ∂X i ⊂ ∂X that is strictly F convex. Then there exists a C 0 (X) subsolution w of the F -Dirichlet problem for (X, ϕ) that is δ-maximal at p.
Proof.
Choose a boundary defining function ρ for ∂X i and constants ǫ, R, as in Proposition 7.3, so
when C ≥ R. Adding an affine function, also C(ρ − ǫ|x − x 0 | 2 ) ∈ F (X) by property (S3). Thus, using (50), given δ > 0, there exists C ≥ R sufficiently large such that for any x ∈ ∂X,
Take
Then inequality (53) implies that w| ∂X ≤ ϕ, and the vanishing of ρ on ∂X i implies that w is δ-maximal at x 0 .
Proof of Theorem 7.8. The set E ϕ := {v a subsolution to F -Dirichlet problem for (X, ϕ)} is non-empty: For sufficiently large C 1 > 0 the function C 1 |x| 2 belongs to F (X) by property (S1). Thus C 1 |x| 2 − C 2 ∈ E ϕ for a sufficiently large constant C 2 depending only on C 1 and ||ϕ|| C 0 . Moreover, by property (S2) there exists a uniform constant C > 0 depending only on the Dirichlet data and X such that u ≤ C for any u ∈ E ϕ . For each x ∈ X, set
By property (S6), we have usc u ϕ ∈ F (X).
Step 1. We claim that usc u ϕ ∈ E ϕ . This implies that usc u ϕ ≤ u ϕ by definition of u ϕ , and thus usc u ϕ = u ϕ by definition of upper-semi-continuous regularization. Consequently, u ϕ ∈ E ϕ .
To prove usc u ϕ ∈ E ϕ , let x 0 ∈ ∂X and choose δ > 0. Depending on which case of Definition 7.6 we are in, either by assumption or by Lemma 7.9, there exists a C 0 (X) subsolution w of the F -Dirichlet problem for (X, −ϕ) that is δ-maximal at x 0 . For any v ∈ E ϕ , we have v + w ≤ 0 on ∂X. Inclusion (46) implies that v + w ∈ SA(X). The maximum principle (45) then gives v ≤ −w. So u ϕ ≤ −w, and since w is continuous, also usc u ϕ ≤ −w. In particular, usc u ϕ (x 0 ) ≤ −w(x 0 ) ≤ ϕ(x 0 ) + δ, proving the claim, since δ > 0 is arbitrary.
Step 2. For every x 0 ∈ ∂X, lim inf x→x 0 u ϕ (x) ≥ ϕ(x 0 ). Choose δ > 0. Either by assumption or by Lemma 7.9, there exists a C 0 (X) subsolution w of the F -Dirichlet problem problem for (X, ϕ) that is δ-maximal at x 0 . Since u ϕ is the supremum of all subsolutions, we have u ϕ ≥ w. So, by the continuity of w, we have lim inf
and the claim follows since δ > 0 is arbitrary.
Step 3. u ϕ ∈ C 0 (X). The proof of this property in [12, Proposition 6.11] does not make any assumption on ∂X beyond it being a compact set, and so carries over to our setting.
Step 4. u ϕ ∈ − F (X). The proof of this is identical to that of [12, Lemma 6 .12].
Step 5. Uniqueness. This is a special case of Theorem 6.2. 
(ii) For each i ∈ {0, 1},
If either (i) or (ii) holds, there exists a unique solution in C 0 (D) to the F c -Dirichlet problem for (D, ϕ).
This section is dedicated to the proof of Theorem 8.1.
Remark 8.2. For example, the boundary convexity assumptions hold for any D with strongly convex smooth boundary. For any c, a solution of the F c -Dirichlet problem is Lipschitz in t by Lemma 9.5. If c ∈ [nπ/2, (n + 1)π/2) (resp. c ∈ (−(n + 1)π/2, −nπ/2]), then a solution of the F c -Dirichlet problem is convex (resp. concave) in x by Lemmas 9.1 and 10.4 below. It follows that such a solution is Lipschitz in x and t.
First, we construct a subsolution to the DSL that is maximal along certain components of the boundary. For 
Properties (ii) and (iii) carry over to v ǫ i . Quasiconvexity implies that the Hessian of ϕ ǫ i exists a.e., so ∇ 2 ϕ ǫ i (x) ∈ F c−π/2 for a.e. x ∈ D δ by property (S7). Thus, the computation of the previous paragraph shows that
. Indeed, by definition (recall Section 6.1), we must check that 
Choose a boundary defining function ρ for ∂D and constants ǫ, R, as in Proposition 7.3, so
when C ≥ R. Adding an affine function, also
Write ϕ i = ϕ| {i}×D for i = 0, 1. Using (50), for any δ > 0, there exists C ≥ R sufficiently large that for all x ∈ D and i = 0, 1,
Since by assumption ϕ| ∂D (t, x) = (1 − t)ϕ 0 (x) + tϕ 1 (x), it follows that for each (t, x) ∈ ∂D,
So, w(t, x) := C(ρ(x)− ǫ|x− x 0 | 2 )+ ϕ(t, x 0 )− δ lies below ϕ(t, x) on ∂D, and satisfies w(t, x 0 ) = ϕ 0 (t, x 0 ) − δ for each t ∈ [0, 1]. Since
by condition (57) we have
Thus, w ∈ F c (D).
Lemma 8.5. Let D and ϕ be as in Theorem 8.1. Then ∂D is (F c , ϕ) strictly convex and ( F c , −ϕ) strictly convex.
Proof. We consider boundary components and the conditions they satisfy one by one. We take ϕ i = ϕ| {i}×D for i = 0, 1. Proof of Theorem 8.1. Combine Lemma 8.5 and Theorem 7.8.
Regularity properties of solutions
In this section we prove that solutions to the DSL have some additional regularity properties beyond continuity up to the boundary. Corollary 9.2 shows that the solution is F c−π/2 ∩ (−F −c−π/2 ) convex on each time slice. In Lemma 9.5 we prove the solution is Lipschitz continuous in time together with an a priori estimate.
9.1 F c−π/2 -convexity along time slices
Proof. By definition (recall Section 6.1) it suffices to show that v + u t 0 is subaffine for any
Let C > 0 and define v C : D → R by
. By Lemma 5.5, it follows that v C ∈ F c (D). Choose C large enough so that
This is indeed possible: Inequality (58) together with the fact that C > 0 takes care of the subset [t 0 −δ, t 0 +δ]×∂K ⊂ ∂K δ , while choosing C large enough takes care of {t 0 ±δ}×K ⊂ ∂K δ . Since u ∈ F c (D) and v C ∈ F c (D), we have v C + u ∈ SA(D). Therefore, using the fact that
as well as inequalities (45) and (59), we obtain
Since ǫ was arbitrary, it follows that v + u t 0 is subaffine as desired.
The preceeding lemma implies that our viscosity solutions of the DSL actually preserve the relevant notion of convexity on slices {t 0 } × D ⊂ D. 
There exists a constant
Proof. Take t 0 = 0, t 1 = 1, in equation (56) 
This proves the desired lower bounds on u(t, x). To obtain the analogous upper bounds, we apply Lemma 8.3 to −ϕ i to obtain subsolutions v i (different from the v i of the previous paragraph) to the (F −c , −ϕ) Dirichlet problem. The bounds on C are the same as before. Again using inclusion (46) and maximum principle (45), we obtain −u ≥ v i on D. So, from the definition of v i , we conclude that
as desired.
Partial Lipschitz estimate
Lemma 9.5. Suppose u solves the F c -Dirichlet problem for (D, ϕ) and
Proof. We treat the forward Lipschitz bound. The proof of the backward Lipschitz bound is similar. Fix t 0 ∈ (0, 1) and let
By Lemma 9.4 and the assumption that ϕ| [0,1]×D ∈ C 0,1 , we can choose C large enough so that 
The calibration measure
The goal of this section is to show that the calibration Re Ω has a well-defined restriction to the Lagrangian graph(df ) ⊂ C n , interpreted in a suitable weak sense, for any f ∈ F c (resp. f ∈ −F −c ) in the top (resp. bottom) branches. Here, by the top (resp. bottom) branches, we mean c ∈ I n top := [(n − 1)π/2, nπ/2) (resp. c ∈ I n bot := (−nπ/2, −(n − 1)π/2]).
We call this restriction the calibration measure. This is a priori non-trivial since the tangent space to the Lagrangian need not exist everywhere. The advantage of working in the outermost branches is that then F c ⊂ P or −F −c ⊂ −P. That is, our functions are convex/concave. Intuitively, say, in the case c ∈ I n top , all but one of the eigenvalues of a matrix in F c must be large, while the remaining eigenvalue is positive. The following basic result is essentially a corollary of the fundamental work of Rauch-Taylor [22] . Let X ⊂ R n be a domain. Denote by M p (X) differential p-forms on X whose coefficients are Borel measures on X, and endow M p (X) with the topology of weak convergence of measures. Let dx := dx 1 ∧ · · · ∧ dx n . Theorem 10.1.
admits a unique continuous extension to ±P(X). More precisely, if f i ∈ ±P(X) ∩ C 2 (X) converges to f ∈ ±P(X) in the C 0 topology on compact subsets of X, then C θ (f i ) converges weakly to C θ (f ).
(ii) Let c ∈ I n top (resp. c ∈ I n bot ) be such that c = θ − π/2 + 2πl (resp. c = θ + π/2 + 2πl) for some l ∈ Z. If f ∈ F c (X) (resp. −f ∈ F −c (X)), then C θ (f ) is a positive measure. 
admits a unique continuous extension to an operator defined on all of P(X) with respect to the C 0 (X) topology on P(X) and the weak convergence of measures on M q (X).
We also need the following lemmas.
Proof. By definition, A ∈ F c iff tr tan −1 (A) ≥ c. In particular, c ∈ I n top implies that A is positive definite.
Proof. Recall that tan −1 is concave on the positive real axis. So, it follows from Lemma 10.4 that if A, B ∈ F c and t
Thus tA + (1 − t)B ∈ F c as desired.
Lemma 10.6. If c ∈ I n top , then F c (X) is convex.
Proof. By Lemma 10.4, we have F c (X) ⊂ P(X). So, F c (X) consists of convex functions. Let f 0 , f 1 ∈ F c (X). By Alexandrov's theorem, f i is a.e. twice differentiable. By property (S7) we have ∇ 2 f i (x) ∈ F c for almost every x. For t ∈ [0, 1], Proposition 10.5 implies
for almost every x. So tf 0 + (1 − t)f 1 ∈ F c (X) by Theorem 6.3.
In the following, for i ∈ Z >0 we write
Lemma 10.7. Let F ⊂ Sym 2 (R n ) be a subequation such that F (X i ) is convex for i ∈ Z >0 . Then for each f ∈ C 0 (X) ∩ F (X) there exists a sequence f i ∈ C ∞ (X i ) ∩ F (X i ) that converges uniformly to f on every compact subset of X.
Proof. Let η : R n → R be smooth with support in the unit ball at the origin and η = 1. For i ∈ Z >0 , let η i : R n → R be given by η i (x) = i n η(ix). Consider f ∈ C 0 (X) ∩ F (X). The sequence f i ∈ C ∞ (X i ) given by
converges uniformly to f on every compact subset of X. It remains to show that f i ∈ F (X i ). Indeed, recall that a partition P of a cell I = n i=1 [a i , b i ] is a collection of (not necessarily closed) cells such that I = J∈P J. A collection of midpoints Y for a partition P is a collection of elements y J ∈ J for each J ∈ P. The content of I is denoted by c(I) = n i=1 (b i − a i ). On any compact subset of X, the function f is uniformly continuous. Moreover, η is Lipschitz. So, there exists a sequence of partitions P ij of the hypercube [−1/i, 1/i] n such that for any collections of midpoints Y ij , the associated Riemann sums
approximate f i (x) uniformly in x on compact subsets of X i . Moreover, we can choose the sets of midpoints Y ij for P ij such that J∈P ij η i (y J )c(J) = 1, so the Riemann sum S(P ij , Y ij ) is a convex combination of functions in F (X i ). Since F (X i ) is convex by assumption, we deduce that S(P ij , Y ij ) ∈ F (X i ). The lemma follows by property (S5).
Proof of Theorem 10.1. Denote by σ k (A) the elementary symmetric polynomial of degree k in the eigenvalues of A. First, for f ∈ C 2 (X), we have
A detailed explanation of how to prove this identity can be found in [11, p. 91 ]. Since
it suffices to prove the theorem in the case f ∈ F c (X) with c ∈ I n top . For each k = 0, . . . , n, we claim the map C 2 (X) ∋ f → σ k (∇ 2 f )dx ∈ M n (X) admits a unique continuous extension to a map from P(X) to M n (X). For that, recall that σ k (A) can be written as a sum of (up to sign) determinants of principal k-by-k sub-matrices of A. Thus, the claim, and hence also part (i) of the theorem, follows from Proposition 10.3.
It remains to prove part (ii). We assume first that f ∈ C 2 (X) ∩ F c (X) and prove C θ (f ) is a positive measure. Indeed, recall the definition of the Lagrangian angle θ f and its liftθ f from (16) and (17) . Since f ∈ F c (X), we haveθ f ≥ c. On the other hand,θ f = tr tan −1 (∇ 2 f ) < nπ/2. So, the assumption on c implies that θ − π/2 + 2πl ≤θ f < θ + 2πl. In particular, θ f ∈ [θ − π/2, θ) ⊂ S 1 . Thus
Finally, consider the case of general f ∈ F c (X). By Lemmas 10.6 and 10.7, there exists a sequence of functions f i ∈ C 2 (X i ) ∩ F c (X i ) converging to f in the C 0 topology on compact subsets of X. By part (i) of the theorem, C θ (f ) = lim i→∞ C θ (f i ). Being a limit in the weak topology of positive measures, C θ (f ) must be positive.
11 The length and calibration functionals 11.1 Length of weak solutions of the geodesic equation
Combining Theorems 8.1 and 10.1, Corollary 9.2 and Lemma 9.5, we obtain that the length of the weak geodesics produced in this article is well-defined in the outermost branches. 
is well-defined.
The calibration functional
We now briefly return to the setting of Lagrangians in a general Calabi-Yau manifold X as in Section 2. Λ 0 fixed and varying Λ 1 , we obtain from C β (Λ) a functional on the universal cover O θ , which is shown in [25, Sec. 5 ] to be convex with respect to the metric (·, ·) θ and to have critical points over special Lagrangians. In particular, if any two points in O θ can be connected by a geodesic of (·, ·) θ , then O θ contains at most one special Lagrangian. This is one of the main reasons for studying the DSL equation.
In the following, consider instead β = Re e − √ −1θ Ω . For this choice of β, abbreviate C = C β . In the compact case, we cannot impose d β = 0, because the Lagrangians in O θ , which represent d, are positive. So, C is not well defined in the compact case. However, it suffices for the purposes of the following discussion to restrict to L non-compact.
We call C the calibration functional since its Fréchet differential at Λ holding Λ 0 fixed is precisely the restriction of the calibration Re e The importance of the functional C is that it is linear along smooth geodesics.
Theorem 11.3. Let Λ : [0, 1] 2 → O be a family of paths and write Λ t,τ = Λ(t, τ ). Suppose the path t → Λ t,0 is constant, and the path t → Λ t,1 is a geodesic in
Before differentiating once more in t, we rewrite this integral using the family of diffeomorphisms g t : L → Λ t,1 from Section 2.3 that satisfies
Therefore, differentiating in t gives
by (13) , the geodesic equation We now return to the setting of graph Lagrangians in X = C n . Restricting to paths Λ in graphs of differentials of convex functions, we find that C(Λ) depends only on Λ 0 and Λ 1 . We discuss the expected behavior of C along Harvey-Lawson solutions of DSL. Parallel statements in the concave case also hold but will be omitted.
Fix v ∈ P(R n ) ∩ C ∞ (R n ) and denote by
and write k t (x) = k(t, x). So, k is differentiable in t, the t derivativek has compact support, and k t is convex for all t. Let θ ∈ (−π, π]. Then by Theorem 10.1, the functional
Motivated by results in pluripotential theory for the Monge-Ampère operator [4, Remark 4.5], it is natural to make the following conjecture characterizing weak geodesics. Let c ∈ I n+1 top (recall (62)) and let u ∈ F c ((0, 1) × R n ) be such that u t − v has compact support for t ∈ (0, 1). In particular, by Lemmas 9.1 and 10.4, we have u t ∈ P v (R n ) for t ∈ (0, 1).
Conjecture 11.4. The function t → C(v, u t ) is affine in t if and only if −u ∈ F c ((0, 1) × R n ), that is, u solves the DSL in the sense of Harvey-Lawson .
Remark 11.5. It is not immediately clear how to formulate the preceding conjecture if we consider a bounded domain D ⊂ R n instead of R n . Indeed, even if u, v ∈ C ∞ (D), satisfy u| ∂D = v| ∂D , it may not be the case that du x = dv x for x ∈ ∂D. Thus the boundaries of graph(du) and graph(dv) need not coincide. The calibration functional does not in general behave well on families of Lagrangians that do not agree at their boundaries.
A Limiting eigenvalues and a formula for the lifted space-time Lagrangian angle
The purpose of this subsection is to derive an explicit formula for the lifted space-time angle Θ k . The result is stated in Corollary A.4. This formula is not needed for any of our main results, but we feel it is of independent interest. Also, it furnishes alternative proofs of some of the results in Section 3. Let I a n := diag(a, 1, . . . , 1) ∈ Sym 2 (R n+1 ). It is natural to approximate the DSL (2) by the following family of equations parametrized by p > 0: 
is equivalent to the equation [12, p. 438] n i=0 tan −1 λ i (A) = c + kπ, k ∈ Z, |k| < (n + 1)/2,
where tan −1 : R → (−π/2, π/2), and {λ i (A)} n i=0 are the (real) eigenvalues of the symmetric (n + 1)-by-(n + 1) matrix A ordered so that λ 0 (A) ≥ · · · ≥ λ n (A). We would like to express the DSL in a similar manner.
To that end, we analyze the limiting behavior of the eigenvalues of I p n ∇ 2 kI p n as p tends to infinity, or more generally of
for any A ∈ Sym 2 (R n+1 ). To state the result concerning the eigenvalues, we introduce the following notation. Given a matrix A = [a ij ] n i,j=0 ∈ Sym 2 (R n+1 ), we denote the characteristic polynomial of A by
where σ j denotes the sum of all principal j-by-j minors of A, or equivalently, the j-th symmetric polynomial in the eigenvalues of A. We use the convention that σ 0 (A) = 1 and σ j (A) = 0 if j > n + 1. Let A + ∈ Sym 2 (R n ) be defined by
For A ∈ Sym 2 (R n+1 ) define, 
Note that χ ∞ A has degree n precisely when a 00 = 0. When a 00 = 0 but A = diag(0, A + ), the polynomial χ ∞ A has degree n − 1. Indeed,
According to Lemma A.2 below, regardless of the degree of χ ∞ A , all of its roots are real. Therefore, the following definition makes sense. 
when its degree equals n, and by µ 1 (A) ≥ · · · ≥ µ n−1 (A) when the degree equals n − 1. In this latter case we set µ n (A) := 0 for later convenience. Finally, if A = diag(0, A + ), we set µ i (A) := λ i (A + ), i = 1, . . . , n,
which are, of course, real as well.
Lemma A.2. If a 00 > 0, then lim p→∞ λ i (A p ) = µ i (A), i = 1, . . . , n, lim p→∞ p −2 λ 0 (A p ) = a 00 . When a 00 < 0, we have lim p→∞ λ i−1 (A p ) = µ i (A), i = 1, . . . , n, lim p→∞ p −2 λ n (A p ) = a 00 . When a 00 = 0, but A = diag(0, A + ), we have lim p→∞ λ i (A p ) = µ i (A), i = 1, . . . , n − 1, while lim p→∞ p −1 λ 0 (A p ) = −ρ 2 (A) > 0 and lim p→∞ p −1 λ n (A p ) = − −ρ 2 (A) < 0.
Proof. Our assumptions imply that A = diag(0, A + ). At first, we also assume that a 00 = 0. The polynomial σ j (A p ) is the weighted sum of all symmetric j-by-j minors of A, with weight equal to p 2 if the minor involves the first row and column of A, and weight equal to 1 otherwise. In other words, σ j (A p ) = p 2 ρ j (A) + σ j (A + ). Thus,
By definition, ρ 0 (A) = 0. Hence, the equation χ Ap (λ) = 0 can be rewritten as
where q(λ) is a polynomial of degree n + 1 whose coefficients are bounded independently of p. Since A p is symmetric, equation (75) has n + 1 real roots. Recall that µ 1 (A), . . . , µ n (A) ∈ C denote the n roots of χ ∞ A . Let R > 0 be such that |µ i (A)| < R − 1 for each i. Applying the argument principle to the left hand side of (75), it follows that for all sufficiently large p, χ Ap (λ) has exactly n roots in {z ∈ C : |z| < R}. Moreover, {µ i (A)} n i=1 is the limit set of these n roots.
On the other hand, the sum of the eigenvalues of A p equals trA p = p 2 a 00 + trA + , and we have already showed that n of the eigenvalues of A p are bounded. It follows that p 2 a 00 is an eigenvalue of A p up to O(1). This completes the proof in the case a 00 = 0.
Suppose now that a 00 = 0 but still A = diag(0, A + ). Then χ ∞ A has degree n − 1 and the argument principle still implies that n − 1 of the eigenvalues of A p limit to µ i (A), i = 1, . . . , n − 1. On the one hand, λ i (A p ) = trA p = (−1) n trA + , implying that the sum of the remaining two eigenvalues of A p is bounded independently of p. On the other hand, σ 2 (A p ) = (p 2 ρ 2 (A) + σ 2 (A + )) = O(p 2 ) ∈ R. This polynomial also equals i>j λ i (A p )λ j (A p ). Putting all these facts together and keeping in mind (71), we obtain As an immediate corollary we obtain a formula for the space-time Lagrangian angle. 
