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Abstract: Due to the high maneuverability of unmanned aerial vehicles (UAVs), they have been widely deployed to boost the
performance of Internet of Things (IoT). In this paper, to promote the coverage performance of UAV-aided IoT communications,
we maximize the minimum average rate of the IoT devices by jointly optimizing the resource allocation strategy and the UAV
altitude. Particularly, to depict the practical propagation environment, we take the composite channel model including both
the small-scale and the large-scale channel fading into account. Due to the difficulty in acquiring the random small-scale
channel fading, we assume that only the large-scale channel sate information (CSI) is available. On this basis, we formulate an
optimization problem, which is not convex and challenging to solve. Then, an efficient iterative algorithm is proposed using
block coordinate descent and successive convex optimization tools. Finally, simulation results are presented to demonstrate the
significant performance gain of the proposed scheme over existing ones.
Keywords: block coordinate descent, coverage optimization, Internet of Things (IoT), unmanned aerial vehicles (UAVs)
1 Introduction
Internet of Things (IoT) is one of the crucial applications
of the ongoing fifth generation (5G) system [1-6]. It signifi-
cantly improves the quality of our daily life by connecting a
large number of devices. Generally, IoT devices are energy-
limited [7,8], such as remote sensors, they are hardly able to
transmit over a long distance and difficult to be served by the
IoT server.
Nowadays, utilizing unmanned aerial vehicles (UAVs) as
an aerial base station (BS) to serve the ground IoT devices has
attracted more and more interest [9-16]. By leveraging the
high mobility of UAVs, it is able to move sufficiently close
to the IoT devices to collect the data from them, and then
transmit it to the central Processor. Thus, the UAV-aided IoT
communication system becomes beneficial for coverage ex-
pansion and overhead reduction of the IoT networks. In addi-
tion, UAVs are usually cost-effective [17-19]. They are quite
suitable for on-demand emergency mission in the IoT com-
munications. Furthermore, the high maneuverability of UAVs
could offer an additional degree of freedom to dynamically
adjust the UAV altitude to best suit the queries from the IoT
devices.
In the existing literatures, some researchers focused on
maximizing the sum rate performance of a UAV-aided com-
munication system [20-22]. In [20], the authors studied the
throughput maximization problem subject to the constraints
on the source/relay transmit power, the relay trajectory, prac-
tical mobility and the information-causality. The authors in
[21] maximized the approximate ergodic sum rate via dynam-
ically adjusting the UAV heading. In [22], the authors adopted
the UAV as an aerial BS and analyzed both the UAV power
and its sum-rate capacity gain. Some other works focused on
the energy efficiency maximization to enhance the system per-
formance [23,24]. For example, the authors in [23] aimed to
maximize the energy efficiency of UAV communications. By
jointly optimizing the wake-up schedule of sensors and the
trajectory of UAV, the authors in [24] minimized the maxi-
mum energy consumption of all the sensors to make sure the
data can be reliably collected from the sensors. In addition, to
analyze the outage probability of the system is also of vital im-
portance for the performance enhancement. By analyzing the
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severe limitation imposed by a fixed-wing unmanned aircraft
on the circular flight operation, the authors in [25] proposed
a variable-rate relaying approach to optimize the achievable
performance in terms of outage probability and information
rate. In [26], the authors derived the analytical expressions
for the optimal UAV to minimize the outage probability of
air-to-ground links. The authors in [27] analytically obtained
and calculated the outage performance for the non-orthogonal
multiple access based unmanned aerial vehicles satellite net-
works. In [28], the authors studied the optimum placement of
UAV as an aerial BS by deriving the overall outage probability
and the overall bit error rate (BER).
Although these works have provided very useful guidance
on optimizing the UAV-enabled communication system, they
might not be directly used for the IoT environment, where
coverage performance is a more important issue to be consid-
ered. In the IoT communication system, to support the on-
demand mission, such as disaster relief operations, surveil-
lance, forest fire monitoring and so on, a large amount of IoT
devices are randomly scattered over a wide area for their dif-
ferent targets. Accordingly, how to enlarge the coverage of
IoT communications is quite vital.
In fact, the coverage optimization problem of the UAV-
aided communication system has been partially studied.
For example, in [29], the authors maximized the minimum
throughput of the ground terminals by jointly optimizing the
trajectories of the UAVs, the uplink power control, and the
time resource allocation for wireless energy transfer and wire-
less information transmission. The authors in [30] formulated
the minimum average rate maximization problem by jointly
optimizing the trajectory, velocity, and acceleration of the
UAV and the uplink transmit power of ground nodes. In [31],
the authors considered the multipoint-to-multipoint UAV en-
abled wireless networks and aimed to maximize the minimum
throughput subject to constraints on multiuser communication
scheduling, UAV trajectory and power control.
These results have presented insightful results for coverage
optimization. However, they may not be suitable for the IoT
communication system. Considering the constraint on size
and energy, coverage optimization problem in the IoT com-
munication system should be rigorously designed so that each
IoT could access the IoT network with minimum energy con-
sumption. In addition, these studies in [29-31] have assumed
an ideal free-space model, which is usually not reasonable and
cannot be used to model the link between the mobile UAV and
the randomly-scattered IoT devices. To be practical, the UAV
should be appropriately placed with a typical channel model.
Furthermore, these results [29-31] have assumed the full chan-
nel state information (CSI) condition, which is impossible for
some mobile UAV-enabled IoT scenarios due to the difficulty
in perfectly acquiring the random small-scale channel fading
[32,33].
Motivated by the above observations, in this work, we focus
on the coverage optimization for a practical UAV-aided IoT
communication system. We maximize the minimum average
rate of all the IoT devices, by jointly optimizing the partition
ratio of the time resource blocks and the UAV altitude. We
consider the composite channel model, which consists of both
the small-scale and the large-scale channel fading, to practi-
cally depict the typical propagation environment. In general,
it is difficult to perfectly acquire the random small-scale chan-
nel fading. Thus, we use only the large-scale CSI because it is
slowly-varying and can be achieved with quite low cost. This
framework has been proposed in our previous work [34]. But
therein we mainly considered to improve the system efficiency
by maximizing the sum rate. In this work, we take a step fur-
ther to consider coverage optimization of the UAV-aided IoT
communications using only the large-scale CSI.
The rest of the paper is organized as follows. Section II
presents the general UAV-aided IoT communication system
model. Section III formulates the optimization problem to
maximize the minimum average rate of the IoT devices, and
proposes an efficient iterative algorithm. In Section IV, sim-
ulation results are presented. Finally, conclusion is made in
Section V. Throughout the paper, ‖ · ‖ and | · | denote the
Euclidean norm and the absolute value of a complex-valued
scalar, respectively.
2 System Model
As shown in Figure 1, we consider a mobile UAV-aided
IoT communication system in which K (K > 1) IoT devices
equipped with single antenna are supported by one single-
antenna UAV which serves as a BS. In this system, UAV
collects data from the IoT devices for connecting the server.
Thus, we focus on the uplink communication from the IoT
devices to the UAV. The downlink can be studied in a simi-
lar way from the UAV to the IoT devices. All the devices are
located with a horizontal distance ri, i = 1, ...,K to the UAV
and an angle θi,∀i with respect to the UAV. In addition, all the
IoT devices are arbitrarily distributed in the cell with a radius
rc (rc ≥ max{r1,r2, ...rK}). Here, it is assumed that the cell
locates at the center (0,0,0), and the coordinate for the IoT de-
vice i can be represented as (ricos(θi),risin(θi),0), where θi
is the corresponding angle for the device i.
In this system, we assume the UAV locates at an altitude
h and flies around the IoT devices following a circular tra-
jectory of radius rU in a cycling period TU . That is, UAV
could periodically receive the signal from all the IoT devices
during the flight. Thus, we have TU =
2pirU
v , where v is the
velocity of the UAV. Within this circular trajectory, we as-
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Figure 1 Illustration of a UAV-aided IoT communication system
sume the coordinate (rUcos(ϕ),rU sin(ϕ),h) as the UAV ini-
tial location, where ϕ is the corresponding initial phase pa-
rameter. Therefore, at the time constant t (0 ≤ t ≤ TU ),
the time-varying trajectory for the UAV can be denoted as
(rU cos( vrU t +ϕ),rU sin(
v
rU
t +ϕ),h). In this case, the time-
varying distance between IoT device i and the mobile UAV
is:
di(t) =
√
h2+ r2i + r
2
U −2rirU cos
( v
rU
t+ϕ−θi
)
, (1)
where θi is the corresponding phase for IoT device i.
Similarly, the path loss between the mobile UAV and IoT
device i is [19]:
PLdBi (t) =
A
1+ae−b(ρ¯i(t)−a)
+Bi(t), (2)
where f is the carrier frequency, c is the speed of light, ηLOS,
ηNLOS, a and b are constants related to the propagation envi-
ronment,
A= ηLOS−ηNLOS,
Bi(t) = 20lg(di(t))+20lg(
4pi f
c
)+ηNLOS,
and
ρ¯i(t)
=
180
pi
arcsin
(
h√
h2+ r2i + r
2
U −2rirU cos( vrU t+ϕ−θi)
)
is the elevation angle of the mobile UAV relative to the IoT
device i.
Consequently, the absolute power loss between the mobile
UAV and the IoT device i can be expressed as:
Qi(t) = 10
PLi(t)
10 . (3)
In this case, the received signal at the mobile UAV trans-
mitted by the IoT device i is
yi(t) =
√
pi
Qi(t)
gi(t)xi+ zm, (4)
where pi represents the transmission power used by the IoT
device i to transmit data, gi(t) is the small-scale fading
coefficient following the Gaussian distribution according to
CN (0,1), zm is the additive white Gaussian noise (AWGN)
at the mobile UAV and δ 2 = E{|zm|2} is the noise variance.
Note that in this work, we assume pi, ∀i are constant when the
IoT devices transmit data to the UAV.
In this work, we assume all the IoT devices share the same
frequency band for their communications with the UAV over a
consecutive duration T > 0 in second(s). During this time, all
the IoT devices operate via a periodic/cyclical time-division
multiple access (TDMA). Here, we assume T = TU for sim-
plicity.
Note that, the continuous time variables significantly in-
crease the difficulty for mobile UAV. For ease of exposition,
we discretize the cyclical flying time T into N time slots, i.e.,
T = N∆t in [20], with ∆t representing the length of the unit
time slot, which is sufficiently small so that within each time
slot, the distance between the mobile UAV and the IoT devices
is considered as approximately unchanged whereas the small
scale channel fading is time-varying. Furthermore, we assume
it consists of amount of time resource blocks in each time slot.
Denote ai[n] as the partition ratio of the time resource blocks
for the IoT device i in the time slot n 1. In this case, we have
0≤ ai[n]≤ 1,∀i.
Without loss of generality, we also specify the following
constraint
K
∑
i=1
ai[n]≤ 1, for i ∈ 1, ...,K (5)
in each time slot.
In the time slot n, the received signal at the mobile UAV
from the IoT device i is
yi[n] =
√
pi
Qi[n]
gi[n]xi+ zm, (6)
where Qi[n] = Qi(t)|t=n, and gi[n] = gi(t)|t=n.
Then, the average achievable rate of the IoT device i within
1 Here, the assignment ai[n],∀i,n is feasible due to the fact that with the
limited size and the constrained battery, the signal processing capability of
UAV is also limited. Thus, when the IoT devices transmit data to the UAV,
we specify the assignment of the time resource blocks in each time slot.
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the flight is [31]
r¯i =
1
N
N
∑
n=1
ai[n]E
[
log2
(
1+
pi|gi[n]|2
Qi[n]δ 2
)]
, (7)
where E(·) denotes the expectation operator.
3 Coverage Optimization
In this section, we focus on the minimum average rate max-
imization for each IoT device 2. Specially, let A= {ai[n],∀i}.
We address the problem by jointly optimizing the partition ra-
tio of the time resource blocks A and the UAV altitude h for
the mobile UAV-aided IoT communication system. The prob-
lem can be reformulated as
max
A,h
min
i
1
N
N
∑
n=1
ai[n]E
[
log2
(
1+
pi|gi[n]|2
Qi[n]δ 2
)]
(8a)
s.t. ai[n] ∈ [0,1],∀i (8b)
K
∑
i=1
ai[n]≤ 1,∀i (8c)
h> 0. (8d)
where (8c) comes from the constraint (5). In fact, the problem
is quite intractable due to the complicated objective function
with respect to the altitude h. Because of the expectation oper-
ator E(·), the objective function presents the form of integrals
and is difficult to be expressed in a closed form in terms of h.
Therefore, problem (9) is challenging to solve with the non-
closed-form expression of the achievable average rate r¯i with
respect to h.
Before the further derivation, we define κ(A,h) = min
i=1,...,K
r¯i
as the minimum average rate for simplicity. In this case, the
optimization problem can be recast into
max
A,h,κ
κ (9a)
s.t.
1
N
N
∑
n=1
ai[n]E
[
log2
(
1+
pi|gi[n]|2
Qi[n]δ 2
)]
≥ κ,∀i (9b)
ai[n] ∈ [0,1],∀i (9c)
K
∑
i=1
ai[n]≤ 1,∀i (9d)
h> 0. (9e)
In the following, we first derive the closed form of the
2 Note that in this work, we consider the coverage optimization by maxi-
mizing the minimum average rate for all the IoT devices. That’s because the
minimum average rate maximization can achieve the fairness for all the IoT
devices.
achievable rate r¯i in (7) so as to remove the expectation op-
erator E(·), and then propose an efficient iterative algorithm
for the problem.
3.1 The closed form of the achievable average
rate r¯i
Based on the remarkable studies [35,36], we introduce the
closed form of the achievable average rate r¯i by applying the
random theory matrix as
r¯api =
1
N
N
∑
n=1
ai[n]
{
log2
(
1+
pi
µi,nQi[n]δ 2
)
+ log2 e
[
ln(µi,n)−1+ 1µi,n
]}
,∀i,
(10)
where µi,n, i = 1, ...,K can be uniquely defined as the follow-
ing fixed-point equation
µi,n = 1+
pi
Qi[n]
(
δ 2+
pi
µi,nQi[n]
)−1
,∀i,n. (11)
Based on [35], it is easy to know the performance gap between
r¯i and r¯
ap
i can be negligible. Thus, the above approximation is
quite accurate.
In IoT communication system, most IoT devices generally
have the limited energy. However, in some complex commu-
nication environment, e.g., downtown, urban and rural areas,
there exists a large amount of noise sources, which signif-
icantly influence the signal transmitted by the IoT devices.
Thus, IoT communication system usually has low SNR. In
this case, the fixed-point equation µi,n can be further approxi-
mated as
µi,n = 1+
pi
Qi[n]
(
δ 2+
pi
µi,nQi[n]
)−1
(a)≈ 1+ pi
Qi[n]δ 2
(b)≈ 1,∀i,n.
(12)
where (a) holds due to the fact that with low SNR assumption,
it follows δ 2 piµi,nQi[n] . (b) holds due to the fact that
pi
Qi[n]δ 2
approaches 0 based on the low SNR assumption. As a result,
we have
r¯api =
1
N
N
∑
n=1
ai[n]
[
log2
(
1+
pi
Qi[n]δ 2
)]
,∀i. (13)
3.2 An iterative algorithm for theminimum av-
erage rate maximization
Based on the closed form of the achievable average rate r¯i
derived in subsection 3.1, problem (9) can be further reformu-
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Figure 2 Illustration of the non-convexity of r¯api in terms of h based on the simulation
setting in Section 4, where we consider K = 6 IoT devices and assume v = 2m/s, δ 2 =
−65dBm, T = 200s, pi = 0.01W, ∀i.
lated into
max
A,h,κ
κ (14a)
s.t.
1
N
N
∑
n=1
ai[n]
[
log2
(
1+
pi
Qi[n]δ 2
)]
≥ κ,∀i (14b)
ai[n] ∈ [0,1],∀i,n (14c)
K
∑
i=1
ai[n]≤ 1,∀n (14d)
h> 0. (14e)
Since the constraint (14b) is not convex with respect to h
as illustrated in Figure 2, problem (14) is not convex. In the
following, to tackle the non-convex difficulty we propose an
effective scheme for the non-convex problem (14) by using
the block coordinate descent [37], in which the partition ratio
of the time resource blocks A and the altitude h are alternately
optimized in each iteration.
1) The optimization of the partition ratio of the time re-
source blocks A
For any given altitude h, the optimization of the partition
ratio of the time resource blocks A can be recast into
max
A,κ
κ (15a)
s.t. (14b), (14c), (14d). (15b)
Problem (15) is convex, which can be solved by the toolbox
CVX.
2) The optimization of the altitude h
For any given partition ratio of the time resource blocks A,
the optimization of the altitude h can be rewritten as
max
h,κ
κ (16a)
s.t.
1
N
N
∑
n=1
ai[n] log2
(
1+
pi
Qi[n]δ 2
)
≥ κ,∀i (16b)
h> 0. (16c)
Note that problem (16) is neither a convex nor concave
problem due to the non-convex constraint (16b), which can be
depicted in Figure 2. In general, there is no efficient method
to obtain the optimal solution.
To handle the non-convexity of the constraint (16b), we
adopt the successive convex optimization technique, in which
the original optimization function can be approximated in a
tractable one at a given local point in each iteration. Let h(q) be
the local point of h at the q-th iteration in the successive con-
vex optimization technique. Then, r¯api can be lower-bounded
by its first-order Taylor expansion around the point h(q).
For the IoT device i, since the absolute power loss at the
n-th time slot Qi[n] is related to the elevation angle of the
mobile UAV relative to the IoT device i and the distance be-
tween them, it is quite complicated. To facilitate the first-order
derivation of r¯api at the local point h
(q), we first consider the
first-order derivation of Qi[n] at the local point h(q). Here, we
set
Qi[n] = 10
Fi [n]+Bi [n]
10 , (17)
where
Fi[n] =
A
1+ae−b(ρ¯i[n]−a)
,
Bi[n] = 20lg(di[n])+20lg(
4pi f
c
)+ηNLOS,
ρ¯i[n]
=
180
pi
arcsin
( h√
h2 + r2i + r
2
U −2rirU cos( vrU n+ϕ−θi
) ),
and
di[n] =
√
h2+ r2i + r
2
U −2rirU cos
( v
rU
n+ϕ−θi
)
.
The first-order derivation of Fi[n] at the local point h(q) is
Fi,q[n] =
180Abae−bCi,q[n]
pi
(
Di,q[n]
)2√1− ( h(q)di,q[n])2
[
1
di,q[n]
− (h
(q))2
(di,q[n])3
]
,
(18)
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where
di,q[n] =
√
(h(q))2+ r2i + r
2
U −2rirU cos(
v
rU
n+ϕ−θi),
Ci,q[n] =
180
pi
arcsin
h(q)
di,q[n]
−a,
Di,q[n] = 1+ae−bCi,q[n].
The first-order of Bi[n] at the local point h(q) is
Bi,q[n] =
20h(q)
(di,q[n])2
lge. (19)
By taking the first-order Taylor expansion at the local point
h(q), r¯api can be lower-bounded by
r¯api ≥ r¯aplbi
=
1
N
N
∑
n=1
ai[n] log2
(
1+
pi
Qqi [n]δ 2
)
− log2 10
10
1
N
N
∑
n=1
ai[n]
pi(Fi,q[n]+Bi,q[n])
pi+Q
q
i [n]δ 2
(h−h(q)),
(20)
where Qqi [n] = 10
Fqi [n]+B
q
i [n]
10 , Fqi [n] = Fi[n]|h=h(q) and Bqi [n] =
Bi[n]|h=h(q) .
Thus, with the local point h(q) and the lower bound r¯aplbi in
(20), problem (16) can be further recast into
max
h,κ
κaplb (21a)
s.t. r¯aplbi ≥ κ,∀i, (21b)
h> 0. (21c)
where κaplb is the lower bound of κ .
Now problem (21) is convex, and can be solved by the tool-
box CVX. By iteratively optimizing (21) at the given point
h(q) which is updated in each iteration, problem (16) can be
solved. The details are summarized in Algorithm 1. Accord-
ing to the analysis in [23,24], it is clear that the resulting ob-
jective value of problem (21) in Algorithm 1 is non-decreasing
in each iteration. Accordingly, Algorithm 1 could be guaran-
teed to converge.
The overall algorithm for problem (9) can be achieved by
alternately solving problem (15) and problem (16) in an itera-
tive manner. The details of the algorithm can be summarized
in Algorithm 2.
Next, we analyze the convergence of the proposed Algo-
rithm 2. It is pointing out that to achieve the optimal altitude h,
problem (16) is solved through its approximate problem (21)
based on Algorithm 1. Thus, we cannot directly apply the gen-
eral convergence analysis that is for the classical block coor-
Algorithm 1 The proposed algorithm for solving problem (16)
1: Initialize: the UAV altitude h(0) and the accuracy ε > 0.
Set q= 0.
2: repeat
3: Solve problem (21) for given h(q) to obtain the optimal
solution h(q+1).
4: h(q)← h(q+1); q← q+1.
5: until The fractional increase of the objective function is
below the threshold ε > 0.
dinate descent method [24,31]. In the classical block coordi-
nate descent method, each optimization problem in each block
should be strictly solved with its exact optimality in each iter-
ation [37]. Thus, we make a further convergence analysis for
our proposed scheme.
Based on problem (15), problem (16) and its approximate
problem (21), we have
κ(A(k),h(k))
(a)
≤ κ
(
A(k+1),h(k)
)
(b)
= κaplb
(
A(k+1),h(k)
)
(c)
≤ κaplb
(
A(k+1),h(k+1)
)
(d)
≤ κ
(
A(k+1),h(k+1)
)
(22)
where κ(A,h) has been defined prior to problem (9). (a) holds
due to the optimal solutions of problem (15) with the given
altitude h(k); (b) holds due to the convergence of Algorithm
1; (c) holds since
(
h(k+1),κ(k+1)aplb
)
is the optimal solution of
problem (21) with the given A(k+1), and (d) holds since the
objective value of problem (21) is the lower bound of that
of problem (16) at h(k+1) with the given A(k+1). The result
in (22) indicates that the objective value of problem (14) is
non-decreasing in each iteration of Algorithm 2. Thus, the
proposed Algorithm 2 can be guaranteed to converge.
Algorithm 2 The proposed algorithm for solving problem (9)
1: Initialize: the UAV altitude h(0) and the accuracy ε¯ > 0.
Let k = 0.
2: repeat
3: Solve problem (15) for given h(k) to obtain the optimal
A(k+1).
4: Solve problem (16) for given A(k+1) and h(k) using Al-
gorithm 1 to obtain the optimal h(k+1).
5: k← k+1.
6: until The fractional increase of the objective function is
below the threshold ε¯ .
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Figure 3 The path loss (dB) versus different altitude h in the different prop-
agation environment for one IoT device
4 Numerical Results and Discussion
In this section, we verify the effectiveness of our proposed
scheme by means of simulation 3. We set the frequency
f = 2.4GHz, the speed of light c = 3× 108m/s and the cor-
responding initial phase parameter ϕ = pi6 . For the system,
we assume six (K = 6) IoT devices, which are uniformly
distributed within a cell 4. In addition, we assume the ran-
dom realizations of the IoT devices are located with horizon-
tal distances r1 = 189m, r2 = 260m, r3 = 298m, r4 = 450m,
r5 = 680m and r6 = 759m. We also set θ1 = pi6 , θ2 =
pi
3 ,
θ3 = 23pi , θ4 =
5
6pi ,θ5 =
3
2pi , θ6 =
10
9 pi . The thresholds pre-
sented in Algorithm 1 and 2 are fixed as ε = ε¯ = 10−4. The
initial value h(0) in Algorithm 1 is 100m. Also, we con-
sider the typical propagation environment using the follow-
ing (ηLoS,ηNLoS) pairs (0.1,21), (1.0,20), (1.6,23), (2.3,34)
corresponding to suburban, urban, dense urban, and highrise
urban, respectively.
Figure 3 presents the path loss versus the UAV altitude h
in different propagation environment. We choose any one
IoT device, i.e., r1 = 189m and θ1 = pi6 . The curves are
achieved based on the equation 1N ∑
N
n=1PL
dB
i (n) during the
UAV’s flight, where i = 1. Here, we set T = 100s. It can
be seen that the path loss first reduces quickly as the altitude h
increases. Once it achieves the lowest point, it increases when
the altitude h becomes high. Obviously, there must exist an
optimal h that makes the absolute power loss achieve the low-
est point. In this case, the system has the best performance.
In addition, it can be also seen that the path loss has a high
dependence on the practical propagation environment.
In order to show the performance of Algorithm 2 in our
3 The simulation is based on the low SNR assumption.
4 For simplicity, we assume K = 6 IoT devices in this simulation. However,
the proposed algorithms is also applicable for the cases where there exists a
large amount of IoT devices.
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Figure 4 The minimum average rate versus different flying periods
proposed scheme, in Figure 4, we compare the minimum aver-
age rate achieved by the proposed scheme using the optimal h
with that obtained by the conventional scheme using a fixed h
[31] in the suburban environment, where we assume the noise
variance δ 2 =−80dBm,, the transmission power of all the IoT
devices pi = 0.05W, ∀i, the UAV constant speed v= 2m/s and
the initial value h(0)= 100m in Algorithm 2. It can be seen the
minimum average rate achieved by Algorithm 2 significantly
outperforms that with the fixed h. That’s because by optimiz-
ing the altitude h, the mobile UAV could locate a best altitude
to adapt the communication with the randomly-scattered IoT
devices during its flying period. In this case, there has the low-
est path loss (as illustrated in Figure 3) between the UAV and
the IoT devices. Thus, IoT devices could achieve the best av-
erage rate. In contrast, fixing the UAV’s altitude would restrict
the potential of the UAV’s mobility. Accordingly, it is impos-
sible to achieve the optimal altitude for the mobile UAV.
Figure 5 presents the minimum average rate obtained by
Algorithm 2 in different urban scenarios. Here, we assume
that δ 2 =−80dBm, v= 2m/s, pi = 0.01W, ∀i and specify the
initial value h(0) in Algorithm 2 is 80m. It can be observed,
in the different propagation environment, the achievable min-
imum average rate presents the various behavior. That comes
from that the optimal h is highly dependent on the practical
urban environment, which could result in the difference of the
minimum average rate when we derive the average rate by our
proposed scheme. In addition, it can also be seen that as the
flying period T becomes large, the minimum average rate in-
creases. The largest minimum average rate is achieved in the
urban area, and the smallest minimum average rate is obtained
in the highrise urban area.
Figure 6 illustrates the comparison between the minimum
average rate obtained by our proposed scheme with optimal
h and that obtained by the existing scheme with the fixed h
[31] in terms of different transmission powers. We assume
δ 2 = −80dBm, T = 700s and v = 2m/s. We also set the ini-
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different urban environment
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Figure 6 The minimum average rate versus different transmission powers
tial value h(0) in Algorithm 2 is 100m. Here, we consider
the suburban environment. It is easy to see that the minimum
average rate obtained by Algorithm 2 is larger than that ob-
tained by the existing scheme. With the optimization of UAV
altitude, UAV could adaptively choose the best placement to
communicate with the IoT devices. In this case, the absolute
power loss achieves the lowest, and the average minimum rate
is largest. In addition, the minimum average rate increases
as the transmission power increases. That is due to the fact
that the achievable rate of all the IoT devices within the flight
increases linearly with the transmission power.
5 Conclusion
In this paper, we investigated the UAV-aided IoT commu-
nications system, and considered the coverage optimization
problem for this system with partial channel knowledge. Spe-
cially, we maximized the minimum average rate by jointly op-
timizing the partition ratio of the time resource blocks and the
UAV altitude. To characterize the practical propagation en-
vironment, the composite channel model including both the
small-scale and the large-scale channel fading was adopted.
Full CSI assumption was not available because it was impos-
sible to acquire the time-varying small-scale channel fading in
practice. We only used the slowly-varying large-scale chan-
nel fading. The formulated problem was not convex. An
efficient iterative algorithm was proposed by means of the
block coordinate descent and the successive convex optimiza-
tion technique. Numerical results have demonstrated that the
performance with the altitude optimization significantly out-
performed that with the fixed altitude. Furthermore, the re-
sults also implied that the performance of the UAV-aided IoT
communications system was strongly dependent on the spe-
cific urban environment.
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