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On local generators of affine distributions
on Riemannian manifolds
Ra˘zvan M. Tudoran
Abstract
Using a coordinate free characterization of hyperplanes intersection, we provide
explicitly a set of local generators for a smooth affine distribution given by those
smooth vector fields X ∈ X(U) defined eventually on an open subset U ⊆ M of a
smooth Riemannian manifold (M,g), that verifies the relations g(X,X1) = · · · =
g(X,Xk) = 0, g(X,Y1) = h1, . . . , g(X,Yp) = hp, where X1, . . . ,Xk, Y1, . . . , Yp ∈
X(U), and respectively h1, . . . , hp ∈ C
∞(U,R), are a-priori given quantities.
In the case when X1, . . . ,Xk, Y1, . . . , Yp are gradient vector fields associated
with some smooth functions I1, . . . , Ik,D1, . . . ,Dp ∈ C
∞(U,R), i.e., X1 = ∇gI1,
. . . , Xk = ∇gIk, Y1 = ∇gD1, . . . , Yp = ∇gDp, then we obtain a set of local gener-
ators for the smooth affine distribution of smooth vector fields which conserve the
quantities I1, . . . , Ik and dissipate the scalar quantities D1, . . . ,Dp with prescribed
rates h1, . . . , hp.
AMS 2000: 58A30; 53B21; 37C10.
Keywords: affine distributions; Riemannian manifolds; contravariant Grassmann
algebra; conservative/dissipative dynamics.
1 Introduction
The theory of distributions, in the broadest sense, it is perhaps one of the most influen-
tial tool from differential geometry, according to its usefulness in a large assortment of
scientific domains, e.g., geometric control theory, differential equations, sub-Riemannian
geometry, dynamical systems, nonholonomic mechanics (for details see, e.g., [3], [7], [8],
[4], [2], [9]).
The main protagonist of this paper is a special class of distributions, namely the so
called smooth affine distributions on Riemannian manifolds. More precisely, the main
purpose of this work is to provide explicitly (and coordinate free) a set of local generators
for a given smooth affine distribution on a finite dimensional smooth Riemannian man-
ifold. Moreover, by applying this result to some special classes of affine distributions,
we generalize some results from [1] related to smooth affine distributions associated to
dissipative dynamical systems.
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More exactly, in the second section we provide a coordinate free formulation for the
intersection of a finite number of hyperplanes of a finite dimensional inner product space
(Euclidean vector space).
The third section is dedicated to the local study of smooth affine distributions on
Riemannian manifolds. Since the main applications of our results are supposed to im-
prove the study of conservative/dissipative dynamical systems, for practical reasons, we
will focus on the local study of smooth affine distributions. More precisely, the main
purpose of this section is to provide explicitly (and coordinate free) a set of local gen-
erators for a smooth affine distribution given by those vector fields X ∈ X(U) defined
eventually on an open subset U ⊆ M of a smooth Riemannian manifold (M, g), that
verifies the relations g(X,X1) = · · · = g(X,Xk) = 0, g(X, Y1) = h1, . . . , g(X, Yp) = hp,
where X1, . . . , Xk, Y1, . . . , Yp ∈ X(U), and respectively h1, . . . , hp ∈ C
∞(U,R) are a-priori
given quantities. The analysis of mixed homogeneous and nonhomogeneous relations is
deliberate (even if one can recover the homogeneous part by simply annihilating the non-
homogeneous one) because of the clarity of formulas for the local generators. Moreover,
these two classes of relations have completely different meaning in dynamical setting, as
can be seen in the next section.
The aim of the last section is to apply the results obtained in the previous section
to some special classes of smooth affine distributions naturally associated to dynami-
cal systems, and also to provide a unified presentation of conservative and dissipative
dynamical systems. More exactly, in the case when X1, . . . , Xk, Y1, . . . , Yp are gradient
vector fields on a smooth Riemannian manifold (M, g) associated with some smooth func-
tions I1, . . . , Ik, D1, . . . , Dp ∈ C
∞(U,R), i.e., X1 = ∇gI1, . . . , Xk = ∇gIk, Y1 = ∇gD1,
. . . , Yp = ∇gDp, then we obtain a set of local generators for the smooth affine distri-
bution of vector fields which conserve the quantities I1, . . . , Ik and dissipate the scalar
quantities D1, . . . , Dp with prescribed rates h1, . . . , hp. As a consequence one obtain a
generalization for p > 1 of a result from [1] given for p = 1. Note that for p > 0 the main
result provides a local characterization of dissipative dynamical systems. Some other
dynamically relevant cases are obtained, e.g., for p = 0 one obtain a local characteriza-
tion of conservative dynamical systems; for p = 0 and k = dimM − 1 one obtain a local
characterization of completely integrable dynamical systems.
2 A coordinate free formulation of hyperplanes in-
tersection
In this section we obtain a coordinate free formulation for the linear variety determined
by the intersection of a finite number of hyperplanes of a finite dimensional inner product
space.
In order to do that, let us recall that given an n-dimensional inner product space
(E, 〈·, ·〉) over a field K of characteristic zero, then for any p ∈ {1, . . . , n}, the p-th
exterior power of the vector space E, ΛpE, inherits an inner product, 〈·, ·〉p, defined on
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pairs of decomposable p-vectors by
〈v1 ∧ · · · ∧ vp, w1 ∧ · · · ∧ wp〉p := det[〈vi, wj〉1≤i,j≤p], (2.1)
for any v1∧· · ·∧vp, w1∧· · ·∧wp ∈ Λ
pE, and extended by bilinearity to the whole vector
space ΛpE. Note that (Λ1E, 〈·, ·〉1) = (E, 〈·, ·〉), and by convention Λ
0E = K.
As usual, one denote by ‖ · ‖p =
√
〈·, ·〉p, the norm induced by the inner product
〈·, ·〉p. Note that in the case of the inner product 〈·, ·〉p,
‖v1 ∧ · · · ∧ vp‖p =
√
det(G(v1, . . . , vp)),
where G(v1, . . . , vp) = [〈vi, vj〉1≤i,j≤p] is the Gram matrix associated to the ordered set
of vectors {v1, . . . , vp} ⊂ E.
Recall that any orthonormal basis of E, {e1, . . . , en}, generates an orthonormal basis
of ΛpE,
{ei1 ∧ · · · ∧ eip | 1 ≤ i1 ≤ · · · ≤ ip ≤ n}.
Consequently, for any p ∈ {0, . . . , n}, we have
dimK Λ
pE =
(
n
p
)
=
(
n
n− p
)
= dimK Λ
n−pE,
and hence ΛpE ∼= Λn−pE. A natural isomorphism between these vector spaces is given
by the Hodge star operator.
In order to remind the definition of the Hodge star operator let us fix an orthonormal
basis of the vector space E, say {e1, . . . , en}, and the corresponding basis unit vector
µ = e1 ∧ · · · ∧ en for the vector space Λ
nE. Note that since the basis {e1, . . . , en} is
orthonormal, we get that ‖µ‖n = 1. The volume element µ is hence unique up to a sign
and defines an orientation of E.
Fixing p ∈ {1, . . . , n} and ν ∈ ΛpE, we get that the map
ω ∈ Λn−pE 7→ ν ∧ ω ∈ ΛnE,
is linear, and hence there exists a unique linear functional αν ∈ (Λ
n−pE)
⋆
such that
ν ∧ ω = αν(ω)µ.
Since Λn−pE is an inner product space, due to Riesz representation of linear functionals,
we have the existence of a unique element of Λn−pE, denoted ⋆ν, such that for any
ω ∈ Λn−pE,
αν(ω) = 〈⋆ν, ω〉n−p.
Hence, for any ν ∈ ΛpE and ω ∈ Λn−pE, we have
〈⋆ν, ω〉n−p µ = ν ∧ ω. (2.2)
Summarizing, the linear operator ν ∈ ΛpE 7→ ⋆ν ∈ Λn−pE, is by construction an
isomorphism of vector spaces, and is called the Hodge star operator. Moreover, a direct
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consequence of the property (2.2) and of the fact that (⋆ ◦ ⋆)(ν) = (−1)p(n−p)ν, for any
ν ∈ ΛpE, is that
〈⋆ν1, ⋆ν2〉n−p = 〈ν1, ν2〉p,
for any ν1, ν2 ∈ Λ
pE.
For more details regarding the Hodge star operator and other properties of p-th
exterior powers of vector spaces, see e.g., [5].
Before stating the main result of this section, let us give an auxiliary result that
provides a coordinate free formulation for the intersection of k linear hyperplanes with
prescribed normal directions, in a finite dimensional inner product space.
Proposition 2.1 Let (E, 〈·, ·〉) be an n-dimensional inner product space over a field K
of characteristic zero, and let {v1, . . . , vk} ⊂ E be a set of linearly independent vectors
(k ∈ N, 0 < k < n− 1). Then the solutions u ∈ E of the system
〈u, v1〉 = · · · = 〈u, vk〉 = 0,
are the elements of the (n− k)-dimensional vector subspace
E[v1, . . . , vk] := spanK
{
⋆
(
n−k∧
i=1,i 6=a
ωi ∧
k∧
l=1
vl
)
: a ∈ {1, . . . , n− k}
}
,
where
{ω1, . . . , ωn−k} ⊂ E
is a set of linearly independent vectors such that {v1, . . . , vk, ω1, . . . , ωn−k} forms a basis
of E.
Proof. Recall first that the intersection of k linear hyperplanes with linearly independent
normal directions, of an n dimensional vector space is a vector subspace of dimension
n−k. Hence, in order to obtain the conclusion will be enough to find a set of n−k linearly
independent solutions of the system 〈u, v1〉 = · · · = 〈u, vk〉 = 0 which also belong to
E[v1, . . . , vk]. Note that the vector space E[v1, . . . , vk] is independent of the choice of the
set of linear independent vectors {ω1, . . . , ωn−k} ⊂ E such that {v1, . . . , vk, ω1, . . . , ωn−k}
forms a basis of E. Indeed, let us fix another set of independent vectors {w1, . . . , wn−k} ⊂
E such that {v1, . . . , vk, w1, . . . , wn−k} forms a basis of E. Then, writing for each i ∈
{1, . . . , n−k}, the vector wi with respect to the basis {v1, . . . , vk, ω1, . . . , ωn−k}, namely,
wi =
k∑
l=1
λilvl +
n−k∑
b=1
νibωb,
(where λil, νib ∈ K are such that for each i ∈ {1, . . . , n − k} fixed, the set Si := {νib :
b ∈ {1, . . . , n− k}} contains at least one non-zero element, and moreover for each i, j ∈
{1, . . . , n − k}, i 6= j, the vectors
∑n−k
b=1 νibωb and
∑n−k
b=1 νjbωb are linearly independent,
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since w’s and v’s are linearly independent), and using the multilinear properties of the
wedge product and the linearity of the Hodge star operator we get
span
K
{
⋆
(
n−k∧
i=1,i 6=a
wi ∧
k∧
l=1
vl
)
: a ∈ {1, . . . , n− k}
}
= spanK
{
⋆
[
n−k∧
i=1,i 6=a
(
k∑
l=1
λilvl +
n−k∑
b=1
νibωb
)
∧
k∧
l=1
vl
]
: a ∈ {1, . . . , n− k}
}
= spanK
{
⋆
(
n−k∧
i=1,i 6=a
ωi ∧
k∧
l=1
vl
)
: a ∈ {1, . . . , n− k}
}
.
Let us now show that the vectors
ua := ⋆
(
n−k∧
i=1,i 6=a
ωi ∧
k∧
l=1
vl
)
,
for a ∈ {1, . . . , n− k}, are linearly independent solutions of the system
〈u, v1〉 = · · · = 〈u, vk〉 = 0.
For proving the linear independence of the vectors {u1, . . . , un−k}, since the Hodge
star operator is an isomorphism, it is enough to show the linear independence of the
(n − 1)-vectors {⋆u1, . . . , ⋆un−k}. In order to do that, let us consider a1, . . . , an−k ∈ K
such that
n−k∑
s=1
as
(
(−1)n−1
n−k∧
i=1,i 6=s
ωi ∧
k∧
l=1
vl
)
= 0.
Wedging both members of the above equality with ωr for a fixed r ∈ {1, . . . , n− k}, one
obtain
ar
n−k∧
i=1
ωi ∧
k∧
l=1
vl = 0,
and consequently ar = 0, since
∧n−k
i=1 ωi ∧
∧k
l=1 vl 6= 0, because {v1, . . . , vk, ω1, . . . , ωn−k}
are linearly independent. Repeating the argument for each r ∈ {1, . . . , n − k} one
obtain a1 = · · · = an−k = 0, and hence the linear independence of the (n − 1)-vectors
{⋆u1, . . . , ⋆un−k}.
The last step of the proof is to verify that for each a ∈ {1, . . . , n−k}, ua is a solution
of the system 〈u, v1〉 = · · · = 〈u, vk〉 = 0. Note that for arbitrary a ∈ {1, . . . , n− k} and
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i ∈ {1, . . . , k}, by using the formula (2.2) we obtain
〈ua, vi〉µ = 〈⋆
(
n−k∧
i=1,i 6=a
ωi ∧
k∧
l=1
vl
)
, vi〉µ
=
(
n−k∧
i=1,i 6=a
ωi ∧
k∧
l=1
vl
)
∧ vi
=
n−k∧
i=1,i 6=a
ωi ∧
(
k∧
l=1
vl ∧ vi
)
= 0.
Since from the definition of the Hodge star operator, µ 6= 0, we obtain 〈ua, vi〉 = 0.
Let us point out that the Proposition (2.1) remains valid also for k ∈ {n− 1, n}, the
only difference from the case 0 < k < n − 1 being the inconsistency of the notations,
which in these limit cases may lead to confusions. Hence, for these limit cases we prefer
to state separately the conclusion of the Proposition (2.1).
Remark 2.2 • For k = n, the Proposition (2.1) becomes trivial since the only solu-
tion of the system 〈u, v1〉 = · · · = 〈u, vn〉 = 0 is u = 0.
• For k = n− 1, the conclusion of Proposition (2.1) becomes as follows:
The solutions u ∈ E of the system
〈u, v1〉 = · · · = 〈u, vn−1〉 = 0,
are the elements of the 1-dimensional vector subspace
E[v1, . . . , vn−1] := spanK
{
⋆
(
n−1∧
l=1
vl
)}
.
Let us give now the main result of this section, which provides a coordinate free
formulation of the linear variety described by the intersection of k linear hyperplanes and
respectively p affine hyperplanes of an n - dimensional inner product space (E, 〈·, ·〉).
Theorem 2.3 Let (E, 〈·, ·〉) be an n-dimensional inner product space over a field K of
characteristic zero. Let k, p ∈ N, k > 0, p > 1, k + p < n − 1, λ1, . . . , λp ∈ K \ {0} be
given, and let {v1, . . . , vk, w1, . . . , wp} ⊂ E be a set of linearly independent vectors.
Then the solutions u ∈ E of the system{
〈u, v1〉 = · · · = 〈u, vk〉 = 0,
〈u, w1〉 = λ1, . . . , 〈u, wp〉 = λp,
(2.3)
are given by u = u0 + u⊥, where
u0 =
∥∥∥∥∥
p∧
i=1
wi ∧
k∧
j=1
vj
∥∥∥∥∥
−2
k+p
·
p∑
i=1
(−1)n−iλiΘi,
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with
Θi = ⋆
[
p∧
j=1,j 6=i
wj ∧
k∧
l=1
vl ∧ ⋆
(
p∧
j=1
wj ∧
k∧
l=1
vl
)]
,
and
u⊥ ∈ spanK

⋆

n−(k+p)∧
i=1,i 6=a
ωi ∧
p∧
j=1
wj ∧
k∧
l=1
vl

 : a ∈ {1, . . . , n− (k + p)}

 ,
where
{ω1, . . . , ωn−(k+p)} ⊂ E
is a set of linearly independent vectors such that {v1, . . . , vk, w1, . . . , wp, ω1, . . . , ωn−(k+p)}
forms a basis of E.
Proof. Recall first that the intersection of k + p (affine) hyperplanes with linearly
independent normal directions, of an n dimensional vector space is a linear variety of
dimension n−(k+p), whose direction is given by the intersection of the associated linear
hyperplanes, namely the solutions set of the system{
〈u, v1〉 = · · · = 〈u, vk〉 = 0,
〈u, w1〉 = . . . , 〈u, wp〉 = 0,
which by Proposition (2.1), is given by the vector subspace
E[w1, . . . ,wp, v1, . . . , vk] =
= span
K

⋆

n−(k+p)∧
i=1,i 6=a
ωi ∧
p∧
j=1
wj ∧
k∧
l=1
vl

 : a ∈ {1, . . . , n− (k + p)}

 ,
where
{ω1, . . . , ωn−(k+p)} ⊂ E
is a set of linearly independent vectors such that {v1, . . . , vk, w1, . . . , wp, ω1, . . . , ωn−(k+p)}
forms a basis of E.
Note that the solutions set of the system (2.3) is the linear variety
u0 + E[w1, . . . , wp, v1, . . . , vk] ⊂ E,
where u0 ∈ E is a particular solution of the system (2.3).
Hence, in order to complete the proof of the theorem it is enough to check that
u0 =
∥∥∥∥∥
p∧
i=1
wi ∧
k∧
j=1
vj
∥∥∥∥∥
−2
k+p
·
p∑
i=1
(−1)n−iλiΘi,
with
Θi = ⋆
[
p∧
j=1,j 6=i
wj ∧
k∧
l=1
vl ∧ ⋆
(
p∧
j=1
wj ∧
k∧
l=1
vl
)]
,
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verifies the system (2.3).
Let vb ∈ {v1, . . . , vk} be arbitrary fixed. Using the linearity of the inner product we
obtain
〈u0, vb〉 =
∥∥∥∥∥
p∧
i=1
wi ∧
k∧
j=1
vj
∥∥∥∥∥
−2
k+p
·
p∑
i=1
(−1)n−iλi〈Θi, vb〉.
In order to show that 〈u0, vb〉 = 0, it is enough to prove that 〈Θi, vb〉 = 0, for every
i ∈ {1, . . . , p}. Indeed, using the properties of the Hodge star operator we obtain:
〈Θi, vb〉µ = 〈⋆
[
p∧
j=1,j 6=i
wj ∧
k∧
l=1
vl ∧ ⋆
(
p∧
j=1
wj ∧
k∧
l=1
vl
)]
, vb〉µ
=
[
p∧
j=1,j 6=i
wj ∧
k∧
l=1
vl ∧ ⋆
(
p∧
j=1
wj ∧
k∧
l=1
vl
)]
∧ vb
= (−1)k[n−(p+k)]
p∧
j=1,j 6=i
wj ∧ ⋆
(
p∧
j=1
wj ∧
k∧
l=1
vl
)
∧
(
k∧
l=1
vl ∧ vb
)
= 0,
and hence 〈Θi, vb〉 = 0.
Last step of the proof is to verify that 〈u0, wd〉 = λd, for every d ∈ {1, . . . , p}. In
order to do that, let d ∈ {1, . . . , p} be fixed. Using the linearity of the inner product we
obtain
〈u0, wd〉 =
∥∥∥∥∥
p∧
i=1
wi ∧
k∧
j=1
vj
∥∥∥∥∥
−2
k+p
·
p∑
i=1
(−1)n−iλi〈Θi, wd〉. (2.4)
Let us first evaluate the terms 〈Θi, wd〉, for i ∈ {1, . . . , p}. Using the properties of the
Hodge star operator we obtain:
〈Θi, wd〉µ = 〈⋆
[
p∧
j=1,j 6=i
wj ∧
k∧
l=1
vl ∧ ⋆
(
p∧
j=1
wj ∧
k∧
l=1
vl
)]
, wd〉µ
=
[
p∧
j=1,j 6=i
wj ∧
k∧
l=1
vl ∧ ⋆
(
p∧
j=1
wj ∧
k∧
l=1
vl
)]
∧ wd
= (−1)n−p
(
p∧
j=1,j 6=i
wj ∧ wd
)
∧
k∧
l=1
vl ∧ ⋆
(
p∧
j=1
wj ∧
k∧
l=1
vl
)
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={
0, if d 6= i
(−1)n−p(−1)p−i
(∧p
j=1wj ∧
∧k
l=1 vl
)
∧ ⋆
(∧p
j=1wj ∧
∧k
l=1 vl
)
, if d = i
=


0, if d 6= i
(−1)n−i
∥∥∥⋆(∧pj=1wj ∧∧kl=1 vl)∥∥∥2
n−(k+p)
µ, if d = i
=


0, if d 6= i
(−1)n−i
∥∥∥∧pj=1wj ∧∧kl=1 vl∥∥∥2
k+p
µ, if d = i,
and hence 〈Θi, wd〉 = (−1)
n−i
∥∥∥∧pj=1wj ∧∧kl=1 vl∥∥∥2
k+p
δid, where δ stands for Kronecker’s
delta, namely δid = 0 for i 6= d, and respectively δid = 1 for i = d.
Replacing the terms 〈Θi, wd〉 = (−1)
n−i
∥∥∥∧pj=1wj ∧∧kl=1 vl∥∥∥2
k+p
δid in the equality
(2.4) we obtain
〈u0, wd〉 =
∥∥∥∥∥
p∧
i=1
wi ∧
k∧
j=1
vj
∥∥∥∥∥
−2
k+p
·
p∑
i=1
(−1)n−iλi〈Θi, wd〉
=
∥∥∥∥∥
p∧
i=1
wi ∧
k∧
j=1
vj
∥∥∥∥∥
−2
k+p
·
p∑
i=1
(−1)n−iλi(−1)
n−i
∥∥∥∥∥
p∧
j=1
wj ∧
k∧
l=1
vl
∥∥∥∥∥
2
k+p
δid
=
p∑
i=1
λiδid
= λd,
and hence 〈u0, wd〉 = λd.
Remark 2.4 If one adopt the notation H(vi;0) := {u ∈ E | 〈u, vi〉 = 0}, i ∈ {1, . . . , k},
and respectively H(wj ;λj) := {u ∈ E | 〈u, wj〉 = λj}, j ∈ {1, . . . , p}, then the intersection
of the above defined linear and respectively affine hyperplanes, is the linear variety
k⋂
i=1
H(vi;0) ∩
p⋂
j=1
H(wj ;λj) = u0 + E[w1, . . . , wp, v1, . . . , vk], (2.5)
where
u0 =
∥∥∥∥∥
p∧
i=1
wi ∧
k∧
j=1
vj
∥∥∥∥∥
−2
k+p
·
p∑
i=1
(−1)n−iλiΘi,
with
Θi = ⋆
[
p∧
j=1,j 6=i
wj ∧
k∧
l=1
vl ∧ ⋆
(
p∧
j=1
wj ∧
k∧
l=1
vl
)]
,
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and
E[w1, . . . ,wp, v1, . . . , vk] =
k⋂
i=1
H(vi;0) ∩
p⋂
j=1
H(wj ;0)
= spanK

⋆

n−(k+p)∧
i=1,i 6=a
ωi ∧
p∧
j=1
wj ∧
k∧
l=1
vl

 : a ∈ {1, . . . , n− (k + p)}

 ,
where
{ω1, . . . , ωn−(k+p)} ⊂ E
is a set of linearly independent vectors such that {v1, . . . , vk, w1, . . . , wp, ω1, . . . , ωn−(k+p)}
forms a basis of E.
Let us point out that the Theorem (2.3) remains valid also for the limit cases p ∈
{0, 1}, k = 0, k + p ∈ {n − 1, n}, the only difference from the general case being the
inconsistency of the notations, which in these limit cases may lead to confusions. Hence,
for these limit cases we prefer to state separately the conclusion of the Theorem (2.3).
Remark 2.5 • For p = 0, the Theorem (2.3) reduces to Proposition (2.1).
• For p = 1, the conclusion of the Theorem (2.3) becomes as follows:
The solutions u ∈ E of the system{
〈u, v1〉 = · · · = 〈u, vk〉 = 0,
〈u, w1〉 = λ1,
are given by u = u0 + u⊥, where
u0 =
∥∥∥∥∥w1 ∧
k∧
j=1
vj
∥∥∥∥∥
−2
k+1
· (−1)n−1λ1Θ1,
with
Θ1 = ⋆
[
k∧
l=1
vl ∧ ⋆
(
w1 ∧
k∧
l=1
vl
)]
,
and
u⊥ ∈ spanK

⋆

n−(k+1)∧
i=1,i 6=a
ωi ∧ w1 ∧
k∧
l=1
vl

 : a ∈ {1, . . . , n− (k + 1)}

 ,
where
{ω1, . . . , ωn−(k+1)} ⊂ E
is a set of linearly independent vectors such that {v1, . . . , vk, w1, ω1, . . . , ωn−(k+1)}
forms a basis of E.
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Remark 2.6 For k = 0, the conclusion of the Theorem (2.3) becomes as follows:
The solutions u ∈ E of the system
〈u, w1〉 = λ1, . . . , 〈u, wp〉 = λp,
are given by u = u0 + u⊥, where
u0 =
∥∥∥∥∥
p∧
i=1
wi
∥∥∥∥∥
−2
p
·
p∑
i=1
(−1)n−iλiΘi,
with
Θi = ⋆
[
p∧
j=1,j 6=i
wj ∧ ⋆
(
p∧
j=1
wj
)]
,
and
u⊥ ∈ spanK
{
⋆
(
n−p∧
i=1,i 6=a
ωi ∧
p∧
j=1
wj
)
: a ∈ {1, . . . , n− p}
}
,
where
{ω1, . . . , ωn−p} ⊂ E
is a set of linearly independent vectors such that {w1, . . . , wp, ω1, . . . , ωn−p} forms a basis
of E.
Remark 2.7 In the case when k + p = n − 1, the above theorem conclusions still hold
true, the only difference being the fact that the direction of the linear variety is one-
dimensional and can be expressed only in terms of the vectors v1, . . . , vk, w1, . . . , wp:
u⊥ ∈ spanK
{
⋆
(
p∧
j=1
wj ∧
k∧
l=1
vl
)}
Remark 2.8 For k + p = n, the conclusion of the Theorem (2.3) becomes as follows:
The system {
〈u, v1〉 = · · · = 〈u, vk〉 = 0,
〈u, w1〉 = λ1, . . . , 〈u, wp〉 = λp,
has a unique solution which is given by u = u0, where
u0 =
∥∥∥∥∥
p∧
i=1
wi ∧
k∧
j=1
vj
∥∥∥∥∥
−2
n
·
p∑
i=1
(−1)n−iλiΘi,
with
Θi = ⋆
[
p∧
j=1,j 6=i
wj ∧
k∧
l=1
vl ∧ ⋆
(
p∧
j=1
wj ∧
k∧
l=1
vl
)]
.
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3 Local generators of affine distributions on Rie-
mannian manifolds
The purpose of this section is to translate on smooth Riemannian manifolds the results
given in the previous section. This approach follows naturally, and has direct applications
to dynamical systems. As we will see in the next section, the results presented here
will provide an explicit characterization of conservative and also dissipative dynamical
systems.
Let us start by recalling the Riemannian version of the main protagonists of previous
section. In order to do that, let (M, g) be a smooth n-dimensional Riemannian manifold.
Recall that the Riemannian metric g induces an inner product space structure on each
tangent space (TxM, g(x) =: 〈·, ·〉x), the assignment x 7→ g(x) depending smoothly on
the base point x ∈M .
Recall also that for any p ∈ {1, . . . , n}, ΛpTM , the p-th order exterior power of the
tangent bundle TM , is a vector bundle over M whose fiber on each point x ∈ M is
the vector space ΛpTxM . The smooth sections of Λ
pTM , Γ∞(ΛpTM) =: Xp(M), are
called smooth p-vector fields (X1(M) = X(M)). Note that since (M, g) is a Riemannian
manifold, one have a natural assignment, x 7→ gp(x), depending smoothly on x ∈ M ,
where (ΛpTxM, gp(x)) is an inner product space together with the natural inner product
gp(x) induced by the inner product g(x) from TxM , through the formula (2.1).
More precisely, the map gp : Γ
∞(ΛpTM) × Γ∞(ΛpTM) → C∞(M,R) is given by
(gp(X1, X2))(x) = gp(x)(X1(x), X2(x)), for any X1, X2 ∈ Γ
∞(ΛpTM) = Xp(M), and any
x ∈M . Recall that ‖X‖p =:
√
gp(X,X), for any X ∈ X
p(M).
Analogously, for every p ∈ {0, . . . , n}, the smooth family of Hodge star operators,
⋆x : Λ
pTxM → Λ
n−pTxM , induces a base point preserving operator ⋆ : Γ
∞(ΛpTM) →
Γ∞(Λn−pTM), namely the Hodge star operator on multivector fields, ⋆ : Xp(M) →
X
n−p(M). For more details regarding Riemannian manifolds see, e.g., [6].
Before stating the main result of this section, let us recall that a moving frame on an
open subset O of an n-dimensional smooth manifold M , consists of a set of n locally de-
fined smooth vector fields, {X1, . . . , Xn} ⊂ X(O), such that spanR{X1(x), . . . , Xn(x)} =
TxM , for each x ∈ O. Note that moving frames always exist locally, in some open neigh-
borhood around any given point of the manifold, but in general they are not globally
defined. The existence of globally defined moving frames is equivalent to the triviality of
the tangent bundle, TM . The manifolds with globally defined moving frames are called
parallelizable, e.g., Lie groups. In the case when M is a Riemannian manifold (M, g), to
any moving frame one can associate an orthogonal (orthonormal) moving frame, that is,
a frame consisting of orthogonal (unit) vectors at each point.
Let us state now the main result of this sections, which is the equivalent of the
Theorem (2.3), in Riemannian setting.
Theorem 3.1 Let (M, g) be an n-dimensional smooth Riemannian manifold, and fix
k, p ∈ N two natural numbers such that k > 0, p > 1, k + p < n − 1. Let h1, . . . , hp ∈
C∞(U,R) be a given set of non-zero smooth functions defined on an open subset U ⊆M ,
and respectively let {X1, . . . , Xk, Y1, . . . , Yp} ⊂ X(U) be a set of linearly independent
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vector fields on U .
Then the solutions X ∈ X(U) of the system{
g(X,X1) = · · · = g(X,Xk) = 0,
g(X, Y1) = h1, . . . , g(X, Yp) = hp,
(3.1)
are given by X = X0 +X⊥, where
X0 =
∥∥∥∥∥
p∧
i=1
Yi ∧
k∧
j=1
Xj
∥∥∥∥∥
−2
k+p
·
p∑
i=1
(−1)n−ihiΘi,
with
Θi = ⋆
[
p∧
j=1,j 6=i
Yj ∧
k∧
l=1
Xl ∧ ⋆
(
p∧
j=1
Yj ∧
k∧
l=1
Xl
)]
,
and X⊥(x) ∈ span
⊥g(x)
R
{X1(x), . . . , Xk(x), . . . , Y1(x), . . . , Yp(x)}, for any x ∈ U .
Moreover, for each x ∈ U , there exists an open neighborhood Ux ⊆ U , such that for
any x′ ∈ Ux
X⊥(x
′) ∈ span
R

⋆x′

n−(k+p)∧
i=1,i 6=a
Zi(x
′) ∧
p∧
j=1
Yj(x
′) ∧
k∧
l=1
Xl(x
′)

 : a ∈ {1, . . . , n− (k + p)}

 ,
where
{Z1, . . . , Zn−(k+p)} ⊂ X(Ux)
is an arbitrary set of linearly independent vector fields on Ux, such that the vector fields
{X1, . . . , Xk, Y1, . . . , Yp, Z1, . . . , Zn−(k+p)}
are linearly independent on the open subset Ux ⊆ U , i.e., they form a moving frame on
Ux.
Proof. Note that for each x ∈ U , there exists an open neighborhood Ux ⊆ U , and a
set of linearly independent vector fields {Z1, . . . , Zn−(k+p)} ⊂ X(Ux), such that for any
x′ ∈ Ux
spanR{X1(x
′), . . . , Xk(x
′), Y1(x
′), . . . , Yp(x
′), Z1(x
′), . . . , Zn−(k+p)(x
′)} = Tx′M.
Recall that the set of linearly independent vector fields Z1, . . . , Zn−(k+p) with the
above property, is not unique. The rest of the proof follows mimetically the proof of the
Theorem (2.3).
An immediate consequence of Proposition (2.1) is the following Remark.
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Remark 3.2 The set of vector fields
X[X1, . . . , Xk, Y1, . . . , Yp] = {X ∈ X(U) | g(X,Xi) = g(X, Yj) = 0; 1 ≤ i ≤ k; 1 ≤ j ≤ p}
forms an [n − (k + p)]-dimensional smooth distribution, locally generated around each
point x ∈ U , in some open neighborhood Ux ⊆ U , by the set of vector fields
⋆

n−(k+p)∧
i=1,i 6=a
Zi ∧
p∧
j=1
Yj ∧
k∧
l=1
Xl

 : a ∈ {1, . . . , n− (k + p)

 ⊂ X(Ux).
Recall that in contrast with the vector fields X1, . . . , Xk, Y1, . . . , Yp, which are glob-
ally defined on U , the vector fields Z1, . . . , Zn−(k+p) are only locally defined since their
existence depend on x, and is guaranteed in general only in some open neighborhood Ux
around x. Moreover, they are arbitrary chosen in order to be linearly independent and
to complete locally the set of vector fields {X1, . . . , Xk, Y1, . . . , Yp} up to a moving frame
in Ux.
By a similar argument as in the proof of Proposition (2.1), the above defined set of local
generators does not depend on the set of locally defined linearly independent vector fields
Z1, . . . , Zn−(k+p), as long as
{X1, . . . , Xk, Y1, . . . , Yp, Z1, . . . , Zn−(k+p)}
forms a moving frame.
Let us fix some general notations to be used for the rest of the paper. Let A ⊂
X(U) be a smooth r-dimensional affine distribution on the open subset U of a smooth
n−dimensional manifold M . This means that for each x ∈ U , there exists an open
neighborhood Ux ⊆ U , a smooth vector field X0 ∈ X(Ux), and r linearly independent
smooth vector fields {X1, . . . , Xr} ⊂ X(Ux) such that
Ax′ = X0(x
′) + span
R
{X1(x
′), . . . , Xr(x
′)},
for each x′ ∈ Ux.
A set of locally defined vector fields
{X0}
⊎
{X1, . . . , Xr},
fulfilling the above requirements, is called a set of local generators of the smooth affine
distribution A.
Recall that the r−dimensional smooth distribution that assigns to each x ∈ U the
direction of the affine space Ax, is denoted by L(A), and is called the linear part of the
affine distribution A. Consequently, L(A) can be generated locally around x, as
L(A)x′ = spanR{X1(x
′), . . . , Xr(x
′)},
for every x′ ∈ Ux.
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Note that for any fixed vector field X ∈ A|Ux ,
Ax′ = X(x
′) + L(A)x′,
for every x′ ∈ Ux.
Using the above notation for a set of local generators of a smooth affine distribution,
the conclusion of the Theorem (3.1) can be reformulated as follows.
Theorem 3.3 In the hypothesis of Theorem (3.1), the solutions X ∈ X(U) of the system
(3.1) form the [n− (k + p)]-dimensional smooth affine distribution
A[X0;X1, . . . , Xk, Y1, . . . , Yp] := X0 + X[X1, . . . , Xk, Y1, . . . , Yp],
locally generated by the following set of [n− (k + p)] + 1 vector fields
{X0}
⊎
⋆

n−(k+p)∧
i=1,i 6=a
Zi ∧
p∧
j=1
Yj ∧
k∧
l=1
Xl

 : a ∈ {1, . . . , n− (k + p)

 .
Proof. The proof follows by Theorem (3.1) and the fact that, in the notations of Proposi-
tion (2.1), for any x ∈ U , the vector X(x) is an element of the linear variety of TxM pass-
ing through X0(x) and having the direction (TxM)[X1(x), . . . , Xk(x), Y1(x), . . . , Yp(x)].
As in the case of Theorem (2.3), let us now discuss some special cases of Theorems
(3.1), (3.3), namely the Riemannian analogous of Remarks (2.5), (2.6), (2.7), (2.8).
Remark 3.4 • For p = 0, the conclusion of Theorem (3.1) becomes as follows:
The distribution
X[X1, . . . , Xk] = {X ∈ X(U) | g(X,X1) = · · · = g(X,Xk) = 0},
is locally generated by the set of vector fields{
⋆
(
n−k∧
i=1,i 6=a
Zi ∧
k∧
l=1
Xl
)
: a ∈ {1, . . . , n− k}
}
,
where the set of locally defined vector fields
{Z1, . . . , Zn−k, X1, . . . , Xk}
forms a moving frame.
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• For p = 1, the conclusion of Theorem (3.1) becomes as follows:
The affine distribution
A[X0;X1, . . . , Xk, Y1] = {X ∈ X(U) | g(X,X1) = · · · = g(X,Xk) = 0, g(X, Y1) = h1}
= X0 + X[X1, . . . , Xk, Y1],
is locally generated by the set of vector fields
{X0}
⊎
⋆

n−(k+1)∧
i=1,i 6=a
Zi ∧ Y1 ∧
k∧
l=1
Xl

 : a ∈ {1, . . . , n− (k + 1)}

 ,
where
X0 =
∥∥∥∥∥Y1 ∧
k∧
j=1
Xj
∥∥∥∥∥
−2
k+1
· (−1)n−1h1 ·
(
⋆
[
k∧
l=1
Xl ∧ ⋆
(
Y1 ∧
k∧
l=1
Xl
)])
,
and respectively the set of locally defined vector fields
{Z1, . . . , Zn−(k+1), X1, . . . , Xk, Y1}
forms a moving frame.
Remark 3.5 For k = 0, the conclusion of Theorem (3.1) becomes as follows:
The affine distribution
A[X0; Y1, . . . , Yp] = {X ∈ X(U) | g(X, Yj) = hj, 1 ≤ j ≤ p}
= X0 + X[Y1, . . . , Yp],
is locally generated by the set of vector fields
{X0}
⊎{
⋆
(
n−p∧
i=1,i 6=a
Zi ∧
p∧
j=1
Yj
)
: a ∈ {1, . . . , n− p}
}
,
where
X0 =
∥∥∥∥∥
p∧
i=1
Yi
∥∥∥∥∥
−2
p
·
p∑
i=1
(−1)n−ihi ·
(
⋆
[
p∧
j=1,j 6=i
Yj ∧ ⋆
(
p∧
j=1
Yj
)])
,
and respectively the set of locally defined vector fields
{Z1, . . . , Zn−p, Y1, . . . , Yp}
forms a moving frame.
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Remark 3.6 For k + p = n− 1, the conclusion of Theorem (3.1) becomes as follows:
The affine distribution A[X0;X1, . . . , Xk, Y1, . . . , Yp] is locally generated by the set
vector fields
{X0}
⊎{
⋆
(
p∧
j=1
Yj ∧
k∧
l=1
Xl
)}
.
Remark 3.7 For k + p = n, the conclusion of Theorem (3.1) reduces to:
A[X0;X1, . . . , Xk,Y1, . . . , Yp]
= {X ∈ X(U) | g(X,Xi) = 0, g(X, Yj) = hj , 1 ≤ i ≤ k, 1 ≤ j ≤ p}
= {X0},
where
X0 =
∥∥∥∥∥
p∧
i=1
Yi ∧
k∧
l=1
Xl
∥∥∥∥∥
−2
n
·
p∑
i=1
(−1)n−ihi ·
(
⋆
[
p∧
j=1,j 6=i
Yj ∧
k∧
l=1
Xl ∧ ⋆
(
p∧
j=1
Yj ∧
k∧
l=1
Xl
)])
.
4 Applications to dynamical systems
The aim of this section is to apply the main results from the previous section in the case
of linear/affine distributions associated to conservative/dissipative dynamical systems
defined eventually on an open subset U of a Riemannian manifold (M, g).
Before stating the main results, let us recall that a smooth function F ∈ C∞(U,R) is
said to be a first integral (or conservation law) of the vector field X ∈ X(U) if LXF = 0,
where LX stands for the Lie derivative along the vector field X , or equivalently one say
that X conserves F . Similarly, a vector field X ∈ X(U) is said to dissipate the smooth
function H ∈ C∞(U,R) with dissipation rate h ∈ C∞(U,R), if LXH = h.
In the Riemannian setting, these conditions are obviously equivalent to g(X,∇gF ) =
0, and respectively g(X,∇gH) = h, where ∇g stands for the gradient operator with
respect to the Riemannian metric g.
In what follows, a vector field X ∈ X(U) will be called dissipative if there exist k, p ∈
N with k + p > 0, and a set of smooth functions {I1, . . . , Ik, D1, . . . , Dp, h1, . . . , hp} ⊂
C∞(U,R) such that the vector field X conserves I1, . . . , Ik and dissipates D1, . . . , Dp with
(corresponding) dissipation rates h1, . . . , hp. If p = 0, the vector field X will be called
conservative.
Hence, one can apply the Theorem (3.1) in the case of linear/affine distributions
associated to conservative/dissipative vector fields defined eventually on an open subset
U of a Riemannian manifold (M, g).
Theorem 4.1 Let (M, g) be an n-dimensional smooth Riemannian manifold, and fix
k, p ∈ N two natural numbers such that k > 0, p > 1, k + p < n − 1. Let h1, . . . , hp ∈
C∞(U,R) be a given set of non-zero smooth functions defined on an open subset U ⊆M ,
and respectively let I1, . . . , Ik, D1, . . . , Dp ∈ C
∞(U,R) be given, such that
{∇gI1, . . . ,∇gIk,∇gD1, . . . ,∇gDp} ⊂ X(U)
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form a set of linearly independent vector fields on U .
Then the solutions X ∈ X(U) of the system{
LXI1 = · · · = LXIk = 0,
LXD1 = h1, . . . ,LXDp = hp,
form the affine distribution (consisting of dissipative vector fields)
A[X0;∇gI1, . . . ,∇gIk,∇gD1, . . . ,∇gDp] = X0 + X[∇gI1, . . . ,∇gIk,∇gD1, . . . ,∇gDp],
locally generated by the set of vector fields
{X0}
⊎
⋆

n−(k+p)∧
i=1,i 6=a
Zi ∧
p∧
j=1
∇gDj ∧
k∧
l=1
∇gIl

 : a ∈ {1, . . . , n− (k + p)


where
X0 =
∥∥∥∥∥
p∧
i=1
∇gDi ∧
k∧
j=1
∇gIj
∥∥∥∥∥
−2
k+p
·
p∑
i=1
(−1)n−ihiΘi,
Θi = ⋆
[
p∧
j=1,j 6=i
∇gDj ∧
k∧
l=1
∇gIl ∧ ⋆
(
p∧
j=1
∇gDj ∧
k∧
l=1
∇gIl
)]
,
and respectively the set of locally defined vector fields
{∇gI1, . . . ,∇gIk,∇gD1, . . . ,∇gDp, Z1, . . . , Zn−(k+p)}
forms a moving frame.
A dynamical version of Theorem (4.1) can be formulated as follows.
Theorem 4.2 Let x˙ = X(x) be the dynamical system generated by a vector field X ∈
X(U) which conserves the smooth (functionally independent) functions
I1, . . . , Ik, D1, . . . , Dp ∈ C
∞(U,R).
Then the perturbed dynamical system
x˙ = X(x) +X0(x),
with X0 given in Theorem (4.1), is a dissipative dynamical system, generated by the
dissipative vector field X+X0 which conserves I1, . . . , Ik, and dissipates D1, . . . , Dp with
(corresponding) dissipation rates h1, . . . , hp.
Proof. The proof is a consequence of Theorem (4.1) and of the fact that
X ∈ X[∇gI1, . . . ,∇gIk,∇gD1, . . . ,∇gDp].
A similar conclusion was obtained in [1] for the special case p = 1. As in the case of
Theorems (2.3) and respectively (3.1), let us now give some dynamical interpretations
for the analogous of Remarks (3.4), (3.5), (3.6), (3.7).
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Remark 4.3 • For p = 0, the conclusion of Theorem (4.1) becomes as follows:
The distribution
X[∇gI1, . . . ,∇gIk] = {X ∈ X(U) | LXI1 = · · · = LXIk = 0},
is locally generated by the set of vector fields{
⋆
(
n−k∧
i=1,i 6=a
Zi ∧
k∧
l=1
∇gIl
)
: a ∈ {1, . . . , n− k}
}
,
where the set of locally defined vector fields
{Z1, . . . , Zn−k,∇gIl, . . . ,∇gIk}
forms a moving frame.
• For p = 1, the conclusion of Theorem (4.1) becomes as follows:
The affine distribution
A[X0;∇gI1, . . . ,∇gIk,∇gD1] = {X ∈ X(U) | LXI1 = · · · = LXIk = 0,LXD1 = h1}
= X0 + X[∇gI1, . . . ,∇gIk,∇gD1],
is locally generated by the set of vector fields
{X0}
⊎
⋆

n−(k+1)∧
i=1,i 6=a
Zi ∧ ∇gD1 ∧
k∧
l=1
∇gIl

 : a ∈ {1, . . . , n− (k + 1)}

 ,
where
X0 =
∥∥∥∥∥∇gD1 ∧
k∧
j=1
∇gIj
∥∥∥∥∥
−2
k+1
· (−1)n−1h1 ·
(
⋆
[
k∧
l=1
∇gIl ∧ ⋆
(
∇gD1 ∧
k∧
l=1
∇gIl
)])
,
and respectively the set of locally defined vector fields
{Z1, . . . , Zn−(k+1),∇gI1, . . . ,∇gIk,∇gD1}
forms a moving frame.
The first part of Remark (4.3) (namely for p = 0) provides a set of local generators for
the distribution given by the conservative vector fields X ∈ X(U) admitting the set of
(functionally independent) first integrals I1, . . . , Ik ∈ C
∞(U,R). The same expression for
the vector field X0 as in the second part of Remark (4.3) (namely for p = 1) it was also
found in [1].
Moreover, if p = 0 and k = n − 1, then the conclusion of Remark (4.3) becomes as
follows:
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The vector field ⋆
(∧k
l=1∇gIl
)
generates locally the distribution of completely in-
tegrable vector fields
X[∇gI1, . . . ,∇gIn−1] = {X ∈ X(U) | LXI1 = · · · = LXIn−1 = 0}.
The same conclusion was obtained also in [10].
Remark 4.4 For k = 0, the conclusion of Theorem (4.1) becomes as follows:
The affine distribution
A[X0;∇gD1, . . . ,∇gDp] = {X ∈ X(U) | LXDj = hj, 1 ≤ j ≤ p}
= X0 + X[∇gD1, . . . ,∇gDp],
is locally generated by the set of vector fields
{X0}
⊎{
⋆
(
n−p∧
i=1,i 6=a
Zi ∧
p∧
j=1
∇gDj
)
: a ∈ {1, . . . , n− p}
}
,
where
X0 =
∥∥∥∥∥
p∧
i=1
∇gDi
∥∥∥∥∥
−2
p
·
p∑
i=1
(−1)n−ihi ·
(
⋆
[
p∧
j=1,j 6=i
∇gDj ∧ ⋆
(
p∧
j=1
∇gDj
)])
,
and respectively the set of locally defined vector fields
{Z1, . . . , Zn−p,∇gD1, . . . ,∇gDp}
forms a moving frame.
Remark 4.5 For k + p = n− 1, the conclusion of Theorem (4.1) becomes as follows:
The affine distribution
A[X0;∇gI1, . . . ,∇gIk,∇gD1, . . . ,∇gDp]
is locally generated by the set of vector fields
{X0}
⊎{
⋆
(
p∧
j=1
∇gDj ∧
k∧
l=1
∇gIl
)}
.
Remark 4.6 For k + p = n, the conclusion of Theorem (4.1) reduces to:
A[X0;∇gI1, . . . ,∇gIk,∇gD1, . . . ,∇gDp]
= {X ∈ X(U) | LXIi = 0,LXDj = hj, 1 ≤ i ≤ k, 1 ≤ j ≤ p}
= {X0},
where
X0 =
∥∥∥∥∥
p∧
i=1
∇gDi ∧
k∧
l=1
∇gIl
∥∥∥∥∥
−2
n
·
p∑
i=1
(−1)n−ihiΘi,
Θi = ⋆
[
p∧
j=1,j 6=i
∇gDj ∧
k∧
l=1
∇gIl ∧ ⋆
(
p∧
j=1
∇gDj ∧
k∧
l=1
∇gIl
)]
.
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