This paper deals with the problem of discrete and distributed time-delay exponential stability for deterministic and uncertain stochastic high-order neural networks. The concept of a parameter weak coupling linear matrix inequality set (PWCLMIS) is developed. New results are derived in terms of PWCLMIS. Large mixed time delays can be obtained by using this approach. Furthermore, these results are more general than some previous existence results. Two numerical examples are given to show the merit of the approach.
Introduction
Because high-order neural networks perform better than traditional first-order neural networks [8] , high-order neural networks have been adopted in some fields, for example, associative memories [16] , optimization [13] and pattern recognition [2] . To achieve good performances, sufficiency conditions for the stability of a neural network have been studied intensively, see for example [24, 25] and the references therein.
Time delays are frequently the source of instability [1, 5, 6] , and sufficient conditions for the stability of high-order neural networks with time delays have been presented in the literature. Both delay-dependent and delay-independent sufficiency conditions have been developed to guarantee the asymptotic, exponential, or absolute stability for high-order neural networks with discrete time delays, see for example [7, 17, 26] . [3] Stability of high-order neural networks subject to mixed delays 125 (respectively, λ min (·)) means the largest (respectively, smallest) eigenvalue of A. Here l 2 [0, ∞) is the space of square integrable vectors. Moreover, let ( , F, {F t } t≥0 , P) be a complete probability space with a filtration {F t } t≥0 satisfying the usual conditions (that is, the filtration contains all P-null sets and is right continuous). Denote by L P F 0
([−h, 0]; R n ) the family of all F 0 -measurable C([−h, 0]; R n )-valued random variables ξ = {ξ(θ) : −h ≤ θ ≤ 0} such that sup −h≤θ≤0 E|ξ(θ )| p < ∞ where E{·} stands for the mathematical expectation operator with respect to the given probability measure P. The shorthand diag{M 1 , M 2 , . . . , M N } denotes a block-diagonal matrix with diagonal blocks being the matrices M 1 , M 2 , . . . , M N . Sometimes, the arguments of a function or a matrix will be omitted in the analysis when no confusion can arise.
Preliminaries and problem formulation
We consider high-order neural networks with mixed time delays d x(t) = −Ax(t) + W 0 f (x(t)) + W 1 f (x(t − h(t))) + W 2 t t−τ (t)
f (x(s)) ds dt + σ (t, x(t), x(t − h(t))) dw(t), (2.1) where x(t) = (x 1 (t), x 2 (t), . . . , x n (t))
Here I i (i = 1, 2, . . . , L) is a subset of {1, 2, . . . , n}, d k ( j) a positive integer, g i (·) the activation function with g i (0) = 0, x(t) the state vector associated with the n neurons, and the matrix A = diag{a 1 , a 2 , . . . , a n } has positive entries a i > 0. The matrices W 0 , W 1 and W 2 are, respectively, the connection weight matrix, the discretely delayed connection weight matrix, and the distributively delayed connection weight matrix. Here f (x(·)) is a product of L activation functions that reflects high-order characteristics. The scalars h(t) > 0 and τ (t) > 0 are the unknown discrete time delay and unknown distributed time delay, respectively. The scalars h(t) and τ (t) satisfy There are two differences from [20] in our formulation. First, the discrete time delay h is a time-varying delay here but a time-invariant delay in [20] . Second, the scalar τ (t) = τ > 0 is the unknown distributed time-varying delay in this note but a known constant distributed time delay in [20] .
The stochastic disturbance w(t) = [w 1 (t), w 2 (t), . . . , w m (t)] T ∈ R m is a Brownian motion defined on the complete probability space ( , F, {F t } t≥0 , P). Assume that σ : R + × R n × R n → R n is locally Lipschitz continuous and satisfies a linear growth condition [11] . Moreover, σ satisfies
3) where 1 and 2 are known constant matrices of appropriate dimension.
REMARK 3 ([20]
). The condition (2.3) imposed on the stochastic disturbance term, σ T (t, x(t), x(t − h(t))), has been used in recent papers dealing with stochastic neural networks, see [12] and references therein.
Parameter uncertainties and stochastic perturbations are common sources of disturbances in neural networks. We model the uncertain stochastic neural networks with mixed time delays as
where A, W 0 and W 1 are unknown matrices representing time-varying parameter uncertainties and satisfying the admissible condition 5) where M, N 1 , N 2 and N 3 are known real constant matrices, and F is the unknown time-varying matrix-valued function subject to
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Denote by x(t; ξ ) the state trajectory of the neural network (2.1) or (2.4) from the initial data
According to [11] , the system (2.1) or (2.4) admits a trivial solution x(t; 0) ≡ 0 corresponding to the initial data ξ = 0.
Before proceeding further, we introduce the definition of global exponential stability for the uncertain stochastic neural network (2.1) or (2.4) with discrete and distributed time delays as follows. DEFINITION 2.3. For the neural network (2.1) or (2.4) and every
the trivial solution (equilibrium point) is robustly, globally, exponentially stable in mean square if there exist positive constants β > 0 and µ > 0 such that every solution x(t; ξ ) of (2.1) or (2.4) satisfies
The main objective of this paper is to establish LMI-based stability criteria to guarantee the high-order uncertain stochastic neural network is robustly exponentially stable with mixed time delays and the admissible time delays of stability condition are large.
Main results
Before deriving the main results, we give the following lemmas. LEMMA 3.1. Let x ∈ R n , y ∈ R n and ε > 0. Then x T y + y T x ≤ εx T x + ε −1 y T y. 
LEMMA 3.4 (Ren and Cao
where L is an integer, and µ = diag{µ 1 , . . . , µ n } where µ i is defined in Assumption 2.1. Then, from Assumptions 2.1 and 2.2,
LEMMA 3.5 (Petersen [15] ). Given matrices , and with appropriate dimensions and with symmetrical, then
for any F satisfying F T F ≤ I , if and only if there exists a scalar ε > 0 such that
3.1. Exponential stability for deterministic systems The following theorem provides a sufficient condition for robust global exponential stability in mean square for the network dynamics system (2.1).
THEOREM 3.6. Consider the dynamics of the high-order stochastic delayed neural network (2.1). The system is robustly, globally, exponentially stable in mean square if there exist scalars ρ > 0, ε i > 0 (i = 1, 2, 3) and matrices P > 0,
such that the PWCLMIS
holds, where
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By Itô's differential formula [9] , the stochastic derivative of
where
According to conditions (2.3) and (3.2),
By Lemmas 3.1 and 3.4,
where ε 1 , ε 2 , ε 3 > 0. By Lemmas 3.3 and 3.4, we have that
Substituting (3.8)-(3.12) into (3.7) and taking note of (2.2) gives
for
It follows from the Schur complement lemma (Lemma 3.2) that (3.3) implies that < 0, so we obtain
Next, we observe LV 2 (t, x(t)).
By the Leibniz-Newton formula, for any matrices H , J , K , L, R and S with appropriate dimensions:
On adding the left-hand sides to (3.15), we obtain 
From (3.4), by the Schur complement lemma (Lemma 3.2), we obtain
Thus, from (3.13), (3.14), (3.15), (3.17) and (3.18),
If λ 1 := min i∈S {λ min (− 1 )}, λ 2 := min i∈S {λ min (− 2 )} and
The function W (t, x(t)) := e kt V (t, x(t)), k > 0, (3.21) has infinitesimal operator L given by LW (t, x(t)) = ke kt V (t, x(t)) + e kt LV (t, x(t)). (3.22) [11] Stability of high-order neural networks subject to mixed delays 133
By the generalized Itô formula we can obtain from (3.21) that
Also, it is easy to see that
From (3.23) and (3.24), if follows that
This completes the proof. 2 REMARK 4. Theorem 3.6 gives a new stability criteria for system (2.1). We define a new Lyapunov-Krasovskii functional (3.5) which makes full use of the information about discrete and distributed time delays to derive the result. Furthermore, some novel techniques have been exploited in the calculation of the time derivative of V (t). First, no assumptions about Q 1 and Q 2 are involved in the system (2.1). However,
have been adopted in [20] . Thus, the presented criteria have the potential to yield more general results. Second, our result concerns exponential stability while the result in [20] relates to asymptotic stability. So our result gives faster convergence. Finally, the PWCLMIS presented in [14] has been employed in this note.
If only discrete time delay appears in the neural network, (2.1) can be simplified to
(3.26)
The stability issue for stochastic high-order neural networks with discrete delays has been investigated in [20] , and the following corollary provides a more universal result. COROLLARY 3.7. Consider the dynamics of the neural network (3.26). The system is robustly, globally, exponentially stable in mean square if there exist scalars ρ > 0, ε 1 > 0 and ε 2 > 0 and matrices P > 0,
such that the following PWCLMIS holds:
29)
Furthermore, if there are no stochastic perturbations, the neural network (3.26) will reduce to
High-order neural networks of the type (3.30) have been investigated intensively in the literature, for example in [7, 17, 20, 26] . The following corollary provides a complementary method to the results in [7, 17, 26] . Furthermore, the following corollary is less restrictive than that in [20] . 
holds.
Exponential stability for uncertain systems
The following theorem gives a sufficient condition of robustly exponentially stable in mean square for the network dynamics of (2.4).
THEOREM 3.9. Consider the dynamics of the high-order uncertain stochastic delayed neural network (2.4). The system is robustly, globally, exponentially stable in the mean square if there exist scalars ρ > 0, ε i > 0 (i = 1, 2, 3) and matrices P > 0,
and (X) such that the PWCLMIS which is constructed by (3.2), (3.4) and the following LMI holds:
PROOF. From Theorem 3.6, the system (2.4) is robustly, globally, exponentially stable in mean square if there exist scalars ρ > 0 and ε i > 0 (i = 1, 2, 3) and matrices P > 0, Q 1 > 0, Q 2 > 0 and Z j > 0 ( j = 1, 2, 3, 4), and (X) such that the PWCLMIS which is constructed by (3.2), (3.4) and the LMI If only the discrete time delay appears in the neural network, (2.4) can be simplified to
(3.36)
We have the following corollary.
COROLLARY 3.10. Consider the dynamics of the neural network (3.36). The system is robustly, globally, exponentially stable in mean square if there exist scalars ρ > 0, ε 1 > 0 and ε 2 > 0 and matrices P > 0, Q 2 > 0, Z 3 > 0 and Z 4 > 0, and (Y) such that the PWCLMIS which is constructed by (3.27), (3.29) and the LMI
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If there are no stochastic perturbations σ (t, x(t), x(t − h)), the neural network (3.36) will be reduced to
(3.38)
COROLLARY 3.11. Consider the dynamics of the neural network (3.38). The system is robustly, globally, exponentially stable if there exist scalars ε 1 > 0 and ε 2 > 0 and matrices P > 0, Q 2 > 0, Z 3 > 0 and Z 4 > 0, and (Y) such that the PWCLMIS which is constructed by (3.29) and the LMI
holds. τ Maximum allowable value of h 1.0000 × 10 20 3.1467 × 10 15 1.0000 × 10 15 1.3350 × 10 21 1.0000 × 10 10 5.0000 × 10 20
However, by applying Theorem 1 of [20] , we gain the maximum allowable value τ = 1.7855. At the same time, Theorem 1 of [20] is discrete time-delay h independent. Table 2 gives the maximum allowable value h for different τ determined by Theorem 3.9. τ Maximum allowable value of h 1.0000 × 10 20 5.6448 × 10 14 1.0000 × 10 15 1.2302 × 10 20 1.0000 × 10 10 2.8015 × 10 19
From Theorems 3.6 and 3.9, the admissible mixed time delays are large. We are able to obtain such large mixed time delays because of the PWCLMIS approach and the fact that the value fields of time delays in the PWCLMIS are free. In the PWCLMIS, all system parameters A, W 0 , W 1 , W 2 , µ , 1 , 2 , M, N 1 , N 2 and N 3 are in one LMI and the time delays τ and h in the other which is without system parameters. At the same time, there are free-weighting matrices H , J , K , L, R, S in the latter LMI. So the value fields of the time delays are large (or free).
Conclusion
This paper has proposed new sufficient conditions of global exponential stability for deterministic and uncertain stochastic high-order neural networks. These conditions are discrete and distributed time-varying delay-dependent conditions. The concept of a PWCLMIS has been developed. The criteria have been developed in terms of the PWCLMIS, by which large mixed time delays can be achieved. The criteria are more general than those in some recent works. Two numerical examples have been given to demonstrate the merit of the criteria presented.
