ABSTRACT
Introduction
In many image processing applications, the gray levels of pixels belonging to an object are substantially different from those belonging to the background. As such, thresholding techniques can be used to extract the objects from their background. Indeed, thresholding is a major operation in many image processing applications such as document processing, image compression, particle counting, cell motion estimation and object recognition. The effect of many image processing applications strongly depends on the effect of image thresholding.
Thresholding techniques provide an efficient way, in terms of both the implementation simplicity and the processing time to perform image segmentation. However, the automatic selection of a robust optimum threshold has remained a challenge in image segmentation. Besides being segmentation on its own, thresholding is frequently used as one of the steps in many advanced segmentation methods. In these applications, thresholding is not applied on the original images, but applied in a space generated by the segmentation method. For example, in fuzzy connectedness segmentation [1] , a threshold is applied on the strength of connectedness among image elements to produce a final segmentation. Thus, the methods to determine effective thresholds have wide-spread applications. However, automatic determination of the optimum threshold value is often a difficult task. While a number of approaches for automatic threshold determination have been proposed over the past several decades, applying new ideas and concepts to image thresholding remains an interesting and challenging research area. Excellent reviews on early thresholding methods can be found in [2, 3] , whereas the latest development in this topic was summarized in [4] . Comparative performance studies of global thresholding techniques were presented by Lee et al. [5] . Otsu [6] proposed a method that maximizes between-class variance. Tao et al. [7] proposed a thresholding method for object segmentation based on fuzzy entropy theory and ant colony optimization algorithm. An image histogram thresholding approaches using fuzzy sets was proposed by Tobias and Seara [8] .
Methods based on optimizing an objective function include maximization of posterior entropy to measure homogeneity of segmented Classes [9] [10] [11] , maximization of the measure of seperability on the basis of betweenclass variance [6] , thresholding based on index of fuzziness and fuzzy similarity measure [12, 13] , minimization of Bayesian error [14, 15] , etc. several such methods have originally been developed for bi-level thresholding and later extended to multilevel thresholding.
Bi-level thresholding divides the pixel into two groups, one including those pixels with gray levels above a certain threshold, the other including the rest. Multilevel thresholding divides the pixels into several groups; the pixels of the same group have gray levels within a specified range. However the problem gets more complex when the segmentation is achieved with greater details by employing multilevel thresholding. Then the image segmentation problem becomes a multiclass classification problem where pixels having gray levels within a specified range are grouped into one class. Usually it is not simple to determine exact locations of distinct valleys in a multimodal histogram of an image, that can segment the image efficiently and hence the problem of multilevel thresholding is regarded as an important area of research interest among the research communities worldwide.
A great number of thresholding methods of parametric or non-parametric type have been proposed in order to perform bi-level thresholding [16] and later extended to multilevel thresholding [17] . In [18] , the Otsu's function is modified by a fast recursive algorithm along with a look-up-table for multilevel thresholding. In [19] , Lin has proposed a fast thresholding computation using Otsu's function. Another fast multilevel thresholding technique has been proposed by Yin [20] .
In recent years, several heuristic optimization techniques such as differential evolution (DE), Ant Colony Optimization (ACO) and Genetic Algorithms (GA) were introduced into the field of image segmentation because of their fast computing ability. Erik Cuevas et al. [21] applied the differential evolution (DE) algorithm to solve the multilevel thressholding problem. The algorithm fills the 1-D histogram of the image using a mix of Gaussian functions whose parameters are calculated using the differential evolution method. Each Gaussian function approximating the histogram represents a pixel class and therefore a threshold point. Tao et al. [22] proposed the Ant Colony Optimization (ACO) algorithm to obtain the optimal parameters of the entropy-based object segmentation approach.
Several techniques using genetic algorithms (GAs) have also been proposed to solve the multilevel thresholding problem [23, 24] . Yin [23] introduced a neighborhood searching strategy in to the GA to speed up the multilevel thresholds optimization. Though GA-based approaches perform well for complex optimization problems, recent research has identified certain deficiencies [25] , particularly for problems in which variables are highly correlated. In such cases, the GA crossover and mutation operators do not generate individuals with better fitness of offspring as the chromosomes in the population pool have some structure towards the end of the search. PSO, first introduced by Kennedy and Eberhart [26] is a flexible, robust, population based stochastic search/optimization algorithm with inherent parallelism. This method has gained popularity over its competitors and is increasingly gaining acceptance for solving many image processing problems [27] [28] [29] . Compared with other population-based stochastic optimization methods such as DE, ACO and GA, PSO gives superior search performance with faster and more stable convergence rates [26] .
This paper presents a new optimal multilevel thresholding algorithm; Particle Swarm Optimization (PSO) for solving the multilevel thresholding problem in image segmentation. The validity of the proposed method is tested on ten sample images and compared with the GA method.
Problem Formulation
In this paper, two broadly used optimal thresholding methods namely entropy criterion (Kapur's) method and between-class variance (Otsu's) method are used.
Kapur has developed the algorithm for bi-level thresholding and this bi-level thresholding can be described as follows:
Let there be L gray levels in a given image and these gray levels are in a given image and these gray levels are in the range {0, 1, 2,………,(L-1)}. Then one can define In
The optimal threshold is the gray level that maximizes Equation (1) . This Kapur's entropy criterion method tries to achieve a centralized distribution for each histogram-based segmented region of the image. This Kapur's entropy criterion method has also been extended to multilevel thresholding and can be described as follows: The optimal multilevel thresholding problem can be configured as a m-dimensional optimization problem, for determination of m optimal thresholds for a given image [t 1 , t 2 …t m ], where the aim is to maximize the objective function:
where Copyright © 2010 SciRes. JILSA In
As Kapur based entropy criterion method, the Otsu based between-class variance method has also been employed in determining whether the optimal thresholding can provide histogram-based image segmentation with satisfactory desired. The Otsu based between-class variance algorithm can be described as follows:
If an image can be divided into two classes, C 0 and C 1 , by a threshold at a level t, class C 0 contains the gray levels from 0 to t-1 and class C 1 consists of the other gray levels with t to L-1. Then, the gray level probabilities ( and ) distributions for the two classes are as follows: Using discriminant analysis, Otsu based between-class variance thresholded image can be defined as follows:
where and
For bi-level thresholding, Otsu selects an optimal threshold t* that maximizes the between-class variance
The above formula can be easily extended to multilevel thresholding of an image. Assuming that there are m thresholds, (t 0 , t 1 
where
The Kapur and Otsu methods have been proven as an efficient method for bi-level thresholding in image segmentation. However, when these methods are extended to multilevel thresholding, the computation time grows exponentially with the number of thresholds. It would limit the multilevel thresholding applications. To overcome the above problem, this paper proposes the Kapur and Otsu based PSO algorithm for solving multilevel thresholding problem. The aim of this proposed method is to maximize the Kapur's and Otsu's objective function using Equations (2) and (3).
Particle Swarm Optimization (PSO)
PSO is a simple end efficient population-based optimization method proposed by Kennedy and Eberhart [24] . It is motivated by social behavior of organisms such as fish schooling and bird flocking. In PSO, potential solutions called particles fly around in a multi-dimensional problem space. Population of particles is called swarm. Each particle in a swarm flies in the search space towards the optimum solution based on its own experience, experience of nearby particles, and global best position among particles in the swarm.
Advantages of PSO
1) PSO is easy to implement and only few parameters have to be adjusted.
2) Unlike the GA, PSO has no evolution operators such as crossover and mutation.
3) In GAs, chromosomes share information so that the whole population moves like one group, but in PSO, only global best particle (gbest) gives out information to the others. It is more robust than GAs.
4) PSO can be more efficient than GAs; that is, PSO often finds the solution with fewer objective function evaluations than that required by GAs.
Unlike GAs and other heuristic algorithms, PSO has the flexibility to control the balance between global and local exploration of the search space.
PSO Algorithm
Let X and V denote the particle's position and its corresponding velocity in search space respectively. At iteration K, each particle i has its position defined by
in search space N. Velocity and position of each particle in the next iteration can be calculated as
The inertia weight W is an important factor for the PSO's convergence. It is used to control the impact of previous history of velocities on the current velocity. A large inertia weight factor facilitates global exploration (i.e., searching of new area) while small weight factor facilitates local exploration. Therefore, it is better to choose large weight factor for initial iterations and gradually reduce weight factor in successive iterations. This can be done by using
Where W max and W min are initial and final weight respectively, Iter is current iteration number and Iter max is maximum iteration number.
Acceleration constant C 1 called cognitive parameter pulls each particle towards local best position whereas constant C 2 called social parameter pulls the particle towards global best position. The particle position is modified by Equation (4). The process is repeated until stopping criterion is reached.
Implementation of PSO for Multilevel Thresholding Problem
This paper presents a quick solution to the multilevel image thresholding problems using the PSO algorithm. The number of threshold levels is the dimension of the problem. For example, if there are 'm' threshold levels, the ith particle is represented as follows:
Its implementation consists of the following steps.
Step 1. Initialization of the swarm: For a population size p, the particles are randomly generated between the minimum and the maximum limits of the threshold values.
Step 2. Evaluation of the objective function: The objective function values of the particles are evaluated using the objective functions given by Equation (2) or (3).
Step 3. Initialization of pbest and gbest: The objective values obtained above for the initial particles of the swarm are set as the initial pbest values of the particles. The best value among all the pbest values is identified as gbest.
Step 4. Evaluation of velocity: The new velocity for each particle is computed using Equation (4).
Step 5. Update the swarm: The particle position is updated using Equation (5) . The values of the objective function are calculated for the updated positions of the particles. If the new value is better than the previous pbest, the new value is set to pbest. Similarly, gbest value is also updated as the best pbest.
Step 6. Stopping criteria: If the stopping criteria are met, the positions of particles represented by gbest are the optimal threshold values. Otherwise, the procedure is repeated from step 4.
Experimental Results and Discussions
In this section, the effectiveness and feasibility of the proposed PSO method for multilevel thresholding is demonstrated. Comparisons are performed with the results provided by GA based multilevel thresholding method. Tables 1 and 2 represent the various parameters chosen for the implementation of GA and PSO algorithms respectively. Ten well-known images namely lena, pepper, baboon, hunter, map, cameraman, living room, house, airplane and butterfly are taken as the test images, and are gathered with their histograms in Figure 1 .
The quality of the thresholded images for Kapur based and Otsu based methods has been evaluated in Tables 3  and 4 . The tables show the number of thresholds and the tive value for PSO and GA methods. It is observed from the table that in each case, the PSO could perform well as optimal threshold values with the corresponding objeccompared with the GA method. These two methods use the objective function to decide whether the number of hresholds has reached the optimal value or not. The multilevel thresholding has been presented for image t higher value of the objective function results in better segmentation.
For a visual interpretation of the segmentation results, the segmented lena and cameraman images for both Kapu images are investig proach has been co found that PSO outperforms GA approach in terms of solution quality, convergence and robustness. Compared with all the cases, the Kapur-PSO gives lower standard deviation value. Even though the Kapur-PSO gives lower standard deviation, the Otsu-PSO method converges quickly than the Kapur method. Hence, the Otsu-PSO approach is an efficient tool for finding optimized threshold values.
r-PSO and Otsu-PSO with m = 3, 4 and 5 are presented in Figures 2 and 3 respectively. It can be easily seen that the quality of segmentation is better, in each case, when m = 5 is chosen.
The standard deviation values and computation time obtained from Kapur and Otsu based evolutionary algorithms are given in Table 5 . The higher value of standard deviation shows that the results of experiment are unstable. From the tables, it is seen that the PSO method is more stable than the GA method. It is also observed from the table that, even though the Kapur-based method gives lower standard deviation than the Otsu's method, the computation time of Kapur based PSO is higher than the Otsu based PSO.
Conclusions
In this paper, particle swa 
