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Abstract— It is known that tail-biting codes T ′ constructed
from trellis coded modulation (TCM) with a delay processor
can achieve large minimum Euclidean distances. In this paper,
concatenated space-time block coding (STBC) with T ′ for
multiple-input multiple-output (MIMO) and MIMO-OFDM (or-
thogonal frequency-division multiplexing) systems is investigated.
We propose an improved system which is implemented by
inserting a specific block interleaver between the encoders of
coded modulation and STBC. We also propose sliding-window-
type iterative decoding using partial hard-decision feedback (SW-
IDPHF) with low complexity to decode T ′ , which provides better
error performance as compared to sliding-window-type iterative
decoding using full hard-decision feedback (SW-IDFHF). In
addition, we apply sliding-window-type iterative decoding using
soft-decision feedback (SW-IDSF) to T ′ for improved error
performance. The decoder of concatenated system based on
T ′ can converge faster and provide better ultimate error
performance as compared to the case of BICM under various
channel conditions for either MIMO or MIMO-OFDM systems.
Index Terms— Space-time code, diversity, trellis coded modula-
tion (TCM), bit-interleaved coded modulation (BICM), multiple-
input multiple-output (MIMO) systems, orthogonal frequency-
division multiplexing (OFDM) systems.
I. INTRODUCTION
IN recent years, transmission systems employing multipleantennas at both the transmitter and receiver have attracted
much attention since spectral efficiency and performance of
wireless systems can be improved. Such systems are re-
ferred to as multiple-input multiple-output (MIMO) systems.
In [4], Alamouti proposed a transmit diversity scheme for
two transmit antennas. In [5], the Alamouti scheme was
generalized to space-time block coding (STBC) with an ar-
bitrary number of transmit antennas. STBC can achieve the
maximum possible diversity order with a simple decoding
algorithm. However, STBC can not provide an additional
coding gain. Therefore, STBC should be concatenated with
a bandwidth-efficient outer code such as Ungerboeck’s trellis
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coded modulation (TCM) [12], bit-interleaved coded mod-
ulation (BICM)[14][15][16][27], and turbo TCM (TTCM)
[23][24] to provide a significant coding gain. In [1][2], serial
concatenated STBC [4] with Ungerboeck’s TCM was inves-
tigated. The cases of BICM and TTCM were investigated
in [6] and [25], respectively. In [9][10], a TCM with a
delay processor, denoted by T , was proposed to achieve
large free Euclidean distances, where the delay processor is
a kind of convolutional interleaver [19]. The encoder of T is
implemented by serially concatenating a delay processor and a
signal mapper to the encoder of a convolutional code C. With
such a delay processor, the code bits of C are split into bit
streams with different delays before being fed into the signal
mapper. It is known that tail-biting codes have no rate loss
and are suitable for packet transmission [20][21][22]. In [11],
a tail-biting code, T ′ , of T was proposed. Since T ′ can
achieve large minimum Euclidean distances as demonstrated
by distance bounds in [11], it is interesting to investigate the
performance of serial concatenated STBC with T ′ .
In this paper, serial concatenated STBC with T ′ is inves-
tigated for both quasi-static and fast fading channels as in the
case of [1][2][6]. Although a convolutional interleaver is used
in T ′ , in this paper, we show that the error performance of
concatenated STBC with T ′ can be improved significantly for
fast fading channels by inserting a specific block interleaver
between the encoders of T ′ and STBC. Similar improvement
is also observed for the case of Ungerboeck’s TCM. Both
simulation and analysis indicate that such improvement results
from the increased diversity by using the block interleaver. For
the improved system, the case of a 4-state T ′ outperforms the
case of a 16-state Ungerboeck’s TCM given in [2].
The decoding of concatenated STBC with T ′ consists of
feeding the soft output of the STBC decoder to the decoder
of T ′ . The decoder of T ′ is an iterative decoder which
consists of a sliding-window (SW) decoder of C and an MAP
(maximum a posteriori probability) demapper. We feed the
output of the demapper to the decoder of C and feed back
the output of the decoder of C to the demapper. We propose
low-complexity SW-type iterative decoding using partial hard-
decision feedback (SW-IDPHF), which provides better error
performance as compared to SW-type iterative decoding using
full hard-decision feedback (SW-IDFHF), to decode T ′ . For
T ′ with SW-IDPHF, Ungerboeck’s labelling is superior to
mixed labelling [15] in error performance. Using the IDFHF
in [15], BICM with mixed labelling provides better error
performance than with Ungerboeck’s labelling [15]. However,
if applying the method of partial feedback to the decoding used
in [15], we find that Ungerboeck’s labelling is still superior to
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mixed labelling in error performance for concatenated STBC
with BICM.
In addition, we apply previous SW-type iterative decod-
ing using soft-decision feedback (SW-IDSF) [11] to T ′ for
improved error performance. Since the decoder of C can
feedback the extrinsic information to the demapper after a
window size and the demapper can immediately use this
extrinsic information for the following bits of C within the
same iteration, the decoder of concatenated system based on
T ′ can converge faster as compared to the case of BICM.
In addition, the decoder of concatenated system based on
T ′ also provides better ultimate error performance under
various channel conditions as compared to the case of BICM
since some distance properties such as the minimum Euclidean
distance, the Hamming distance, and the product distance of
T ′ can be guaranteed even for the case of short frame length.
However, these distance properties are not easily guaranteed
for BICM in the case of short frame length.
It is known that orthogonal frequency-division multiplexing
(OFDM) technique is popular for broadband frequency selec-
tive fading channels. In [3], similar to the coding strategy in
[1][2], STBC is applied across consecutive OFDM symbols
and Ungerboeck’s TCM is applied across OFDM sub-carriers
to exploit both space and frequency diversity. Based on the
same serial concatenation, BICM instead of Ungerboeck’s
TCM is used in [7][8]. In this paper, we also consider con-
catenated STBC with T ′ for MIMO-OFDM systems. From
our investigation, T ′ can effectively capture both space and
frequency (or time) diversity to provide robust performance
under wide variety of channel conditions in both MIMO and
MIMO-OFDM systems. Such robust performance is highly
desired for real channel environment.
II. CONCATENATED STBC WITH TCM
A. System Description
Figure 1 shows the system block diagram of concatenated
STBC with coded modulation. Signals transmitted from differ-
ent antennas undergo independent and identically distributed
Rayleigh fading. For pure MIMO systems, all FFT and IFFT
blocks in Fig. 1 should be bypassed. For MIMO-OFDM
systems, all FFT and IFFT blocks in Fig. 1 should be used.
In this paper, we consider the case of two transmit antennas
and one receive antenna. The STBC considered is Alamouti’s
STBC [4]. Extensions to more general STBC proposed in
[5] and more receive antennas are straightforward. The coded
modulation can be Ungerboeck’s TCM, BICM, or TCM with a
delay processor (T ′ ). The encoder (decoder) of concatenated
STBC with coded modulation consists of the encoders (de-
coders) of Alamouti’s STBC [4] and coded modulation. Note
that there is no iteration loop between the decoders of STBC
and the coded modulation.
In this paper, the system shown in Fig. 1 is referred to
as an original system. Similar to the system investigated in
[1][6][7][8], there is no interleaver (de-interleaver) inserted
between the encoders (decoders) of coded modulation and
STBC in the original system. In the MIMO system inves-
tigated in [2] and the MIMO-OFDM system investigated in
[3], an interleaver (de-interleaver) is inserted between the
encoders (decoders) of STBC and coded modulation (TCM)
which is used as a channel interleaver (de-interleaver) to make
the channel models described in Sections II.B and II.C valid.
In this paper, we investigate the performance of the original
system and an improved system which will be described in
Section III based on the channel models described in Sections
II.B and II.C.
Let z¯ = (z(0), z(1), z(2), · · · , z(2K − 2), z(2K − 1))
represent the codeword of coded modulation, where 2K is
the frame length in terms of symbols. For pure MIMO
systems, the output sequences from antennas one and two
are (z(0),−z(1)∗, z(2),−z(3)∗, · · · ,z(2K−2),−z(2K−1)∗)
and (z(1), z(0)∗, z(3), z(2)∗, · · · , z(2K − 1), z(2K − 2)∗),
respectively, where ∗ denotes the complex conjugate. Notice-
ably, for 0 ≤ i ≤ K − 1, (z(2i),−z(2i + 1)∗) and (z(2i +
1), z(2i)∗) form a codeword of STBC. Now consider a K-tone
MIMO-OFDM system. At a given OFDM symbol period, the
inputs to the OFDM blocks in the first and the second antenna
branches are z¯1 = (z(0), z(2), z(4), · · · , z(2K − 4), z(2K −
2)) and z¯2 = (z(1), z(3), z(5), · · · , z(2K − 3), z(2K − 1)),
respectively. In the next OFDM symbol period, the inputs to
the OFDM blocks in the first and the second antenna branches
are (−z¯2)∗ and (z¯1)∗, respectively.
Let z¯′=(z′(0),z′(1), · · · , z′(2K − 1)) be another codeword
of coded modulation. We define some distance measures
between z¯ and z¯′ and give their notations which will be
used in the remainder of this paper. The squared Euclidean
distance and Hamming (symbol) distance between z¯ and
z¯′ are respectively denoted by d2(z¯, z¯′) and dH(z¯, z¯′). The
product distance dP (z¯, z¯′) is defined according to dP (z¯, z¯′)=∏
i∈γ [|z(i) − z′(i)|2], where γ is the set of all i for which
z(i) = z′(i). It is obvious that |γ| equals dH(z¯, z¯′). Now
consider the Hamming distance dH,2(z¯, z¯′) and product-sum
distance dP,2(z¯, z¯′) over span 2 between vectors z¯ and z¯′. Let
η be the set of all even i for which z(i) = z′(i) or z(i+1) =
z′(i+1). In [2], dH,2(z¯, z¯′) and dP,2(z¯, z¯′) are defined to be |η|
and
∏
i∈η[|z(i)−z′(i)|2+ |z(i+1)−z′(i+1)|2], respectively.
Since T ′ is a TCM, in the remainder of this section, we will
consider the pairwise error probability (PEP), P (z¯ → z¯′), that
the maximum likelihood (ML) decoder decides in favor of the
codeword z¯′ instead of the transmitted codeword z¯ for the case
of TCM. The cases of BICM in MIMO and MIMO-OFDM
systems can be found in [6] and [7][8], respectively.
B. Channel Models and Design Criteria for MIMO Systems
For quasi-static Rayleigh fading channels, where the fading
coefficients are constant during a frame, the PEP, P (z¯ → z¯′),
is bounded by [1][2]
P (z¯ → z¯′) ≤
[
Es
4N0
d2(z¯, z¯′)
]−2
(1)
where Es denotes the transmitted symbol energy from one
antenna and N0/2 denotes the power spectral density per
dimension of complex additive white Gaussian noise. For
fast fading channels, we assume that the channel fading is
constant in a time interval of duration 2Ts, but independently
varies from one time interval of 2Ts to another, where Ts is
one symbol duration. In addition, the fading statistic follows
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Fig. 1. System block diagram of concatenated STBC with coded modulation for the case of two transmit antennas and one receive antenna.
the Rayleigh distribution. The PEP is bounded by [2]
P (z¯ → z¯′) ≤
[
Es
4N0
]−2dH,2(z¯,z¯′)
[dP,2(z¯, z¯′)]
−2
. (2)
C. Channel Models and Design Criteria for MIMO-OFDM
Systems
The fading channel is assumed to be frequency selective
and quasi-static which is constant over two OFDM symbols
and changes independently from two OFDM symbols to
another two OFDM symbols. Let Δf denote the subcarrier
spacing. The L-tap channel impulse response between
the i-th transmit antenna and the j-th receive antenna is
hij(τ) =
L−1∑
=0
αij()δ(τ −Dts), where αij() is the complex
path gain from transmit antenna i to receive antenna j of
the -th tap, ts = 1/KΔf is the sampling interval of the
OFDM system and D is an integer which represents the
-th path’s delay spread normalized by ts. Let T and H
denote the operations of transpose and Hermitian transpose,
respectively. In addition, let Φ =
K−1∑
k=0
FT (k)(FT (k))Hb(k),
where b(k) =| z(2k)−z′(2k) |2 + | z(2k+1)−z′(2k+1) |2,
F(k) = (F kD0K F
kD1
K · · ·F kDL−1K ), and FK = exp(−j2π/K).
The PEP is bounded by [3]
P (z¯ → z¯′) ≤
[
Es
4N0
]−2r [ r∏
n=1
λn
L
]−2
(3)
where r is the rank of an L × L matrix Φ and λi, i =
1, 2, · · · , r, are positive eigenvalues of Φ. Let dH,m denote
the minimum Hamming distance of TCM and a denote the
smallest integer greater than or equal to a. For TCM, the
maximum achievable diversity is [3]
RM = 2min
(⌈
dH,m
2
⌉
, L
)
. (4)
III. AN IMPROVED SYSTEM AND ITS DESIGN CRITERIA
For fast fading channels in MIMO systems and frequency
selective fading channels in MIMO-OFDM systems, we pro-
pose an improved system of concatenated STBC with TCM
(including Ungerboeck’s TCM and T ′ ). The improved system
is implemented by inserting a 2 × K block interleaver (de-
interleaver) between the encoders (decoders) of TCM and
STBC.
Now consider the case of MIMO systems in the fast
fading channels. Let z¯ =(z(0),z(1), · · · , z(2K−1)) represent
the output codeword of coded modulation. With such a
2 × K block interleaver, the input to the STBC encoder
which is also the output of the block interleaver is z¯I =
(z(0), z(K), z(1), z(K + 1), · · · , z(K − 1), z(2K − 1)). For
the improved system, the PEP that the ML decoder decides in
favor of the code sequence z¯′ = (z′(0), z′(1), · · · , z′(2K−1))
instead of the transmitted code sequence z¯ is
dominated by dH,2(z¯I , z¯′I) and dP,2(z¯I , z¯′I). Since
dP,2(z¯I , z¯′I)=
∏
i∈η[|z(i)− z′(i)|2 + |z(i+K)− z′(i +K)|2],
η is the set of all i, 0 ≤ i ≤ K − 1, for which z(i) = z′(i) or
z(i+K) = z′(i+K) and dH,2(z¯I , z¯′I)=|η|. If K is sufficiently
large, then the dominated error codeword z¯′ of the TCM will
have the property of z(i+K) = z′(i+K), i = 0, 1, · · · ,K−1.
Hence, we have dP,2(z¯I , z¯′I)=
∏
i∈η[|z(i)− z′(i)|2]=dP (z¯, z¯′)
and dH,2(z¯I , z¯′I)=dH(z¯, z¯′). Thus, the dominated PEP for the
improved system becomes
P (z¯ → z¯′) ≤
[
Es
4N0
]−2dH(z¯,z¯′)
[dP (z¯, z¯′)]
−2
. (5)
From (5), we find that the diversity and coding gain are dom-
inated by the minimum Hamming distance and the associated
minimum product distance, respectively. Since dH(z¯, z¯′) ≥
dH,2(z¯, z¯′), the improved system in general achieves larger
diversity as compared to the original system based on the same
TCM. Some numerical values of these distance measures are
given in Example 1.
Example 1 : Let z¯ and z¯0 be the output sequence of
Ungerboeck’s 8PSK TCM resulted from the labelling se-
quences of {(100), (110), (111), (100), (000), (000), · · ·} and
{(000), (000), · · · } which are also the output sequences of
the convolutional encoder of the TCM. For Ungerboeck’s
labelling with minimum squared subset distance [18] profile of
{0.586, 2, 4}, we have dH(z¯, z¯0) = 4 and dP (z¯, z¯0) = 0.69
for the improved system. However, for the original system,
dH,2(z¯, z¯0) is only 2 and dP,2(z¯, z¯0) is 4.69. 
Similarly, for frequency selective fading channels in MIMO-
OFDM systems, the maximum achievable diversity for im-
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Fig. 2. Encoding for TCM using a delay processor [9][10].
proved systems is
RM = 2min (dH,m, L) . (6)
From equations (4) and (6), we find that the improved system
can achieve larger RM as compared to the original system
based on the same TCM if
⌈
dH,m
2
⌉
< L.
For fast fading channels in MIMO systems and frequency
selective fading channels in MIMO-OFDM systems, the burst
errors of length 2 (symbols) occur with high probability at the
output of STBC decoder. The 2×K block deinterleaver can
effectively break this kind of burst errors and hence the error
performance can be improved.
IV. TCM WITH A DELAY PROCESSOR
A. Encoding
Fig. 2 shows the encoding of TCM T constructed from
TCM with a delay processor [9][10]. The encoder for an
(m, r) convolutional code C converts an input message
sequence u¯ = {· · · , uˆ(0), uˆ(1), · · · } to a sequence v¯ =
{· · · , vˆ(0), vˆ(1), · · · }, where uˆ(t) = (u1(t), · · · , ur(t)) and
vˆ(t) = (v1(t), · · · , vm(t)) are binary r-tuples and m-tuples,
respectively. The sequence v¯ is processed by the multi-
level delay processor which produces a sequence s¯ = {· · · ,
sˆ(0), sˆ(1), · · · }, where sˆ(t) = (s1(t), · · · , sm(t)) is a binary
m-tuple. The sequence s¯ is then fed into the signal mapper to
yield a code sequence z¯ = {· · · , z(0), z(1), · · · } of T , where
z(t) = ω(sˆ(t)) ∈ Ω and Ω is a signal constellation consist-
ing of 2m signal points. Using Ungerboeck’s set-partitioning
principle [12], we can construct an m-level partition chain
Ω0/Ω1/Ω2/ · · · /Ωm such that every signal point z in Ω = Ω0
corresponds to a unique binary m-tuple sˆ=(s1, s2, · · · , sm),
i.e., z = ω(sˆ), where z ∈ Ω and si, 1 ≤ i ≤ m, is the
coset label of Ωi−1/Ωi. Let ω(sˆ) and ω(sˆ′) denote two signal
points which are in the same coset of Ωj−1, but in distinct
cosets of Ωj labelled by sj = 1 and s′j = 0, respectively.
Let Δ(ω(sˆ), ω(sˆ′)) represent the squared Euclidean distance
between signal points ω(sˆ) and ω(sˆ′). We define Δj to be
the least one of all the possible Δ(ω(sˆ), ω(sˆ′)). If Ω is the
8PSK signal constellation with Ungerboeck’s labelling [12],
then {Δ1,Δ2,Δ3} = {0.586, 2, 4}. If Ω is the 8PSK signal
constellation with mixed labelling [15], then {Δ1,Δ2,Δ3}
= {0.586, 2, 2}. The relation between the input, vj(t), and
output, sj(t), of the delay processor is given by sj(t) =
vj(t − τj) for 1 ≤ j ≤ m, where τj = (m − j)λ and λ
is a delay constant which is also used as the truncation length
in the Viterbi decoding of C or the window size in the sliding-
window MAP decoding [13] of C.
Example 2 : Consider a delay processor with
m = 3, λ = 4 and τ1 = 8, τ2 = 4, τ3 = 0. Let v¯=
{· · · , (000), vˆ(t) = (v1(t)v2(t)v3(t)) = (100), vˆ(t + 1) =
(110), vˆ(t + 2) = (111), vˆ(t + 3) = (100), (???), (???), · · · }
be the input sequence of the delay processor which is also a
code sequence of C, where “?” can be either 0 or 1. Hence,
the associated output sequence s¯ of the delay processor is
given at the top of the next page. 
B. Distance Properties
We find that the minimum Hamming distance plays an
important role in determining the asymptotic performance of
improved system for both the fast fading channel in MIMO
systems and the frequency selective channel in MIMO-OFDM
systems. In addition, the minimum product distance is also an
important parameter of affecting the asymptotic performance
of the improved system. It is obvious that for quasi-static
channels, the asymptotic performance of concatenated STBC
with TCM is dominated by the minimum squared Euclidean
distance of the TCM for either the improved systems or origi-
nal systems. Hence, in the following, the distance properties of
T including the free squared Euclidean distance, the Hamming
distance, and the product distance will be discussed.
Example 3 : In this example, we consider two kinds of
coded modulation. One is Ungerboeck’s TCM and the other
is TCM with a delay processor, where the parameters of the
delay processor are given in Example 2. Let v¯ be the output
sequence of the convolutional encoder for either Ungerboeck’s
TCM or TCM with a delay processor. In addition, let z¯ and
z¯0 be the output sequences of these two TCM resulted from
v¯ and the all zero sequence, respectively. Now consider the
sequence v¯ given in Example 2. For improved systems based
on T (or TCM with a delay processor), the design parameters
dH(z¯, z¯0) ≥ 7 and dP (z¯, z¯0) ≥ Δ3 · (Δ2)2 · (Δ1)4. For
Ungerboeck’s labelling with {Δ1,Δ2,Δ3} = {0.586, 2, 4},
we have dP (z¯, z¯0) ≥ 1.89. For improved systems based on
Ungerboeck’s TCM, dH(z¯, z¯0) is only 4 and dP (z¯, z¯0) is only
0.69. For this example, T has larger dH(z¯, z¯0) and dP (z¯, z¯0)
as compared to Ungerboeck’s TCM based on the same binary
outputs of the convolutional encoder of coded modulation. 
A bound on the free squared Euclidean distance of T is
given in Theorem 1 [9] [10].
4456 IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 6, NO. 12, DECEMBER 2007
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· · ·
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· · ·
· · ·


s1
s2
s3
Theorem 1: [9] [10] Let 0ˆ be the zero m-tuple. The free
squared Euclidean distance of T is lower bounded by
dlE,f(λ) = min
v¯∈C,vˆ(0) =0ˆ
m∑
j=1
λ−1∑
t=0
vj(t)Δj . (7)

Now consider the Hamming distance and the product
distance. Let v¯ = {· · · , vˆ(t − 1), vˆ(t), vˆ(t + 1), · · · } and
v¯′ = {· · · , vˆ′(t− 1), vˆ′(t), vˆ′(t + 1), · · · } denote two distinct
binary code sequences generated by the encoder of C and
the corresponding output sequences of the multilevel delay
processor be s¯ = {· · · , sˆ(t− 1), sˆ(t), sˆ(t + 1), · · · } and s¯′ =
{· · · , sˆ′(t− 1), sˆ′(t), sˆ′(t + 1), · · · }, respectively. In addition,
let z¯ and z¯′ be the corresponding output symbol sequences
of s¯ and s¯′, respectively. Suppose that all the different bit
positions between v¯ and v¯′ are within λ consecutive code
branches. Consider the case of vj(t) = sj(t + (m − j)λ) =
s′j(t+(m−j)λ) = v′j(t). Since vi(t−(j−i)λ)=v′i(t−(j−i)λ),
i = 1, 2, · · · , j−1, we have si(t+(m−j)λ)=s′i(t+(m−j)λ),
i = 1, 2, · · · , j − 1. Then, we have Δ(sˆ(t + (m − j)λ),
sˆ′(t + (m − j)λ)) ≥ Δj . The Hamming distance dH(z¯, z¯′)
and the product distance dP (z¯, z¯′) between z¯ and z¯′ can be
calculated according to
dH(z¯, z¯′) =
m∑
j=1
λ−1∑
t=0
[vj(t)⊕ v′j(t)] (8)
and
dP (z¯, z¯′) ≥
m∏
j=1
Δ
 λ−1
t=0 (vj(t)⊕v′j(t))
j ≡ dlP (z¯, z¯′). (9)
With the proof given in Appendix A, we have the following
theorem.
Theorem 2: Let 0ˆ be the zero m-tuple. If the convolutional
code C is not catastrophic, by taking λ to be a large number
enough, then the free Hamming distance of T is
dH,f (λ) = min
v¯,v¯′∈C,vˆ(0) =vˆ′(0)
m∑
j=1
λ−1∑
t=0
[vj(t)⊕ v′j(t)]
= min
v¯∈C,vˆ(0) =0ˆ
m∑
j=1
λ−1∑
t=0
vj(t) (10)
and the associated free product distance is lower bounded by
dlP,f (λ) ≡ dlP,f (dH,f (λ))
= min
v¯,v¯′∈C,vˆ(0) =vˆ′(0),dH(z¯,z¯′)=dH,f (λ)
m∏
j=1
Δ
 λ−1
t=0 (vj(t)⊕v′j(t))
j
= min
v¯∈C,vˆ(0) =0ˆ,dH(z¯,z¯0)=dH,f (λ)
m∏
j=1
Δ
 λ−1
t=0 vj(t)
j . (11)

V. A TAIL-BITING CODE FOR TCM WITH A DELAY
PROCESSOR
A. Encoding
For a tail-biting trellis (or convolutional) code, any sequence
starting from and ending in the same (trellis) state which can
be a non-zero state is a valid codeword [21]. Consider an
(m, r, ν) convolutional code C, where ν is the number of
memory bits in the feed-forward encoder of C. To encode C
in a tailbiting form, we first initialize the shift register of the
encoder of C with last ν message bits and then encode the
whole message frame to the encoder of C as usual. We can use
the method given in [11] to obtain a tail-biting form T ′ of T .
We first encode the 2rK message bits by using the tailbiting
encoder of C and then arrange the resultant code bits vj(t)
of C, j = 1, · · · ,m and t = 0, 1, · · · , 2K − 1, in an m× 2K
matrix. Let the entry at the j-th row and t-th column of the
m× 2K matrix be sj(t− 1). The relation between vj(t) and
sj(t) is vj(t) = sj((t+τj) mod 2K) for 1 ≤ j ≤ m. Then
sˆ(0),· · · , sˆ(2K − 1) are fed to the signal mapper to yield the
desired codeword z(0),· · · , z(2K − 1) of T ′ . The relation
between vˆ(t) and sˆ(t) for the case of m = 3 is shown in
Fig. 3.
B. Distance Properties
In [11], it has been shown that (7) is a lower bound on the
minimum Euclidean distance of T ′ based on some conditions.
With the proof given in Appendix B, we have Theorem 3.
Theorem 3: Let B be a positive integer such
that Bλ = 2K . The Hamming distance measure,
dH,m(B, λ) ≡min{dH(z¯, z¯0)|z¯ ∈T ′ , z¯ = z¯0}, of T ′ is
lower bounded by dH,f (λ) if B is large enough and T is
non-catastrophic. The associated product distance measure,
dP,m(dH,f (λ))≡ min{dP (z¯, z¯0)|z¯ ∈T , z¯ = z¯0, dH(z¯, z¯0) =
dH,f (λ)}, is lower bounded by dlP,f (λ). 
C. Application to the Improved System
Now consider the application of T ′ to the improved
systems. First we investigate the case of MIMO systems. Let
v¯ and v¯′ denote two distinct binary code sequences generated
by the encoder of C and the corresponding output sequences
of T ′ be z¯ and z¯′, respectively. Suppose that all the different
bit positions between v¯ and v¯′ are within λ consecutive code
branches. The pairwise error probability (PEP), P (z¯ → z¯′),
bounds given in (1) and (5) are the same as those of bit
interleaved space-time coded modulation (BI-STCM) given in
[6]. The PEP bounds derived in [6] for BI-STCM are based
on the assumption that there is a bit interleaver such that one
bit difference of the codeword of the convolutional code can
result in one codeword difference of the STBC. The interleaver
obtained by the combination of the delay processor and the
2×K block interleaver is such a bit interleaver. For the case of
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Fig. 3. Relation between sequences vˆ(t) and sˆ(t) for T ′ with m = 3.
MIMO-OFDM systems, we can see from (6) that the improved
system employing T ′ and BI-STCM have the same maximum
achievable diversity order if the outer convolutional codes of
both systems have the same free distance.
Although the improved system employing T ′ can be
viewed as one special case of BI-STCM, simulation results
given in Section VI indicate that the improved system em-
ploying T ′ can achieve better ultimate error performance than
BI-STCM given in [6]. The reason of such a difference in error
performance is described as follows. For the improved system
employing T ′ , we can use the distance bounds on Euclidean,
Hamming, and product distance given in Section V.B as the
design criteria of T ′ and hence guaranteed error performance
can be achieved even in the case of short frame length.
However, for iteratively decoded BI-STCM, the assumption of
ideal interleaving [27] used to derive the BER bounds given in
[28] is not valid in the case of short frame length, and hence
the BER performance bounded in [28] can not be guaranteed.
D. Sliding-Window-Type Iterative Decoding Using Soft-
Decision Feedback (SW-IDSF)
T ′ can be decoded by using SW-IDSF [11]. The decoder
of the tail-biting code T ′ consists of an MAP demapper and
a sliding-window Log-MAP decoder [13] of C. A 2K-section
circular tail-biting trellis of C is employed in the decoding.
An example of circular tail-biting trellis can be found in
Fig. 1 of [22]. With the tail-biting trellis of C, we can run
the sliding-window Log-MAP algorithm continuously without
any boundary as the trellis level or decoding time increases.
The procedure of SW-IDSF of tail-biting code T ′ is given
in Appendix C. In the following, NI denotes the number of
iterations between the decoder of C and the demapper.
E. Sliding-Window-Type Iterative Decoding Using Partial
Hard-Decision Feedback (SW-IDPHF)
T ′ can be decoded by using sliding-window-type iterative
decoding using full hard-decision feedback (SW-IDFHF) with
low complexity. SW-IDFHF is the same as SW-IDSF except
that the Viterbi decoder instead of the complex Log-MAP
decoder is used for C and the feedback information from
the decoder to the demapper is the hard decision rather than
the extrinsic value of decoded bits of C. However, the error
performance of T ′ with SW-IDFHF is limited by the error
propagation in the first few iterations since the reliability
of decoded bits of C is low in the first few iterations and
all the levels of the demapper use these unreliable decoded
bits of C. In this paper, we propose sliding-window-type
iterative decoding using partial hard-decision feedback (SW-
IDPHF) with low complexity to decode T ′ for improved error
performance. In SW-IDPHF, some levels of the demapper do
not use the hard decision of decoded bits of C in the first
few iterations. Hence, we can mitigate the error propagation
resulted from the feedback of incorrectly decoded bits of C to
the demapper in the first few iterations. After a certain number
of iterations, the reliability of decoded bits of C is improved
and hence the error propagation is not severe even when all the
levels of the demapper use the hard decision of decoded bits
of C. The error performance can be further improved since
all the levels of the demapper use the decoded information of
C and the error propagation is not severe. T ′ can achieve
better error performance by using SW-IDPHF as compared to
using SW-IDFHF. For 8PSK with Ungerboeck’s labelling, it
is a good choice that the third level of the demapper does not
use the decoded bits of C in the first few iterations.
F. Comparison with BICM using either IDSF or IDFHF
BICM can be decoded by using either IDSF in [16] or
IDFHF in [15]. The difference between the SW-IDSF (SW-
IDPHF) for T ′ and the IDSF (IDFHF) for BICM is described
as follows. For T ′ with SW-IDSF (SW-IDPHF), the decoder
of C can feedback the decoded information to the demapper
after a window size (truncation length) of λ and the demapper
can immediately use the decoded information for the following
bits of C within the same iteration. However, for BICM with
either IDSF or IDFHF, the demapper can only use the decoded
information in the next iteration. Hence, the error performance
of T ′ with SW-IDSF (SW-IDPHF) is expected to converge
faster than that of BICM with IDSF (IDFHF). There is an addi-
tional difference between the proposed SW-IDPHF and IDFHF
in [15]. In SW-IDPHF, the demapper uses partial information
provided by the decoder of C in the first few iterations. For full
hard-decision feedback decoding, in [15], the authors showed
that BICM using mixed labelling can provide better error
performance as compared to using Ungerboeck’s labelling.
However, with partial hard-decision feedback decoding, we
will show in Section VI.A that Ungerboeck’s labelling is
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Fig. 4. Simulation results of improved systems based on Design I and
original systems based on BICM [15] with iterative decoding using hard-
decision feedback in the fast fading channels for MIMO systems (NI=6).
(A1): Design I, Ungerboeck’s labelling, partial feedback (SW-IDPHF). (B1):
Design I, Ungerboeck’s labelling, full feedback (SW-IDFHF). (C1): Design
I, mixed labelling, partial feedback (SW-IDPHF). (D1): Design I, mixed
labelling, full feedback (SW-IDFHF). (A2): BICM, Ungerboeck’s labelling,
partial feedback (IDPHF). (B2): BICM, Ungerboeck’s labelling, full feedback
(IDFHF). (C2): BICM, mixed labelling, partial feedback (IDPHF). (D2):
BICM, mixed labelling, full feedback (IDFHF).
superior to mixed labelling in error performance for either
T ′ or BICM.
VI. SIMULATION RESULTS
The error performances of either original or improved
systems based on either T ′ or TCM in [2][3] are verified
by simulation. Since a random interleaver is used in BICM,
the improved system employing BICM achieves similar error
performance as compared to the case of original system. This
fact has also been verified by simulation. In the following, we
only consider the original systems for BICM. All simulations
are performed based on a frame size of 128 symbols, i.e.,
2K = 128, unless explicitly specified. For MIMO-OFDM sys-
tems, delay profiles with equally-spaced paths and a maximum
delay spread 40μs are considered. The available bandwidth is
800 kHz which is divided into 128 subcarriers. All the schemes
investigated in this section have the spectral efficiency of 2
bits/Hz. For T ′ , we consider Designs I and II.
Design I Let Ω be the 8PSK signal set. Consider the case of
T ′ with r = 2, m = 3, and λ = 16. We use the 4-state C
from [11] with the generator matrix GC =
(
2 0 3
1 3 2
)
8
. 
Design II Let Ω be the 16QAM signal set. Consider the case
of T ′ with r = 2, m = 4, and λ = 16. We use the 4-state C
from [11] with the generator matrix GC =
(
3 0 1 3
0 3 3 2
)
8
.

For the case of TCM, we use 8PSK TCM from [2][3]. For
the case of BICM, we use rate-2/3 and rate-1/2 4-state binary
convolutional codes with maximum free distances given in
[18] for 8PSK and 16QAM constellation, respectively, in a
way similar to that of [6][7].
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Fig. 5. Simulation results of original and improved systems in the fast fading
channels for MIMO systems. (A1): Design I, improved system, SW-IDSF,
NI=6. (B1): Design I, original system, SW-IDSF, NI=6. (C1): Design I,
improved system, SW-IDPHF, NI=2. (A2) 8-state TCM [2], improved system.
(B2) 8-state TCM [2], original system. (C2) 16-state TCM [2], improved
system. (D2) 16-state TCM [2], original system. (A3) 4-state BICM [6],
original system, soft-decision feedback decoding, NI=6.
A. FER Results in Fast Fading Channels for MIMO Systems
Fig. 4 shows the simulation results of improved systems
based on 8PSK Design I with either Ungerboeck’s or mixed la-
belling using either SW-IDPHF or SW-IDFHF. Also shown in
Fig. 4 are the simulation results for the original systems based
on 8PSK BICM using either IDPHF or IDFHF. Based on par-
tial hard-decision feedback decoding, Ungerboeck’s labelling
is superior to mixed labelling in error performance for either
Design I or BICM. Moreover, for either Design I or BICM
with iterative decoding, using partial hard-decision feedback
provides better error performance than using full hard-decision
feedback. In addition, Design I with Ungerboeck’s labelling
and SW-IDPHF achieves the best error performance among
the examples shown in Fig. 4. Hence, in the following, only
Ungerboeck’s labelling is considered.
Fig. 5 shows the simulation results of either original systems
or improved systems based on either Design I or 8PSK TCM
in [2]. The error performances of improved systems are much
better than those of original systems based on either Design
I or TCM in [2]. The reason of such improvement is that
larger diversity can be achieved by using improved systems
as compared to original systems. Also included in Fig. 5 are
the simulation results of original systems using soft-decision
feedback decoding based on the 8PSK BICM constructed from
[6]. Based on soft-decision feedback decoding, the coding gain
of improved system based on Design I is about 2.5 dB at a
frame error rate (FER) of 10−3 as compared to the case of
8PSK BICM constructed from [6]. Also included in Fig. 5
are the simulation results of improved systems based on 4-
state Design I using SW-IDPHF with NI=2. The improved
system based on 4-state Design I using SW-IDPHF with
NI=2 provides about 1.2 dB coding gain at a FER of 10−3
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Fig. 6. Simulation results of improved systems based on Design II and
original systems based on BICM [6] in the fast fading channels for MIMO
systems. Design II is based on SW-IDSF while BICM is based on IDSF. (A1):
Design II, improved system, NI=1. (B1): Design II, improved system, NI=2.
(C1): Design II, improved system, NI=6. (A2): BICM [6], original system,
NI=1. (B2): BICM [6], original system, NI=2. (C2): BICM [6], original
system, NI=6.
as compared to the improved system based on 8-state TCM
[2]. The computational complexities for these two cases are
roughly the same. From curve (A1) in Fig. 4 and curve (A1) in
Fig. 5, we find that SW-IDSF provides about 1.3 dB gain at a
FER of 10−3 with increased decoding complexity as compared
to SW-IDPHF for Design I.
B. Convergence Behavior for SW-IDSF and SW-IDPHF in
MIMO Systems
Since the BICM used in [6] is based on 16QAM, in
this section, we consider Design II which uses 16QAM for
comparison. Fig. 6 and Fig. 7 show the simulation results
of improved systems employing Design II in fast fading
channels and original systems employing Design II in quasi-
static fading channels, respectively. Also shown in Fig. 6 and
Fig. 7 for comparison are the simulation results of original
systems based on 16-QAM BICM in [6]. From Fig. 6 and
Fig. 7, we find that the decoder of concatenated system based
on Design II using SW-IDSF converges faster and provides
better ultimate error performance as compared to the case
of BICM in [6]. For example, Design II with NI = 2 can
achieve similar error performance as compared to BICM with
NI = 6. Based on the simulation results which are not shown
in this paper, similar conclusion can be made for the case
of iterative decoding using hard-decision feedback. The faster
convergence behavior of Design II is due to that the demapper
can immediately use the decoded information provided by the
decoder of C for the following bits of C within the same
iteration. If the demapper does not immediately use such
decoded information within the same iteration like the case of
BICM, Design II can still converge to similar ultimate error
performance but with a larger number of iterations.
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Fig. 7. Simulation results of original systems based on Design II and BICM
[6] in the quasi-static fading channels for MIMO systems. Design II is based
on SW-IDSF while BICM is based on IDSF. (A1): Design II, NI=1. (B1):
Design II, NI=2. (C1): Design II, NI=6. (A2): BICM [6], NI=1. (B2): BICM
[6], NI=2. (C2): BICM [6], NI=6.
TABLE I
THE MINIMUM VALUES OF THE SQUARED EUCLIDEAN DISTANCE
d2(z¯, z¯0), THE HAMMING (SYMBOL) DISTANCE dH(z¯, z¯0), AND THE
PRODUCT DISTANCE dP (z¯, z¯0) FOR DESIGN II AND BICM AND THE
LOWER BOUNDS dlE,f (λ), dH,f (λ), AND d
l
P,f (λ) FOR DESIGN II.
d2(z¯, z¯0) dH(z¯, z¯0) dP (z¯, z¯0)
Design II 7.2 5 2.62
BICM 2.0 4 0.0512
dlE,f (λ) dH,f (λ) d
l
P,f (λ)
Design II 7.2 5 2.62
The superior ultimate error performance of the improved
system employing Design II as compared to the cases of BICM
can be verified by examining the distance properties of Design
II and BICM. For Design II, we can use Theorems 1 and 3 to
calculate the lower bounds dlE,f(λ), dH,f (λ), and dlP,f (λ) on
the minimum squared Euclidean distance d2(z¯, z¯0), the Ham-
ming (symbol) distance dH(z¯, z¯0), and the product distance
dP (z¯, z¯0), respectively, between any nonzero codeword z¯ and
the all zero codeword z¯0. Since such distance bounds do not
exist for BICM in the case of short frame length, we resort to
use another approach to examine its distance properties. For
BICM and Design II, we first encode all the possible weight-
w, w = 1, 2, 3, 4, message words to obtain the codeword z¯
and then calculate d2(z¯, z¯0), dH(z¯, z¯0), and dP (z¯, z¯0). The
minimum values of d2(z¯, z¯0), dH(z¯, z¯0), and dP (z¯, z¯0) for
BICM and Design II are given in Table I. Also included in
Table I are the lower bounds dlE,f(λ), dH,f (λ), and dlP,f (λ) of
Design II calculated by using Theorems 1 and 3. For Design II,
we have the same minimum distance measures calculated by
these two methods. In addition, Design II achieves the best
distance properties and hence is expected to achieve better
ultimate error performance as compared to BICM.
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Fig. 8. Simulation results of improved systems based on Design II, Turbo-
BI-STCM, and space-time turbo codes [17] in the fast fading channels for
MIMO systems. (All cases are based on 4-state component codes and 2K =
128.) (A1): Design II, improved system, SW-IDSF, NI=6. (B1): Design
II, improved system, SW-IDSF, NI=2. (A2): Turbo-BI-STCM, NI=6. (B2):
Turbo-BI-STCM, NI=2. (A3): space-time turbo codes [17], turbo decoding,
two iterations.
C. Comparison with Turbo Coded MIMO Systems
We can replace the binary convolutional code used in the
bit-interleaved space-time coded modulation (BI-STCM) [6]
by a binary turbo code. Such a scheme is referred to as Turbo-
BI-STCM [29]. In Turbo-BI-STCM, a rate-1/2 binary turbo
code, 16QAM with Gary labelling, and the Alamouti STBC
are used. The Turbo-BI-STCM scheme can be viewed as
concatenated STBC with turbo coded BICM. Fig. 8 and Fig. 9
show the simulation results of 4-state Turbo-BI-STCM in the
fast fading and quasi-static fading channels, respectively. The
error performance of improved system based on Design II is
slightly better than 4-state Turbo-BI-STCM in the case of fast
fading channels. For Turbo-BI-STCM, one iteration consists of
two operations of MAP decoding of the component code while
for Design II, one iteration consists of one operation of MAP
decoding of C. We can also concatenate STBC with 8PSK
turbo TCM (TTCM) proposed in either [23] or [24]. Such a
scheme is referred to as STBC-TTCM which was investigated
in [25]. The TTCM proposed in [23] and [24] are respectively
denoted by TTCM-B and TTCM-W. Since only the simulation
results of STBC-TTCM in the quasi-static fading channel
are provided in [25], we only consider the comparison with
STBC-TTCM in the case of quasi-static fading channels. Also
included in Fig. 9 are the results of concatenated STBC with
either 8-state TTCM in [23][24] or 4-state Design I. 4-state
Design I has worse error performance as compared to the
8-state STBC-TTCM-W [24][25] but has better error perfor-
mance as compared to the 8-state STBC-TTCM-B [23][25].
Also shown in Fig. 8 and Fig. 9 for comparison are the results
of the space-time turbo code proposed by Stefanov and Duman
[17] with 4-state component codes and QPSK constellation.
With lower number of iterations, 4-state Design II outperforms
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Fig. 9. Simulation results of original systems based on one of Design
I and II, Turbo-BI-STCM, STBC-TTCM [25], and space-time turbo codes
[17] in quasi-static fading channels for MIMO systems. (A1) 4-state Design
II, 16QAM, 2K = 128, SW-IDSF, NI=6. (A2) 4-state Turbo-BI-STCM,
16QAM, 2K = 128, NI=6. (A3) 4-state Design I, 8PSK, 2K = 128, SW-
IDSF, NI=3. (B3) 4-state Design I, 8PSK, 2K = 512, SW-IDSF, NI=3.
(A4) 8-state STBC-TTCM-B [23][25], 8PSK, 2K = 500, NI=3. (B4) 8-state
STBC-TTCM-W [24][25], 8PSK, 2K = 500, NI=3. (A5): 4-state space-
time turbo code [17], QPSK, iterative decoding, ten iterations. (B5): 4-state
space-time turbo code [17], QPSK, iterative demodulation and decoding, ten
iterations.
the space-time turbo code with either iterative decoding or
iterative demodulation and decoding.
D. FER Results in Correlated Rayleigh Fading Channels for
MIMO Systems
For quasi-static fading channels, the fading amplitudes are
assumed to be constant during a frame. A more practical
assumption is that successive fading amplitudes are correlated.
Jakes’ fading model [26] with fading rates fdTs = 0.01 and
0.03 is used, where fd is the maximum Doppler frequency
and Ts is the symbol duration. We assume that the channel
coefficients are estimated accurately for the first codeword of
STBC and these channel coefficients are used in the entire
frame. Fig. 10 shows the error performance of the improved
systems based on Design I for MIMO systems. Also included
in Fig. 10 are the results for the cases of BICM and TCM. We
find that 4-state Design I achieves the best error performance
among the examples shown in Fig. 10.
E. FER Results in MIMO-OFDM Systems
Now consider the case of MIMO-OFDM systems with
L = 3. Fig. 11 shows the error performance of the improved
systems based on either Design I or II. Also included in Fig. 11
are the results for the cases of BICM in [7] and TCM in [3].
Based on the same constellation, our design achieves the best
error performance among the examples shown in Fig. 11.
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Fig. 10. Simulation results of improved systems based on either Design I
or TCM [2] and original systems based on BICM [6] in correlated fading
channels for MIMO systems. (Design I is based on SW-IDSF with NI=6.
BICM is based on IDSF with NI=6). (A1) fdTs=0.01, 4-state Design
I. (B1) fdTs=0.01, 4-state BICM [6]. (C1) fdTs=0.01, 4-state TCM [2].
(D1) fdTs=0.01, 8-state TCM [2]. (E1) fdTs=0.01, 16-state TCM [2].
(A2) fdTs=0.03, 4-state Design I. (B2) fdTs=0.03, 4-state BICM [6].
(C2) fdTs=0.03, 4-state TCM [2]. (D2) fdTs=0.03, 8-state TCM [2]. (E2)
fdTs=0.03, 16-state TCM [2].
VII. CONCLUSIONS
Concatenated STBC with TCM using a delay processor
(or T ′) for MIMO and MIMO-OFDM systems has been
investigated. An improved system implemented by inserting a
specific block interleaver between the encoders of STBC and
T ′ is proposed. Distance properties such as the minimum
squared Euclidean distance, the minimum Hamming distance,
and the associated minimum product distance have been
discussed for T ′ . T ′ can achieve not only large minimum
squared Euclidean distance but also large minimum Hamming
distance and hence can achieve good error performances
for both MIMO and MIMO-OFDM systems under various
channel conditions. With either SW-IDSF or SW-IDPHF, the
decoder of concatenated system based on T ′ can converge
faster and provide better ultimate error performance as com-
pared to the case of BICM using conventional decoding under
various channel conditions for either MIMO or MIMO-OFDM
systems.
APPENDIX
A. Proof of Theorem 2
If C is not catastrophic and λ is large enough, we can find
two code sequences, v¯ and v¯′, in C with dH(z¯, z¯′) = dH,f (λ).
Hence the free Hamming distance of T is upper bounded by
equation (10). We complete the proof by showing that the free
Hamming distance and the associated free product distance of
T are lower bounded by equations (10) and (11), respectively.
We consider the following two conditions.
(i) The sequences v and v′ leave a common state in
the trellis of C and then rejoin a common state within λ
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Fig. 11. Simulation results of improved systems based on one of Design I,
Design II, and TCM [3] and original systems based on BICM [7] in the
frequency-selective fading channels (L = 3) for MIMO-OFDM systems
(Designs I and II are based on SW-IDSF with NI=6. BICM is based on
IDSF with NI=6). (A1) 4-state 8PSK Design I. (B1) 4-state 16QAM Design
II. (A2) 4-state 8PSK BICM [7]. (B2) 4-state 16QAM BICM [7]. (A3) 8-state
8PSK TCM [3]. (B3) 16-state 8PSK TCM [3].
consecutive code branches. In this case, the d different bit
positions between v and v′ are within λ consecutive code
branches. Hence, the assumption for deriving (8) and (9) is
met. Thus, the Hamming distance dH(z¯, z¯′) ≥ dH,f (λ). The
product distance dP (z¯, z¯′) with dH(z¯, z¯′) = dH,f (λ) is no
less than dlP,f (dH,f (λ)).
(ii) The sequences v and v′ leave a common state in
the trellis of C and do not rejoin a common state within
λ consecutive code branches. Since C is not catastrophic,
the number of distinct bit positions, d(λ), between v and
v′ within λ consecutive code branches can be increased
to a large enough value such that d(λ) > dH,f (λ) and
hence dH(z¯, z¯′) > dH,f (λ). When dH(z¯, z¯′) > dH,f (λ), the
dP (z¯, z¯′) does not affect the value of dlP,f (dH,f (λ)). Hence,
dlP,f (dH,f (λ)) can only be obtained in case (i).
By combining conditions (i) and (ii), we complete the proof.
B. Proof of Theorem 3
According to the trellis representation of T ′ , we divide
the code T ′ into subsets T ′0 , T
′
1 , · · · , T
′
2ν′−1, where 2
ν′ is
the number of trellis states in T ′ (or T ) and T i′ consists of
codewords of T ′ starting from and ending in the same state
i. Let diH,m = min{dH(z¯, z¯0)|z¯ ∈T i
′
, z¯ = z¯0}, where i =
0, 1, · · · , 2ν′ − 1. Obviously, d0H,m ≥dH,f (λ) which is given
in equation (10). For i = 1, · · · , 2ν′−1, we divide the set T i′
into subsets T ′i,m and T
′
i,um, where T
′
i,m consists of codewords
(code paths in the trellis of T ′ ) that are merged with z¯0 and
T ′i,um consists of codewords that are not merged with z¯0. For
any codeword T ′i,m, we can find a codeword z¯∗ ∈T 0
′
such that
Δ(z¯, z¯0) = Δ(z¯∗, z¯0). Hence min{dH(z¯, z¯0)|z¯ ∈T ′i,m,z¯ =
z¯0} ≥ d0H,m ≥ dH,f (λ). For any codeword z¯ in T
′
i,um,
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dH(z¯, z¯0) can be larger than any given constant if T ′ is
noncatastrophic and B is large enough. Thus, we have diH,m ≥
dH,f (λ) for i = 0, 1, · · · , 2ν′ − 1. Then we check the associ-
ated product distance dP,m(dH,f (λ)) such that dH(z¯, z¯0) =
dH,f (λ). Let diP,m = min{dP (z¯, z¯0)|z¯ ∈T i
′
, z¯ =
z¯0, dH(z¯, z¯0) = dH,f (λ)}, where i = 0, 1, · · · , 2ν′ − 1.
Obviously, d0P,m ≥dlP,f(λ) which is given in equation (11).
Similarly, min{dP (z¯, z¯0)|z¯ ∈T ′i,m,z¯ = z¯0, dH(z¯, z¯0) =
dH,f (λ)} ≥ d0P,m ≥ dlP,f (λ). For any codeword z¯ in T
′
i,um,
dH(z¯, z¯0) can be larger than any given constant if T ′ is
noncatastrophic and B is large enough. Thus, we have diP,m ≥
dlP,f (λ) for i = 0, 1, · · · , 2ν
′ − 1 and complete the proof.
C. Decoding Procedures of SW-IDSF
We illustrate the procedures of SW-IDSF for the case of
m = 3. For a general m, similar procedures can be used. For
t = 0, 1, · · · , 2K − 1, let y(t) which is the soft output of
the STBC decoder be the error-corrupted form of z(t). For
the MAP demapper, let LM,e(sj(t)) and LM,a(sj(t)) be the
extrinsic value and a priori value for bit sj(t), respectively.
For the decoder of C, let LD,e(vj(t)) and LD,c(vj(t)) be the
extrinsic value and channel value for bit vj(t), respectively.
Step 1 At t = 0, the MAP demapper calculates the
LM,e(s1(2λ+t)), LM,e(s2(λ+t)), and LM,e(s3(0+
t)) by using y(2λ + t), y(λ + t), and y(0 + t)
in a way similar to that described in [11]. For
i = 1, 2, 3, LM,a(si(2λ + t)), LM,a(si(λ + t)), and
LM,a(si(0+t)) equal zero since we have no a priori
information of bits si(2λ+t), si(λ+t), and si(0+t),
for the moment.
Step 2 At t = 0, LM,e(sj((3− j)λ) + t) is used as channel
value LD,c(vj(t)) of code bit vj(t) of C since
vj(t) = sj((3 − j)λ + t) for j = 1, 2, 3. We feed
LD,c(vj(t)), j = 1, 2, 3, to the decoder of C.
Step 3 Repeat Steps 1 and 2 for t = 1, 2, · · · , λ − 1. At
t = λ − 1, the sliding-window decoder of C yields
LD,e(vj(0)), j = 1, 2, 3. Note that λ is also used as
the window size of the sliding-window decoder of
C.
Step 4 At t = λ and t′ = 0, the demapper computes
LM,e(sj((3 − j)λ + t)) in a way similar to Step 1
except that we have the a priori value LM,a(sj((3−
j)λ+ t′)) which equals LD,e(vj(t′)) for j = 1, 2, 3.
For j = 1, 2, 3, we feed LD,c(vj(t)) which equals
LM,e(sj((3 − j)λ + t)) to the decoder of C in a
way similar to Step 2. Then the decoder of C yields
LD,e(vj(t′ + 1)) which is used as a priori value
LM,a(sj((3 − j)λ + t′ + 1)) in the calculation of
LM,e(sj((3 − j)λ + t + 1)) for j = 1, 2, 3.
Step 5 Increase t and t′ by 1 and repeat Step 4. If the timing
indexes of vj or sj reach 2K , then the operation
of mod 2K should be used. In the calculation of
LM,e(sj(t′′)), LM,a(si(t′′)), i = 1, 2, 3, should be
used if it is available and equals zero if it is not
available. After NI iterations, we can obtain the
desired message bits.
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