Abstract-Available bandwidth is of great importance to network Quality of Service assurance, network load balancing, streaming media rate control, routing, and congestion control, etc.. In this paper, the available bandwidth estimation strategy based on the Network Allocation Vector for Wireless Sensor Networks is proposed. According to the size of the average contention window, network nodes predict the probability of collision in process of frame transmission, and then estimate the number of retransmission. Through the collection of Hello packets periodically sent by neighbors, nodes obtain their Network Allocation Vector, and then estimate the available bandwidth. The simulation results show that the strategy is simple and effective, can accurately estimate the collision of data frames as well as the available bandwidth of Wireless Sensor Networks.
I. INTRODUCTION
The available bandwidth estimation for Wireless Sensor Networks is very important in such applications as resource allocation, data rate adjustment, traffic engineering, resource-constrained routing, capacity planning, peer-to-peer file sharing, etc. [1] . Although many useful approaches to estimate bandwidth parameters in wired networks exist, they all consider the available bandwidth estimation as the unused capacity of the tight link. Unfortunately, this is not an applicable concept to Wireless Sensor Networks due to the unreliable and shared nature of the medium.
Due to the dramatic increase of multimedia services with Quality of Service(QoS) requirements, the QoS research for Wireless Multimedia Sensor Networks has become a new hot spot [1, 2] . Among multiple QoS parameters of bandwidth, delay and packet loss probability, the available bandwidth is a very important parameter [3] . The available bandwidth estimation strategy is one of the key technologies to improve network QoS guarantee. Through the estimation of the available bandwidth, these strategies, such as routing, channel allocation, congestion control, bandwidth allocation, can be effectively optimized, and thus achieving the optimization of wireless multimedia network resources. Typically, the available bandwidth is defined in the following way: On the premise that background data flows being transmitted do not be affected, the available bandwidth is defined as the maximum throughput which can be used for the data transmission between two nodes.
At present, most of the studies on wireless multi-hop networks are based on the IEEE 802.11 series of standards [4] , this paper focuses on the available bandwidth estimation strategy based on the series of standards.
The remainder of the present paper is organized as follows. Section II describes related work. Section III outlines the methods of the bandwidth estimation in the wired and wireless network. Section IV elaborates the proposed strategy: available bandwidth estimation strategy based on the Network Allocation Vector. Section V compares the proposed strategy with the idle channel estimation model and transmission delay estimation model. Finally, Section VI concludes the paper.
II. RELATED WORK
In wired and wireless networks, the available bandwidth estimation strategy is mainly divided into three categories of the active estimation strategy, the passive estimate strategy and the mathematical model estimation strategy. The active estimation strategy is to estimate the link available bandwidth utilizing the feedback information obtained by sending end-to-end probe packets [5] . The passive estimation strategy is to estimate the link available bandwidth utilizing the quantitative relationship of the network status with the available bandwidth of wireless nodes [6] . The mathematical model estimation strategy is to obtain the network status through the establishment of the mathematical model corresponding to the network operation, and then to estimate the available bandwidth of certain network paths [7] .
In wired networks, due to the need to send probe packets, active estimation strategies (such as packet pair [8] , packet chain [9] , etc.) bring some extra load to the normal network transmission, and then affect the measurement accuracy.
In wireless networks, the Bandwidth Reservation under Interferences Influence protocol (BRuIT) [10] is a typical passive bandwidth estimation method in Ad hoc networks. BRuIT nodes broadcast Hello packets within two-hop range. Nodes which successfully received the Hello packets will reply the local observation of the channel utilization. Source nodes estimate the available bandwidth according to the channel utilization in a period. The strategy effectively reduces the impact of link asymmetry on the available bandwidth estimation, but it also has serious shortcomings. Because all nodes within the whole carrier sensing area will affect the available bandwidth, the result obtained by the approximate calculation for the carrier sensing area simply using the number of hops is not accurate. For example, when the density of node deployment is larger, there are some multi-hop links in the carrier sensing area.
On the basis of the BRuIT protocol, Literature [11] proposes the CACP protocol. It adopts the strategy of improving the node transmission power, which makes nodes to obtain the channel utilization of every node within the carrier sensing area. Although this strategy solved the problem that nodes can not directly communicate with nodes inside the carrier sensing area and outside the transmission area, but the method will consume too much energy of nodes, and makes the interference model and frequency reuse model more complex.
The AAC [12] protocol takes into account the interference problem mentioned above. The competition node set of a node in the protocol is called a single node. Every single node measures the length of its activity period, and any continuous busy period is equivalent to the time required to send a data frame. The available bandwidth evaluation strategy considers the internal competition issue of data flows, but did not consider the frame synchronization issue of the sender and receiver. It believes that the idle period of the sender and receiver is entirely a coincidence. The available link bandwidth is defined as AB AAC =min(AB s ，AB r ), where AB s and AB r is the available bandwidth of the sending node and receiving node, respectively. So, the AAC protocol overestimates the available link bandwidth.
Literature [13] proposes a more effective available bandwidth estimation (cPEAB) strategy. Literature [14] improves the cPEAB strategy, and proposes the APEAB strategy. The strategy analyzes the effect of the exposed node and hidden node problem on the network available bandwidth, and introduces the RTS/CTS slot into the MAC layer, which gained greater accuracy than the CPEAB strategy in the bandwidth estimation of the wireless network. However, the information of network status listened in the wireless network is limited using the APEAB strategy. It does not take into account problems that the signal in the communication process would produce the distance loss and would subject to the interference of other signals. Therefore, it will cause the serious attenuation of signal strength, the degradation of the channel capacity received signal, so the estimated result appears obvious deviation. This obvious deviation in the wireless network will allow some important node links to gain higher estimation results of the available bandwidth, thus affecting the routing, resulting in network congestion, reducing the throughput of the wireless network.
III. COMPARISON OF WIRED AND WIRELESS NETWORK BANDWIDTH ESTIMATION
There is no competition in links between nodes on the wired network, so its bandwidth is only dependent on the physical medium used to connect nodes. Nodes can locally estimate bandwidth in accordance with the granularity of each link or each data stream. All the links in the multi-hop wireless networks are a shared medium, and then bandwidth competition occurs not only in the end-to-end path, but also in the link between the nodes. This leads to the result that the bandwidth estimation strategy for the wired network is not able to work effectively in the wireless network. At present, the MAC layer of the wireless network adopts the CSMA/CA protocol of the IEEE 802.11 standard to provide the link share function between nodes. The protocol and its improved versions provide the Distributed Coordination Function (DCF) [4] to ensure the fairness of accessing link and bandwidth allocation. Unlike wired networks, the node will use all the bandwidth to perform the communication after the completion of the competitive channel and access channel. That is, multiple nodes occupy interchangeably the channel. Therefore, in the wireless network, the nodes of estimating the available bandwidth must be informed of the utilization of the wireless channel, as well as the competition of nodes shared wireless channel.
Similar to the wired network, currently, strategies for the available bandwidth estimation of the wireless network also include the active and passive measurement. In the active measurement approach, nodes required to estimate the bandwidth send probe packets into the network, and receivers estimate the available bandwidth according to the time-domain characteristics after packets go through links. However, for the multi-hop wireless network, before sending the packets, the node usually takes several times of handshakes to access the channel. So, the probe packets will compete for the limited wireless resources with the packets of ongoing transmission. Therefore, the estimation strategy for active detection will consume a lot of bandwidth resources, and seriously affect the network performance. In passive estimation strategy, nodes can estimate the available bandwidth in accordance with the results listening to the channel or the exchange of the local available bandwidth with their neighboring nodes. Compared with the active estimation strategy, this estimation strategy reduces the network overhead to a large extent caused by the available bandwidth estimation, which is particularly suitable for wireless networks. There are numerous factors affecting the available bandwidth estimation, and a certain correlation exists among those various factors. Meanwhile, due to the very limited processing capability, nodes are difficult to accurately measure the impact of these factors on the available bandwidth. Therefore, we usually employ a certain mathematical model to make an approximate estimation for several factors.
IV. AVAILABLE BANDWIDTH ESTIMATION STRATEGY
Available bandwidth is mainly affected by three factors of the channel utilization, collision probability and backoff time. In this paper, a passive available bandwidth estimation strategy is proposed, which uses the channel detecting strategy and collision prediction strategy to estimate the channel utilization and data frame collision probability with the historical data recorded by node in the process of backoff.
A. Analysis of Data Transmission in MAC Layer
Basic medium access strategy specified by IEEE 802.11 standard is the Carrier Sense Multiple Access with Collision Avoidance(CSMA/CA) with binary exponential backoff. The node is not allowed to transmit until the medium becomes free (i.e. no pending transmissions of other nodes). As a result, the whole bandwidth is divided among nodes which share the same (wireless) medium. An optional part of the standard specifies RTS/CTS (Request-To-Send/Clear-To-Send) exchange, which takes place prior transmission at the link layer of a data frame and its acknowledgement. This strategy is designed as a solution to the hidden node problem, which causes high packet drop rates and throughput degradation [15, 16] . Consequently, it considerably reduces data losses caused by collisions. From the considerations described above, one can conclude that finally the bandwidth is shared among the nodes which are located in the range of the sender as well as the receiver nodes. The detailed framework for single data packet transmission is presented in Figure 1 . If having data to send, the source initiates the medium access process. If a node senses that medium is already occupied by another transmission, then it falls into the exponential backoff with the initial size of the backoff window. During the next time of sensing, the medium appears to be free, which means that the source node is allowed to initiate the transmission with RTS frame for medium reservation. Then, after Short Inter-Frame Space (SIFS) the destination replies with CTS updating the Network Allocation Vector (NAV) of nodes which are located within the range of the destination. Afterwards, the source initiates the data frame transmission into the physical medium. Upon the successful reception of the data frame, the destination replies with a positive acknowledgement.
B. Channel Detecting Scheme
According to the virtual carrier sense mechanism, the node puts the time occupied by the data transmission into the control frame in the process of competitive channel, and broadcasts it. The node listened to the frame sets the Network Allocation Vector (NAV) in accordance with the occupied time field in order to reserve the channel. In addition, the node can not send the control frame and data frame within various interframe intervals. Therefore, for bandwidth estimation, various interframe intervals of the channel are busy during the data transmission. Thus, the channel time unavailable which obtained by the node listened to the Request To Send (RTS) is:
Likewise, the channel time unavailable which obtained by the node listened to the Clear To Send (CTS) is:
where DIFS indicates the DCF Interframe Space, DCF denotes Distributed Coordination Function. In general, T DIFS , T SIFS , T RTS , T CTS and T ACK are fixed value. T DATA varies according to the type of business carried by network. And T Backoff changes dynamically based on the network topology and data flows. In this way, the node from the NAV information obtained by using the virtual carrier sense mechanism to listen to the channel, is able to get all the information in addition to T Backoff . That is, with the cumulative NAV duration, the node can be informed of the channel utilization in a specific period. Due to the wireless link has the asymmetric characteristic, results obtained by nodes detecting the channel on the same link are different. In this paper, a multiple nodes collaboration strategy is employed to degrade the impact of the wireless link asymmetry on the estimation results. The node includes the NAV duration field into the Hello message which used for the routing maintenance, and periodically broadcasts it. Nodes required to estimate the available bandwidth calculate the channel utilization based on the collected NAV information. The strategy does not introduce new packets and control packets into the network, only adding 32 bytes into the Hello packet, as shown in Figure 2 . 
C. Data Frame Collision Prediction
The IEEE 802.11 standard utilizes the Distributed Coordination Function (DCF) to manage the wireless medium shared by multiple nodes. The DCF allows the compatible physical layer to access the media through the use of the Carrier Sense Multiple Access/Collision Avoidance (CSMA/CA) and the backoff mechanism. If hidden nodes or other reasons result in the collision of data frames sent by nodes, the node will double the contention window (CW), until it reaches the maximum contention window CW max . Obviously, the contention window is able to accurately reflect the collision status of the node. The process of sending data frames by nodes can be expressed as:
where p c indicates the data frame collision probability, X denotes the number of collisions, and R L represents the maximum number of retransmissions preset in the protocol, with
The relationship between the contention window and the collision probability can be expressed as: 
where CW min indicates the minimum contention windows. Obviously, 
The number of average data frame retransmission can be expressed as:
Data frames required for the retransmission will be treated as new data frames to re-access channel. Therefore, the effect of the retransmission of data frames should be considered in the process of bandwidth estimation. Let N p be the number of data frames sent by a node during the detecting period, then the number of data frames N s required to be transmitted over the channel can be expressed as:
According to the described above, a node can sense the collision on the link in the data transmission based on the average contention window, and then predicts the number of data frames required to be retransmitted, and finally, estimates the time occupied by the channel within the detecting period.
D. Available Bandwidth Estimation strategy
In the process of accessing the channel, the node first invokes the carrier sense mechanism to determine the current media status. If the channel is busy, the node generates a random backoff time to defer sending the data frame. The backoff time is generated by the pseudo random number. The node still needs to determine the channel status in the fallback process. If the channel is busy, the node suspends the fallback process. It can be seen that the backoff time of nodes has a strong randomness, and it is difficult to accurately estimate the backoff time.
This paper uses the statistical average strategy to get the backoff time parameter in the bandwidth estimation process. Each node in the network records its time and number of backoff during the detection period. The node of conducting the bandwidth estimation collects Hello packets broadcasted from its neighboring nodes, and stores the NAV information into its routing cache according to items listed in Table I . Thus the node gets the total time of the busy channel during the detecting period. So, the available bandwidth can be expressed as:
) ( (9) where C indicates the link data rate, T Backoff denotes the backoff time obtained from the statistical average strategy during the detection period, and T M refers to the monitoring period.
Taking into account the wireless channel fading, multipath, delay and other characteristics, neighboring nodes may not be properly listening to the ACK or CTS packet, resulting in a misjudgment of successful data transmission. As a result, the available bandwidth by estimation is far away from that of the actual. In order to reduce the resulting error, we utilize the EWMA model [17] to smooth the measurement value of the available bandwidth, as shown in the following:
where B a (k) indicates the bandwidth of the kth estimation period, and α is the smoothing factor of the EWMA algorithm with the range from 0 to 1. By adjusting the value of α to adjust the history available bandwidth estimation value and the current instantaneous value, thereby the current available bandwidth estimation is affected. In this paper, α is assigned 0.1 in order to reduce the interference with the estimation result caused by the fluctuation of the current instantaneous value.
V. SIMULATION EXPERIMENTS

A. Performance and Analysis of Available Bandwidth
Estimation Strategies Firstly, the paper adopts the NS2 simulation platform to verify the accuracy of the available bandwidth estimation strategy, the simulation parameter settings shown in Table II . When the size of Hello packets varies, the collision probability also changes. In the case of different intervals, the collision probability caused by different size of Hello packets is shown in Figure 3 . It can be seen from Figure 3 that after the increase of the size of Hello packet, the collision probability did not change significantly in different Hello packet interval. And, when nodes send Hello packets over 2 times per second, the collision probability is maintained at an average of 17.25%. Therefore, it is believed that the proposed strategy increases only a little of link cost in the estimation of available bandwidth.
As mentioned above, different detecting periods have larger impact on the accuracy of results, the available bandwidth estimation error in the case of different detecting period shown in Figure 4 . When retransmission mechanism is employed, nodes can accurately estimate collisions according to the contention window, and then estimate the available bandwidth within the detecting period. Simulation results show that the error of nodes is significantly reduced with retransmission mechanism, and the available bandwidth estimated by it is closer to the actual measurement value. If there is no retransmission mechanism, the estimated available bandwidth values are higher than the actual measured values. When the detecting period is increased, the resulting estimation values are close to the actual measured values to a greater extent. 
B. Comparison with Other Models
The strategy proposed in this paper is compared with the idle channel estimation model and the transmission delay estimation model based on the MAC layer. An analysis of the performance in three aspects of throughput, end-to-end transmission delay and energy consumption is made.
The idle channel estimation model is represented in the following formula:
( 1 1 ) where T idle denotes the idle time of channel, T period indicates the time interval, and C refers to the maximum bandwidth of channel.
The transmission delay estimation model based on the MAC layer is represented in the following formula:
( 1 2 ) where T interval denotes the interval between the initial data transmission and the successful data transmission at the MAC layer, and S packet represents the size of packets.
In the simulation scenario, the number of CBR connections is set to 4, 8, 12, 16 and 20, respectively. Each group of experiments repeatedly performs 10 times, and the mean values are adopted as the final results.
When only four or eight data flows exist in the wireless network, the amount of data sent by nodes is very small. Therefore, the probability of data collisions is remarkably small. It can be seen from Figure 5 and 6, the throughput of three strategies is similar, and the end-to-end delay is also relatively similar. Our proposed strategy needs to periodically send Hello packets to collect the NAV information, in order to determine the network status, so its end-to-end packet delay is slightly longer than the other two strategies. In energy consumption, the idle channel estimation model needs to continuously listen to the channel state, so the energy it consumed is the most, and far more than that of the other two strategies consumed. Our proposed strategy needs to periodically send Hello packets, so the energy consumption is more than the delay estimation model. When twelve, sixteen, or twenty data flows exist in the wireless network, the amount of data sent by nodes is extremely large. It can be seen from Figure 5、6 and 7, the throughput, end-to-end delay and energy consumption of three strategies vary widely. Because our proposed strategy adopts Hello packets to gather the network status information, it can effectively reduce network conflicts, therefore, resulting in the largest throughput, the shortest end-to-end delay, and the lowest energy consumption. The delay estimation model collects the RTT information in the MAC layer which includes the queuing delay, media access delay and transmission delay, so it overestimates the available bandwidth of the network, leading to a great amount of collisions. Therefore, its throughput, end-to-end delay and energy consumption is the second. For the idle channel estimation model, due to the transmission and sensing range of nodes is not identical, the probability of occurrence of data collisions in the network is the largest, thus causing the smallest throughput, the longest end-to-end delay and the highest energy consumption.
VI. CONCLUSIONS
In this paper, the available bandwidth estimation strategy based on the Network Allocation Vector for Wireless Sensor Networks is proposed. According to the size of the average contention window, network nodes predict the probability of collision in process of frame transmission, and then estimate the number of retransmission. Through the collection of Hello packets periodically sent by neighbors, nodes obtain their Network Allocation Vector, and then estimate the available bandwidth. The strategy is simple and effective, and without sending active probe packets, and has wider applicability. The simulation results show that this strategy can accurately estimate the collision of data frames as well as the available bandwidth of Wireless Sensor Networks. 
