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Abstract
In this paper we focus on unsupervised repre-
sentation learning and propose a novel frame-
work, Hierarchical Sparse Variational Autoen-
coder (HSVAE), that imposes sparsity on sen-
tence representations via direct optimisation of
Evidence Lower Bound (ELBO). Our experi-
mental results illustrate that HSVAE is flexible
and adapts nicely to the underlying characteris-
tics of the corpus which is reflected by the level
of sparsity and its distributional patterns.
1 Introduction
Representation learning has been the key fabric of
the success stories in modern days Natural Lan-
guage Processing (NLP). On the one hand, it is
well-documented that each data point utilises a dif-
ferent sub-space of this high dimensional represen-
tation space (Coates and Ng, 2011; Bengio et al.,
2013; Burgess et al., 2018; Tonolini et al., 2019),
reminiscent of cognitive findings that humans use
different subsets of cognitive features depending on
concepts (Vinson and Vigliocco, 2008) (and refer-
ences therein). On the other hand, sparse represen-
tations are of specific interest as a pathway towards
interpretability (Murphy et al., 2012; Lipton, 2016).
These observations encouraged a handful of stud-
ies in NLP that have delved into building sparse
representations of words either during the learn-
ing phase (Faruqui and Dyer, 2015; Yogatama
et al., 2015; Trifonov et al., 2018) or as a post-
processing step on top of existing representations
(e.g., word2vec embeddings) (Faruqui et al., 2015;
Sun et al., 2016; Subramanian et al., 2018; Arora
et al., 2018; Li and Hao, 2019). These methods
have not been developed for sentence embeddings,
with the exception of Trifonov et al. (2018) which
makes a strong and restrictive assumption by forc-
ing a preset number of active dimensions.
In parallel, Variational Autoencoder (VAE), Fig-
ure 1 (left), (Kingma and Welling, 2014) and its
modifications (Burgess et al., 2018; Razavi et al.,
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(a) (b)Figure 1: Graphical Models of VAE (left) and
HSVAE (right). Solid and dashed lines represent gener-
ative and inference paths, respectively.
2019) have been shown to be effective in captur-
ing semantic closeness of sentences via the learned
latent representation space (Bowman et al., 2016;
Prokhorov et al., 2019; Xu et al., 2019; Balasubra-
manian et al., 2020). Furthermore, methods have
been developed for encouraging sparsity in VAEs
via learning a deterministic selection variable (Ye-
ung et al., 2017) or through sparse priors (Barello
et al., 2018; Mathieu et al., 2019; Tonolini et al.,
2019). However, these have not been tested on text.
To bridge this gap, we propose a Hierarchical
Sparse Variation Autoencoder (HSVAE) 1, Fig-
ure 1 (right), a fully probabilistic framework trained
by direct optimisation of ELBO. Our experimental
results on various corpora illustrate that HSVAE
adapts to the distributional properties of data. This
is reflected by the amount of sparsity achieved and
its distributional patterns in the learned representa-
tions.
Compared to Mathieu et al. (2019), which is the
most relevant work to ours, we show the success
they achieved on the image domain does not transfer
to text, while HSVAE successfully induces sparse
sentence representations: we attribute this to (a)
the lack of flexibility in their Gaussian inference
network compared to the bi-modal spike-and-slab
posterior of HSVAE, and (b) the use of pre-fixed
weights on spike components which in our case
is inferred per each input instance. To the best
of our knowledge, HSVAE is the first VAE-based
framework for learning sparse text encodings.
1The code is available on https://github.com/
VictorProkhorov/HSVAE
ar
X
iv
:2
00
9.
12
42
1v
1 
 [c
s.C
L]
  2
5 S
ep
 20
20
2 Background
Variational Autoencoder (VAE). Given an in-
put 푥, VAEs are stochastic autoencoders that map 푥
to a corresponding representation 푧 using a proba-
bilistic encoder 푞휙(푧|푥) and a probabilistic decoder
푝휃(푥|푧), implemented as neural networks. Optimi-
sation of VAE is done by maximising the ELBO:⟨
log 푝휃(푥|푧)⟩푞휙(푧|푥) − 픻퐾퐿(푞휙(푧|푥)||푝휃(푧)) (1)
where the reconstruction maximises the expecta-
tion of data likelihood under the posterior distribu-
tion of 푧, and the Kullback-Leibler (KL) divergence
acts as a regulariser and minimises the distance be-
tween the learned posterior and prior of 푧.
Spike-and-Slab Distribution. This is a mixture
of two Gaussians with mixture weight 훾푖, where the
slab component is a standard Gaussian while the
spike component is a Gaussian with 휎 → 0:
푝(푧) =
∏
푖
(1 − 훾푖) (푧푖; 0, 1) + 훾푖 (푧푖; 0, 휎 → 0)
where 푖 denotes the 푖th dimension of 푧.
3 Hierarchical Sparse VAE (HSVAE)
We propose the hierarchical sparse VAE (HSVAE)
to learn sparse latent codes automatically. In de-
tail, we treat the mixture weights 훾 = (훾1, ..., 훾퐷)
as a random variable and assign a factorised Beta
prior 푝휃(훾푖) = Beta(훼, 훽) on it. The latent code 푧
is then sampled from a factorised Spike-and-slab
distribution 푝휃(푧|훾) conditioned on 훾 , and the ob-
servation 푥 is generated by decoding the latent vari-
able 푥 ∼ 푝휃(푥|푧) using a GRU (Cho et al., 2014)
decoder. This returns a probabilistic generative
model 푝휃(푥, 푧, 훾) = 푝휃(푥|푧)푝휃(푧|훾)푝휃(훾). For pos-
terior inference, the encoder distribution is defined
as 푞휙(푧, 훾|푥) = 푞휙(훾|푥)푞휙(푧|훾, 푥), where 푞휙(훾|푥)
is a learnable and factorised Beta distribution, and
푞휙(푧|훾, 푥) is a factorised Spike-and-slab distribu-
tion with mixture weights 훾푖 and learnable “slab”
components for each dimensions. The 푞 distribu-
tion is computed by first extracting features from
the sequence using a GRU, then applying MLPs to
the extracted feature (and 훾 for 푞휙(푧|훾, 푥)) to pro-
duce the distributional parameters. The graphical
model of HSVAE is shown in Figure 1 (right) with
a comparison to the vanilla VAE.
ELBO: We derive the ELBO, (휃, 휙; 푥):⟨
log 푝휃(푥|푧)⟩
푞휙(푧,훾|푥)− 휓
⟨
픻퐾퐿(푞휙(푧|훾, 푥)||푝휃(푧|훾))⟩
푞휙(훾|푥)
(2)
− 휆픻퐾퐿(푞휙(훾|푥)||푝휃(훾))
where휓 ∈ ℝ and 휆 ∈ ℝ are the coefficients for the
KL terms. This ELBO is approximated with Monte
Carlo (MC) in practice. Similar to the vanilla VAE,
the first term is the reconstruction, the second and
the third KL terms control the distance between
the posteriors and their corresponding priors. See
Appendix A for details of ELBO derivations and
the MC approximation.
Control of Sparsity. The random variable 훾푖, in
our model, can be viewed as a “probabilistic switch”
that determines how likely is for the 푖th dimension
of 푧 to be turned off. Intuitively, since for both gen-
eration and inference the latent code 푧 is sampled
from a Spike-and-Slab distribution with the mixture
weights 훾 , 훾푖 → 1 means 푧푖 is drawn from a delta
mass centered at 푧푖 = 0. As the switch follows a
Beta distribution 훾푖 ∼ 퐵푒푡푎(훾푖; 훼, 훽), we can select
the parameters 훼 and 훽 to control the concentration
of the probability mass on 훾푖 ∈ [0, 1] interval.
There are three typical configurations of the
(훼, 훽) pair: (1) 훼 < 훽: density is shifted towards
훾푖 = 0 hence 푖th unit is likely to be on and dense
representation is expected, (2) 훼 = 훽: the density
is centered at 훾푖 = 0.5, and (3) 훼 > 훽: density is
shifted towards 훾푖 = 1, hence the unit is likely to
be off, leading to sparsity. The magnitude of these
parameters also plays a role as it controls the spread
and uni/bi-modal structure of the density.
Related Work. Of particular relevance to our
model are the VAE-based frameworks of Mathieu
et al. (2019) (MAT), and Tonolini et al. (2019) (TON).
We summarise the similarity and key differences:
PRIOR AND POSTERIOR. All three frameworks
use the Spike-and-Slab distribution to construct
the prior on 푧. While the posterior distribution in
MAT remains as a Gaussian, both TON andHSVAE
opt for Spike-and-Slab. However, TON controls
the sparsity level in an indirect way via “pseudo
data” (Tomczak and Welling, 2018) used in prior,
whereas HSVAE’s probabilistic treatment of 훾 en-
ables more direct control on the target sparsity
level.
OBJECTIVE. HSVAE is trained with a principled
ELBO (eq. 2), while the other two add additional
regularisers to the ELBO of VAE (eq. 1). For
instance, MAT add a maximum mean discrepancy
(MMD) divergence between 푧’s aggregated pos-
terior and prior MMD(푞휙(푧), 푝휃(푧)) and include
scalar 휓 and 휆 weights to the KL and MMD term,
respectively. See Appendix B for the full objec-
tive functions of MAT and TON.
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Figure 2: Average Hoyer (Av.Hoyer) on DBpedia cor-
pus dev set for different parameterisations of Mathieu
et al. (2019) (Top) vs. HSVAE (Bottom). Same is ob-
served on Yelp. Lines are an average over the 3 runs of
the models, the shaded area is the standard deviation.
4 Experiments
We conduct a set of experiments on two text clas-
sification corpora: Yelp (sentiment analysis - 5
classes) (Yang et al., 2017) and DBpedia (topic
classification - 14 classes) (Zhang et al., 2015) to
investigate whether: (1) HSVAE learns sparse and
distributed representations that are reflective of the
underlying characteristics of the corpus, and (2)
the quality of the sparse latent representations is
comparable to their dense counterpart on text clas-
sification tasks. Our representations are 32D. For
details on data statistics and configurations of the
models and optimiser see Appendix H.
4.1 Sparsity
In Figure 5 we compare our model against Mathieu
et al. (2019) using their suggested sparsity metric,
Av.Hoyer, which is an average Hoyer (Hurley and
Rickard, 2009) over the number of data points of a
dataset (dev set).2 Hoyer of a vector, in a nutshell, is
ratio of the 퐿2 norm to 퐿1 norm, normalised by the
number of dimensions. Higher Hoyer means more
sparsity. We report Hoyer both, on the mean of the
posterior distributions of 푞휙(푧|푥) and 푞휙(푧|푥, 훾) and
the samples from these distributions. As illustrated,
their model struggles to achieve steady and con-
2 Similar results are observed on the test set (Figure 3 (a)).
sistent Av.Hoyer regardless of the configurations
of 휓 and 휆. However, HSVAE stably controls the
level of sparsity with 훼 and 훽 parameters, a positive
of its more flexible posterior distribution and the
learnable distribution over 훾 .
4.2 Distributedness
First, we investigate whether the sparsity patterns
are distributed without analysing what properties
they encode. Figure 3 (a) reports Av.Hoyer of the
test corpus and the Hoyer computed on the average
of 푧s (Agg.Hoyer). Intuitively, the sparsity patterns
are not distributed if the Agg.Hoyer and Av.Hoyer
values are roughly the same, indicating the same
dimensions are being on/off for all the sentences.
For both corpora, the Agg.Hoyer is much lower
than the Av.Hoyer, especially for (훼 = 30, 훽 = 10)
where sparsity is encouraged. Next, we investigate
if class information is captured by these patterns.
4.2.1 Can Sparsity Patterns Encode Classes?
Analysis of 훾 . We hypothesise that if 훾 captures
a class of a sentence then the sentences that belong
to the same class should have a similar sparsity pat-
terns in 훾 .3 We use the mean (휇훾(푥)) of the 푞휙(훾|푥)
distribution as a 훾 vector of a sentence x. To get
an encoding of a class - 훾푐푙푎푠푠 - we average all 휇훾(푥)
of that class (see Appendix E). The averaging re-
moves the information that differentiate these sen-
tences, while preserving the information that are
shared among them - the class. Figure 4 (a) reports
the magnitudes of the 훾푐푙푎푠푠 vectors as a heat map:
darker colours indicate lower magnitudes of 훾푐푙푎푠푠
denoting the dimension being active, while brighter
colours show the opposite. One would expect that
훾푐푙푎푠푠 of different classes should differ.
As demonstrated, this is the case when the
HSVAE훼 = 30, 훽 = 10 is trained on the DBpedia but
not on Yelp. Taking into account that our model
is fully unsupervised, an explanation for this can
be that a distribution of words in the classes of
DBpedia is more distinct than in Yelp. To verify
this, we calculate the add-1 smoothed probabili-
ties of words in the classes and measure the pair-
wise KL divergence across the classes. The mag-
nitudes of the pairwise KL divergences in Figure
4 (b) confirms our hypothesis. The sparsity patterns
of HSVAE훼 = 10, 훽 = 30 for both corpora are uniform,
this is expected as 푧 vectors are more dense (i.e.,
3We expect that only a subset of the dimensions encoding
class label information are similar.
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4 (b)) shows that this is indeed the case. The acti-
vation patterns of HSVAE훼 = 10, 훽 = 30 for the both
corpora are uniform. Based on the small values of
훾푐푙푎푠푠 this is expected as model simply propagates
all the information about sentences.
Analysis of Hoyer
4.3 Downstream Task: Text Classification
We also compare the performance of the sparse
representations with their dense counterparts (from
vanilla VAE) on the two text classification tasks.
Comparing the accuracy of the classifiers on the
same level of reconstruction loss, illustrates that
the performance of the sparse representation is on
par with its dense counterpart on DBpedia, whereas
for Yelp we observe a drop. This is expected since
the sparsity patterns of Figure 4 illustrates a bet-
ter separation across classes for DBpedia, making
it an easier setup for the classifier (accuracy and
reconstruction numbers are reported in the Supple-
mantary Material.
5 Discussion and Conclusion
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훾푐푙푎푠푠 are small) ncouraging the model to propa-
gate all the information about the sentences.
Analysis of 푧. To complement the results of the
previous experiment, in Figure 3 (b) we report
Av.Hoyer andAgg.Hoyer of the test sentences calcu-
lated for each class. Closeness of the two quantities,
indicates the only the class information is encoded
in sparsity pattern, while lower Agg.Hoyer com-
pared to Av.Hoyer means the class information is
likely to be mix d with other informat on.
For DB edia the ratio of the Av.Hoyer and
Agg.Hoyer varies. For Yelp, Agg.Hoyer is lower
than the Av.Hoyer and remains approximately the
same value for all classes. These findings accord
well with Figure 4 (a) showing a uniform patterns of
훾푐푙푎푠푠 for Yelp and distributed patterns for DBpedia.
4.3 Downstream Task: Text Classification
We also compare the performance of the sparse
representations with their dense counterparts from
vanilla VAE on two text classification tasks. Com-
paring the accuracy of the classifiers on the same
level of reconstruction loss, illustrates that the per-
formance of the sparse representation is on par
with its dense counterpart on DBpedia (rec-loss:
107, HSVAE-Acc:0.61, VAE-A c:0.62), whereas
for Yelp we observe a drop (rec-loss: 377, HSVAE-
Acc:0.36, VAE-Acc:0.48). This is expected since
the sparsity patterns of Figure 4 illustrates a better
separation across classes for DBpedia, making it an
easier setup for the classifier. Details on accuracy
and reconstruction loss are reported in Appendix F.
5 Conclusion
We present a ovel VAE model - Hierarchical
Sparse Variational Autoencoder (HSVAE), capable
of learning representations reflecting the underly-
ing sparsity and distributedness characteristics of
two text classification corpora. Empirically, we ob-
served that for the sparsity patterns to encode the
classes of the sentences, classes should be distinc-
tive enough. This suggests that prior to use of the
corpus its underlying statistical properties should
be properly understood and curated. Additionally,
a more systematic way of tuning the sensitivity of
the model to capture different characteristics of a
corpus is a potential research direction.
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A Derivations of ELBO
Starting from the 픻퐾퐿(푞휙(푧, 훾|푥)||푝휃(푧, 훾|푥)), we
derive the Evidence Lower Bound (ELBO) as fol-
lows:
픻퐾퐿(푞휙(푧, 훾|푥)||푝휃(푧, 훾|푥)) =
∫
푧,훾
푑푧푑훾 푞휙(푧, 훾|푥) log 푞휙(푧, 훾|푥)푝휃(푧, 훾|푥) , (3)
after rearranging terms in equation 3 we can obtain:
log 푝휃(푥) − 픻퐾퐿(푞휙(푧, 훾|푥)||푝휃(푧, 훾|푥)) =
∫
푧,훾
푑푧푑훾 푞휙(푧, 훾|푥) log 푝휃(푧, 훾, 푥)푞휙(푧, 훾|푥)
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
ELBO
, (4)
Based on the independence assumption that
we make in our graphical model (Figure 1) the
generative model factorises as: 푝휃(푧, 훾, 푥) =
푝휃(푥|푧)푝휃(푧|훾)푝휃(훾) and the inference model fac-
torises as: 푞휙(푧, 훾|푥) = 푞휙(푧|훾, 푥)푞휙(훾|푥). There-
fore, we can rewrite the ELBO as follows:
∫
푧,훾
푑푧푑훾 푞휙(푧|훾, 푥)푞휙(훾|푥) log 푝휃(푥|푧)푝휃(푧|훾)푝휃(훾)푞휙(푧|훾, 푥)푞휙(훾|푥) ,
(5)
We can further rewrite the ELBO as a sum of the
three separate terms. Where the first term is:
∫
푧,훾
푑푧푑훾 푞휙(푧|푥, 훾)푞휙(훾|푥) log 푝휃(푥|푧)
∫
훾
푑훾 푞휙(훾|푥)∫
푧
푑푧 푞휙(푧|푥, 훾) log 푝휃(푥|푧)∴⟨
∫
푧
푑푧 푞휙(푧|푥, 훾) log 푝휃(푥|푧)⟩
푞휙(훾|푥)∴
(6)
The second term is:
∫
푧,훾
푑푧푑훾 푞휙(푧|푥, 훾)푞휙(훾|푥)[log 푞휙(푧|푥, 훾) − log 푝휃(푧|훾)]⟨
∫
푧
푑푧 푞휙(푧|푥, 훾)[log 푞휙(푧|푥, 훾) − log 푝휃(푧|훾)]⟩
푞휙(훾|푥)∴⟨
픻퐾퐿(푞휙(푧|푥, 훾)||푝휃(푧|훾))⟩
푞휙(훾|푥)∴
(7)
Finally, the third term is:
∫
푧,훾
푑푧푑훾 푞휙(푧|푥, 훾)푞휙(훾|푥)[log 푞휙(훾|푥) − log 푝휃(훾)]
∫
훾
푑훾 푞휙(훾|푥)[log 푞휃(훾|푥) − log 푝휃(훾)]×
× ∫
푧
푑푧 푞휙(푧|푥, 훾)
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟
sums to 1 for each∶훾
∴
∫
훾
푑훾 푞휙(훾|푥)[log 푞휙(훾|푥) − log 푝휃(훾)]∴
픻퐾퐿(푞휙(훾|푥)||푝휃(훾))∴
(8)
Collecting all the three terms into the single ELBO:
⟨
∫
푧
푑푧 푞휙(푧|푥, 훾) log 푝휃(푥|푧)⟩
푞휙(훾|푥)−
−
⟨
픻퐾퐿(푞휙(푧|푥, 훾)||푝휃(푧|훾))⟩
푞휙(훾|푥)−
−픻퐾퐿(푞휙(훾|푥)||푝휃(훾)),
(9)
Using Monte Carlo approximation of the expecta-
tions:
1
푁
푁∑
훾∼푞휙(훾|푥)
[
1
푀
푀∑
푧∼푞휙(푧|푥,훾) log 푝휃(푥|푧)
]
−
− 휓
푁
푁∑
훾∼푞휙(훾|푥)
[
픻퐾퐿(푞휙(푧|푥, 훾)||푝휃(푧|훾))]−
−휆픻퐾퐿(푞휙(훾|푥)||푝휃(훾)),
(10)
B Objective Functions of Mathieu et al.
(2019) and Tonolini et al. (2019)
Models
The objective function of Mathieu et al. (2019) is:⟨
log 푝휃(푥|푧)⟩푞휙(푧|푥) − 휓퐾퐿(푞휙(푧|푥)||푝휃(푧))−
−휆픻(푞휙(푧), 푝휃(푧)),
where 휓 and 휆 are the scalar weight on the terms
and Tonolini et al. (2019) is:⟨
log 푝휃(푥|푧)⟩푞휙(푧|푥) −퐾퐿(푞휙(푧|푥)||푞휙(푧|푥푢)−
−퐽 × 픻퐾퐿
(
훾̄푢||훼)),
where 퐽 is the dimensionality of the latent variable
푧, 푥푢 is a learnable pseudo-input (Tomczak and
Welling, 2018) and 훼 is prior sparsity.
C Deriving Marginal of (Univariate)
Spike-and-Slab Prior
We derive the Spike-and-Slab distribution by in-
tegrating out the index component which is dis-
tributed as a Bernoulli variable. This result is quite
well-known in machine learning, however for the
ease of the reader we present it here as a quick ref-
erence.
The derivation: assume 1) 휋 ∼ 푝(휋; 훾) is a
퐵푒푟푛표푢푙푙푖(훾) and 2) 푝(푧|휋) = (1 − 휋) × 푝1(푧) +
휋 × 푝2(푧), where 푝1(푧) ∼  (푧; 0, 1) and 푝2(푧) ∼ (푧; 0, 휎 → 0) is a Spike-and-Slab model. The
the marginal Spike-and-Slab prior over 푧 can be
obtained in the following way:
푝(푧; 훾) =
1∑
푖=0
푝(푧|휋 = 푖)푝(휋 = 푖; 훾)
푝(푧|휋 = 0)푝(휋 = 0; 훾) + 푝(푧|휋 = 1)푝(휋 = 1; 훾)∴
[(1 − 0) × 푝1(푧) + 0 × 푝2(푧)]푝(휋 = 0; 훾)+
+ [(1 − 1) × 푝1(푧) + 1 × 푝2(푧)]푝(휋 = 1; 훾)∴
Expanding brackets:
푝1(푧)푝(휋 = 0; 훾) + 푝2(푧)푝(휋 = 1; 훾)∴ (푧; 0, 1)푝(휋 = 0; 훾) + (푧; 0, 휎 → 0)푝(휋 = 1; 훾)∴
(1 − 훾) (푧; 0, 1) + 훾 (푧; 0, 휎 → 0)∴
Therefore, 푝(푧; 훾) = (1 − 훾) (푧; 0, 1) +
훾 (푧; 0, 휎 → 0).
D Sampling of 푧
In this section we briefly outline how we sample the
latent variable 푧 from the graphical model shown
in Figure 1 (b).
D.1 Sampling: Training of the Model
for each 푥푖 in a batch {푥1, ..., 푥푘}:
1. sample one 훾푖 from 푞휙(훾|푥푖)
2. sample one 푧푖 from 푞휙(푧|푥푖, 훾푖)
The number of sampled 훾푖 and 푧푖 is equal to the the
number of 푥푖’s in the batch.
D.2 Sampling: Evaluation of Hoyer
To evaluate Hoyer either on validation or test
dataset for each 푥푖 in the dataset {푥1, ..., 푥푛} we
first obtain its corresponding 푧푖 (the procedure is
described in Section D.1) such that 푥1− > 푧1.
Then we normalise 푧̄푖 = 푧푖∕휎(푧), where 푧 =
Models Yelp DBPedia Yelp DBPedia
R (16 D) R (32 D) R (16 D) R (32 D) Acc. (16 D) Acc. (32 D) Acc. (16 D) Acc (32 D)
VAE퐶 = 0 386.7 ± 2.4 386.0 ± 0.8 115.7 ± 0.5 115.7 ± 0.9 0.21 ± 0.02 0.21 ± 0.00 0.07 ± 0.00 0.07 ± 0.00
VAE퐶 = 5 379.3 ± 0.5 380.0 ± 0.0 110.0 ± 0.8 110.7 ± 0.5 0.45 ± 0.02 0.46 ± 0.01 0.50 ± 0.03 0.44 ± 0.02
VAE퐶 = 10 374.7 ± 0.5 377.3 ± 0.9 106.7 ± 0.5 107.7 ± 0.5 0.48 ± 0.00 0.47 ± 0.00 0.58 ± 0.01 0.62 ± 0.02
VAE퐶 = 15 372.0 ± 0.0 373.7 ± 1.3 104.0 ± 0.8 105.7 ± 0.5 0.50 ± 0.00 0.50 ± 0.01 0.66 ± 0.02 0.66 ± 0.02
HSVAE훼 = 30, 훽 = 10 378.0 ± 0.8 377.7 ± 0.9 108.3 ± 0.5 107.0 ± 0.0 0.36 ± 0.06 0.36 ± 0.01 0.59 ± 0.03 0.61 ± 0.00
HSVAE훼 = 30, 훽 = 30 374.0 ± 0.0 371.7 ± 1.3 107.0 ± 0.0 104.7 ± 0.5 0.35 ± 0.01 0.46 ± 0.05 0.63 ± 0.03 0.72 ± 0.03
HSVAE훼 = 10, 훽 = 30 365.0 ± 0.0 353.7 ± 0.5 98.3 ± 0.7 96.0 ± 2.2 0.49 ± 0.01 0.54 ± 0.00 0.81 ± 0.02 0.85 ± 0.01
SC - - - - 0.53 ± 0.00 0.54 ± 0.00 0.98 ± 0.00 0.97 ± 0.00
Table 1: Table shows the reconstruction (R) and the classification results for the vanilla VAE and HSVAE. To report
the classification results we use accuracy (Acc.). We also experiment with the number of dimensions in the latent
code of the VAEs: 16 D and 32 D. SC stands for a simple classifier.
{푧1, ..., 푧푛}. Finally, for each 푧̄푖 we compute Hoyer
such that 퐻표푦푒푟(푧̄푖) =
√
푑−||푧̄푖||1∕||푧̄푖||2√
푑−1
, where 푑
is the dimensionality of 푧̄푖. To report the Hoyer
for the whole dataset we compute Av.Hoyer =
1
푁
∑푁
푖 퐻표푦푒푟(푧̄푖) =
√
푑− 1푁
∑푁
푖 ||푧̄푖||1∕||푧̄푖||2√
푑−1
.
D.3 Sampling: Classification Experiment
for each 푥푖 in a batch {푥1, ..., 푥푘}:
1. sample 푀 of 훾푖,푗 from 푞휙(훾|푥푖) i.e. a set of
sampled 훾’s is {훾푖,1, ..., 훾푖,푀}
2. sample 푀 of 푧푖,푗 from 푞휙(푧|푥푖, 훾푖,푗) i.e. a
set of sampled tuples of 푧푖,푗 and 훾푖,푗 is
{(푧푖,1, 훾푖,1), ..., (푧푖,푀 , 훾푖,푀 )} in other words for
each 훾푖,푗 we sample only one 푧푖,푗 .
D.4 Sampling: Ratio Experiment
Main Text: Figure 3 (a) Numerator is calcu-
lated in the same way as in Section D.2. To
calculate the Hoyer for the denominator we first
average over all the {푧̄1, ..., 푧̄푛} that we used in
the numerator i.e. 푚 = 1
푁
∑푁
푖=1 푧̄푖 and thenmeasure the Hoyer on 푚. Therefore the ratio is:
1
푁
∑푁
푖 퐻표푦푒푟(푧̄푖)∕퐻표푦푒푟(푚)
Main Text: Figure 3 (b) First we compute the
following for the test corpus:
1. compute 푏푖 = Binarize(|푧̄푖|) (we use the
threshold of 1 × 10−2 to return 1 if the dimen-
sion of |푧̄푖| larger than the threshold and 0
otherwise. )
2. compute the mean of 푏푖: 푏̄ = 1푁 푏푖
3. define the threshold 푡 as e.g. the 5% percentile
of the entries in 푏̄ ∈ ℝ퐷
4. threshold 푏̄: 푏̃푑 = 훿(푏̄푑 > 푡), 푏̃ = (푏̃1, ..., 푏̃퐷)
5. compute퐻표푦푒푟(푚 ⊙ 푏̃) as the denominator
Then, for the test sentences of each class we re-
peat the procedure, however this time 푏̄ in the step
4. is being reused for the all classes. In other words
the 푏̄ is the same for whole test corpus and for the
test sentences of each class.
E How we obtain 훾푐푙푎푠푠
For each sentence 푥we obtain the mean of the poste-
rior distribution: 푞휙(훾|푥) and we denote it as 휇훾(푥).
Then for each class we average its 휇훾(푥) vectors
to obtain a single vector that represent this class:
훾푐푙푎푠푠 =
1
푀
∑
푥∈푐푙푎푠푠 휇훾(푥), where푀 is a number ofsentences in the class.
F Text Classification
We compare performance of the sparse 푧 with it
dense counterpart (vanilla VAE) on the text classifi-
cation task (Table 1). Reconstruction error of VAEs
and the accuracy are highly correlated. Therefore,
we find it necessarily to compare 푧 of VAEs that
have similar reconstruction. Corpus and a number
of latent dimensions are also among the factors that
play a role. For DBPedia, 푧 for 32 dimensions is
only slightly worse than the dense 푧, while for 16
dimensions sparse 푧 outperforms it. But, this is not
the case for Yelp. We partially attribute it to the
properties of corpus that 훾 captures.
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Figure 5: Average Hoyer (Av.Hoyer) on Yelp corpus
dev set for HSVAE. Lines are an average over the 3 runs
of the models, the shaded area is the standard deviation.
H Reproducibility Checklist
H.1 Hardware
Please refer to Table 2 for the hardware that we use.
hardware specification
CPU Intel® Xeon E5-2670V3, 12-cores, 24-threads
GPU NVIDIA® TITAN RTXTM (24 GB) x 1
RAM CORSAIR® Vengeance LPX DDR4 2400 MHz (8 GB) x 4
Table 2: Computing infrastructure.
H.2 Datasets
In our experiments we use two corpora Yelp and
DBpedia. We download Yelp4(Yang et al., 2017) as
it is and do not perform any additional preprocess-
ing. As for DBpedia (Zhang et al., 2015) we first
download5 the corpus and then perform the prepro-
cessing. The preprocessing is following: 1) remove
all non-ASCII characters, 2) remove all quotations
marks, 3) remove all hyperlinks, 4) perform tokeni-
sation with spaCy6 and 5) convert all the tokens
to lower case. Then, for each class we randomly
sample 10,000 sentences for the training corpus and
1,000 sentences for the test and validation respec-
tively. We also reduce the vocabulary size to the
first 20,000 most frequent words.
4The link to download the corpus https:
//github.com/jxhe/vae-lagging-encoder/
blob/master/prepare_data.py.
5The link to download the corpus https:
//github.com/srhrshr/torchDatasets/blob/
master/dbpedia_csv.tar.gz
6https://spacy.io
Yelp DBpedia
# sent. (train corpus) 100,000 140,000
# sent. (valid corpus) 10,000 14,000
# sent. (test corpus) 10,000 14,000
vocabulary size 19,997 20,000
min sent. length. 20 1
av. sent. length. 96 35
max. sent. length. 200 60
# classes 5 14
# sent. in each class 2000 1000
Table 3: Statistics of corpora. Vocabulary size excludes
the ⟨pad ⟩and ⟨EOS ⟩symbols.
H.3 Model
For both encoder and decoder we use the GRU (Cho
et al., 2014) network. We couple the encoder with
the decoder by concatenating 푧 with the word em-
bedding at each time step. The word embeddings
are the same for encoding and decoding. To train
the model we use the Adam optimiser (Kingma and
Ba, 2014). To sample from the posterior distribu-
tion 푞(푧|푥, 훾) we use Binary Concrete distribution
(Maddison et al., 2016). For the hyper-parameters
that we use please refer to Table 4.
Yelp DBpedia
learning rate 8 × 10−4 8 × 10−4
batch size 256 512
hidden dim. 훾 32 32
hidden dim. 푧 32 32
encoder dim. 512 512
decoder dim. 512 512
word embeddings dim. 256 256
# epochs 15 15
휓 0.01 0.01
휆 0.01 0.01
temperature of Binary Concrete 0.5 0.5
# parameters 17,859,487 17,861,794
time per epoch (sec.) 352 165
Table 4: Hyper-parameters we use to train the models.
To select the hyper-parameters we use a manual
tuning. Batch size: we simply select the largest
batch size that can fit into the memory of the GPU.
Encoder, decoder and hidden dims: we roughly
follow (Yang et al., 2017), however we halve the
number of parameters of encoder and decoder in
order to be able to fit the model into the GPU. Learn-
ing rate and number of epochs: we use the vanilla
VAE with the collapsed KL term (we simulated the
procedure by setting퐶 = 0 in the objective function
of Burgess et al. (2018)) to decide on the learning
rate and the number of epochs. It is well known that
when the KL term of the vanilla VAE is zero the
decoder do not use the information provided by the
encoder. Thus, it serves as good baseline to under-
stand if the decoder of a VAE that one trains uses
the information of the encoder or not. We select the
learning rate in tandem with the number of epochs.
With the chosen, aforementioned, parameters the
vanilla VAE has enough training iterations before
it starts overfitting on the validation data. For us
to be able to compare with this baseline we use the
same parameters in HSVAE.
