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SOMMAIRE 
Mots-clés : Évaluation des apprentissages, enseignement supérieur, validité, génie. 
Résumé : Bien que l’évaluation des apprentissages soit omniprésente dans le contexte 
universitaire, ses caractéristiques sont mal connues. Cette recherche décrit en détail les 
caractéristiques de l’évaluation des apprentissages, précisément dans une faculté de 
génie située au Québec, en réalisant un inventaire des pratiques déclarées des 
professeurs et des chargés de cours et en analysant les caractéristiques de leur démarche 
d’évaluation. 
Cette recherche s’appuie sur un devis mixte et une approche pragmatique afin 
de combiner une approche plus large et une approche plus précise. Dans un premier 
temps, 42 enseignants d’une faculté de génie située au Québec ont rempli un 
questionnaire de 171 items touchant à tous les aspects de l’évaluation des 
apprentissages. Dans un deuxième temps, 9 de ces enseignants ont participé à une 
entrevue individuelle d’une heure portant sur l’évaluation des apprentissages dans une 
activité pédagogique dont ils ont la responsabilité. Trois axes ont été utilisés afin 
d’analyser les données ainsi recueillies : le paradigme sous-tendant les programmes, 
une proposition de démarche d’évaluation des apprentissages et le concept de 
validation. Les trois paradigmes retenus sont le paradigme traditionnel, le paradigme 
centré sur l’apprenant et l’approche par compétences. La démarche d’évaluation des 
apprentissages spécifiquement définie pour cette recherche comporte 8 grandes étapes 
parmi lesquelles certaines sont séparées en sous-étapes : (1) l’identification des cibles 
d’apprentissage et des fonctions de l’évaluation des apprentissages, (2) la planification 
de l’évaluation, (3) la collecte de données, (4) l’interprétation, (5) le jugement de la 
justesse et de la pertinence des données, (6) la prise de décisions, (7) la communication 
des décisions et (8) l’amélioration continue. Pour chacune de ces étapes, nous avons 
décrit les pratiques cohérentes au moyen des 3 paradigmes puis, en retenant le concept 
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de chaine associé à celui de validation, nous avons analysé les données dans l’intention 
de déterminer la force de chacune des étapes de la démarche.  
Suite à l’analyse des résultats, certains constats sont apparus. D’abord, les 
modalités d’évaluation associées au paradigme traditionnel sont très importantes pour 
les répondants, et ce, même dans les programmes s’affichant par compétences. Cela 
signifie que l’utilisation de tâches moins complexes, comme des examens finaux écrits, 
est considérable. Toutefois, certains répondants délaissent ces modalités au profit 
d’autres permettant de suivre la progression des étudiants. C’est le cas des projets longs 
de conception. Ensuite, il appert que de toutes les étapes de la démarche d’évaluation, 
les répondants n’en réalisent que quelques-unes : la planification, la collecte de 
données, l’interprétation et l’attribution des notes au relevé de notes. En effet, les étapes 
de jugement de la justesse et de la pertinence des données et de prise de décisions 
semblent négligées par les répondants. Finalement, il ressort manifestement de cette 
recherche que les répondants n’ont pas de moyens spécifiques pour déterminer la 
qualité des inférences sur les capacités des étudiants. Et sans ces moyens, il devient 
difficile de déterminer la qualité de ces inférences. 
La présente recherche comble un vide sur les pratiques concrètes des 
professeurs et des chargés de cours lors de l’évaluation des apprentissages. Selon notre 
recension, plusieurs innovations sont proposées, mais il existe une méconnaissance sur 
la façon dont les enseignants réalisent l’évaluation. Cette recherche apporte certains 
éléments de réponses, des questionnements et une proposition de démarche évaluative 
permettant d’analyser les pratiques existantes. 
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 INTRODUCTION 
La présente thèse porte sur les caractéristiques de l’évaluation des 
apprentissages dans le contexte de la formation des ingénieurs au Québec. Ces 
caractéristiques restent peu connues, et ce, malgré l’importance de l’évaluation des 
apprentissages pour les étudiants, pour les enseignants et aussi pour les programmes et 
les institutions de formation. 
Notre intérêt pour ce sujet remonte à l’été 2002, lorsque j’obtins une première 
charge de cours dans une faculté de génie. Avant cela, comme étudiant au baccalauréat, 
je me questionnais peu sur l’évaluation des apprentissages. Certains examens étaient 
plus faciles, d’autres possédaient de meilleures questions, mais le plus souvent, une 
bonne préparation par la réalisation des exercices suggérés dans le manuel me 
permettait de bien réussir. En qualité de chargé de cours, mes préoccupations vis-à-vis 
de l’évaluation étaient fort différentes. Quelles questions dois-je poser dans mes 
examens? Sont-ils trop longs? Puis-je intégrer des clins d’œil à Star Trek dans les 
questions? De toute évidence, mon niveau de préparation était insuffisant pour réaliser 
correctement cette tâche et je pris l’initiative de consulter des personnes d’expérience. 
Un professeur que j’appréciais beaucoup me suggéra de simplement reprendre des 
questions des années précédentes en choisissant celles qui me semblaient les plus 
pertinentes. Cette proposition était plutôt facile à mettre en œuvre, mais elle ne 
répondait pas à mes questions sur ce qu’est un bon examen. De plus, je n’avais aucune 
idée de l’âge de ces questions, puisque les enseignants me précédant les avaient peut-
être eux aussi réutilisées. Ce questionnement initial s’est donc transformé en un 
doctorat qui cherche à répondre à une question somme toute assez simple : comment 
les enseignants réalisent-ils cette tâche qui me laissa autrefois perplexe? Il est vrai que 
mes années à lire, à écrire, à enseigner et à conceptualiser l’évaluation des 
apprentissages au postsecondaire m’ont fourni plusieurs réponses, mais elles ont aussi 
soulevé moult nouvelles questions. Il demeure essentiel de faire un portrait réaliste de 
22 
cette situation d’évaluation en vue de proposer des pistes tout autant réalistes 
d’amélioration de l’évaluation dans le futur.  
Pour tracer ce portrait, la thèse est divisée en 6 chapitres, précédés d’une 
introduction et suivis d’une conclusion. Dans le premier chapitre, nous décrivons le 
problème de recherche en limitant notre champ de recherche au contexte de 
l’enseignement postsecondaire et, ensuite, au contexte de la formation des ingénieurs. 
L’évaluation des apprentissages dans ce domaine, bien que possédant quelques 
particularités, possède aussi, selon la littérature, de grandes similitudes avec 
l’évaluation des apprentissages au postsecondaire. Dans ce chapitre, nous soulignons 
également le peu de données que nous possédons sur les pratiques d’évaluation des 
apprentissages au postsecondaire, justifiant ainsi la pertinence de notre recherche. Le 
chapitre se conclut par une question de recherche : « Quelles sont les caractéristiques 
de l’évaluation des apprentissages dans une faculté de génie? » 
Dans le second chapitre, nous présentons le cadre conceptuel appuyant la 
recherche. Ce cadre conceptuel s’organise selon trois axes distincts : (a) les paradigmes 
d’évaluation des apprentissages, (b) la démarche évaluative et (c) la validation comme 
processus de vérification de la qualité des jugements. Les trois paradigmes que nous 
décrivons sont le paradigme traditionnel, le paradigme centré sur l’apprenant et 
l’approche par compétences. Au cœur de notre cadre conceptuel, nous proposons une 
démarche d’évaluation des apprentissages permettant d’intégrer l’ensemble des tâches 
qu’un enseignant en contexte universitaire peut réaliser. Cette démarche 
volontairement explicite s’appuie sur des étapes proposées par Louis et Bernard (2004), 
Durand et Chouinard (2012), Suskie (2010) et Linn et Grönlund (2000). Elle comporte 
8 étapes (11 en comptant les sous-étapes) : (1) identification des cibles d’apprentissage 
et des fonctions de l’évaluation des apprentissages, (2) planification de l’évaluation, 
(3) collecte d’informations, (4) interprétation, (5) jugement de la justesse et de la 
pertinence des informations, (6) prise de décisions, (7) communication des décisions et 
(8) amélioration continue. Le troisième axe du cadre conceptuel, soit celui de la 
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validation, est, selon Downing (2003), la qualité sine qua non de l’évaluation. La 
validation demande que des preuves (evidences) soient cueillies pour chacune des 
étapes afin d’appuyer ou de contredire les jugements et les décisions issus de la 
démarche d’évaluation. Ce chapitre se termine par la présentation des objectifs 
spécifiques de recherche, soit (1) réaliser un inventaire des caractéristiques des 
pratiques d’évaluation des apprentissages des professeurs et des chargés de cours dans 
une faculté de génie et (2) analyser des pratiques d'évaluation des apprentissages au 
regard des différentes étapes de la démarche évaluative présentée. 
Dans le troisième chapitre, nous décrivons la méthodologie de recherche 
permettant d’atteindre nos deux objectifs spécifiques. La présente thèse s’inscrit dans 
une approche pragmatique utilisant des méthodes mixtes de recherche. La première 
collecte de données s’est effectuée au moyen d’un questionnaire en ligne permettant de 
faire l’inventaire des pratiques déclarées d’évaluation des apprentissages. Ce 
questionnaire a été envoyé à l’ensemble des enseignants de la faculté de génie ciblée. 
Il est dérivé de celui utilisé en 1994 par le GRIPU à l’Université de Montréal (Blais et 
al., 1997). Concrètement, il a été mis à jour, adapté au contexte du génie et transposé 
sur une plateforme de sondage en ligne. Quarante-deux enseignants ont répondu à ce 
questionnaire. Parmi ceux-ci, 9 ont été rencontrés en entrevue individuelle d’une heure 
(seconde collecte de données). Ces entrevues semi-dirigées portaient sur les pratiques 
de ces enseignants dans le cadre d’une activité pédagogique dont ils sont responsables. 
Elles ont été analysées selon les trois axes du cadre conceptuel présenté au chapitre 2. 
Dans le quatrième chapitre, nous présentons les réponses à l’ensemble des 
questions du questionnaire en ligne. Les réponses sont regroupées par sections, 
lesquelles respectent l’ordre des réponses des enseignants. La section A comprend des 
questions d’information générale sur les participants. Les sections B1, B2 et B3 
touchent aux pratiques en évaluation des apprentissages dans le cadre d’une activité 
pédagogique choisie par le répondant. La section B4 traite de l’utilisation de projets 
longs (7 semaines ou plus) dans la plupart des programmes de génie. Les sections C1, 
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C2 et C3 demandent aux participants de répondre à des énoncés sur les pratiques 
d’évaluation des apprentissages. Les sections D1, D2, et D3 présentent les perceptions 
des participants sur l’évaluation des apprentissages. Finalement, la section E aborde la 
question des politiques et des règlements facultaires touchant à l’évaluation des 
apprentissages. 
Dans le cinquième chapitre, nous présentons les données recueillies lors des 9 
entrevues semi-dirigées. La diversité des pratiques déclarées, et ce, dans un même 
programme, nous a amené à présenter chaque cas séparément. Aussi, la présentation 
des réponses suit les étapes de la démarche d’évaluation des apprentissages présentée 
au chapitre 2. 
Dans le sixième et dernier chapitre, nous présentons une discussion sur les 
données recueillies aux chapitres 4 et 5. Nous discutons précisément de trois éléments. 
D’abord, nous discutons de la grande importance pour les répondants des modalités 
associées au paradigme traditionnel, et ce, même dans les programmes s’affichant par 
compétences. Cela signifie que l’utilisation de tâches moins complexes, comme des 
examens finaux écrits, est considérable. Certains répondants délaissent toutefois ces 
modalités au profit d’autres permettant de suivre la progression des étudiants. C’est le 
cas des projets longs de conception. Ensuite, nous discutons du fait que les répondants 
ne réalisent que quelques-unes des étapes de la démarche d’évaluation : la planification, 
la collecte de données, l’interprétation et l’attribution des notes au relevé de notes. En 
effet, les étapes de jugement de la justesse et de la pertinence des données et de prise 
de décisions semblent négligées par les répondants. Finalement, nous discutons du fait 
que les répondants n’ont pas de méthodes ou de moyens spécifiques pour déterminer 
la qualité des inférences sur les capacités des étudiants. Le chapitre 6 se conclut par 
une présentation des limites de la recherche et des pistes de recherches futures. 
En guise de conclusion, nous présentons les retombées de cette étude au 
niveau de la pratique, de la formation et de la recherche. Une meilleure connaissance 
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des pratiques d’évaluation des apprentissages est un tremplin important pour discuter 
d’évaluation des apprentissages. Dans la présente recherche, les praticiens (les 
enseignants universitaires) trouveront une base de discussion sur les enjeux et les défis 
de l’évaluation des apprentissages. Les formateurs peuvent, quant à eux, reprendre le 
processus d’évaluation des apprentissages présenté au chapitre 2. Enfin, les chercheurs 
trouveront dans cette recherche des éléments importants sur la question de la valeur de 
l’évaluation des apprentissages ainsi que sur celle de la validité en contexte de classe. 
  
   
 PREMIER CHAPITRE 
 LE PROBLÈME DE RECHERCHE 
1. 
La place de l’évaluation des apprentissages à l’école est un sujet de discussion 
en vogue. En ne regardant que le passé récent, les médias francophones regorgent de 
reportages qui montrent l’intérêt du public pour les questions d’examens et 
d’évaluations des apprentissages. Au Québec, par exemple, les débats sur la forme et 
le système de notation des bulletins des élèves1, sur les résultats des élèves au PISA2 et 
sur les tests de certification en français (TECFÉE) des futurs enseignants3 se sont 
succédé. En France, l’utilité et la valeur du baccalauréat (créé par Napoléon) sont 
périodiquement remises en cause dans les médias4. Plus récemment, la question du 
contenu et des biais dans la sélection des futurs étudiants de Sciences Po5 a été source 
de débats importants qui ont occupé le devant de la scène médiatique française. Or, de 
toutes ces questions, celle qui concerne les appuis à la fabrication des instruments de 
mesure est peu soulevée. Est-ce que les chiffres dans les bulletins s’appuient sur des 
instruments d’évaluation docimologiquement certifiés? Le PISA permet-il de mesurer 
les capacités d’élèves qui sont formés dans des paradigmes différents de ceux présents 
lors de sa création, à la fin des années 90? Comment se fait-il que, même si les futurs 
enseignants sont obligés depuis plusieurs années de faire un examen comme le 
TURBO, le SEL ou le CéFranc, les médias ne soient toujours pas convaincus de la 
                                                 
1 La Voix de l’Est, 24 août 2010. Le « vrai » bulletin viendra à point, Jean-Guy Dubuc. 
2 La Presse, mardi, 29 avril 2008, p. A11, Lecture et mathématiques, Les élèves québécois bons premiers 
au Canada, Émilie Côté. 
3 La Presse, 27 août 2010, Examen de français pour les futurs enseignants: des questions publiées sur 
Facebook, Ariane Lacoursière. 
4 L’express, 25 juin 2011, En ligne. http://www.lexpress.fr/actualite/societe/education/comment-
ameliorer-le-bac_1005880.html, Martin Bureau (consulté le 2 août 2011). 
5 L’express, 14 décembre 2011, En ligne. http://www.lexpress.fr/actualite/societe/education/sciences-
po-un-nouveau-concours-d-entree-a-bac-0_1061728.html  
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qualité de leur français et demandent encore que la certification de ces derniers soit 
revue? 
Ces questions touchent divers niveaux d’enseignement et montrent que 
l’évaluation suscite la discussion à tous les stades du système scolaire. Dans le cadre 
de la présente recherche, nous nous concentrons sur l’enseignement postsecondaire et, 
plus précisément, sur les démarches d’évaluation6 qui y sont utilisées. Toutefois, 
plusieurs des éléments traités sont aussi valables pour d’autres niveaux 
d’enseignement. 
L’un des éléments qui distingue les professeurs et les personnes chargées de 
cours en enseignement postsecondaire des enseignants du primaire et du secondaire est 
que les premiers ne sont pas tenus de suivre une formation en pédagogie. En effet, le 
monde universitaire demande à ses professeurs de réaliser des travaux de recherche et 
d’enseigner tout à la fois. Cet impératif favorise la sélection de professeurs spécialistes 
de domaines pointus. La formation en pédagogie (et encore plus en mesure et 
évaluation) est donc rarement un critère d’embauche et de promotion (Street et Baril, 
1994). Dans ce contexte, et en l’absence de formation commune en évaluation des 
apprentissages, il existe un manque de connaissances sur les pratiques d’évaluation des 
enseignants au postsecondaire. 
1.1 L’enseignement postsecondaire 
Au départ, il nous semble essentiel de circonscrire ce que nous entendons, 
dans la recherche, par enseignement postsecondaire. L’enseignement postsecondaire 
regroupe l’ensemble des niveaux d’enseignement après l’éducation primaire et 
secondaire. Cependant, cette définition n’est pas universelle. Des différences de 
                                                 
6 Dans le présent projet, nous utilisons souvent l’expression « démarche d’évaluation ». Ce choix permet 
de rappeler que l’évaluation n’est pas simplement une série de tâches, mais un processus permettant 
d’inférer (d’estimer) le niveau d’un apprenant. Ce choix sera expliqué dans la présentation du cadre 
conceptuel, au chapitre 2 (p. 90). 
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structures dans l’enseignement postsecondaire existent selon les juridictions. Ainsi, 
pour cette recherche, lorsque nous discutons de l’enseignement postsecondaire, nous 
incluons les recherches touchant l’évaluation des apprentissages à l’université, au 
cégep (pour le Québec) et aux niveaux équivalents dans les autres pays de l’OCDE. La 
figure 1 montre l’organisation de ces niveaux postsecondaires pour différents pays et 
regroupements de pays de l’OCDE. Bien qu’il existe pour chaque pays des 
particularités qui ne sont pas représentées, les durées illustrées des niveaux 
postsecondaires sont les plus fréquentes. 
1.1.1 Au Québec 
Pour le Québec, le postsecondaire correspond aux niveaux collégial (cégep7) 
et universitaire (baccalauréat, maitrise et doctorat). Certains baccalauréats, comme 
ceux dans le domaine du génie, durent quatre ans (8 trimestres), mais il s’agit d’une 
exception puisque la plupart des programmes de baccalauréat durent trois ans (6 
trimestres). 
 
 
                                                 
7 Selon Legendre (2005), au Québec, le cégep est : « Un acronyme signifiant collège d’enseignement 
général et professionnel ». Le terme cégépien est aussi utilisé pour définir les élèves qui fréquentent les 
cégeps. Cependant, l’adjectif habituellement associé à cette institution est « collégial » (comme dans « 
enseignement collégial ». 
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Figure 1 -  Niveaux postsecondaires comparés entre le Québec, le Canada hors 
Québec, la France, la Belgique, le Royaume-Uni, les États-Unis et l’EEES 
(proposition du processus de Bologne) 
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1.1.2 En Europe 
Le Consulat général de France à Québec considère que la réussite du 
baccalauréat en France est l’équivalent de l’obtention du diplôme d’études collégiales 
(DEC). Les résultats à ce baccalauréat sont très importants en France dans la sélection 
des candidats des programmes universitaires et des grandes écoles. Les données 
relatives aux résultats obtenus dans le cadre de cette évaluation constituent ainsi un 
matériau riche à observer.  
[…] l’accord-cadre franco-québécois sur la reconnaissance des 
diplômes et la validation des études signé le 20 février 1996 précise, 
dans son article 2, que pour les établissements signataires : 
« Le baccalauréat français et le diplôme d’études collégiales 
québécois (DEC) sont reconnus réciproquement comme donnant 
accès au 1er cycle d’études supérieures au Québec et en France, dans 
le respect des conditions d’admission propres à chaque pays. » (Site 
Internet du Consulat de France à Québec8) 
En plus de cette spécificité, les programmes universitaires européens sont dans 
un processus de normalisation avec le projet d’Espace européen de l’enseignement 
supérieur (EEES) – ou processus de Bologne – entrepris depuis 1998. Ce projet 
propose, entre autres, l’instauration d’une formule 3-2-3 (ou LMD) afin d’augmenter 
la mobilité de la gent estudiantine. Cette formule comprend la licence de trois ans 
(équivalent du baccalauréat québécois), suivie d’un master de deux ans (équivalent de 
la maitrise québécoise), puis d’un doctorat de trois ans. Cela a des conséquences 
importantes pour la France, qui utilisait, depuis presque 40 ans, une carte scolaire 
unique dont les équivalences étaient parfois difficiles à faire avec le système québécois. 
L’organisation suggérée par l’EEES se retrouve à la figure 1. 
                                                 
8 Consulat de la France à Québec (URL :http://www.consulfrance-quebec.org/spip. php?article420) 
(mars 2009) 
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Grâce aux avancées du projet d’EEES, la Belgique a également entrepris de 
revoir son organisation en vue de se conformer au nouveau modèle (LMD). Pour y 
arriver, elle a remanié son organisation qui, traditionnellement, séparait l’enseignement 
supérieur entre les hautes écoles et les universités. Les hautes écoles ont été regroupées 
et sont maintenant plus spécialisées, alors que les universités offrent des programmes 
sur les trois cycles. En Belgique, les systèmes postsecondaires flamand et wallon sont 
semblables. La pertinence de présenter ces systèmes dans le présent document vient du 
fait que nous referons souvent à Marc Romainville (2000, 2006), auteur belge dont 
certains travaux traitent spécifiquement du postsecondaire. 
Le système britannique ressemble au système canadien (excluant le Québec). 
Bien que le Royaume-Uni participe au projet d’EEES, il existe encore, selon un rapport 
de l’Agence exécutive Éducation, Audiovisuel et Culture de 2009, plusieurs formes 
d’organisations au Royaume-Uni, et ce, surtout en ce qui a trait à la durée des différents 
niveaux universitaires. Il reste par conséquent certaines particularités anglaises. Notons 
aussi que les Anglais sont en avance sur la plupart des pays européens en matière 
d’innovations en enseignement supérieur (Loiola et Tardif, 2001). Ils fournissent donc 
plusieurs textes pertinents. 
1.1.3 Aux États-Unis et dans le reste du Canada 
Aux États-Unis, le postsecondaire est constitué principalement des universités 
qui dispensent, à la sortie des high schools, des programmes de bachelor (degrees), de 
master et de Ph.D. Cependant, il existe aussi des junior colleges et des community 
colleges qui offrent des associate degrees, lesquels peuvent mener au marché du travail 
ou à des programmes donnant accès à des bachelors. La classification Carnegie9 des 
institutions d’enseignement supérieur permet de répartir les institutions, selon les 
programmes et les diplômes offerts, en 11 catégories (révision de 2001). Cette 
                                                 
9 Carnegie Classification of Institutions of Higher Education.  
http://www.carnegiefoundation.org/classifications/ (12 avril 2009) 
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classification va des universités offrant plus de 50 programmes de doctorat et recevant 
plus de 40 000 000 $ US d’aide fédérale (catégorie Research University I) à la catégorie 
des collèges et universités tribaux (membres de l’American Indian Higher Education 
Consortium). La sélection des candidats aux programmes universitaires varie 
énormément en raison du très grand nombre d’institutions aux États-Unis. Cependant, 
l’utilisation de tests standardisés est très répandue. Jusqu’en 2008, ces tests étaient 
surtout constitués de questions à choix multiple, mais de plus en plus de questions à 
développement court sont intégrées à ces tests10. Parmi les plus connus, nommons 
l’ACT, le SAT et le GRE pour les études aux cycles supérieurs. 
Au Canada, l’éducation relève des provinces, mais à part le Québec, qui a mis 
en place un ordre d’enseignement collégial spécifique, les autres provinces ont adopté 
des systèmes semblables. La formation en enseignement supérieur est la responsabilité 
des universités, qui décernent des baccalauréats, maitrises et doctorats. Il existe aussi 
un réseau de collèges communautaires11 qui offrent des programmes comparables à 
ceux de la formation technique du cégep et dont les durées sont fort variables (entre 
une et quatre années). Certains de ces collèges proposent même des baccalauréats dans 
des domaines à forte composante de professionnalisation (les technologies de 
l’information, par exemple). 
1.2 Petite histoire de l’évaluation au postsecondaire 
Il est difficile de trouver des traces de l’évaluation des apprentissages dans les 
écoles romaines et grecques de l’Antiquité, mais certaines civilisations (comme la 
Chine) ont mis sur pied un système de tests permettant de classer les fonctionnaires 
                                                 
10 ETS (URL : http://www.ets.org) (2 avril 2009) 
11 Community colleges 
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dans les différents niveaux de la bureaucratie chinoise, et ce, dès 220012 avant notre ère 
(Popham, 2000). 
En Occident, il faut attendre la Renaissance pour qu’apparaissent les systèmes 
de classement des étudiants. Ainsi, au milieu du XVe siècle, l’Université de Louvain 
utilise quatre catégories pour classer les étudiants : 
La première classe comprend les rigorosi, ceux qui ont entièrement 
satisfait; la seconde, les transibiles, ceux qui peuvent à la rigueur être 
admis; la troisième, les gratiosi, ceux dont le sort dépend de la 
bienveillance des examinateurs. Il existait encore une quatrième 
classe, celle des non-capables, dont les noms n'étaient pas publiés. 
(Van der Essen, 1921, p.73) 
Selon Rait (1912), l’échec est, dans ce contexte exceptionnel et peu d’étudiants se 
retrouvent dans cette quatrième catégorie.  
Au XVIe siècle, les Jésuites écrivent le Ratio Studiorium (le plan des études), 
qui décrit les pratiques pédagogiques des Jésuites. Une section traite de l’évaluation 
des apprentissages et décrit les onze règles pour une évaluation écrite dont :  
(1) Il est entendu que les absents le jour prévu pour la composition 
ne recevront aucune considération dans l’évaluation à moins que leur 
absence soit due à des circonstances exceptionnelles […] 
(6) Comme précaution contre la malhonnêteté, n’importe quel 
étudiant qui doit pour une bonne raison quitter la salle après le début 
de la rédaction doit remettre au préfet ou à son substitut le plan de 
son sujet et tout ce qu’il a écrit. […] 
                                                 
12 Différentes sources diffèrent sur les dates exactes. Popham place le début de ces mesures en -2200, 
s’appuyant sur les travaux de Dubois, qui montrent aussi l’évolution des méthodes utilisées. Bertrand et 
Blais (2004, p. 3) parlent plutôt de -1115 et de la dynastie des Chan pour l’utilisation de ces mesures de 
sélection, sans spécifier si cela est le début de ces mesures. L’ouvrage China’s Examination Hell de 
Ichisada Miyazaki traite de cette question en profondeur. 
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(10) Si quelqu’un n’a pas terminé sa composition dans le temps 
alloué, laissez-le remettre ce qu’il a écrit. En conséquence, tous 
doivent connaitre précisément le temps alloué pour la rédaction et le 
temps alloué pour la réécriture et la révision. […]13 (Traduction du 
latin de Farrel 1970, d’après le Ratio Studiorum, 1599) 
Selon Auger (2000), la Révolution industrielle du XIXe amène des 
changements à la société et plusieurs pays rendent alors la scolarité obligatoire pour les 
enfants. Cela est souvent accompagné de la mise en place de système d’inspection des 
écoles.  
Aux États-Unis, les premières tentatives formelles d’évaluation axée 
exclusivement sur la performance des écoles ont lieu à Boston en 
1845. Elles constituent le point de départ d’une longue tradition 
d’utilisation des résultats des élèves pour évaluer l’efficacité des 
écoles ou des programmes. (Auger, 2000, p. 5) 
Cette valorisation de la place de l’école dans la société s’est ainsi effectuée en 
parallèle au développement de la pensée et des méthodes scientifiques, mais aussi au 
développement des mathématiques et des lois des grands nombres (remontant aux 
XVIIe et XVIIIe siècles). Avec le temps, différentes façons d’évaluer l’intelligence ou 
les capacités à devenir officier dans l’armée sont élaborées à l’aide de nouveaux outils 
rendus possibles par ces développements. Auger souligne que cela s’accompagne d’un 
questionnement sur les outils utilisés alors comme l’examen oral. À cette époque, 
toutefois, l’université est toujours réservée à une certaine élite. 
                                                 
13 Traduit librement de l’anglais: (1) It is to be understood that absentees on the day assigned for 
composition will receive no consideration in the examination unless their absence was owing to 
exceptional circumstances.[…] 
(6) As a precaution against dishonesty, any student who for good reason is permitted to leave the room 
after writing has begun, must deposit with the prefect or his substitute his theme outline and whatever 
he has written.[…] 
(10) If anyone has not finished his composition in the time allotted, let him hand in what he has written. 
Accordingly, all should know precisely how much time is allowed for writing and how much for rewriting 
and revising. […] 
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L’accès plus large aux études postsecondaires arrive plus tard, au XXe siècle. 
Au Québec, cela correspond aux années 60 avec la publication du rapport de la 
Commission royale d'enquête sur l'enseignement dans la province de Québec et il s’agit 
d’une véritable massification : en 1962-1963, environ 15 % de la population québécoise 
fréquente ou a fréquenté le postsecondaire (principalement l’université), alors qu’en 
2000-2001, ce pourcentage atteint près de 40 % (cégep et université)14, et ce, même si 
la population totale a elle aussi augmenté durant cette même période (de 5,26 millions 
de personnes en 1961 à 7,24 millions en 2001)15. Cette situation entraine le besoin 
d’avoir des outils d’évaluation à grande échelle (large-scale testing) pour tenir compte 
du contexte.  
Romainville (2000) souligne que, dans certains systèmes scolaires comme en 
France et en Belgique, l’arrivée massive d’étudiants a mené à utiliser l’échec comme 
système de régulation des cohortes. Dans ces systèmes, l’évaluation des apprentissages 
a comme objectif, entre la première et la seconde année des programmes à capacité 
restreinte, de sélectionner 10 % ou 20 % des étudiants. Cette attrition par la réussite ou 
l’échec en première année est l’une des différences majeures entre les programmes 
québécois et français. L’échec est non seulement prévu, mais obligatoire pour que les 
cohortes d’étudiants respectent les capacités des programmes en deuxième année. Cela 
devient d’ailleurs une méthode de régulation des couts du système. En effet, 
Romainville (Ibid., p. 20) reprend l’exemple d’un ministre belge qui suggère, en 1995, 
de diminuer l’échec de 10 % au premier cycle, « tant la part des budgets consacrés aux 
étudiants en échec était importante. » (Ibid.)
  
                                                 
14 Canadian Millenium Scholarship Foundation (2004). Price of Knowledge 2004. Fichiers Excel en 
ligne. URL: http://www.millenniumscholarships.ca/uploadﬁles/documents/pok/excel.zip (3 avril 2009) 
15 Statistique Canada (URL: http://www40.statcan.gc.ca/l01/cst01/demo62f-eng.htm). (3 avril 2009) 
36 
1.3 Les pratiques d’évaluation des apprentissages au postsecondaire 
En enseignement universitaire, il n’existe que quelques recherches 
s’intéressant aux pratiques d’évaluation des apprentissages au Québec. Néanmoins, ces 
recherches permettent de comparer les pratiques d’évaluation dans les universités 
québécoises aux pratiques présentées dans des études américaines et européennes. 
L’une des études sur ces pratiques est celle de Blais et al. (1997) dont les résultats 
apparaissent à Romainville (2006) comme une source pertinente d’information. Cette 
étude, réalisée à l’Université de Montréal, nous sert de fil conducteur dans notre 
présentation de certaines caractéristiques de l’évaluation des apprentissages au 
postsecondaire décrites dans la présente sous-section.  
1.3.1 Des instruments d’évaluation des apprentissages faits par les enseignants 
L’évaluation des apprentissages dans les programmes postsecondaires 
s’appuie largement sur des instruments fabriqués par les enseignants et servant à une 
activité pédagogique spécifique. L’expression anglophone pour ce genre d’instrument 
est Teacher-made test. Foreman (1950) souligne que la création de tels outils n’est pas 
évidente :  
L’une des tâches les plus difficiles pour l’enseignant en classe est la 
fabrication du test qui mesurera certains aspects de l’apprentissage 
de telle sorte qu’il puisse être raisonnablement sûr que les résultats 
permettent d’évaluer réellement l’habileté ou les connaissances de 
l’enfant à l’intérieur des limites spécifiques où se réalise la mesure. 
Souvent, l’enseignant est pénalisé par le manque de formation 
spécialisée sur la construction de tests et sur les questions plus 
pratiques de l’analyse des résultats.16 (Foreman, 1950, p. 285) 
                                                 
16 Traduction libre de One of the more difficult tasks of the classroom teacher is the construction of test 
which will measure some aspect of learning in such a way that he may be reasonably confident the 
results yield an actual evaluation of the child’s ability, skill or knowledge within the specific area being 
measure. Often the teacher is handicapped by lack of specialized training in the test construction and in 
the more technical practices of analysis of results. 
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Aux États-Unis, cette pratique entraine l’émergence d’une culture de la 
fabrication professionnelle de tests : des compagnies privées17 fabriquent des tests pour 
différentes fonctions. Ainsi, lors de la demande d’admission dans les universités 
américaines, les candidats doivent présenter les résultats obtenus à certains tests 
(variant selon les universités) en vue de leur sélection aux études universitaires de 
premier cycle, mais aussi lors de leurs études de maitrise et de doctorat (le GRE). Ces 
résultats font partie du dossier, lors de l’analyse de la candidature de chaque étudiant18, 
s’ajoutant à d’autres éléments comme une lettre de motivation. En plus de ces tests à 
grande échelle, il existe aussi des recueils de tests19 fabriqués spécifiquement pour les 
enseignants (de tous les niveaux scolaires). Ces derniers peuvent les utiliser dans le 
cadre de leurs activités pédagogiques. Au Québec, au postsecondaire, il est plutôt rare 
que des tests fabriqués par d’autres institutions soient utilisés, bien qu’il existe quelques 
domaines où cela est fait. Certains cours universitaires en administration utilisent les 
« Harvard Case Studies » pour l’enseignement et l’évaluation. Nonobstant cet exemple, 
pour la grande majorité des activités pédagogiques, l’enseignant fabrique lui-même les 
outils servant à l’évaluation de ses étudiants. Il est aussi garant de la plupart de ses 
choix dans ce processus d’évaluation. 
Dans l’étude de Blais et al. (1997), 45 % des 643 répondants enseignant au 
postsecondaire déclarent passer moins de dix heures à l’élaboration de l’ensemble des 
activités d’évaluation pour le cours choisi20 et 38 % affirment consacrer entre 11 et 30 
heures à la correction dans le cadre de ce même cours. Les valeurs médianes pour ces 
deux aspects sont respectivement de 12 et 30 heures. Le nombre moyen d’activités 
d’évaluation dans une activité pédagogique n’est pas directement donné dans l’étude. 
                                                 
17 Ces compagnies sont souvent à but non lucratif (comme Educational Testing Service). 
18 Selon Christoph Guttentag de la Duke University, les universités reçoivent d’ailleurs la liste des élèves 
ayant réalisé les tests ainsi que leur résultat, et ce, afin de pouvoir communiquer directement avec ceux 
ayant obtenu les meilleurs résultats aux PSAT, SAT et ACT et les recruter. 
19 Par exemple, ETS vend une kyrielle de produits de ce type. (http://www.ets.org/tests_products) 
20 En effet, le questionnaire demandait de répondre en choisissant un cours précis, soit le plus récemment 
donné, soit le plus souvent donné ou soit un autre de leur choix. 
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Cependant, l’étude précise que 20 % des répondants (n = 131 sur 643) attribuent une 
importance de 100 % à un type d’activités (lesquelles peuvent être répétées plusieurs 
fois dans l’activité pédagogique). Nous concluons donc qu’au moins 80 % des activités 
pédagogiques ont plus d’un type d’activités et, par conséquent, plus d’une activité. Les 
temps donnés se répartissent entre la préparation et la correction de plus d’une activité.  
1.3.2 La liberté académique dans l’évaluation des apprentissages 
Traditionnellement au postsecondaire21, une grande importance est accordée 
à l’autonomie des enseignants. En effet, chaque enseignant devient responsable d’un 
ou de plusieurs cours dans le cadre du programme de formation et décide des modalités 
d’enseignement et d’évaluation des apprentissages. L’enseignant détermine le choix 
des lectures, la répartition des activités, le contenu des laboratoires ainsi que 
l’instrumentation servant à l’évaluation des apprentissages. Cette liberté est souvent 
appelée « l’autonomie professorale » signifiant que l’enseignant décide du contenu et 
des méthodes d’enseignement utilisées dans sa classe.  
Ainsi, dans le contexte universitaire, l’élaboration des instruments servant à 
l’évaluation est habituellement laissée à l’enseignant. Cette « liberté académique » peut 
constituer une explication aux résultats obtenus dans l’étude de Blais et al. (1997) qui 
confirment que les tâches touchant à l’évaluation des apprentissages dans une activité 
pédagogique sont considérées comme solitaires puisque moins d’un tiers des personnes 
enseignantes déclarent montrer « souvent » leurs questions d’examens à leurs collègues 
lors de la préparation22. Cela est d’autant plus vrai dans les tâches de correction où 53 
% des professeurs ou chargés de cours disent ne jamais discuter de la correction de 
travaux ou de réponses à développement. Blais et al. (1997, p. 122) soulignent même 
que « 57 % des répondants disent qu’il n’y a pas de contraintes quant à la façon 
d’évaluer les étudiants », alors que la grande majorité des facultés possèdent une 
                                                 
21 Nous traiterons plus en détail du paradigme « traditionnel » au chapitre 2. 
22 12 % des répondants disent montrer toujours et 17 %, montrer souvent. 
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politique ou un règlement qui encadre les pratiques d’évaluation des apprentissages. À 
cela, Blais et al. (1997) proposent l’explication du transfert de la « liberté académique » 
du contenu des cours à la liberté dans le choix et l’administration des évaluations des 
apprentissages (p. 123).  
1.3.3 Un usage d’un nombre d’instruments limités 
L’étude de Blais et al. sur les pratiques d’évaluation des apprentissages 
s’avère une première source de données pour faire une liste d’instruments d’évaluation 
des apprentissages utilisés réellement. En 1994, à l’Université de Montréal, 56 % des 
personnes enseignantes recensées utilisaient un examen intra23 écrit en classe et 73 % 
d’entre elles utilisaient un examen final en classe. Ces deux méthodes d’évaluation 
étaient alors les plus répandues, devançant les devoirs (44 %) et les travaux de 
recherche (29 %).  
D’autres propositions24 en matière d’évaluation des apprentissages 
introduisent de nouveaux outils. Fréquemment proposé, le portfolio, dont la description 
précise varie selon les auteurs (Popham, 2000; Huba et Freed, 2000; Scallon, 2004; 
Tardif, 2006), cherche à permettre d’inférer de façon presque continue l’habileté de 
l’apprenant en suivant son cheminement. Aussi, des techniques, telles que 
l’autoévaluation et la coévaluation, sont proposées comme des instruments pour allier 
l’apprentissage à l’évaluation (Durand et Chouinard, 2012). En 1994, ces techniques 
semblaient peu utilisées, comme le soulignent Blais et al. (1997). 
Les approches plus « novatrices » n’étaient guère répandues à l’Université de 
Montréal ou dans ses écoles affiliées, en 1994, comme le montre le tableau 1 ci-dessous 
où sont recensés les neuf instruments les plus utilisés par les répondants sondés dans le 
cadre de cette étude. De plus, le nombre d’années d’enseignement influe peu sur 
                                                 
23 Le terme examen intra signifie examen intermédiaire, soit un examen qui ne conclut pas une activité 
pédagogique. 
24 Nous traiterons plus en détail de ces propositions au chapitre 2. 
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l’utilisation de ces instruments (Blais et al., 1997). En annexe 3 se trouve un tableau 
complet regroupant les principaux instruments proposés dans la littérature pour 
l’évaluation des apprentissages.  
Tableau 1  
Utilisation des différents instruments servant à l’évaluation des apprentissages chez 
643 enseignants de l’Université de Montréal (Blais et al., 1997)  
Modalités d'évaluation 
Blais et al. 
(%) 
Examen final écrit (sur place) 73,0 % 
Examen intra écrit 56,0 % 
Devoir (exercice, problème, résumé) 44,0 % 
Travail de recherche 29,0 % 
Exposé par les étudiants 20,0 % 
Examen oral 20,0 % 
Travail en classe 16,0 % 
Projet 14,0 % 
Rapport de laboratoire ou d'observation 12,0 % 
 
1.3.4 Un manque de distinction entre la correction et l’évaluation  
Selon Blais et al. (1997), plusieurs confondent la correction de l’évaluation. 
En effet, l’évaluation est un processus d’inférence qui doit s’appuyer sur des données 
obtenues lors de la réalisation de diverses tâches par des élèves ou des étudiants. Ce 
processus n’est pas équivalent à la correction qui se limite souvent à indiquer les bonnes 
et les mauvaises réponses et, cette différence est souvent occultée par les personnes 
enseignantes. Cela est d’autant plus manifeste lorsque la correction est faite par un tiers 
- un auxiliaire d’enseignement, par exemple - comme c’est souvent le cas en 
enseignement du génie (Aubin, 2008). Cet aspect est d’ailleurs l’une des principales 
conclusions du rapport de Blais et al. (1997), qui met en évidence le fait que cette 
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confusion entre correction et évaluation est l’un des enjeux expliquant probablement 
les façons de faire de plusieurs enseignants.  
1.3.5 Une validité à démontrer 
Romainville, dans son regard sur l’évaluation des apprentissages en contexte 
universitaire, souligne que les pratiques actuelles présentent « un manque de validité, 
de fidélité et de fiabilité » (Romainville, 2006, p. 34-38). Ce constat s’appuie sur 
plusieurs études faites depuis 20 ans où est inspectée la qualité des outils et des 
pratiques servant à l’évaluation des apprentissages. En effet, les études présentées par 
Romainville pointent des problèmes tout au long de l’évaluation des apprentissages, et 
ce, autant au premier cycle qu’au doctorat.  
En 2008, Bruno Suchaut, appartenant à l’Institut de Recherche sur l’Éducation, 
a publié un document qui remet en question la qualité de la correction des épreuves du 
baccalauréat français en montrant les différences des résultats d’un même étudiant 
selon le correcteur. La figure 2 montre que, pour une même copie « fabriquée » fournie 
à 66 correcteurs, les résultats vont de 8/20 à 18/20 et cela ne représente pas un cas 
extrême. Cette étude actualise les constats faits dans les années 30 par l’enquête 
Carnegie aux États-Unis et dans les années 60 par Pièron (1969) en France (figure 3). 
Ces constats obligent un questionnement sur l’utilisation d’un seul correcteur pour les 
épreuves écrites. 
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Figure 2 -  Note obtenue pour une seule copie corrigée par 66 correcteurs différents 
(Suchaut, 2008) 
 
Au Québec, Marcoux (1998) s’est intéressé, quant à lui, aux améliorations 
dans les pratiques d’évaluation des apprentissages au collégial et a repris l’un des 
éléments de la Politique institutionnelle d'évaluation des apprentissages (PIEA) du 
Cégep de Sorel-Tracy, lequel propose aux professeurs de réaliser un prétest et un 
posttest avec les instruments servant à l’évaluation des apprentissages, et ce, lorsque 
cela est possible. Cette précaution est fortement suggérée (souvent obligatoire) dans le 
cas de questionnaires ou d’instruments servant à la recherche, mais est très rarement 
appliquée dans le cadre d’évaluation des apprentissages. Évidemment, la question de 
la confidentialité des examens à venir entre en cause, mais il serait possible de 
soumettre ce prétest à des collègues afin de vérifier les épreuves qui seront par la suite 
réalisées par les étudiants, bien que cette façon de faire ait ses limites. Pourtant, comme 
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nous le soulignons à la section 1.4.2, les personnes enseignantes ne le font que très 
rarement. 
 
Figure 3 -  Histogrammes des fréquences proportionnelles des notes aux épreuves 
écrites et orales de Physique (Piéron, 1969, p. 112) 
 
1.3.6 En Amérique du Nord, un niveau d’échec faible 
Nous avons souligné précédemment que l’échec était parfois nécessaire dans 
des programmes universitaires et servait à la régulation du nombre d’étudiants par 
cohorte (dans le chapitre 2, nous parlerons de la décision associée au « quota-fixe »). 
Pour leur part, Blais et al. (1997) soulignent qu’à l’Université de Montréal, ce n’était 
pas le cas, puisqu’ à la question sur l’échec des étudiants à leur cours, 59 % des 
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professeurs ou des chargés de cours sondés le déclaraient rare et 7 %, inexistant, 
laissant ainsi voir que la réussite est plus fréquente que l’échec. Aux États-Unis, 
Rojstaczer et Healy (2012) brossent un portrait des notes attribuées dans les collèges et 
universités de 1940 à 2009. Selon ce portrait, dressé à partir des résultats (en lettres) de 
1,5 million d’étudiants, la note signifiant l’échec, le F (équivalente au E dans les 
institutions québécoises francophones), était attribuée à moins de 5 % des étudiants en 
2007, pourcentage qui a d’ailleurs peu changé aux États-Unis depuis la fin des années 
60. 
Les raisons de ce faible taux d’échec ne sont pas encore comprises 
complètement. Trois hypothèses coexistent : (1) l’existence d’un processus de sélection 
à l’entrée de plusieurs programmes universitaires assure que les étudiants admis aient 
un niveau suffisant pour réussir les cours; (2) les étudiants profitent des règles 
d’abandon de cours en vigueur dans de nombreuses universités et utilisent cette 
modalité pour se désinscrire avant d’obtenir un échec au bulletin (la note E ou F); (3) 
les enseignants du postsecondaire sont de plus en plus généreux en matière de notes, 
puisqu’ils sont peu suivis dans le processus d’attribution de celles-ci. Cette dernière 
hypothèse est avancée par Rojstaczer et Healy (2012, 2010) après qu’ils aient regardé 
deux autres hypothèses émises à la lumière d’une grande quantité de données 
collectées. Les auteurs lient ce comportement à une vision plus clientéliste des 
étudiants, laquelle s’est répandue dans les collèges et universités : 
L’approche consumériste de l’enseignement de premier cycle 
universitaire a aussi mené à un désir de garder les étudiants contents 
de leur expérience en classe et à mesurer à quel point ils sont satisfaits 
des enseignants et des cours. Les évaluations de cours faites par les 
étudiants ont augmenté sur les campus universitaires dans les années 
70 et sont devenues de plus en plus communes dans les années 80 et 
90. En 1973, 26 % des 600 collèges d’arts libéraux sondés utilisaient 
une évaluation des enseignants par les étudiants; en 1983 et 1993, ces 
chiffres montent respectivement à 68 % et 86 % (Seldin, 1984, 1993). 
Ces évaluations sont utilisées au-delà de l’amélioration de 
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l’enseignement; dans les années 80 et 90, elles sont passées d’un rôle 
mineur à une part plus significative dans les décisions touchant au 
salaire, aux promotions, et à la rétention des enseignants. 
L’utilisation répandue de l’évaluation des cours a fort probablement 
eu une influence sur les notes attribuées aux étudiants. (Rojstaczer et 
Healy, 2012)25 
Rojstaczer et Healy soulignent d’ailleurs qu’il n’est pas nécessaire que le lien 
entre l’appréciation du cours et l’évaluation que les étudiants en font soit réel tandis 
que pour Ricci (2006) ce lien est existant, mais faible. Il suffit que les enseignants 
croient que ce lien existe, pour que « l’inflation des notes » survienne.  
Cette utilisation répandue de l’évaluation des cours a mené Johnson (2003), 
professeur en biostatistique à l’Université du Michigan, à investiguer, en s’appuyant 
sur une collecte de données de grande ampleur, sur l’existence d’un lien entre la note 
que recevait un étudiant à une activité pédagogique et son appréciation du cours. 
Johnson teste l’hypothèse nulle que l’appréciation d’une activité pédagogique est 
indépendante des notes, afin de déterminer s’il est possible de la rejeter et de lier 
l’appréciation d’une activité pédagogique à la note obtenue. Après les tests, Johnson 
en vient à explorer une autre hypothèse, soit que les bons étudiants évaluent les cours 
indépendamment de la note qu’ils reçoivent, alors que les moins bons étudiants ont 
tendance à évaluer le cours faiblement, en tenant donc compte de leur note. Cependant, 
les notes attribuées aux étudiants ont aussi un autre impact, soit celui d’influencer, 
lorsque le programme le permet, les choix de cours des étudiants. En effet, en écartant 
                                                 
25 Traduction libre de The consumer-based approach to undergraduate education has also resulted in a 
desire to keep students pleased with their class experiences and to measure the degree to which students 
are satisfied with their instructors and classes. Student-based course evaluations rose in prominence on 
college campuses in the 1970s, and their use became increasingly common though the 1980s and 1990s. 
In 1973, 26% of 600 surveyed liberal arts colleges employed student ratings of teachers; in 1983 and 
1993, the numbers rose to 68% and 86%, respectively (Seldin, 1984, 1993). These evaluations are used 
for more than just improving instruction; in the 1980s and 1990s, they increasingly began to play a 
minor to significant role in decisions regarding pay, promotion, and retention of instructors. The 
widespread use of course evaluations likely has had a profound influence on grading. 
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les aspects comme l’intérêt pour la matière ou les résultats antérieurs, la moyenne des 
notes attribuées dans un cours a une influence sur les choix de cours : 
L’influence des politiques d’attribution des notes sur le choix de 
cours des étudiants est importante; lorsqu’il doit choisir entre deux 
cours dans le même champ de connaissances, l’étudiant aura 
tendance à sélectionner deux fois plus souvent un cours avec une 
moyenne de A- qu’un cours avec une moyenne de B ou encore de 
sélectionner un cours avec une moyenne de B+ qu’un cours avec une 
moyenne de B-. Cet état de fait force les enseignants, qui désirent 
attirer les étudiants, à attribuer des notes de façon compétitive, bien 
que ce ne soit pas dans le sens traditionnel d’attribution de notes 
compétitives. (Johnson, 2003, p. 193)26 
Detroz et Blais (2012) posent d’ailleurs la question de la validité de 
l’évaluation de l’enseignement par les étudiants en examinant leur compétence à 
évaluer les enseignements. 
1.3.7 L’évaluation des apprentissages au postsecondaire au Québec 
Les études postsecondaires au Québec sont caractérisées par une absence 
quasi complète d’évaluations communes27. Les instruments d’évaluation sont en effet 
préparés et administrés par les personnes responsables de chacun des cours. La seule 
exception majeure est l’Épreuve uniforme de Français (EUF) que tous les finissants du 
niveau collégial doivent réussir pour obtenir leur diplôme28. 
                                                 
26 Traduction libre de The influence of grading policies on student course selection decisions is 
substantial; when choosing between two courses within the same academic field, students are about 
twice as likely to select a course with an A- mean course grade as they are to select a course with a B 
mean course grade, or to select a course with a B+ mean course grade over a course with a B- mean 
course grade. This fact forces instructors who wish to attract students to grade competitively, but not in 
the traditional sense of competitive grading. 
27 Nous excluons les examens des ordres professionnels qui se font à l’extérieur du contexte scolaire. 
28 Certains ordres professionnels ont aussi un processus de certification utilisant diverses modalités. 
Cependant, nous n’en parlons pas ici puisque cela se passe souvent en dehors des collèges et des 
universités, après la diplomation des étudiants. 
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Du côté des pratiques d’évaluation au niveau collégial, il existe très peu de 
données sur les pratiques en général et peu de données sur les effets de la cote de 
rendement collégial (CRC), un indice statistique calculé à partir des résultats des 
évaluations des apprentissages faites tout au long des études collégiales. La création de 
la CRC s’explique en partie par l’absence d’évaluation commune et permet, en utilisant 
des scores Z et un indice de correction, de comparer les candidats afin de les 
sélectionner dans les programmes universitaires, et ce, même s’ils proviennent de 
cégeps et de programmes différents. (Brière, 1998)  
Au début des années 2000, l’établissement de contrats de performance29 entre 
le MEQ et les universités en ce qui a trait aux programmes de baccalauréat à temps 
plein modifie, en partie, la formule de financement des universités selon le taux de 
diplomation et non seulement selon le nombre d’étudiants inscrits à temps plein 
(EETP). Le taux exigé pour recevoir ce financement varie, mais il est souvent autour 
de 80 % à 85 %, ce qui rend le financement des programmes conditionnel au nombre 
d’étudiants qui les complètent et non seulement au nombre d’inscrits. Des ententes 
semblables existent aussi dans le réseau des cégeps, mais, dans ce cas, on utilise le 
terme « plan de réussite ».  
1.4 L’évaluation dans le contexte de la formation universitaire du génie au 
Canada 
Les éléments décrits dans les sections précédentes s’appliquent aussi à 
l’enseignement du génie. Cependant, ces programmes de formation, développés par les 
universités, sont aussi soumis à des règles et à des pratiques venant, principalement, de 
                                                 
29 Par exemple, le 20 mars 2001, l’UQAC publiait un communiqué de presse intitulé Contrat de 
performance entre le ministère de l'Éducation et l'Université du Québec à Chicoutimi soulignant que 
« […] l'UQAC fera en sorte qu'aucun de ses secteurs de formation ne présente un taux de diplomation 
inférieur à 70 p. 100 en ce qui concerne l'effectif régulier à temps plein au baccalauréat et que le taux 
moyen se situe à 80 p. 100 en 2010. Actuellement de 63,4 p. 100, l'Université vise un taux de 72 p. 100 
en 2003-2004 et de 76 p. 100 en 2005-2006. » 
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l’Ordre des ingénieurs du Québec et Ingénieurs Canada30. Plus spécifiquement, le 
Bureau canadien d’agrément des programmes de génie (BCAPG)31 accrédite les 
programmes de génie et réalise une vérification périodique de ceux-ci. Lors de cette 
vérification, les instruments d’évaluation des apprentissages sont étudiés par le comité 
déployé par le BCAPG. Dans le cadre de la présente recherche, un professeur ayant 
participé au processus d’agrément en tant que vice-doyen et aussi comme membre d’un 
comité de visite dans une autre faculté de génie a été rencontré. Cela a permis de 
confirmer différents éléments lus dans les documents officiels du BCAPG. 
1.4.1 L’encadrement de l’enseignement du génie au Canada et au Québec 
Ingénieurs Canada32 a, entre autres, le mandat de s’assurer de la qualité des 
formations dans les universités canadiennes. Ingénieurs Canada a mandaté le BCAPG 
afin de réaliser, périodiquement, un rapport sur chacun des programmes de génie 
menant à la profession (et au titre) d’ingénieur au Canada. Un des éléments centraux 
du processus est la visite des programmes par un comité de trois ou quatre personnes, 
incluant un représentant de l’ordre professionnel de la province où se situe la faculté 
ou l’école de génie visitée33. 
Le BCAPG34 doit assurer une certaine uniformité dans les caractéristiques et 
les connaissances des étudiants qu’il diplôme en génie au Canada, et ce, peu importe 
où se donnent les programmes : 
[ils]doivent permettre aux futurs diplômés d’acquérir non seulement 
des connaissances suffisantes en mathématiques, en sciences et en 
                                                 
30 Anciennement CCI (Conseil canadien des ingénieurs) ou CEC (Canadian Engineers Corporation) 
31 Cet acronyme (BCAPG) est présenté dans la liste des acronymes dans les pages liminaires. 
32 Anciennement appelé le CCI (Conseil canadien des ingénieurs) 
33 Au Québec, c’est donc un représentant de l’OIQ (Ordre des ingénieurs du Québec). 
34 Les modalités et les objectifs de la procédure d’agrément décrits ici sont ceux qui avaient cours en 
janvier 2013, lors de la collecte de données. Le BCAPG a annoncé des modifications importantes de 
l’agrément. Ces modifications seront appliquées sur les décisions prises à partir de 2015. 
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génie, mais aussi des compétences en communication et une 
compréhension des incidences environnementales, culturelles, 
économiques et sociales du génie ainsi que des concepts de 
développement durable, et d’acquérir des capacités d’apprentissage 
continu. (Bureau d’agrément, 2010, p. 6) 
Le BCAPG réalise son mandat par des audits réguliers dans les facultés de 
génie. Il n’administre pas de tests ou d’examens directement auprès des étudiants, mais 
se penche sur ceux utilisés dans un échantillon de cours, lequel est choisi selon des 
critères prévus dans le Manuel des procédures d’agrément (Bureau d’agrément, 2009). 
L’équipe examine ensuite les compétences universitaires et 
professionnelles du corps enseignant, puis évalue l’adéquation des 
laboratoires, des équipements, des installations informatiques, etc. 
Elle évalue aussi la qualité des travaux en effectuant des entrevues 
individuelles avec les étudiants les plus avancés, en examinant des 
copies d’examens récents, des travaux de laboratoire, des rapports et 
travaux de recherche et des modèles ou du matériel construit par des 
étudiants, ainsi qu’en notant tout autre témoignage de l’étendue de 
leurs connaissances. (Bureau d’agrément, 2009, p. 2) 
Cependant, les documents publics, comme ce guide, ne permettent pas de 
savoir quelle est l’utilisation du matériel amassé, hormis le fait que « [l]a décision 
d’agrément prise par le Bureau d’agrément est basée sur des critères à la fois qualitatifs 
et quantitatifs. » (Bureau d’agrément, 2010, p. 23) Aucun détail spécifique n’est donné 
dans ces documents sur le traitement des examens, des travaux ou des relevés de notes 
recueillis, d’où le besoin de rencontrer en entrevue une personne ayant vécu le 
processus de l’intérieur. 
Cette entrevue nous a permis d’apprendre le fonctionnement général des 
comités de visites et, surtout, d’en connaitre davantage sur la part des visites qui porte 
sur l’aspect de l’évaluation des apprentissages.  
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Habituellement, une visite dure deux jours et demie pendant lesquels les 
visiteurs rencontrent les équipes de direction de l’institution et des programmes, les 
professeurs et les chargés de cours (individuellement), les étudiants (en groupe) et les 
diplômés (en groupe). Ils consultent aussi des documents décrivant les programmes et 
ont accès aux dossiers de cours. Selon l’entrevue que nous avons réalisée, l’objectif 
principal de la visite est de s’assurer que ce qui a été écrit dans les rapports préparés 
pour les visiteurs se révèle exact sur le terrain. Ainsi, chaque département doit réunir 
et organiser les documents pour chaque activité pédagogique. Cela comprend le plan 
de cours, les notes de cours, le manuel obligatoire et un échantillon d’examens et de 
travaux réalisés par les étudiants de divers niveaux d’habiletés (forts, moyens et 
faibles).  
Le travail de vérification des tâches d’évaluation sert surtout deux objectifs : 
(1) vérifier que les tâches respectent ce qui a été décrit dans le plan de cours et (2) 
assurer que les connaissances des étudiants sont suffisantes35 sur les aspects les plus 
importants abordés par les programmes. Selon les informations recueillies, il n’y a pas 
de vérification de la construction des tâches d’évaluation ni de vérification de la qualité 
de la correction de ces tâches, exception faite des copies sélectionnées pour la visite. Il 
appert que l’évaluation n’est pas au centre de la visite d’agrément puisque, même lors 
des entrevues avec les professeurs et chargés de cours, cette question n’est pas abordée. 
En plus des exigences venant d’Ingénieurs Canada, les programmes de 
formation en génie sont soumis aux mêmes règles que les autres programmes de 
premier cycle offerts par les universités canadiennes; les éléments touchant aux 
pratiques d’évaluation des apprentissages, selon notre recension des écrits, sont soumis 
aux mêmes contextes que les autres programmes. Dans l’étude de Blais et al. (1997), 
                                                 
35 Sur cet aspect, il n’y pas de critères précis, on s’appuie sur le jugement des personnes choisies pour 
être membre du comité de visite. 
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les résultats incluent certains enseignants de l’École Polytechnique de Montréal qui 
« ont répondu au questionnaire de façon très semblable. » (Fontaine, 1998, p. 225) 
1.4.2 Règlements et politiques touchant à l’évaluation des apprentissages dans les 
programmes de formation des ingénieurs au Québec 
L’évaluation des apprentissages est souvent, dans le contexte postsecondaire, 
encadrée par des règles élaborées par les instances officielles. Cela est aussi vrai de 
l’évaluation des apprentissages dans l’enseignement du génie au Québec. Dans cette 
sous-section, nous présentons les principales règles touchant à divers aspects de 
l’évaluation des apprentissages pour les 12 écoles et facultés offrant au moins un 
programme menant à la profession d’ingénieur au Québec36. 
Sept des écoles ou facultés donnent une définition explicite de l’évaluation 
des apprentissages. Par exemple, l’Université du Québec à Rimouski donne la 
définition suivante : « L'évaluation est l'appréciation du niveau d'apprentissage atteint 
par un étudiant par rapport aux objectifs des cours, des autres activités éducatives et 
des programmes. » (UQAR, 2014, p.22). Aussi, 6 des écoles ou facultés présentent un 
ou des objectifs de l’évaluation des apprentissages. Elles mettent de l’avant la fonction 
de sanction de l’évaluation. Par exemple, l’Université du Québec en Outaouais précise 
que « l’Université doit attester l’atteinte des objectifs des cours et des programmes; » 
(UQO, 2012, p.23). 
Dans 11 des 12 écoles et facultés, le principal outil pour encadrer l’évaluation 
dans les cours est le plan de cours. Pour la douzième, un document nommé fiche 
d’évaluation est utilisé. L’étudiant retrouve dans ce document plusieurs informations 
touchant à l’évaluation des apprentissages dont l’énumération des instruments utilisés 
pour l’évaluation (n=12), la pondération de chacun de ces instruments (n=1137), les 
                                                 
36 La liste de ces écoles et facultés est présentée en annexe 2. 
37 Le nombre entre parenthèses indique le nombre d’écoles ou de facultés où cet élément est 
explicitement écrit dans le règlement ou dans la politique consulté. Il est possible que cela soit aussi le 
cas dans certaines autres écoles ou facultés de génie. 
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dates de remise ou de passation (n=12) et, parfois, les critères spécifiques d’évaluation 
(n=4). 
 Dans les 12 écoles et facultés recensées, l’évaluation des apprentissages relève 
directement de l’enseignant responsable de l’activité pédagogique. Par exemple, le 
règlement de l’Université Laval spécifie que « l’enseignant voit à l’évaluation des 
apprentissages et en précise les modalités dans le plan de cours. » (Université Laval, 
2014, p.35). L’enseignant doit parfois informer son département de ses choix (n=4). 
L’Université Laval indique aussi le déroulement, si le cours est offert par plusieurs 
enseignants : « Lorsqu’un cours est donné en plusieurs sections, le responsable doit 
s’assurer que les étudiants sont soumis à une évaluation équivalente. » (Université 
Laval, 2014, p.35)  
Les règlements et politiques consultés précisent aussi d’autres éléments 
touchant à l’évaluation des apprentissages. L’ensemble des écoles utilise la notation en 
lettres dans les relevés de notes. Sauf l’École polytechnique de Montréal, qui utilise le 
A* à la place du A+, les autres écoles et facultés utilisent les lettres de A+ à D pour 
indiquer la réussite à une activité pédagogique. Neuf écoles et facultés utilisent le E et 
3 utilisent plutôt le F pour indiquer l’échec. Les 12 écoles et facultés utilisent le système 
du WGPA38, qui affecte une valeur numérique à chacune des lettres (A+ vaut 4,3; D 
vaut 1,0 et E vaut 0,0) puis qui fait une moyenne pondérée en fonction du nombre de 
crédits associés à l’activité pédagogique, afin de calculer la moyenne cumulative des 
étudiants. La seule différence se trouve à l’École polytechnique où une valeur de 4,0 
est associée la note A*, bien que le calcul reste le même. Aussi, nous avons recensé 6 
écoles ou facultés qui demandent à l’étudiant de maintenir une moyenne supérieure à 
2,0 pour poursuivre son programme. 
                                                 
38 Pour Weigthed Grade Point Average 
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Dans 4 des écoles et facultés, il existe un article encadrant l’utilisation du travail 
d’équipe dans le contexte de l’évaluation. Par exemple, l’Université du Québec à Trois-
Rivières limite le poids des travaux d’équipe dans la note finale. 
Lorsque les modalités d'évaluation d'un cours comportent à la fois 
des éléments à caractère individuel et d'équipe, les éléments à 
caractère individuel doivent compter pour au moins 70 % dans la 
pondération de l'ensemble des éléments de l'évaluation, à moins que 
le doyen ait autorisé au préalable une pondération différente pour un 
cours dont les objectifs et les modalités pédagogiques le justifient. 
[…] 
Dans le cas où les modalités d'évaluation comportent à la fois des 
éléments à caractère individuel et d'équipe, un enseignant peut, s'il le 
précise dans la fiche d’évaluation, exiger que les étudiants obtiennent 
une note minimale en rapport avec l’ensemble des éléments à 
caractère individuel prévus dans la fiche d’évaluation. Il peut 
également attribuer une note individuelle aux étudiants pour des 
travaux d'équipe. (UQTR, 2009, p.27) 
Finalement, 8 des écoles ou facultés ne mentionnent pas les termes validité, 
fidélité ou leurs variantes. Les 4 autres le font à certains moments dans leur politique 
ou règlement. Voici les extraits où l’on retrouve ces termes : 
L’étudiant peut consulter la correction de ses travaux et examens 
dans le respect, le cas échéant, des conditions nécessaires au maintien 
de la validité des instruments utilisés. (Université Laval, 2014, p.36) 
De plus, l'étudiant a le droit de consulter ses examens et ses travaux 
après correction, sous réserve des dispositions de l'article 13.2 du 
présent Règlement et dans le respect, le cas échéant, des conditions 
nécessaires au maintien de la validité des instruments utilisés. 
(UQTR, 2009, p.27) 
[…] l’évaluation doit être valide : elle doit porter avant tout sur 
l’atteinte des objectifs de l’activité et minimiser l’influence des 
facteurs extrinsèques; (UQO, 2012, p.23) 
En vertu du principe de l'équité, l'évaluation sommative repose sur 
des instruments fiables et valides. À cette fin, les responsables 
occasionnels d'activités pédagogiques valident leurs instruments 
d'évaluation sommative auprès d'une professeure, d'un professeur, 
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d'une chargée ou d'un chargé de cours dispensant sur une base 
régulière la même activité. (Université de Sherbrooke, 2012, p.3) 
L’examen des différents règlements et politiques nous permet de dégager 
quatre principaux constats : (1) l’enseignant, professeur ou chargé de cours est le 
principal responsable de l’évaluation des apprentissages. Il détermine les modalités et 
les délais et il rédige le plan de cours. (2) Il existe une uniformité sur plusieurs des 
aspects comme l’utilisation d’un plan de cours, l’utilisation de notes en lettres et le 
calcul d’une moyenne cumulative pondérée. Cependant, (3) certaines écoles ou facultés 
balisent davantage l’utilisation de travaux d’équipe et le choix des modalités 
d’évaluation en posant des limites qui ne peuvent pas être contournées sans 
l’approbation d’une autorité supérieure. Finalement, (4) dans les 4 écoles ou facultés 
utilisant les termes de validité, de fidélité ou l’une de leurs variantes, deux réfèrent plus 
à l’importance de maintenir un secret autour des instruments, une autre considère que 
le fait de référer à une personne d’expérience est une procédure assurant la validité et 
une dernière met l’accent sur l’importance de la cohérence entre l’évaluation et les 
objectifs du cours et sur le contrôle de biais. 
Dans la prochaine section, nous décrirons le problème abordé dans la présente 
thèse en utilisant des écrits scientifiques pertinents qui concernent l’évaluation des 
apprentissages dans le contexte de la formation des ingénieurs. 
2. 
La présente recherche veut caractériser en profondeur des pratiques 
d’évaluation des apprentissages dans une faculté de génie. Cependant, elle établit des 
limites afin de pouvoir se réaliser dans le cadre d’une recherche doctorale. Elle 
s’intéresse donc à un secteur précis de formation dans lequel les pratiques d’évaluations 
sont, à notre connaissance, peu documentées. Les tableaux 2 et 3 présentent une 
recension des articles dans deux banques de données connues en sciences de 
l’éducation.  
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Le tableau 2 montre les résultats des recherches faites avec la banque de 
données FRANCIS qui contient des textes francophones et des textes anglophones. 
Parmi les textes en français disponibles dans cette banque de données, aucune 
occurrence ne touche à la question de l’enseignement du génie et de l’évaluation, mais 
cela n’est pas surprenant puisque seules trois occurrences utilisent le descripteur 
« génie ». FRANCIS n’utilise pas de descripteurs spécifiques énumérés dans un 
glossaire39. Les résultats sont donc obtenus en cherchant directement et isolément les 
termes puis en combinant les recherches avec l’opérateur logique ET. 
Tableau 2  
Descripteurs de FRANCIS - Restreints aux articles en français et touchant à 
l’éducation de 1984 à 2011 (14 septembre 2011) 40 
Descripteurs de 
la banque de 
données 
FRANCIS 
É
v
al
u
at
io
n
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t 
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o
ta
ti
o
n
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al
id
it
é 
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id
él
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é 
E
n
se
ig
n
em
en
t 
p
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st
se
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re
 
E
n
se
ig
n
em
en
t 
su
p
ér
ie
u
r 
G
én
ie
 
E
n
se
ig
n
em
en
t 
d
u
 g
én
ie
 
Évaluation 748                 
Test 34 51               
Notation 9 0 17             
Validité 7 2 0 7           
Fidélité 2 4 0 0 6         
Enseignement 
postsecondaire 
1 0 0 0 0 18       
Enseignement 
supérieur 
160 9 3 3 0 5 2 331     
Génie 0 0 0 0 0 0 0 3   
Enseignement du 
génie 
0 0 0 0 0 0 0 0 0 
                                                 
39 Traduction libre de thesaurus 
40 Pour la diagonale, le nombre indique le nombre d’articles lorsque le descripteur est inscrit seul. 
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Le tableau 3 présente le nombre d’articles et de textes revus par des pairs41 
liés à 9 descripteurs42 associés à notre problème de recherche dans la banque de 
données ERIC. De plus, il présente le nombre d’occurrences lorsque l’on utilise une 
paire de descripteurs comme clé de recherche. Dans le tableau 3, parmi les 202 358 
textes touchant à l’enseignement supérieur, seuls 1974 traitent aussi de l’évaluation 
(soit 1,0 %). En ce qui a trait au génie, sur les 3 832 occurrences touchant à 
l’enseignement, seuls 63 touchent à l’évaluation, 7 touchent au testing et 17 touchent à 
la validité. Finalement, la dernière ligne du tableau présente le nombre d’occurrences 
touchant soit à Engineering, soit à Engineering Education et chaque autre descripteur.  
2.1 La recension des écrits sur l’évaluation des apprentissages dans la formation 
des ingénieurs  
En inventoriant tous les articles issus de la recherche des termes présentés dans 
le tableau 3 (en excluant les termes très génériques de Higher Education et College 
Curriculum), nous obtenons 158 occurrences différentes dans ERIC. Ces textes sont 
analysés plus en détail dans la présente sous-section. La liste de ces 158 articles et 
textes est présentée en annexe 10 et seuls les articles cités dans la présente recherche 
ont été ajoutés dans les références. L’analyse des textes s’est faite en deux étapes. 
D’abord, à partir des descripteurs et des résumés fournis par ERIC, chacun des textes 
a été placé dans une catégorie, et ce, selon son objet spécifique. Quarante-trois articles 
ont été retenus pour cette première étape. Puis, les 43 articles complets ont été trouvés 
et lus. Lors de cette seconde étape, 13 des textes ont été écartés, puisqu’ils ne touchaient 
pas de suffisamment près à l’évaluation des apprentissages dans le contexte du génie. 
Le tableau final des catégories et des articles est présenté en annexe 10. Après analyse, 
                                                 
41 Peer Reviewed 
42 Les descripteurs utilisés par ERIC sont regroupés dans un glossaire (thesaurus). Ce glossaire limite 
donc la liste de descripteurs à certains termes précis. Il propose aussi des renvois pour certains termes 
courants à des descripteurs. Ainsi, pour le terme testing, ERIC renvoie au descripteur evaluation.  
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il appert que de ces 158 articles, 19 sont des faux-positifs, soit des articles ne touchant 
pas de près ou de loin à l’évaluation des apprentissages en génie. Par exemple, l’article 
de Fox (2005) traite de l’enseignement de l’anglais langue seconde au secondaire, il a 
donc été placé dans la catégorie des faux-positifs.  
Tableau 3  
Descripteurs de ERIC - Tous les articles revus par des pairs publiés de 1911 à 2015 
(en date du 5 février 2015)43 
Descripteurs de la 
banque de données 
ERIC  
E
va
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a
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T
es
ti
n
g
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E
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Evaluation 7 616                 
Testing  274 4 655        
Grading  66 91 1906       
Validity  240 98 43 6 579      
Reliability 158 49 49 1611 4072     
Higher education  1974 1039 1002 1532 936 202 358    
College curriculum 13 15 7 7 3 2 131 2 544   
Engineering  61 7 2 11 4 1375 31 2 180  
Engineering Education 63 14 17 17 11 3198 99 964 3 832 
Engineering OU 
Engineering Education 
90 20 18 26 14 3803 105 5048  
 
Nous avons aussi retiré de la liste des articles ne touchant pas spécifiquement 
à la problématique. Le groupe le plus important d’articles ayant été écartés, soit 56, 
traite d’innovation pédagogique ou de méthodes d’enseignement dans le domaine du 
                                                 
43 Pour la diagonale, la valeur indique le nombre d’occurrences lorsque le descripteur est utilisé seul 
comme clé de recherche. 
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génie au secondaire (10) ou dans le contexte universitaire (46). Dans ces cas, bien que 
le descripteur Evaluation soit associé à la grande majorité de ces articles, il réfère à 
l’évaluation de l’innovation pédagogique mesurée par le niveau de satisfaction des 
étudiantes et des étudiants et non pas à l’évaluation des apprentissages. Edwards 
(2004), Lackey (2011) et Gray, Chang et Radloff (2007) sont des exemples d’articles 
appartenant à ce groupe. Edwards (2004) écrit sur l’impact d’intégrer des activités de 
design dans des cours de première et seconde année de génie. Lackey (2011) traite de 
l’intégration d’études de cas inspirées de l’industrie dans un cours de génie mécanique 
et Gray, Chang et Radloff (2007) rapportent les impacts d’un projet d’amélioration de 
l’enseignement universitaire par l’intégration de la recherche-action. Une autre grande 
catégorie de textes n’étant pas pertinents à notre problématique est celle des 17 articles 
qui traitent de la création ou de l’évaluation de programmes plutôt que de l’évaluation 
des apprentissages. Par exemple, Griskey (1978) décrit une méthode pour établir un 
classement de programmes de génie chimique en fonction de leurs indices de 
productivité. Selon la même logique, nous n’avons pas retenu les articles touchant aux 
modalités d’accréditation des programmes de génie (7). Nous avons aussi retiré de la 
liste des articles qui traitent de l’enseignement à distance (8 articles); des 
caractéristiques des élèves et des étudiants dans les programmes scientifiques (5 
articles); d’orientation et de choix de carrière en science (5 articles); de l’avenir de 
l’éducation dans les domaines de la science, de la technologie, du génie et de la 
mathématique (3 articles); des processus cognitifs des étudiants (3 articles); de 
l’organisation des projets longs ou des travaux d’équipe (3 articles); de la sélection des 
étudiants dans les programmes de génie (1 article); de la théorie de l’évaluation des 
apprentissages (1 article) et de la formation continue (1 article). La liste finale 
comprend donc 30 articles à analyser en profondeur. Nous aurions aimé que la 
recension soit un peu plus synthétique, mais étant donné la nature de la majorité des 
textes recensés et les objets différents qu’ils présentent, cela s’avérait difficile. 
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2.1.1 Les caractéristiques de l’évaluation des apprentissages dans les programmes de 
formation des ingénieurs 
Des 30 articles retenus, 8 sont des textes traitant de caractéristiques de 
l’évaluation en génie et de certains enjeux liés à l’évaluation. Dans cette catégorie, le 
texte le plus intéressant est celui de Rompelman (2000). Il décrit le changement 
paradigmatique qui affecte les programmes de génie, lesquels passent d’une approche 
centrée sur les connaissances44 à une approche centrée sur les habiletés45. Rompelman 
ne présente pas de recherche nouvelle sur le sujet, mais tente de dresser un portrait 
général de la situation dans la formation des ingénieurs. Ainsi, en s’appuyant sur les 
travaux de Petty (1999), Rompelman schématise le changement de la place prise par 
les connaissances dans le parcours des étudiants (Figure 4 - ). Ces changements 
amènent une modification des rôles des enseignants et des étudiants, et ce, autant lors 
de l’apprentissage que lors de l’évaluation des apprentissages. 
 
Figure 4 -  Changement de l’importance des contenus dans le parcours de formation 
des ingénieurs (Petty, 1999) 
                                                 
44 Knowledge dans le texte original. 
45 Skills dans le texte original. 
60 
La plus grande place accordée à la compréhension46 change l’évaluation des 
apprentissages, puisqu’elle ne doit pas seulement déterminer si l’étudiant connait les 
éléments ou les notions, mais aussi s’il les comprend.  
La situation devient beaucoup plus compliquée si l’objectif n’est plus 
seulement de connaitre la loi, mais aussi de la comprendre.47 
(Rompelman, 2000, p.345) 
Plus spécifiquement, Rompelman compare la culture du test, soit l’ancien paradigme, 
au nouveau paradigme de l’évaluation, et ce, sur trois aspects : ce qui est évalué, 
comment cela est évalué et le rôle de l’évaluation. Ces aspects sont résumés dans les 
tableaux 4, 5 et 6.  
Tableau 4  
Dimensions de la culture d’évaluation : ce qui est évalué (McDowell, 1999) 
Culture du test Culture de l’évaluation 
Produits Processus et produits 
Connaissances Habiletés 
Procédures Applications 
Combien ? Quelle qualité ? 
Habileté Performance 
 
Tableau 5  
Dimensions de la culture d’évaluation : comment les apprentissages sont évalués 
(McDowell, 1999) 
Culture du test Culture de l’évaluation 
Standardisée Diversifiée/individualisée 
Contrôlée Authentique 
Mesure experte Jugement collectif 
Mesure quantitative Description qualitative 
Méthodes restreintes Variété de méthodes 
                                                 
46 Understanding dans le texte original. 
47 Traduction libre de The situation becomes much more complicated if the objective is not simply 
knowing the law, but also understanding it. This is at the same time a much more important objective if 
we look at the set of specifications discussed in the previous section, one of the reasons being that once 
something is indeed understood it may be used in a much more creative way than just reproducing it. 
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Tableau 6  
Dimensions de la culture d’évaluation : le rôle de l’évaluation des apprentissages 
(McDowell, 1999) 
Culture du test Culture de l’évaluation 
Obtenir le rang Déterminer le niveau 
Identifier Présenter 
Promeut l’excellence Promeut l’accomplissement 
Certification Certification et apprentissage 
Gérer les étudiants Impliquer les étudiants 
 
Les conclusions de Rompelman (2000) sont semblables à celles d’Huba et 
Freed (2000) et traitent particulièrement des programmes de formation des ingénieurs. 
Rompelman conclut en montrant l’impact de ces changements sur le travail d’équipe, 
commun dans les programmes de génie. Parmi les nouveaux problèmes associés au 
travail d’équipe, l’auteur indique l’importance que l’enseignant s’implique dans la 
gestion des groupes et trouve une façon de rétroagir avec l’ensemble des membres du 
groupe. L’évaluation par les pairs est une piste souvent présentée pour améliorer 
l’évaluation des travaux d’équipe, mais pour Rompelman, il est douteux « 
si l’utilisation de l’évaluation par les pairs résout suffisamment ce problème48 ». (Ibid., 
p.349) 
En outre, dans la catégorie des caractéristiques de l’évaluation des 
apprentissages dans la formation des ingénieurs, Sears (1978) propose une typologie 
des activités pédagogiques d’un département de génie chimique en les séparant en 
5 catégories: (A) leçon magistrale, (B) discussion, (C) tutorat (PSI49), (D) GPI-Class 
Centered et (E) GPI-Project Centered. Ces deux dernières catégories (D et E) 
regroupent des activités pédagogiques dont le rythme est adapté à la progression de 
chacun des étudiants des cohortes. La différence entre ces deux catégories est que, dans 
le cas de la catégorie D, il s’agit d’un cours, alors que dans celui de la catégorie E, il 
                                                 
48 Traduction libre de whether peer assessment sufficiently solves this problem. 
49 Personalized System of Instruction 
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s’agit d’un projet. Pour chaque type d’activité pédagogique, Sears présente des 
caractéristiques de différents éléments dont deux touchent à l’évaluation des 
apprentissages : le type de tâche servant à l’évaluation et l’attribution des notes. Sears 
(Ibid., p.76) écrit que, dans les leçons magistrales, on utilise quelques tâches par 
trimestre, des devoirs et des tests. Dans les discussions (B), on fait un test sur le contenu 
pour chacun des thèmes de discussion et on utilise des rapports ainsi que l’apport de 
l’étudiant aux discussions. Pour les tutorats (C), on utilise des quiz portant sur chaque 
section de ceux-ci. Dans le cas des GPI-Class Centered (D), on utilise aussi des quiz 
et des tests afin de clore chaque section et, finalement, pour les GPI-Project Centered 
(E), on utilise, en plus des tests, des rapports et le travail de conception faits par les 
étudiants. Cette recherche met de l’avant l’influence de l’organisation des activités 
pédagogiques sur les modalités d’évaluation des apprentissages, bien que le travail de 
Sears date et que sa taxonomie soit, par le fait même, d’un intérêt limité.  
Les autres articles de la catégorie « caractéristiques de l’évaluation en génie » 
adressent des questions plus restreintes qui touchent tout de même au processus de 
l’évaluation. Le plus ancien, celui d’Ulbricht et Zimmerman (1981), traite de 
l’évaluation des apprentissages dans le contexte d’une formation offerte par les Forces 
armées de l’Allemagne fédérale en génie aérospatial. Cette formation, équivalente à 
celles offertes par les universités publiques, est, dans ce cas, offerte en accélérée. Selon 
les auteurs, il est donc important d’arriver à « des procédures d’évaluation optimales » 
(Ibid., p.1) afin de maintenir l’objectivité, la validité et la fidélité tout en restant 
économique50. (Ibid., p.12) Les auteurs s’intéressent à deux éléments : (1) les quatre 
procédures de correction différentes et (2) le nombre de questions optimal dans un 
examen écrit. Les quatre procédures sont (a) la correction naturelle51, (b) la distribution 
                                                 
50 Adaptation libre de as objectively, validly and reliably as possible and at the same time on an 
economical basis. 
51 Traduction de Natural grading. La correction naturelle détermine précisément la ligne entre la réussite 
et l’échec en regroupant les étudiants faibles ensemble et les étudiants moyens et forts ensemble par 
observation de la distribution des résultats. Une fois cette ligne déterminée, on accorde, dans le cas de 
l’article cité, on divise les étudiants ayant réussi pour accorder une note de 1 (meilleur) à 4 (passable) en 
utilisant une distribution linéaire ou une autre méthode. 
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normale, (c) la correction orientée vers la performance52 et (d) la procédure d’examen 
et de correction selon les cibles du cours53 (COE). Une analyse quantitative est faite 
pour déterminer les corrélations entre les résultats obtenus par chacune des procédures. 
L’analyse montre de très fortes corrélations entre les procédures, la plus faible étant 
obtenue entre la procédure (a) correction naturelle et la procédure (d) COE (r = 0,91), 
et la plus forte étant obtenue entre la procédure (a) correction naturelle et la procédure 
(b) distribution normale (r = 0,96). En ce qui concerne le nombre de questions optimal, 
les auteurs déterminent que 20 problèmes élémentaires sont aussi éclairants sur la 
performance des étudiants que la version plus longue contenant 35 problèmes 
élémentaires. Il existe plusieurs éléments dans cet article qui en limitent l’intérêt. 
L’expérimentation dans le cadre d’un seul cours est la plus grande limite, suivie de près 
par l’utilisation de questions peu complexes comme modalité principale d’évaluation. 
Cependant, les méthodes statistiques utilisées et le questionnement sur les modalités de 
correction restent d’intérêt. 
Collier (1986) rapporte une recherche sur une étude de la fidélité de correction 
dans le département de génie électronique à la Polytechnique de Hong-Kong. Des 
travaux sélectionnés ont été corrigés deux fois : une fois par le correcteur habituel du 
cours et une seconde fois par un correcteur externe. Dans le cadre de la recherche, deux 
questions ont été retenues : l’une demandant une description des solutions proposées 
et l’autre demandant la réalisation de calculs. Collier (Ibid., p.136) conclut qu’il existe 
une grande variation dans la correction et qu’il est nécessaire d’améliorer la fidélité. 
Selon l’auteur, ces résultats corroborent les résultats d’autres recherches similaires. 
                                                 
52 La correction orientée vers la performance consiste à comparer les réponses des étudiants à des attentes 
explicites et précises, sans les comparer avec celles des autres étudiants. 
53 Traduction libre de Course-goal oriented examination and grading procedure. Il s’agit d’une 
procédure ne pouvant s’appliquer que si la tâche a été créée en vue de son utilisation. Les étudiants 
doivent avoir amplement de temps pour accomplir la tâche qui doit être composée de 15 à 20 questions. 
La compilation se fait en additionnant le nombre de questions réussies. 
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L’article de Taylor et Patton (2006) décrit une recherche réalisée auprès de 
professeurs de génie civil pour déterminer leurs préférences et leurs pratiques lorsqu’ils 
commentent les habiletés de rédaction technique des étudiants. Les auteures soulignent 
que les écrits scientifiques montrent que les professeurs n’utilisent pas les meilleures 
pratiques lorsqu’ils effectuent cette tâche. Ainsi, dans la recherche rapportée par 
l’article, dix professeurs ont donné leur préférence sur le style d’écrit scientifique et 
ont ensuite commenté plusieurs versions d’un texte : une première, centrée sur le 
contenu, une deuxième, centrée sur la forme et une dernière, équilibrée. La conclusion 
de l’article montre deux différences entre les préférences énoncées et les pratiques :  
Premièrement, ils (les professeurs) montrent une forte préférence 
pour les réponses orientées sur le contenu, mais, à part de rares 
exceptions, leurs pratiques ne privilégient pas les commentaires sur 
le contenu. Deuxièmement, ils ont tendance à préférer les réponses 
non autoritaires, mais écrivent des commentaires qui le sont presque 
exclusivement.54 (Taylor et Patton, 2006, p.258) 
 
L’intérêt de cet article, malgré le nombre restreint de professeurs rencontrés, est double. 
D’abord, il montre à quel point la correction est un acte complexe et que les enseignants 
n’ont pas toujours des pratiques cohérentes à leurs souhaits et, ensuite, il montre la 
complexité de la correction des habiletés comme la rédaction technique. Cela est 
d’autant plus un enjeu, puisque comme Rompelman (2000) l’explique, l’importance de 
ce type d’habileté va en augmentant dans les programmes de génie.  
McAllister, Jiang et Aghazadeh (2008) analysent les tendances d’attribution 
des notes accordées dans la formation des ingénieurs. Les auteurs désirent vérifier 
différentes opinions qui circulent dans le monde universitaire en utilisant le contexte 
de la formation des ingénieurs à l’Université de l’État de la Louisiane. En utilisant 
                                                 
54 Traduction libre de First, they displayed a strong preference for content-heavy responses but, with a 
few exceptions, their practice did not privilege content comments. Second, they tended to prefer non-
authoritative responses but wrote almost exclusively authoritative comments. 
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l’ensemble des notes attribuées en génie de 1995 à 2002, des ANOVA ont été faites 
pour déterminer s’il existait des différences significatives entre les départements, le 
niveau du cours, la taille du groupe ou le moment d’attribution. Les résultats des 
analyses inférentielles montrent une augmentation des notes entre 1995 et 2002 (F7,4267 
= 5485,48; p<0,0001). Il y a aussi une augmentation de la proportion d’étudiants ayant 
reçu la note A. Cependant, cette augmentation est aussi liée à un rehaussement des 
critères de sélection à l’entrée du programme entre 1995 et 2002. De plus, cette 
augmentation n’est pas vue dans tous les départements, mais touche certains de façon 
plus marquée (F8,4266 = 16 355,4; p<0,0001). Finalement, il appert que la taille du 
groupe est inversement liée aux notes attribuées (F1,4273 = 2347,04; p<0,0001). « 
Cependant, ce résultat pourrait être expliqué par le fait que les grands groupes sont 
surtout présents en première année. 
Leite, Mouraz, Trindade, Martins Ferreira, Faustino et Villate (2011) publient 
sur la place du débat dans les programmes de formation des ingénieurs. Bien que la 
capacité d’argumenter soit officiellement l’une des cibles du programme, l’équipe de 
chercheurs, après avoir analysé plusieurs activités pédagogiques à l’École d’ingénieurs 
de l’Université de Porto, a observé que les étudiants, bien qu’ils expliquent et 
démontrent en profondeur, « ne débattent pas »55 (Ibid., p.607). La cause possible étant 
que les enseignants ne les invitent pas à le faire dans les tâches servant à l’évaluation. 
Finalement, un dernier article s’intéressant à la question de l’évaluation des 
apprentissages est celui de Roberts et Cimasko (2008) qui comparent, chez des 
enseignants universitaires dont certains sont issus d’une faculté de génie, la correction 
de textes longs d’étudiants ayant l’anglais (la langue d’enseignement) comme langue 
seconde. Plus précisément, les professeurs étaient amenés à croire que l’auteur du texte 
était soit hispanophone, soit sinophone. Les résultats de la comparaison des corrections 
montrent d’abord qu’il existe une grande disparité dans les modalités de correction des 
                                                 
55 Traduction libre de do not argue. 
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enseignants en général et, ensuite, que les professeurs du domaine des sciences et génie 
ont tendance à être plus exigeants avec les étudiants dont l’anglais est la langue 
seconde. (Ibid., p.138) 
Les articles présentés dans cette sous-section ont en commun de traiter 
d’aspects de l’évaluation des apprentissages différents, mais toujours d’un point de vue 
extérieur. Ce n’est pas le cas des articles de la prochaine sous-section qui regroupe des 
innovations mises en place par des enseignants dans le contexte d’une activité 
pédagogique dont ils ont la responsabilité. 
2.1.2 Recension des innovations en évaluation des apprentissages en génie 
Cette catégorie, la plus grande parmi les articles retenus avec 10 occurrences, 
regroupe des textes présentant des innovations en évaluation des apprentissages, du 
moins pour le contexte du génie. Ces articles ont en commun de présenter l’introduction 
d’une nouvelle méthode ou d’un nouvel instrument dans le cadre d’un cours ou d’un 
programme en génie. L’intérêt de ces initiatives, dans le contexte de la présente 
recherche, est limité, d’où la présentation succincte de ces articles. Ils sont regroupés 
sous trois thèmes : l’utilisation de l’évaluation par les pairs dans le contexte de travaux 
individuels, l’utilisation de questions à choix multiple et, finalement, d’autres 
innovations variées. 
McConlogue (2012) rapporte l’utilisation de l’évaluation par les pairs d’essais 
écrits longs. L’évaluation par les pairs de ce type d’essai « amène des apprentissages 
complexes et la résolution de problèmes peu définis ayant des réponses divergentes. » 
(Ibid., p.113) Selon l’auteure, l’utilisation de l’évaluation par les pairs permet aux 
étudiants de mieux comprendre les qualités de la rédaction, bien que plusieurs étudiants 
questionnent la justesse des notes données par leurs pairs. Jensen et Fischer (2005) 
présentent les conclusions de l’évaluation par les pairs de trois rapports de laboratoires 
en génie civil. Les étudiants sont séparés en deux groupes. Dans le premier groupe, la 
correction des deux premiers rapports est faite par l’auxiliaire d’enseignement ou 
  67 
l’enseignant, alors que dans le second, elle est effectuée par les étudiants du groupe qui 
utilisent les mêmes critères de correction que ceux du premier groupe. Pour ces deux 
rapports, le second groupe obtient en général de meilleurs résultats. Le troisième 
laboratoire est corrigé par un expert qui ignore la différence de traitement entre les deux 
groupes. Jensen et Fischer concluent en montrant que les élèves du second groupe 
obtiennent une meilleure moyenne et que « le processus d’évaluation par les pairs 
pourrait avoir contribué positivement aux habiletés d’écriture de ces étudiants. » (Ibid., 
p. 100) Autre texte est celui de Gray (1987) qui décrit une recherche où des étudiants 
de première année corrigent leur propre examen ainsi que ceux d’autres étudiants à 
l’aide « d’une copie des réponses attendues et de suggestions sur l’attribution des 
points. » (Ibid., p. 312) L’équipe enseignante fait aussi une correction indépendante de 
ces examens en utilisant les mêmes outils. La comparaison entre les deux corrections 
montre des différences :  
En général, les étudiants furent exigeants vis-à-vis de leurs collègues 
– ils semblent être hésitants à attribuer des points pour autre chose 
qu’une réponse « manifestement » bonne (telle que définie par la 
feuille de correction). Ils ont aussi plus de difficulté que l’équipe 
enseignante à « traduire » les réponses pauvrement données en 
réponses plus compréhensibles.56 (Gray, 1987, p.312) 
De surcroit, Van Hattum-Janssen, Pacheco et Vasconcelos (2004), dans une recherche 
réalisée au Portugal, concluent qu’en général les étudiants réussissent à corriger leur 
copie et celles de leurs collègues, le niveau de précision variant selon leur note finale. 
Cela contredit les appréhensions initiales des auteurs sur la capacité d’étudiants de 
première année de faire la correction. De leur côté, Alpay, Cutler, Eisenbach et Field 
(2010) décrivent aussi une utilisation des pairs comme correcteurs. Dans cette 
recherche, ce sont des étudiants ayant déjà complété le cours qui corrigent et 
                                                 
56 Traduction libre de In general, students were fairly hard on their colleagues - they seemed to be 
reluctant to award marks for other than an obviously 'correct' answer (as defined by the marks sheet). 
They also had more difficulty than experienced staff would have had in terms of 'translating' poorly 
expressed answers into comprehensible ones. 
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commentent les travaux de leurs confrères et consœurs de première année. Ces 
étudiants-correcteurs leur proposent également des activités de tutorat en vue de les 
aider. De plus, la correction effectuée par ces étudiants ne compte pas pour les résultats 
de fin d’année. Suite à un projet pilote de 12 mois, les auteurs rapportent que la 
participation des étudiants n’a pas chuté et que leur taux de remise ainsi que leur 
performance sont semblables. Des bénéfices pour les étudiants tuteurs ont aussi été 
trouvés.  
Faulkner (1977) décrit l’initiative d’introduire un test conçu à partir de 
questions à choix multiple (MCT) dans un cours de mathématiques offert aux étudiants 
de première année de génie. Le test créé comporte 33 questions et 4 choix de réponse 
(dont 3 leurres). Faulkner souligne qu’un des problèmes associés à ce type de test est 
que la rétroaction donnée aux étudiants après l’épreuve doit se faire en limitant l’accès 
aux questionnaires, et ce, afin de maintenir une banque de questions secrètes (Ibid. 
p.169) pour une utilisation ultérieure. Les étudiants établissent alors un histogramme 
où les questions sont regroupées par thème (par exemple, matrices, vecteurs, etc.) – 
sans toutefois avoir accès aux énoncés exacts de celles-ci – dans l’intention de 
contourner cette difficulté. L’histogramme permet donc à chaque étudiant de connaitre 
les thèmes où il a moins bien ou mieux réussi. De son côté, Fenna (2004) rapporte les 
conclusions d’une recherche intégrant à des questions à choix multiple un indice de 
confiance. L’étudiant doit donc répondre aux questions à choix multiple, mais doit 
aussi signifier son niveau de certitude57 dans ses réponses. La recherche de Fenna 
s’appuie sur celle de Leclercq (1983) qui, depuis ses travaux initiaux, continue de 
travailler sur l’utilisation des indices de certitude (1986, 1993, 2006). L’objectif est de 
limiter chez les étudiants le recours au hasard, puisque cela est contraire à la conduite 
attendue des ingénieurs dans leurs actes professionnels. L’indice de confiance permet 
ainsi de ne pas récompenser les étudiants qui choisissent leurs réponses au hasard et 
                                                 
57 Traduction de Leclercq (2006) de confidence. 
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« la confiance mal-placée est pénalisée58 » (Fenna, 2004, p.311). L’auteur, cumulant 
plus de 2500 réponses à des questions, présente également les impressions des étudiants 
qui trouvent que ces « tests sont équitables, mais représentent un défi.59 » (Ibid., p.307)  
Peck (1979) rapporte l’impact de l’utilisation de minitests durant les dernières 
dix minutes des leçons magistrales. Selon ses observations, cela permettrait 
d’augmenter l’attention des étudiants durant les leçons magistrales. 
Demetriou et Parsonage (1977) testent l’utilisation de l’examen oral comme 
modalité d’évaluation dans un cours de chimie offert aux futurs ingénieurs électriques. 
Selon les auteurs, l’examen oral est plus fréquent en Europe que dans le Royaume-Uni. 
Dans la recherche de Demetriou et Parsonage, chaque étudiant doit répondre à l’oral à 
deux questions issues d’une banque de questions à la fin de chacune des sections du 
cours. Après utilisation de cette modalité durant un trimestre, il appert qu’elle facilite 
la détermination des difficultés des étudiants, qu’elles poussent les étudiants à rester à 
jour et qu’elle permet de clarifier plusieurs idées fausses (misconceptions). 
Felder (1985) a demandé aux étudiants de sa classe de construire, avant la fin 
du trimestre, un examen final pour son cours en génie chimique. Cet examen devait 
couvrir la matière du cours, pouvoir se réaliser (pour un étudiant moyen) en trois heures 
sachant que les étudiants auraient droit à leur livre60 pour y répondre. Après analyse 
des travaux remis et en se référant à la taxonomie de Bloom, Felder fait les constats 
suivants : 
Comme on s’y attendait, les problèmes qu’ils ont créés étaient très 
inégaux en qualité, bien que pas si mal pour un premier jet. La plupart 
visait des habiletés de bas niveaux, quelques-uns utilisaient le niveau 
                                                 
58 Traduction libre de misplaced confidence is penalized. 
59 Traduction libre de the tests has been that they are fair but challenging. 
60 Traduction d’open-book. 
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d’analyse, mais il y avait très peu de synthèse et d’évaluation.61 
(Felder, 1985, p.177) 
Dans la prochaine sous-section, nous présenterons des articles qui touchent 
aux projets longs et aux travaux d’équipe. Bien qu’utilisés aussi dans d’autres 
domaines, ils sont très fréquents dans la formation des ingénieurs. 
2.1.3 Particularités de l’évaluation des apprentissages dans le contexte de la formation 
des ingénieurs 
Deux éléments parfois présents dans d’autres secteurs de formation ont une 
importance plus grande dans le contexte du génie : l’utilisation de projets longs 
(capstone project) et la présence de nombreux travaux d’équipe. En génie, plusieurs 
programmes comprennent des projets finaux (capstone project) qui exigent des 
étudiants la réalisation d’un travail de conception de grande ampleur durant au moins 
un trimestre, parfois deux, voire trois ou quatre. Le plus souvent, ces projets 
n’impliquent pas le développement de connaissances techniques spécifiques. Les 
étudiants doivent plutôt avoir recours à des connaissances et à des habiletés vues 
ailleurs dans le programme. 
Parmi les 360 programmes dans lesquels des projets longs sont mis en œuvre, 
Dutson, Todd et Magleby (1997) ont trouvé que la durée de ces projets est souvent d’un 
trimestre (46 %), mais aussi au-delà : ces projets durent parfois deux trimestres (32 %) 
et parfois même jusqu’à deux ans (4 %). Griffin et al. montrent bien l’effet de la durée 
et de l’ampleur de tels projets sur les apprentissages faits par les étudiants :  
Nos conclusions suggèrent que les projets d’un trimestre étaient 
préférés autant par les étudiants que par les entreprises 
commanditaires et qu’ils nécessitaient moins de ressources. […] 
Finalement, nous trouvons que, même si l’analyse technique est 
                                                 
61 Traduction libre de As would be expected, the problems they created were very uneven in quality, 
although on the whole not bad for a first effort. Most emphasized primarily the lower-level skill of 
application and quite a few incorporated analysis, but there was little synthesis and almost no 
evaluation. 
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corrélée significativement avec la valeur du dollar pour le 
commanditaire, les habiletés relatives à la rédaction technique et à la 
présentation orale ne le sont pas.62(Griffin, Griffin et Llewellyn, 
2004)  
Ces projets longs sont parfois proposés en collaboration avec de réels clients 
et présentent donc plusieurs des caractéristiques des tâches authentiques. La réalisation 
des projets se fait souvent en équipe et leur évaluation se fait, dans la majorité des cas, 
de façon solidaire. Cela signifie que les tâches sont accomplies en équipe et que 
l’évaluation porte sur l’ensemble de l’équipe, sans égard aux contributions 
individuelles. 
Le recours aux travaux d’équipe est très fréquent dans le contexte de la 
formation des ingénieurs et cela l’est d’autant plus lors de la réalisation de projets 
longs. En effet, selon Dutson, Todd et Magleby (1997), dans tous les projets longs 
recensés, seuls 9 % ont été réalisés de manière individuelle par des étudiants, alors que 
la plupart d’entre eux regroupaient de 1 à 3 (37 %) ou de 4 à 6 (48 %) étudiants. Les 
projets réunissant plus de 6 étudiants étaient rares, soit un total de 6 % des projets 
recensés. Dans cette étude, Griffin et al. (2004) écrivent que les étudiants semblent 
préférer les groupes plus petits (de 5 à 7 étudiants) aux groupes plus grands (de 8 à 10 
étudiants) : 
Nous avons aussi trouvé que, même si les étudiants préfèrent les 
équipes dont la taille est plus petite, les commanditaires industriels 
n’ont pas de réelles préférences.63 (Griffin, Griffin et Llewellyn, 
2004) 
                                                 
62 Traduction libre de Our findings suggest that the one-semester offering was preferred by both students 
and industry sponsors and required fewer resources.[…] Finally, we found that although technical 
analysis is significantly correlated with dollar value to the sponsor, technical writing skills and 
presentation skills were not. 
63 Traduction libre de We also found that although students prefer smaller group sizes, sponsors do not 
have a definitive preference. 
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Les projets longs ne sont pas les seuls moments où les étudiants sont placés 
en équipe. Cela arrive aussi lors de la réalisation de devoirs, de laboratoires ou de 
diverses tâches. Ces autres utilisations sont, cependant, moins bien documentées que 
celle des projets longs.  
Parmi les articles trouvés dans ERIC, 6 des articles retenus touchent à 
l’évaluation dans le contexte de projets longs ou de travaux d’équipe. Selon Kim 
(2013), la place grandissante de l’apprentissage par problème (PjBL64) dans la 
formation des ingénieurs permet d’améliorer la confiance des étudiants en leurs 
capacités et en leur décision de rester dans le domaine du génie (Ibid., p.671). 
Lorsqu’une activité pédagogique de ce type est réalisée par un étudiant seul dans un 
cours de dernière année de la formation initiale en génie, ce cours est habituellement 
appelé projet de fin d’année (FYP65). Selon l’usage, cette activité pédagogique se 
termine par un rapport (ou une dissertation) sur le projet choisi par l’étudiant. 
L’évaluation de ce rapport est une tâche relativement complexe et doit, selon Kim, 
s’appuyer sur une échelle descriptive. Dans les écrits, il existe quelques propositions, 
mais en général les critères à utiliser, l’importance de chacun de ces critères et la 
validité des jugements restent mystérieux66. Kim (Ibid., p.673) propose donc une 
solution à l’évaluation des projets de fin d’année. La figure 5 représente cette solution 
de façon schématique. 
                                                 
64 Problem-based learning 
65 Final year project 
66 Puzzling dans le texte original. 
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Figure 5 -  Diagramme de la circulation de l’information de l’étudiant vers 
l’évaluateur pour les notes. (Traduit de Kim, 2013, p.675) 
La solution de Kim tient compte non seulement de la performance de l’étudiant, des 
consignes de la tâche et des critères, mais aussi de la difficulté de la tâche (laquelle 
varie selon chaque projet et, par conséquent, selon chaque étudiant) et de l’expertise de 
l’évaluateur (qui varie selon son niveau de connaissances et de compétences ainsi que 
selon sa proximité avec le projet). En plus de proposer des critères spécifiques au FYP, 
Kim suggère un procédé mathématique afin d’intégrer les différents éléments présentés 
dans la figure 5 et donc d’obtenir une note (grades) plus représentative du niveau de 
l’étudiant. La proposition de Kim est théorique et son utilisation en contexte réel devra 
être faite afin de démontrer ses mérites. Toutefois, elle permet de poser la question de 
l’évaluation à partir de tâches floues (ill-defined) comme les projets de fin d’année dans 
le domaine du génie.  
Kalkani, Boussiakou et Boussiakou (2005) rapportent une expérimentation 
faite avec des étudiants dans un cours d’introduction au génie. Les étudiants, en équipe 
de 5, devaient réaliser une poutre suivant certaines spécifications tout en n’utilisant que 
du matériel restreint dont du papier journal. La formation des équipes a été faite par les 
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enseignants, lesquels ont pris soin de diversifier les styles d’apprentissage des 
étudiants67 au sein de chacune des équipes. Les auteurs concluent que le bon 
déroulement des projets est peut-être dû à la complémentarité des styles 
d’apprentissage des étudiants. (Ibid., p.399) L’intérêt de cet article dans la présente 
recension est que l’équipe d’enseignants a non seulement évalué la qualité des poutres 
des différentes équipes, mais elle a aussi suivi le travail et les interactions entre les 
membres des équipes dans la réalisation d’une tâche complexe et nouvelle. 
Nepal (2012) s’intéresse à la difficulté d’obtenir des notes individuelles à 
partir d’une note d’équipe, spécifiquement dans une faculté de génie d’une université 
australienne. Il suggère d’utiliser l’évaluation par les pairs afin de surmonter cette 
difficulté. Concrètement, il propose de calculer un facteur de pondération, augmentant 
ou diminuant la note de l’équipe, pour chacun des membres, et ce, à partir de 
l’évaluation des autres membres de l’équipe. L’auteur recense d’abord les méthodes 
déjà proposées. 
Les trois méthodes les plus courantes pour ajuster la note de l’équipe 
en utilisant la contribution individuelle de chacun des membres 
incluent (1) étendre les notes en ajoutant des différentiels (Race, 
2001), (2) ajuster la note de l’équipe en additionnant ou en 
soustrayant une note définie à partir de la contribution individuelle 
(Conway et al., 1993; Lejk, Wyvll etFarrow, 1996) et (3) ajuster la 
note de l’équipe par un IWF68 dérivé de la contribution individuelle 
(Conway et al., 1993; Goldfinch, 1994; Johnston et Miles, 2004)69 
(Nepal, 2012, p.556) 
                                                 
67 Les styles d’apprentissages ont été déterminés avec le questionnaire Learning Style Test de Solomon 
et Felder avant le début de l’activité. 
68 Individual weighting factor ou facteur de pondération individuelle 
69 Traduction libre de The three most commonly used methods to adjust team mark using an individual 
team member’s contribution to the teamwork include (1) distributing the pool of marks by adding 
differentials (Race 2001), (2) adjusting the team mark by adding or subtracting a mark based on an 
individual’s contribution (Conway et al. 1993; Lejk, Wyvll, and Farrow 1996) and (3) adjusting the team 
mark by an IWF derived from an individual’s contribution (Conway et al. 1993; Goldfinch 1994; 
Johnston and Miles 2004). 
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La troisième méthode permet de calculer un facteur qui servira à multiplier la note de 
l’équipe par un facteur qui diffère d’un membre à l’autre. Par exemple, un étudiant qui 
obtient un IWF de 1,1 est reconnu par ses pairs comme ayant contribué au travail 
d’équipe plus que la moyenne de ses coéquipiers et verra donc sa note bonifiée de 10 
% (de 80 % à 88 %, par exemple). Nepal présente quatre méthodes fréquemment 
utilisées pour calculer l’IWF. Ces méthodes, à l’exception de la première, incluent 
l’utilisation de l’évaluation par les pairs, l’autoévaluation ou les deux. La première 
méthode consiste à attribuer à chacun des membres la même note, quelle que soit sa 
contribution. L’article rapporte l’utilisation d’une cinquième méthode pour calculer 
l’IWF. Cette méthode s’appuie aussi sur l’évaluation par les pairs, mais elle cherche à 
limiter certains désavantages des autres méthodes. D’abord, la méthode fixe un plafond 
à l’IWF afin de ne pas créer un esprit de compétition entre les membres de l’équipe ou 
de favoriser l’apparition du phénomène du loup-solitaire70. Puis, la méthode prévoit un 
facteur très faible pour les étudiants qui contribuent marginalement au travail de 
l’équipe71 et compte sur celui des autres membres pour obtenir une note satisfaisante. 
Finalement, de par son calcul, la méthode encourage les étudiants à se classer au-dessus 
de la moyenne. Nepal a utilisé la méthode qu’il propose dans le cadre d’un cours portant 
sur le travail d’équipe offert à des ingénieurs. Les résultats montrent que la grande 
majorité des étudiants (n=140) a obtenu un facteur de 1,0 (92 % pour le projet 1 et 82 
% pour le projet 2), alors que très peu d’étudiants ont obtenu des IWF supérieurs à 1,4 
(1 étudiant pour chaque projet) ou inférieurs à 0,6 (3 et 2 étudiants pour le projet 1 et 
2). Il conclut que la méthode est non seulement en mesure d’atteindre les objectifs fixés, 
mais aussi d’être la préférée des étudiants sondés. Bien qu’intéressante, la méthode 
proposée n’aborde aucune des failles de l’ensemble des méthodes recensées dans 
l’article, soit la justesse de l’évaluation par les pairs et de l’autoévaluation des étudiants 
                                                 
70 Le loup-solitaire est un étudiant qui préfère réaliser le travail d’équipe seul, car il considère que cela 
est plus avantageux que de perdre du temps à travailler avec d’autres pour un résultat incertain. En 
anglais, on utilise le terme hijacking pour décrire ce phénomène. (Kapp, 2009) 
71 Ce phénomène est bien documenté par Brooks et Ammons (2003) et s’appelle le free-riding. 
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pour déterminer la contribution de chacun dans un travail d’équipe. Une démonstration 
en ce sens eut été appréciée. 
Rafiq et Fullerton (1996) soumettent une autre façon de faire que celle 
d’utiliser l’évaluation par les pairs pour obtenir un facteur ayant la même fonction que 
l’IFW. Lors d’activités pédagogiques en génie civil, ils proposent d’utiliser le journal 
du projet pour déterminer la contribution de chaque membre de l’équipe à chacune des 
parties du travail. Ainsi, pour la partie 1 du travail, les correcteurs attribuent 1 point à 
l’étudiant, s’il est responsable de la totalité de la section ou une fraction du point, s’il 
partage cette responsabilité avec plusieurs étudiants (un demi-point, par exemple, s’il 
y a deux étudiants). Ensuite, deux opérations sont nécessaires : (a) diviser le nombre 
de points de chacun par le nombre maximal de points (soit le nombre de parties du 
travail) et (b) diviser ce score par la moyenne des points de tous les membres de 
l’équipe permettant ainsi d’obtenir le facteur qui sera multiplié par la note du travail. 
Les auteurs concluent, après avoir testé cette méthode sur 124 étudiants, qu’elle 
augmente la participation des étudiants et que ces derniers s’approprient mieux les 
critères d’évaluation. L’une des limites de cette façon de procéder est qu’elle pourrait 
favoriser le découpage du travail d’équipe. 
Quoiqu’il existe des initiatives, les écrits sur l’évaluation des projets longs et 
sur l’utilisation des travaux d’équipe dans la formation des ingénieurs montrent qu’il 
reste une grande part d’inconnu à ce sujet dans le rôle des enseignants. Dans la 
prochaine section, qui clôt la recension des articles pertinents issus de la banque de 
données ERIC, nous présenterons des articles traitant des innovations en matière 
d’évaluation assistée par ordinateur (CAT72). 
  
                                                 
72 Computerized assessement technique 
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2.1.4 L’utilisation de l’ordinateur lors de tâches servant à l’évaluation en génie 
Dans la présente sous-section, le rôle de l’ordinateur dans les tâches 
d’évaluation est abordé en faisant référence aux articles pertinents issus de la base de 
données ERIC. Ont été retenus les articles traitant de l’utilisation de l’ordinateur dans 
la formation en classe et ont été écartés les articles traitant de la formation à distance, 
puisque cela s’avère peu pertinent dans le contexte de cette recherche. Sept articles ont 
été retenus et la plupart d’entre eux s’intéressent au génie informatique ou au génie 
logiciel en raison, probablement, d’une maitrise avancée de l’informatique par les 
enseignants dans ces disciplines.  
De-la-Fuente-Valentin, Pardo et Kloos (2013) décrivent l’utilisation d’un 
système automatisé de gestion des travaux des étudiants. Spécifiquement utilisé dans 
le cadre d’un cours de programmation, ce système reçoit les travaux, les évalue 
automatiquement et déverrouille progressivement de nouvelles activités à l’étudiant 
selon ses résultats. Après une utilisation d’un trimestre, le système réduit la gestion 
pour l’équipe enseignante, permet le travail en continu des étudiants et amène une 
augmentation de la limite du nombre d’étudiants inscrits au cours. De plus, les 
chercheurs remarquent, lors de cette expérimentation, que le taux d’abandon est 
significativement plus bas que celui des éditions antérieures du système. (Ibid., p.42) 
Ce système automatisé est une évolution de celui proposé par Palmer (2006) qui 
accomplissait les mêmes fonctions, à l’exception de la correction des travaux qui était 
réalisée par l’équipe d’enseignants, laquelle se servait du système principalement 
comme plateforme d’échange des travaux des étudiants. Dans ce cas aussi, les étudiants 
appréciaient le système et avaient l’impression que cela accélérait le processus de 
correction. Cependant, plusieurs éprouvaient des difficultés à obtenir de la rétroaction 
et des commentaires sur leurs travaux. Munoz de la Pena, Gomez-Estern et Dormido 
(2012) rapportent le développement et l’utilisation d’une plateforme en ligne 
permettant de recevoir et de corriger automatiquement des exercices pratiques réalisés 
par les étudiants d’une faculté de génie. Cette plateforme comprend des tâches plus 
complexes que celles des plateformes d’apprentissage comme Moodle et WebCT dont 
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les modules d’évaluation se limitent aux questions à choix multiple. La plateforme 
proposée reçoit les réponses des étudiants sous forme de codes Matlab73. Ces codes, 
courts ou longs, sont exécutés par la plateforme qui peut ainsi en évaluer la justesse. 
Le concepteur de la tâche peut déterminer le type de réponse attendue. Il peut s’agir 
d’une tâche demandant une réponse exacte ou d’une tâche permettant une réponse 
ouverte. Dans ce second cas, le concepteur de la tâche donne les spécifications 
attendues de la réponse. Il peut aussi demander de classer les réponses de chaque 
étudiant du groupe selon leur mérite. Finalement, il est possible de créer des tâches de 
conception d’algorithme. Dans ce cas précis, l’étudiant doit proposer une réponse 
complexe permettant d’obtenir la sortie voulue en réponse à une entrée déterminée 
(problème de la boîte noire). L’enseignant doit, quant à lui, préciser la valeur de 
l’algorithme proposé. La plateforme a été testée auprès de deux groupes différents de 
l’Université de Séville. Les auteurs rapportent qu’elle fonctionne et qu’elle permet 
d’évaluer automatiquement les solutions proposées par les étudiants. Toutefois, ils 
soulignent que les étudiants ont parfois de la difficulté à respecter le formalisme du 
langage Matlab et que le traitement automatique des réponses échoue dans 30 % des 
cas.  
Zualkernan, El-Naaj, Papadopoulos, Al-Amoudi et Matthews (2009) 
décrivent l’utilisation d’un système permettant de créer des tests automatiquement 
selon les besoins des étudiants. À partir d’un diagramme d’activités présentant un 
processus complexe, le système peut générer des tâches pour chacun des niveaux de la 
taxonomie de Bloom (1956). Le système analyse les réponses des étudiants et 
catégorise les erreurs en utilisant le HAZOP classification for misunderstandings in an 
activity diagram (Kim, Clark et McDermid, 1999). Pour chacune des classes d’erreurs, 
des manifestations observables ont été décrites. Le système documente les classes les 
plus fréquemment rencontrées pour chaque algorithme et les incorpore au test afin 
d’augmenter « la part des questions qui ciblent ces classes dans ce contexte. » 
                                                 
73 Matlab est un logiciel de programmation spécifiquement destiné aux mathématiques et très utilisé, 
entre autres, dans la formation des ingénieurs. 
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(Zualkernan et al., 2009, p.190) L’article rapporte les tests réalisés à partir d’un 
prototype capable de créer des questions selon les deux niveaux les plus bas de la 
taxonomie de Bloom (connaissance et compréhension) représentés dans des 
diagrammes d’activités. Il associe à chaque diagramme les classes d’erreurs les plus 
probables. Les résultats montrent que le système est capable d’élaborer des tâches à 
partir de diagrammes d’activités, mais celles-ci doivent être plus robustes. L’idée de 
pouvoir générer des tâches pour l’ensemble des niveaux de la taxonomie de Bloom à 
partir d’un diagramme est intéressante, cependant, le prototype présenté ici n’atteint 
pas encore cet objectif. 
McInnis, Sobin, Bertozzi et Planchard (2010) rapportent l’impact de 
l’utilisation d’une vidéo explicative et d’un test en ligne comme prérequis au dépôt des 
dessins techniques liés à un projet de conception. L’objectif de ces prérequis est de 
vérifier que les étudiants connaissent la norme ASME ANSI Y14 et puissent ainsi 
améliorer la qualité de leurs dessins. À l’aide d’une échelle descriptive spécifiquement 
conçue pour la tâche, les chercheurs ont comparé les dessins de 17 équipes n’ayant pas 
visionné la vidéo explicative ni complété le test en ligne (cohortes de 2006 et 2007) 
aux dessins de 11 équipes ayant rempli ces prérequis (cohorte de 2008). Suite à cette 
comparaison, il appert que les dessins remis par la cohorte de 2008 sont supérieurs sur 
certains attributs, mais leur amélioration n’est pas uniforme. Selon les auteurs, 
demander aux étudiants de compléter ces prérequis plus tôt dans le trimestre au lieu de 
le faire pour la date de remise finale pourrait contribuer à une bonification de la tâche.  
Lee et Robinson (2005) rapportent l’utilisation d’un test diagnostique 
informatisé de 40 questions à choix multiple en mathématiques pour les nouveaux 
étudiants de génie74. La version utilisée depuis 2002 à l’Université de Loughborough 
comprend des questions appariées. Plusieurs étudiants réussissent l’une des questions 
de la paire, mais ratent l’autre. Les auteurs présentent donc une analyse des paires 
                                                 
74 Plusieurs programmes de génie utilisent un test semblable à l’arrivée de nouveaux étudiants (Lawson, 
Tabor et Whitehead, 1995). 
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d’items ayant ce problème (15 paires sur 20). De plus, il ressort que pour 4 de ces 
paires, la combinaison de réponses la plus fréquente est une bonne réponse suivie d’une 
mauvaise réponse (ou l’inverse). Après analyse de chacune de ces paires de questions, 
les auteurs nomment 2 raisons qui semblent expliquer ce taux élevé. D’abord, plusieurs 
des paires semblent évaluer des habiletés75 différentes (15 paires) et, ensuite, le nombre 
d’étapes nécessaires pour trouver la réponse diffère aussi dans 14 de ces paires. Les 
auteurs recommandent ainsi, dans l’élaboration d’un tel test, d’apparier des questions 
demandant les mêmes habiletés et le même nombre d’étapes. L’article de Lawson et 
al. est intéressant parce qu’il traite d’un sujet touchant plusieurs facultés et écoles 
d’ingénierie. Toutefois, les chercheurs semblent complètement négliger le sujet de la 
difficulté des questions qui pourrait expliquer les résultats observés. Le recours à la 
théorie classique des tests76 ou à la théorie de la réponse aux items77 aurait permis une 
analyse plus approfondie. 
Cela conclut la recension des 30 articles pertinents trouvés dans la banque de 
données ERIC. Dans la prochaine section, nous présenterons les travaux de Fontaine 
qui a étudié les pratiques de professeurs formant des ingénieurs dans le contexte 
québécois. Cela terminera la recension des écrits. 
2.2 Les travaux de Fontaine sur l’évaluation des apprentissages en génie au 
Québec 
Avant de conclure la recension sur l’évaluation dans le contexte de la 
formation des ingénieurs, il nous semble important de citer le travail de Fontaine qui a 
cherché à rendre explicites les « représentations sous-jacentes des professeurs dans une 
école d’ingénierie » québécoise (Fontaine, 1998, p. iii). Ces travaux portent un regard 
plus large que sur le seul aspect de l’évaluation des apprentissages, mais l’évaluation 
                                                 
75 Traduction de skills 
76 Présentée en annexe 5 (p. 456). 
77 Présentée à l’annexe 6 (p. 461). 
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demeure l’un des aspects analysés chez les six professeurs rencontrés. De plus, ce 
travail a été fait dans le contexte de la formation des ingénieurs au Québec. 
Le travail de Fontaine, dans lequel une partie du travail de Blais et al. (1997) 
est repris, cherche à montrer les conceptions sous-jacentes aux choix des professeurs 
rencontrés. Sur la question de l’évaluation des apprentissages, la chercheure analyse 
principalement les fonctions des professeurs en matière d’évaluation, et ce, même si 
les professeurs interviewés n’utilisent pas le glossaire de l’évaluation des 
apprentissages. Par exemple, voici un extrait de l’analyse du professeur 1 sur ses 
conceptions en évaluation des apprentissages : 
D’abord, les réponses fournies par ce professeurs (sic) montrent qu’il 
accorde beaucoup d’importance à la possibilité de rétroaction suite à 
une activité d’évaluation. Puis, lors de la rétroaction qui fait suite à 
l’intra et aux travaux pratiques, il s’assure d’informer les étudiants de 
leurs forces et de leurs faiblesses afin qu’ils puissent orienter leurs 
efforts et corriger leurs lacunes. Il s’agit là des fonctions propres à 
l’évaluation formative. (Fontaine, 1998, p. 120) 
Les résultats de cette thèse relatifs à l’évaluation des apprentissages montrent une 
diversité des pratiques :  
Les résultats obtenus pour cette catégorie d’informations 
[l’évaluation des apprentissages] montrent que tous les professeurs 
étudiés ont une double conception de l’évaluation. Pour certains, 
l’influence de l’approche formative domine. Pour eux, le recours à 
des pratiques d’évaluation sommative répond aux exigences 
administratives de l’école. D’autres s’alimentent principalement à la 
conception sommative de l’évaluation tout en adhérant aux principes 
de la conception formative lorsqu’il s’agit de l’encadrement des 
activités pratiques. (Fontaine, 1998, p. 242) 
Le travail de Fontaine est pertinent autant sur le fond que sur la forme, 
puisqu’il constitue un exemple de recherche s’intéressant aux pratiques des professeurs 
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afin de mieux les documenter et de les comprendre. Il s’agit là de ce que nous avons 
trouvé de plus analogue à la présente recherche. 
2.3 La pertinence de la recherche 
Au début du chapitre, nous reprenions la citation de Romainville soulignant 
le manque de connaissances sur l’évaluation des apprentissages au postsecondaire.  
[l]es pratiques réelles d’évaluation des acquis des étudiants78 sont 
encore mal connues. Par exemple, l’inventaire pourtant minutieux 
des tâches du professeur d’université réalisé par Bertrand et ses 
collègues (1994) ne fournit pas d’indications précises sur la part du 
travail professoral consacrée aux tâches d’évaluation et sur les 
comportements qu’elles impliquent. (Romainville, 2006, p. 20) 
Cette absence de connaissances est préoccupante puisque l’évaluation des 
apprentissages influe sur le futur des étudiants. Ce sont les notes du collégial, plus 
précisément la CRC, qui déterminent les possibilités d’admission pour un étudiant dans 
les programmes universitaires. En ce qui concerne les étudiants universitaires, leurs 
résultats scolaires servent à la graduation, mais aussi à l’attribution de bourses, et jouent 
un rôle dans l’obtention de fonds pour les études de maitrise et de doctorat. Toutefois, 
contrairement à la CRC, cela ne se joue souvent pas au centième de point près. Il est 
fondamental de s’interroger sur la façon dont les résultats scolaires d’un étudiant sont 
obtenus, puisque ceux-ci sont des déterminants majeurs de son futur. Plus précisément, 
il importe de se questionner sur la fabrication des tâches d’évaluation de même que sur 
la correction de ces dernières. Il existe par ailleurs d’autres systèmes scolaires, comme 
en France et en Belgique, où les résultats des étudiants de première année déterminent 
                                                 
78 Dans le présent projet, le mot et l’adjectif étudiant regroupent l’ensemble des personnes qui sont 
inscrites dans une institution postsecondaire. Cela est en accord avec l’Office de la langue française du 
Québec. En effet, selon l’Office : « Au Québec, l’enseignement supérieur est constitué de l’enseignement 
collégial et de l’enseignement universitaire. C’est pourquoi, il est maintenant admis d’appeler étudiant, 
l’élève qui fait des études collégiales. Lorsque ce dernier fréquente un cégep, on l’appelle 
aussi cégépien. » Cependant, cette utilisation n’est pas universellement acceptée. Dans son dictionnaire, 
Legendre (2005) souligne que le terme étudiant n’est utilisé pour les personnes inscrites à l’université. 
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la possibilité ou non qu’ils ont de poursuivre leur programme (Cela est moins le cas au 
Québec). Ce type d’évaluation des apprentissages « à enjeux importants » (high stakes) 
est souvent cité dans les études sur l’anxiété liée à l’évaluation des apprentissages (test 
anxiety). (Hancock, 2001) 
Les apprenants sont les premiers touchés par les failles dans l’évaluation, 
puisqu’ils sont ceux qui doivent vivre avec les conséquences de celles-ci s’ils désirent 
entreprendre des études supérieures ou intégrer le marché du travail. Il existe 
d’importantes considérations quant à l’admission et à la moyenne cumulative.  
Nash (1975) publie le rapport « Improving Accuracy of Assessment 
Procedure » relativement à la disparité des notes inscrites aux relevés de notes des 
étudiants de différents départements d’une université située en Australie79.  
Il y a plusieurs années, une enquête à la Western Australian Institute 
of Technology a montré que les scores obtenus dans certains 
programmes (ou dans certains cours, disciplines, matières…) avec un 
grand nombre d’étudiants variaient grandement d’une année à 
l’autre. Il a aussi été aussi noté que, dans une même année, les scores 
obtenus dans certaines matières variaient grandement de ceux dans 
des matières associées où l’on aurait pu s’attendre à des performances 
similaires.80 (Nash, 1975) 
Pour Nash, l’amélioration de la qualité de l’évaluation passe par 
l’établissement de lignes directrices plus précises. Les actions qu’il propose touchent 
principalement à la correction et à l’attribution de notes aux relevés de notes. Un guide 
a été distribué aux personnes enseignantes afin de réduire la disparité observée dans 
leurs méthodes. Si plusieurs ont accepté sans problème les nouvelles lignes directrices, 
                                                 
79 Western Australian Institute of Technology 
80 Traduction libre de Several years ago, investigations at the Western Australian Institute of Technology 
showed that scores in certain subjects with large student numbers varied widely from year to year. It 
was further noted that, in any one year, scores obtained in certain subjects varied widely from those in 
allied subjects where similar performance could be expected. 
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Nash écrit que plusieurs autres ont été réticentes à les suivre, s’appuyant sur le principe 
de liberté académique (en cohérence avec ce que nous avons décrit précédemment).  
La présente section a bien montré que les constats de recherche issus du 
contexte universitaire général sont transférables au contexte de l’enseignement du 
génie, pour lequel nous n’avons trouvé aucune recherche présentant un portrait précis 
des caractéristiques de l’évaluation des apprentissages. Cette méconnaissance des 
pratiques d’évaluation des apprentissages en génie est l’une des justifications 
principales de la présente recherche. En effet, celle-ci amène de nouvelles données sur 
les pratiques d’évaluation des apprentissages en contexte postsecondaire, et ce, en 
regardant de façon ouverte et globale les pratiques des enseignants, alors que la 
recension montre surtout, sauf quelques rares exceptions81, des innovations mises en 
place et documentées par un enseignant dans le cadre d’un cours dont il a la 
responsabilité. 
3. 
L’évaluation des apprentissages est un objet très vaste. Dans la présente 
recherche, nous restreignons cet objet à la lumière des différents éléments traités dans 
le chapitre 1.  
D’abord, la recherche s’intéresse à l’évaluation des apprentissages dans le 
contexte postsecondaire. Ce contexte est différent du primaire et du secondaire sur 
plusieurs aspects de l’évaluation des apprentissages, puisque les cégeps (pour le 
Québec) et les universités ont une plus grande marge de manœuvre sur le contenu et 
l’organisation des programmes, ce qui crée, par ailleurs, une offre très diversifiée pour 
la clientèle étudiante.  
                                                 
81 Comme Rompelman (2000) et Fontaine (1998). 
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Devant l’absence de données sur l’évaluation des apprentissages dans le 
contexte de la formation des ingénieurs, il nous apparait important de bien décrire les 
pratiques d’enseignants en matière d’évaluation des apprentissages. Ainsi, nous nous 
intéressons aux caractéristiques de pratiques d’évaluation des apprentissages. Cela 
signifie que certains aspects ne sont pas sous la loupe de notre recherche comme la 
participation des étudiants dans l’évaluation des apprentissages et les questions de 
motivation ou de stratégies d’apprentissage  
Finalement, la présente recherche s’intéresse plus spécifiquement à 
l’évaluation des apprentissages dans le domaine de la formation des ingénieurs. 
L’évaluation des apprentissages dans ce domaine possède certains défis qui ont été 
décrits dans la recension des écrits, ce qui justifie que l’on s’y intéresse. 
4. 
À ce stade, nos intentions de recherche s’articulent autour de la question de 
recherche suivante :  
Quelles sont les caractéristiques de l’évaluation des apprentissages 
dans une faculté de génie? 
Cette question cible l’ensemble des gestes touchant à l’évaluation des apprentissages 
des personnes enseignantes dans le contexte de la formation des ingénieurs. Elle 
souligne aussi que nous nous intéressons à une analyse des pratiques déclarées 
nécessaire en vue de futures propositions de révision ou d’amélioration des pratiques 
d’évaluation des apprentissages. L’objectif est donc d’améliorer nos connaissances sur 
les démarches d’évaluation des apprentissages utilisées dans le contexte du 
postsecondaire. Nous cherchons à combler le manque d’informations sur ce sujet, un 
manque souligné par plusieurs dont Romainville (2006). Notre réponse à cette question 
ne concerne qu’un contexte de formation précis, mais le dispositif de recherche est, 
quant à lui, une proposition pouvant être étendue à d’autres recherches. 
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La notion de démarche d’évaluation des apprentissages est importante et c’est 
sous cette lunette que nous souhaitons observer les pratiques d’évaluation des 
apprentissages. 
La présente recherche documente les pratiques d’évaluation en regardant 
chaque élément de la démarche d’évaluation des apprentissages, c’est-à-dire, entre 
autres, les objectifs, les appuis théoriques, les instruments, les politiques facultaires 
touchant à l’évaluation et la façon dont les inférences sont obtenues à partir de la 
démarche d’évaluation des apprentissages. Des données sont donc recueillies afin de 
mieux connaitre les pratiques des enseignants en matière d’évaluation des 
apprentissages et de pouvoir documenter certaines caractéristiques des démarches 
d’évaluation des apprentissages. 
Dans le prochain chapitre, nous présenterons les différents éléments issus de 
la mesure et de l’évaluation permettant de répondre à cette question générale de 
recherche.
  DEUXIÈME CHAPITRE 
LE CADRE CONCEPTUEL 
Plusieurs angles d’entrée s’avèrent possibles pour observer l’évaluation des 
apprentissages dans le contexte de classe au postsecondaire. Dans la présente 
recherche, l’angle que nous avons choisi se limite aux pratiques des personnes 
enseignantes en matière d’évaluation. Au chapitre 1, nous avons indiqué qu’au 
postsecondaire, l’enseignant est un acteur très important de l’évaluation des 
apprentissages, puisqu’il planifie, administre et corrige les évaluations en plus 
d’attribuer la note au relevé, et ce, pour les activités pédagogiques dont il est 
responsable. 
Le présent chapitre définit les concepts servant à l’analyse des données et à 
l’établissement de liens entre la question générale de recherche et la démarche 
évaluative présentée dans ce chapitre. À la fin de ce chapitre, deux objectifs spécifiques 
sont décrits, lesquels précisent le lien entre la question générale et la présente thèse. 
Nous présenterons l’évaluation des apprentissages comme un processus. 
Plusieurs propositions de processus seront résumées en vue de déterminer celui auquel 
nous recourrons dans la cadre de la présente recherche. Nous montrerons comment le 
concept de validation est fondamental en évaluation des apprentissages, même en 
contexte de classe, et comment il est lié à la conceptualisation de l’évaluation des 
apprentissages en tant que démarche. Nous expliciterons également chacune des étapes 
du processus retenu : (1) l’identification des cibles de formation et du rôle de 
l’évaluation des apprentissages, (2) la planification de l’évaluation, (3) la collecte de 
données, (4) l’interprétation, (5) le jugement de la justesse et de la pertinence des 
données, (6) la prise de décision, (7) la communication des décisions et (8) 
l’amélioration continue.  
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Il appert toutefois que certains éléments doivent être présentés afin de situer 
nos choix conceptuels : nous nous attarderons donc d’abord aux lignes directrices de 
l’American Association of Higher Education (AAHE), auxquelles nous reviendrons 
fréquemment. Puis, nous présenterons 3 paradigmes rencontrés en enseignement 
universitaire – le paradigme traditionnel (centré sur l’enseignant), le paradigme centré 
sur l’apprenant et l’approche par compétences – afin de déterminer les caractéristiques 
de l’évaluation des apprentissages. Enfin, nous présenterons deux courants : 
l’évaluation authentique et l’approche-programme. 
1.  
1.1 Démarche, dispositif ou processus d’évaluation 
Les écrits en français présentent différentes traductions du terme anglophone 
assessment dont la définition est déjà source de discussion entre les auteurs anglo-
saxons (Scallon, 2004). En français, Laurier et al. (2005), Durand et Chouinard (2012) 
et le Dictionnaire actuel de l’éducation (Legendre, 2005) privilégient le terme 
« démarche évaluative » (ou « démarche d’évaluation »), alors que Louis et Bernard 
(2004) présentent sa proposition comme un « processus formel ou informel » 
d’évaluation. Nunziati (1990) emploie, quant à lui, le terme « dispositif d’évaluation » 
pour décrire sa proposition d’évaluation formative.  
Dans la présente recherche, nous retenons l’expression « démarche 
d’évaluation » pour décrire l’ensemble des actions nécessaires permettant l’évaluation 
des apprentissages des étudiants. Nous utilisons donc cette expression comme Linn et 
Gronlund utilisent assessment, terme pour lequel Scallon n’a pas trouvé de traduction 
satisfaisante : 
L’assessment est un terme général qui désigne l’étendue complète 
des procédés utilisés pour obtenir des informations au sujet de 
l’apprentissage de chaque étudiant (observations, jugements de 
performances ou de projets, tests papier-crayon) et de l’établissement 
  89 
des jugements de valeur touchant la progression des apprentissages. 
(Linn et Gronlund, 2000 in Scallon, 2004, p. 14-15)82 
Dans ce chapitre, nous présenterons des exemples de démarches d’évaluation ainsi que 
celle proposée et utilisée dans le cadre de notre recherche. 
1.2 Les lignes directrices de l’American Association of Higher Education (AAHE) 
En 1992, l’AAHE83 publiait des lignes directrices de l’évaluation des 
apprentissages en enseignement supérieur afin de circonscrire ce que doit être une 
évaluation des apprentissages dans le contexte universitaire. Ces lignes directrices, 
traduites par Blais et al. (1997), sont présentées dans le tableau 7 à la page suivante. 
Remarquons que la proposition initiale de l’AAHE comptait neuf lignes directrices, 
fréquemment utilisées par la suite dans divers articles et ouvrages sur l’évaluation au 
postsecondaire (Blais et al., 1997; Banta et al., 1996; Huba et Freed, 2000), mais une 
dixième ligne a été ultérieurement ajoutée par Banta et al. (1996)84. 
Les lignes directrices de l’AAHE présentent l’évaluation des apprentissages 
comme une activité complexe, multidimensionnelle et continue dans le temps. Elles ne 
traitent toutefois pas des aspects plus docimologiques de l’évaluation, puisqu’on n’y 
parle pas de validité, de validation ou de fidélité, du moins pas explicitement. Sans les 
expliquer une à une, comme Banta et al. (1996) l’ont déjà fait, soulignons que ces lignes 
directrices sont inspirées des nouvelles approches en évaluation et devraient pouvoir 
s’appliquer dans différents contextes et programmes. Elles sont en cela une référence 
                                                 
82 Traduction de Scallon de Assessment is a general term that includes the full range of procedures used 
to gain information about student learning (observations, ratinqs of performances or projects, paper-
and-pencil test) and the formation of value judgments concerning learning progress. 
83 Cet acronyme est présenté dans la liste des acronymes, laquelle se trouve dans les pages liminaires. 
84 Traduction libre de Assessment is most effective when undertaken in an environment that is receptive, 
supportive, and enabling. 
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utile à notre recherche dans laquelle nous visons à décrire des pratiques d’évaluation 
des apprentissages diverses et réalisées au sein de programmes variés. 
Tableau 7  
Les lignes directrices de l’AAHE 
1 
L’évaluation des apprentissages des étudiants débute par la précision des valeurs 
éducatives privilégiées. Ces valeurs déterminent non seulement ce qui sera évalué, 
mais également comment l’évaluation sera réalisée.† 
2 
L’évaluation est optimale lorsqu’elle perçoit l’apprentissage comme une activité 
multidimensionnelle et intégrée. Elle est une activité informative, lorsque faite sur la 
base de performances répétées dans le temps. 
3 
L’évaluation des apprentissages fonctionne mieux lorsque ce qu’elle cible est 
explicitement précisé. Des objectifs clairs, partagés et fonctionnels sont les pierres 
d’assise d’une évaluation efficace, utile et convergente. 
4 
L’évaluation des apprentissages demande de porter une attention aux résultats, mais 
également aux processus et aux expériences qui ont produit ces résultats.  
5 
L’évaluation des apprentissages doit être continue, car c’est un processus dont la 
justesse se confirme dans le temps.  
6 
L’évaluation des apprentissages stimule la transformation lorsqu’elle est considérée 
comme une activité collaborative à laquelle peuvent participer tous les membres de la 
communauté.  
7 
L’évaluation des apprentissages est signifiante lorsqu’elle permet de répondre à des 
questions importantes pour ceux qui utilisent les résultats.  
8 
L’évaluation des apprentissages peut mener à une transformation de certaines 
pratiques à la condition qu’elle soit intégrée dans une dynamique d’ensemble qui fait 
la promotion du changement.  
9 
L’évaluation des apprentissages permet aux éducateurs d’assumer leurs 
responsabilités éducatives face aux étudiants et face à la société.  
10 
L’évaluation des apprentissages est plus efficace quand elle est réalisée dans un 
environnement qui est ouvert, qui apporte un soutien et qui donne les moyens d’être 
réalisée.‡ 
 Traduit par Blais et al. (1997, p. 12) d’après le travail de l’AAHE (1992) 
‡ Traduit par l’auteur d’après Banta et al. (1996, p. 62) 
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Selon l’AAHE, l’évaluation est en lien avec les objectifs d’apprentissage 
(ligne 1) et fait appel à des instruments divers (ligne 2). Elle doit tenir compte du 
processus d’apprentissage et non seulement des résultats (ligne 4). L’utilisation des 
résultats est, de surcroît, importante à considérer dans l’évaluation (lignes 8 et 9). Ces 
lignes directrices se veulent générales et peuvent s’appliquer à l’évaluation des 
apprentissages au cours d’activités pédagogiques réalisées dans différents contextes. 
Elles servent à guider les pratiques des enseignants, mais leur mise en application 
variera selon les paradigmes en vigueur dans les programmes.  
Il est possible de lier ces lignes directrices au concept de jugement 
professionnel. En effet, l’enseignant doit, en tout temps, être conscient et responsable 
de ses actes lors de l’évaluation des étudiants. Il ne peut se cacher derrière les 
instruments ou les calculs, aussi sophistiqués soient-ils. (Lafortune, 2007) 
Dans la prochaine sous-section, nous exposerons trois paradigmes présents 
dans le contexte postsecondaire. De façon plus précise, nous résumerons leurs 
caractéristiques. 
1.3 Paradigmes en contexte universitaire  
Le contexte universitaire se distingue des niveaux scolaires précédents par la 
diversité de ses approches suggérées dans les différents programmes d’études. Au 
niveau collégial, il existe des programmes reconnus par le ministère qui s’inscrivent 
dans une approche par compétences85. Il n’existe pas une telle uniformité dans le 
contexte universitaire. En effet, chaque université détermine son organisation interne, 
le fonctionnement des programmes, l’importance de chaque domaine de formation, etc. 
Ainsi, les programmes universitaires, incluant ceux de professions règlementées 
                                                 
85 Depuis 1993, les programmes offerts par les institutions collégiales se définissent par compétences. 
Cependant, il existe un débat sur la conceptualisation et sur l’application de cette approche. Ce débat 
touche à l’évaluation des apprentissages. Nous ne traiterons pas de ce débat, puisqu’il n’a pas d’impact 
direct sur notre projet. D’autres se sont intéressés de plus près à cette question : Leroux (2010), Chbat 
(2004), Corriveau (2005), Isabel (2000) et Pineault (2001). 
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comme celle d’ingénieur86, diffèrent énormément d’une institution à l’autre et, parfois, 
au sein de la même institution.  
Nous retenons 3 paradigmes présents dans le contexte de la formation 
universitaire francophone en vue de distinguer les caractéristiques des différents 
programmes québécois de formation des ingénieurs : (1) le paradigme traditionnel : 
centré sur l’enseignant, (2) le paradigme centré sur l’apprenant et (3) l’approche par 
compétences. Ces 3 paradigmes déterminent le fonctionnement des programmes, leurs 
cibles, les choix pédagogiques et aussi l’évaluation des apprentissages. Dans cette 
recherche, nous présentons ces trois paradigmes en mettant l’accent sur l’évaluation 
des apprentissages. 
Selon Legendre (2005, p. 982), un paradigme peut être plus englobant qu’une 
approche. Cependant, dans la présente recherche, nous retenons la définition vue dans 
l’ouvrage d’Huba et Freed (2000), soit celle de Barker, laquelle est un peu différente 
de celle de Legendre. 
Qu’est-ce qu’un paradigme? Paradigme signifie un modèle, un 
patron ou un exemple. Un paradigme établit des règles, définit des 
frontières et décrit comment les choses se comportent à l’intérieur de 
ces frontières (Barker, 1992). 87 (In Huba et Freed, 2000, p. 4) 
Les trois paradigmes retenus dans la présente recherche répondent à cette définition. 
Chacun décrit non seulement les caractéristiques de l’évaluation des apprentissages, 
des activités d’apprentissage, de l’organisation des programmes, des relations entre les 
différentes personnes, mais il définit aussi l’interaction entre ces aspects.  
                                                 
86 Au Québec, il existe 52 professions régies par la Loi sur les professions. De ces 52, 35 demandent une 
formation universitaire. Dans ces cas, l’ordre professionnel influence les programmes en déterminant les 
objectifs de formation ou de certification. 
87 Traduction libre de What is a paradigm? Paradigm means model, pattern, or example. A paradigm 
establishes rules, defines boundaries, and describes how things behave within those boundaries. 
(Barker, 1992). 
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Avant de présenter les caractéristiques de chacun de ces paradigmes, 
mentionnons un élément qui distingue le paradigme traditionnel des deux autres et qui 
affecte l’ensemble de l’évaluation. Le paradigme traditionnel est lié à la tendance 
béhavioriste qui était très en vogue à l’époque de la massification des universités. 
Laurier et al. (2005) présentent la conception de l’apprentissage dans la tendance 
béhavioriste. 
L'apprentissage se caractériserait par le développement 
d'automatismes plus ou moins complexes qui peuvent être 
déclenchés lorsque la situation le demande. Dans sa forme la plus 
pure, cette tendance reflète une conception mécaniste de 
l'apprentissage, lequel consisterait en l'acquisition de comportements 
à la suite d'un conditionnement où la réponse désirée est associée à 
un stimulus. (Laurier et al., 2005, p. 5) 
Conséquemment, l’évaluation cherche principalement à récompenser les 
réponses attendues et à « punir » les réponses qui s’en écartent. L’évaluation des 
apprentissages porte donc uniquement sur le produit, soit la performance complétée par 
l’étudiant. Elle permet de signaler à l’étudiant à quel point ses performances 
s’approchent de celles prévues.  
De leur côté, le paradigme centré sur l’apprenant et l’approche par compétences 
sont plutôt liés à la tendance cognitiviste et à la tendance constructiviste. La tendance 
cognitiviste vise à demander à l’étudiant d’intégrer les connaissances.  
Ses tenants visent l'intégration de divers types de connaissances qui 
permettront à l'individu de traiter l'information afin d'affronter une 
infinité de situations nouvelles. Ils mettent également l'accent sur la 
conscience qu'a l'individu des apprentissages qu'il réalise. (Laurier et 
al., 2005, p. 6) 
La tendance constructiviste vise aussi à demander à l’étudiant d’intégrer les 
connaissances, mais elle accorde, de plus, énormément d’importance à l’agencement 
des nouvelles compétences que celui-ci acquiert avec celles qu’il possède déjà. 
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L'apprentissage se fait donc dans la mesure où l'individu se trouve 
dans des situations riches et stimulantes où il peut à la fois solliciter 
et modifier ses connaissances antérieures. (Ibid.) 
Les apprentissages étant différemment définis par ces tendances, l’évaluation qui s’y 
rattache diffère aussi. L’une des différences marquées entre l’évaluation dans la 
tendance béhavioriste et l’évaluation dans les tendances cognitiviste et constructiviste 
est que ces dernières s’intéressent non seulement au produit, soit à ce que l’étudiant 
remet, mais aussi à l’évaluation du processus, soit ce que l’étudiant fait pour réaliser sa 
performance. Cela étend la sphère d’intérêt de l’évaluation des apprentissages et exige 
l’apparition de nouveaux instruments. 
Dans la prochaine sous-section, nous décrirons les règles et les frontières pour 
chacun des trois paradigmes puis, dans la sous-section suivante, nous présenterons 
deux courants pédagogiques permettant de raffiner la description des pratiques 
d’évaluation. De plus, tout au long de ce chapitre, des éléments précis sont présentés. 
Par exemple, les instruments cohérents à chacun des paradigmes sont exposés dans la 
section sur les instruments. 
1.3.1 Le paradigme traditionnel : centré sur l’enseignant 
Selon plusieurs auteurs, le paradigme traditionnel est le paradigme le plus 
rencontré dans le contexte de l’évaluation des apprentissages au postsecondaire. 
Romainville (2006), par exemple, souligne que les pratiques d’évaluation des 
apprentissages au postsecondaire s’expliquent surtout par la tradition, bien plus que par 
les avancées scientifiques. C’est d’ailleurs le titre du chapitre qu’il consacre à cette 
question : La pratique enseignante en mutation à l’université - Quand la coutume tient 
lieu de compétence : les pratiques d’évaluation des acquis à l’université. (Romainville, 
2006)  
Nous n’avons pas trouvé de textes fondateurs décrivant directement ce 
paradigme, mais plusieurs en discutent en ayant pour objectif ultérieur d’en présenter 
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un nouveau. Nous comprenons les limites d’utiliser ces textes, mais ils constituent les 
sources les plus spécifiques sur les caractéristiques de l’évaluation des apprentissages 
dans le paradigme traditionnel (Huba et Freed, 2000 ; Saroyan et Amundsen, 2004 ; 
Leclercq, 1998). Vu de cet angle, le paradigme traditionnel est souvent présenté comme 
l’agglomération de toutes les pratiques pédagogiques expliquées par la tradition. Huba 
et Freed, par exemple, montrent comment leur paradigme permet de résoudre certains 
problèmes sous-jacents au paradigme traditionnel. D’autres, comme Banta et al. 
(1996), le font aussi, mais sans opposer directement les éléments des deux paradigmes. 
Plusieurs auteurs proposent des conceptualisations des pratiques d’enseignement et 
d’évaluation issues de la coutume : Tardif (2006) utilise le terme « approche par 
objectifs », alors que Prégent et al. (2009) réfèrent à « l’approche-cours ». Dans cette 
recherche, nous retenons les caractéristiques du paradigme traditionnel recensées par 
Huba et Freed (2000) pour désigner les pratiques issues de la coutume. Ce choix est 
appuyé par le grand nombre d’écrits qui utilisent cette référence dans le contexte de 
l’évaluation au postsecondaire (dont Bean, 2011; Kountz, 1999; Stevens et Levi, 2011; 
Suskie, 2010 et Tardif, 2004). Dans la présente sous-section seront décrites 
exhaustivement les caractéristiques de l’évaluation des apprentissages du paradigme 
traditionnel, étant donné son importance dans le contexte universitaire.  
Selon Huba et Freed (2000), qui s’appuient sur Barr et Tagg (1995), 
l’enseignement dans le paradigme traditionnel se fait par une transmission des 
connaissances de l’enseignant vers l’apprenant. L’étudiant « reçoit passivement 
l’information88 » (Huba et Freed, p, 5) et les connaissances sont peu contextualisées et 
peu rattachées à des situations professionnelles que l’étudiant vivra lors de son arrivée 
sur le marché du travail. La modalité d’enseignement principale du paradigme 
traditionnel est donc la leçon magistrale qui permet à l’enseignant d’exposer les 
étudiants à des connaissances durant de longues présentations préparées à l’avance. 
                                                 
88 Traduction libre de Students passively receive information. 
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Dans le paradigme traditionnel, l’évaluation regroupe des pratiques que l’on 
retrouve « traditionnellement » en enseignement postsecondaire. Dans les prochaines 
sections, nous donnerons des exemples précis de ces pratiques, mais retenons pour le 
moment qu’un cours comprenant un examen intra, un examen final en classe et un 
travail à remettre à la fin du trimestre s’apparente à une planification et à des 
instruments rencontrés fréquemment dans le paradigme traditionnel. 
1.3.2 Le paradigme centré sur l’apprenant  
Huba et Freed nomment « paradigme centré sur l’apprenant » (LCT89), les 
pratiques nouvelles d’évaluation des apprentissages. Nous retenons cette appellation, 
non seulement parce qu’elle apparait incontournable dans les divers écrits consultés, 
mais aussi parce qu’elle est reprise par plusieurs auteurs s’intéressant à l’évaluation au 
postsecondaire, notamment Walvoord and Anderson (2011), O’Brien, Millis et Cohen 
(2009), Tardif (2006) ou Stevens et Levi (2005). La qualité principale du travail d’Huba 
et Freed (2000) n’est pas d’innover, mais bien d’organiser des éléments de diverses 
publications scientifiques en un tout cohérent et concret. 
Huba et Freed (2000), en comparant les paradigmes, font la liste des objectifs 
de l’évaluation des apprentissages dans le paradigme centré sur l’apprenant. Elles 
soulignent que les pratiques d’évaluation doivent (1) être entrelacées avec 
l’enseignement, (2) être utilisées pour promouvoir et diagnostiquer l’apprentissage, (3) 
permettre aux étudiants de se questionner et d’apprendre à partir de leurs erreurs et (4) 
inclure, par exemple, des essais, des projets, des performances et des portfolios afin 
d’évaluer directement les apprentissages. Dans ce paradigme, l’apprenant est donc un 
participant actif, placé au centre de ses apprentissages desquels il est responsable. Les 
apprentissages ainsi faits sont plus durables (McKeachie et al., 2006, p. 318) que ceux 
résultant d’une posture plus passive. 
                                                 
89 Nous conservons l’abréviation de l’ouvrage original qui utilise Learner-centered Teaching (LCT). 
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On retrouve dans la proposition d’Huba et Freed une partie des éléments 
soulevés par l’AAHE dont l’importance de l’évaluation authentique et du jugement 
professionnel. 
1.3.3 L’approche par compétences 
Le concept de compétence, dans le cadre scolaire, n’est pas nouveau. Scallon 
(2004, p. 102) remonte en 1977, au concept de competency-based education, pour 
décrire l’un des premiers mouvements vers l’approche par compétences. Le 
développement des formations professionnelles en éducation a aussi alimenté les écrits 
sur ce concept, comme l’a souligné Le Boterf (1994). Au Québec, la réforme Robillard 
(Gouvernement du Québec, 1993) amène ce concept au centre des programmes 
collégiaux. En effet, à partir de 2001, le nouveau Programme de formation de l’école 
québécoise (PFÉQ) du préscolaire, du primaire et, ensuite, du secondaire, lequel 
s’appuie sur le concept de compétences, aura des échos au postsecondaire. Au même 
moment, le ministère de l’Éducation publie un guide sur la formation à l’enseignement 
(Gouvernement du Québec, 2001a), qui repose sur 12 compétences professionnelles à 
développer chez les futurs enseignants québécois, et qui influencera l’ensemble des 
programmes de formation des maitres de la province. En parallèle, plusieurs autres 
programmes universitaires se renouvèlent en adoptant les compétences comme cibles 
de formation (Dubois, Racicot et Dionne, 2009; Langevin, Ménard et Maufette, 2002; 
Proulx, 2002;), bien que le nombre exact de ces programmes ne soit pas connu. Bon 
nombre d’auteurs soulignent d’ailleurs que le concept de compétences souffre d’un 
problème d’équivocité.  
Scallon mentionne que toutes les définitions se rattachant à l’évaluation « ne 
débouchent pas sur des prescriptions utiles pour l’évaluation » (2004, p. 103). Par 
ailleurs, la présente recherche ne porte pas spécifiquement sur le concept de 
compétences. Elle cherche plutôt à déterminer les caractéristiques de l’évaluation des 
compétences afin de les reconnaitre dans les pratiques observées.  
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L’évaluation des compétences est un bon exemple d’une évaluation des 
apprentissages qui respecte les lignes directrices de l’AAHE. L’évaluation dans les 
programmes dits « par compétences » cherche à porter un jugement en amassant un 
certain nombre de preuves afin d’inférer la progression de l’apprenant. Ainsi, 
l’évaluation de compétences doit permettre de rendre compte du niveau de 
développement de l’apprenant, du degré de maitrise des ressources internes et externes 
et aussi de l’étendue des situations dans lesquelles l’apprenant est en mesure de 
déployer ce niveau de développement et ce degré de maitrise des ressources (Tardif, 
2006). 
Scallon (2004) précise que le rôle du concepteur de programme ou du 
formateur est double : il doit d’abord créer des situations d’évaluation et ensuite 
concevoir les outils de jugement des performances de l’apprenant pour les situations 
proposées. Tardif (2006) ajoute que le concepteur doit aussi considérer les différences 
individuelles afin de ne pas tomber dans le piège de de la réponse unique acceptable. 
Tenir compte des profils des étudiants dans une évaluation par compétences est 
d’autant plus central puisque l’apprenant doit construire sa propre solution à la situation 
proposée. 
En plus des aspects présentés jusqu’ici, l’évaluation des apprentissages, dans 
une approche par compétences, doit posséder certaines qualités. En effet, une telle 
évaluation, construite selon un modèle cognitif d’apprentissage et à partir d’une 
situation tirée d’une famille de situations, doit permettre de suivre le cheminement de 
l’apprenant sur une trajectoire de développement. Cette façon de procéder permet de 
respecter le caractère éthique de l’évaluation. 
L’éthique en matière d’évaluation des compétences, comme des 
apprentissages en général, impose que l’on n’évalue que ce qui a été 
l’objet d’apprentissage sous la gouverne des enseignants et des 
professeurs. (Tardif, 2006, p. 112) 
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Ce critère n’est pas le seul. Tardif (2006, p. 126-128), en adaptant des traits 
caractéristiques proposés par Huba et Freed (2000), présente six caractéristiques que 
doit posséder « une tâche pour l’évaluation des compétences » : la cohérence, 
l’authenticité, la rigueur, la différenciation, la transdisciplinarité et la validité. 
Respecter ces critères n’est pas chose aisée, si les tâches n’ont pas été planifiées et si 
la trajectoire de développement n’est pas prédéterminée. 
La description des trois paradigmes sera complétée dans les sections 4 à 10 
où, pour chacune des étapes de la démarche d’évaluation utilisée dans cette recherche, 
les caractéristiques de chaque paradigme seront présentées. Dans la prochaine sous-
section, deux courants pédagogiques sont présentés, soit l’évaluation authentique et 
l’approche-programme. 
1.4 Deux courants pédagogiques touchant à l’évaluation des apprentissages en 
enseignement postsecondaire 
Nous décrivons maintenant deux courants pédagogiques touchant à 
l’évaluation des apprentissages en enseignement postsecondaire, lesquels permettent 
d’affiner nos descriptions des caractéristiques des programmes et surtout des pratiques 
d’évaluation des apprentissages. Legendre définit ainsi un courant : 
Orientation pédagogique globale, appuyée sur des assises et des 
principes, qui prône des valeurs, des finalités et des buts spécifiques 
et qui s'inscrit dans une approche particulière du développement de 
l'être humain. (Legendre, 2005, p. 300) 
Un courant est donc moins englobant qu’un paradigme.  
Les deux courants sont l’évaluation authentique et l’approche-programme. 
Ces courants sont parfois intégrés dans certains paradigmes (comme l’évaluation 
authentique est incluse dans le paradigme centré sur l’apprenant), puisqu’ils ne 
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décrivent qu’une partie des pratiques, sans traiter de l’ensemble de l’organisation des 
programmes. 
1.4.1 L’évaluation authentique  
Dans les deux dernières décennies, l’évaluation authentique est devenue un 
concept important en Amérique du Nord, et ce, à tous les niveaux d’enseignement. 
Palm (2008) attribue à Archbald et Newmann (1988) la première utilisation de cette 
terminologie et à Wiggins, (1989) le fait que ce concept soit devenu aussi important. 
Wiggins, bien qu’il ne s’intéresse pas spécifiquement à l’enseignement postsecondaire, 
propose l’idée de l’évaluation authentique, qui sera ensuite reprise par Huba et Freed. 
Wiggins (1989) écrit, entre autres, que la meilleure façon de déterminer le joueur de 
football américain le plus performant dans une équipe est probablement de regarder les 
joueurs en action sur le terrain plutôt que de leur faire passer des tests de redressements 
assis, de sprints ou de lancers de ballon. En effet, la complexité des décisions à laquelle 
un joueur fait face durant une partie ne peut pas être évaluée seulement à l’aide de tests 
contenant des tâches simples et peu contextualisées. Cela signifie, dans le contexte de 
la formation des ingénieurs, que la meilleure façon d’évaluer les qualités en conception 
d’un étudiant est de lui demander de concevoir un processus ou un produit afin 
d’évaluer ses habiletés, et ce, tout au long de la conception. Demander à un futur 
ingénieur de résoudre des équations mathématiques, sans contexte réel, dans le cadre 
d’un examen, par exemple, ne permet pas, dans cette perspective, d’évaluer la gestion 
de la complexité à laquelle l’ingénieur sera confronté au cours de sa vie professionnelle. 
Les tests authentiques réduisent les comparaisons inutiles, injustes et 
démoralisantes et éliminent la pensée fataliste à propos des résultats. 
Ils permettent aussi de laisser un espace pour les différents intérêts, 
aptitudes et styles d’apprentissage des élèves. Il y a à la fois un espace 
pour les élèves tranquilles et pour l’élève vedette, plus visible; au 
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football, il y a de la place pour le lent et lourd joueur de ligne et, aussi, 
pour le petit et rapide receveur de passes. (Wiggins, 1989, p. 712)90 
En 2011, dans la revue Phi Delta Kappan, Wiggins revient sur le cheminement 
de sa proposition de 1989. Il écrit qu’on ne peut qu’être content du chemin accompli 
depuis lors en évaluation des apprentissages, illustrant cette évolution nommément par 
l’utilisation maintenant répandue des échelles descriptives91 (inconnues des 
enseignants en 1989). Et bien qu’il l’ait mentionné dans des textes subséquents, il 
ajoute qu’il manquait au texte original le concept de « transfert », sans lequel 
l’évaluation authentique est un levier moins fort. 
L’objectif de n’importe quelle scolarisation est le transfert; l’objectif 
n’est pas de devenir bon à l’école en prouvant par l’évaluation des 
apprentissages que vous avez appris ce qui a été enseigné.92 
(Wiggins, 2011, p. 63) 
Le transfert est un processus cognitif où l’étudiant a recours, lors de l’accomplissement 
d’une nouvelle tâche, aux apprentissages qu’il a faits antérieurement. Une meilleure 
capacité de transfert associée à des tâches authentiques lui permettra de mieux intégrer 
le marché du travail. Selon Wiggins, l’évaluation authentique constitue donc pour 
l’étudiant non seulement la maitrise des rouages de l’école et de l’évaluation, mais 
aussi d’une préparation à la vie hors de l’école. 
Prégent et al. (2009) reprennent les principaux éléments de l’évaluation 
authentique que nous résumons dans le tableau 8. Leur travail a été produit dans une 
perspective de formation universitaire professionnalisante (l’ouvrage est publié par 
                                                 
90 Traduction libre de Authentic tests minimize needless, unfair, and demoralizing comparisons and do 
away with fatalistic thinking about results. They also allow appropriate room to accommodate students’ 
learning styles, aptitudes, and interests. There is room for the quiet “techie” and the show-off prima 
donna in plays; there is room for the slow, heavy lineman and for the small, fleet pass receiver in football. 
91 Rubric dans le texte. 
92 Traduction libre de The goal of all schooling is transfer; the goal is not to get good at school and 
prove through assessment that you learned what was taught. 
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l’École Polytechnique de Montréal), ce qui rend leur proposition d’autant plus 
pertinente pour une recherche comme la nôtre.  
Tableau 8  
Les caractéristiques de l’évaluation authentique  
L’évaluation authentique… 
o est réaliste; favorise le jugement et l’innovation ; 
o demande aux étudiants d’accomplir une réalisation plutôt que de 
simplement répéter ou reproduire; 
o simule le contexte d’une situation de travail; 
o propose des tâches complexes; 
o favorise la consultation, la rétroaction et l’amélioration 
Prégent, R., Bernard, H. et Kozanitis, A. (2009). Enseigner à l'ʼuniversité dans une 
approche-programme : Guide à l'intention des enseignants. 
Montréal: Presses internationales Polytechnique. 
Palm (2008) souligne que l’évaluation authentique est très présente dans les 
écrits sur l’évaluation des apprentissages. Toutefois, il s’agit d’un concept qui n’est pas 
toujours défini et certains écrits, tout en utilisant l’expression « authentique », décrivent 
des approches diverses et parfois contradictoires. Cela est surtout vrai pour l’évaluation 
aux niveaux primaire et secondaire, lesquels sont plus distants du marché du travail. 
D’ailleurs, Palm (2008) nomme lui-même le génie comme une discipline plus pratique 
où il est plus simple de déterminer des attentes de réalisations concrètes, contrairement, 
par exemple, aux mathématiques à l’école élémentaire. Il s’agit là d’une raison 
supplémentaire de conserver l’évaluation authentique parmi les courants permettant 
éventuellement de comprendre et d’analyser les pratiques d’évaluation des 
apprentissages dans une faculté de génie, particulièrement dans les perspectives 
conceptuelles de Huba et Freed (2000), de Wiggins (1989; 2011), de Prégent et 
al. (2009) et de Tardif (2006).
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1.4.2 L’approche-programme  
Au Québec, au cours des dernières années, l’approche-programme a fait 
graduellement sa place à l’université. L’un des ouvrages québécois traitant de 
l’approche-programme est celui de Prégent et al. (2009) qui la définit comme un 
modèle d’organisation de l’enseignement s’opposant à l’approche-cours, dont la 
description s’apparente à celle du paradigme traditionnel : 
Le deuxième modèle d’organisation de l’enseignement est 
« l’approche-programme ». Dans ce dernier cas, l’ensemble des cours 
du programme repose sur un « projet de formation » (lignes 
directrices, principes et applications) élaboré et poursuivi de manière 
collective et longitudinale par le corps professoral (professeurs et 
chargés de cours) et les leaders responsables de l’enseignement, dans 
un esprit de constante collaboration et collégialité. Personne ne s’y 
sent vraiment propriétaire d’un cours, mais tous collaborent, dans les 
cours qui leur sont confiés, à la réussite de l’ensemble du programme 
d’études et cela, dans une organisation et sous la direction de 
personnes qui favorisent la transparence, l’interaction entre les cours 
et les professeurs, la rétroaction et l’amélioration régulière des divers 
éléments du programme d’études offert aux étudiants. (Prégent et al., 
2009, p. 112) 
 
En ce qui concerne les moyens, l’approche-programme a donc des similitudes 
avec le paradigme centré sur l’apprenant. Cependant, cette approche se concentre 
davantage sur l’organisation des programmes que sur l’apprentissage des étudiants. Le 
programme n’est plus la somme d’éléments, mais un tout organisé en vue de cibles 
communes, ce qui a un impact sur les pratiques d’évaluation des apprentissages 
privilégiées dans cette approche. 
La présente section permet d’expliciter les caractéristiques des programmes 
selon divers paradigmes. Ces paradigmes peuvent être associés à différents courants, 
mais ces courants ne sont pas nécessairement présents dans tous les programmes 
s’inscrivant dans un paradigme ou un autre. Le paradigme traditionnel cherche d’abord 
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à couvrir l’ensemble du contenu dans des activités pédagogiques ayant des objectifs 
distincts. Cela est différent du paradigme centré sur l’apprenant où les cibles sont 
partagées entre plusieurs activités pédagogiques et vise le développement de capacités 
complexes. Finalement, l’approche par compétences vise le développement de cibles 
peu nombreuses, mais d’un haut niveau de complexité (les compétences). Le choix de 
privilégier un paradigme ou un autre influe, si l’on se fie aux appuis théoriques, sur les 
caractéristiques de l’évaluation des apprentissages. Dans la prochaine section, nous 
présenterons l’évaluation des apprentissages comme un processus et, pour chaque étape 
du processus, nous décrirons les caractéristiques de l’évaluation selon chacun des 
paradigmes et chacun des courants. 
2. 
Lorsque l’on s’intéresse aux pratiques des enseignants dans la réalisation de 
l’évaluation de leurs étudiants, il appert que l’évaluation est un processus composé 
d’étapes assurant que celle-ci soit planifiée et réalisée selon des principes garants de sa 
qualité. Banta, Jones et Black (2010) soulignent, par exemple, qu’une évaluation 
efficace ne peut pas arriver de façon impromptue. Elle doit découler d’une planification 
rigoureuse et s’appuyer sur un jugement professionnel continu : 
Une évaluation efficace n’arrive pas seule. Elle finit par émerger 
d’une planification réfléchie, dans un esprit d’amélioration continue, 
elle se transforme en une réflexion sur le processus d’implémentation 
et de maintien de l’évaluation, elle suggère des changements93. 
(Banta, Jones et Black, 2010, p. 3) 
Concevoir l’évaluation des apprentissages comme un processus implique que 
celle-ci puisse se réaliser en suivant des étapes. Il existe plusieurs propositions de ces 
étapes et, pour le moment, peu de consensus. Nous présenterons donc quelques-unes 
                                                 
93 Trduction libre de « Effective assessment doesn't just happen. It emerges over time as an outcome of 
thoughtful planning, and in the spirit of continuous improvement, it evolves as a reflection on the 
processes of implementing and sustaining assessment, suggests modifications ». 
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de ces propositions où l’évaluation des apprentissages en tant que processus implique 
des étapes. Nous comparerons les différentes étapes des propositions retenues en fin de 
section, dans la figure 7. 
Tel que décrit par plusieurs auteurs, le concept d’assessment n’est pas 
tellement une recette de modalités à appliquer, mais plutôt une approche globale de 
l’évaluation qui cherche à mettre les apprentissages des étudiants en avant-plan plutôt 
qu’à se centrer sur les instruments.  
En 1990, dans la revue Change, Hutchings et Marchese rapportent les résultats 
de quatre ans de visite de campus américains à la recherche d’intervenants qui ont tenté 
et, pour certains, réussi ce changement. Leur article propose une perspective complète 
des questionnements des acteurs désirant initier ce changement, mais aussi des 
difficultés qu’ils ont rencontrées. Un des apports de ce texte est de démontrer que 
l’assessment est neutre, soit qu’il cherche à déterminer si les étudiants ont bien atteint 
les cibles des programmes de formation, mais qu’il s’adapte à la nature de ces cibles 
qui varie. Cela est d’autant plus évident que le concept d’assessment, qui s’applique 
principalement au contexte de l’évaluation en classe, date du début des années 80 et se 
répand sur les campus dans les années 90. Selon Hutchings et Marchese, en 1990, 82 % 
des collèges américains déclaraient avoir des activités liées à l’assessment94. Les 
inquiétudes sur la qualité de l’évaluation des apprentissages réalisée en classe 
conduisent même certains responsables à proposer d’autres façons de réaliser 
l’évaluation des étudiants, comme le montrent les propos de John Losak, doyen du 
Miami-Dade Community College :  
Les équipes de professeurs doivent rendre leur système d’évaluation 
beaucoup plus sophistiqué et rigoureux, sans quoi il y aura une 
                                                 
94 assessment activities underway dans la version originale. 
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augmentation de l’évaluation faite à l’extérieur des cours.95 (dans 
Hutchings et Marchese, 1990, p. 15) 
Quant aux chercheurs en éducation, Cizek (1996) présente une analogie entre 
la démarche d’évaluation et le processus de recherche scientifique afin de montrer 
comment l’évaluation peut être représentée comme une démarche. Pour chacun des 
éléments que l’on retrouve traditionnellement dans les articles scientifiques (contexte, 
objectifs, méthodes, résultats et discussions96), il lie des questions touchant à 
l’évaluation des apprentissages en contexte de classe. Le tableau 9, à la page suivante, 
présente quelques-unes de ces questions. 
À l’instar de Hutchings et Marchese, la démarche évaluative est également 
qualifiée de neutre par Laurier et al. (2005), puisqu’elle demeure la même, « quelle que 
soit l’approche pédagogique. » (p. 39) Nous montrons, dans les prochaines pages 
plusieurs propositions de démarches évaluatives en vue d’en proposer une dans le cadre 
du présent projet de recherche.  
  
                                                 
95 Traduction libre de Either faculty must become a great deal more sophisticated and rigorous in their 
system of evaluation, or evaluation by units external to the classroom will increase. 
96 Traduction libre de Background, Purpose, Methods, Results, Discussion. 
  107 
Tableau 9  
L’évaluation comme un design de recherche 
Contexte 
L’évaluation est-elle nécessaire? Quelle information sur les étudiants est recherchée? Quels 
bénéfices et conséquences néfastes pourraient survenir de l’évaluation, pour qui? L’information 
recherchée est-elle déjà recueillie d’une autre façon? Est-ce que l’évaluation prévue est 
redondante? 
Objectifs 
À quelle(s) question(s) précise(s) l’évaluation doit-elle répondre? Par exemple, la cible de 
l’évaluation est-elle d’accumuler de l’information sur l’organisation cognitive des étudiants (c’est-
à-dire l’apprentissage) ou d’obtenir des performances (c’est-à-dire des accomplissements)? Que 
fera-t-on avec l’information obtenue de l’évaluation? Par exemple, l’information servira-t-elle à 
améliorer la compréhension des étudiants, à aider à la planification des activités d’apprentissages 
pour l’évaluation ou à des besoins de reddition de compte? 
Méthodes 
Quels sont les méthodes ou les instruments de rechange disponibles pour obtenir l’information 
désirée? Si les instruments appropriés ne sont pas disponibles, peut-on les développer? Quels 
compromis peut-on faire en matière de temps, de cout, d’usage et autres entre les différentes 
options? Quelle méthode est la plus appropriée pour les objectifs de l’évaluation? Quelles sont les 
chances que la méthode retenue fournisse une information précise et appropriée? De quelles 
façons les sources de contaminations peuvent-elles être contrôlées ou diminuées? 
Résultats 
Quel est le niveau de qualité de l’information recueillie? Est-il suffisant pour prendre les décisions 
d’apprentissage, d’évaluation ou autres désirées? A-t-on accès à d’autres informations pour 
améliorer la crédibilité ou l’utilité de l’évaluation? De quelles façons les résultats devraient-ils 
être publiés pour être significatifs pour les publics visés (comme les parents, les étudiants, les 
enseignants, l’administration)? 
Discussion 
Comment est-ce que l’information tirée de l’évaluation doit être interprétée? Quelles sont les 
interprétations des résultats raisonnables et prudentes? Quelles interprétations sont circonspectes? 
Lesquelles sont indésirables?  
Y a-t-il des interprétations autres? Sont-elles crédibles et utiles? 
Quelles questions supplémentaires sur les apprentissages et les performances sont restées sans 
réponse? Y a-t-il des cibles importantes qui n’ont pas été évaluées? 
Cizek (1996) In Phye, G.D. Handbook of classroom assessment: Learning, adjustment and 
achievement. San Diego, CA: Academic Press. 
2.1 Cinq exemples de processus touchant à l’évaluation des apprentissages en 
classe 
Dans le contexte de cette recherche, nous proposons une démarche 
d’évaluation des apprentissages pour le postsecondaire. Pour l’établir, nous nous 
appuyons sur cinq propositions élaborées par des auteurs nord-américains: deux sont 
tirés d’ouvrages québécois et trois, d’ouvrages américains. Les cinq processus 
présentés sont ceux de Linn et Gronlund (2000), de Durand et Chouinard (2006 et 
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2012), de Suskie (2010), de Louis et Bernard (2004) et finalement de Calfee et Masuda 
(1996). La figure 7 (p. 111) reprend les différentes étapes de chacun en mettant côte à 
côte les étapes équivalentes. 
Linn et Gronlund (2000) dont l’ouvrage est abondamment cité (Black, 2004; 
Halonen et al., 2003) présentent l’évaluation comme un « large éventail de 
procédures »97 (p. 31) regroupées en deux principales étapes : (1) obtenir de 
l’information sur les performances des étudiants et (2) établir un jugement sur la valeur 
des processus d’apprentissage. Tel que nous l’avons mentionné précédemment, ces 
deux grandes étapes séparent deux étapes souvent confondues par les personnes 
enseignant en contexte postsecondaire98, soit la correction99 et l’évaluation. 
Un second processus est celui proposé par Durand et Chouinard (2006; 2012), 
qui divisent la démarche évaluative différemment. Il existe, pour eux, quatre moments 
importants dans la démarche100 : la planification globale, la planification spécifique, la 
réalisation des tâches par les élèves et la communication des décisions aux élèves.  
La planification globale s’élabore à partir de cinq éléments : (1) la 
planification (de la planification), (2) la planification de la prise d’information, (3) la 
planification de l’interprétation, (4) la planification du jugement et de la décision et (5) 
la planification de la communication des décisions. Ainsi, pour ces auteurs, l’évaluation 
est une succession d’étapes différentes liées par des allers-retours constants, comme 
l’illustre ci-dessous la figure 6.  
                                                 
97 Traduction libre de full range of procedures 
98 Revoir à cet effet la section 1.4.4 du chapitre 1 (p. 43) 
99 À partir d’ici, nous utiliserons le terme interprétation plutôt que correction dans la recherche. Ce terme 
est plus neutre, le terme correction faisant surtout référence à l’interprétation dans le paradigme 
traditionnel. 
100 Ces quatre moments sont abondamment expliqués dans l’ouvrage. Cependant, ils ne sont pas 
organisés formellement comme nous cherchons à le faire. 
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Figure 6 -  La démarche d’évaluation (Durand et Chouinard, 2006, 2012) 
Selon Durand et Chouinard (2012), il existe ainsi une première planification 
globale qui oblige la personne enseignante à comprendre comment les activités 
d’évaluation des apprentissages s’inscrivent dans un contexte qui influence ces 
activités. Par exemple, au primaire et au secondaire, l’enseignant doit d’abord tenir 
compte du PFÉQ (Gouvernement du Québec, 2001b; 2004) et de la Politique 
d’évaluation des apprentissages (Gouvernement du Québec, 2003) dans ses choix en 
matière d’évaluation. Ensuite, il doit suivre les cinq étapes décrites plus haut. La 
planification (1) « […] a pour but de circonscrire l’objet de l’évaluation, les données 
qui sont collectées, la façon de les interpréter ainsi que le jugement porté et la décision 
qui sera prise relativement aux apprentissages futurs. » (Durand et Chouinard, 2012, p. 
105). La prise d’information (2) consiste à accumuler de l’information sur l’élève de 
façon formelle ou informelle, et ce, dans différents contextes et de « multiples façons » 
(Ibid, p. 108). L’interprétation (3) s’effectue « en utilisant des moyens variés. Une fois 
l’information […] recueillie, elle est interprétée à l’aide de critères d’évaluation » (Ibid, 
p. 109). L’étape du jugement et de la décision (4) consiste, en utilisant le jugement 
professionnel et à l’aide de balises, à déterminer le niveau d’atteinte de l’élève « en 
cours ou en fin de cycle » (Ibid, p. 110). Finalement, hors de la boucle principale se 
trouve l’aspect de la communication des décisions (5), soit le fait de transmettre les 
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résultats à l’apprenant. Il est à noter que, dans la première version de l’ouvrage de 
Durand et Chouinard (2006), la communication des décisions n’était pas intégrée à la 
démarche évaluative, une absence qu’il est possible de constater facilement dans la 
figure 6. 
La proposition de Durand et Chouinard présente certaines similarités avec 
celle de Suskie (2010), qui comprend quatre éléments : (1) établir les cibles 
d’apprentissage, (2) offrir des opportunités d’apprentissage, (3) évaluer l’apprentissage 
des étudiants et (4) utiliser les résultats. L’une des principales similarités avec la 
proposition de Durand et Chouinard tient à la représentation avancée par Suskie sous 
la forme d’un cycle continu et non en une liste d’étapes linéaires. Cette idée de cycle 
continu est cohérente avec le concept de validation que nous présenterons 
ultérieurement. 
Une quatrième proposition de démarche est celle de Louis et Bernard (2004). 
Dans leur proposition en cinq étapes, laquelle n’a pas de nom autre que celui de 
« l’évaluation en classe », le processus débute par (1) une identification du but de 
l’évaluation et du type d’information à rechercher, suivie par (2) la collecte 
d’information, (3) l’interprétation de l’information, (4) le jugement de la justesse et de 
la pertinence de l’information et (5) la prise de décisions appropriées. 
Calfee et Masuda (1996) proposent une autre façon de réaliser l’évaluation, 
soit par un processus s’appuyant sur des questions aussi regroupées en cinq thèmes. 
D’abord, les questions se posent sur le contexte de l’évaluation, sur les buts, sur les 
méthodes, sur les résultats et, finalement, sur l’interprétation des résultats101. Cette 
approche par questions pour chacune des étapes s’apparente au processus de rédaction 
d’un article scientifique. 
 
                                                 
101 Traduction de background, purpose, methods, results et discussion. 
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Figure 7 -  Diverses propositions de processus d’évaluation des apprentissages 
 
  
  
Figure 8 -  Les étapes de la démarche d’évaluation des apprentissages retenue pour la présente recherche 
 2.2 La démarche d’évaluation retenue dans la présente recherche 
Partant des propositions précédentes, nous arrêtons notre choix sur les étapes 
du processus d’évaluation des apprentissages en contexte de classe applicables au cadre 
de notre étude et documentons chacune de ces étapes sur le plan théorique. La figure 
8, à la page précédente, illustre notre proposition finale de démarche d’évaluation en la 
comparant aux propositions vues à la sous-section précédente. Les différentes étapes 
du processus y sont numérotées, non pas dans l’optique de signifier une démarche 
purement linéaire, mais plutôt pour pouvoir s’y référer facilement : (1) l’identification 
des cibles d’apprentissages et des fonctions de l’évaluation des apprentissages, (2) la 
planification de l’évaluation, (3) la collecte de données, (4) l’interprétation, (5) le 
jugement de la justesse et de la pertinence des données, (6) la prise de décisions, (7) la 
communication des décisions et (8) l’amélioration continue. Pour la suite de ce 
chapitre, nous reprendrons chacune des étapes en décrivant la manière dont elle 
s’articule dans l’évaluation en contexte de classe au postsecondaire. Pour chacune 
d’elles, nous fournirons une explication détaillée et des indicateurs de sa réalisation 
selon les différents paradigmes susceptibles d’être mis en œuvre en enseignement 
supérieur. 
Avant de présenter les étapes de la démarche, il est nécessaire d’expliquer en 
quoi l’utilisation d’une démarche d’évaluation est un préalable à l’analyse des forces 
et des faiblesses de l’évaluation des apprentissages. Mislevy (2009) a référé à Toulmin 
(1958) afin de concrétiser cette idée. Du point de vue de Mislevy, l’évaluation des 
apprentissages doit s’appuyer sur des preuves et les inférences obtenues par la 
démarche d’évaluation doivent être appuyées par un argumentaire solide. 
La preuve dans un argumentaire est une série de revendications ou de 
propositions logiquement connectées qui sont appuyées par des 
données dans le cadre d’un mandat (Toulmin, 1958). Les 
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revendications en matière d’évaluation sont relatives à la compétence 
des élèves. (Mislevy, 2009, p. 97)102 
Mislevy propose donc de voir la démarche d’évaluation comme une chaine où le 
maillon le plus faible limite la qualité des inférences. À la figure 9, la schématisation 
de la proposition de Mislevy est reprise. Dans la chaine de Mislevy, une grande 
importance est accordée aux « mandats »103 (Mislevy, 2007, p. 464) qui décrivent la 
façon d’interpréter les données et les associations entre ces données ainsi que ce qui 
doit être évalué. Le schéma proposé par Mislevy est séparé en deux. Les preuves 
soutenant la conception de l’évaluation se trouvent dans la partie inférieure du schéma 
et celles soutenant l’utilisation de l’évaluation, dans la partie supérieure. Ce schéma 
indique les différents moments où des preuves doivent être recueillies afin de soutenir 
les inférences faites à partir de l’évaluation. Pour suivre la chaine, il faut la débuter par 
le bas en mettant l’étudiant devant une tâche d’évaluation (assessment situation). 
Lorsque l’étudiant réalise cette tâche, on recueille des données sur sa performance, 
mais aussi sur la tâche. Ces données sont importantes pour faire une déclaration (claim) 
sur le niveau de l’étudiant, mais elles ne sont pas suffisantes. En effet, d’autres 
informations sur l’étudiant vis-à-vis de la tâche d’évaluation et aussi des appuis 
(backing) sur la tâche elle-même sont nécessaires pour démontrer la capacité de la 
situation à remplir son mandat. 
Pour Mislevy, ces preuves amassées ne sont pas suffisantes. Il est aussi 
nécessaire de démontrer que l’utilisation de la tâche est appropriée en documentant les 
utilisations prévues ou passées et d’autres informations sur l’étudiant vis-à-vis de la 
situation. Si l’on documente tous ces aspects, il est alors possible d’utiliser la 
                                                 
102 Traduction libre de « An evidentiary argument is a serie of logically connected claims or propositions 
that are supported by data by means of warrants (Toulmin, 1958). The claims in assessment arguments 
concern aspects of students’ proficiency ». 
103 Traduction libre de « warrants ». 
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déclaration sur l’étudiant dans la tâche. Cette idée de chaine n’est pas nouvelle et elle 
s’inscrit dans la continuité de ce Crooks, Kane et Cohen écrivaient en 1996 : 
Le modèle de la chaine suggère que la validité est limitée par son 
maillon le plus faible et les efforts pour rendre les autres maillons 
particulièrement solides peuvent être un gaspillage ou même 
entrainer des dommages. Le modèle de la chaine et la liste des 
menaces se sont de plus avérés utiles lors de la planification de 
l’évaluation104 (p. 265). 
Dans une démarche évaluative, il est donc nécessaire d’accumuler les preuves 
soutenant les inférences incluant celles qui montrent des maillons plus faibles. Ce 
processus s’appelle la validation. Dans la prochaine section, nous fournirons une 
explication exhaustive de son importance et de sa place dans l’évaluation des 
apprentissages. 
 
                                                 
104 Traduction libre de « The chain model suggests that validity is limited by the weakest link, and that 
efforts to make other links particularly strong may be wasteful or even harmful. The chain model and 
list of threats is also shown to be valuable when planning assessments ». 
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Figure 9 -  Schématisation de Mislevy (2007, p. 465) sur la chaine de preuves 
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3. 
Les écrits scientifiques sur le concept de mesure montrent l’importance 
indiscutable de la validité et de la validation des instruments. Selon les époques et en 
fonction de l’arrivée de nouvelles approches en sciences de l’éducation, ce concept a 
subi des changements importants. Nous retiendrons de ces multiples écrits le concept 
de validation qui, concrètement, s’articule à l’aide de la chaine de Mislevy (2007). 
Nous traiterons aussi des conséquences de l’évaluation, lesquelles ne sont pas toujours 
intégrées à la validité, mais qui le sont dans le cas de la conceptualisation de Kane 
(2006). 
3.1 La validation 
La validation est un processus continu qui permet d’accumuler des preuves 
(evidence) de validité. L’évaluation est une chaine où le niveau de validité est 
déterminé par le plus faible de ses maillons. Ainsi, il est primordial de toujours chercher 
à documenter et à améliorer cette chaine. Or, il existe de nombreuses façons de regarder 
la qualité d’une démarche d’évaluation des apprentissages dans l’intention de réunir 
une documentation. Kane (2006) présente deux usages différents de la validation, ce 
qui constitue, selon lui, une source de confusion : 
Le terme « validation » et, dans une moindre mesure, le terme 
« validité » tendent à avoir deux sens distincts, mais proches lors de 
discussions sur la mesure. Dans son premier sens, « validation » 
implique l’accumulation de preuves qui appuient l’interprétation et 
l’utilisation proposées; dans ce sens, « valider une interprétation et 
une utilisation » signifie démontrer qu’elles sont justifiées. Dans le 
second sens, « validation » est associée à l’évaluation de l’étendue 
jusqu’à laquelle les interprétations et les usages proposés sont 
plausibles et appropriés. Dans ce sens, « valider une interprétation et 
une utilisation » consiste à évaluer la plausibilité générale. Le 
premier sens implique un rôle de défenseur, dans l’établissement 
d’un dossier appuyant la validité pour l’utilisation proposée. Le 
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second usage implique un regard plus ou moins objectif des preuves, 
qu’elles appuient ou non l’utilisation proposée105 (Kane, 2006, p.17). 
Kane propose de ne garder, dans le cadre d’une discussion sur la validité, que 
le second usage, soit celui qui décrit la validation comme un regard « critique » sur 
notre capacité à utiliser les jugements issus du processus d’évaluation en tenant compte, 
entre autres, de l’utilisation prévue. La prochaine sous-section présentera la proposition 
de Kane souvent appelée « la validité de preuves ». 
3.2 La validité de preuves et la validation 
La discussion sur la conceptualisation de la validation et de la validité est vive 
dans le monde de l’évaluation. L’ouvrage de Lissitz (2009) montre cette effervescence 
en présentant côte à côte des tenants de la proposition de Kane et des opposants à cette 
proposition. Il confronte ainsi les visions les plus « courantes »106 de Kane, Mislevy et 
Sireci à des postures « divergentes »107 présentées notamment par Borsboom et al. 
(2009). Malgré ces oppositions, la proposition la plus courante a été retenue comme 
base conceptuelle de la présente recherche en raison de son applicabilité dans le 
contexte de la classe. Les principales objections sont présentées à l’annexe 4. 
Il est difficile de comprendre la proposition de Kane sur la validation sans 
référer à celle de Messick (1989, 1995), qui a mis de l’avant l’importance des preuves 
                                                 
105 Traduction libre de « The term "validation" and to a lesser extent the term "validity" tend to have two 
distinct but closely related usages in discussions of measurement. In the first usage, "validation" involves 
the development of evidence to support the proposed interpretations and uses; in this usage, "to validate 
an interpretation or use" is to show that it is justified. In the second usage, "validation" is associated with 
an evaluation of the extent to which the proposed interpretations and uses are plausible and appropriate. 
In this sense, "to validate an interpretation or use" is to evaluate its overall plausibility. The first usage 
implies an advocacy role, in the building of a case for the validity of a proposed interpretation. The 
second usage implies a more-or-less objective appraisal of the evidence, pro and con ». 
106 Traduction libre de « mainstream ». 
107 Traduction libre de « divergent ». 
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lors du processus de validation, une idée sur laquelle Kane a par la suite mis l’accent 
dans la 4e édition d’Educational Measurement (2006). En effet, selon Messick, 
il est important de noter que la validité est une question de degré, pas 
d’absolu. Par ailleurs, au fil du temps, la preuve de l’existence de la 
validité s’accroit (ou diminue) lors de nouvelles découvertes, et les 
projections des éventuelles conséquences sociales des tests se 
modifient par l’analyse des conséquences réelles et la modification 
des conditions sociales. Inévitablement, alors, la validité est une 
propriété dynamique, et la validation est un processus continu. Parce 
que la preuve est toujours incomplète, la validation est 
essentiellement une question de monter le dossier le plus raisonnable 
afin de guider à la fois l’utilisation actuelle de l’épreuve et de faire 
avancer la compréhension de la signification des résultats par la 
recherche. (1989, p. 13)108  
Cette idée de « preuves »109 est donc au centre de la proposition de la validité de Kane 
– souvent appelée « validité de preuves »110 – qui souligne l’importance de bien 
connaitre les éléments appuyant les jugements et les différentes utilisations de ces 
jugements : 
Valider une interprétation proposée ou une utilisation des scores d’un 
test, c’est évaluer la justification de cette interprétation ou de cette 
utilisation. Les preuves nécessaires à la validation dépendent 
nécessairement des prétentions données. Par conséquent, la 
                                                 
108 Traduction libre de « It is important to note that validity is a matter of degree, not all or none. 
Furthermore, over time, the existing validity evidence becomes enhanced (or contravened) by new 
findings, and projections of potential social consequences of testing become transformed by evidence of 
actual consequences and by changing social conditions. Inevitably, then, validity is an evolving property 
and validation is a continuing process. Because evidence is always incomplete, validation is essentially 
a matter of making the most reasonable case to guide both current use of the test and current research to 
advance understanding of what the test scores mean. » 
109 Traduction libre du terme « evidence »utilisé par Messick (1995) et Kane (2006a). 
110 Traduction libre de « argument validity ». 
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validation nécessite un énoncé clair des interprétations et des 
utilisations proposées.111 (Kane, 2006, p. 23) 
Pour Kane, cela est l’aboutissement d’un cheminement de presque vingt ans sur 
l’utilisation de preuves dans la démonstration de la validité. En 1999, Kane, Crooks et 
Cohen expliquent que, pour faire cette démonstration lors d’évaluations de 
performance demandant aux élèves de réaliser des tâches en dehors du cadre de tests 
traditionnels, il faut regarder la somme des preuves démontrant que les interprétations 
obtenues sont appropriées et faire de même pour les preuves qu’elles ne le sont pas. 
Dans ce même texte, les auteurs expliquent que leurs efforts sont nécessaires pour 
rendre la validité adaptée à ces nouvelles formes d’évaluation des apprentissages, 
puisqu’il est difficile de dresser un portrait clair de leur valeur, compte tenu des 
nombreuses oppositions entre les chercheurs. Pour eux,  
il existe une certaine tendance à mettre de l’avant les avantages de 
l’évaluation de performance tout en minimisant les problèmes 
possibles et, pour les critiques de l’évaluation de performance, de se 
centrer sur les problèmes plutôt que sur les avantages.112 (Kane, 
Crooks et Cohen, 1999, p. 6) 
La figure 10, à la page suivante, montre les liens que Kane établit entre les différents 
concepts que sous-tend celui de validité. 
                                                 
111 Traduction libre de « To validate a proposed interpretation or use of test scores is to evaluate the 
rationale for this interpretation or use. The evidence needed for validation necessarily depends on the 
claims being made. Therefore, validation requires a clear statement of the proposed interpretations and 
uses. » 
112 Traduction libre de « there has been some tendency for advocates of performance assessment to 
emphasize their advantages while downplaying the potential problems and for the critics of performance 
testing to focus on the problems rather than the advantages. » 
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Figure 10 -  Représentation schématique du modèle de la validité de Kane 
 
Kane, comme Messick (1989, 1995) ou Cronbach (1955), met ainsi de l’avant 
que l’évaluation de performance113 est un tout que l’on ne doit pas traiter par parcelles. 
Vue ainsi, la validité doit se concevoir comme un tout complexe, mais cohérent, bien 
qu’elle possède des aspects ou des facettes. 
Les interprétations et utilisations proposées peuvent être précisées en 
détail en posant le réseau d’inférences et d’hypothèses qui mène, 
partant de la performance au test, aux conclusions à tirer et à toutes 
les décisions basées sur ces conclusions (Crooks, Kane et Cohen, 
1996; Kane, 1992; Shepard, 1993). L’édition la plus récente de 
Standards (AERA et al., 1999) a adopté une approche similaire, 
                                                 
113 Constatons que le vocabulaire utilisé varie d’une source à l’autre. Kane (2006a) réfère au test 
performance et Standards, au test score. Il faudra attendre la prochaine version de Standards (et la partie 
sur la validité rédigée par Kane) pour voir la tendance ou non à l’emploi d’un lexique plus uniforme.  
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suggérant que la « validité commence logiquement avec une 
déclaration explicite de l’interprétation proposée des scores aux tests 
accompagnés d’une justification de la pertinence de l’interprétation 
pour l’utilisation proposée » (p. 9).114 (Kane, 2006, p. 22) 
Cependant, Kane propose deux types d’arguments différents – ceux servant à 
l’interprétation115 et ceux de validité116 – afin d’amasser les preuves de validité 
requises : 
 « L’argument d’interprétation » spécifie les interprétations 
proposées et utilise des résultats de tests en détaillant le réseau 
d’inférences et d’hypothèses menant des performances observées aux 
conclusions et aux décisions appuyées sur les performances. 
« L’argument de validité » fournit une évaluation de l’argument 
d’interprétation (Cronbach, 1988). Prétendre que l’interprétation ou 
l’utilisation proposée est valide revient à prétendre que l’argument 
d’interprétation est cohérent, que ses conclusions sont raisonnables 
et que ses hypothèses sont plausibles. L’analyse « devrait montrer 
clairement, le mieux possible et avec conviction la construction de la 
réalité et les poids implicites d’un test et de son application » 
(Cronbach, 1988, p. 5).117 (Kane, 2006, p. 23) 
                                                 
114 Traduction libre de The proposed interpretations and uses can be specified in detail by laying out the 
network of inferences and assumptions leading from the test performances to the conclusions to be drawn 
and to any decisions based on these conclusions (Crooks, Kane, & Cohen, 1996; Kane, 1992; Shepard, 
1993). The most recent edition of the Standards (AERA et al., 1999) has adopted a similar approach, 
suggesting that, "Validity logically begins with an explicit statement of the proposed interpretation of 
test scores along with a rationale for the relevance of the interpretation to the proposed use" (p. 9). 
115 Traduction libre de interpretive argument 
116 Traduction libre de validity argument 
117 Traduction libre de Validation employs two kinds of argument. An ‘interpretive argument’ specifies 
the proposed interpretations and uses of test results by laying out the network of inferences and 
assumptions leading from the observed performances to the conclusions and decisions based on the 
performances. The ‘validity argument’ provides an evaluation of the interpretive argument (Cronbach, 
1988). To claim that a proposed interpretation or use is valid is to claim that the interpretive argument 
is coherent, that its inferences are reasonable, and that its assumptions are plausible. The analysis 
"should make clear, and to the extent possible, persuasive the construction of reality and the value 
weightings implicit in a test and its application" (Cronbach, 1988, p. 5). 
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Bien que Kane décrive la validité comme un concept unitaire, il suggère, à 
l’instar de Messick (1989), de séparer celle-ci selon différents aspects, à savoir 
l’interprétation (A1), la généralisation (A2), l’extrapolation (A3) et l’implication (A4). 
Ces quatre aspects sont décrits ci-dessous.  
3.2.1 Interprétation : de l’observation d’une performance à sa notation (A1) 
Kane écrit qu’il faut que l’on ait établi une règle de notation118 appropriée 
(A1.1) pour passer de l’observation d’une performance à l’obtention de son score. Cela 
n’est toutefois pas suffisant : l’existence d’une telle règle ne permet pas de confirmer 
que son utilisation soit dans les normes (A1.2) ni que les personnes responsables de 
son application agissent de façon professionnelle. Au postsecondaire, lors de tâches 
d’évaluation, nous avons déjà expliqué qu’il n’est pas rare que la correction soit faite 
par des auxiliaires d’enseignement peu formés et peu au fait des objectifs des tâches 
d’évaluation. Par conséquent, se pose la question de l’application correcte de la règle 
de notation. En plus des preuves sur cette règle et sur son application, il faut documenter 
les biais possibles dans la notation (A1.3) et l’adéquation entre les données et les 
modèles de mesures sous-tendant la tâche d’évaluation (A1.4). En ce qui a trait à la 
question des modèles de mesure, des détails se trouvent en annexes 5 et 6 de la présente 
recherche. 
3.2.2 Généralisation : de la notation observée à la notation globale (A2) 
Le second aspect pour lequel on doit accumuler des preuves est celui de la 
généralisation, opération par laquelle l’évaluateur cherche à démontrer que ses tâches 
d’évaluation permettent de porter des jugements exprimés par le moyen des termes 
« réussite » ou « échec » et de parler de l’habileté du candidat dans le domaine visé. 
Cela comprend des preuves telles qu’un « échantillon des observations représentatif de 
l’univers de généralisation (A2.1) » (Kane, 2006, p. 24) et un nombre d’observations 
assez grand pour déterminer si les résultats obtenus sont représentatifs du niveau du 
                                                 
118 Traduction libre de scoring rule. 
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candidat ou si ce sont des artéfacts (A2.2). L’échantillon des observations doit alors 
être suffisamment grand pour identifier les erreurs sporadiques. 
3.2.3 Extrapolation : de la notation globale à la notation recherchée (A3) 
D’après Kane (2006), l’extrapolation doit permettre de passer de la notation 
globale à la notation dans le domaine visé par l’évaluation. Spécifiquement lors de 
l’évaluation de traits, Kane explique ce qu’est l’extrapolation : 
[à] partir de l’univers de généralisation vers le domaine ciblé, [elle] 
étend l’interprétation du score univers vers le score ciblé. L’inférence 
par extrapolation suppose que le score univers est lié (de manière 
rationnelle et/ou empirique) au score cible, et que l’extrapolation est 
relativement exempte d’erreurs systématiques et aléatoires. Encore 
une fois, le score ne change pas, mais l’interprétation de ce score est 
étendue de l’univers de généralisation au domaine cible.119 (Kane, 
2006, p. 34) 
Ainsi, l’extrapolation comporte deux éléments : le lien entre la notation 
globale et la notation recherchée (A3.1) et l’absence d’erreurs systématiques pouvant 
réduire la qualité de l’extrapolation (A3.2). 
3.2.4 Implication : de la notation recherchée à la description verbale (A4) 
L’un des aspects importants de la conceptualisation de la validité de Messick 
(1989, 1995) réside dans les utilisations prévues des résultats de l’évaluation : elles 
doivent être explicitées et documentées lors de la démarche de validation. La 
conceptualisation de Kane (2006) va dans le même sens. Selon cet auteur également, 
                                                 
119 Traduction libre de Extrapolation from the universe of generalization to the target domain extends 
the interpretation from the universe score to the target score. The extrapolation inference assumes that 
the universe score is related (rationally and/or empirically) to the target score and that the extrapolation 
is relatively free of systematic and random error. Again, the score does not change, but the interpretation 
of the score is extended from the universe of generalization to the target domain.  
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les implications associées au trait sont appropriées120 (A4.1121), ce qui signifie que les 
utilisations sont prévues et qu’elles demeurent dans les limites de ce qui est permis. 
Les propriétés du score observé doivent enfin supporter les implications associées à 
l’étiquette du trait (A4.2) afin que les jugements soient faits dans les limites permises. 
3.3 Application de la proposition de Kane 
Le chapitre d’Educational Measurement présentant le modèle de Kane (2006) 
n’est pas intitulé Validité, mais bien Validation. Cela appuie la vision de Kane, à savoir 
que la validité est un processus dynamique. D’ailleurs, selon Sireci (2009), le modèle 
de Kane n’est pas tant une nouvelle conceptualisation de la validité qu’une « approche 
au problème concret de la validation 122» (Sireci, p. 31). C’est pourquoi les critiques et 
les objections sur ce modèle rejoignent souvent les critiques sur la proposition 
antérieure de Messick (1989). Or, dans la période précédant la proposition de Messick, 
l’utilisation d’outils mathématiques et probabilistes était très répandue. La proposition 
de Kane a modifié un peu cet usage, sans toutefois occulter complètement le recours à 
ces outils: elle pose simplement un regard plus large sur la validité. C’est pourquoi 
Sireci (2009), souhaitant répondre à ce changement, écrit : 
La science de la mesure en éducation et en psychologie est trop 
complexe pour se résumer à un seul test statistique ou à une 
procédure semblable à celle d’un livre de recettes pour déterminer 
quand des preuves suffisantes appuyant la validité sont accumulées. 
(p. 31)123 
                                                 
120 Traduction libre de appropriate. 
121 Les codes réfèrent au texte de Kane (2006) qui numérote ainsi les différentes étapes du processus de 
validation. 
122 Traduction libre de an approach to the problem of practical validation. 
123 Traduction libre de The science of educational and psychological measurement is too complex to boil 
down to a single statistical test or cookbook-like procedure for determining when sufficient validity 
evidence is obtained. 
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Du point de vue de Sireci (2009), il n’y a pas de certitude quant à la définition 
de la validité, comme c’est le cas pour tout concept scientifique, mais il est possible de 
poser la question de la valeur en cour de justice des preuves accumulées : « Si 
l’utilisation de ce test dans le même but que celui que je vise en l’utilisant était 
contestée devant les tribunaux, aurais-je suffisamment de preuves pour convaincre le 
juge ou le jury et gagner le procès? » (p. 31)124. 
Concrètement, d’où viennent ces preuves à accumuler? Sireci (2009) reprend 
de l’ouvrage de référence Standards (APA, 1999) « cinq sources de preuve de 
validité »125 (p. 11) dans le cadre d’une vision unifiée de la validité, à savoir « (a) le 
contenu du test, (b) les procédés de réponse, (c) la structure interne, (d) les relations à 
d’autres variables et (e) les conséquences des tests »126 (Sireci, 2009, p. 30). Ces 
sources de preuve de validité seront ultérieurement mises de l’avant également par 
Downing (2003) dans Medical Education. Cet auteur ajoute un élément à ces sources 
de preuve : l’importance de tenir compte des enjeux de la tâche à réaliser par les 
candidats. En effet, si les enjeux sont importants, l’accumulation de preuves doit être 
alors plus exhaustive et continuellement révisée. 
Crooks et Kane affirmaient aussi que, si les inférences sont bien identifiées, 
« leur plausibilité peut être examinée par la logique et des moyens empiriques, et que 
leur importance peut alors être débattue »127 (Crooks, Kane et Cohen, 1996). Enfin, 
publié entre celui de Messick et celui écrit plus tard par Kane seulement, le texte de 
Crooks et Kane proposait, à ce moment, huit maillons à la chaine: administration, 
correction, agrégation, généralisation, extrapolation, évaluation, décision et impact. 
                                                 
124 Traduction libre de If the use of this test for the purpose I am using it for were challenged in court, 
do I have sufficient evidence to persuade the judge or jury and win the case? 
125 Traduction libre de five sources of validity evidence. 
126 Traduction libre de the five sources of validity evidence are evidence based on (a) test content, (b) 
response processes, (c) internal structure, (d) relations to other variables, and (e) consequences of 
testing. 
127 Traduction libre de If these inferences and assumptions can be identified, their plausibility can be 
examined by logical and empirical means, and their importance can be debated. 
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Chacun de ces maillons est résumé dans le tableau 10, à la page suivante, et est 
accompagné d’une courte note et d’une liste des écueils à surveiller.  
 
Tableau 10  
Éléments du modèle de la chaine selon Crooks, Kane et Cohen (1996) 
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De ce modèle, nous retenons que chaque maillon doit être questionné et étudié afin de 
déterminer les plus et les moins résistants, rejoignant ainsi la posture de Crooks et al. 
(1996) qui affirment qu’en 
[u]tilisant le modèle de la chaine pour évaluer les menaces à la 
validité d’un processus d’évaluation, […] [c]ertaines menaces 
peuvent être examinées en utilisant des techniques quantitatives et 
elles sont alors assez directes à étudier, menant à la tentation de ne 
s’intéresser qu’à ces maillons tout en ignorant les autres maillons plus 
difficiles à étudier. Il n’y a, cependant, rien à gagner à rendre certains 
maillons particulièrement forts, à moins que le maillon le plus faible 
puisse aussi être renforcé.128 (p. 265) 
Certes, le modèle de la chaine diffère du processus d’évaluation des apprentissages 
présenté à la section 2.2 (p. 113), mais les maillons de la chaine de Mislevy sont repris 
dans les étapes du processus. Dans la prochaine section, nous présenterons en détail les 
étapes de ce processus.
4. 
À la lumière de la proposition de démarche d’évaluation que nous avons faite 
dans la figure 8 (p. 112), la première étape est l’identification des cibles de formation 
et du rôle de l’évaluation des apprentissages. Cette première étape n’est pas seulement 
liée à l’évaluation des apprentissages; elle est aussi nécessaire pour planifier l’ensemble 
des activités d’apprentissage, comme le contenu des séances et les activités proposées 
aux étudiants. Cette étape est toutefois une pierre d’assise importante afin de réaliser 
l’évaluation des apprentissages, d’où notre choix de l’inclure dans le processus 
d’évaluation des apprentissages. En plus d’établir les cibles de formation, cette étape 
                                                 
128 Traduction libre de By using a chain model for evaluating threats to the validity of an assessment, we 
are emphasizing that validity is constrained by the strength of the weakest of the eight links in the validity 
chain. Some threats can be examined using quantitative techniques and thus are somewhat more 
straightforward to study, leading to a temptation to focus on strengthening these links while ignoring 
other links that are more difficult to study. There is, however, nothing to be gained from ensuring that 
some links are particularly strong unless the weakest link can also be strengthened. 
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comprend l’identification de la ou des fonctions de l’évaluation des apprentissages dans 
l’activité pédagogique. 
Au départ, la personne enseignante doit expliciter les cibles visées par 
l’activité pédagogique dont elle est responsable. Certaines cibles sont choisies par le 
programme de formation selon le cheminement prévu des étudiants, mais en contexte 
universitaire, le professeur ou le chargé de cours a souvent une certaine liberté pour 
définir plus précisément ces cibles ou en ajouter.  
Certaines cibles touchent de très près le sujet du cours, alors que d’autres 
touchent l’ensemble des activités du programme (comme la qualité de la langue écrite 
dans plusieurs programmes universitaires québécois). L’inventaire des cibles devrait 
aussi inclure, dès le départ, les cibles du curriculum caché, c’est-à-dire les cibles non 
écrites et non explicites qui influent non seulement sur les performances des étudiants, 
mais aussi sur leur travail d’apprenants (Snyder, 1971).  
Une fois les cibles explicitées, la personne enseignante doit identifier le ou les 
fonctions de l’évaluation des apprentissages dans l’activité pédagogique dont elle est 
responsable. Il existe plusieurs propositions de rôles et de fonctions que nous 
aborderons à la sous-section 4.2.
4.1 Justification de la présence de l’étape 1 
La proposition de Suskie (2010) contient formellement une étape 
« d’établissement des cibles d’apprentissage », une partie de l’étape 1 de notre 
proposition. En complément, la proposition de Louis et Bernard (2004) comprend une 
étape « d’identification du but de l’évaluation et du type de données à rechercher ». Cet 
aspect est divisé en deux éléments distincts par Calfee et Masuda (1996) : 
« questionnement sur le contexte de l’évaluation » et « questionnement sur le but de 
l’évaluation ». Ces deux derniers éléments mis ensemble présentent une certaine 
similitude avec l’étape proposée ici. 
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Durand et Chouinard (2006, 2012) incluent dans cette phase les éléments 
associés à la planification globale, préalable aux autres étapes de leur démarche (figure 
6, p. 109). Dans leur proposition, visant plus spécifiquement l’enseignement primaire 
et secondaire, les cibles sont encadrées par les programmes et les politiques en vigueur 
provenant du MELS129, des commissions scolaires et des écoles. Nous verrons à présent 
comment les cibles sont déterminées en milieu universitaire.  
4.1.1 Éléments de pratiques associés à l’étape 1 de la démarche dans le paradigme 
traditionnel 
Dans le chapitre 1 (sous-section 1.4.2, p. 51), nous avons souligné que le plan 
de cours (ou syllabus) est le principal document encadrant le déroulement d’une activité 
pédagogique dans les écoles et les facultés au Québec. Ce plan de cours décrit, entre 
autres, de façon formelle, les cibles de formation et parfois les cibles de l’évaluation. 
Au postsecondaire, contrairement au primaire et au secondaire, une certaine latitude 
est laissée aux directions de programmes et aux personnes enseignantes dans la 
détermination de ces cibles. Il n’existe pas d’obligation pour que les programmes 
adoptent les mêmes cibles ou des cibles de même nature. Il arrive que deux 
programmes d’une même faculté aient des cibles s’inscrivant dans des paradigmes 
différents. On peut donc imaginer l’écart entre deux programmes offerts par des 
institutions différentes. Il arrive également que certaines cibles de formation ne soient 
pas explicites, voire absentes du plan de cours, parce qu’elles sont partagées par toutes 
les activités du programme ou parce qu’elles font partie du curriculum caché. 
Selon le paradigme sous-tendant chaque programme de formation, la nature 
des cibles varie énormément, d’où l’importance d’en présenter les similitudes et les 
différences. Dans la présente section, nous décrivons ainsi les caractéristiques de cette 
étape pour chacun des trois paradigmes présentés à la sous-section 1.3 (p. 91), à savoir 
le paradigme traditionnel, le paradigme centré sur l’apprenant et l’approche par 
                                                 
129 En février 2015, le MELS devient le ministère de l’Éducation, de l’Enseignement supérieur et de la 
Recherche (MEESR).  
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compétences. Lorsque cela s’avère pertinent, nous ajoutons aussi les caractéristiques 
associées aux deux courants vus précédemment : l’évaluation authentique et 
l’approche-programme.  
Dans le paradigme traditionnel, chaque activité pédagogique (souvent des 
cours organisés autour de l’exposé magistral) doit exposer les étudiants à un certain 
nombre de connaissances. Pour Huba et Freed (2000), cela entraine deux limites. 
D’abord, il existe un manque de clarté sur les cibles à atteindre pour les étudiants. Les 
activités d’enseignement et d’évaluation sont complètement séparées (dans le temps, 
mais aussi dans les contenus) et les étudiants doivent en quelque sorte deviner ce qui 
est important en vue de réussir les tâches d’évaluation. Ensuite, les chercheuses mettent 
en évidence le fait que ces cibles sont souvent complètement détachées de cas ou de 
problèmes concrets, ce qui réduit la capacité des apprenants à les mobiliser dans des 
situations analogues à leur réalité professionnelle. En réponse à cela, Novak (1998) 
argue que, dans un tel paradigme, comme les connaissances doivent être d’abord 
apprises avant d’être mobilisées, l’utilisation de tests portant principalement sur 
l’acquisition est, par conséquent, cohérente. 
D’après Huba et Freed (2000) et Tardif (2006), l’importance de l’aspect 
disciplinaire dans un paradigme traditionnel constitue une autre caractéristique des 
cibles de formation et d’évaluation. Selon cette logique où les cibles sont découpées en 
fonction des domaines de la connaissance, la personne enseignante responsable d’une 
activité, par exemple, en français, ne se préoccupe que de critères touchant à la qualité 
de la langue et à l’écriture, et ce, même si le contenu du texte remis par l’étudiant porte 
sur un sujet scientifique. Selon Huba et Freed (2000) et Tardif (2006), ce type de 
séparation réduit les tâches proposées aux étudiants à des versions peu complexes et 
peu concrètes, puisque la réalité professionnelle ne respecte pas ce découpage. 
Selon plusieurs auteurs (Prégent et al., 2009; Tardif, 2006), il existe peu de 
liens entre les activités dans les programmes s’inscrivant dans un paradigme 
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traditionnel, mais il existe aussi peu de liens entre les différentes connaissances à 
l’intérieur d’une même activité pédagogique. Cela explique peut-être le fait que « les 
professeurs ne se sentent pas soudés autour d’une même vision collective » (Prégent et 
al., 2009, p. 4) et que chacun choisit les cibles spécifiques après avoir reçu « d’en haut » 
(Ibid.) des objectifs très ouverts. Selon la personne enseignante, les cibles réelles 
peuvent donc être de niveau et de nombre variables. Différentes de – et souvent 
opposées à – la nature des cibles établies dans un paradigme traditionnel, les cibles 
déterminées dans un paradigme centré sur l’apprenant tablent sur le développement des 
savoirs permettant de résoudre des problèmes et des enjeux tirés de contextes réalistes 
(Huba et Freed, 2000). Selon cette perspective, les cibles de formation sont toujours 
contextualisées et dépassent les frontières strictes des disciplines. 
4.1.2 Éléments de pratiques associés à l’étape 1 de la démarche dans le paradigme 
centré sur l’apprenant 
Pour Huba et Freed (Ibid.), l’une des différences majeures entre les cibles 
d’apprentissage et d’évaluation du paradigme traditionnel et celles du paradigme centré 
sur l’apprenant est que ces dernières sont communes et explicitées aux étudiants. Ainsi, 
ces cibles doivent être partagées par tous les intervenants des programmes, de la 
direction jusqu’aux techniciens dans les laboratoires, afin de minimiser la présence 
d’un curriculum caché. Dans le paradigme centré sur l’apprenant, les cibles à atteindre 
ne sont pas à découvrir : elles sont connues et partagées par tous. 
Dans le cas de l’apprentissage centré sur l’apprenant, Huba et Freed (2000, 
p. 5) soulignent que la personne enseignante, laquelle agit à titre d’entraineur, apprend 
elle aussi lors de la réalisation des activités proposées. Elle ne doit pas juger la 
conformité des solutions présentées et des solutions attendues, mais plutôt déterminer 
les caractéristiques de bonnes solutions et, ensuite, évaluer la valeur des solutions des 
apprenants. De plus, en reprenant l’approche de l’évaluation authentique, Huba et 
Freed posent que les cibles visent l’atteinte chez les étudiants de capacités analogues à 
celles des professionnels, ce qui signifie des capacités utiles dans les différents profils 
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de sortie des étudiants des programmes de formation universitaire. L’une des 
responsabilités des professeurs et des chargés de cours est de moduler la complexité et 
la difficulté des apprentissages selon le niveau des apprenants, sans jamais se résoudre 
toutefois à les exposer à des connaissances complètement décontextualisées. 
À l’instar du paradigme centré sur l’apprenant, l’approche-programme 
propose des cibles partagées par tous et dépassant les limites des cours. Cela offre une 
cohérence entre les attentes des différents cours et favorise l’apprentissage des 
étudiants (Huba et Freed, 2000). L’expression « Assessment Plan » est utilisée pour 
décrire les caractéristiques d’un tel plan, lesquelles se résument à : 
Mettre l’accent sur l’amélioration plutôt que sur la reddition de 
comptes.  
Conceptualiser l’évaluation en fonction de la mission de l’institution. 
Identifier les meneurs et les parties responsables. 
Clarifier le rôle de l’institution, des [établissements], des 
départements et des programmes. 
Spécifier un échéancier pour atteindre les objectifs suivants : 
 Établir des énoncés des apprentissages voulus, tant pour les 
programmes de premier cycle que pour les programmes de 
cycles supérieurs. 
 Présenter une matrice liant les apprentissages voulus et les 
cours/expériences où ces apprentissages doivent être réalisés. 
 Identifier les mesures à utiliser pour évaluer chacun des 
apprentissages. 
 Décider qui utilisera les résultats et pour quelles fonctions. 
 Recueillir, analyser, interpréter et utiliser les données en vue 
d’améliorer le programme. 
 Établir des boucles de rétroaction pour les principales parties 
prenantes. 
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 Évaluer le programme d’évaluation en tenant compte des 
Principes de bonne pratique pour évaluer les apprentissages 
des étudiants de l’AAHE. 
(Huba et Freed, 2000, p. 87) 130 
Ainsi, le paradigme centré sur l’apprenant s’appuie sur des caractéristiques de 
l’approche-programme et présente ainsi une incompatibilité avec des programmes dont 
les pratiques sont associées au paradigme traditionnel. Prégent et al. (2009) relèvent 
dans ces pratiques une « vision individualiste de l’enseignement » et un « partage 
fragmenté des responsabilités » (p. 4). Toutefois, l’approche-programme peut 
s’appliquer à des programmes ayant des cibles de différentes natures, puisque c’est un 
courant s’intéressant surtout aux liens entre les activités pédagogiques et l’organisation 
des programmes. Bien qu’un programme pourrait choisir de proposer des cibles de 
formation rattachées à des connaissances peu complexes, lesquelles étant tout de même 
organisées selon une logique programme forte, ce choix théoriquement possible n’est 
pas celui que privilégient Huba et Freed (2000) ou Prégent et al. (2009). En effet, les 
chercheurs considèrent qu’une approche-programme ne peut se réaliser qu’avec des 
cibles de formation complexes et authentiques.  
  
                                                 
130 Traduction libre de  
 Emphasize improvement rather than accountability. 
 Conceptualize assessment in terms of the mission of the institution. 
 Identify leaders and responsible parties. 
 Clarify role of institution, colleges, departments, programs. 
 Specify a timetable to achieve the following objectives: 
- Develop statements of intended learning outcomes at both undergraduate and graduate levels. 
- Present a matrix linking intended learning outcomes and the courses/experiences in which 
outcomes are to be attained. 
- Identify measures to be used to assess each outcome. 
- Decide who will use results and for what purpose. 
- Collect, analyze, interpret, and use data for improvement. 
- Establish feedback loops to key stakeholder groups. 
- Evaluate the assessment program according to AAHE’s Principles of Good Practice for 
Assessing Student Learning. 
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4.1.3 Éléments de pratiques associés à l’étape 1 de la démarche dans l’approche par 
compétences 
Dans l’approche par compétences, les cibles de formation correspondent aux 
compétences. Il existe beaucoup d’écrits sur la nature des compétences, mais peu de 
consensus. Jonnaert (2001) dresse à tout le moins un inventaire des éléments les plus 
communs dans les différentes conceptualisations d’une compétence :  
Une compétence est toujours contextualisée; c’est une mise en 
œuvre, par une personne particulière, de savoirs, de savoir-être, de 
savoir-faire ou [de] savoir-devenir dans une situation donnée. 
Cette mise en œuvre suppose que la personne mobilise efficacement 
un ensemble de ressources appropriées à la situation. 
La personne sélectionne et coordonne les ressources pertinentes. 
Les différentes tâches de la situation sont ensuite traitées avec succès 
à l’aide des ressources et de l’articulation des différents résultats de 
ces traitements. 
L’ensemble de ces résultats n’est pas seulement réalisé avec succès, 
mais il est aussi socialement acceptable, c’est-à-dire qu’il intègre une 
dimension éthique à l’évaluation. 
(In Durand et Chouinard, 2012, p. 34) 
En résumé, les compétences sont des cibles de formation complexes qui 
incluent, entre autres, la capacité à résoudre des problèmes et la mobilisation adéquate 
de ressources internes, de ressources externes et de savoir-être (attitudes). Cela les 
distingue des cibles associées aux autres paradigmes. 
La question de l’utilisation de compétences comme cibles de formation reste 
un débat au Québec, du moins dans les médias, mais ce débat concerne essentiellement 
les niveaux primaire et secondaire, ce qui n’est pas notre propos. Dans la présente 
recherche, nous désirons reconnaitre les cibles de formation qui sont ou non des 
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compétences, puisque les pratiques d’évaluation des apprentissages de l’approche par 
compétences diffèrent de celles associées au paradigme traditionnel ou au paradigme 
centré sur l’apprenant. L’analyse des pratiques d’évaluation doit donc tenir compte de 
la nature des cibles de formation. Dans la prochaine section, nous présenterons 
différentes propositions de rôles ou de fonctions de l’évaluation des apprentissages au 
postsecondaire. 
4.2 Rôles et fonctions de l’évaluation des apprentissages 
Il existe plusieurs propositions concernant les rôles et les fonctions de 
l’évaluation des apprentissages. Nous en présentons quelques-unes et retenons, pour 
notre recherche, celle de Popham (2000) que nous expliquerons en détail à la fin de la 
section. 
L’une des conceptualisations les plus connues des fonctions de l’évaluation 
des apprentissages au Québec est celle de Scallon (1988) qui suggère une division en 
trois fonctions : 
Par rapport au déroulement d’une séquence importante 
d’enseignement et d’apprentissage […] l’évaluation des 
apprentissages doit d’abord assumer trois fonctions principales : (1) 
la vérification ou la reconnaissance des acquis, (2) la vérification du 
déroulement de l’apprentissage et la modification des activités de 
formation et (3) la sanction ou la reconnaissance sociale des 
changements opérés chez les individus au terme de cette séquence. 
(Scallon, 1988, p. 1) 
Notons que la fonction (2) « vérification du déroulement de l’apprentissage et 
la modification des activités de formation » est plus large que les autres. Elle ne vise 
pas seulement le suivi des apprentissages des étudiants, puisqu’elle propose d’utiliser 
l’évaluation des apprentissages en vue de réguler les activités. Cependant, cette 
taxonomie n’est pas celle que nous retenons, puisque celle de Popham (2000) offre un 
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spectre encore un peu plus large de fonctions. D’ailleurs, dans son ouvrage de 2004, 
Scallon ne reprend pas cette taxonomie et n’en suggère pas de nouvelle. 
Durand et Chouinard (2006, p. 82) présentent la proposition de fonctions vue 
dans la Politique d’évaluation des apprentissages (MEQ, 2003). Ils mettent de côté 
l’aspect de vérification de déroulement de l’apprentissage et proposent plutôt deux 
fonctions : (1) l’aide à l’apprentissage et (2) la reconnaissance des compétences131. On 
ne trouve donc pas l’idée d’utiliser l’évaluation des apprentissages pour aussi suivre le 
déroulement des activités d’évaluation. L’accent est mis plutôt sur le suivi des 
apprentissages des apprenants. Dans la seconde édition, Durand et Chouinard (2012) 
présentent plutôt la proposition de Stiggins et al. (2004) qui sépare « l’évaluation de 
l’apprentissage » et « l’évaluation pour l’apprentissage ». L’évaluation de 
l’apprentissage vise à « documenter les réussites individuelles et de groupe » à des 
« standards déterminés par les programmes d’études » (Durand et Chouinard (2012, 
p.74). L’évaluation pour l’apprentissage cherche plutôt à « promouvoir l’augmentation 
de la réussite afin d’aider les élèves à atteindre les standards » et vise l’amélioration à 
des cibles « sélectionnées par l’enseignant » (Ibid.). Ces deux taxonomies rappellent la 
division entre évaluation formative et évaluation sommative très répandue dans les 
années 80 et 90. Laurier et al. (2005) font d’ailleurs le point sur cette question : 
Dans le contexte actuel de l’évolution du domaine de l’évaluation des 
apprentissages, il semble préférable, pour diverses raisons, de se 
référer au concept de régulation plutôt que de continuer à parler 
d’évaluation formative. Il faut dire qu’au départ, l’expression s’est 
répandue à la faveur d’un glissement de sens à partir de l’opposition 
originale que faisait Scriven (1967) entre évaluation formative 
(formative evaluation) et évaluation sommative (summative 
evaluation) alors qu’il parlait d’évaluation de programmes ou de 
matériel éducatif. […] L’évaluation formative des apprentissages est 
devenue une notion beaucoup plus répandue dans la francophonie, où 
                                                 
131 Dans l’édition revue et augmentée de l’ouvrage de Durand et Chouinard (2012), les auteurs proposent 
plutôt deux fonctions : l’évaluation pour l’apprentissage et l’évaluation de l’apprentissage (p. 73). Cette 
première fonction intègre l’aspect de vérification du déroulement des activités pédagogiques. 
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elle a continué à évoluer à la faveur de nombreux débats et de 
multiples interprétations. Au Québec, Séguin, Parent et Burelle 
(1993) ont montré que si la majorité des enseignants sont convaincus 
de la nécessité de l’évaluation formative, son articulation dans les 
pratiques varie beaucoup. […] Des pratiques souvent peu conformes 
à l’esprit de l’évaluation formative telle qu’elle a été définie dans les 
années 80 par les chercheurs francophones (Allal, 1979; Scallon, 
1988) expliquent peut-être que, dans la perception de beaucoup 
d’élèves, l’évaluation formative n’est rien de plus qu’une forme 
d’entrainement en vue de l’évaluation sommative (Lusignan et 
Goupil, 1997). (Laurier et al., 2005, p. 51) 
En raison de cette fréquente source de confusion, et malgré le fait que nous en 
reconnaissions l’importance, nous ne réfèrerons pas à ces concepts d’évaluation 
formative et d’évaluation sommative. 
Dans le cadre de la présente recherche, nous retenons plutôt la proposition des 
fonctions de l’évaluation des apprentissages de Popham (2000) illustrée à la figure 11. 
Popham propose de parler d’évaluation selon trois types de décisions, soit les décisions 
de sélection (P01), les décisions d’évaluation (P02) et les décisions liées à 
l’enseignement (P03)132. Cette proposition est selon nous la plus complète, puisqu’elle 
comprend les fonctions de l’évaluation des apprentissages qui touchent l’activité 
pédagogique, mais aussi les fonctions (ou dans ce cas-ci « décisions ») de l’évaluation 
des apprentissages touchant la classe. En effet, dans notre inventaire des pratiques, ces 
éléments influençant les décisions des personnes enseignantes dans leur pratique 
pourraient constituer des pistes de réponses à notre question de recherche. Il en va de 
même pour l’identification des types de décisions considérées. Pour Popham (Ibid.), 
l’évaluation des apprentissages permet trois types de décisions. Chacune d’elles est 
divisée en deux éléments, pour un total de six fonctions distinctes, présentées ci-après. 
  
                                                 
132 Traduction libre de « Instructional Decisions ». 
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4.2.1 Les types de décisions selon Popham 
Premièrement, l’évaluation des apprentissages permet, selon Popham (2000), 
de sélectionner des candidats, ce qu‘il nomme « décisions de sélection (P01) ». Au 
postsecondaire, ces décisions sont fréquentes et, au Québec, elles existent à l’entrée de 
la plupart des programmes. Popham parle alors de décisions liées à des « quotas fixes » 
(p. 39), c’est-à-dire que le nombre de places disponibles est limité (et fixe) et que l’on 
doit choisir le nombre de candidats pour combler ces places (P01a). Au Québec, en 
plus des relevés de notes, qui sont aussi souvent utilisés ailleurs dans le monde, on 
retrouve la cote de rendement collégial (CRC), un indice statistique aidant les 
universités à sélectionner les futurs étudiants dans la plupart de leurs programmes. 
 
Figure 11 -  Schéma des types de décisions de l’évaluation des apprentissages selon 
Popham 
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Les décisions de sélection peuvent aussi être utiles pour ne sélectionner que 
les candidats qui ont certaines connaissances et des habiletés spécifiques ou, à l’inverse, 
pour rejeter les candidatures de ceux qui ne les ont pas (P01b). Au postsecondaire, cela 
se voit surtout dans les domaines scientifiques où des cours sont préalables à certains 
programmes. Cette condition est souvent vérifiée très tôt dans les processus 
d’admission. C’est d’ailleurs le cas des programmes de génie. 
Popham souligne aussi l’existence de décisions liées à l’interprétation des 
scores133, c’est-à-dire que la sélection des candidats se fait selon un score minimal 
plutôt qu’en fonction du nombre de places disponibles (comme pour le quota fixe). Il 
précise que : « [b]ien que ces situations soient bien moins fréquentes que les processus 
à quota fixe, les meneurs en éducation doivent reconnaitre la différence entre ces deux 
types de situations » 134 (Popham, 2000, p. 41). 
Ce constat est vrai dans le contexte de l’enseignement postsecondaire, au 
Québec, où la sélection se fait selon une logique de quota fixe, sans égard au niveau de 
performance minimum des candidats. Par exemple, en ce qui concerne la plupart des 
programmes, les universités affichent chaque année le nombre de places disponibles 
pour l’année suivante et envoient des offres d’admission en fonction de ce nombre. À 
la fin du processus, chaque programme affiche la CRC du dernier étudiant admis 
l’année précédente135 afin que les candidats des années suivantes aient un point de 
repère. Les programmes scientifiques demandent souvent que les candidats aient 
complété des cours précis, mais n’exigent pas de programme collégial en particulier. 
                                                 
133 Traduction libre de « Dominant score interpretations ». 
134 Traduction libre de « Although these situations are far less common than fixed-quota settings, 
educational leaders need to recognize the difference between the two kind of situations ». 
135 Un exemple, celui de l’Université de Sherbrooke : 
 http://www.usherbrooke.ca/admission/conditions/statistiques/ (visité le 15 mai 2011) 
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Deuxièmement, pour Popham (2000, p. 42), il existe des décisions 
d’évaluation (P02) qui touchent autant à l’évaluation des étudiants qu’aux activités 
d’enseignement. L’évaluation des enseignements (P02a) permet à la personne 
enseignante de vérifier si les activités qu’elle a mises en place atteignent les objectifs 
prévus. Selon les résultats de l’évaluation, elle est ensuite placée devant trois options : 
(1) maintenir telle quelle la forme de l’évaluation si les objectifs ont été atteints, (2) 
modifier les activités en vue de les améliorer et (3) éliminer les activités. 
Cette logique est très importante pour Huba et Freed (2000) qui mettent 
également de l’avant la question de l’amélioration continue des activités 
d’enseignement et d’apprentissage. Selon elles, cette logique ne peut être respectée que 
si l’on évalue correctement l’atteinte des objectifs que la personne enseignante (ou le 
programme) a fixée. 
Les décisions d’évaluation peuvent aussi servir à attribuer des notes aux 
étudiants (P02b). D’ailleurs, cette fonction est souvent la première venant à l’esprit 
lorsque l’on réfère à l’évaluation au postsecondaire. Cependant, pour Popham, ce n’est 
pas ce que l’évaluation, en pratique, réussit le mieux. 
Généralement, l’entreprise de détermination de la note par les 
enseignants n’est pas systématique, ni même prédictible. Quelques 
enseignants attribuent les notes sur une base tout à fait relative : les 
meilleurs étudiants de l’année (du semestre) obtiennent des notes 
fortes, alors que les pires étudiants obtiennent des notes basses. Cela 
se fait même si on ignore l’habilité de la cohorte de l’année en cours. 
D’autres utilisent une approche relative, mais en établissant un 
ajustement mental s’appuyant sur le niveau du groupe déterminé à 
l’aide de ses souvenirs du niveau de performance des années 
passées.136 (Popham, 2000, p. 44) 
                                                 
136 Traduction libre de « Typically, teachers’ grade-giving is an altogether unsystematic, even 
unpredictable, undertaking. Some teachers dispense grades on a totally relative basis, that is, the best of 
this year’s students get high grades while the worst of this year’s students get low grades. This sometimes 
takes place no matter how able this year’s crop of students really is. Other teachers use a relative 
approach to grading, but establish a sort of mentally recollected "norm-group" based on memories of 
how well their past students have performed over the years ». 
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Devant ce constat, McKeachie et al. (2006) écrivent que les notes sont principalement 
un moyen de communication des décisions de l’enseignant :  
Un professeur qui donne des notes communique à plusieurs groupes 
- aux étudiants individuellement, aux professeurs donnant les cours 
plus avancés, aux institutions et aux comités d’admissions des 
institutions de cycles supérieurs, aux employeurs potentiels et ainsi 
de suite.137 (p. 123) 
 
De cette façon, les notes deviennent des messages. Cela place le professeur au 
cœur du processus d’évaluation des apprentissages. Il est donc le responsable des notes 
qu’il attribue plutôt que le simple calculateur de pourcentages obtenus.  
Troisièmement, quant aux décisions d’enseignement138 (P03), Popham 
propose d’y associer deux questions: « Quoi enseigner? » (P03a) et « Quelle durée 
consacrer aux apprentissages ciblés? » (P03b). Ces questions incluent donc le choix 
des cibles de formation en fonction du programme, mais aussi la prise en compte du 
niveau et de l’hétérogénéité des étudiants. La question sur la durée permet 
spécifiquement de déterminer si le temps imparti est suffisant pour que les apprenants 
réalisent les apprentissages prévus. La durée optimale peut être déterminée par groupe 
ou bien par apprenant. 
Nous utilisons donc la proposition de Popham comme trame de la présente 
section. Nous présentons ci-après l’importance de chacun de ces rôles dans chacun des 
paradigmes. En effet, chaque rôle est toujours présent, mais son importance varie selon 
le paradigme. De surcroit, dans un même paradigme, il peut exister parfois des conflits 
entre les rôles, d’où la pertinence de bien déterminer ceux qui sont présents ainsi que 
                                                 
137 Traduction libre de « A professor giving a course grade is communicating to several groups - 
individual students, professors teaching advanced courses, graduate or professional school admissions 
committees, prospective employers, and so on ». 
138 Traduction de « Instructional Decision » 
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leur importance relative, et ce, dès la planification des apprentissages. Nous 
démontrons donc que le choix pédagogique a une influence non seulement sur les 
modalités d’évaluation des apprentissages, mais aussi sur les raisons mêmes de réaliser 
l’évaluation.  
4.2.2 Éléments de pratiques associés à l’étape 1B pour les 3 paradigmes 
Selon Huba et Freed (2000), dans le paradigme traditionnel, l’évaluation sert 
principalement à « surveiller les apprentissages »139 faits par les apprenants. Dans ce 
paradigme, l’évaluation ne sert pas à aider les apprenants à progresser, mais permet 
plutôt de prendre des photos à intervalles réguliers pour déterminer si les étudiants ont 
fait ou non les apprentissages requis. Dans le paradigme traditionnel, on ne s’intéresse 
que peu au processus de réalisation des tâches, mais principalement aux résultats. Selon 
la taxonomie de Popham, dans le paradigme traditionnel, les décisions de sélection sont 
les plus importantes, suivies des décisions d’évaluation. Les décisions liées à 
l’enseignement occupent peu de place. Les décisions de sélection sont principalement 
prises en classant les étudiants par rapport à leur groupe. Certains programmes utilisent 
la distribution normale pour faire ce classement, bien que maintenant la plupart des 
facultés utilisent une échelle s’inspirant de la logique de la distribution normale, sans 
faire une utilisation stricte de la courbe. 
Dans le paradigme centré sur l’apprenant, l’évaluation sert à promouvoir et à 
diagnostiquer les apprentissages (Huba et Freed, 2000, p. 5). Elle permet aussi à la 
personne enseignante de réguler ses activités en fonction de la progression des 
étudiants. Huba et Freed reprennent le concept d’amélioration continue de la qualité 
(CQI) pour regrouper les actions servant à utiliser l’évaluation pour ajuster le contenu 
et les activités d’apprentissage et d’évaluation. Cela comprend l’utilisation des 
                                                 
139 Traduction libre de « monitor learning » 
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informations recueillies lors de l’évaluation des apprentissages des étudiants, mais 
aussi l’utilisation de moyens de collecte de données spécifiques à cet objectif (CAT140).  
L’évaluation des compétences, quant à elle, implique d’utiliser l’évaluation 
comme un outil de régulation des apprentissages et d’aide aux étudiants en déterminant 
leurs forces et leurs faiblesses par rapport à des cibles de formation complexes (des 
compétences). Cette détermination est faite en utilisant des trajectoires de 
développement (Tardif, 2006, p. 105). L’utilisation du concept de trajectoire de 
développement implique aussi l’idée de collaboration entre les différents intervenants 
d’un même programme. Ces intervenants doivent s’assurer que leurs interventions 
s’inscrivent dans le développement d’une ou de plusieurs compétences visées par le 
programme, ce qui appuie donc la cohérence existant entre les éléments de l’approche-
programme et l’évaluation des compétences. 
En fait, les programmes axés sur le développement des compétences 
obligent la coopération et l’interdépendance professionnelles des 
personnes enseignantes, et celles-ci se manifestent tout 
particulièrement dans le contexte de l’évaluation. S’il faut rendre 
compte de la progression dans une trajectoire de développement, des 
nouvelles ressources mobilisables et combinables au fur et à mesure 
de cette évolution et des situations dans lesquelles compétences et 
ressources se déploient, un seul enseignant ou un seul professeur ne 
peut pas assumer judicieusement ces responsabilités. (Tardif, 2006, 
p. 114) 
 
Dans le Programme de formation de l’école québécoise (PFÉQ), par exemple, 
les compétences dépassent les disciplines et les années, puisqu’elles sont communes à 
tous les niveaux. Une trajectoire de développement pour chacune des compétences est 
proposée, entre autres, à l’aide d’échelles descriptives par cycle. Comme le souligne 
Scallon (2004), « [s]ituer l’élève par rapport à lui-même est en soi une intention fort 
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louable, mais cela ne suffit pas » (p. 216). Il faut donc des repères hors de l’élève pour 
l’aider dans son développement. 
L’évaluation des compétences s’intéresse principalement à augmenter la 
qualité et la pérennité des apprentissages en suivant la trajectoire de développement 
des compétences chez chacun des apprenants. 
Tardif (2006, p. 104) présente la définition de l’évaluation des compétences 
et ses fonctions : 
L’évaluation des compétences est un processus de collecte de 
données à partir de sources multiples et variées qui, en considérant 
les expériences d’apprentissage, permet de rendre compte : 
 du niveau de développement des compétences de l’élève ou 
de l’étudiant; 
 de son degré de maitrise des ressources internes et externes 
qui peuvent être mobilisées et combinées dans leur mise en 
œuvre;  
 de l’étendue des situations dans lesquelles il est en mesure de 
déployer ces niveaux de développement et ces degrés de 
maitrise. 
(Tardif, 2006, p. 104) 
L’évaluation des compétences repose donc sur une activité centrée sur les 
apprentissages des étudiants (fonction P02b). Tardif reprend aussi les principes de 
l’évaluation authentique en démontrant qu’il s’agit d’un « choix judicieux » dans le 
cadre de programmes par compétences (Ibid).  
Dans la perspective de l’évaluation authentique, l’évaluation en contexte 
postsecondaire sert à déterminer la capacité d’un apprenant à réaliser les diverses tâches 
et fonctions reliées à la réalité du marché du travail. Complexes par nature, ces tâches 
diffèrent de celles habituellement proposées dans le paradigme traditionnel. 
L’évaluation, en proposant ces tâches authentiques, amène donc à déterminer la nature 
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des apprentissages nécessaires et leur importance, deux aspects associés aux décisions 
liées à l’enseignement. Dans l’évaluation authentique, l’importance est mise sur 
l’évaluation de connaissances ou d’habiletés spécifiques. 
L’approche-programme peut, nous l’avons vu précédemment, s’appliquer à 
divers contextes de formation, bien que les tenants de l’évaluation des compétences et 
du paradigme centré sur l’apprenant soulignent l’importance des principes de 
l’approche-programme. Prégent et al. (2009) soulignent aussi l’importance que 
l’évaluation soit « alignée » avec les objectifs des programmes de formation. Cela est, 
en effet, un aspect qui, bien que peu nouveau, est de plus en plus mis de l’avant par 
différents auteurs (Huba et Freed, 2000; Scallon, 2004; Prégent et al., 2009). Dans 
l’approche-programme, l’importance est mise sur la planification et sur la régulation 
des activités d’enseignement et d’apprentissage. 
L’identification des cibles d’apprentissage (explicites ou cachées) est une 
condition importante au processus d’évaluation des apprentissages. Aussi, il est 
important de déterminer les fonctions de l’évaluation des apprentissages dans l’activité 
pédagogique, puisque cela aura une influence sur l’étape 2, soit la planification de 
l’évaluation des apprentissages. Dans une activité pédagogique, notons qu’il est 
possible d’accorder des importances différentes aux cibles et aux rôles de l’évaluation. 
La détermination de cette importance relative aura aussi un effet sur les choix lors de 
la planification.
5. 
Après avoir identifié les cibles d’apprentissage et les fonctions de l’évaluation des 
apprentissages dans l’activité pédagogique, la personne enseignante doit planifier 
l’évaluation des apprentissages. L’importance de la planification est mentionnée dans 
nombre de textes, et ce, tant par les auteurs proposant des démarches d’évaluation que 
par les auteurs s’intéressant à la validité. En effet, la validité ne peut pas être assumée 
par défaut, elle doit être démontrée. Pour ce faire, la planification est primordiale. 
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La planification se divise en deux temps : la planification générale et la 
planification spécifique (ou plus précisément les planifications spécifiques). La 
planification générale consiste à choisir et à organiser les activités servant à 
l’évaluation des apprentissages selon les cibles de l’activité pédagogique et les 
fonctions de l’évaluation définies à l’étape 1. Cela consiste à déterminer la nature des 
tâches utilisées, les critères utiles afin d’inférer le niveau des étudiants, la façon 
d’interpréter les résultats et d’attribuer les notes, et l’organisation dans le temps des 
différentes activités servant à l’évaluation. Ensuite, pour chacun de ces éléments, une 
planification spécifique est nécessaire. Par exemple, si la personne enseignante 
détermine qu’un examen écrit est une bonne tâche pour recueillir des données sur les 
étudiants, la planification spécifique consiste alors à déterminer les cibles affectées à 
cette tâche, les fonctions de l’évaluation mises de l’avant lors de cette tâche, la nature 
des questions de l’examen, les modalités de correction et ainsi de suite.
Durand et Chouinard (2012) accordent une importance de premier plan à la 
planification. Les auteurs présentent une démarche évaluative où la première chose à 
faire est de planifier chacune de ses étapes en se dotant d’un plan d’évaluation. 
D’ailleurs, leur ouvrage est celui qui nous a influencé dans notre proposition de séparer 
la planification générale (ou globale) et la planification spécifique. Calfee et Masuda 
(1996), en proposant une démarche s’appuyant sur des questionnements, sous-
entendent aussi une réflexion préalable à l’action qui s’apparente à la question de 
planification. Leur « questionnement sur les méthodes de l’évaluation » inclut 
d’ailleurs certains aspects de l’étape de planification générale et de la planification 
spécifique, car il faut se questionner sur les modalités, et sur les tâches elles-mêmes. 
5.1 Étape 2A - La planification générale 
L’étape de planification générale varie en ampleur selon l’expérience de 
l’enseignant vis-à-vis de l’activité pédagogique, le moment où celle-ci a été offerte – 
récemment ou non – et les besoins d’amélioration notés pour le futur. La planification 
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générale est réalisée en amont de l’activité pédagogique, puisqu’elle cherche à planifier 
l’ensemble des autres étapes de la démarche évaluative. 
Parmi les éléments associés à la planification générale, mentionnons (1) une 
organisation des différentes tâches selon les cibles de formation, (2) une recherche de 
multiplication des tâches pour chacune des cibles de formation, (3) une planification 
prévoyant une complexification des tâches, (4) un schéma de l’organisation des tâches, 
(5) une recherche de diversification des types de tâches proposées et (6) une 
connaissance des règles et des politiques liées au contexte de l’évaluation. Le souci de 
proposer des tâches authentiques ou complexes peut aussi être associé à l’étape de la 
planification générale, si ce souci dépasse la création spécifique des tâches (dont nous 
traiterons dans la section 5.2). 
5.1.1 Éléments de pratiques associés à l’étape 2A dans le paradigme traditionnel 
Selon le paradigme sous-tendant l’activité pédagogique, il y a une grande 
variation dans le choix des tâches demandées aux étudiants. Paradoxalement, bien que 
nous ayons une bonne représentation des tâches utilisées dans les programmes 
collégiaux et universitaires s’inscrivant dans le paradigme traditionnel, la nature exacte 
des tâches demandées est beaucoup moins connue. Par exemple, l’instrument le plus 
fréquemment utilisé dans ce paradigme est l’examen écrit fait en classe (Blais et al., 
1997; Romainville, 2006) et la principale similitude entre les différents examens écrits 
réside surtout dans le contexte de réalisation, puisque leur appellation regroupe des 
instruments présentant des tâches très différentes. Concrètement, un examen peut être 
constitué de 100 questions à réponses courtes ou bien d’une seule question demandant 
une réponse longue. Cela demande de la part des étudiants des performances de nature 
différente. 
Les examens écrits présentent à tout le moins certaines caractéristiques 
fréquentes. Au Québec, dans la majorité des cas en contexte universitaire, les examens 
sont créés par le professeur ou le chargé de cours responsable, qui détermine les 
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questions, leur thème et leur complexité. L’examen est habituellement réalisé 
individuellement, en silence, et dure entre 90 et 240 minutes. Durant cette période, 
l’apprenant ne peut pas consulter ses collègues ou la personne enseignante et la 
documentation permise est restreinte à ce que les consignes permettent. En outre, il y a 
généralement une surveillance exercée par la personne enseignante ou encore par une 
autre personne, laquelle sera rémunérée. Novak (1998) souligne d’autres arguments en 
cohérence avec le paradigme traditionnel pour justifier ce type de planification :  
Des tests fréquents aident les étudiants à atteindre les objectifs des 
cours. 
Les scores obtenus sur des tests standardisés d’éditeurs sont un bon 
critère de succès. 
Les méthodes d’évaluation demandant du temps ne valent pas 
l’investissement (par exemple : des examens à longs 
développements, des rapports de projets de groupe). 
« Les banques d’items » – regroupant des questions de test « couvrant 
» différents aspects de la matière – sont la ressource première des 
examens faits par les enseignants, en conjonction avec les livres. (p. 
124) 
Durand et Chouinard (2012) mentionnent que l’utilisation d’un tableau de 
spécifications permet à l’enseignant de s’assurer que les questions de l’examen qu’il 
fabrique soient bien réparties, et ce, autant sur le plan du contenu que sur le degré de 
difficulté. Un tableau de spécifications oblige l’enseignant, avant de créer les questions, 
à inventorier les différents contenus et types de questions et à déterminer la place de 
chacun dans l’examen. 
Cependant, l’examen écrit n’est pas le seul instrument utilisé dans le 
paradigme traditionnel. Les devoirs et les rapports sont aussi très présents (Blais et al., 
1997). Ces tâches se réalisent à l’extérieur de la classe et demandent aux étudiants de 
compléter des exercices ou de rédiger des documents qui permettent de vérifier leurs 
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connaissances ou leur capacité à appliquer ces connaissances. Dans le paradigme 
traditionnel, les étudiants se préparent aux différentes tâches par la réalisation répétitive 
d’exercices tirés de manuel ou fournis par l’enseignant. Ces exercices sont peu 
contextualisés, peu complexes et requièrent une seule bonne solution. En anglais, on 
parlera de drill and practice et, en français, « d’exercice répété »141 ou 
« d’exercisation » pour décrire ce type de préparation.  
Finalement, dans le paradigme traditionnel, les travaux remis par les étudiants 
ont une ressemblance dans la forme, puisque celle-ci est dictée par une méthode de 
résolution ou par une table des matières définie par l’enseignant.  
5.1.2 Éléments de pratiques associés à l’étape 2A dans le paradigme centré sur 
l’apprenant 
En ce qui a trait au paradigme centré sur l’apprenant, Huba et Freed (2000) 
soulignent que les tâches demandées aux étudiants diffèrent grandement de celles 
demandées dans le paradigme traditionnel. On cherche plutôt à mettre les apprenants 
au centre de leurs apprentissages, ce qui implique un aspect réflexif, et on privilégie 
des tâches d’évaluation intégrées aux activités d’apprentissage. Cela implique donc la 
mise en place de tâches qui favorisent l’apprentissage et qui permettent de suivre la 
progression de chaque étudiant. 
Huba et Freed (2000) proposent le portfolio comme outil central de 
l’évaluation dans un paradigme centré sur l’apprenant. Selon elles, le portfolio procure 
aux étudiants de nombreux bénéfices qui dépassent les fonctions de l’évaluation 
retenues dans le paradigme traditionnel, comme le « développement d’une vision 
d’eux-mêmes comme apprenants »142 (Huba et Freed, 2000, p. 263). Nous reviendrons 
sur le portfolio, proposé aussi par les tenants de l’évaluation des compétences, mais 
                                                 
141 Selon Legendre (2005, p. 654), l’exercice répété est « Méthode d'enseignement qui consiste en une 
succession de questions ou de tâches brèves […] ». 
142 Traduction libre de develop a view of themselves as learners 
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signalons pour le moment qu’il doit comprendre une partie réflexive réalisée par 
l’apprenant afin d’atteindre l’ensemble de ses objectifs. Ainsi, l’idée de portfolio, 
soutenue par Huba et Freed, s’approche plus du dossier d’apprentissage que de la 
définition d’origine de celui-ci143. 
En plus du portfolio, Huba et Freed (2000) proposent de favoriser des tâches 
d’évaluation plus complexes comme « les essais, les projets, les simulations d’actes 
professionnels, portfolios et autres tâches de ce type »144 (p. 5). Les auteures soulignent 
aussi que les tâches doivent être des occasions d’apprentissage pour les étudiants, 
puisqu’elles doivent servir à diagnostiquer et à promouvoir l’apprentissage.  
Finalement, il importe que les tâches d’évaluation s’inscrivant dans un 
paradigme centré sur l’apprenant soient planifiées afin de permettre et d’encourager la 
coopération entre les étudiants, ce qui est typiquement le cas dans les tâches réalisées 
en équipe, comme les jeux de rôles ou les projets. 
5.1.3 Éléments de pratiques associés à l’étape 2A dans l’approche par compétences 
Pour ce qui est de l’évaluation des compétences, les instruments les plus 
cohérents à planifier sont ceux qui documentent la capacité des apprenants à mobiliser 
des ressources (internes et externes) dans des situations complexes et ceux qui 
permettent de suivre la trajectoire de développement de façon longitudinale. Il est 
impératif que le jugement découlant de l’évaluation représente fidèlement les 
apprentissages faits par les apprenants. Dans une évaluation des compétences, 
l’évaluateur doit faire des inférences non seulement sur l’atteinte de niveaux de 
développement, mais aussi sur la trajectoire de l’apprenant. Dans ce contexte, les 
évaluations de performance requièrent généralement que les élèves et les étudiants 
réalisent un nombre restreint de tâches signifiantes plutôt qu’un grand nombre de tâches 
                                                 
143 Le portfolio d’un photographe comprendrait seulement des exemples de ses meilleures photos et non 
pas des photos accompagnées d’un journal réflexif sur celles-ci. 
144 Traduction libre de papers, projects, performances, portfolios, and the like. 
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peu signifiantes (Popham, 2000 in Tardif, 2006). Les étudiants évalués selon les 
principes de l’approche par compétences doivent travailler à des tâches complexes dont 
la solution n’est pas, de prime abord, évidente. Tardif (1992) décrit ce qu’est un 
problème tel que conceptualisé dans la résolution de problème. 
Selon Newell et Simon (1972), Hayes (1981) et Mayer (1983), il 
existe un problème lorsqu'une personne se retrouve dans une 
situation où elle veut faire quelque chose et qu'elle ne sait pas 
exactement comment parvenir à le faire. Gagné (1985) ainsi que 
Glover, Ronning et Bruning (1990) ont précisé davantage cette 
définition. Gagné indique qu'un problème existe réellement lorsque 
quelqu'un poursuit un but et qu'il n'a pas encore déterminé les moyens 
d'atteindre ce but. (Tardif, 1992, p.234-235) 
Pour l’étudiant, la résolution de problème consiste donc à mettre en place une démarche 
lui permettant de trouver une solution à un problème. Cela est alors différent du 
processus d’exercisation souvent rencontré dans le paradigme traditionnel. La 
résolution de problème représente un défi supplémentaire lors de la planification des 
tâches servant à l’évaluation des compétences : celui d’offrir des tâches nouvelles. En 
effet, il faut placer les étudiants dans des situations où ils n’ont pas, de prime abord, de 
réponses déjà prêtes afin de documenter leur capacité à mobiliser les ressources 
nécessaires. Les étudiants doivent donc réserver une partie du temps qui leur est 
accordé à la planification et à l’organisation des ressources qu’ils possèdent et, même, 
à la recherche de celles qui leur manquent pour réaliser ensuite la tâche d’évaluation. 
La complexité d’une telle évaluation requiert de la part de la personne enseignante une 
planification de tâches connexes afin d’arriver non seulement au suivi du 
développement de la compétence chez l’apprenant, mais aussi au développement de 
nouvelles compétences en dépassant la simple situation de développement d’habiletés. 
Scallon (2004) et Tardif (2006) utilisent le concept de famille de situations pour parler 
de ces tâches. 
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Popham (2003) et Scallon (2004) s’entendent pour dire que l’on ne peut pas, 
à partir d’une seule épreuve, déterminer la « possession » de la compétence. Cependant, 
il est possible d’inférer le niveau de compétence à partir de certaines situations; la 
personne enseignante doit alors mettre en place les éléments nécessaires permettant 
cette inférence (notamment des instruments diversifiés) afin de proposer aux 
apprenants des tâches de nature variée dont le portfolio peut constituer un vecteur 
pertinent. 
Scallon (2004) et Tardif (2006) soulignent à quel point le portfolio est un outil 
cohérent avec l’approche par compétences. En effet, selon Tardif, cet outil doit contenir 
des performances de l’apprenant, mais aussi ses réflexions et celles de la personne 
enseignante sur le sens des performances obtenues et sur leur apport au développement 
des compétences. Tardif propose cependant de parler de « dossier d’apprentissage » 
pour éviter toute confusion avec le portfolio professionnel des artistes et des 
architectes. 
Qui plus est, Tardif remet en question le bienfondé de l’utilisation du terme 
portfolio pour trois principales raisons. D’abord, dans les écrits scientifiques, il y a une 
confusion autour de cet outil. Tardif démontre qu’il existe au moins une dizaine de 
portfolios différents, ce qui crée une confusion lors des discussions sur cet outil. 
Ensuite – et cela s’inscrit probablement dans un désir de conserver un côté authentique 
dans les processus d’évaluation – tenir le portfolio à jour peut être très exigeant pour 
les apprenants et pour la personne enseignante (Tardif, 2006) et celui-ci n’a pas pour 
autant de véritables échos à l’extérieur du monde scolaire. Enfin, Tardif souligne la 
difficulté de poser des critères d’évaluation au portfolio en lien avec la trajectoire et le 
niveau de développement de chacun. Dans un autre contexte, Popham (2003) avait 
aussi souligné cette difficulté. C’est pourquoi Tardif propose le recours au dossier 
d’apprentissage, lequel peut se décliner en deux types : le dossier de progression et le 
dossier de réussites. Cette distinction rejoint l’idée qu’une compétence doit être évaluée 
en suivant la progression et non uniquement en se fiant à des résultats finis. Alors qu’un 
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dossier de progression vise à documenter la construction progressive de la trajectoire 
de développement de chaque compétence au cours d’une période de formation, un 
dossier de réussites vise à rendre compte du niveau de développement des compétences 
au terme d’une période de formation (Tardif, 2006). L’avantage principal de distinguer 
les deux réside dans le fait que cela (1) donne l’occasion à l’apprenant de monter un 
dossier de preuves sur ses niveaux de développement dans son dossier de réussites et 
(2) permet à la personne enseignante de lui donner une rétroaction dans le dossier de 
progression afin de l’aider dans son cheminement.  
Dans le dossier de progression, l’utilisation de cartes conceptuelles est une 
excellente façon d’organiser les concepts qui sont utilisés par l’apprenant dans son 
cheminement. Ce type de carte est un outil individuel qui permet à l’évaluateur de saisir 
comment l’apprenant organise les ressources dont il dispose. De plus, il est loisible de 
recourir à des cartes conceptuelles élaborées progressivement au fur et à mesure de 
l’évolution de l’apprentissage. Les apprenants sont alors invités à revisiter une carte 
conceptuelle déjà construite et à la compléter en y intégrant les nouveaux 
apprentissages. Dans cette logique, une carte conceptuelle peut être revue à plusieurs 
reprises et illustrer non seulement l’évolution de l’apprentissage, mais également le 
processus même de construction et d’appropriation des ressources (Tardif, 2006). 
Les cartes conceptuelles sont toutefois aussi multiples que les apprenants qui 
les fabriquent. C’est principalement au cours du suivi de la progression qu’elles sont 
utiles et il ne faudrait pas qu’elles deviennent une possibilité de vérifier une 
énumération de ressources à laquelle on associerait ensuite l’atteinte ou non d’une 
compétence. L’atteinte d’un niveau de développement supérieur ne peut pas se 
restreindre à l’évaluation par une liste de vérification (checklist) de ressources utilisées. 
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5.1.4 Éléments de pratiques associés à l’étape 2A dans l’évaluation authentique et 
dans l’approche programme 
Les tâches choisies dans l’évaluation authentique au postsecondaire doivent 
être tirées de la réalité professionnelle future des étudiants. Huba et Freed (2000) 
donnent un exemple d’une telle tâche dans le domaine du génie civil, laquelle est tirée 
d’un article de Jarhen et Kipps (1999) : 
Le Professeur Jahren a développé une activité dans le cadre d’un 
projet de classe spécial. Dans ce cours, les étudiants obtiennent des 
points pour préparer une soumission pour des projets réels de 
construction (par exemple, remplacer des ponts, niveler, paver) 
annoncés par l’état, le comté et les agences de transports municipales 
de l’état. Les étudiants présentent leurs fausses offres de service aux 
responsables de ces agences en même temps que les entrepreneurs 
locaux déposent leurs offres. Les fausses propositions des étudiants 
sont regardées et évaluées en même temps que les offres réelles, et 
les étudiants reçoivent des commentaires sur leur travail. (Huba et 
Freed, 2000, p. 40)145 
Le projet du Professeur Jahren cité ci-dessus est un excellent exemple de tâche 
authentique, puisque le travail demandé aux étudiants est représentatif d’une des tâches 
fréquentes des ingénieurs civils. 
Prégent et al. (2009) publient aussi un inventaire des instruments d’évaluation 
qui s’inscrivent plus – ou moins – dans une perspective authentique. Ces instruments 
sont répartis en trois catégories : (1) tout à fait pertinents, (2) pertinents ou (3) non 
pertinents. Dans la première catégorie, les auteurs placent notamment des projets 
divers, (simulés ou réels), des laboratoires nécessitant la conception ou la réalisation 
                                                 
145 Traduction libre de Professor Jahren developed the activity into a special project course. In the 
course, students get credit for preparing bids for actual construction projects (e.g., replacing bridges, 
grading, paving) designed by state, county, and municipal transportation agencies around the state. 
Students present their bids to transportation officials as mock bids at the same time that local contractors 
submit their actual bids. The students’ mock bids are examined and evaluated along with the real ones, 
and students receive feedback on their work. 
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autonome d’une démarche expérimentale, des simulations professionnelles et des 
stages d’intervention de plus ou moins longue durée. Dans la deuxième catégorie, 
Prégent et al. identifient les examens à développement exigeant une application à 
caractère professionnel et les examens oraux fondés sur une application professionnelle 
(étude de cas ou problème remis à l’étudiant) et exigeant une forme de soutenance 
devant jury. Finalement, dans la troisième catégorie, Prégent et al. nomment à titre 
d’exemple les examens à choix multiple, les laboratoires de type « cookbook 
laboratories », les devoirs hebdomadaires, les exercices (drill and practice), les 
examens à réponses courtes et le travail théorique. 
Dans le cas de l’approche-programme, selon la nature des cibles privilégiées 
dans les programmes, les instruments varient. Cependant, il doit exister une certaine 
uniformité dans l’instrumentation entre les activités, ce qui implique une planification 
des tâches choisies et une collaboration entre les personnes enseignantes. De façon 
générale, on privilégiera ainsi l’utilisation d’activités d’évaluation synthèse qui 
demandent la mobilisation d’acquis provenant de plusieurs activités pédagogiques 
différentes.  
5.2 Étape 2B - La planification spécifique 
La planification spécifique consiste à planifier en détail la tâche ainsi que 
l’ensemble des éléments nécessaires à l’évaluation des étudiants pour chacune des 
tâches choisies dans le cadre de la planification générale. Concrètement, cela signifie 
de prévoir précisément chacune des tâches proposées aux étudiants et de planifier pour 
chacune d’elles les modalités d’administration, de correction et d’interprétation. À 
cette étape, la personne enseignante ne crée pas encore les tâches, mais s’assure du 
respect de leur rôle et des cibles spécifiques visées initialement. Lors de la planification 
spécifique, il importe aussi de déterminer le niveau de familiarité des étudiants avec les 
tâches choisies.  
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Scallon (2004) propose une pyramide qui permet de classer les situations 
d’évaluation selon leur complexité. Cette pyramide permet de distinguer trois niveaux 
de complexité : 1) les situations de connaissances (peu complexes), 2) les situations 
d’habiletés (plus complexes) et 3) des situations de compétences (les plus complexes). 
Lors de la planification spécifique, il est important de bien choisir la tâche en fonction 
du niveau de complexité visé. À l’annexe 3, les instruments sont catégorisés à l’aide de 
cette pyramide. 
S’il faut identifier des éléments de pratiques d’évaluation des apprentissages associés 
à la planification spécifique, mentionnons donc la liste des cibles visées pour chacune 
des tâches, la trajectoire de développement des cibles organisant les tâches et le 
calendrier de l’activité pédagogique présentant les différentes étapes de chaque tâche.
6. 
La collecte de données consiste à amasser des données sur les étudiants et 
aussi, selon les fonctions de l’évaluation retenues, sur les apprentissages faits ainsi que 
sur le déroulement des activités d’apprentissage et d’évaluation. Cette étape se divise 
en trois sous-étapes distinctes, soit la création de la tâche, l’administration de la tâche 
et l’obtention des données.  
Dans la présente recherche, une donnée est un élément d’information qualitatif 
ou quantitatif obtenu lors de la démarche d’évaluation. Les données portent 
majoritairement sur les performances des étudiants, mais elles peuvent aussi porter sur 
l’enseignement, sur les tâches ou sur le processus d’évaluation lui-même. Une fois les 
données collectées, elles sont analysées et utilisées dans les étapes subséquentes de la 
démarche d’évaluation. 
Linn et Gronlund (2000) appellent l’étape de collecte de données le moment 
où il faut « obtenir de l’information ». Quant à eux, Durand et Chouinard (2006, 2012) 
choisissent, comme Louis et Bernard (2004) d’ailleurs, le nom de « collecte 
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d’informations ». Dans les faits, toutes ces appellations signalent l’importance de 
recueillir des données sur les performances des étudiants afin de poser un jugement 
éclairé dans les étapes suivantes de la démarche. Concrètement, l’obtention des 
données se fait en recourant à différentes tâches que le professeur ou le chargé de cours 
– du moins, dans le contexte universitaire québécois – doit créer et administrer pour 
ensuite en extraire les données.  
La première sous-étape (3A) consiste en la création des tâches. Pour chaque 
tâche demandée, les étudiants doivent faire une performance lors de la deuxième sous-
étape (3B), soit l’administration de la tâche. Rappelant le maillon « d’administration 
des tâches d’évaluation aux étudiants » de la chaine de Mislevy (2007) présentée 
précédemment (p. 116), cette sous-étape constitue une partie importante de l’évaluation 
des apprentissages, surtout pour les étudiants qui interviennent dans le processus 
principalement à ce moment-là. 
6.1 Étape 3A – La création des tâches 
L’étape de création des tâches consiste à déterminer la nature de la tâche 
demandée aux étudiants à partir des contraintes et des choix faits lors de la 
planification. Il existe de nombreux types de tâches (nous en présentons 19 différents 
en annexe 3). Pour chacun de ces types, des ouvrages décrivent les bonnes pratiques de 
création. Par exemple, Leclercq (1986) consacre une publication uniquement à la 
création de questions à choix multiple et plusieurs auteurs proposent différentes 
méthodes pour la création et l’utilisation du portfolio en contexte de classe (Scallon, 
2004; Huba et Fredd, 2000). Pour leur part, Durand et Chouinard (2012) réfèrent 
surtout à des situations d’apprentissage et d’évaluation (SAE) dans la mesure où celles-
ci s’inscrivent dans le contexte québécois de l’enseignement primaire et secondaire. 
Toutefois, pour la présente recherche, nous utiliserons le terme « tâches » en vue 
d’inclure les SAE, mais aussi l’ensemble des instruments utilisés. 
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Parmi les éléments de pratiques d’évaluation des apprentissages associés à la 
création des tâches, on retrouve aussi les modalités de cette création, lesquelles incluent 
le processus de prétest (ou son existence) ainsi que la vérification des tâches, la création 
des consignes des tâches et leur forme (imprimée ou orale).
6.2 Étape 3B – L’administration des tâches 
L’administration de la tâche regroupe l’ensemble des éléments permettant aux 
étudiants de réaliser la performance qui servira à recueillir des données sur leurs 
capacités. Selon la nature de la tâche choisie, il est possible que l’administration soit 
très contrainte dans le temps et dans l’espace (par exemple, un examen en classe de 
180 minutes) ou non (par exemple, un projet étalé sur plusieurs semaines à réaliser en 
classe et à la maison). L’étape d’administration couvre aussi les caractéristiques des 
performances des étudiants, à savoir notamment si ces performances se réalisent seules 
ou en équipe et si elles sont très différentes ou très semblables entre elles. 
Parmi les éléments de pratiques liés à l’administration de la tâche, 
mentionnons la présentation des consignes claires sur les attentes, mais aussi les 
critères de qualité de la performance, la vérification du bon déroulement de la tâche, la 
méthode permettant de documenter ce bon déroulement et le souci du temps nécessaire 
pour réaliser la tâche selon les attentes. 
7. 
Une phase d’interprétation est présente tant dans la proposition de Durand et 
Chouinard (2012) que dans la proposition de Louis et Bernard (2004). Cependant, une 
lecture attentive permet de clarifier que l’interprétation est délimitée différemment dans 
les deux ouvrages. Selon Louis et Bernard (2004), l’interprétation est une étape plutôt 
restreinte. Elle consiste à utiliser les informations recueillies (nombre de bonnes et de 
mauvaises réponses, par exemple) et à les interpréter pour leur donner un sens. L’étape 
d’interprétation est un peu plus large pour Durand et Chouinard, puisqu’elle inclut non 
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seulement ce que Louis et Bernard suggèrent, mais aussi l’étape d’obtention des 
données à partir des performances des étudiants. Dans la chaine de Mislevy (2009), 
cela correspond au maillon de « correction des performances des étudiants ». Toutefois, 
le terme « correction » est fortement associé au paradigme traditionnel, c’est pourquoi 
nous préférons parler d’interprétation. 
Dans la présente recherche, nous retenons la proposition la plus large qui 
inclut donc l’obtention des données à partir des performances (ce que le paradigme 
traditionnel appelle « correction ») et aussi l’interprétation des résultats, soit le fait 
d’interpréter ces données. 
Ainsi, dans la démarche d’évaluation développée pour la présente recherche, 
l’interprétation consiste à obtenir des données à partir des performances réalisées par 
les étudiants et à les interpréter afin de les rendre utilisables en vue du jugement (étape 
7 de la démarche). L’obtention de données peut se faire de différentes manières et, à 
cette étape-ci, la valeur réelle de ces données n’est pas investiguée. Il importe d’abord 
que toutes les données nécessaires soient recueillies. 
Durand et Chouinard (2012) retiennent trois types d’interprétation selon les 
orientations des programmes. Pour chacun de ces types, les auteurs soulignent les 
visées et les outils les plus cohérents. Louis et Bernard (2004) ne présentent quant à 
eux que les deux premiers types dans son ouvrage. 
L'interprétation normative est surtout utilisée dans une visée de 
comparaison sociale et elle se réalise à partir de la correction des tests 
et des examens. 
L'interprétation critériée est nécessaire dans un contexte de tâche 
complexe et vise à situer l'élève à l'aide de grilles descriptives.  
L'interprétation dynamique permet de situer la progression de l'élève, 
notamment, à partir d'observations en salle de classe.  
Durand et Chouinard (2012, p. 260) 
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Louis et Bernard (2004) écrivent que, dans le cadre d’une évaluation, 
« souvent, l’information obtenue n’est pas directement interprétable » (Louis et 
Bernard, 2004, p.3). En effet, les données recueillies lors de la collecte doivent être 
analysées de façon critique. Encore une fois, selon le paradigme sous-tendant les 
éléments d’évaluation des apprentissages, cette interprétation prend diverses formes, 
mais elle consiste essentiellement à rassembler les données obtenues lors de la collecte 
et à les organiser de manière à ce qu’elles permettent éventuellement (à l’étape 6) de 
poser un jugement sur la performance des étudiants. Aussi, dans la chaine de Mislevy 
(2007), le maillon numéro 3 s’intitule « agrégation des scores de chaque tâche afin de 
produire un ou plusieurs scores combinés (score total ou score subscale) ». Cela 
correspond à une part importante de l’étape d’interprétation, puisqu’elle permet de 
clairement déterminer la quantité et la qualité des données disponibles sur chacune des 
cibles de l’activité pédagogique. 
Ainsi, selon le paradigme sous-tendant les programmes ou les activités 
pédagogiques, l’interprétation se réalise différemment et en utilisant divers 
instruments. 
7.1 L’interprétation dans le paradigme traditionnel 
L’interprétation normative est celle qui est la plus cohérente avec le paradigme 
traditionnel, puisqu’elle ne vise qu’à comparer les étudiants entre eux et peut donc se 
faire dans le cas de tâches différentes et multiples. Par exemple, dans un examen, selon 
Louis et Bernard (2004, p. 52), l’interprétation des résultats se fait à partir « d’un score 
formé par l’addition des résultats obtenus pour chaque question ». Le score est 
interprété « en fonction des indices issus de la courbe normale ou d’un groupe-norme 
tel que la moyenne de la classe ». 
Ainsi, chaque performance des élèves est regardée séparément, sans qu’il soit 
nécessaire que ceux-ci traitent des mêmes aspects. Il n’est donc pas obligatoire de 
suivre les progrès de l’étudiant, mais seulement de déterminer sa position dans son 
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groupe de référence. Dans le paradigme traditionnel, on parle de l’interprétation en 
utilisant le mot correction. La correction cherche habituellement à déterminer la 
ressemblance entre les réponses des étudiants et une solution experte préparée par 
l’enseignant. Les tâches étant très segmentées dans ce paradigme, chacune utilise un 
outil de correction différent et spécifiquement fabriqué pour la tâche. 
Cependant, il existe de nombreux textes traitant des enjeux de la correction 
dans le contexte du postsecondaire. Parmi les éléments de pratiques associés à la 
correction, il faut signaler la connaissance et le contrôle des biais qui lui sont associés, 
le choix des correcteurs ou du jury, la présence d’instruments qui tiennent compte de 
la diversité des performances, de la vérification de la fidélité, de même que de la gestion 
des tâches ou des éléments de tâches déficients. Parmi les instruments fréquemment 
rencontrés dans la correction, on retrouve les solutionnaires et les grilles de correction. 
7.2 L’interprétation dans le paradigme centré sur l’apprenant 
Dans le paradigme centré sur l’apprenant, l’évaluation s’appuie sur des tâches 
complexes. L’interprétation critériée est alors la plus cohérente avec les tâches 
complexes, puisque les performances des étudiants diffèrent entre elles et il devient 
ainsi difficile de créer un solutionnaire contenant la réponse attendue. Par conséquent, 
plusieurs ouvrages proposent plutôt le recours aux échelles descriptives afin de réaliser 
l’étape d’interprétation (Durand et Chouinard, 2012; Huba et Freed, 2000). Dans le 
cadre de cette thèse, nous utilisons le terme « échelle descriptive » pour parler de cet 
outil servant à l’interprétation. En anglais, bien que le terme « rubrics » soit 
généralement accepté, on retrouve en français différentes appellations comme « échelle 
descriptive » (Scallon, 2004), « rubrique » (Tardif, 2004) et « grille d’évaluation » 
(Prégent et al., 2009). Cependant, ces différents termes ont peu d’influence sur ce 
qu’est cet outil et sur son utilisation, puisque les textes desquels ils sont issus s’appuient 
sur les mêmes sources (comme Huba et Freed, 2000), ce qui montre qu’il s’agit d’un 
choix de traduction plus que de conceptualisation. Huba et Freed (2000, p. 166-167) 
proposent l’utilisation d’échelles descriptives afin d’obtenir les différentes données 
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nécessaires, mais aussi de retourner aux étudiants une information plus complète 
qu’une seule note. Pour ces auteures, une échelle descriptive devrait comprendre les 
éléments suivants : des niveaux de maitrise, des dimensions de qualité, des 
regroupements soulignant l’organisation, des commentaires et des descriptions de 
conséquences que la performance aurait dans le « contexte professionnel »146. 
Prégent (2009) présente une grille d’évaluation comme « une matrice dans 
laquelle vous allez croiser vos critères d’évaluation avec une échelle d’appréciation » 
(p. 162). Tardif (2006), quant à lui, présente la rubrique en s’appuyant sur les travaux 
de Wiggins (1998) : 
En faisant référence à des tâches complexes et en s’inspirant de la 
définition de Wiggins (1998), les rubriques correspondent à des 
critères qui distinguent des niveaux de performance en termes 
qualitatifs (in terms of relative quality147) en recourant à des éléments 
jugés essentiels (what elements of perfomance matter most148). 
(Tardif, 2006, p. 189) 
D’ailleurs, Scallon (2004) souligne que « l’utilisation d’échelles d’appréciation marque 
un tournant dans l’histoire des pratiques d’évaluation » (p. 191).  
Pour Huba et Freed (2000), l’évaluation doit permettre de diagnostiquer les 
apprentissages et aussi fournir des informations pertinentes aux apprenants sur leurs 
erreurs, ce qui n’est pourtant pas implicite dans le paradigme traditionnel. Le recours à 
des échelles descriptives est alors suggéré, puisque les données collectées sont liées à 
des critères et idéalement aux cibles de l’activité pédagogique.  
  
                                                 
146 Traduction libre de « real-life setting ». 
147 En anglais dans le texte. 
148 En anglais dans le texte. 
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7.3 L’interprétation dans l’approche par compétences 
Scallon (2004) propose l’utilisation d’échelles descriptives comme 
instruments cohérents avec l’évaluation de compétences dans laquelle l’interprétation 
s’appuie sur des critères de qualité plutôt que sur des réponses attendues. Tardif (2006) 
suggère aussi ce recours, bien qu’il préfère l’appellation « rubriques ». Lors de 
l’évaluation des compétences, lesquelles sont des cibles de formation de longue durée 
dépassant la frontière des activités pédagogiques, les échelles descriptives présentent 
l’avantage d’expliciter des attentes précises pour chaque compétence aux différents 
moments importants de la trajectoire de développement. Cela se fait en établissant des 
critères pertinents, mais aussi en établissant des niveaux permettant de suivre chaque 
apprenant en connaissant les moments importants de sa trajectoire. En ce qui concerne 
l’obtention des données suite à une performance réalisée en classe, la personne 
enseignante utilise des critères et des niveaux adaptés à ses apprenants. Il est même 
possible de diviser les niveaux d’une échelle générale (réalisée pour le programme 
complet) pour en faire un outil applicable au contexte spécifique de l’activité 
pédagogique.  
Ainsi, en plus de l’interprétation critériée cohérente avec le paradigme centré 
sur l’apprenant, l’approche par compétences utilise une interprétation dynamique 
permettant de suivre la trajectoire de développement de chaque étudiant. 
7.4 L’interprétation dans les courants de l’évaluation authentique et de 
l’approche programme 
De plus, dans l’évaluation authentique, l’obtention de données est orientée 
vers des critères de qualité plutôt que vers des réponses attendues. Dans l’exemple 
présenté précédemment, soit celui du dépôt d’une soumission pour un contrat de génie 
civil, les « experts » évaluaient une tâche typique et utilisaient de surcroit les mêmes 
critères que ceux utilisés dans le contexte réel. Il est possible d’avoir recours à une 
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échelle descriptive dans l’évaluation authentique; les critères de l’échelle doivent alors 
s’inspirer des attentes du monde professionnel.  
Pour ce qui est de l’approche-programme, les cibles de formation étant 
partagées tout au long du programme, les attentes doivent aussi être explicites et 
partagées par tous. Cela implique, dans l’obtention des données, de diminuer 
l’importance du curriculum caché. Il existe différentes façons de présenter des cibles 
et des attentes explicites, mais cela suppose que les données recueillies lors des tâches 
sont liées à ces cibles identifiées par le programme de façon à pouvoir déterminer en 
fonction de celles-ci le niveau de chaque apprenant dans les activités pédagogiques.  
Une fois l’interprétation réalisée, il est temps de juger si les données obtenues 
sont suffisantes et pertinentes. 
8. 
Louis et Bernard (2004) proposent formellement cette étape consacrée au 
jugement de la justesse et de la pertinence des données collectées.  
Avant de prendre les décisions découlant de l'information obtenue, 
l'enseignant doit généralement juger cette information pour en 
déterminer la justesse et la pertinence par rapport à la décision à 
prendre. L'information obtenue corrobore-t-elle d'autres informations 
disponibles? Quel est le rôle du contexte sur la qualité de 
l'information obtenue? En quoi l'information est-elle exempte de 
biais? L'information est-elle vraiment pertinente compte tenu de la 
décision à prendre? Ce sont autant de questions qu'il faut avoir en tête 
au moment de juger de la qualité de l'information obtenue. (Louis et 
Bernard, 2004, p. 3) 
Pour Durand et Chouinard (2012), ce jugement de la justesse fait partie de 
l’étape d’interprétation de la démarche évaluative qu’ils proposent. Cette étape est aussi 
présente sous le nom de « questionnement sur les résultats » dans la proposition de 
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Calfee et Masuda (1996). Dans la chaine de Mislevy (2007), elle correspond au maillon 
4, « généralisation de tâches particulières incluses dans un score combiné jusqu’à 
l’ensemble du domaine de l’évaluation », où la personne enseignante détermine si les 
données recueillies permettent de passer de la performance spécifique des étudiants à 
des données sur des habiletés dépassant la stricte tâche.  
Pour cette étape de la démarche évaluative, nous ne présentons pas les 
variations pour chacun des paradigmes. Il s’agit d’une étape où, quel que soit le 
paradigme, l’ensemble des outils disponibles pour l’enseignant doit être utilisé afin de 
faire la démonstration de la justesse des données. Scallon (2004) propose l’utilisation 
de plusieurs de ces outils, notamment les tests d’accord ou le calcul de la réussite des 
étudiants à différentes questions selon le niveau de difficulté de ces dernières.  
Dans le contexte de l’enseignement primaire et secondaire au Québec, Durand 
et Chouinard (2012) proposent des exemples de questions relatives à la justesse et à la 
pertinence des données :  
• Des grilles d’appréciation ont-elles été élaborées par l’enseignant 
ou l’équipe-cycle pour chacune des compétences? 
• Les outils d’évaluation utilisés respectent-ils les critères 
d’évaluation du programme de formation? 
• Les critères ont-ils été formulés en manifestations observables? 
(Durand et Chouinard, 2012, p. 109) 
Cette cinquième étape peut mener à augmenter ou à diminuer l’importance de données 
qui affecteraient la valeur des jugements posés à l’étape suivante.
Parmi les éléments de pratiques des enseignants associés au jugement de la 
justesse et de la pertinence des données, mentionnons les règles touchant aux tâches, 
les items affectant la fidélité de la tâche et la gestion du plagiat ou de la triche.  
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Les outils de l’édumétrie peuvent être utilisés afin de déterminer certaines 
caractéristiques des données recueillies et de porter un jugement sur leur justesse et 
leur pertinence. Chacun de ces outils possède des limites d’application, mais en 
connaissant ces limites, il devient possible de les utiliser. Des informations sur la 
théorie classique des tests (Bertrand et Blais, 2004) et sur la théorie de la réponse aux 
items (Bertrand et Blais, 2004; Van Der Linden, 1997) sont présentées en annexes 5 et 
6. Plusieurs de ces outils peuvent être utilisés en contexte de classe par des personnes 
enseignantes afin de porter un jugement sur la justesse et sur la pertinence des données 
recueillies. L’indice de difficulté, l’indice de discrimination, la cohérence interne, la 
statistique d’accord et les courbes caractéristiques d’item (CCI) sont de bons exemples.  
Une fois la justesse et la pertinence des données recueillies établies, il est 
possible de passer à l’étape suivante, soit celle de la prise de décisions. 
9. 
Une fois les données recueillies organisées, interprétées (étape 4) et vérifiées 
(étape 5), il est possible de prendre des décisions. L’étape du jugement est présente 
dans toutes les démarches illustrées à la figure 7 au début du présent chapitre. Linn et 
Gronlund (2000) nomment cette étape « former un jugement », Durand et Chouinard 
(2012) l’appellent « jugement et décision », Louis et Bernard (2004), « prise de 
décisions appropriées » et Suskie (2010), « évaluer les apprentissages des étudiants ». 
Dans la chaine de Mislevy (2007), le maillon 6 se nomme « l’évaluation de la 
performance des étudiants et [du] développement des étudiants ». Ce maillon 
correspond donc parfaitement à notre étape 6. La récurrence de cette étape dans les 
écrits scientifiques n’est pas surprenante : elle est en soi l’acte d’évaluer, de faire des 
inférences à partir des performances des étudiants. 
Il existe deux types de jugements : (1) le jugement holistique ou global où 
l’enseignant utilise l’ensemble des informations sur l’étudiant pour prendre la décision 
et (2) le jugement analytique où l’enseignant regroupe d’abord l’information par 
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critères et formule ensuite un jugement sur chacun des critères avant de prendre une 
décision. À l’étape 1 de la démarche (section 0, p. 139), nous avons présenté la 
proposition de Popham (2000), laquelle concerne les différentes décisions pouvant être 
prises à l’aide de la démarche d’évaluation. Selon le paradigme sous-tendant les 
activités et selon les fonctions retenues pour l’évaluation des apprentissages, la nature 
des décisions prises variera. 
9.1 La prise de décisions dans le paradigme traditionnel 
Dans le paradigme traditionnel, la prise de décisions s’appuie principalement 
« sur la quantification des savoirs acquis par les personnes en formation. » (Louis et 
Bernard, 2004, p. 21) Concrètement, on combine par une méthode arithmétique les 
résultats de chacune des tâches en leur accordant un poids. La prise de décisions 
s’appuie donc principalement sur l’interprétation déjà faite à l’étape 4, puisque ce sont 
les résultats obtenus à chacune des tâches qui sont additionnés à cette étape-ci.  
En référant à la proposition des types de décisions de Popham, dans le 
paradigme traditionnel, les décisions visent davantage la sélection de candidats selon 
la capacité d’accueil (P01a) et l’attribution des notes aux étudiants (P02b). En effet, 
l’importance accordée à classer les étudiants selon leur rang permet d’identifier les plus 
performants, bien que les critères ne soient pas toujours explicites. Il est donc possible 
d’identifier les « meilleurs » étudiants en vue de les sélectionner. En outre, dans le 
paradigme traditionnel, une grande importance est accordée au résultat final et 
l’attribution d’une note finale est au cœur de l’évaluation. D’ailleurs, dans le contexte 
postsecondaire au Québec, cette décision se concrétise souvent par un pourcentage (un 
seul pour l’activité pédagogique) à partir duquel est établie une note à l’étape de la 
communication (étape 7 de la démarche). 
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9.2 La prise de décisions dans le paradigme centré sur l’apprenant 
Dans le paradigme centré sur l’apprenant, les décisions cherchent à établir le 
niveau de l’étudiant selon les attentes de l’activité pédagogique ou du programme. Les 
étudiants ne sont pas comparés entre eux, mais l’information recueillie permet d’inférer 
leur niveau, en d’autres termes, de les situer dans leurs apprentissages. Ainsi, le type 
de décision le plus cohérent avec ce paradigme est la vérification de l’atteinte des 
objectifs pédagogiques (P02a), puisque l’enseignant doit déterminer le niveau de 
l’étudiant en fonction des cibles de l’activité pédagogique. 
Dans le paradigme centré sur l’apprenant, selon Huba et Freed (2000), 
l’évaluation doit aussi servir à l’amélioration continue des activités pédagogiques et 
des activités d’évaluation. Ainsi, aux décisions liées à la vérification de l’atteinte des 
objectifs pédagogiques s’ajoutent les décisions liées à l’enseignement (P03a et P03b). 
9.3 La prise de décisions dans l’approche par compétences 
Dans l’approche par compétences, une décision devrait être prise pour 
chacune des compétences identifiées à l’étape 1. Nous verrons également, à l’étape de 
l’attribution de la note (7B, p. 171), que la personne enseignante doit souvent combiner 
ses décisions pour en arriver à une seule note au bulletin. Cependant, à ce stade de la 
démarche, il n’est pas nécessaire de combiner les données en un seul jugement. 
 Le type de décision cohérent avec l’approche par compétences est aussi celui 
lié à l’atteinte des objectifs pédagogiques, puisque l’on cherche à inférer le niveau de 
l’étudiant pour chacune des compétences en comparant les données interprétées aux 
niveaux de compétences établis, comme dans le paradigme centré sur l’apprenant. Il 
s’agit donc aussi de décision touchant à la vérification de l’atteinte des objectifs 
pédagogiques (P02a) sans comparer les étudiants entre eux. 
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Une fois les décisions prises, il est temps de les communiquer aux étudiants, 
mais aussi aux autres personnes touchées par l’évaluation des apprentissages. 
10. 
La septième étape du processus consiste à communiquer les décisions prises 
à l’étape 6. Au postsecondaire, cette communication des décisions vise surtout les 
apprenants eux-mêmes. Comme Laurier et al. (2005, p. 18), nous avons inclus dans 
l’étape de communication deux éléments distincts: la rétroaction aux apprenants (7A) 
et l’attribution des notes ou des grades (7B). Svinicki et McKeachie (2010) expliquent 
que l’attribution d’une note au postsecondaire est surtout un acte de communication 
des décisions et que la personne posant cet acte doit être consciente de la signification 
de celle-ci. Bien que les éléments communiqués à chacune des sous-étapes viennent 
des mêmes décisions prises à partir des mêmes données, ces deux parties de la 
communication des décisions se font souvent selon des modalités différentes et dans 
des temps différents. Par exemple, l’attribution des notes dans le relevé de notes 
(bulletin) est souvent encadrée par des politiques facultaires ou institutionnelles, alors 
que les commentaires écrits dans les travaux sont le plus souvent laissés à la discrétion 
de la personne faisant l’interprétation. 
10.1 Étape 7A – La rétroaction aux apprenants 
La rétroaction aux apprenants (étape 7A) est importante pour de nombreux 
auteurs, et ce, malgré le fait que les propositions présentées précédemment ne l’incluent 
pas explicitement dans leur démarche (Leroux, 2010). Durand et Chouinard (2012), par 
exemple, consacrent plusieurs pages de leur ouvrage à l’importance de la rétroaction et 
en présentent trois types : les rétroactions proactive, interactive et rétroactive. Cette 
importance de la rétroaction est aussi soulignée par Huba et Freed (2000) qui dédient 
un chapitre de leur volume à ce sujet. Elles y justifient l’importance dans 
l’apprentissage de fournir toutes les informations nécessaires aux étudiants sur leurs 
erreurs.
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La rétroaction aux apprenants consiste à commenter les performances des 
étudiants. Elle est souvent donnée une fois la performance terminée (rétroaction 
rétroactive), mais elle peut être fournie pendant que l’étudiant réalise sa performance 
(rétroaction interactive) ou même en préparation d’une tâche à venir (rétroaction 
proactive). Elle vise l’apprentissage et la motivation des étudiants et peut prendre 
plusieurs formes (à l’écrit, à l’oral, par des pictogrammes, etc.). La rétroaction devrait 
normalement porter sur les cibles d’apprentissage définies à l’étape 1 et s’appuyer sur 
les éléments importants associés à la performance. 
Parmi les éléments de pratiques touchant à la rétroaction aux apprenants, 
mentionnons les méthodes systématiques servant à faire connaitre aux étudiants leurs 
forces et leurs faiblesses; les retours qui tiennent compte des cibles de formation; les 
messages clairs aux étudiants concernant les améliorations à apporter; mais aussi la 
considération des dimensions plus affectives de l’apprentissage impactant sur la 
motivation des étudiants, notamment les félicitations ou les encouragements. 
10.2 Étape 7B – L’attribution des notes 
Les facultés et les départements encadrent l’attribution de notes par des 
politiques spécifiques. Il existe souvent une politique de révision de notes, dans le cas 
où un étudiant désirerait contester la note qu’il a obtenue. Si Popham (2000) est assez 
critique quant à la qualité du processus d’attribution de notes, McKeachie et al. (2006) 
écrivent que dans le contexte de l’enseignement supérieur les notes sont surtout un 
moyen de communication des décisions de l’enseignant :  
Un professeur qui donne des notes établit la communication avec 
plusieurs groupes – les étudiants individuellement, les professeurs 
donnant les cours plus avancés, les institutions et les comités 
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d’admissions des institutions de cycles supérieurs, les employeurs 
potentiels et ainsi de suite.149 (McKeachie et al., 2006, p. 123) 
En considérant l’attribution d’une note comme un moyen de communication, cela 
permet de ne plus attribuer la note comme une valeur intrinsèque et neutre. La note est 
une façon pour l’enseignant ou un programme de communiquer un message qui sera 
interprété par l’étudiant. Ainsi, un étudiant peut être satisfait d’un B+ dans un cours, 
mais déçu d’un A-150 dans un autre, et ce, suivant ses attentes, sa perception du cours 
ou sa relation avec l’enseignant. 
En contexte universitaire, à l’étape d’attribution des notes, la personne 
enseignante attribue une note globale destinée au dossier de l’étudiant. L’étudiant reçoit 
ensuite un relevé de notes qui présente, sur une même ligne, le titre de l’activité 
pédagogique, le nombre de crédits et la note. Selon les institutions, cette note peut être 
chiffrée, bien qu’au Québec, le système de lettres de A à E soit le plus commun (Taylor, 
1977). C’est le cas de la faculté d’où proviennent les professeurs et les chargés de cours 
rencontrés dans le cadre de notre recherche. La note peut être déterminée de façon 
relative ou de façon absolue, deux référentiels qu’il convient de décrire à présent.  
10.2.1 L’attribution des notes dans le paradigme traditionnel 
Dans le paradigme traditionnel, l’attribution des notes se fait habituellement 
en comparant les données d’un étudiant avec celles des autres étudiants du groupe 
auquel il appartient. Selon Novak (1998), dans le paradigme traditionnel, 
l’établissement des niveaux se réalise à l’aide de tests « objectifs » qui sont « la clé de 
l’évaluation avec des notes accordées selon « la courbe normale » et donc selon la 
position de l’étudiant dans le groupe. Ainsi, le niveau de réussite d’un étudiant est établi 
                                                 
149 Traduction libre de « A professor giving a course grade is communicating to several groups - 
individual students, professors teaching advanced courses, graduate or professional school admissions 
committees, prospective employers, and so on ». 
150 Dans le chapitre 1 (sous-sous-section 1.4.2, p. 53) sont présentées les modalités d’attribution de notes 
de différentes facultés québécoises. 
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en fonction de sa position dans le groupe auquel il appartient en recourant, notamment, 
à la courbe normale (ou courbe de Gauss), laquelle permet d’établir la distribution des 
étudiants selon leur écart à la moyenne. On dit de ce type de référentiel qu’il est relatif, 
puisqu’il prend le groupe comme référence. Ainsi, s’il arrivait qu’un groupe soit plus 
faible que les autres groupes réalisant habituellement l’activité pédagogique, les 
meilleurs étudiants recevraient alors des résultats selon la même distribution que les 
groupes des années antérieures.
10.2.2 L’attribution des notes dans le paradigme centré sur l’apprenant 
Dans le paradigme centré sur l’apprenant, l’établissement de la note peut se 
faire aussi en comparant les données d’un étudiant à des attentes précises et 
prédéterminées. La note n’est donc pas établie en fonction du groupe, mais bien selon 
les attentes de l’activité pédagogique ou du programme. 
Dans le paradigme centré sur l’apprenant, le niveau des apprenants est 
déterminé selon leur apprentissage et leur capacité à accomplir des tâches complexes. 
Les étudiants ne sont pas comparés entre eux, mais plutôt à un référentiel fixe selon les 
attentes du programme sur le plan des apprentissages. On appelle ce type de référentiel 
« absolu » puisqu’il ne s’appuie pas sur le groupe. Ainsi, s’il arrivait qu’un groupe soit 
plus faible que les autres groupes réalisant habituellement l’activité pédagogique, les 
étudiants recevraient alors des résultats inférieurs à ceux donnés les autres années. 
10.2.3 L’attribution des notes dans l’approche par compétences 
Tardif (2006) et, dans une moindre mesure, Scallon (2004) croient que 
l’évaluation d’une compétence est principalement qualitative. Pour eux, la complexité 
de ce qui doit être mobilisé chez l’étudiant pour démontrer son niveau de compétence 
est très grande. Tardif (2006) explique pourquoi il privilégie une telle évaluation 
qualitative : 
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C’est pourquoi je soutiens une appréciation essentiellement 
qualitative. (…) j’ai en outre attiré l’attention sur des dérives qui 
proviennent des recours à des fréquences et à des marqueurs de 
quantité. Ces dérives sont pour moi des signes incontestables 
d’incohérence relativement à la logique du développement des 
compétences. (p. 339) 
L’évaluation dans le cadre d’une approche par compétences peut donc être faite selon 
divers niveaux, lesquels sont liés à la compétence que la personne démontre lors des 
situations. Tardif (2006) propose un exemple à six niveaux : « débutant, novice, 
intermédiaire, compétent, maitre et expert » (p. 86). Il souligne aussi que la formation 
amène habituellement l’apprenant du niveau de débutant à celui de compétent. Les 
autres niveaux sont plutôt atteints dans la vie professionnelle de l’apprenant. La notion 
d’expert revient aussi dans le travail sur l’évaluation authentique de Huba et Freed 
(2000), plus précisément dans les exemples de performances qui peuvent donner aux 
apprenants des indices de ce qui est attendu d’une personne experte. Ces indices leur 
permettent ainsi d’avoir un modèle. Étant donné la très grande importance de l’aspect 
qualitatif de l’évaluation dans une approche par compétences, le relevé de notes devrait 
aussi accorder une très grande importance à la rétroaction écrite et aux commentaires 
de l’enseignant. 
L’une des distinctions entre l’établissement des niveaux dans le paradigme 
centré sur l’apprenant et dans celui de l’approche par compétences est que, dans ce 
dernier cas, les cibles de formation (les compétences) restent les mêmes tout au long 
de la formation. Chaque activité réalisée par les étudiants doit montrer comment elle 
les fait progresser sur une ou plusieurs des compétences partagées avec d’autres 
activités pédagogiques. Un bulletin qui serait en parfaite cohérence avec l’évaluation 
des compétences présenterait la trajectoire de développement de chaque compétence 
sur plusieurs activités pédagogiques et donnerait principalement aux étudiants des 
notes basses au début du programme (puisque les étudiants ont un faible niveau de 
compétences) et des notes plus élevées à la fin du programme à ceux ayant progressé. 
Le référentiel est donc fixe tout au long du programme.  
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11. 
Au cours des sept étapes précédentes, nous avons démontré que l’évaluation 
des apprentissages est une démarche complexe et exigeante. Il importe donc de 
documenter ces étapes afin de pouvoir ajuster les différents éléments rapidement, dans 
le cas de problèmes graves ou en vue d’une reprise de l’activité pédagogique. À leur 
manière, Huba et Freed (2000), Kane (2006) et Popham (2000) rappellent l’importance 
d’être dans un mode d’amélioration continue en utilisant des concepts différents : soit 
la CQI, la validation et les décisions sur l’enseignement. Et parmi les décisions liées à 
l’évaluation des apprentissages présentées à l’étape 1, l’une des trois catégories 
touchait aux décisions liées aux activités d’enseignement et d’apprentissage desquelles 
relève l’amélioration continue. 
L’amélioration continue est généralement présente dans les démarches 
évaluatives, bien qu’elle ne constitue pas souvent une étape en tant que telle. Par 
exemple, la figure 6 vue précédemment (p. 109) schématise la démarche évaluative de 
Durand et Chouinard (2012) en la présentant comme un cycle continu où la réalisation 
de chaque étape alimente la suivante. Huba et Freed (2000) accordent aussi une 
importance élevée à l’amélioration continue de l’évaluation des apprentissages. Enfin, 
la validation, de par sa conceptualisation, est une démarche continue de vérification et 
de recueil de preuves de validité. 
Au regard des éléments de pratiques d’évaluation des apprentissages associés 
au processus d’amélioration continue, notons (1) l’utilisation des techniques de CAT 
(Huba et Freed, 2000), (2) l’utilisation d’une technique permettant de documenter le 
déroulement de l’évaluation des apprentissages et (3) l’utilisation de l’analyse post-hoc 
en vue de la prochaine prestation de l’activité pédagogique (Bertrand et Blais, 2004). 
Avant de présenter les objectifs spécifiques de la recherche, qui lient la 
question de recherche énoncée au chapitre 1 et le cadre conceptuel présenté dans ce 
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chapitre, il nous apparait pertinent de résumer les principaux éléments de ce cadre 
conceptuel dans la figure 12. 
Figure 12 -  Schéma résumant le cadre conceptuel de la recherche 
 
12. 
Notre question générale de recherche, présentée au chapitre 1 (p. 85), vise à 
déterminer les caractéristiques de l’évaluation des apprentissages utilisés dans une 
faculté de génie. Dans le présent chapitre, nous avons ajouté les caractéristiques de 
l’évaluation des apprentissages selon différents paradigmes et différents courants. 
Nous avons aussi proposé un processus exhaustif d’évaluation des apprentissages dans 
le contexte du postsecondaire.  
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Au regard de ces concepts et de la démarche d’évaluation que nous avons 
proposée, notre recherche comporte deux objectifs spécifiques. De ces deux objectifs 
spécifiques, la question des pratiques des enseignants en matière d’évaluation des 
apprentissages est la première, suivie des pratiques dans les différentes étapes de la 
démarche d’évaluation présentée dans le présent chapitre. 
12.1 Premier objectif spécifique – Inventaire des caractéristiques des pratiques 
d’évaluation des apprentissages 
Le premier objectif spécifique est de réaliser un inventaire des 
caractéristiques des pratiques d’évaluation des apprentissages des professeurs et 
des chargés de cours dans une faculté de génie. Cet inventaire documentera les 
instruments les plus souvent utilisés, les objectifs de l’évaluation des apprentissages, 
les pratiques des personnes enseignantes en matière d’évaluation des apprentissages et 
leurs perceptions de l’évaluation des apprentissages. Ces résultats seront aussi étudiés 
en comparant leurs caractéristiques à celles documentées dans l’étude de Blais et al. 
(1997), réalisée dans une université canadienne. Ces caractéristiques, présentées en 
détail au chapitre 1, sont les suivantes : 
- des instruments d’évaluation des apprentissages faits par les enseignants; 
- une liberté académique dans l’évaluation des apprentissages; 
- l’usage d’un nombre d’instruments limité; 
- un manque de différenciation entre la correction et l’évaluation des 
apprentissages; 
- une validité à démontrer; 
- un faible taux d’échecs en Amérique du Nord. 
 
Comme les programmes de génie de la faculté dans laquelle a été réalisée notre 
recherche présentent des différences quant aux approches adoptées, nous 
déterminerons aussi si ces différences se répercutent dans les pratiques d’évaluation 
des apprentissages. Or, ce premier objectif spécifique ne permet pas de procéder à une 
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analyse en profondeur des démarches d’évaluation utilisées par les professeurs et les 
chargés de cours, d’où l’intérêt du second objectif spécifique de notre recherche. 
12.2 Second objectif spécifique – Analyse des pratiques d’évaluation des 
apprentissages au regard de la démarche évaluative 
Le second objectif spécifique consiste à analyser des pratiques déclarées 
d'évaluation des apprentissages au regard des différentes étapes de la démarche 
évaluative présentée dans le chapitre 2 (sections 4 à 11). Si le premier objectif 
spécifique nous permet d’avoir un regard global sur les pratiques d’évaluation des 
apprentissages, le second objectif spécifique nous permet, quant à lui, d’avoir un regard 
plus approfondi sur ces mêmes pratiques. Pour des raisons pragmatiques évidentes, 
nous ne pourrons pas analyser l’ensemble des cours donnés à la faculté de génie ciblée; 
nous devrons donc en choisir quelques-uns que nous étudierons plus exhaustivement. 
Nous reprendrons, entre autres, le concept de démarche d’évaluation des 
apprentissages et de validation dans certains cours choisis en vue d’atteindre notre 
premier objectif. Rappelons en ce sens que, pour Kane (2006), la validité est une 
caractéristique unitaire qui est liée de très près à l’utilisation désirée des jugements 
obtenus par la démarche et que ce sont les inférences obtenues à partir des jugements 
qui sont valides ou non. C’est pourquoi il nous faudra regarder l’ensemble de la 
démarche pour déterminer cette validité. La proposition de Kane (2006) est appelée 
«validité par preuves», d’où la pertinence de recueillir des informations (des preuves) 
à différents moments de la démarche pour documenter le processus de validation.  
Au terme du présent chapitre, nous avons présenté une démarche d’évaluation 
des apprentissages en huit étapes utilisée pour analyser les pratiques déclarées des 
professeurs et des chargés de cours rencontrés. Pour chacune de ces étapes, nous avons 
identifié les éléments de pratiques qui lui étaient associés. Dans le prochain chapitre, 
nous expliciterons la méthodologie mise en place pour réaliser notre recherche et la 
contribution des personnes enseignantes qui ont accepté d’y participer. 
  
 TROISIÈME CHAPITRE 
 MÉTHODOLOGIE ET ÉTHIQUE DE RECHERCHE 
La structure du présent chapitre suit la proposition de Fortin (2006, p. 43) à 
l’égard de l’établissement d’un devis et d’une méthodologie de recherche. Le devis est 
le plan d’ensemble de la recherche qui permet d’obtenir des données servant à répondre 
à la question de recherche et aux objectifs spécifiques de cette dernière. Ainsi, à ce 
stade de notre recherche, nous décrirons un devis en deux temps qui nous a permis de 
colliger des données sur chacun des deux objectifs spécifiques présentés au chapitre 2, 
à savoir 1) réaliser un inventaire des caractéristiques des pratiques d’évaluation des 
apprentissages des professeurs et des chargés de cours dans une faculté de génie et 2) 
analyser des pratiques d'évaluation des apprentissages au regard des différentes étapes 
de la démarche évaluative présentée dans le chapitre 2. 
La méthodologie mise en place a ainsi permis d’obtenir des données sur les 
démarches d’évaluation, sur les discours des professeurs et des chargés de cours et, 
finalement, sur les caractéristiques des démarches d’évaluation des apprentissages. 
Après avoir explicité les fondements épistémologiques qui ont orienté notre travail, 
nous présenterons dans ce chapitre les méthodes et les instruments relatifs à chacun de 
nos objectifs de recherche. Nous aborderons enfin la question de l’éthique et de la 
déontologie de la présente recherche. 
1. 
Notre recherche s’inscrit dans une posture pragmatique151. Mertens présente 
cette posture en reprenant les propos de Maxcy. 
                                                 
151 Traduction de « Pragmatic Paradigm ». 
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Ce qui est sain avec une approche de la science sociale pragmatique 
et des méthodes mixtes et multiples est… qu’elle permet 
d’entreprendre de nombreux projets sans le besoin d’identifier au 
préalable les connaissances, les lois ou les règles qui gouvernent ce 
qui est reconnu comme « vrai » ou « valide ». Seuls les résultats 
comptent! 152 (Maxcy, 2003, p. 85 dans Mertens, 2010, p. 37) 
En ce sens, dans le cadre de la présente recherche, nous avons cherché à 
décrire les pratiques déclarées d’évaluation des apprentissages avec la lunette la plus 
large possible, mais d’une précision suffisante pour pouvoir décrire des pratiques de 
façon détaillée. Selon Bru, les pratiques déclarées portent sur « la connaissance des 
pratiques issue des déclarations des enseignants. » (2004, p. 283) La recherche 
s’intéresse donc à ce que les enseignants disent lorsqu’ils parlent d’évaluation des 
apprentissages. 
Pour ce faire, deux volets successifs ont été prévus et articulés dans la 
perspective des méthodes mixtes dont le cadre épistémologique s’inscrit dans 
l’approche pragmatique (Tashakkori et Teddlie, 2003, in Mertens, 2010, p. 35). Notre 
choix de posture permet de réaliser les deux volets sans obliger les professeurs et les 
chargés de cours à s’inscrire dans l’un ou l’autre des paradigmes présentés au chapitre 
2; certains programmes de la faculté ciblée s’appuient sur un référentiel de 
compétences, alors que d’autres n’ont pas d’approche pédagogique explicite. Notre 
posture nous a permis d’inventorier les pratiques déclarées d’évaluation en cherchant 
les caractéristiques de l’évaluation des apprentissages sans présumer de l’approche 
sous-tendant ces pratiques. Nos décisions euristiques ont donc été prises 
essentiellement dans l’optique de trouver des résultats relatifs aux deux objectifs de 
recherche préétablis. Notre recherche comprend donc deux grands volets aux 
orientations méthodologiques différentes.   
                                                 
152 Traduction libre de « What is healthy about a pragmatic social science of mixed and multiple methods 
is... it allows a number of projects to be undertaken without the need to identify invariant prior 
knowledge, laws, or rules governing what is recognized as ‘true’ or ‘valid’. Only results count! » 
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1.1 Premier volet de la recherche : Inventaire des caractéristiques des pratiques 
d’évaluation des apprentissages dans une faculté de génie  
Dans un premier temps, nous avons opté pour un volet de recherche 
quantitative à visée descriptive afin d’atteindre le premier objectif spécifique. Une telle 
démarche vise en effet « à déterminer la fréquence d’apparition d’un phénomène dans 
une population donnée » et « à catégoriser l’information » (Fortin, 2010, p. 124), ce 
qui s’avère pertinent pour répondre à notre intention de dresser un inventaire des 
caractéristiques des pratiques d’évaluation des apprentissages, de déterminer la 
fréquence des différentes pratiques et de catégoriser les pratiques. Cet inventaire 
permet aussi de déterminer les caractéristiques pour les professeurs et pour les chargés 
de cours.  
Une recherche quantitative à visée descriptive est pertinente, puisque nous 
avons peu d’information de recherche décrivant les pratiques d’évaluation des 
apprentissages dans la formation des ingénieurs. Ainsi, le simple fait de dresser 
l’inventaire des pratiques permet de les documenter dans un cadre lui aussi rarement 
décrit, soit l’évaluation des apprentissages dans la formation des ingénieurs. 
1.2 Deuxième volet de la recherche : Analyse des pratiques d’évaluation des 
apprentissages au regard de la démarche évaluative 
Dans un deuxième temps, nous avons mis en place un volet de recherche 
qualitative de type ethnographique afin d’atteindre le second objectif spécifique. Ce 
volet vise à décrire et à analyser les pratiques des professeurs et des chargés de cours 
en matière d’évaluation des apprentissages d’un groupe précis dans une faculté de 
génie. L’utilisation de l’analyse qualitative de type ethnographique cherche « à décrire, 
à documenter et à analyser les styles de vie ou les tendances particulières d’un groupe 
de personnes à l’intérieur d’une culture » (Fortin, 2010, p. 273). Selon Fortin (2010), 
le terme culture doit être pris au sens large, par exemple les membres d’une 
organisation. 
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Dans la présente recherche, nous nous intéressons aux enseignants qui 
constituent une part importante de l’organisation universitaire. Dans la prochaine 
section, nous décrirons la faculté ciblée et la population visée par la recherche.
2. 
Notre thèse vise à décrire le plus précisément possible les pratiques 
d’évaluation dans une faculté de génie ciblée. Ce choix a été fait très tôt dans notre 
démarche et principalement en raison de la présence de programmes ayant des 
modalités pédagogiques différentes, mais ayant une clientèle assez homogène 
d’étudiants (DEC en sciences de la nature principalement). Ce milieu permettait de 
faire un inventaire relativement complet, mais circonscrit. La population cible de la 
présente recherche est donc définie par l’ensemble des professeurs et des chargés de 
cours en génie de la faculté ciblée. L’avantage de nous restreindre à une faculté précise 
est que la « population accessible153 » de notre recherche est la même que la population 
cible. 
Le choix de cette faculté repose sur trois raisons : 1) elle offre des programmes 
de formation des ingénieurs, 2) des différences importantes existent dans les approches 
pédagogiques et dans l’organisation entre les programmes et 3) plusieurs des 
programmes comprennent des projets longs, soit des projets de plusieurs semaines 
(voire plusieurs trimestres) qui demandent des réalisations de nature et de complexité 
différentes, ce qui pose la question des modalités d’évaluation des apprentissages. 
En adéquation avec les deux volets prédéterminés de la recherche, deux 
collectes de données ont été réalisées successivement dans le milieu choisi que nous 
appellerons dorénavant la « faculté ciblée ». Parmi les répondants du premier volet, 
nous avons sélectionné des participants pour le second volet, soit les entrevues. La 
                                                 
153 Fortin définit la population accessible par « la portion de la population que l’on peut atteindre » (2010, 
p. 225). 
  183 
procédure d’échantillonnage sera explicitée dans la section traitant du deuxième volet 
de la recherche (p. 196).  
Au moment de commencer la collecte de données, nous avons recensé les 
personnes ayant enseigné au premier cycle au moins à une reprise en 2011 : les 
professeurs et les chargés de cours (qui sont parfois des étudiants de cycles supérieurs 
ou des professionnels en exercice). Nous avons eu recours à plusieurs sources 
d’information différentes afin d’obtenir la liste de ces personnes. Nous avons visité le 
site Internet de chaque département de la faculté ciblée, ce qui nous a permis d’obtenir 
une première liste de professeurs pour chacun des départements. Certains départements 
publient aussi la liste des chargés de cours. Nous avons donc complété cette première 
version de la liste grâce à l’information publique disponible sur le site Internet de 
l’université d’attache, soit la liste des activités pédagogiques remise à des chargés de 
cours en 2011 dans la faculté ciblée. La faculté ciblée a aussi accepté de nous fournir 
la liste complète des personnes ayant enseigné en 2011 pour tous les départements, à 
l’exception d’un pour lequel elle n’avait pas cette information. Nous avons alors 
contacté la direction de ce département et obtenu enfin la liste des personnes ayant 
enseigné en 2011. Cette liste finale de 180 noms a fait l’objet d’une vérification dans 
le bottin institutionnel accessible en ligne en vue de confirmer le statut et le 
département d’attache de chaque personne sur la liste. D’après la liste établie à ce 
moment, la population accessible comprenait donc 180 personnes dont 16 femmes. En 
regardant la répartition selon le statut des personnes enseignantes, la proportion de 
professeurs s’élevait à 48 % contre 52 % de chargés de cours. Toutefois, suite à une 
première invitation de notre part, trois professeurs ont signalé ne pas avoir enseigné 
durant la période indiquée, puisqu’ils occupaient alors des fonctions administratives 
pour la faculté ou l’université. Nous avons donc retranché ces trois personnes et obtenu 
la population accessible décrite dans le tableau 11. 
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Tableau 11  
Répartition des personnes ayant enseigné au moins à une reprise durant l’année 2011 
dans la faculté ciblée par statut et par sexe (version finale) 
Statut 
Sexe n (pers.) % n (pers.) % n (pers.) 
Homme 78 92 % 83 90 % 161 
Femme 7 8 % 9 10 % 16 
TOTAL 85 48 % 92 52 % 177 
 
2.1 Description de la faculté ciblée 
La faculté où a été réalisée notre collecte de données offre six programmes de 
baccalauréat qui sont associés à l’un ou l’autre de quatre départements : certains 
départements offrent donc plus d’un programme de premier cycle. Dans la présente 
recherche, nous n’avons retenu que les différences entre les départements sachant que 
ceux qui offrent plusieurs programmes ont recours à la même organisation, aux mêmes 
professeurs et aux mêmes directives pour l’ensemble de leurs programmes. À partir de 
maintenant, nous réfèrerons à 4 programmes pour regrouper les enseignants et les 
activités pédagogiques. 
Le tableau 12 présente la répartition des personnes enseignantes dans la 
faculté ciblée par statut et par programme. Les programmes sont identifiés Alpha, Bêta, 
Gamma et Delta, en accord avec nos engagements éthiques. On remarquera dans ce 
tableau que quelques chargés de cours sont inscrits dans la catégorie 
« complémentaire » : ne relevant pas d’un programme unique, ils enseignent plutôt des 
cours communs à plusieurs programmes.  
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Tableau 12   
Répartition des personnes enseignantes par statut et par programme154 
 
 
La liste finale décrivant notre population accessible (liste stabilisée le 4 avril 
2012) comptait 177 participants dont 16 femmes. Tous ont reçu la même invitation à 
participer au premier volet de la recherche, sans égard à leur statut, à leur programme 
ou à leur sexe.  
La faculté ciblée encadre l’évaluation des apprentissages de différentes 
façons. Trois aspects tirés du règlement facultaire et touchant à l’évaluation des 
apprentissages permettent notamment de mieux comprendre le contexte de formation. 
D’abord, la qualité du français écrit doit être vérifiée dans tous les travaux et examens. 
Cet élément d’évaluation peut être pénalisé jusqu’à concurrence d’une valeur maximale 
de 15 %; les modalités de cette sanction ne sont toutefois pas précisées. Ensuite, 
l’évaluation finale ne peut pas compter pour plus de 40 % du résultat final. Cela diffère 
de certaines facultés où ce critère n’existe pas. Finalement, le barème retenu est appelé 
« à cotes fixes », ce qui signifie que les pourcentages obtenus par l’addition des notes 
d’une session sont transformés en lettres (de A+ à E) selon une grille fixe. Par exemple, 
les notes se situant entre 85 % et 100 % donnent A+, et ce, quel que soit le nombre 
d’étudiants ayant obtenu ces notes. Cependant, la publication de cette grille n’est pas 
obligatoire dans les plans de cours. 
                                                 
154 (F) Le nombre entre parenthèses indique le nombre de femmes dans le total indiqué. 
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Dans le calendrier de cette faculté, les activités normales d’enseignement sont 
suspendues durant les 10 derniers jours de chaque trimestre pour permettre la 
réalisation des évaluations finales. Celles-ci ont lieu dans des locaux de classe et ont 
une durée maximale de trois heures. Il revient à chaque professeur ou chargé de cours 
de définir le matériel permis et le type de questions pour l’évaluation dans le cours dont 
il est responsable155. Depuis quelques années, des projets de conception s’étendant sur 
une ou plusieurs sessions sont maintenant inclus et obligatoires dans différents 
programmes de génie. Des notes sont également allouées pour ces projets. 
3. 
La première collecte de données consistait à connaitre les pratiques déclarées 
des professeurs et des chargés de cours de la faculté de génie ciblée sur les questions 
d’évaluation des apprentissages. Dans cette optique, le questionnaire à grande échelle 
s’inscrit dans une approche quantitative et nous a permis de documenter principalement 
notre premier objectif. Après avoir décrit l’instrument, nous en expliquerons 
l’administration. Les procédures de traitement et d’analyse des données suivront en fin 
de section.  
3.1 Description de l’instrument 
Le questionnaire utilisé s’appuie grandement sur celui utilisé dans le cadre de 
l’étude de Blais et al. (1997). Cet instrument a déjà été employé avec succès dans 
différentes enquêtes (Blais et al., 1997; Fontaine, 1998). L’accès à ce questionnaire, 
fourni en annexe 1 (p. 397), nous a été rendu possible grâce à l’aimable collaboration 
de Jean-Guy Blais. Ce questionnaire visant les personnes enseignant à l’Université de 
Montréal a été adapté pour notre recherche. Nous avons revu les questions et adapté le 
vocabulaire à celui de la faculté choisie. Nous avons aussi mis à jour certains aspects 
comme le recours à des outils qui n’existaient pas ou qui étaient peu accessibles, en 
                                                 
155 Il existe une politique facultaire, mais elle encadre les évaluations sans obliger à des pratiques fixes. 
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1994, lors de la création du questionnaire original. Plus substantiellement, nous avons 
ajouté trois sections afin de tenir compte des spécificités de l’évaluation dans le 
domaine du génie : (1) l’utilisation du travail d’équipe, (2) l’évaluation des 
apprentissages dans des projets longs (soit plus de sept semaines) et (3) les politiques 
d’évaluation des apprentissages en vigueur dans la faculté ciblée. Étant donné ces 
modifications, des prétests ont été effectués. 
Le questionnaire permet de faire un portrait complet de l’évaluation dans le 
contexte de la formation des ingénieurs. Cependant, puisqu’il provient d’une recherche 
antérieure, il n’est pas structuré à partir de la démarche d’évaluation des apprentissages 
présentée au chapitre 2. Le recoupement entre le contenu du questionnaire et les étapes 
de la démarche a donc dû être fait, mais il n’est pas parfait. Il appert toutefois que le 
questionnaire, de par ses utilisations antérieures et sa capacité à dresser un portrait 
complet de l’évaluation des apprentissages en contexte universitaire, demeure le 
meilleur outil pour la présente recherche. 
3.1.1 Les phases de prétest 
Le questionnaire obtenu a été prétesté auprès de six personnes enseignant à 
l’université de la faculté ciblée, mais qui ne font pas partie de la population accessible 
faisant l’objet de notre étude : ces personnes ne sont donc pas des professeurs ou des 
chargés de cours de cette faculté. Pour ce prétest, chaque section de l’instrument 
(regroupant entre 7 et 17 questions) se terminait par deux questions supplémentaires 
permettant de commenter les questions de la page en cours autant sur le fond que sur 
la forme. Une section supplémentaire, ajoutée à la fin du questionnaire, visait à 
connaitre le temps moyen de complétion et à recueillir les commentaires généraux sur 
les questions ainsi que sur le fonctionnement général du questionnaire. Cette phase de 
prétest a été réalisée sur la plateforme en ligne de test, soit LimeSurvey 1.91+. 
L’instrument était hébergé sur le serveur http://doctorat.ca/limesurvey/ que nous 
administrions nous-mêmes. 
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Le prétest a permis d’apporter plusieurs améliorations, principalement sur le 
vocabulaire utilisé et sur l’organisation des questions. Le tableau 13 présente le nombre 
de commentaires pour chaque grande section du questionnaire (soit A, B, C, D ou EG). 
À côté de chacun de ces commentaires, nous indiquons si ceux-ci touchaient la forme, 
le fond ou un autre aspect du questionnaire. En plus, une colonne a été ajoutée pour 
signaler si des modifications complètes ou partielles ont été apportées au questionnaire 
à la suite des commentaires. 
Tableau 13  
Inventaire des commentaires faits lors de la première phase de prétest 
Section 
Nombre total de 
commentaires 
Nombre de 
commentaires 
sur le fond 
Nombre de 
commentaires 
sur la forme 
Nombre de 
commentaires 
sur un autre 
aspect 
Nombre de 
modifications 
apportées 
CER 3 0 3 0 Oui (3 sur 3) 
A 1 1 0 0 Oui (1 sur 1) 
B 7 3 4 0 Partielles (6 sur 7) 
C 6 4 2 0 Partielles (5 sur 6) 
D 5 4 0 1 Partielles (4 sur 5) 
EG 2 1 1 0 Partielles (1 sur 2) 
TOTAL 24 13 10 1 Partielles (20 sur 
24) 
 
Voici l’exemple d’un commentaire d’un participant au prétest à propos de la 
section d’éthique (CER) et de la section A du questionnaire : 
(A1) Dans le courriel reçu auparavant, le temps était de 25 minutes. 
Dans la section « En quoi consiste la participation au projet? », le 
temps annoncé est de 35 minutes et ici dans la « Section A », c'est à 
nouveau de 25 minutes, il faudrait uniformiser l'information. Quand 
tu dis, « Inscrivez votre nom », est-ce juste le nom de famille ou le 
nom et le prénom? Pour le nom du comité d'éthique, c'est « Comité 
éthique de la recherche Éducation et sciences sociales ». Pour la 
question « Depuis quelle année enseignez-vous à l'université? », tu 
ne veux pas dire sous le statut indiqué, mais depuis le début. Est-ce 
bien cela? 
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L’information liée à ce commentaire a été clarifiée dans la version finale du 
questionnaire et nous avons tenu compte de la plupart des rétroactions données par les 
participants au prétest. Cependant, les commentaires sur le temps nécessaire pour 
remplir le questionnaire se sont avérés difficiles à considérer sans enlever des 
questions. Nous avons préféré ajouter, lorsque cela était possible, des interrupteurs 
logiques dans le questionnaire, soit des conditions modifiant les questions proposées 
au participant en fonction de ses réponses antérieures. Cela évite qu’un participant ne 
réponde deux fois à la même question (ou à deux questions analogues) à deux endroits 
différents du questionnaire. L’utilisation d’une plateforme de questionnaire en ligne 
permet assez facilement d’implémenter ce type de mécanisme. 
Avant de lancer le questionnaire à toute la population ciblée, une seconde 
phase de prétest a été réalisée avec deux participants volontaires issus de la liste de 
notre population accessible. Cette phase a mené à très peu de modifications. Nous 
avons donc conservé les réponses afin de les ajouter à celles obtenues lors de 
l’administration du questionnaire à l’ensemble des professeurs et des chargés de cours 
participants. Nous avons aussi pu vérifier à ce moment la pertinence des questions pour 
les sections B4 et EG qui s’adressent plus spécifiquement à des personnes enseignant 
dans la faculté ciblée. Au terme de ces deux phases de prétest, nous avons obtenu un 
questionnaire nommé Les pratiques d’évaluation des apprentissages dans une faculté 
de génie (version 2) dont les caractéristiques finales seront à présent décrites. 
3.1.2  Les caractéristiques du questionnaire 
Le questionnaire final, placé en annexe 1, a été offert en ligne uniquement, 
puisqu’aucune personne invitée à participer n’a demandé à recevoir une copie 
imprimée. Il comportait 70 questions, regroupées en cinq grandes sections. La plupart 
de ces sections ont été séparées en quelques pages (que nous appelons sous-sections) 
pour des raisons de présentation et d’utilisation. Le tableau 14, à la page suivante, 
présente le détail de ces sous-sections. 
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Tableau 14   
Composition du questionnaire final par section et par type de questions 
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Section A - Information 
générale 
1 1 3 2 0 0 0 0 0 7 
Section B1 - Vos pratiques en 
évaluation 
1 2 3 3 0 1 (21) 0 0 0 10 
Section B2 - Vos pratiques en 
évaluation (suite) 
0 3 2 5 0 0 0 0 0 10 
Section B3 - Travail d'équipe et 
évaluation (suite de la section 
B) 
0 3 0 1 1 0 0 0 0 5 
Section B4 - Utilisation d’un 
projet long (7 semaines ou plus) 
1 9 5 0 1 0 0 0 1 17 
Section C1 - Vos pratiques en 
évaluation (seconde partie) 
0 0 0 0 1 0 1 (12) 0 0 2 
Section C2 - Vos pratiques en 
évaluation (suite) 
0 0 0 0 1 0 1 (12) 0 0 2 
Section C3 - Vos pratiques en 
évaluation (suite) 
0 0 0 0 1 0 1 (15) 0 0 2 
Section C4 - Vos pratiques en 
évaluation (fin de la section C) 
0 0 0 0 2 0 0 0 0 2 
Section D1 - Votre perception 
de l’évaluation 
0 0 0 0 1 0 0 1 (12) 0 2 
Section D2 - Votre perception 
de l’évaluation (suite) 
0 0 0 0 1 0 0 1 (12) 0 2 
Section D3 - Votre perception 
de l’évaluation (suite) 
0 0 0 0 1 0 0 1 (11) 0 2 
Section D4 - Votre perception 
de l’évaluation (fin de la 
section D) 
0 0 0 0 1 0 0 0 0 1 
Section EG - Politique et 
règlements facultaires 
1 0 0 0 0 2 (6) 1 (2) 1 (2) 0 5 
Section F - Envoi du 
questionnaire 
1 0 0 0 0 0 0 0 0 1 
TOTAL par type de questions 5 18 13 11 11 3 (27) 4 (41) 4 (37) 1 70 
# (X) : Cela signifie que le participant doit répondre à X énoncés regroupés dans # questions. 
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Ce tableau présente l’intitulé des sections et un survol des types de questions 
comprises dans chaque section. On y observe que les sections A, EG et F ne sont pas 
séparées en plusieurs sous-sections, alors que les autres sont divisées en 4 sous-
sections, nommées B1 à B4, C1 à C4 et D1 à D4. Avant de passer à une nouvelle page, 
l’utilisateur doit cliquer sur « Envoyer ». Les sections B3 et B4 ne sont pas offertes à 
tous les participants, mais seulement à ceux déclarant utiliser le travail d’équipe 
(section B3) ou les projets longs (section B4). La section EG est affichée uniquement 
aux participants ayant mentionné, à la section A, enseigner dans la faculté ciblée. Cette 
précaution permet aussi de s’assurer que les personnes répondantes font partie de la 
population ciblée. Enfin, la section F ne comporte pas de questions, mais exige que le 
participant confirme qu’il a bien rempli le questionnaire et qu’il désire en faire l’envoi 
définitif. Une fois le questionnaire envoyé, le participant ne peut plus modifier ses 
réponses.  
3.1.3 L’accès au questionnaire pour les participants 
Les phases de prétest ont permis de mettre à l’épreuve les modalités de 
complétion du formulaire de consentement et celles d’accès au questionnaire principal. 
Le questionnaire sous sa forme électronique est celui qui a été retenu pour la première 
phase de notre recherche. Tous les participants identifiés ont ainsi reçu une invitation 
dans leur boite de courriels institutionnelle. Ce courriel comportait des informations 
sur la recherche, des indications pour accéder au questionnaire (s’ils désiraient 
participer) et une lettre d’appui de la direction de la faculté ciblée. Ce courriel était 
envoyé automatiquement à partir de notre liste finale de participants.  
La figure 13, à la page suivante, présente de quelle façon un participant 
intéressé pouvait accéder au questionnaire. L’analogie la plus exacte pour décrire les 
modalités d’accès au questionnaire est celle d’un vestibule dont l’accès par la porte 
d’entrée est contrôlé, mais donne sur une maison où l’on peut se promener librement. 
Nous savons donc qui est entré dans la maison, mais nous ignorons où sont les visiteurs 
et même après avoir vu le vestibule et quelques pièces, s’ils ont quitté par une sortie 
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qui, elle, n’est pas gardée. La porte d’entrée de notre questionnaire étant le formulaire 
de consentement, le participant devait d’abord le compléter (incluant son nom et la date 
de complétion du formulaire) puis confirmer son acceptation en cliquant sur le bouton 
« Envoyer ». Il était alors redirigé vers le questionnaire principal, complètement 
indépendant du formulaire de consentement. 
 
Figure 13 -  Accès au questionnaire pour le participant. 
Le courriel offrait aux participants deux options pour accéder au formulaire 
de consentement. Le chemin A demandait au participant d’entrer d’abord dans son 
fureteur Internet l’URL <http://doctorat.ca/limesurvey> puis le code alphanumérique 
indiqué dans le courriel. Quant à lui, le chemin B permettait au participant d’accéder 
directement au formulaire de consentement en cliquant sur un hyperlien contenu dans 
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le courriel. Dans les deux cas, seules les personnes ayant un code alphanumérique 
valable pouvaient accéder au formulaire de consentement. De plus, l’utilisation de 
chaque code était unique. Ainsi, deux participants ne pouvaient pas entrer avec le même 
code dans le questionnaire et un participant ne pouvait pas le refaire avec son code, une 
fois le questionnaire envoyé. Enfin, les personnes ayant rempli le formulaire de 
consentement ne recevaient plus de rappel par courriel afin d’éviter la sollicitation 
inutile.  
3.2 Administration du questionnaire 
Les premiers courriels d’invitation ont été envoyés en avril 2012. Le 
questionnaire a été fermé en septembre 2012. Entre ces deux dates, deux rappels à 
quatre semaines d’intervalle ont été envoyés aux personnes n’ayant pas répondu et 
n’ayant pas demandé à être retirées de la liste d’envoi (possibilité offerte dans tous les 
courriels envoyés). Les répondants avaient aussi la possibilité de reprendre le 
questionnaire ultérieurement. Deux d’entre eux ont utilisé cette option. 
La plateforme Limesurvey permet de télécharger en format Microsoft Excel et 
en format R les réponses collectées. Par précaution, les réponses ont été téléchargées 
toutes les 72 heures. Cependant, le serveur n’a connu aucun problème durant la période 
d’administration du questionnaire. Avant d’être exporté de la plateforme, le tableau 
final des répondants a été nettoyé : les entrées « tests » ainsi que les questionnaires des 
répondants ayant complété moins de deux sections ont été supprimés. Finalement, les 
données brutes ont été exportées en format CSV156 pour ensuite être traitées et 
analysées. 
Le tableau 15 présente le temps de complétion pour 30 des 42 répondants. 
Dans les commentaires lors du prétest, le temps de réponse a été souligné comme un 
enjeu. Le tableau présente le temps moyen, minimum et maximum pour chaque section. 
                                                 
156 Acronyme pour « comma separated values ». 
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Le temps moyen pour l’ensemble du questionnaire est donc de 34 minutes 54 secondes. 
Le nombre de répondants (30) est différent du nombre réel de participants, puisque la 
fonction de calcul du temps n’a pas été activée pour l’un des sous-groupes auquel 
l’invitation à participer a été envoyée.
Tableau 15  
Temps de complétion du questionnaire et des différentes sections pour les répondants 
les ayant complétés 
A 30 2,2 0,3 20,9 
B1 30 8,6 1,7 75,5 
B2 30 9,4 2,4 41,3 
*B3 25 1,3 0,3 5,4 
*B4 16 10,5 2,8 31,4 
C1 30 4,1 0,9 63,4 
C2 30 2,5 0,8 12,2 
C3 29 3,1 1,1 †1588,2 
C4 30 0,6 0,1 2,8 
D1 30 2,4 0,9 21,5 
D2 30 2,0 0,9 6,2 
D3 30 2,3 1,0 7,9 
D4 30 2,0 0,1 8,2 
E 30 2,5 1,0 8,2 
Questionnaire 25 ‡ 34,9 ‡ 14,8  ‡ 113,1 
* Si le répondant n’avait pas d’expérience précise avec le thème de la section, celui-ci était 
redirigé vers la section suivante et le temps qu’il a passé pour cette section n’est pas inclus dans 
les données. 
† Cette valeur a été éliminée dans les calculs de moyenne et d’écart-type, car elle est jugée 
extrême et s’explique probablement par une pause dans la complétion du questionnaire. La 
seconde valeur maximale est 12,7 minutes. 
‡ Ces valeurs sont calculées par la plateforme du questionnaire. Pour le temps maximum, nous 
avons cependant éliminé les valeurs dépassant 3 heures (180 minutes). 
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3.3 Analyse des données du questionnaire 
L’analyse des données du questionnaire a été réalisée sous l’environnement R 
et le logiciel R Studio. Une analyse descriptive a été réalisée pour chaque question du 
questionnaire et plusieurs hypothèses ont été testées. Lorsque les données le 
permettaient, la présentation des réponses a été faite selon l’expérience des enseignants, 
selon les programmes et selon le statut des enseignants. L’ensemble de ces résultats 
fait l’objet du chapitre 4 de cette thèse (p. 209). 
4. 
Le second volet de la recherche cherche à décrire en détail les pratiques 
d’évaluation des apprentissages dans le contexte de la formation des ingénieurs. Ce 
second volet complète donc le premier et vise à décrire le processus complet et les 
différentes tâches réalisées par les enseignants lors de l’évaluation des apprentissages. 
L’utilisation des méthodes qualitatives est adaptée à ce second volet, puisque celles-ci 
permettent d’analyser les données en profondeur. Plus spécifiquement, l’étude de cas 
est une façon adaptée « de décrire des concepts, des individus, des groupes ou des 
communautés » (Fortin, 2006, p. 176), mais elle ne permet de le faire qu’avec un 
« groupe restreint de personnes » (Ibid.). Ainsi, une entrevue a été réalisée avec chacun 
des enseignants sélectionnés. Selon Fortin, l’entrevue permet de « servir de 
complément aux autres méthodes de collecte des données » (Ibid., p. 304) et 
l’utilisation de questions ouvertes procure « l’avantage de favoriser la libre expression 
de la pensée et de permettre un examen approfondi de la réponse du participant. » (Ibid., 
p. 306) L’entrevue est semi-dirigée puisqu’à partir d’un canevas initial, l’entrevue 
cherchera à documenter les pratiques d’évaluation des apprentissages, mais les 
questions s’adapteront aux questions du répondant. 
L’entrevue s’est appuyée sur le plan de cours (ou l’équivalent) du dernier 
trimestre où l’activité a été entièrement complétée (donc en excluant le trimestre en 
cours). Principalement, l’entrevue était centrée, dans le détail, sur les différentes étapes 
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de la démarche d’évaluation des apprentissages et donc sur la fabrication et 
l’application de celle-ci. Cette section présente les procédures d’échantillonnage pour 
ce deuxième volet de la recherche, le guide d’entrevue qui a servi d’instrument, le 
contexte de réalisation des entrevues et les méthodes d’analyse.  
4.1 Échantillonnage des participants aux entrevues 
La présente recherche explique ainsi le choix des participants à cette seconde 
cueillette de données : 
Nous chercherons d’abord (1) des enseignants qui ont manifesté leur 
intérêt à poursuivre la recherche lors de la complétion du 
questionnaire, ensuite (2) la plus grande diversité d’enseignants, (3) 
la plus grande diversité de programmes possible, (4) la plus grande 
diversité de formules pédagogiques différentes (sic), (5) la plus 
grande diversité de niveaux où ces activités sont réalisées et si le 
nombre d’activités est encore à ce point trop élevé (6) le hasard. 
(Projet de doctorat, octobre 2011) 
En accord avec cette procédure, nous avons inclus dans le formulaire de consentement 
précédant le questionnaire une question vérifiant l’intérêt à participer au second volet 
de la recherche afin de respecter la première des conditions ci-dessus. Vingt personnes 
ont signalé un intérêt. En ce qui concerne la deuxième condition, bien que certains 
professeurs et certains chargés de cours soient responsables de plus d’une activité 
pédagogique, chaque entrevue portait sur une seule d’entre elles. Chaque activité 
pédagogique n’était traitée que par un seul participant. Quant à la troisième condition, 
nous nous sommes assuré d’avoir trois personnes enseignantes par programme, ce qui 
déroge de la condition initiale, laquelle s’appuyait plutôt sur des programmes. 
Toutefois, comme nous l’avons expliqué précédemment, nous sommes arrivé à la 
conclusion qu’une étude par département était plus près de la réalité des professeurs et 
des chargés de cours qui enseignent souvent dans tous les programmes offerts par un 
même département. La sélection des participants aux entrevues a finalement permis de 
rencontrer des personnes enseignant dans l’ensemble des programmes, ce qui allait au-
  197 
delà de nos aspirations, puisque nous ne visions, au départ, qu’une représentation de 
tous les départements. 
Après avoir appliqué ces trois premières conditions, nous avons obtenu une 
liste de participants potentiels par programme. Nous avons randomisé les noms obtenus 
pour chacune de ces listes en vue d’obtenir une numérotation des participants potentiels 
de 1 jusqu’au nombre total de participants intéressés. Nous devions connaitre les 
activités pédagogiques sous la responsabilité de chacun afin d’appliquer les quatrième 
et cinquième conditions. Nous avons donc joint par courriel les trois premiers 
participants de chaque liste. Dans les cas où certains n’avaient pas répondu au courriel 
après trois semaines, nous sommes passé aux noms suivants sur la liste. 
Tableau 16  
Participation aux entrevues 
 
Après avoir échangé par courriel avec les participants ciblés pour l’étape 
d’entrevue, nous avons identifié les différents paramètres de leurs activités et, lorsque 
nécessaire, nous avons signalé notre préférence pour certaines activités dont ils étaient 
responsables. Les tableaux 16, 17 et 18 dressent le portrait quantitatif des entrevues 
réalisées. Dans un premier temps, le tableau 16 permet de voir que la majorité des 
participants au questionnaire ont signalé un intérêt pour le second volet. La plupart des 
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personnes jointes ont répondu rapidement, facilitant ainsi l’étape de sélection. Le 
tableau montre que 9 entrevues ont été réalisées au terme de la collecte de données157.  
Dans un deuxième temps, le tableau 17 montre le type d’activités 
pédagogiques choisies par les participants aux entrevues par programme. Dans le cas 
du programme Gamma, le fonctionnement des activités pédagogiques diffère de celui 
des autres programmes, puisqu’une modalité balise un certain nombre de dimensions à 
intégrer aux cours, comme l'acquisition et la mobilisation des ressources et la 
réflexivité.  
Tableau 17  
Formules pédagogiques et modalités d’enseignement des participants aux entrevues 
par programme 
 
Dans un dernier temps, le tableau 18 permet de voir comment la cinquième 
condition de sélection a été appliquée : la répartition des activités pédagogiques selon 
les sections des programmes est effectivement respectée. 
  
                                                 
157 Ne comprend que le total de personnes ayant indiqué relever d’un département précis. 
 
158 Ce département utilise une formule pédagogique s’appuyant sur des projets, et ce, du début à la fin. 
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Tableau 18  
Niveaux des activités pédagogiques choisies par les participants aux entrevues par 
programme 
 
Bien que nous n’ayons pas réalisé 12 entrevues, la diversité des activités 
pédagogiques choisies procure un éventail de cas suffisamment différents pour 
atteindre l’objectif de ce second volet. 
4.2 Description du guide d’entrevue 
L’instrument qui a permis de réaliser des entrevues riches, en adéquation avec 
nos objectifs de recherche, est un guide d’entretien. Nous décrirons dans les prochaines 
sections la construction de cet instrument et ses caractéristiques finales. 
4.2.1 La phase de prétest 
La première version de la grille d’entrevue a été élaborée en février 2012 à 
partir de nombreux éléments présentés dans le cadre conceptuel. L’objectif de cette 
grille est de documenter chacune des étapes réalisées par l’enseignant touchant à 
l’évaluation des apprentissages. Pas à pas, nous documentons la planification ainsi que 
chacune des modalités d’évaluation utilisées et conclut par une section traitant du 
traitement des données, du jugement et de l’attribution des notes au relevé de notes. 
Après la fermeture du questionnaire en ligne, nous avons réalisé deux 
entrevues de prétest avec des professeurs ne faisant pas partie de notre population 
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ciblée pour détecter les limites potentielles de notre outil. Il s’agissait de deux 
enseignants d’une autre faculté que celle ciblée. 
Cette phase de prétest a permis de clarifier certains termes, mais n’a pas touché 
à la structure du guide d’entrevue. Nous nous sommes assuré que le vocabulaire utilisé 
était accessible aux personnes n’étant pas spécialistes de l’évaluation des 
apprentissages. La phase de prétest a enfin permis de constater qu’il était possible de 
réaliser l’entrevue dans les 50 minutes initialement prévues. 
4.2.2 Les caractéristiques du guide d’entrevue 
La grille d’entrevue établie s’appuie sur de nombreux éléments présentés dans 
le cadre conceptuel de notre recherche. Cette grille d’entrevue, placée en annexe 9, 
comporte 4 sections distinctes. D’abord, les 5 premières questions de la section 1 
portent sur le contexte du cours et les réponses sont trouvées dans le plan de cours remis 
à l’avance. Ensuite, la section 2 contient 5 questions visant à préciser la planification 
générale de l’évaluation des apprentissages dans l’activité pédagogique. Puis, les 15 
questions de la section 3 cherchent à documenter les tâches utilisées par l’enseignant. 
Ces 15 questions se répètent pour chaque modalité d’évaluation des apprentissages et 
touchent à la construction, à l’administration, à l’interprétation et à d’autres aspects de 
la modalité. Par exemple, dans le cas où une activité pédagogique contient deux 
examens et un devoir, nous préparions trois fois la même série de questions. 
Finalement, la section 4 permet de conclure l’entrevue en abordant à travers 6 questions 
des aspects communs à toute activité pédagogique tels que l’attribution des notes au 
relevé de notes et l’utilisation de méthodes d’amélioration continue. Une dernière 
question porte sur la conception de l’enseignant de l’évaluation des apprentissages. 
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4.3 Déroulement des entrevues 
Quelques jours avant chaque rencontre, le participant nous avait fourni le plan 
de cours (ou le document équivalent pour le programme Gamma) de l’activité 
pédagogique ciblée par l’entretien. À partir de ce document, nous avons adapté le guide 
d’entrevue aux éléments spécifiques applicables. En début de chaque entrevue, les 
informations contenues dans la première section sont vérifiées avec le participant. 
Chaque entrevue était réalisée seul à seul avec le participant, dans un local 
fermé, et faisait l’objet d’un enregistrement audio. Selon le nombre de modalités 
d’évaluation, les entrevues ont eu une durée variable. Le tableau 19 présente la liste 
des entrevues et, pour chacune d’elles, la date, la durée, le type et le niveau de l’activité 
pédagogique. La durée moyenne des entrevues est de 65 minutes, et ce, incluant la 
complétion du formulaire de consentement. Aucun évènement notable n’est survenu 
durant les entrevues et le guide d’entretien n’a pas connu de modifications importantes 
au cours des rencontres. 
Une fois toutes les entrevues réalisées, nous avons procédé à leur analyse, 
laquelle sera décrite dans la prochaine section.
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Tableau 19  
Entrevues réalisées dans le cadre du doctorat 
Entrevues 
Date 
de l’entrevue 
Durée de 
l’entrevue 
(en minutes) 
Type 
d’activité 
pédagogique 
Niveau de 
l’activité 
pédagogique 
Alpha_01 Janvier 2013 51 Introduction S1 à 2 
Alpha_02 Janvier 2013 49 Laboratoire S1 à 2 
Alpha_03 Janvier 2013 66 Spécialisation S3 à 5 
Bêta_01 Janvier 2013 71 Introduction S1 à 2 
Gamma_01 Janvier 2013 66 Projet S3 à 5 
Gamma_02 Janvier 2013 73 Projet S3 à 5 
Gamma_03 Février 2013 70 Projet S1 à 2 
Gamma_04 Mars 2013 60 Projet S3 à 5 
Delta_01 Janvier 2013 72 Projet S6 à 8 
Delta_02 Février 2013 73 Spécialisation S3 à 5 
 Moyenne 65   
 
4.4 Analyse des entrevues 
Lorsque les entrevues ont été terminées, un assistant de recherche a réalisé le 
verbatim de chaque entretien à partir des enregistrements audio. Ces verbatim ont 
constitué le matériau brut sur lequel a ensuite porté notre analyse des études de cas. 
Nous verrons à présent les fondements qui justifient notre choix d’entrée pour ce 
deuxième volet de la recherche, de même que les procédures d’analyse que nous avons 
mises en place pour arriver à nos fins.  
4.4.1 Fondements de l’étude de cas 
Comme le souligne Fortin (2010), l’analyse d’études de cas commence par 
l’organisation des éléments recueillis et elle peut porter sur des aspects précis. Dans le 
présent cas, il s’agit de faire ressortir les différents éléments touchant aux différentes 
étapes de la démarche d’évaluation des apprentissages présentée au chapitre 2 et créée 
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de manière à être exhaustive et à faire apparaitre les caractéristiques de l’évaluation des 
apprentissages chez les différents répondants. Il est aussi important que les cas soient 
présentés dans leur contexte. C’est pourquoi, au chapitre 5, le contexte sera clairement 
décrit pour chaque programme. 
4.4.2 Procédures d’analyse 
À partir de notre cadre conceptuel et plus spécifiquement de la démarche 
d’évaluation des apprentissages présentée au chapitre 2, un « livret de codage159 » a été 
établi pour réaliser, à l’aide du logiciel QDA Miner 4 de ProvalisMC, l’analyse des 
propos tenus par les participants lors des entretiens. Ainsi, chacune des étapes et des 
sous-étapes a été codée, ce qui donne en tout 12 catégories distinctes.  
Pour l’un des deux entretiens réalisés dans la phase de prétest, un verbatim a 
été produit et la grille de codage a été testée sur ce verbatim. Suite à ce prétest, certains 
codes touchant au contexte ont été ajoutés ainsi que deux codes touchant aux politiques 
institutionnelles, soit celle du plagiat et celle de la qualité de la langue. 
Le verbatim de chaque entrevue a été codé suivant la grille de codage finale. 
Cette opération a nécessité deux lectures. Une première pour identifier les grandes 
étapes de la démarche d’évaluation présentée au chapitre 2 et une deuxième pour 
raffiner le codage et catégoriser les éléments qui n’avaient pas encore été lors du 
premier passage. 
Le codage ne portait que sur les réponses des participants lors des entrevues. 
Les questions ne sont pas codées. Dans les premières entrevues, il est arrivé à quelques 
reprises (moins de 10) qu’une partie de la question soit codée, puisque la réponse seule 
                                                 
159 En annexe 8 (p. 472). 
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était incompréhensible. Nous préférions ne pas recourir à cette façon de faire et c’est 
pourquoi nous avons cherché à ne pas la reproduire dans les dernières entrevues. 
Les verbatim ne sont codés que par nous (un seul codeur), ce qui, étant donné 
la nature assez séquentielle des entrevues et les visées descriptives de notre projet, est 
une limite réelle, mais acceptable. 
Après le codage, le logiciel QDA Miner nous a permis de trier facilement tous 
les éléments selon leur code ou le contexte (comme le programme). Nous avons aussi 
pu identifier des citations pertinentes sur chacun des aspects. Ces opérations ont fait 
ressortir les éléments nécessaires à l’analyse dont les résultats seront présentés au 
chapitre 5 (p. 275).  
5. 
La présente recherche s’inscrit en conformité avec les règles du Comité 
d’éthique de la recherche – Éducation et sciences sociales160. L’étude impliquait des 
enseignants, tous majeurs, qui ont accepté de participer à la recherche en confirmant 
qu’ils comprenaient les bénéfices et les risques lui étant associés. Pour ce qui est du 
premier volet de la recherche, celui relatif au questionnaire, les personnes enseignantes 
devaient signer un formulaire de consentement expliquant les objectifs et les méthodes 
de la recherche. Ce formulaire permettait aussi de demander aux professeurs et aux 
chargés de cours s’ils souhaitaient participer au second volet de la recherche, soit celui 
impliquant une entrevue. À notre connaissance, aucun participant n’a refusé de 
participer pour des raisons éthiques. 
  
                                                 
160 En annexe 7 (p. 470). 
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5.1 Équilibre entre les risques et les bénéfices 
Les questionnaires ayant été remplis de façon anonyme, les risques de 
reconnaitre un professeur ou un chargé de cours sont faibles. Seul le candidat au 
doctorat responsable de la recherche sait qui a rempli le questionnaire, diminuant ainsi 
le risque qu’un répondant soit reconnu. De plus, la faculté et les programmes ne sont 
pas nommés explicitement dans la thèse de doctorat, bien qu’il soit possible qu’une 
personne connaissant suffisamment le milieu de l’enseignement du génie puisse 
identifier la faculté. Dans le cas des répondants, il est raisonnable de penser que leur 
anonymat est préservé. Les participants au second volet de la collecte de données ont 
été avertis des risques réels d’être reconnus et ont été informés de la possibilité de 
refuser de participer avant, pendant ou après l’entrevue, s’ils jugeaient les risques trop 
grands. Il est possible que les personnes ayant participé à notre recherche se 
questionnent sur leurs pratiques d’évaluation des apprentissages, mais nous croyons 
que les risques psychologiques sont très faibles, puisque nous ne regarderons que les 
pratiques d’évaluation, lesquelles sont en grande partie publiques et les étudiants 
réalisant ces activités pédagogiques les connaissent. Les professeurs et les chargés de 
cours universitaires ne sont pas identifiés comme des « clientèles vulnérables », mais 
il est possible qu’un membre de la direction de la faculté reconnaisse un participant au 
second volet, malgré le fait qu’il ne soit jamais nommé dans la recherche. Ce risque est 
faible, mais tous les participants à l’entrevue en ont été informés. Il est important de 
rappeler que nous cherchons à brosser un portrait de l’évaluation des apprentissages et 
non à dénoncer des pratiques inappropriées.  
5.2 Bienfaits 
Les professeurs et les chargés de cours qui ont répondu au questionnaire ont 
eu l’occasion de s’interroger sur leurs pratiques d’évaluation des apprentissages. Ceux 
qui ont participé à l’entrevue ont, quant à eux, eu accès à une analyse fine des 
caractéristiques de la démarche d’évaluation des apprentissages analysée. Cela leur a 
peut-être permis de déterminer si des améliorations peuvent être faites dans 
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l’éventualité où ces personnes donneraient ultérieurement la même activité 
pédagogique. La faculté a également tout à gagner à connaitre les caractéristiques 
générales de l’évaluation des apprentissages réalisée en ses murs. 
5.3 Compensation monétaire 
Aucune compensation monétaire n’a été offerte aux participants. 
5.4 Seuil de risque minimal 
À la lumière de l’analyse des risques faite à la sous-section 5.1, nous croyons 
que les risques sont sous le seuil de risque minimal. 
5.5 Consentement libre et éclairé 
Les participants ont été mis au fait des buts et des méthodes de la recherche à 
laquelle ils ont collaboré. Cela leur a été mentionné au début du questionnaire 
électronique et, pour ceux ayant participé également au second volet, au moment où ils 
ont rempli le formulaire de consentement. 
Les enseignants universitaires, étant majeurs et n’étant pas une clientèle 
vulnérable, ont rempli eux-mêmes le formulaire de consentement. Seul l’étudiant 
chercheur responsable a communiqué avec eux. En ce qui concerne le questionnaire en 
ligne, le consentement des participants a été remis électroniquement, et ce, avant même 
qu’ils aient accès audit questionnaire. Dans le cas de l’entrevue, un formulaire de 
consentement imprimé a été signé en deux copies : une pour l’étudiant chercheur et 
l’autre pour le participant. 
5.6 Confidentialité des données 
Les données du questionnaire électronique ne sont accessibles qu’à l’étudiant 
chercheur et son équipe de direction. Pour les éléments issus des entrevues, les 
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enseignants et les programmes sont nommés, par exemple, « enseignant Alpha_01 » 
signifiant que cet enseignant est le premier participant du programme Alpha. La faculté 
ne sera jamais officiellement nommée, bien que nous soyons conscients des limites de 
ce procédé (limites que nous avons signalées plus tôt). Les entrevues ont été 
enregistrées sur une piste audio et seuls l’étudiant chercheur et son équipe de direction 
ont accès à ces enregistrements. Ils sont conservés de façon électronique dans un 
répertoire verrouillé de l’ordinateur personnel de l’étudiant chercheur. Les citations 
extraites de ces entrevues reprennent la nomenclature présentée plus haut. La personne 
ayant réalisé tous les verbatim a signé une entente de confidentialité avec l’étudiant 
chercheur, laquelle explicitait les règles de diffusion à respecter. 
Les données brutes recueillies, les formulaires de consentement et les 
enregistrements audio seront conservés jusqu’au 1er janvier 2018, selon l’entente 
intervenue avec le Comité d’éthique de la recherche – Éducation et sciences sociales. 
Après quoi, ils seront détruits.  
5.7 Diffusion 
Au-delà de la présente thèse, les résultats de cette recherche seront diffusés 
dans divers congrès et dans quelques articles professionnels et scientifiques. Cette 
diffusion ne compromettra pas l’anonymat des participants. Cependant, tel que nous 
l'avons souligné plus tôt, une personne qui connaitrait très bien la faculté où ont été 
collectées les données pourrait reconnaitre un ou deux participants, et ce, malgré toutes 
les précautions prises. 
5.8 Données secondaires 
Il est possible que les données soient utilisées comme appui à d’autres 
recherches sur des aspects ou des programmes particuliers tirés du projet général. Par 
exemple, la direction d’un programme participant peut demander une analyse plus 
précise des pratiques qui concernent un ou des programmes dont elle est responsable. 
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La mise en œuvre de la méthodologie de notre recherche descriptive en deux 
volets nous a mené à des résultats tant quantitatifs que qualitatifs qui feront l’objet des 
deux prochains chapitres. 
 
 
  
 QUATRIÈME CHAPITRE 
 PRÉSENTATION DES DONNÉES DU QUESTIONNAIRE 
Le premier volet de collecte de données touchant à l’évaluation des 
apprentissages est un questionnaire auquel toutes les personnes ayant enseigné dans la 
faculté ciblée ont été invitées à participer. Dans le chapitre précédent, nous avons 
expliqué de quelle façon avait été fabriqué le questionnaire ainsi que les phases de 
prétest menant à la version finale.  
Dans ce chapitre, nous présentons d’abord les résultats par section du 
questionnaire puis une synthèse de ces résultats à la fin de chaque section. De plus, à 
la fin du chapitre, une synthèse de l’ensemble des résultats du questionnaire en ligne 
permet de revenir sur les éléments importants.  
Dans le chapitre 6, nous utiliserons les résultats du présent chapitre afin de 
répondre à nos deux objectifs spécifiques de recherche, soit (1) réaliser un inventaire 
des caractéristiques des pratiques d’évaluation des apprentissages des professeurs et 
des chargés de cours dans une faculté de génie et (2) analyser des pratiques d'évaluation 
des apprentissages au regard des différentes étapes de la démarche évaluative présentée 
dans le chapitre 2. 
Avant d’entreprendre notre travail sur les réponses au questionnaire, puisque 
les temps de réponses réels dépassent les estimations initiales161, nous présentons 
certaines informations sur les niveaux de réponses aux différentes sections en vue de 
connaitre le nombre exact de participants les ayant complétées. Nous présentons ces 
résultats à la figure 14. Ainsi, seuls 4 participants ont commencé le questionnaire sans 
le compléter. Dans le cas de la section B3, tel que nous l’avons expliqué plus tôt, la 
                                                 
161 Des statistiques précises sont disponibles à la sous-section précédente. 
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baisse s’explique par le fait que cette section ne s’adresse qu’aux participants utilisant 
le travail d’équipe, soit 34 participants sur les 39 restants. Pour la section B4, seuls 22 
participants l’ont complétée, soit ceux utilisant des projets longs (plus de 7 semaines). 
Nous n’avons pas inclus les sections C4 et D4, puisqu’il s’agit de sections permettant 
aux participants de commenter les réponses données dans les sections C et D et il est 
possible qu’ils les aient passées, s’ils n’avaient aucun commentaire à émettre. 
 
Figure 14 -  Nombre de participants à chaque section du questionnaire 
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1. 
La section A du questionnaire porte sur des éléments généraux sur les 
participants au questionnaire. Cette section comporte une seule page162 et 7 éléments 
dont 6 questions. Les réponses à ces questions nous permettent d’avoir un portrait des 
répondants. C’est aussi la seule section où il nous est possible de comparer le profil des 
répondants à celui de la population. La population a été présentée au chapitre 3 de ce 
document. 
Le tableau 20 présente un premier portrait des répondants en les répartissant 
par programme. Tout au long de la recherche, nous avons associé à chaque programme 
un code d’Alpha à Delta afin de respecter les règles éthiques de notre recherche. Ce 
code demeure le même tout au long de la recherche.  
Selon le tableau 20 et de par la procédure d’accès au questionnaire163, tous les 
participants au questionnaire sont des personnes enseignant dans la faculté ciblée. Le 
nombre total de participants est donc de 41, lesquels se répartissent dans les quatre 
programmes, à l’exception d’un participant qui enseigne un cours n’étant pas 
spécifique à un programme.  
  
                                                 
162 Dans ce chapitre, étant donné que le questionnaire a été réalisé en ligne par les répondants, la mention 
de page réfère à un regroupement de questions qui sont affichées à l’écran simultanément, mais qui 
peuvent demander d’utiliser la fonction de déroulement de l’écran. Le répondant doit appuyer sur le 
bouton « Suivant » pour passer d’une page à l’autre. 
163 Cette procédure est expliquée au chapitre 3. 
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Tableau 20  
Portrait des répondants au questionnaire en ligne portant sur l’évaluation des 
apprentissages par programme 
Programme† Participants (n) % Population (n) % 
Alpha 10 24,4 % 27 15,3 % 
Bêta 4 9,7 % 31 17,5 % 
Gamma 11 26,8 % 68 38,4 % 
Delta 15 36,6 % 46 26,0 % 
Autre 1 2,4 % 5 2,8 % 
TOTAL* 41 23,2 % 177 100,0 % 
† Les noms des programmes ont été modifiés afin de conserver leur anonymat.  
En s’appuyant sur le profil de la population décrite au chapitre 3, nous 
constatons dans le tableau 20 que 2 programmes sont surreprésentés dans les 
participants. En effet, 24,4 % des participants appartiennent au programme Alpha, alors 
que dans la population, les enseignants associés à ce programme ne constituent que 
15,3 %. Même phénomène pour le programme Delta, d’où proviennent 36,6 % des 
participants alors qu’ils ne constituent que 26,0 % de la population. 
À contrario, deux programmes sont sous-représentés, soit le programme Bêta, 
qui n’a que 4 participants (9,7 % des participants), alors qu’il regroupe 17,5 % de la 
population et le programme Gamma, qui n’a que 11 participants (26,8 % des 
participants), alors qu’il regroupe 38,4 % de la population. En tout, les 41 participants 
représentent 23,2 % de la population ciblée. 
Les enseignants dans une faculté universitaire n’ont pas tous le même statut. 
Les tableaux 21 et 22 présentent les participants selon leur statut. Dans le cadre de la 
présente recherche, nous nous intéressons uniquement à la tâche d’enseignement des 
participants. En effet, il n’est pas rare, surtout pour les chargés de cours, que les 
participants aient aussi d’autres statuts à l’intérieur ou à l’extérieur de la faculté. Par 
exemple, les chargés de cours peuvent être eux-mêmes étudiants aux cycles supérieurs, 
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professionnels de recherche ou professionnels en exercice hors de la faculté. 
Cependant, nous n’avons documenté que leur statut d’enseignant. 
Le tableau 21 montre que dans 3 des 4 programmes la proportion des chargés 
de cours est inférieure à celle des professeurs, du moins parmi les participants. 
Tableau 21  
Portrait de la population des enseignants par programme et par statut 
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Alpha 2 2 2 6 60,0 % 4 40,0 % 10 
Bêta 1 1 1 3 75,0 % 1 25,0 % 4 
Gamma 0 1 1 2 18,2 % 9 81,8 % 11 
Delta 1 2 6 9 60,0 % 6 40,0 % 15 
Complémentaire 0 0 0 0 0,0 % 1 100,0 % 1 
TOTAL* 4 6 10 20 48,8 % 21 51,2 % 41 
 
  
Dans le tableau 22, nous présentons la proportion de la population selon le 
sexe. En répertoriant l’ensemble des enseignants selon leur sexe, nous obtenons 9,0 % 
(16 sur 178) d’enseignants de sexe féminin et 91,0 % (162 sur 178) de sexe masculin. 
Parmi les répondants (tableau 23), il y a donc une surreprésentation des femmes, 
puisque 16,7 % des répondants sont de sexe féminin. Cependant, malgré le fait que 
nous connaissons le sexe des personnes ayant rempli le formulaire de consentement, 
nous ne savons pas quelles sont les réponses données par des hommes et celles données 
par des femmes, puisque cette question ne figurait pas au questionnaire pour des raisons 
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de confidentialité. Il n’est donc pas possible, dans ce chapitre, de faire des analyses 
selon le sexe des répondants. 
Tableau 22  
Portrait de la population au questionnaire en ligne portant sur l’évaluation des 
apprentissages par programme et par statut (année scolaire 2011-2012) 
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Alpha 13 3 16 59 % 9 2 11 41 % 
Bêta 20 1 21 68 % 8 2 10 32 % 
Gamma 22 1 23 34 % 43 3 45 66 % 
Delta 23 2 25 54 % 19 2 21 45 % 
Complémentaire 0 0 0 0 % 5 0 5 100 % 
TOTAL* 78 7 85  84 9 93  
 
Tableau 23  
Portrait des répondants au questionnaire en ligne portant sur l’évaluation des 
apprentissages selon le sexe 
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Tous les répondants au 
formulaire de consentement 
35 83,3 % 7 16,3 % 42* 
 
* Un répondant a donc rempli le formulaire de consentement sans compléter la 
section A du questionnaire, puisque cette section a été complétée par 41 répondants.  
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Finalement, nous connaissons le nombre d’années d’expérience des 
répondants. Dans la figure 15, nous présentons les données à l’aide de « boxplot ». 
Dans la partie de gauche, nous présentons le graphique pour tous les répondants 
(professeurs et chargés de cours) et dans la partie de droite, nous présentons 
l’expérience selon le statut de l’enseignant. Il existe un lien entre le statut et l’année de 
la première expérience en enseignement universitaire (Pearson = -0,617)164. Cette 
corrélation négative s’explique par la façon dont la question a été posée, soit de 
demander la première année d’expérience. Ainsi, plus le statut augmente, plus l’année 
de la première expérience est petite (le minimum étant 1974).  
Figure 15 -  Expérience en enseignement universitaire des répondants selon l’année 
de la première expérience. 
                                                 
164 Nous avons utilisé l’ordre suivant pour ordonner les statuts : chargé de cours, professeur adjoint, 
professeur agrégé et professeur titulaire. 
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Ainsi, à la figure 15 et au tableau 24(b), nous constatons que la moyenne de la première 
expérience pour tous les répondants se situe en novembre 2000. Elle se situe en octobre 
2004 pour les chargés de cours, au début septembre 2007 pour les professeurs adjoints, 
à la fin mars 2001 pour les professeurs agrégés et à la fin aout 1989 pour les professeurs 
titulaires. 
Tableau 24  
Première année d’expérience en enseignement du génie selon le programme (a) ou 
selon le statut (b) de l’enseignant  
Programme 
Nombre 
(n) Moyenne Minimum Maximum Médiane 
Écart-
type 
Alpha 10 2003,1 1985 2010 2007,5 9,4 
Bêta 4 2000,0 1991 2006 2001,5 6,4 
Gamma 11 2000,8 1974 2011 2005,0 10,5 
Delta 15 2000,3 1984 2011 2001,0 8,9 
Complémentaire 1 1995,0 1995 1995 1995,0 NA 
Tous 41 2001,0 1974 2011 2005,0 8,9 
(a) Selon le programme 
Statut de 
l’enseignant 
Nombre (n) Moyenne Minimum Maximum Médiane Écart-type 
Chargé de cours 21 2004,9 1994 2011 2006 5,0 
Professeur adjoint 4 2007,8 2001 2010 2010 4,5 
Professeur agrégé 6 2001,3 1992 2009 2001,5 6,0 
Professeur titulaire 10 1989,7 1974 2009 1991 8,7 
Tous 41 2001,0 1974 2011 2005 8,9 
(b) Selon le statut de l’enseignant 
 
Nous n’observons pas la même variation entre les programmes. En effet, la moyenne 
de la première expérience (en excluant le cas complémentaire qui ne comprend qu’un 
seul répondant) pour 3 des 4 programmes se situe entre janvier 2000 (programme Bêta) 
et la fin septembre 2000 (programme Gamma). La moyenne pour le programme Alpha 
se situe en janvier 2003. 
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1.1 Synthèse de la section A – Information générale 
L’objectif du questionnaire est d’obtenir des données sur les caractéristiques 
de l’évaluation des apprentissages dans une faculté de génie. La section A permet de 
vérifier une certaine représentativité et une certaine diversité parmi les répondants. 
Avec presque un quart de la population accessible ayant répondu au questionnaire, cela 
augmente cette diversité. En analysant les données, il appert que tous les programmes 
sont représentés par au moins quelques professeurs (tableau 22). Nous observons aussi 
que tous les statuts des enseignants sont représentés dans des proportions semblables 
entre les chargés de cours (51,2 % de la population cible contre 52,2 % des répondants) 
et les professeurs (47,8 % de la population cible contre 48,8 % des répondants). Étant 
donné qu’un répondant représente une variation de 2,4 %, il s’agit d’une faible 
différence. Finalement, il appert que les femmes sont surreprésentées avec 16,3 % des 
répondants contre 9,0 % dans la population ciblée. 
2. 
Les sections B1, B2 et B3 constituent le centre du questionnaire. Les 
répondants devaient choisir une activité pédagogique dont ils ont la responsabilité et 
répondre aux questions en fonction de la dernière prestation de cette activité. Ainsi, les 
41 répondants devaient répondre à l’ensemble des questions en ayant en tête une 
activité pédagogique précise. 
Le questionnaire ne demandait pas aux répondants d’identifier (par le sigle ou 
le titre) l’activité choisie, mais les premières questions cherchaient à la circonscrire. 
Ainsi, les 41 répondants ont spécifié le cycle où se donnait l’activité pédagogique 
choisie (tableaux 25a et 25b). La grande majorité des répondants ont choisi une activité 
offerte au premier cycle (85,4 %). Le questionnaire leur suggérait en effet de privilégier 
les activités de premier cycle. Nous avons choisi de conserver toutes les activités dans 
nos résultats.  
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Tableau 25  
Répartition des activités pédagogiques choisies par les répondants selon le cycle (1er 
ou 2e) et selon le programme (a) ou le statut de l’enseignant (b) 
Programme Tous (n) 1er cycle (n) 
1er cycle 
(%) 
2e cycle 
(n) 
Alpha 10 7 70,0 % 3 
Bêta 4 4 100,0 % 0 
Gamma 11 10 90,9 % 1 
Delta 15 13 86,7 % 2 
Complémentaire 1 1 100,0 % 0 
Tous 41 35 85,4 % 6 
(a) Selon le programme 
Statut de l’enseignant Tous (n) 1er cycle (n) 1er cycle (%) 2e cycle (n) 
Chargé de cours 21 18 85,7 % 3 
Professeur adjoint 4 3 75,0 % 1 
Professeur agrégé 6 6 100,0 % 0 
Professeur titulaire 10 8 80,0 % 2 
Tous 41 35 85,4 % 6 
(b) Selon le statut de l’enseignant 
 
Les répondants devaient aussi choisir entre 6 types d’activités pédagogiques : 
introduction, spécialisation, projet, laboratoire, formation pratique/stage ou autre. Les 
réponses sont données aux tableaux 26a et 26b. Aucun répondant n’a choisi le type 
formation pratique/stage, c’est pourquoi nous ne l’avons pas inclus dans les tableaux. 
Les répondants choisissant autre avaient la possibilité de préciser leur réponse. Par 
exemple, un répondant du programme Delta a spécifié que l’activité pédagogique 
choisie visait le développement de « savoir-être ». 
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Tableau 26  
Types des activités pédagogiques choisies par les répondants selon le programme (a) 
ou selon le statut de l’enseignant (b) 
Programme 
Nombre 
(n) Introduction Spécialisation Projet Laboratoire Autre* 
Alpha 10 4 5 0 1 0 
Bêta 4 2 1 1 0 0 
Gamma 10 4 3 3 0 0 
Delta 14 5 5 3 0 1 
Complémentaire 1 1 0 0 0 0 
Tous 39 16 14 7 1 1 
(a) Selon le programme 
Statut de l’enseignant Nombre (n) Introduction Spécialisation Projet Laboratoire Autre* 
Chargé de cours 20 6 7 5 1 1 
Professeur adjoint 4 4 0 0 0 0 
Professeur agrégé 6 2 3 1 0 0 
Professeur titulaire 9 4 4 1 0 0 
Tous 39 16 14 7 1 1 
(b) Selon le statut de l’enseignant 
*Précision donnée par le répondant ayant choisi le type autre : « savoir être ». 
Les tableaux 27 (a), (b) et (c) montrent le nombre de crédits associés à 
l’activité pédagogique choisie par les répondants. Sans surprise, la plupart des activités 
pédagogiques comportent 3 crédits. Cependant, il appert que plusieurs répondants ont 
choisi une activité pédagogique valant pour un nombre différent de crédits. Les cours 
de type « projets » sont ceux où le nombre de crédits varie le plus (s = 1,6165), alors que 
les cours de type « introduction » sont ceux où le nombre de crédits varie le moins 
(s = 0,6)166.  
  
                                                 
165 Nous utilisons la proposition de Howell (2008, p. 45) pour rapporter l’écart-type. 
166 En excluant les types où il n’y qu’une seule réponse. 
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Tableau 27  
Nombre de crédits associés à l’activité pédagogique (AP) choisie selon le programme 
(a), selon le type d’activité pédagogique (b) ou selon le cycle (c)  
Programme 
Nombre 
d’AP (n) Moyenne Minimum Maximum Médiane 
Écart-
type 
Alpha 10 3,2 3,0 4,0 3,0 0,4 
Bêta 4 3,0 3,0 3,0 3,0 0,0 
Gamma 11 2,6 1,5 4,0 2,5 0,8 
Delta 15 2,7 1,0 6,0 3,0 1,2 
Complémentaire 1 2,0 2,0 2,0 2,0 NA 
Tous 41 2,8 1,0 6,0 3,0 0,9 
(a) Selon le programme 
Type d’AP  
Nombre 
d’AP (n) 
Moyenne Minimum Maximum Médiane Écart-type 
Introduction 16 2,7 1,0 3,0 3,0 0,6 
Spécialisation 14 2,9 1,5 4,0 3,0 0,7 
Projet 7 3,0 1,0 6,0 3,0 1,6 
Laboratoire 1 3,0 3,0 3,0 3,0 NA 
Autre 1 2,0 2,0 2,0 2,0 NA 
Tous 41 2,8 1,0 6,0 3,0 0,9 
(b) Selon le type d’activité pédagogique 
Cycle 
Nombre 
d’AP (n) Moyenne Minimum Maximum Médiane Écart-type 
1er cycle 35 2,8 1 6 3 0,9 
2e cycle 6 3,0 3 3 3 0,0 
Tous 41 2,8 1 6 3 0,9 
(c) Selon le cycle  
 
La figure 16 illustre la fréquence des différents types d’activités pédagogiques 
par nombre de crédits. Elle montre clairement que beaucoup d’activités pédagogiques 
sont de 3 crédits, surtout dans les activités d’introduction et de spécialisation. 
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Figure 16 -  Nombre d’activités par type et par nombre de crédits 
 
Le nombre d’étudiants habituellement inscrits varie aussi beaucoup entre les 
activités pédagogiques (tableaux 28a, 28b et 28c). À part pour le programme Bêta où 
il semble y avoir une certaine constance dans le nombre d’étudiants inscrits, les autres 
programmes présentent une variation importante entre les activités. Cette variation ne 
semble pas s’expliquer par le type d’activité pédagogique ou même par le cycle de 
celle-ci, bien que dans ce dernier cas, la moyenne et la médiane sont inférieures aux 
activités offertes au premier cycle.  
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Tableau 28  
Nombre d’étudiants inscrits habituellement à l’activité pédagogique (AP) choisie 
selon le programme (a), selon le type d’activité pédagogique (b) ou selon le cycle (c) 
Programme 
Nombre 
d’AP (n) Moyenne Minimum Maximum Médiane Écart-type 
Alpha 10 34,3 20,0 69,0 25,0 17,4 
Bêta 4 74,0 66,0 80,0 75,0 5,8 
Gamma 11 64,0 8,0 105,0 80,0 34,8 
Delta 15 56,2 10,0 135,0 50,0 34,7 
Complémentaire 1 125,0 125,0 125,0 125,0 NA 
Tous 41 56,4 8,0 135,0 55,0 32,9 
(a) Selon le programme 
Type d’AP  
Nombre 
d’AP (n) 
Moyenne Minimum Maximum Médiane Écart-type 
Introduction 16 72,1 20,0 135,0 73,0 35,1 
Spécialisation 14 42,4 8,0 103,0 35,0 27,0 
Projet 7 55,0 15,0 105,0 50,0 34,0 
Laboratoire 1 25,0 25,0 25,0 25,0 NA 
Autre 1 57,0 57,0 57,0 57,0 NA 
Tous 41 56,4 8,0 135,0 55,0 32,9 
(b) Selon le type d’activité pédagogique 
Cycle 
Nombre 
d’AP (n) Moyenne Minimum Maximum Médiane Écart-type 
1er cycle 35 60,5 8 135 55 33,0 
2e cycle 6 32,0 10 62 25 19,8 
Tous 41 56,4 8 135 55 32,9 
(c) Selon le cycle  
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Tableau 29  
Raison du choix de l’activité pédagogique (AP) 
Raison Nombre d’AP (n) Pourcentage (%) 
La plus représentative 20 48,8 % 
La plus souvent donnée 30 73,2 % 
La dernière donnée 16 39,0 % 
Autre 1 2,4 % 
Tous 41  
 
 
Dans les questions touchant à l’activité pédagogique choisie, nous voyons au 
tableau 29 que l’activité choisie est celle qui est la plus souvent donnée par l’enseignant 
(73,2 %), la plus représentative (48,8 %) ou la dernière donnée (39,0 %). 
Les activités pédagogiques offertes utilisent différentes modalités 
pédagogiques. La liste des modalités pédagogiques proposées aux enseignants 
comprend différentes activités dont peut se servir l’enseignant dans le cadre de 
l’activité pédagogique choisie. Comme pour les autres questions de la présente section, 
il ne s’agit pas des modalités que l’enseignant connait, mais bien de celles qui sont 
utilisées dans le cadre de l’activité pédagogique choisie. Le tableau 30 compile les 
réponses à deux questions. D’abord, celle de l’utilisation d’une modalité dans l’activité 
pédagogique choisie et, à la dernière colonne du tableau, celle de la fréquence 
d’utilisation de la modalité. En ce qui concerne la fréquence d’utilisation, le répondant 
devait choisir entre 4 possibilités : 1 vaut « Très souvent », 2 vaut « Souvent », 3 vaut 
« Quelques fois » et 4 vaut « Rarement ». Le choix « Jamais » n’était pas offert, 
puisqu’il est l’équivalent de ne pas choisir cette modalité. 
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Tableau 30  
Modalités pédagogiques utilisées dans l’activité pédagogique (AP) choisie pour 
toutes les activités (toutes, ordre décroissant) 
Modalités pédagogiques 
Nombre d’AP 
(n) 
Pourcentage (%) 
Fréquence 
d’utilisation* 
Exposé magistral 35 85,4 % 1,7 
Travail en équipe 27 65,9 % 1,9 
Travail individuel 21 51,2 % 1,9 
Laboratoire 20 48,8 % 2,0 
Projet réalisé par les étudiants 17 41,5 % 1,4 
Atelier ou travail dirigé 16 39,0 % 1,9 
Démonstration 15 36,6 % 2,5 
Consultation individuelle 15 36,6 % 2,6 
EAO 15 36,6 % 1,6 
Tutorat 13 31,7 % 1,5 
Exposé par les étudiants 13 31,7 % 2,9 
Étude de cas 13 31,7 % 2,3 
Conférencier(s) 8 19,5 % 3,5 
Simulation 7 17,1 % 2,7 
Discussion 6 14,6 % 2,2 
Séminaire 3 7,3 % 3,7 
Débat 2 4,9 % 1,5 
Jeu éducatif 2 4,9 % 2,5 
Visioconférence 1 2,4 % 1,0 
Jeux de rôle 0 0,0 %   
Autre(s) 2 4,9 %   
Tous 41     
Autres (2): « Simulation (dans le sens de simulation de circuits...) » et « Visites » 
* Fréquence d’utilisation : 1 « Très souvent » à 4 « Rarement ». 
Il n’était pas nécessaire que la modalité soit utilisée en présence de 
l’enseignant afin que celui-ci la choisisse. Le tableau 30 montre que 3 modalités sont 
utilisées par plus de 50 % des répondants dans l’activité pédagogique choisie : l’exposé 
magistral (85,4 %), le travail en équipe (65,9 %) et le travail individuel (51,2 %). De 
plus, lorsque ces 3 modalités sont utilisées, elles le sont souvent. Deux modalités ne 
sont quant à elles utilisées que par quelques enseignants et, en plus, rarement : les 
conférenciers sont utilisés rarement (3,5 sur 4) par 19,5 % des enseignants et les 
séminaires sont utilisés rarement (3,7 sur 4) par 7,3 % des enseignants. 
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Tableau 31 (a) et (b) 
Modalités pédagogiques utilisées dans l’activité pédagogique (AP) choisie pour les 
activités du programme Gamma (a) comparé aux autres programmes (b) (12 plus 
fréquentes, ordre décroissant) 
Modalités pédagogiques 
Nombre d’AP 
(n) 
Pourcentage (%) 
Fréquence 
d’utilisation* 
Tutorat 8 72,7 % 1,4 
Exposé magistral 7 63,6 % 2,4 
Travail en équipe 7 63,6 % 1,3 
Laboratoire 7 63,6 % 1,9 
Démonstration 5 45,5 % 2,0 
Projet réalisé par les étudiants 5 45,5 % 1,0 
Atelier ou travail dirigé 4 36,4 % 2,3 
Consultation individuelle 4 36,4 % 2,8 
Travail individuel 4 36,4 % 1,5 
Exposé par les étudiants 3 27,3 % 2,3 
Étude de cas 3 27,3 % 1,7 
EAO 3 27,3 % 1,0 
Tous 11     
(a) Programme Gamma 
Modalités pédagogiques 
Nombre d’AP 
(n) 
Pourcentage (%) 
Fréquence 
d’utilisation* 
Exposé magistral 28 93,3 % 1,5 
Travail en équipe 20 66,7 % 2,1 
Travail individuel 17 56,7 % 2,0 
Laboratoire 13 43,3 % 2,0 
Atelier ou travail dirigé 12 40,0 % 1,8 
Projet réalisé par les étudiants 12 40,0 % 1,6 
EAO 12 40,0 % 1,7 
Consultation individuelle 11 36,7 % 2,5 
Démonstration 10 33,3 % 2,7 
Exposé par les étudiants 10 33,3 % 3,1 
Étude de cas 10 33,3 % 2,5 
Conférencier(s) 7 23,3 % 3,9 
Tous 30     
(b) Programmes Alpha, Bêta, Delta et complémentaire 
 
Le programme Gamma propose un programme qui utilise une organisation 
très différente de celles rencontrées habituellement au postsecondaire. Les tableaux 31 
(a) et (b) montrent bien la différence de modalités pédagogiques utilisées. En 
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comparant les deux tableaux, (a) versus (b), nous constatons que dans le tableau (a) la 
modalité « tutorat » est utilisée souvent (1,4 sur 4) par 72,7 % des enseignants, mais 
qu’elle n’est pas présente dans le tableau (b). La modalité « conférencier(s) » est, quant 
à elle, présente dans le tableau (b), mais absente du tableau (a). Cependant, elle n’est 
utilisée que rarement (3,9 sur 4) et que par 23,3 % des répondants (dans le tableau (b)). 
Les 11 autres modalités se retrouvent dans les 2 tableaux. 
Cette différence en matière d’organisation entre le programme Gamma et les 
autres programmes se voit aussi dans les modalités de rencontre entre l’enseignant et 
ses étudiants (tableau 32). En effet, bien que dans les tous les cas la modalité principale 
soit de rencontrer l’ensemble du groupe simultanément (87,8 %), la rencontre avec 
chaque sous-groupe est beaucoup plus fréquente dans le programme Gamma (72,7 % 
versus 43,3 %). Cela est d’ailleurs cohérent avec l’utilisation du tutorat qui se réalise 
en sous-groupe. 
Tableau 32  
Modalités de rencontre des étudiants utilisées dans l’activité pédagogique (AP) 
choisie (ordre décroissant) 
Modalité pédagogique 
Tous Gamma Non-Gamma 
Nombre 
d’AP (n) % 
Nombre 
d’AP (n) % 
Nombre 
d’AP (n) % 
Rencontre(s) avec l'ensemble du 
groupe 
36 87,8 % 9 81,8 % 27 90,0 % 
Rencontre(s) avec chaque sous-
groupe 
19 46,3 % 8 72,7 % 13 43,3 % 
Rencontre(s) avec chaque étudiant 
individuellement 
15 36,6 % 2 18,2 % 11 36,7 % 
Autre 2 4,9 % 1 9,1 % 1 3,3 % 
Tous 41  11  30  
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Cela complète les questions touchant à la description générale des activités 
choisies par les répondants. Dans la prochaine sous-section, nous présenterons 
l’évaluation des apprentissages dans ces activités. 
2.1 L’évaluation des apprentissages dans les activités choisies par les répondants 
Tableau 33  
Modalités d’évaluation utilisées dans l’activité pédagogique choisie pour tous les 
programmes (ordre décroissant) 
Modalités d'évaluation 
Nombre 
d’AP (n) % 
Poids 
moyen 
Nombre 
de zéro 
(n) 
Poids 
moyen 
corrigé 
Examen final écrit (sur place) 29 70,7 % 34,5 0 34,5 
Examen intra écrit 28 68,3 % 30,5 0 30,5 
Devoir (exercice, problème, résumé) 27 65,9 % 20,6 3 23,1 
Projet 19 46,3 % 27,2 0 27,2 
Exposé par les étudiants 15 36,6 % 19,2 0 19,2 
Évaluation par les pairs 12 29,3 % 8,8 5 15,0 
Rapport de laboratoire ou 
d'observation 
12 29,3 % 22,2 0 22,2 
Autoévaluation 10 24,4 % 3,5 7 11,7 
Étude de cas 8 19,5 % 27,5 1 31,4 
Quiz ou minitest 6 14,6 % 10,0 0 10,0 
Examen oral 5 12,2 % 5,0 0 5,0 
Travail de recherche 4 9,8 % 1,7 2 3,3 
Travail en classe 4 9,8 % 0,0 4 0,0 
Schéma conceptuel 3 7,3 % 0,0 1 0,0 
Simulation d'actes professionnels 3 7,3 % 5,0 1 7,5 
Dossier d'apprentissage (portfolio) 2 4,9 % 15,0 0 15,0 
Focus group (groupe de discussion) 2 4,9 % 0,0 1 0,0 
Observation systématique 2 4,9 % 2,5 1 5,0 
Examen final à la maison (take home) 1 2,4 % 15,0 0 15,0 
Dossier anecdotique, journal de bord 0 0,0 %    
Stage d'intervention (en entreprise) 0 0,0 %    
Autre(s) 8 19,5 % 13,3 0 13,3 
Tous 41     
 
Dans la présente sous-section, nous présentons les éléments touchant à 
l’évaluation des apprentissages dans les activités choisies par les répondants. Dans le 
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tableau 33, les modalités sont présentées en ordre décroissant de fréquence. De plus, 
ce tableau fournit le poids moyen, en pourcentage, de la modalité lorsque celle-ci est 
utilisée. Cependant, il était possible pour un répondant d’indiquer qu’il utilisait une 
modalité tout en lui accordant un poids de 0. Nous avons recalculé le poids moyen, 
sans inclure les répondants ayant donné un poids de 0, afin de ne pas tenir compte de 
ces 0 dans la comparaison des poids. Ce poids moyen corrigé est présenté à la dernière 
colonne du tableau 33. Neuf modalités obtiennent plus de 15 % de la fréquence 
d’évaluation. Les examens écrits sont les modalités les plus fréquentes : les examens 
finaux recueillant 70,7 % d’utilisation et les examens intra, 68,3 %. Lorsqu’elles sont 
utilisées, ces modalités ont un poids important et aucun enseignant ne les utilise sans 
leur donner de poids. Les examens finaux ont un poids moyen de 34,5 sur 100 et les 
examens intra, un poids moyen de 30,5 sur 100. La différence entre les poids de ces 
deux modalités est donc assez faible. 
Les devoirs viennent en troisième place de fréquence d’utilisation avec 65,9 % 
des répondants déclarant les avoir utilisés. Trois enseignants ont indiqué les utiliser, 
mais ne pas leur accorder de poids. Le poids moyen corrigé des devoirs est donc de 
23,1 %. 
En position 4 et 5 viennent les projets et les exposés par les étudiants avec 
respectivement 46,3 % et 36,6 % d’utilisation. Les poids moyens d’utilisation sont de 
27,2 sur 100 et de 19,2 sur 100.  
En position 6 vient l’évaluation par les pairs qui est utilisée par 29,3 % des 
répondants. Parmi les 12 répondants qui l’utilisent, 5 le font sans lui donner de poids. 
Le poids moyen corrigé est donc beaucoup plus élevé que le poids moyen (15,0 sur 100 
versus 8,8 sur 100). 
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En position 7, on retrouve le rapport de laboratoire ou d'observation avec une 
utilisation par 29,3 % des répondants. Tous les enseignants l’utilisant accordent à cette 
modalité un poids supérieur à 0, avec un poids moyen de 22,2 %. 
En position 8 se trouve l’autoévaluation qui est utilisée par 24,4 % des 
répondants. Sur les 10 enseignants déclarant l’utiliser, 7 le font sans lui accorder de 
poids. Lorsqu’un poids supérieur à 0 lui est accordé, celui-ci reste faible avec une 
moyenne de 11,7 sur 100.  
En position 9, avec 19,5 % des répondants déclarant l’utiliser, se trouve 
l’étude de cas. Un seul répondant déclare l’utiliser sans lui accorder de poids. Les autres 
répondants lui accordent un poids important avec un poids moyen corrigé de 31,4 sur 
100. 
Les autres modalités sont utilisées rarement, à savoir dans moins de 15 % des 
activités choisies. Le poids moyen de ces modalités est aussi faible avec un maximum 
de 15,0 sur 100 pour deux d’entre elles, soit le dossier d’apprentissage (portfolio) et 
l’examen écrit fait à la maison167. Dans ce dernier cas, un seul répondant a mentionné 
cette modalité. 
  
                                                 
167 Examen de type take home. 
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Tableau 34  
Types de questions utilisées dans les examens écrits (ordre décroissant) 
Types de questions 
Nombre de 
répondants 
(n=33) % Poids moyen 
Solution de problème 30 90,9 % 59,9 
Développement court (moins de ½ page) 21 63,6 % 29,1 
Réponse courte (mot, phrase, chiffre) 15 45,5 % 18,9 
Vrai ou faux 12 36,4 % 14,8 
Développement long (plus de ½ page) 10 30,3 % 35,0 
Question à choix multiple 9 27,3 % 13,5 
Phrase ou tableau à compléter 8 24,2 % 11,9 
Démonstration 5 15,2 % 38,8 
Autre(s) : Diagramme 1 3,0 %  
 
Les examens écrits représentent donc une modalité très utilisée. Les 
répondants déclarant utiliser un examen écrit (soit 33 répondants) devaient spécifier la 
nature des questions de cet examen. Le tableau 34 montre les types de questions 
utilisées dans les examens écrits. Les questions demandant de solutionner un problème 
sont celles le plus souvent utilisées par les répondants et auxquelles ils ont accordé le 
poids moyen le plus important. Au chapitre 2, à la section 5.1.3 (p. 151), nous avons 
expliqué la différence entre la résolution de problème et l’exercisation selon Tardif. À 
la lumière des réponses des enseignants lors des entrevues, nous comprenons que 
lorsque les enseignants parlent de résolution de problème, ils réfèrent au concept de 
résolution d’exercice. 
Les types de questions venant après la solution de problème sont le 
développement court et la réponse courte avec respectivement 63,6 % et 45,5 % des 
répondants disant les utiliser dans leurs examens. Ils accordent un poids moyen de 29,1 
et 18,9 sur 100 à ce type de questions. 
Viennent ensuite les questions du type vrai ou faux, développement long, 
question à choix multiple et phrase ou tableau à compléter. Lorsqu’utilisées, les poids 
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pour ces types de question ne dépassent pas 14,8 sur 100 sauf dans le cas des questions 
à développement long où le poids moyen est de 35,0 sur 100. 
Les prochaines pages présenteront les réponses touchant au travail associé à 
l’évaluation des apprentissages. Les tableaux 35 (a) et (b) présentent ce que les 
répondants ont déclaré comme temps nécessaire à la préparation de l’évaluation dans 
l’activité pédagogique choisie (a) et comme temps nécessaire à l’interprétation (b). Le 
tableau 36 s’intéresse aux mêmes aspects, mais chez les auxiliaires d’enseignement. 
Tableau 35  
Temps total habituel consacré à la préparation d’une activité d’évaluation (a) et à 
l’interprétation (b) dans l’activité pédagogique choisie (en heures) 
Préparation 
d’activité 
d’évaluation 
Nombre de 
répondants 
(n) 
Moyenne 
(heures) 
Minimu
m 
(heures) 
Maximu
m 
(heures) 
Médiane 
(heures) 
Écart-
type 
Nombre 
de zéro 
(n) 
Moyenne 
corrigée 
(heures) 
Tous 38 28,5 0,0 300,0 20,0 47,7 1 29,3 
Chargés de cours 19 20,2 2,0 60,0 20,0 15,0 0 20,2 
Professeurs* 19 36,9 0,0 300,0 20,0 65,6 1 38,9 
(a) Temps consacré à la préparation d’une activité d’évaluation 
Correction 
Nombre de 
répondants 
(n) 
Moyenne 
(heures) 
Minimum 
(heures) 
Maximum 
(heures) 
Médiane 
(heures) 
Écart
-type 
Nombre 
de zéro 
(n) 
Moyenne 
corrigée 
(heures) 
Tous 38 38,6 0,0 300,0 25,0 51,2 2 40,7 
Chargés de cours 19 33,7 0,0 120,0 25,0 30,5 1 35,6 
Professeurs* 19 43,5 0,0 300,0 30,0 66,4 1 45,9 
(b) Temps consacré à l’interprétation par l’enseignant 
 
Les répondants consacrent en moyenne 28,5 heures à la préparation des 
activités d’évaluation dans l’activité pédagogique choisie. Il existe une différence 
importante dans les réponses des enseignants, puisqu’un répondant déclare ne 
consacrer aucun temps à la préparation, alors qu’un autre déclare y consacrer 300 
heures. La figure 17 montre le temps de préparation selon le statut du répondant. Cette 
figure montre bien que la valeur de 300 heures n’a été donnée que par une seule 
personne et qu’elle est extrême. La figure 18 reprend le graphique sans cette valeur. La 
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moyenne pour tous les répondants est alors de 21,2 heures et la médiane, de 20,0 heures, 
ce qui rapproche les professeurs des chargés de cours. 
Pour ce qui est de l’interprétation, la valeur de 300 heures (qui a été fournie 
par le même répondant) est aussi extrême, mais moins que dans le cas de la préparation. 
La figure 19 illustre les réponses, exception faite de cette valeur extrême. 
Figure 17 -  Temps de préparation selon le statut de l’enseignant (en heure) 
  
  233 
Figure 18 -  Temps de préparation selon le statut de l’enseignant sans la valeur 
extrême (en heure) 
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Figure 19 -  Temps accordé à l’interprétation selon le statut de l’enseignant, sans la 
valeur extrême (en heure) 
En Amérique du Nord, dans le contexte universitaire, il est fréquent d’utiliser 
les auxiliaires d’enseignement pour différentes tâches liées à l’évaluation des 
apprentissages. Le tableau 36 présente l’utilisation des auxiliaires d’enseignement dans 
les activités choisies par les répondants. Sur 35 répondants à la question, 25 ont affirmé 
ne pas utiliser les auxiliaires pour la préparation d’activités d’évaluation. Lorsque les 
auxiliaires sont utilisés pour la préparation, ils ne consacrent en moyenne que 13,0 
heures à cette tâche. 
Il est beaucoup plus fréquent que l’on utilise les auxiliaires d’enseignement 
pour l’interprétation. Vingt-huit enseignants ont déclaré utiliser un auxiliaire pour 
l’interprétation. Dans un tel cas, les auxiliaires consacrent en moyenne 46,8 heures à la 
tâche.  
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Tableau 36  
Temps total habituel consacré à la préparation d’une activité d’évaluation et à 
l’interprétation par un auxiliaire d’enseignement (en heures) 
Tâches 
Nombre 
d’AP 
(n) 
Moyenne 
(heures) 
Minimum 
(heures) 
Maximum 
(heures) 
Médiane 
(heures) 
Écart-
type 
Nombre 
de zéro 
(n) 
Moyenne 
corrigée 
(heures) 
Préparation 35 3,7 0,0 30,0 0,0 7,9 25 13,0 
Interprétation 35 37,5 0,0 115,0 30,0 32,8 7 46,8 
 
Le tableau 37 présente le temps pour remettre les travaux aux étudiants. Le 
temps moyen est de 1,9 semaine. 
Tableau 37  
Temps habituel pour remettre les travaux aux étudiants par statut de l’enseignant 
Temps pour 
retourner les 
travaux 
Nombre 
d’AP 
(n) 
Moyenne 
(semaines) 
Minimum 
(semaines) 
Maximum 
(semaines) 
Médiane 
(semaines) 
Écart-
type 
Nombre 
de zéro 
(n) 
Moyenne 
corrigée 
(semaines) 
Tous 35 1,9 0,0 6,0 2,0 1,1 1 1,9 
Chargés de cours 18 2,2 1,0 6,0 2,0 1,3 0 2,2 
Professeurs* 17 1,5 0,0 3,0 2,0 0,7 1 1,6 
 
La section portant sur une activité pédagogique choisie par l’enseignant se 
termine par quelques questions sur la rétroaction et sur la présence de contraintes dans 
les programmes des répondants. 
Au tableau 38 (a), les répondants affirment pouvoir fournir une rétroaction sur 
les travaux remis à la fin du trimestre dans 48,5 % des activités pédagogiques. Ce 
pourcentage est plus élevé pour les professeurs que pour les chargés de cours.  
De plus, aucun répondant n’a affirmé que son programme utilise un jury 
d’évaluation. Seuls 7 enseignants sur 36 répondants ont déclaré être contraints par des 
règles ou des politiques dans la réalisation de l’évaluation des apprentissages. Ce 
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pourcentage n’est pas le même pour les professeurs (5,6 %) et les chargés de cours 
(33,3 %). 
Tableau 38  
Questions diverses pour les enseignants pour tous (a), pour les chargés de cours (b) et 
pour les professeurs (c) 
Questions Nombre d’AP (n) Nombre de OUI (n) % de OUI 
Rétroaction sur les travaux de fin de session 33 16 48,5 % 
Présence d'un jury d'évaluation 34 0 0,0 % 
Présence de contraintes 36 7 19,4 % 
(a) Pour tous les enseignants 
Questions Nombre d’AP (n) Nombre de OUI (n) % de OUI 
Rétroaction sur les travaux de fin de session 17 6 35,3 % 
Présence de contraintes 18 6 33,3 % 
(b) Pour les chargés de cours 
Questions Nombre d’AP (n) Nombre de OUI (n) % de OUI 
Rétroaction sur les travaux de fin de session 16 10 62,5 % 
Présence de contraintes 18 1 5,6 % 
(c) Pour les professeurs 
Le tableau 39 présente les réponses sur l’utilisation du travail d’équipe dans 
le cadre de l’activité pédagogique ciblée. Il appert que 87,2 % des répondants utilisent 
le travail d’équipe et que celui-ci a une influence sur la note des étudiants, et ce, dans 
tous les cas. Dans 10 cas sur 32, les enseignants cherchent, dans le travail d’équipe, à 
différencier les contributions des individus.  
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Tableau 39  
Utilisation et présence du travail d’équipe dans l’activité pédagogique choisie 
Questions 
Nombre de 
répondants 
(n) 
Nombre de 
OUI (n) % de OUI 
Poids de la 
note associé 
au travail 
d'équipe 
Utilisation du travail d'équipe dans l'AP choisie 39 34 87,2 %  
Influence du travail d'équipe sur la note 34 34 100,0 % 34,1 % 
Inférence des contributions individuelles 32 10 31,3 %  
 
Cela conclut la section portant sur une activité pédagogique précise. Pour les 
autres sections, le répondant peut utiliser son expérience en enseignement universitaire 
sans être contraint de s’en tenir à un cours en particulier. 
2.2 Synthèse des sections B1, B2 et B3 – Les pratiques d’évaluation des 
apprentissages 
La section sur les pratiques d’évaluation des apprentissages permet de faire un 
portrait des activités pédagogiques dont les répondants sont responsables. Les tableaux 
28a, 28b et 28c confirment, comme cela avait été discuté dans le chapitre 1 lors de la 
recension des textes sur l’évaluation dans la formation des ingénieurs, qu’il est courant 
dans ces programmes que les étudiants doivent réaliser des projets longs. Au tableau 
28b, 7 des activités pédagogiques choisies par les répondants afin de compléter les 
sections B1, B2 et B3 sont de type projet. Il appert que les activités pédagogiques de 
type projet sont fréquemment sous la responsabilité de chargés de cours, puisque parmi 
ces 7 activités de type projet, 5 sont sous la responsabilité de chargés de cours. 
Cependant, la grande majorité des activités pédagogiques choisies par les 
répondants satisfont aux caractéristiques classiques de l’enseignement universitaire, 
soit l’utilisation de l’exposé magistral (85,4 %) et l’attribution de 3 crédits 
universitaires. 
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Cela est aussi le cas pour les modalités d’évaluation des apprentissages. 
L’examen final écrit et l’examen intra écrit sont les deux instruments les plus 
fréquemment utilisés par les enseignants en génie comme ils l’étaient auprès des 
enseignants de l’Université de Montréal en 1997. Le tableau 40 présente l’inventaire 
des instruments ayant obtenu 15 % ou plus d’utilisation dans l’une ou l’autre des 
recherches. 
Tableau 40  
Différence entre l’utilisation des différents instruments servant à l’évaluation des 
apprentissages entre l’étude de Blais et al. (1997) et la présente recherche 
Modalités d'évaluation 
Aubin 
n=41 
(%) 
Blais et al. 
n=643 
(%) 
Différence 
(%) 
Examen final écrit (sur place) 70,7 % 73,0 % -2,3 % 
Examen intra écrit 68,3 % 56,0 % 12,3 % 
Devoir (exercice, problème, résumé) 65,9 % 44,0 % 21,9 % 
Travail de recherche 9,8 % 29,0 % -19,2 % 
Exposé par les étudiants 36,6 % 20,0 % 16,6 % 
Examen oral 12,2 % 20,0 % -7,8 % 
Travail en classe 0,0 % 16,0 % -16,0 % 
Projet 46,3 % 14,0 % 32,3 % 
Rapport de laboratoire ou d'observation 29,3 % 12,0 % 17,3 % 
Évaluation par les pairs 29,3 % NM 29,3 % 
Autoévaluation 24,4 % NM 24,4 % 
Étude de cas 19,5 % NM 19,5 % 
 
À trois exceptions près (sur 12 instruments dans la liste), toutes les modalités 
mentionnées par les enseignants de génie étaient aussi celles mentionnées par les 
enseignants de l’Université de Montréal en 1994. Deux de ces trois exceptions 
s’expliquent par la présence importante de projets (et de projets longs) dans les 
programmes sur laquelle nous revenons à la section 3 du présent chapitre. 
Les réponses au questionnaire en ligne montrent que les questions de type 
exercice et le développement court constituent l’essentiel des examens écrits utilisés 
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par les enseignants de la faculté de génie. Dans les entrevues, nous voyons aussi que 
les examens écrits sont souvent corrigés à l’aide d’un solutionnaire indiquant la réponse 
attendue. L’interprétation des examens est d’ailleurs souvent réalisée par un auxiliaire 
d’enseignement à l’aide de ce solutionnaire. Ces éléments sont associés au paradigme 
traditionnel et constituent une part importante de l’évaluation, et ce, dans l’ensemble 
des programmes, mais plus particulièrement dans les programmes Alpha, Bêta et Delta. 
Une explication possible du poids de la tradition dans les programmes est le 
manque de formation en pédagogie et en évaluation des apprentissages des enseignants 
de la faculté ciblée. Ils recourent donc aux modalités qu’ils ont connues comme 
étudiant et les réutilisent dans le cadre des activités pédagogiques dont ils sont 
responsables. 
3. 
La présente section porte sur 16 questions qui touchent à différents aspects de 
l’utilisation de projets longs. Dans le domaine de la formation en sciences appliquées, 
il n’est pas rare que l’on utilise des projets longs. Les différentes questions de la section 
B4 du questionnaire cherchent à documenter l’utilisation de projets longs. 
Dans le cadre du questionnaire, les projets longs étaient définis 
ainsi (figure 20): 
 
Figure 20 -  Extrait du questionnaire en ligne 
Selon cette définition, un projet long dure plus de 7 semaines, soit plus d’un 
demi-trimestre. Contrairement aux autres sections du questionnaire, cette section 
n’était complétée que par les enseignants déclarant utiliser ce type de projet. Selon le 
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tableau 41, 22 répondants ont déclaré être intervenus dans un projet long. Ce sont leurs 
réponses qui sont colligées dans la présente section. Cela correspond à 53,7 % des 
enseignants ayant rempli le questionnaire. 
Le tableau 41 présente la répartition des projets longs selon leur durée. Nous 
constatons que, bien que 77,3 % de ces projets se complètent en un trimestre ou moins, 
presque le quart (22,7 %) des projets dépasse un trimestre. Lorsque nous regardons le 
moment où se déroulent les projets durant deux trimestres ou plus, nous constatons 
qu’ils touchent tous au dernier trimestre, soit le huitième. Ce sont des activités de fin 
de programme s’inscrivant dans la lignée des capstone projects utilisés fréquemment 
en génie, du moins dans les pays anglophones. Dans le cas des projets durant 1 trimestre 
ou moins, ils se situent dans tous les trimestres. Trois (3) se situent au premier trimestre, 
un (1) se situe au second trimestre, cinq (5) se situent au troisième trimestre, six (6) se 
situent au quatrième trimestre, deux (2) se situent au cinquième trimestre, deux (2) se 
situent au sixième trimestre, deux (2) se situent au septième trimestre et un (1), au 
huitième et dernier trimestre.  
Tableau 41  
Répartition des projets longs selon leur durée 
Durée 
Nombre de 
projets longs 
(n) % 
De 7 à 13 semaines (moins d'une session) 10 45,5 % 
Une session 7 31,8 % 
Deux sessions 1 4,5 % 
Trois sessions 1 4,5 % 
Quatre sessions 3 13,6 % 
Plus de quatre sessions 0 0,0 % 
Tous 22   
 
 
Certaines informations n’ont pas été documentées spécifiquement pour cette 
section-ci, mais 14 répondants ont confirmé que l’activité pédagogique utilisée pour 
répondre aux questions sur les projets longs est la même que celle utilisée dans les 3 
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premières sections. La figure 21 présente, pour ces 14 répondants, la durée en fonction 
du type d’activité pédagogique. Ainsi, dans les cours d’introduction, les projets durent 
habituellement de 7 à 13 semaines (3 activités pédagogiques) ou un trimestre (2 
activités pédagogiques). Dans le cas des activités de spécialisation, les projets durent 7 
à 13 semaines (1 activité pédagogique) ou 2 trimestres (1 activité pédagogique) et, dans 
le cas des activités de type projet, les projets peuvent durer de 7 à 13 semaines (3 
activités pédagogiques) ou un trimestre (2 activités pédagogiques) ou encore trois 
trimestres (1 activité pédagogique). 
Figure 21 -  Durée des projets selon le type d’activité pédagogique 
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Tableau 42  
Regroupement des étudiants pour la réalisation du projet long 
Organisation des étudiants 
Nombre de 
projets longs 
(n) % 
1 étudiant 2 9,1 % 
2 à 3 étudiants 2 9,1 % 
4 à 6 étudiants 8 36,4 % 
7 à 9 étudiants 10 45,5 % 
Autre 0 0,0 % 
Tous 22   
 
Le tableau 42 présente les réponses touchant à l’organisation des étudiants 
dans les projets longs. En effet, seuls deux répondants ont déclaré intervenir dans des 
projets individuels, les 20 autres interviennent dans des projets qui sont réalisés par des 
équipes d’étudiants. En excluant les projets longs réalisés par des étudiants seuls, ces 
équipes sont composées de 2 à 3 étudiants dans 10 % des cas, de 4 à 6 étudiants dans 
40 % des cas et de 7 à 9 étudiants dans 50 % des cas. Aucun enseignant n’a déclaré 
regrouper les étudiants au-delà de 9 étudiants. 
Tableau 43  
Provenance des étudiants pour la réalisation du projet long 
Organisation des étudiants 
Nombre de 
projets longs 
(n) % 
Équipe(s) d'étudiants du même programme 14 63,6 % 
Équipe(s) d'étudiants de programmes différents 4 18,2 % 
Équipe(s) d'étudiants de facultés différentes 2 9,1 % 
Autre 0 0,0 % 
Tous 20   
 
La nature des projets longs requiert parfois des expertises à l’extérieur du 
programme de formation des étudiants. Il arrive donc que l’on demande à des étudiants 
d’autres programmes de contribuer à la réalisation des projets. Le tableau 43 présente 
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la provenance des étudiants. Selon ce tableau, 30,0 % des projets (6) utilisent des 
étudiants d’autres programmes, soit de la même faculté (20,0 %) ou même d’autres 
facultés (10,0 %). 
Le tableau 44 présente l’organisation des projets longs. Nous constatons que 
57,1 % des personnes ayant répondu à cette question ont signalé que le projet se faisait 
en parallèle de leçons magistrales. Les autres ont signalé que le projet était une activité 
indépendante. 
Tableau 44  
Organisation des projets longs 
Organisation des étudiants 
Nombre de 
projets longs 
(n) % 
Leçon(s) magistrale(s) et projet en parallèle 12 57,1 % 
Projet seulement 9 42,9 % 
Leçon(s) magistrale(s) suivie(s) du projet 0 0,0 % 
Leçon(s) magistrale(s) seulement 0 0,0 % 
Autre 0 0,0 % 
Tous 21   
 
Plus précisément, les répondants ont indiqué quelles étaient les modalités 
pédagogiques utilisées dans le cadre du projet long. Les réponses sont présentées au 
tableau 45. Une grande variété de modalités est utilisée dans le cadre du projet long. 
Les plus fréquentes sont les rencontres avec l’ensemble du groupe (16 répondants), les 
rencontres au besoin avec chaque équipe (14 répondants), les exposés magistraux (13 
répondants) et les consultations individuelles (10 répondants). Cette dernière modalité 
est différente de celles documentées pour les activités pédagogiques, puisqu’elle ne 
figurait pas parmi celles identifiées par les répondants. 
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Tableau 45  
Modalités pédagogiques utilisées dans le cadre du projet long 
Modalités pédagogiques 
Nombre de 
projets longs 
(n) % 
Rencontre avec l'ensemble du groupe 16 76,2 % 
Rencontre au besoin avec chaque équipe 14 66,7 % 
Exposé magistral 13 61,9 % 
Consultation individuelle 10 47,6 % 
Rencontre planifiée à l'avance avec chaque équipe 9 42,9 % 
Travail en équipe 8 38,1 % 
Exposés par les étudiants 7 33,3 % 
Atelier ou travail dirigé 6 28,6 % 
Laboratoire 5 23,8 % 
Tutorat (dans l'approche par problèmes et par projets) 4 19,0 % 
Démonstration 4 19,0 % 
Débat 4 19,0 % 
Travail individuel 4 19,0 % 
Discussion 3 14,3 % 
Enseignement assisté par ordinateur (inclut les plateformes 
Moodle et WebCT) 
3 14,3 % 
Conférencier(s) 2 9,5 % 
Étude de cas 2 9,5 % 
Séminaire 1 4,8 % 
Simulation 1 4,8 % 
Jeu éducatif 1 4,8 % 
Visioconférence (inclut l'utilisation de la plateforme Via) 0 0,0 % 
Jeux de rôle 0 0,0 % 
Autre 1 4,8 % 
Tous 21   
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Dans le tableau 46, nous présentons les temps consacrés par l’enseignant et 
par les étudiants. Il appert que les étudiants travaillent beaucoup sur leur projet en 
dehors des moments de contact avec l’enseignant. En effet, la moyenne de travail 
hebdomadaire des étudiants est de 5,2 heures et le temps de contact est de 2,8 heures.  
 
Tableau 46  
Organisation des projets longs pour les projets longs 
Questions 
Nombre 
de projets 
longs (n) 
Moyenne 
(heures) 
Minimum 
(heures) 
Maximum 
(heures) 
Médiane 
(heures) 
Écart-
type 
Temps hebdomadaire de contact 21 2,8 0,0 8,0 3,0 1,6 
Temps consacré par semaine par 
les étudiants 
19 5,2 1,0 19,0 4,0 5,0 
 
3.1 Objectifs et modalités dans les projets longs 
Nous avons donc montré que pour les répondants les projets longs constituent 
des tâches réalisées habituellement en équipe, et ce, dans le cadre d’une activité 
pédagogique plus traditionnelle ou de façon autonome. Nous allons maintenant 
présenter les thèmes touchés par les projets longs. Le tableau 47 montre que l’un des 
thèmes abordés le plus fréquemment est celui du travail d’équipe168 avec 16 répondants 
l’ayant sélectionné. Puisque 2 des projets sont réalisés par des étudiants seuls, 
l’importance de ce thème est d’autant plus grande (16 projets sur 20). Ces thèmes ont 
été proposés après la recension d’écrits faite sur les capstone projects et chacun a été 
retenu par au moins un tiers des répondants. Trois répondants ont sélectionné le choix 
Autre. Les précisions offertes par les répondants sont les suivantes : « Documentation 
                                                 
168 Dans le présent cas, cela signifie que le travail d’équipe est abordé avec les étudiants (bonne pratique 
et théorie sur la collaboration, par exemple). Cela diffère du cas où les étudiants travaillent en équipe 
dans une activité pédagogique. Dans ce second cas, il s’agit d’une modalité pédagogique. Le même 
commentaire s’applique au thème « présentation orale ». 
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efficace du travail », « Réalisation d'un projet de recherche » et « Conception 
détaillée ».  
Tableau 47  
Thèmes touchés par les projets longs (ordre décroissant) 
Thèmes 
Nombre de 
répondants 
(n) % 
Travail en équipe 16 72,7 % 
Élaboration de spécifications techniques 15 68,2 % 
Créativité et génération de concepts 14 63,6 % 
Optimisation 13 59,1 % 
Planification de projet et gestion du temps 13 59,1 % 
Présentation orale 12 54,5 % 
Éthique en génie 10 45,5 % 
Aspects financiers en génie 9 40,9 % 
Santé et sécurité 7 31,8 % 
Autre 3 13,6 % 
Tous 22   
 
Les projets longs mènent à des réalisations de nature variable. Parfois, dans le 
cadre d’un même projet long, les étudiants ou les équipes travaillent à des réalisations 
qui se ressemblent. Dans d’autres cas, chaque réalisation est très différente de celles 
des autres étudiants ou équipes. Le tableau 48 indique la ressemblance ou la différence 
entre les réalisations et entre le processus de réalisation pour les répondants. Il appert 
que pour 86,3 % des projets longs, les réalisations diffèrent entre elles, alors que le 
processus, lui, ne diffère que dans 4,5 % des cas.  
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Tableau 48  
Relation entre les réalisations faites dans les projets longs (ordre de présentation du 
questionnaire†) 
Organisation des étudiants 
Nombre de 
projets (n) % 
Les réalisations sont semblables 3 13,6 % 
Les réalisations ont une base commune, mais diffèrent entre elles 9 40,9 % 
Les réalisations diffèrent entre elles, mais les processus de réalisation 
sont similaires 
9 40,9 % 
Les réalisations diffèrent grandement entre elles et les processus de 
réalisation diffèrent grandement aussi 
1 4,5 % 
Autre 0 0,0 % 
Tous 22   
† L’ordre de présentation du questionnaire a été conservé afin de rendre plus évident la progression logique entre les 
choix. 
 
3.2 L’évaluation des apprentissages dans le cadre du projet long 
L’évaluation des projets longs se fait en utilisant différentes modalités 
d’évaluation des apprentissages. Le tableau 49 présente les modalités ayant servi dans 
les projets longs. Il est à noter que seuls 8 répondants ont répondu à cette question.169 
  
                                                 
169 Ce faible nombre de répondants est dû à une erreur de codage du questionnaire en ligne et non pas à 
un manque d’intérêt de la part des répondants. 
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Tableau 49  
Modalités d’évaluation ayant servi à la collecte de données dans le cadre des projets 
longs (ordre décroissant) 
Modalités d’évaluation des apprentissages 
Nombre 
(n=8) % 
Évaluation par les pairs 5 62,5 % 
Exposé par les étudiants 5 62,5 % 
Autoévaluation 4 50,0 % 
Journal de bord (dossier anecdotique) 3 37,5 % 
Rapport de laboratoire ou d'observation 2 25,0 % 
Examen final écrit (sur place) 1 12,5 % 
Examen intra écrit 1 12,5 % 
Quiz ou minitest 1 12,5 % 
Travail de recherche 1 12,5 % 
Autres : « Rapports écrits » et « Registre (logbook) »  2 25,0 % 
 
Dans le tableau 50, nous présentons les réponses à différents énoncés portant 
sur les projets longs. Cinq énoncés reçoivent un taux d’appui dépassant les 50 %. De 
ces énoncés, nous constatons que (1) les projets impliquent plusieurs intervenants en 
dehors des étudiants et de l’enseignant (94,7 % d’approbation), (2) les projets portent 
sur des problèmes authentiques (81,0 % d’approbation), (3) dans le cadre des projets, 
les étudiants doivent prendre des rôles que l’on retrouve dans l’industrie (75,0 % 
d’approbation), (4) les problèmes sont souvent proposés par des clients réels (61,9 % 
d’approbation) et (5) une seule personne est chargée de la supervision des projets, bien 
que plusieurs personnes interviennent (52,4 % d’approbation). 
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Tableau 50  
Énoncés sur le déroulement de l’évaluation des apprentissages dans le cadre du projet 
long (ordre décroissant du pourcentage de OUI) 
Énoncés 
Tous 
(n) 
OUI 
(n) 
OUI 
(%) 
NON 
(n) 
NON 
(%) 
Incertain 
(n) 
Incertain 
(%) 
À au moins une reprise, lors de l'évaluation 
des réalisations, plusieurs personnes 
interviennent. 
19 18 94,7 % 0 0,0 % 1 5,3 % 
Les réalisations faites par les étudiants 
répondent à des cas typiques de l'entreprise 
ou de l'industrie. 
21 17 81,0 % 1 4,8 % 3 14,3 % 
Pour la réalisation des projets, les étudiants 
doivent prendre des rôles que l'on retrouve 
dans l'industrie. 
20 15 75,0 % 4 20,0 % 1 5,0 % 
Les réalisations faites par les étudiants 
répondent à des mandats spécifiques de 
clients réels. 
21 13 61,9 % 8 38,1 % 0 0,0 % 
La supervision du projet choisi se fait par 
une seule personne. 
21 11 52,4 % 9 42,9 % 1 4,8 % 
À au moins une reprise, lors de l'évaluation 
des réalisations, des personnes provenant de 
l'industrie servent (formellement) parfois de 
juges. 
21 4 19,0 % 14 66,7 % 3 14,3 % 
Lors de l'évaluation des réalisations, une 
seule personne intervient. 
22 4 18,2 % 17 77,3 % 1 4,5 % 
À au moins une reprise, lors de l'évaluation 
des réalisations, des personnes provenant du 
public servent (formellement) parfois de 
juges. 
20 0 0,0 % 18 90,0 % 2 10,0 % 
 
  
250 
Tableau 51  
Impact du projet long sur le relevé de notes 
Organisation des étudiants 
Nombre de 
projets (n) % 
Non, le projet ne compte pas pour l'établissement d'une note au bulletin. 1 4,5 % 
Oui, le projet compte en partie pour l'établissement d'une note au bulletin. 6 27,3 % 
Oui, chaque étudiant reçoit une note au bulletin pour le projet choisi. 8 36,4 % 
Oui, chaque étudiant reçoit deux notes au bulletin pour le projet choisi. 2 9,1 % 
Oui, chaque étudiant reçoit trois notes au bulletin pour le projet choisi. 5 22,7 % 
Oui, chaque étudiant reçoit plus de trois notes au bulletin pour le projet choisi. 0 0,0 % 
Autre 0   
Tous 22   
Autre (2) : « Rapports écrits » et « Registre (log book) » 
 
 
En général, les travaux en équipe sont faits de façon collective et tous les 
étudiants reçoivent la même note. Au tableau 51, on voit qu’il arrive même qu’un projet 
long soit lié à plusieurs notes au bulletin (pour un maximum de 3). Aussi, certains 
enseignants utilisent différentes méthodes pour différencier l’apport de chacun des 
étudiants. Dans le tableau 52, on voit que 42,9 % des enseignants déclarent chercher à 
différencier l’apport de chacun. Cela est cohérent avec le tableau 49 où l’autoévaluation 
et l’évaluation par les pairs étaient en tête de liste des modalités d’évaluation. 
 
Tableau 52  
Énoncé sur le déroulement de l’évaluation des apprentissages dans le cadre du projet long  
Énoncé 
Tous 
(n) 
OUI 
(n) 
OUI 
(%) 
NON 
(n) 
NON 
(%) 
Incertain 
(n) 
Incertain 
(%) 
Lors de l'évaluation, on cherche à différencier 
l'apport de chaque étudiant de l'équipe. 
21 9 42,9 % 10 47,6 % 2 9,5 % 
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3.3 Synthèse des résultats sur la section B4 - Projets longs 
Les projets longs, soit ceux durant plus de 7 semaines existent ailleurs que 
dans les facultés de génie. Cependant, ils sont présents dans tous les programmes de la 
faculté ciblée. Cette réalité est fréquente dans l’enseignement du génie, mais 
l’évaluation de projets longs est, quant à elle, moins bien documentée. Au chapitre 1, 
nous avons présenté ce qu’étaient les capstone projects dans les programmes de génie 
en Amérique du Nord. Ces projets arrivent souvent tard dans les programmes et 
permettent de conclure ceux-ci par une application pratique de grande ampleur. 
Selon notre analyse des données recueillies, l’évaluation des projets longs 
utilise des modalités différentes de celles fréquemment utilisées dans la majorité des 
activités pédagogiques. Les tâches proposées aux étudiants s’apparentent davantage à 
celles suggérées dans le paradigme centré sur l’apprenant, dans l’approche par 
compétences et dans l’évaluation authentique. 
Dans les projets longs, les modalités servant à l’évaluation diffèrent de celles 
utilisées dans les autres cours. La comparaison des cinq modalités les plus utilisées 
dans les cours d’introduction (tableau 53) et dans les projets longs (tableau 54) 
montrent bien cette différence.  
Tableau 53  
Les cinq modalités les plus utilisées dans les cours d’introduction (n=16) 
Modalité 
Nombre d’AP 
(n) % 
Examen intra écrit 14 87,5 % 
Devoir (exercice, problème, résumé) 13 81,3 % 
Examen final écrit (sur place) 12 75,0 % 
Projet 6 37,5 % 
Quiz ou minitest 4 25,0 % 
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Tableau 54  
Les cinq modalités les plus utilisées dans les projets longs (n=8) 
Modalité 
Nombre de 
projets (n) % 
Évaluation par les pairs 5 62,5 % 
Exposé par les étudiants 5 62,5 % 
Autoévaluation 4 50,0 % 
Journal de bord (dossier anecdotique) 3 37,5 % 
Rapport de laboratoire ou d'observation 2 25,0 % 
 
Dans les projets longs, l’évaluation par les pairs et l’autoévaluation servent à 
différencier les étudiants dans les travaux d’équipe. Selon le tableau 52 (p. 250), 42,9 % 
des répondants qui interviennent dans les projets longs cherchent à faire une distinction 
entre les membres des équipes et la principale façon utilisée pour le faire est 
l’évaluation par les pairs. Dans le cas de l’activité Delta_01, l’évaluation par les pairs 
sert à obtenir un facteur multiplicatif modifiant la note des travaux d’équipe. 
L’enseignant rencontre aussi individuellement chaque étudiant et ces rencontres 
servent aussi à distinguer les étudiants.  
 Dans le cadre de la présente recherche, nous ne nous intéressons pas à la 
motivation des étudiants vis-à-vis des tâches d’évaluation. Souvent, l’utilisation de 
l’autoévaluation et de l’évaluation par les pairs sert à motiver l’étudiant et sert de 
moyen de régulation. La perspective que nous avons adoptée est celle de la qualité des 
inférences qui s’appuie sur la qualité de la démarche d’évaluation. Conséquemment, 
nous devons souligner que l’évaluation par les pairs et l’autoévaluation sont une source 
de questionnements, puisque nous ne savons pas quels critères les étudiants utilisent et 
quelle est la fidélité de ces méthodes. Notons, cependant, que lorsque ces modalités 
sont utilisées, elles ont un poids faible. 
Deuxième différence que l’on trouve dans l’évaluation des projets longs est que 
les tâches proposées s’apparentent davantage à celles suggérées dans le paradigme 
centré sur l’apprenant, l’évaluation authentique et l’évaluation des compétences. Les 
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cas Delta_01 et Gamma_04 (présentés au chapitre 5) donnent des exemples de ces 
caractéristiques, puisqu’ils demandent aux étudiants de résoudre un problème 
complexe dont la solution ne leur est pas immédiatement accessible. Aussi, dans les 
projets longs recensés dans le questionnaire, pour 81,0 % des répondants, les 
réalisations sont des cas typiques de l’entreprise ou de l’industrie (tableau 50, énoncé 
2) et, dans 75,0 % des projets choisis, les étudiants doivent prendre des rôles que l’on 
retrouve dans l’industrie.  
Une autre différence dans l’utilisation des projets longs est qu’il est fréquent 
que plusieurs enseignants servent de juges experts, et ce, surtout lors des présentations 
orales de projets faites par les équipes. 
L’évaluation de projets longs chez les répondants est donc associée à 
l’utilisation de modalités différentes, à des tâches plus complexes où l’on juge de la 
valeur des solutions amenées par les étudiants plutôt que de comparer celles-ci à une 
solution experte créée par l’enseignant. Les projets longs recensés permettent aux 
étudiants de résoudre des problématiques plus authentiques et plus analogues au travail 
de l’ingénieur. Cependant, l’utilisation de projets d’équipe reste un enjeu central 
lorsque l’on cherche à déterminer le niveau de chacun des étudiants. Les enseignants 
rencontrés le soulignent d’ailleurs d’emblée. 
L’explication de la différence entre l’évaluation de projets longs et 
l’évaluation dans les autres activités pédagogiques est probablement due à la nature de 
la tâche où l’on donne à l’étudiant un problème analogue à celui des ingénieurs.  
Cela conclut la section sur l’utilisation de projets longs. Dans le chapitre 5, 
deux des entrevues avec des enseignants portent sur des projets longs et des exemples 
détaillés de leur utilisation dans la formation des ingénieurs y seront amenés. 
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4. 
Dans le questionnaire, les 39 énoncés regroupés dans cette section sont 
présentés sur 3 pages (C1, C2 et C3). Par souci de clarté, nous les regroupons selon les 
8 étapes de la démarche d’évaluation présentée au chapitre 2. Le questionnaire ayant 
été créé avant la démarche évaluative, certaines étapes ne sont présentes. Cela est 
expliqué plus en détails au chapitre 3 (section 3.1, p. 186). 
En ce qui concerne les sections C1, C2 et C3 du questionnaire (et aussi pour 
les suivantes), le répondant devait utiliser son expérience générale de l’enseignement 
universitaire en vue de répondre aux énoncés. À partir de la section C1, le répondant 
n’avait plus à se référer à une activité pédagogique précise. Dans la présente section de 
notre recherche, les énoncés sont numérotés de C01 à C39 afin d’en faciliter les 
références. Pour chacun des énoncés, le répondant devait déterminer s’il réalise l’action 
décrite « toujours », « souvent », « occasionnellement » ou « jamais ». Il avait aussi la 
possibilité de ne pas répondre à l’énoncé, lorsqu’il ne le comprenait pas ou préférait ne 
pas y répondre.  
4.1 Identification des cibles d’apprentissage et des fonctions de l’évaluation des 
apprentissages 
Un seul énoncé concerne l’étape 1 de la démarche d’évaluation. Les résultats 
à cet énoncé sont présentés au tableau 55. Ainsi, 36 des 38 répondants se basent sur les 
objectifs de l’activité pédagogique toujours ou souvent lorsqu’ils préparent leurs 
moyens d’évaluation. 
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Tableau 55  
Énoncé sur les pratiques des répondants en évaluation des apprentissages portant sur 
l’identification des cibles d’apprentissage et des fonctions de l’évaluation des 
apprentissages 
Énoncé 
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Je me base sur les objectifs de l'activité 
pédagogique dans la préparation de mes 
moyens d'évaluation. 
C01 38 29 76,3 % 7 18,4 % 2 5,3 % 0 0,0 % 
 
4.2 Planification de l’évaluation 
Cinq énoncés concernent l’étape 2 de la démarche d’évaluation. Dans le 
tableau 56, nous présentons les 5 énoncés touchant à la planification de l’évaluation 
des apprentissages. 
Tableau 56  
Énoncés sur les pratiques des répondants en évaluation des apprentissages portant sur 
la planification (étape 2) 
Énoncés 
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Mes collègues interviennent dans le 
choix des moyens d'évaluation. 
C02 35 1 2,9 % 4 11,4 % 13 37,1 % 17 48,6 % 
J'attribue des points pour la présence à 
l'activité pédagogique. 
C03 37 1 2,7 % 1 2,7 % 5 13,5 % 30 81,1 % 
J'attribue des points pour la 
participation active pendant l'activité 
pédagogique. 
C04 37 1 2,7 % 0 0,0 % 5 13,5 % 31 83,8 % 
J'attribue des points pour l'effort fourni 
dans les travaux et exercices. 
C05 37 0 0,0 % 1 2,7 % 13 35,1 % 23 62,2 % 
J'attribue des points pour le 
comportement en classe. 
C06 37 0 0,0 % 1 2,7 % 5 13,5 % 31 83,8 % 
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4.3 Collecte de données 
Vingt-et-un énoncés concernent l’étape 3 de la démarche d’évaluation. Les 
résultats à ces énoncés sont séparés selon les deux sous-étapes présentées au chapitre 
2. D’abord, au tableau 57 sont présentés 10 énoncés traitant de la création des tâches. 
Tableau 57  
Énoncés sur les pratiques des répondants en évaluation des apprentissages portant sur 
la création de tâches (étape 3A) 
Énoncés 
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Mes questions d'examen supposent la 
compréhension du contenu vu lors de 
l'activité pédagogique. 
C07 35 27 77,1 % 8 22,9 % 0 0,0 % 0 0,0 % 
Je me base sur le manuel ou les notes 
de cours pour construire mes questions 
d'examen. 
C08 33 12 36,4 % 12 36,4 % 7 21,2 % 2 6,1 % 
Mes questions d'examen font appel à la 
capacité d'analyse de l'étudiant. 
C09 34 12 35,3 % 18 52,9 % 4 11,8 % 0 0,0 % 
Mes questions d'examen font appel aux 
habiletés de résolution de problème de 
l'étudiant. 
C10 34 12 35,3 % 16 47,1 % 6 17,6 % 0 0,0 % 
Mes questions d'examen exigent de 
l'étudiant qu'il exerce son esprit 
critique. 
C11 33 8 24,2 % 12 36,4 % 12 36,4 % 1 3,0 % 
Mes questions d'examen exigent de 
l'étudiant un travail de production ou 
de création. 
C12 29 2 6,9 % 4 13,8 % 13 44,8 % 10 34,5 % 
Je demande aux étudiants 
d'autoévaluer leur travail. 
C13 34 2 5,9 % 2 5,9 % 5 14,7 % 25 73,5 % 
J'élabore mes examens à partir d'une 
banque de questions existantes. 
C14 35 2 5,7 % 9 25,7 % 17 48,6 % 7 20,0 % 
Je montre mes questions d'examen à 
mes collègues afin d'obtenir leurs 
commentaires. 
C15 35 1 2,9 % 2 5,7 % 15 42,9 % 17 48,6 % 
Je demande aux étudiants d'évaluer des 
travaux réalisés par d'autres membres 
de la classe. 
C16 35 1 2,9 % 0 0,0 % 9 25,7 % 25 71,4% 
Mes questions d'examen impliquent la 
mémorisation d'éléments du contenu 
vu lors de l'activité pédagogique. 
C17 35 0 0,0 % 7 20,0 % 19 54,3 % 9 25,7% 
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Dans le tableau 58, nous présentons les 4 énoncés qui concernent 
l’administration des tâches servant à l’évaluation des apprentissages. 
Tableau 58  
Énoncés sur les pratiques des répondants en évaluation des apprentissages portant sur 
l’administration des tâches servant à l’évaluation des apprentissages (étape 3B) 
Énoncés 
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Avant de procéder à une activité 
d'évaluation, j'explique oralement aux 
étudiants ce qu'ils doivent faire. 
C18 37 27 73,0 % 4 10,8 % 5 13,5 % 1 2,7 % 
Avant de procéder à une activité 
d'évaluation, j'informe oralement les 
étudiants sur ma façon d'évaluer le 
travail. 
C19 37 19 51,4 % 9 24,3 % 7 18,9 % 2 5,4 % 
Avant de procéder à une activité 
d'évaluation, j'explique par écrit aux 
étudiants ce qu'ils doivent faire. 
C20 37 18 48,6 % 10 27,0 % 5 13,5 % 4 10,8 % 
Avant de procéder à une activité 
d'évaluation, j'informe par écrit les 
étudiants sur ma façon d'évaluer le 
travail. 
C21 36 16 44,4 % 3 8,3 % 10 27,8 % 7 19,4 % 
 
4.4 Interprétation 
Le tableau 59 présente les réponses aux énoncés qui concernent 
l’interprétation et l’obtention de données à partir des performances des étudiants. Il 
comporte 7 énoncés.  
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Tableau 59  
Énoncés sur les pratiques des répondants en évaluation des apprentissages portant sur 
l’interprétation (étape 4) 
Énoncés 
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Je fais la correction des travaux et des 
réponses à développement à partir de 
critères ou d'un corrigé déterminés à 
l'avance. 
C22 37 26 70,3 % 8 21,6 % 1 2,7 % 2 5,4 % 
J'ai recours aux services d'un auxiliaire 
d'enseignement pour la correction des 
travaux. 
C23 37 10 27,0 % 11 29,7 % 4 10,8 % 12 32,4 % 
J'ai recours aux services d'un auxiliaire 
d'enseignement pour la correction des 
examens. 
C24 35 9 25,7 % 12 34,3 % 4 11,4 % 10 28,6 % 
J'attribue des points pour la qualité du 
français dans les travaux et examens. 
C25 34 9 26,5 % 9 26,5 % 7 20,6 % 9 26,5 % 
Je fais la correction des travaux et des 
réponses à développement à partir 
d'une impression générale à la suite de 
la lecture. 
C26 34 2 5,9 % 6 17,6 % 12 35,3 % 14 41,2 % 
J'ajuste, à la hausse ou à la baisse, la 
moyenne de classe. 
C27 38 1 2,6 % 4 10,5 % 8 21,1 % 25 65,8 % 
Au cours de la correction des travaux 
ou des réponses à développement, je 
fais appel à l'avis d'un collègue. 
C28 32 0 0,0 % 0 0,0 % 14 43,8 % 18 56,3 % 
 
Les énoncés présentés au tableau 59 montrent l’importance des auxiliaires 
d’enseignement dans l’étape d’interprétation. Ils sont toujours ou souvent utilisés pour 
les tâches de correction des travaux chez 56,7 % des répondants et chez 60 % des 
répondants pour la correction des examens.  
Selon les réponses à l’énoncé « J'ajuste, à la hausse ou à la baisse, la moyenne 
de classe. », 86,9 % des enseignants affirment ne jamais ajuster la moyenne de la classe 
une fois la correction faite. Le dernier énoncé indique qu’aucun répondant ne se réfère 
toujours ou souvent à un collègue lors de l’étape d’interprétation.  
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Aucun énoncé du questionnaire ne réfère aux échelles descriptives, lesquelles 
constituent pourtant un outil d’interprétation fréquemment proposé, principalement 
pour l’interprétation critériée. Dans le chapitre 5, deux des enseignants rencontrés 
utilisent ces échelles dans le cadre de l’activité pédagogique qu’ils encadrent. 
4.5 Jugement de la justesse et de la pertinence des données 
Aucun énoncé du questionnaire ne porte sur cette étape de la démarche 
présentée au chapitre 2. L’explication est donnée au chapitre 3, à la section 3.1. 
4.6 Prise de décision 
Aucun énoncé du questionnaire ne porte sur cette étape de la démarche 
présentée au chapitre 2. L’explication est donnée au chapitre 3, à la section 3.1. 
4.7 Communication des décisions 
Onze (11) énoncés portent sur les questions de communication des résultats. 
Nous avons séparé les énoncés selon les deux sous-étapes décrites au chapitre 2. Cinq 
(5) énoncés touchent à la question de rétroaction aux étudiants. Les réponses à ces 
énoncés sont présentées au tableau 60. 
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Tableau 60  
Énoncés sur les pratiques des répondants en évaluation des apprentissages portant sur 
la rétroaction (étape 7A) 
Énoncés 
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Je transmets le résultat des travaux et 
des examens aux étudiants en 
pourcentage. 
C29 38 26 68,4 % 5 13,2 % 2 5,3 % 5 13,2 % 
J'utilise Internet pour diffuser les 
résultats d'examens à chaque étudiant. 
(Moodle, courriel, etc.) 
C30 34 21 61,8 % 5 14,7 % 1 2,9 % 7 20,6 % 
J'utilise Internet pour diffuser les notes 
finales directement à chaque étudiant. 
(Moodle, courriel, etc.) 
C31 34 18 52,9 % 4 11,8 % 3 8,8 % 9 26,5 % 
J'affiche publiquement les résultats 
d'examens. 
C32 30 9 30,0 % 3 10,0 % 0 0,0 % 18 60,0 % 
J'affiche publiquement les notes 
finales. 
C33 31 7 22,6 % 2 6,5 % 2 6,5 % 20 64,5 % 
 
Tableau 61  
Énoncés sur les pratiques des répondants en évaluation des apprentissages portant sur 
l’établissement de la note allant au relevé de notes (étape 7B) 
Énoncés 
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Si je dois utiliser la notation littérale (en 
lettres), je calcule la note finale à l'aide 
des correspondances numériques 
proposées. 
C34 38 20 52,6 % 8 21,1 % 2 5,3 % 8 21,1 % 
Je communique les résultats aux travaux 
sous la forme de lettres (A+, …, F). 
C35 37 11 29,7 % 1 2,7 % 3 8,1 % 22 59,5 % 
Il arrive que des étudiants échouent mon 
activité pédagogique. 
C36 38 1 2,6 % 9 23,7 % 18 47,4 % 10 26,3 % 
J'attribue les notes de manière à obtenir 
une moyenne préétablie. 
C37 38 0 0,0 % 4 10,5 % 4 10,5 % 30 78,9 % 
Dans mon unité, on normalise les notes 
de façon à ce qu'elles se conforment à 
une distribution préétablie. 
C38 34 0 0,0 % 3 8,8 % 4 11,8 % 27 79,4 % 
J'attribue la note de passage à un 
étudiant faible lorsqu'il a fourni des 
efforts. 
C39 33 0 0,0 % 1 3,0 % 10 30,3 % 22 66,7 % 
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4.8 Amélioration continue 
Aucun énoncé du questionnaire ne porte sur cette étape de la démarche 
présentée au chapitre 2. L’explication est donnée au chapitre 3, à la section 3. 
4.9 Synthèse des sections C1, C2 et C3 – Énoncés sur les pratiques d’évaluation 
des apprentissages 
Les énoncés permettent de faire un portrait des pratiques d’évaluation des 
apprentissages chez les répondants. Il ressort de l’analyse des réponses que, malgré des 
différences entre les programmes et les enseignants, plusieurs constats peuvent être 
établis : (1) l’importance du produit vis-à-vis de l’importance du processus, (2) 
l’importance de l’influence du paradigme traditionnel et (3) l’évaluation est un 
processus solitaire. 
Les répondants accordent une grande importance au produit, mais beaucoup 
moins au processus. Les énoncés touchant à l’évaluation par les pairs (énoncé C16), à 
l’autoévaluation (énoncé C13), à l’attribution de points pour la présence (C03) et à la 
participation (C04) obtiennent de très hauts taux de « jamais » avec respectivement 
71,4 %, 73,5 %, 81,1 % et 83,8 %. Cela ne veut pas dire que l’enseignant ne s’intéresse 
pas au processus, mais il n’en tient pas compte dans l’évaluation des apprentissages. 
L’influence du paradigme traditionnel est très grande sur les pratiques des 
répondants. Selon les réponses aux énoncés, l’évaluation des apprentissages est un 
processus solitaire pour les répondants. Cela peut se voir lors de la panification (énoncé 
C02) où les répondants indiquent que leurs collègues n’interviennent jamais (48,6 %) 
ou qu’occasionnellement (37,1 %) dans le choix des moyens d’évaluation. Cela est 
aussi le cas lors de la création de questions d’examens où les répondants indiquent ne 
jamais (48,6 %) ou occasionnellement (42,9 %) montrer leurs questions à leurs 
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collègues (énoncé C15). Le même constat vaut pour l’interprétation où la totalité des 
répondants signalent ne jamais (56,3 %) ou occasionnellement (43,8 %) faire appel à 
l’avis d’un collègue lors de la correction (énoncé C28). Évidemment, plusieurs 
répondants utilisent des auxiliaires d’enseignement pour la correction (énoncés C23 et 
C24). Il n’y a pas de différences significatives entre l’utilisation des auxiliaires chez 
les professeurs et chez les chargés de cours ni lors de la correction d’examens, χ2(1, N 
= 35) = 0,412, p = 0,05, ni lors de la correction de travaux, χ2(1, N = 37) = 0,013, p = 
0,05.170 Les entrevues présentées au chapitre 5 permettront de mieux comprendre de 
quelles façons les auxiliaires d’enseignement peuvent être utilisés dans la démarche 
d’évaluation des apprentissages. 
 
5. 
Dans le questionnaire, les 34 énoncés touchant à la perception des participants 
sont présentés sur 3 pages (D1, D2 et D3). Dans la présente section, à l’instar de ce qui 
a été fait à la section précédente, nous reprenons, par souci de clarté, une présentation 
suivant les 8 étapes de la démarche évaluative présentée au chapitre 2. Ici aussi, comme 
dans la section précédente, certaines étapes n’ont pas d’énoncés associés. Cela est 
expliqué à la section 3.1 du chapitre 3 (p. 186) Les énoncés ont été numérotés de D01 
à D34 afin de faciliter leur repérage dans les tableaux. Pour chaque énoncé, le 
répondant doit déterminer son niveau d’accord, allant de « Complètement d’accord » à 
« Complètement en désaccord ». 
  
                                                 
170 Les tables de contingence ont été faites en répartissant ceux qui n’utilisent jamais d’auxiliaires 
d’enseignement à ceux qui en utilisent occasionnellement, souvent ou toujours. 
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5.1 Identification des cibles d’apprentissage et des fonctions de l’évaluation des 
apprentissages 
Vingt-trois énoncés s’intéressent aux buts et aux fonctions de l’évaluation des 
apprentissages. Ces énoncés sont compilés dans les tableaux 62, 63 et 64. 
Tableau 62 (1 de 3) 
Énoncés sur les perceptions des répondants portant sur l’identification des cibles 
d’apprentissage et des fonctions de l’évaluation des apprentissages (étape 1) 
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L'évaluation est partie intégrante du 
processus 
d'enseignement/apprentissage. 
D01 37 27 73,0 % 10 27,0 % 0 0,0 % 0 0,0 % 
Le professeur qui encourage ses 
étudiants favorise leur apprentissage. 
D02 37 25 67,6 % 12 32,4 % 0 0,0 % 0 0,0 % 
Les étudiants sont moins portés à 
travailler lorsque les travaux ne 
comptent pas. 
D03 37 17 45,9 % 17 45,9 % 3 8,1 % 0 0,0 % 
Un des buts de l'évaluation est de 
faciliter le progrès de l'étudiant dans 
ses apprentissages. 
D04 36 14 38,9 % 21 58,3 % 1 2,8 % 0 0,0 % 
Des activités de résolution de 
problème motivent les étudiants à 
apprendre. 
D05 34 13 38,2 % 21 61,8 % 0 0,0 % 0 0,0 % 
Par des interventions régulières, le 
professeur doit réguler la situation de 
l'apprentissage pendant le trimestre. 
D06 35 13 37,1 % 22 62,9 % 0 0,0 % 0 0,0 % 
L'évaluation permet de faire le bilan 
des apprentissages réalisés pendant 
l'activité pédagogique. 
D07 37 13 35,1 % 21 56,8 % 3 8,1 % 0 0,0 % 
L'évaluation des apprentissages des 
étudiants permet au professeur 
d'améliorer son enseignement. 
D08 36 12 33,3 % 23 63,9 % 1 2,8 % 0 0,0 % 
Les résultats de l'évaluation des 
apprentissages des étudiants sont utiles 
pour guider l'enseignement. 
D09 37 11 29,7 % 24 64,9 % 2 5,4 % 0 0,0 % 
Le rôle du professeur consiste 
essentiellement à transmettre de 
l'information dans un domaine donné. 
D10 37 4 10,8 % 12 32,4 % 11 29,7 % 10 27,0 % 
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Tableau 63 (2 de 3) 
Énoncés sur les perceptions des répondants portant sur l’identification des cibles 
d’apprentissage et des fonctions de l’évaluation des apprentissages (étape 1) 
Énoncés 
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Les résultats de l'évaluation des 
apprentissages des étudiants 
fournissent de bonnes indications 
quant à ce qui doit être révisé en 
classe. 
D11 37 6 16,2 % 27 73,0 % 4 10,8 % 0 0,0 % 
Le professeur doit reprendre 
l'enseignement d'une notion lorsque 
ses étudiants échouent aux tâches qui 
s'y rapportent. 
D12 38 10 26,3 % 22 57,9 % 6 15,8 % 0 0,0 % 
L'étudiant module son effort en 
fonction de la proportion de la note 
finale rattachée à l'activité réalisée. 
D13 36 8 22,2 % 24 66,7 % 3 8,3 % 1 2,8 % 
Il faut évaluer pour faire en sorte que 
les étudiants travaillent de façon 
régulière. 
D14 36 8 22,2 % 22 61,1 % 6 16,7 % 0 0,0 % 
L'évaluation des apprentissages est une 
source de motivation pour les 
étudiants. 
D15 36 7 19,4 % 20 55,6 % 9 25,0 % 0 0,0 % 
La meilleure façon de faire travailler 
les étudiants est de noter leur travail. 
D16 36 6 16,7 % 23 63,9 % 6 16,7 % 1 2,8 % 
Il m'est difficile de voir échouer un 
étudiant à mon activité pédagogique. 
D17 37 6 16,2 % 17 45,9 % 9 24,3 % 5 13,5 % 
L'évaluation devrait permettre une 
saine compétition entre les étudiants. 
D18 35 5 14,3 % 11 31,4 % 9 25,7 % 10 28,6 % 
Les étudiants sont naturellement 
motivés à apprendre. 
D19 36 5 13,9 % 22 61,1 % 9 25,0 % 0 0,0 % 
L'évaluation doit servir à classer les 
élèves les uns par rapport aux autres. 
D20 38 1 2,6 % 10 26,3 % 13 34,2 % 14 36,8 % 
L'évaluation sert principalement à 
satisfaire des exigences 
administratives. 
D21 38 1 2,6 % 8 21,1 % 14 36,8 % 15 39,5 % 
L'évaluation doit surtout servir à 
distinguer les élèves qui échouent de 
ceux qui réussissent. 
D22 38 1 2,6 % 4 10,5 % 20 52,6 % 13 34,2 % 
L'évaluation doit fournir une 
information qui permet de repérer les 
meilleurs étudiants. 
D23 37 3 8,1 % 12 32,4 % 12 32,4 % 10 27,0 % 
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Tableau 64 (3 de 3) 
Énoncé sur les perceptions des répondants portant sur l’identification des cibles 
d’apprentissage et des fonctions de l’évaluation des apprentissages (étape 1) 
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Évaluer les apprentissages équivaut à 
donner une note. 
D24 37 2 5,4 % 10 27,0 % 14 37,8 % 11 29,7 % 
 
5.2 Planification de l’évaluation 
Quatre (4) énoncés traitent de la planification générale de l’évaluation des 
apprentissages et aucun (0) ne traite de la planification spécifique. Les énoncés sont 
présentés au tableau 65. 
Tableau 65  
Énoncés sur les perceptions des répondants en évaluation des apprentissages portant 
sur la planification spécifique (étape 2a) 
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Le professeur doit planifier son activité 
pédagogique en tenant compte de ce 
que savent déjà les étudiants. 
D25 38 18 47,4 % 16 42,1 % 4 10,5 % 0 0,0 % 
Le professeur doit fournir à ses 
étudiants des occasions de découvrir 
par eux-mêmes la matière à apprendre. 
D26 37 17 45,9 % 19 51,4 % 1 2,7 % 0 0,0 % 
La matière à apprendre doit être 
divisée en unités d'apprentissage ayant 
chacune des objectifs précis. 
D27 36 12 33,3 % 20 55,6 % 3 8,3 % 1 2,8 % 
Il faut évaluer fréquemment pour aider 
les étudiants à identifier rapidement 
leurs lacunes. 
D28 38 11 28,9 % 22 57,9 % 5 13,2 % 0 0,0 % 
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5.3 Collecte de données 
Un seul énoncé touche aux perceptions des enseignants sur la collecte de 
données. Il s’agit d’un énoncé qui concerne la sous-étape d’administration et les 
résultats sont présentés au tableau 66. Cet énoncé porte sur la nature de la préparation 
des étudiants vis-à-vis des tâches d’évaluation. Pour 74,3 % des répondants, 
l’enseignant doit fournir des repères sur ce qui doit être appris. 
Tableau 66  
Énoncé sur les perceptions des répondants en évaluation des apprentissages portant 
sur l’administration des tâches (étape 3B) 
Énoncé 
 I
d
en
ti
fi
ca
ti
o
n
 
N
o
m
b
re
 d
e 
ré
p
o
n
d
a
n
ts
 (
n
) 
C
o
m
p
lè
te
m
en
t 
d
'a
cc
o
rd
 (
n
) 
C
o
m
p
lè
te
m
en
t 
d
'a
cc
o
rd
 (
%
) 
P
lu
tô
t 
d
'a
cc
o
rd
 (
n
) 
P
lu
tô
t 
d
'a
cc
o
rd
 (
%
) 
P
lu
tô
t 
en
 d
és
a
cc
o
rd
 
(n
) 
P
lu
tô
t 
en
 d
és
a
cc
o
rd
 
(%
) 
C
o
m
p
lè
te
m
en
t 
en
 
d
és
a
cc
o
rd
 (
n
) 
C
o
m
p
lè
te
m
en
t 
en
 
d
és
a
cc
o
rd
 (
%
) 
Il appartient aux étudiants de décider 
ce qu'ils doivent apprendre. 
D29 35 1 2,9 % 8 22,9 % 21 60,0 % 5 14,3 % 
5.4 Interprétation 
Aucun énoncé du questionnaire ne porte sur les perceptions des enseignants 
sur l’interprétation des données. L’explication est donnée au chapitre 3, à la section 3. 
5.5 Jugement de la justesse et de la pertinence des données 
Deux énoncés concernent la perception des enseignants sur le jugement de la 
justesse et de la pertinence des données. Ils sont présentés au tableau 67. 
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Tableau 67  
Énoncés sur les perceptions des répondants en évaluation des apprentissages portant 
sur le jugement de la justesse et de la pertinence des données (étape 5) 
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Les étudiants sont les principaux 
responsables de leurs résultats aux 
activités d'évaluation. 
D30 36 9 25,0 % 23 63,9 % 3 8,3 % 1 2,8 % 
Les résultats de l'évaluation des 
apprentissages des étudiants 
fournissent de bonnes indications sur 
la qualité des moyens d'évaluation. 
D31 35 5 14,3 % 16 45,7 % 13 37,1 % 1 2,9 % 
5.6 Prise de décision 
Un seul énoncé touche à la perception des enseignants sur la prise de décision. 
Il est présenté au tableau 68. 
Tableau 68  
Énoncé sur les perceptions des répondants en évaluation des apprentissages portant 
sur la prise de décision (étape 6) 
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Les résultats de l'évaluation reflètent la 
compétence de l'étudiant à la fin de 
l'activité pédagogique par rapport au 
contenu abordé. 
D32 37 10 27,0 % 23 62,2 % 3 8,1 % 1 2,7 % 
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5.7 Communication des décisions 
Un seul énoncé concerne la perception des enseignants sur la communication 
des décisions et plus spécifiquement sur la rétroaction. Il est présenté au tableau 69. 
Aucun énoncé ne touche à la perception des enseignants sur le relevé de notes, mais 
certaines données sur cet aspect se trouvent à la section 6 du présent chapitre. 
Tableau 69  
Énoncé sur les perceptions des répondants en évaluation des apprentissages portant 
sur la rétroaction (étape 7A) 
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La communication continue des 
résultats de l'évaluation a un impact 
par la suite sur le travail de l'étudiant. 
D33 34 8 23,5 % 26 76,5 % 0 0,0 % 0 0,0 % 
 
5.8 Amélioration continue 
Finalement, un énoncé concerne la perception des enseignants sur l’aspect de 
l’amélioration continue (étape 8). Les réponses des enseignants à cet énoncé sont 
présentées au tableau 70.  
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Tableau 70  
Énoncé sur les perceptions des répondants en évaluation des apprentissages portant 
sur l’amélioration continue (étape 8) 
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Si les étudiants obtiennent des résultats 
faibles, c'est généralement attribuable à 
l'enseignement. 
D34 33 0 0,0 % 6 18,2 % 24 72,7 % 3 9,1 % 
 
 
5.9 Synthèse des sections D1, D2 et D3 – Énoncés sur les perceptions des 
participants sur l’évaluation des apprentissages 
Les réponses des enseignants sur les énoncés touchant à la perception de 
l’évaluation des apprentissages sont très homogènes. Pour 18 des 34 énoncés, les choix 
« Complètement d’accord » ou « Plutôt d’accord » rallient plus de 85 % des répondants 
(énoncés D01, D02, D03, D04, D05, D06, D07, D08, D09, D11, D13, D25, D26, D27, 
D28, D30, D32 et D33). Pour 1 des 34 énoncés, les choix « Complètement en désaccord 
» ou « Plutôt en désaccord » comptent pour plus de 85 % des répondants (énoncé D22). 
Ainsi, 55,9 % des énoncés (19 sur 34) rallient la grande majorité des enseignants. 
En regardant de plus près ces énoncés, il appert que les répondants perçoivent 
l’évaluation comme une activité intégrée à l’apprentissage (énoncé D01) et que 
l’enseignant doit encadrer et motiver les étudiants afin de favoriser l’apprentissage 
(énoncés D02, D04, D06). En effet, pour les répondants, l’évaluation est perçue comme 
un levier permettant de mettre les étudiants en action. Pour 91,8 %171 des répondants, 
les étudiants sont moins portés à travailler lorsque les travaux ne comptent pas (énoncé 
                                                 
171 En combinant les répondants ayant choisi « Complètement d’accord » ou « Plutôt d’accord ». 
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D03). Aussi, 83,3 % des répondants disent qu’il faut évaluer régulièrement pour que 
les étudiants travaillent de façon régulière (énoncé D14) et 88,9 % des répondants 
considèrent que le poids de la tâche influe sur l’effort investi par les étudiants (énoncé 
D13). De plus, 75,0 % des répondants affirment que l’évaluation est une source de 
motivation pour les étudiants (énoncé D15). Par ailleurs, 75,0 % des répondants 
affirment que les étudiants sont naturellement motivés à apprendre (énoncé D19) et que 
l’évaluation ne semble être pour eux – selon la grande majorité des répondants – qu’une 
source supplémentaire de motivation. 
Les répondants comprennent bien l’importance de l’évaluation des 
apprentissages dans la régulation des activités d’enseignement. Selon 91,9 % des 
répondants, l’évaluation permet de faire le bilan des apprentissages des étudiants 
(énoncé D07); elle permet aussi à l’enseignant d’améliorer son enseignement pour 97,2 
% des répondants (énoncé D08) et les résultats de l’évaluation sont utiles pour guider 
l’enseignement pour 94,6 % des répondants. D’ailleurs, 84,2 % des répondants croient 
qu’une notion n’ayant pas été suffisamment intégrée pour réussir des tâches associées 
lors de l’évaluation devrait être révisée en classe (énoncé D13). Les avis des répondants 
sont plus partagés sur l’utilisation des résultats d’évaluation en vue de déterminer la 
qualité des moyens d’évaluation : 60,0 % sont d’accord et 40,0 % sont en désaccord 
(énoncé D31).  
Finalement, selon les répondants, la fonction principale de l’évaluation n’est 
pas le classement des étudiants. Seuls 28,9 % des répondants sont d’accord pour que 
l’évaluation serve à classer les étudiants les uns par rapport aux autres (dont 2,6 % étant 
complètement en accord). Aussi, 40,5 % des répondants affirment que l’évaluation doit 
permettre de repérer les meilleurs étudiants (énoncé D23). Les répondants sont aussi 
majoritairement en désaccord avec le fait que l’évaluation est un processus 
principalement administratif (76,3 % des répondants en désaccord avec l’énoncé D21) 
et que celle-ci se résume à l’attribution d’une note (67,5 % des répondants en désaccord 
avec l’énoncé D24). 
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6. 
La dernière section du questionnaire permet de connaitre l’avis des répondants 
vis-à-vis des politiques et des règlements en vigueur dans la faculté ciblée par notre 
travail de recherche. Au début du questionnaire, tous les répondants ont confirmé 
enseigner dans la faculté ciblée. Ils sont donc touchés par les politiques et les 
règlements en vigueur. Depuis 2007, aucun changement majeur dans les politiques et 
les règlements n’a eu lieu, ce qui permet une certaine continuité dans l’application de 
ceux-ci. 
La faculté prévoit quatre organisations différentes pour les activités 
d’évaluation des apprentissages. Les répondants avaient donc à expliquer lesquelles ils 
utilisaient « toujours », « souvent », « occasionnellement » ou « jamais ».  
La faculté demande que la présentation du travail et la qualité de la langue 
soient intégrées dans l’évaluation des étudiants. Dans le tableau 71, les répondants 
choisissent s’ils respectent ces demandes « toujours », « souvent », 
« occasionnellement » ou « jamais ». 
La faculté ciblée n’oblige pas les enseignants à se conformer à un système 
d’établissement de la note pour le relevé des notes. Elle présente aux enseignants les 
deux systèmes les plus connus en contexte universitaire québécois et explique les 
limites de chacun. Le tableau 71 documente quelle des deux méthodes préfèrent les 
répondants.  
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Tableau 71  
Éléments de la politique et des règlements touchant les activités d’évaluation des 
apprentissages suggérées par la faculté ciblée 
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Un examen intermédiaire et un examen 
final. 
36 10 27,8 % 10 27,8 % 3 8,3 % 13 36,1 % 
Évaluation continue, c'est-à-dire : au 
moins 5 heures d'évaluation réparties 
uniformément sur la session et au 
moins 5 évaluations dont une 
obligatoire lors de la dernière semaine 
de cours et un examen final pour les 
cours de spécialité et à option. 
36 7 19,4 % 5 13,9 % 0 0,0 % 24 66,7 % 
Un rapport de trimestre et un examen 
final (l'examen final compte au 
minimum pour 30 %). 
36 4 11,1 % 4 11,1 % 5 13,9 % 23 63,9 % 
Autre(s) modalité(s) d'évaluation 
approuvée(s) par la Faculté. 
36 12 33,3 % 1 2,8 % 1 2,8 % 22 61,1 % 
L'attribution de 15 % des points pour 
la qualité de la communication en 
langue française. 
35 8 22,9 % 12 34,3 % 9 25,7 % 6 17,1 % 
La reprise du travail jusqu'à un niveau 
acceptable. 
35 7 20,0 % 3 8,6 % 14 40,0 % 11 31,4 % 
Méthode à cote fixe 37 18 48,6 % 8 21,6 % 3 8,1 % 8 21,6 % 
Méthode à cote variable 37 8 21,6 % 5 13,5 % 8 21,6 % 16 43,2 % 
 
En ce qui a trait à la présentation des travaux, la faculté prévoit deux modalités 
différentes. Deux énoncés du tableau 72 montrent le niveau d’accord des enseignants 
avec chacune de ces modalités. 
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Tableau 72  
Énoncés sur les perceptions des répondants en évaluation des apprentissages portant 
sur l’amélioration continue (étape 8) 
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Les professeurs peuvent retourner des 
travaux pour reprise, lorsque la qualité 
de la présentation physique des travaux 
n'est pas acceptable. 
37 19 51,4 % 13 35,1 % 3 8,1 % 2 5,4 % 
Les professeurs peuvent attribuer un 
pourcentage raisonnable des points 
pour la présentation physique des 
travaux. 
36 13 36,1 % 22 61,1 % 0 0,0 % 1 2,8 % 
 
6.1 Synthèse de la section EG – Politiques et règlements facultaires 
Il existe dans la faculté ciblée une politique et des règlements encadrant 
l’évaluation des apprentissages. Cet encadrement porte surtout sur les modalités 
d’évaluation et n’aborde pas directement la qualité des jugements inférés à l’aide du 
processus d’évaluation.  
Parmi les 4 organisations des activités d’évaluation des apprentissages, deux 
semblent plus populaires auprès des répondants. Dans une proportion de 27,8 % les 
répondants déclarent utiliser toujours un examen intermédiaire et un examen final, alors 
que 27,8 % indiquent les utiliser souvent. En outre, 33,3 % des répondants disent 
utiliser toujours des modalités d’évaluation autres (approuvées par la faculté) que les 
trois présentées dans la politique. Évidemment, ces autres modalités sont très variables 
selon les répondants. Malgré l’intérêt de cette section pour comprendre les pratiques 
d’évaluation dans la faculté ciblée, plusieurs répondants ont des patrons de réponses 
intrigants. Ainsi, lors du choix parmi les 4 organisations des activités d’évaluation des 
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apprentissages, 6 participants ont répondu toujours à deux choix ou plus, ce qui est 
difficile à interpréter. 
Finalement, il appert que la méthode à cote fixe est la plus fréquemment 
utilisée avec 70,2 % des répondants affirmant l’utiliser toujours ou souvent. Cela est 
associé à une interprétation critériée plutôt que normative. D’ailleurs, 43,2 % des 
répondants déclarent ne jamais utiliser la méthode à cote variable. Les entrevues 
présentées au chapitre 5 montreront, cependant, que plusieurs enseignants utilisent un 
système qui n’est pas exactement celui de la faculté ciblée. 
Cela complète la présentation des données obtenues à l’aide du questionnaire 
en ligne. Au chapitre 5, nous présenterons les résultats des entrevues réalisées avec 9 
enseignants qui ont été choisis à partir des répondants au questionnaire en ligne. 
Au chapitre 6, la discussion s’appuiera sur les données du questionnaire et sera 
complétée par celles obtenues à l’aide des entrevues. 
 
  CINQUIÈME CHAPITRE 
 PRÉSENTATION DES DONNÉES DES ENTREVUES 
À la suite de la complétion du questionnaire, des entrevues ont été réalisées 
auprès de neuf enseignants de quatre programmes universitaires de formation des 
ingénieurs. Ce chapitre présente la démarche d’évaluation des apprentissages en 
contexte universitaire d’enseignement du génie au Québec. Pour chacun de ces 
enseignants, nous présentons le contexte général de l’activité pédagogique tout en 
respectant la confidentialité des répondants. Ensuite, nous passons les 8 étapes de la 
démarche d’évaluation présentée à la fin du chapitre 2 en indiquant tous les éléments 
pertinents soulignés par les répondants à l’aide d’extraits des entrevues réalisées avec 
ceux-ci.  
Les cas sont regroupés par programme (Alpha, Bêta, Gamma, Delta) afin de 
respecter les contraintes d’anonymat. Notons que certains de ces programmes sont en 
fait deux programmes offerts par le même département. Nous justifions cette décision 
par le fait que dans ces cas précis, les programmes utilisent la même organisation, 
partagent les mêmes enseignants et les mêmes installations. Un autre impact est que 
nous ne pouvons pas reprendre explicitement les cibles des activités pédagogiques 
présentées, puisque celles-ci sont publiques et uniques à chacune des activités, rendant 
ainsi l’identification très facile. Finalement, nous utilisons le masculin pour tous les 
enseignants, et ce, malgré que certains répondants étaient des femmes. Tel que présenté 
au chapitre 3, il y a très peu de femmes enseignant dans la faculté ciblée, ce qui rend 
encore une fois l’identification très facile. 
Par la suite, le chapitre 6 utilisera les différents éléments afin d’alimenter la 
discussion sur l’évaluation des apprentissages réalisée dans la faculté ciblée. 
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1. 
Dans le cadre de la présente recherche, nous avons interviewé trois 
enseignants qui nous ont décrit en détail l’évaluation dans une activité pédagogique 
dont ils sont responsables. Deux de ces enseignants sont professeurs et le troisième est 
chargé de cours. 
Lors de notre collecte de données, le programme Alpha ne se décrivait pas lui-
même par compétences et la plupart des activités pédagogiques offertes avaient un 
format traditionnel, soit des cours de 3 crédits où le principal moment de contact entre 
les enseignants et les étudiants se fait lors de séances utilisant la leçon magistrale. Les 
activités pédagogiques incluent, pour la plupart, des séances de laboratoire ou 
d’exercices dirigés qui sont donnés par l’enseignant ou par un auxiliaire 
d’enseignement. 
1.1 Cas Alpha_01 
Le cas Alpha_01 est le premier cas présenté dans ce chapitre. Comme pour 
tous les cas, nous présentons un tableau résumé du contexte et des tâches. Ensuite, pour 
chacune des étapes de la démarche d’évaluation, nous présentons les extraits d’entrevue 
pertinents. 
Le tableau 73 présente différents éléments de l’activité Alpha_01. 
L’enseignant de cette activité a une bonne expérience de celle-ci, puisqu’il l’a donnée 
au moins à 3 reprises. Ce cours varie parfois en longueur et en format selon la clientèle. 
Dans le cas de la présente entrevue, nous avons retenu le format le plus habituel pour 
cette activité pédagogique. Il s’agit d’un cours de 4 crédits donné à raison de 2 périodes 
de 2 heures chaque semaine et utilisant la leçon magistrale comme principale méthode 
pédagogique. 
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Tableau 73  
Résumé du cas Alpha_01 
Informations générales sur l’activité pédagogique 
 Programme :  Alpha 
 Cas :  Alpha _01 
 Statut de l’enseignant :  Chargé de cours 
 Type de cours : Activité d’introduction 
 Place dans le programme :  1er tiers 
 Nombre d’étudiants : Entre 30 et 40 
 Auxiliaire d’enseignement : Un (1) AE; interprétation 
  - Entre 40 et 60 heures au total 
Modalités d’enseignement 
 Leçons magistrales 
Liste des tâches servant à l’évaluation 
 Intra 1 Examen intra en classe 
 Intra 2 Examen intra en classe 
 Final 1 Examen final en classe  
Paradigme sous-tendant 
 Cibles de formation Paradigme traditionnel 
 Organisation de l’EdA Paradigme traditionnel 
 Tâches servant à l’EdA Paradigme traditionnel 
 
1.1.1 Identification des cibles de formation et du rôle de l’évaluation des 
apprentissages 
Le plan de cours présente les objectifs de l’activité pédagogique sur plusieurs 
pages172. Une première section présente les objectifs généraux en utilisant des verbes 
comme « montrer », « présenter » et « aborder », lesquels sont habituellement associés 
à des niveaux inférieurs des objectifs pédagogiques dans la taxonomie de Bloom 
(Bloom et al., 1956; Anderson et al., 2001). Les objectifs spécifiques sont ensuite 
présentés sur plusieurs pages et prennent la forme d’une table des matières exhaustive 
des sujets touchés par le cours en respectant la chronologie de l’activité pédagogique. 
                                                 
172 En aucun cas, nous n’incluons les objectifs réels. Cela lèverait automatiquement l’anonymat, puisque 
cette information est facile à trouver. Nous restons donc volontairement vague. 
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Les verbes les plus fréquents sont « expliquer », « appliquer », « utiliser » et « résoudre 
des problèmes ». À l’exception du dernier, ces verbes sont habituellement associés à 
des niveaux inférieurs des objectifs pédagogiques. 
Le cas de « résoudre des problèmes » demande quelques explications, puisque 
nous avons pu confirmer à l’aide de l’entrevue que, pour l’enseignant, le terme 
« problème » n’est pas utilisé comme Tardif le définit, soit un fossé à franchir qui 
demande aux apprenants de mobiliser différentes ressources et qui est, pour les 
apprenants, nouveau. À la section 5.1.3 du chapitre 2 (p. 277), cette distinction a été 
faite entre les situations de connaissances, d’habiletés et de compétences. Dans le cas 
présent, le terme problème veut plutôt dire « exercice » et la tâche demandée relève 
donc, selon notre appréciation, du niveau des « situations d’habiletés » décrites par 
Scallon (2004). Nous prenons le temps de le spécifier, puisque cette confusion se 
retrouve aussi dans d’autres cas présentés dans ce chapitre. 
Lors de l’entrevue, l’enseignant a déclaré que le but de l’évaluation des 
apprentissages dans le cadre de l’activité pédagogique était : 
Pour voir s'ils maitrisent les concepts de base, les concept 1173 entre 
autres, les concept 2 sous différentes formes qu'ils peuvent appliquer 
dans le cours qui suit dans le programme différents systèmes. 
(Enseignant Alpha_01, 2013) 
La préséance de la vérification des acquis comme rôle de l’évaluation des 
apprentissages est habituellement associée au paradigme traditionnel. 
  
                                                 
173 Nous remplaçons certains termes trop spécifiques par des termes plus génériques afin de conserver 
l’anonymat des participants. Ce que nous avons remplacé est indiqué par un texte en blanc sur fond noir. 
Ce procédé est utilisé tout au long du présent chapitre. 
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1.1.2 Planification de l’évaluation 
Dans la planification générale de l’évaluation des apprentissages, nous 
retrouvons principalement deux types de tâches : deux examens intra écrits (intra 1 et 
intra 2) en classe et un examen final (final) en classe. L’intra 1 se déroule à la 5e 
semaine, l’intra 2, à la 9e semaine et l’examen final à la fin du trimestre, lequel 
s’échelonne sur 14 semaines de cours environ. L’examen final se tient dans les 10 
derniers jours du trimestre, ce qui correspond à une période où le calendrier normal du 
trimestre est levé pour tous les étudiants de la faculté et est remplacé par des périodes 
d’examens.  
La planification spécifique entourant l’examen intra 1 consiste à créer des 
questions et à produire un solutionnaire. Les questions de l’examen sont analogues aux 
problèmes que l’on retrouve dans l’ouvrage de référence obligatoire associé au cours. 
Les questions portent sur les notions vues depuis le début de l’activité pédagogique. 
L’examen intra 1 comporte quatre ou cinq questions étant chacune un exercice à 
résoudre. Les étudiants utilisent un cahier spécial, fourni par la faculté, lequel 
comprend quinze pages quadrillées, quinze pages de type brouillon (qui ne sont pas 
regardées lors de l’interprétation) et une page couverture demandant à l’étudiant 
diverses informations et permettant au correcteur d’inscrire le résultat chiffré pour 
chacune des questions (figure 22). 
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Figure 22 -  Page couverture d’un cahier d’examen  
L’intra 2 est similaire en durée et en format à l’intra 1. Cependant, les 
questions portent sur les notions vues en classe depuis l’intra 1. 
L’enseignant fait appel à l’auxiliaire d’enseignement afin que ce dernier 
réalise les examens avant de les distribuer aux étudiants. 
Je demande toujours au correcteur de vérifier pour s'assurer qu'on lise 
ce qui est écrit et non pas ce qu'on veut, surtout quand c'est nous qui 
l'avons écrit. Je le donne au correcteur la semaine avant. Je vais lui 
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demander de faire l'examen pour savoir le temps que ça lui prend 
pour faire l'examen. Est-ce que toutes les données nécessaires pour 
la résolution du problème sont bien là et s'il n'y a pas d'erreurs de 
frappes ou de données qui n'ont pas de sens? (Enseignant Alpha_01, 
2013) 
En ce qui concerne l’examen final, il s’agit de tâches analogues à celles des 
intra, mais la durée est de 3 heures. L’examen final touche à l’ensemble des éléments 
vus depuis le début du trimestre. 
Non, il n'y a pas de différences, c'est ce qu'on a vu de la matière, et 
on vérifie au fur et à mesure parce que la matière n'est pas facile en 
sujet de l’AP, c'est des concepts très abstraits. Au lieu de faire un 
examen sur 10 concepts abstraits, on fait les intra sur des concepts et 
le final couvre les 10. (Enseignant Alpha_01, 2013) 
L’examen final intègre donc l’ensemble des contenus des deux premiers intra. 
1.1.3 Collecte de données 
Les examens intra se déroulent dans le local habituel des cours et remplacent 
les séances habituelles de l’activité pédagogique. Les étudiants réalisent la tâche dans 
un « local normal, suffisamment grand pour qu'il y ait un espace entre chaque 
étudiant. » (Enseignant Alpha_01, 2013) Pour réaliser leur performance, « ils ont droit 
à la calculatrice, crayon, efface » et uniquement au « gros manuel. Pas de cellulaire, 
pas d’ordinateur portable évidemment. » (Enseignant Alpha_01, 2013) 
1.1.4 Interprétation 
Une fois que les étudiants ont complété chacun des examens intra, un 
auxiliaire d’enseignement (le même que précédemment) corrige les copies des 
étudiants.  
Il est très neutre. Normalement, c'est pour cela que je [lui] donne 
l'examen avant, pour qu'il le fasse. Et, au début de l'examen, je ne 
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suis jamais très loin. Si un étudiant a une question, je passe. 
(Enseignant Alpha_01, 2013) 
L’interprétation se fait à l’aide d’une solution experte préparée par 
l’enseignant, mais l’auxiliaire d’enseignement réalise l’interprétation de façon 
autonome. 
Il va venir me voir seulement s'il a des questions, s'il a un problème, 
sinon, il est complètement autonome. (Enseignant Alpha_01, 2013) 
La solution experte préparée par l’enseignant prévoit une répartition des points 
pour chacune des étapes à réaliser. Par exemple, « si un numéro est sur 15 points, je 
vais répartir les 15 points. » (Ibid.) Chacune des étapes de la solution experte vaut un 
certain nombre de points et, lors de l’interprétation, l’enseignant détermine pour 
chacune des étapes le nombre de points à attribuer. Cette détermination se fait sur des 
pas d’environ 0,5 point. Cela veut dire, par exemple, que le correcteur attribue « 0; 1; 
2; 2,5 » (Ibid.) ou 3 à une étape qui vaut 3 points.  
Il est donc attendu que la majorité des étudiants présentent une solution 
semblable à la solution experte. Dans le cas où un étudiant n’utilise pas cette solution 
experte, le correcteur doit juger de la valeur de la solution fournie par l’étudiant. 
Une fois, cette activité pédagogique a été offerte à un plus petit nombre 
d’étudiants (environ 15). Dans ce cas, la faculté n’a pas prévu d’auxiliaire 
d’enseignement et l’enseignant a donc réalisé l’interprétation seul. Le fonctionnement 
de l’interprétation est resté le même, sauf pour l’aspect de la rétroaction dont il sera 
question à la sous-section 1.1.7.  
Les données obtenues lors de l’interprétation sont compilées par tâches. 
L’enseignant reçoit de l’auxiliaire la note de chaque étudiant. Il s’agit d’une note 
globale par instrument. Aucun traitement n’est fait sur les notes.  
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1.1.5 Jugement de la justesse et de la pertinence des données 
Aucun jugement de la justesse ou de la pertinence des données n’est fait. Les 
résultats de l’interprétation sont utilisés tels quels. 
1.1.6 Prise de décisions 
Pour chaque étudiant, la décision se prend à partir d’une somme pondérée des 
résultats globaux de chaque tâche174, ce qui donne une note compilée sur 100. 
1.1.7 Communication 
Pour la sous-étape 7(a) touchant à la rétroaction, plusieurs éléments ont été 
soulignés par l’enseignant. Après l’intra 1 et l’intra 2, l’examen est fait à nouveau 
devant le groupe. Pour ce faire, l’enseignant considère les questions qui ont été le moins 
réussies et les déviations de la solution experte les plus fréquemment observées dans 
les performances des étudiants en vue de choisir les éléments sur lesquels il doit 
insister. 
De plus, l’auxiliaire d’enseignement a peu tendance à mettre des 
commentaires lorsqu’il corrige. Cependant, dans le cas où l’enseignant effectue 
l’interprétation, les étudiants « reçoivent énormément de commentaires dans leur 
cahier ». (Ibid.) Ces commentaires cherchent surtout à expliquer les erreurs qui ont été 
commises. 
En ce qui a trait à la communication associée au relevé de notes, l’enseignant 
utilise son expérience pour diviser les étudiants en sous-groupes et attribue la note au 
bulletin à partir de cette division. 
Ils sont avertis dès le départ que la note de passage est de 50 %. On 
s'est entendu au premier cours. Après, je vais regarder sur l'ordi, 
Excel, je tasse les colonnes pour ne pas voir les noms des personnes, 
                                                 
174 Noteglobale = Notetâche1 x Poidstâche1(%) + Notetâche2 x Poidstâche2(%) + Notetâche3 x Poidstâche3(%) + …     
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intra 1, intra 2, final et sur le total, je vais déterminer si un étudiant a 
eu 95 % pour la session et que la « batch » suivante ça tombe à 85 %, 
ça va être un seul A+. (Enseignant Alpha_01, 2013) 
1.1.8 Amélioration continue 
Il n’y a pas de boucle formelle d’amélioration continue. L’une des explications 
est que les tâches sont nouvelles à chaque nouvelle prestation du cours, puisque les 
questions sont réécrites chaque année. Aussi, le fait que les résultats changent entre les 
cohortes est, selon l’enseignant, surtout attribuable à la composition des cohortes 
d’étudiants. 
Ça dépend des cohortes. Il y a des cohortes où le premier intra est 
catastrophique, mais les étudiants d'eux-mêmes vont avouer : « Ce 
n'est pas de ta faute, c'est nous autres. C'est vrai qu'il n'était pas 
difficile l'examen, c'est nous qui n'avons pas travaillé ». Ça me 
rassure. Normalement, c'est toujours difficile pour un prof de voir 
qu'il n'y a pas de résultats par rapport à l'effort qu'on met pour leur 
transmettre une connaissance. Mais d'autres cohortes, ça se passe très 
bien, ils vont bien travailler, ils vont bien définir leur concept et ça 
va super bien. (Enseignant Alpha_01, 2013)
1.1.9 Points divers 
a) Traitement du plagiat et de la triche 
L’utilisation exclusive d’examen écrit en classe réduit les risques de plagiat. 
Pour ce qui est de la triche, la surveillance des étudiants durant les séances d’examen 
et un contrôle strict des déplacements permettent, selon l’enseignant, de régler ce 
problème. Par exemple, « Un à la fois. S’ils veulent aller aux toilettes, un autre ne peut 
pas sortir si le premier n'est pas revenu. » (Enseignant Alpha_01, 2013) 
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b) Qualité de la langue orale et écrite 
La nature des réponses, soit une succession d’étapes brèves selon une 
démarche attendue, ne laisse pas beaucoup de place pour l’aspect de la qualité de la 
langue écrite.  
Oui, moi je les souligne, mais c'est assez rare qu'on écrive un texte, 
c'est écrit de façon très schématique. Un mot, trois mots. Les fautes, 
faut que ça soit vraiment gros. (Enseignant Alpha_01, 2013) 
De plus, la politique de la Faculté exempte l’application de la pénalité lors 
d’examen, cela est donc fait à titre indicatif seulement et ce n’est pas fait par l’auxiliaire 
d’enseignement. 
c) Négociation autour des résultats et des notes 
L’enseignant souligne qu’il est rare que les étudiants viennent questionner leur 
résultat, mais il connait les règles facultaires d’appel à la note au relevé de notes. 
Toutefois, il n’y a pas de cas précis où un étudiant a utilisé cette procédure dans le 
cadre de l’activité pédagogique actuelle. 
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1.2 Cas Alpha_02 
Le cas Alpha_02 est le second cas présenté dans ce chapitre, mais aussi dans 
le programme Alpha. Nous passons plus rapidement sur certains éléments de contexte 
qui ont déjà été expliqués lors de la présentation du programme et du cas Alpha_01 
afin de nous concentrer sur les éléments spécifiques au cas Alpha_02.  
Tableau 74  
Résumé du cas Alpha_02 
Informations générales sur l’activité pédagogique 
 Programme :  Alpha 
 Cas :  Alpha _02 
 Statut de l’enseignant :  Professeur 
 Type de cours : Activité d’introduction 
 Place dans le programme :  1er tiers 
 Nombre d’étudiants : « Autour de 26 » 
 Auxiliaire d’enseignement : Un (1) AE 
  - Interprétation et supervision de laboratoire 
  - Entre 40 et 60 heures au total 
Modalités d’enseignement 
 Leçons magistrales 
 Laboratoires 
Liste des tâches servant à l’évaluation 
 Intra 1 Examen intra en classe 
 Quiz Hebdo Minitest 
 Travaux pratiques Rapports de laboratoire 
 Devoir Devoirs 
 Final 1 Examen final en classe 
Paradigme sous-tendant 
 Cibles de formation Paradigme traditionnel 
 Organisation de l’EdA Paradigme traditionnel 
 Tâches servant à l’EdA Paradigme traditionnel 
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Le tableau 74 résume le contexte et les modalités d’évaluation de l’activité. Il 
s’agit d’une activité pédagogique principalement composée de leçons magistrales de 3 
heures. De plus, il y a des séances d’exercices dirigés et de laboratoire réparties à 
travers le trimestre.  
1.2.1 Identification des cibles de formation et du rôle de l’évaluation des 
apprentissages 
Le plan de cours présente les objectifs de l’activité pédagogique sur une demi-
page. Une première section présente l’objectif général qui débute par l’expression 
« Fournir les bases ». Une autre section présente 4 objectifs spécifiques. Les verbes 
utilisés au début de ces objectifs spécifiques sont « décrire », « nommer » et 
« dessiner ». De par leur nature, ces verbes sont habituellement associés à des niveaux 
de complexité plus bas. 
Lors de l’entrevue, l’enseignant explique à quoi ressemble l’évaluation des 
apprentissages dans le cadre de cette activité pédagogique. 
Une évaluation qui va être capable d'aller saisir non pas l'habileté d'un 
étudiant à revomir ce qu'il a appris à la dernière minute, une 
évaluation qui va être capable de vraiment cerner la compréhension 
des étudiants par rapport au fondamental pour qu'ils aient des armes 
essentielles pour ériger par la suite toute la connaissance qu’ils sont 
allés chercher en ingénierie. (Enseignant Alpha_02, 2013) 
Cette utilisation de l’évaluation des apprentissages met l’accent sur le 
comprendre plus que sur l’application. Pour l’enseignant, les étudiants doivent d’abord 
maitriser les connaissances avant de pouvoir les appliquer. 
1.2.2 Planification de l’évaluation 
Dans la planification générale de l’évaluation des apprentissages, nous 
retrouvons différentes tâches : un examen intra écrit en classe (intra 1), un examen final 
(final) en classe, des quiz hebdomadaires, des travaux pratiques et des rapports de 
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laboratoire. L’intra 1 se déroule à la moitié du trimestre et l’examen final à la fin du 
trimestre, lequel dure autour de 14 semaines. Dans le cas de la dernière prestation de 
l’activité pédagogique, les quiz hebdomadaires sont répartis tout au long du trimestre, 
les devoirs sont au nombre de 3 et sont aussi répartis durant le trimestre et, finalement, 
les rapports de laboratoire sont au nombre de 4. Les devoirs et les rapports de 
laboratoire sont réalisés en équipe, tandis que les examens sont réalisés 
individuellement et que les quiz utilisent une formule mixte. 
La planification spécifique entourant l’examen intra 1 consiste à créer des 
questions et à produire un solutionnaire. Les questions sont nouvelles chaque année et 
sont des variations du matériel disponible aux étudiants. 
J'ai des acétates, je leur donne accès aux acétates, mais je n'utilise pas 
les acétates en classe, je fais tout à la main. Je me fie aux acétates, 
par rapport à la matière qui doit être dans l'examen. Quand je fais un 
examen, je feuillète les acétates d'un chapitre, je regarde et je me 
remémore les concepts et après je compose une question. 
Habituellement, pour donner la chance aux étudiants, je dis : il va 
avoir une question par chapitre qu'on a vu en classe et on va terminer 
cela par une question synthèse. Ils savent à quoi s'attendre aussi. Je 
me fie sur la matière générale du manuel, mais il n'y a pas exactement 
des questions que je prends du manuel, je n'ai jamais fait cela. 
(Enseignant Alpha_02, 2013) 
Les questions ainsi créées ressemblent à celles proposées aux étudiants dans 
le cadre des devoirs et des séances d’exercices dirigés. L’examen intra dure 3 heures et 
comporte 4 ou 5 questions. Il n’y a pas de vérification externe des questions, mais 
l’enseignant se donne un certain temps pour les réviser. 
Des questions de nomenclature, on va leur demander de nommer 
différents éléments. C'est la partie un peu plus fondamentale. Il faut 
qu'ils soient capables de dire les choses correctement, les structures 
internes pour voir s'ils ont une bonne vision dimensionnelle, 
comment les éléments s'orientent dans l'espace, c'est une chose aussi 
très importante dans cette discipline. […]. On va essayer de combiner 
des acquis qu'on a jusqu'à maintenant pour faire une petite synthèse; 
à partir d'un point A pour aller vers un point Z, il n'y a pas vraiment 
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de chemin spécifique, ils peuvent choisir le chemin spécifique qu'ils 
veulent tant et aussi longtemps que le tout est logique. Mettre en 
fonction un esprit de synthèse de compréhension de l'ensemble et 
d'application de ceci comme étant des valeurs fondamentales par la 
suite qu'on combine pour donner un chemin qui est un peu plus 
élaboré. (Enseignant Alpha_02, 2013) 
Les questions de l’examen sont des analogues de problèmes que l’on retrouve 
dans l’ouvrage de référence obligatoire associé au cours. Les questions portent sur les 
notions vues depuis le début de l’activité pédagogique. L’examen intra 1 comporte 4 
ou 5 questions qui sont chacune un exercice à résoudre.  
1.2.3 Collecte de données et interprétation 
Puisque les quiz servent surtout à assurer que les étudiants suivent la 
progression du cours, leur administration se fait en classe et les réponses attendues sont 
écrites au tableau. L’attribution des points se fait par des 1 ou 0, puisqu’il s’agit de 
réponses courtes et prévues. La comparaison entre les réponses des étudiants et les 
réponses attendues est faite par les étudiants eux-mêmes. 
Des fois, je donne des ½ points. Parfois, les gens ont des réponses 
pas complètes, mais qui ne sont pas complètement fausses. Donc 
j'attribue les points, les gens lèvent la main et disent : « lui, il a inscrit 
cela, est-ce correct? » (Enseignant Alpha_02, 2013) 
 
Les rapports de laboratoire, d’environ 10 pages, portent sur des expériences 
faites en laboratoires et sont réalisés par des équipes de deux à quatre étudiants. Les 
énoncés des laboratoires ont été vérifiés par la technicienne de laboratoire qui s’assure 
de leur faisabilité. Les rapports valent 25 points en tout. L’interprétation se fait à l’aide 
d’un barème. 
C'est sûr que la présentation est importante, mais il y a aussi 
l’introduction, le lien avec la littérature, l’interprétation des résultats 
qui demandent le plus de points. Conclusion logique. La majorité des 
points sont accordés à la discussion. L'étudiant va être appelé à 
interpréter les résultats et les laboratoires sont faits dans un ordre 
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chronologique par rapport au cours. Donc on voit des concepts au 
cours et le laboratoire nous permet de mettre la main dedans, d'y 
toucher. Et pour beaucoup d'étudiants, cela aide à la compréhension 
de la matière que l'on voit dans les cours. (Enseignant Alpha_02, 
2013) 
L’interprétation des laboratoires est faite par des auxiliaires, mais sous la 
supervision de l’enseignant. 
Pour la partie discussion, je vais faire une double vérification sur les 
auxiliaires, mais ceux que j'ai sont très compétents sur le sujet. Donc 
habituellement je n'ai pas grand-chose à redire de ce qu'ils font. C'est 
assez fondamental. (Enseignant Alpha_02, 2013) 
 
Les devoirs sont réalisés en équipe et l’interprétation se fait à partir d’un 
solutionnaire, mais les réponses différentes de celles attendues sont évaluées au mérite. 
Les étudiants ont tendance à utiliser une répartition des tâches qui, selon l’enseignant, 
est problématique au niveau de l’apprentissage. 
[I]ls ont cette façon de travailler en équipe qui n'est pas 
nécessairement une mauvaise chose, mais ils vont séparer le devoir 
en question. Chacun va faire sa question au lieu de travailler 
ensemble et je trouve qu'en bout de ligne ce n'est pas nécessairement 
bénéfique pour tous. (Enseignant Alpha_02, 2013) 
 
Les données obtenues lors de l’interprétation sont compilées par tâches. 
L’enseignant reçoit de l’auxiliaire la note de chaque étudiant. Il s’agit d’une note 
globale par instrument. Aucun traitement n’est fait sur les notes.  
1.2.4 Jugement de la justesse et de la pertinence des données 
Aucun jugement de la justesse ou de la pertinence des données n’est fait. 
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1.2.5 Prise de décisions 
Pour chaque étudiant, la décision se prend par une compilation pondérée de la 
note à chaque instrument, ce qui donne une note sur 100. 
1.2.6 Communication 
En ce qui concerne la communication associée au relevé de notes, l’enseignant 
utilise son expérience pour diviser les étudiants en sous-groupes et attribue la note au 
bulletin à partir de cette division. Il s’agit d’un système différent de celui suggéré par 
la Faculté. 
J'ai un code fixe. J'utilise tout le temps la même grille, donc en 
fonction du total de points qu'ils vont chercher c'est ce qui correspond 
à une lettre. (Enseignant Alpha_02, 2013)
1.2.7 Amélioration continue 
Il n’y a pas de boucle formelle d’amélioration continue.  
1.2.8 Points divers 
a) Traitement du plagiat et de la triche 
Lors des examens, certaines précautions sont prises en vue de minimiser la 
triche. 
C'est le même local pour l'intra, faut faire toujours attention au 
plagiat, mais j'aurais toujours préféré qu'on double la superficie pour 
les espaces, mais probablement une restriction des locaux ne nous 
permet pas de faire cela. Avec le système de A à Z, quand les gens 
copient, c'est terriblement clair, parce que c'est rare que les gens ont 
exactement la même vision des choses, donc je n'ai pas eu de copiage 
du tout. (Enseignant Alpha_02, 2013) 
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b) Qualité de la langue orale et écrite 
La qualité du français écrit est notée dans les rapports. Elle est soulignée dans 
les examens et les devoirs. 
1.3 Cas Alpha_3 
Le troisième cas associé au programme Alpha est passablement différent des 
deux premiers. Les contraintes de l’enseignant sont sensiblement les mêmes que celles 
des autres activités pédagogiques de ce même programme, mais l’enseignant a intégré 
des modalités qui diffèrent des deux premiers cas, et ce, autant pour ce qui est des 
modalités pédagogiques que pour ce qui est des modalités d’évaluation des 
apprentissages. Le tableau 75 présente un résumé des caractéristiques de l’activité 
pédagogique. 
1.3.1 Identification des cibles de formation et du rôle de l’évaluation des 
apprentissages 
En entrevue, l’enseignant présente des cibles formelles et aussi des cibles 
informelles de l’activité pédagogique. Les cibles formelles, inscrites au plan de cours, 
visent à « développer une base de connaissances » en vue de faire des choix 
technologiques dans le cadre de la profession ciblée par le programme ou dans le cadre 
de projet dans ce domaine. 
En ce qui concerne les cibles informelles, l’enseignant souligne que le sujet 
du cours est recherché par les étudiants, puisqu’il est lié à un domaine où le marché de 
l’emploi est présentement favorable. Aussi, l’utilisation de la formule d’apprentissage 
par projet est justifiée par le désir que les étudiants développent des capacités pour « la 
gestion de travail d'équipe. » 
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Tableau 75  
Résumé du cas Alpha_03 
Informations générales 
 Programme :  Alpha 
 Cas :  Alpha _03 
 Statut de l’enseignant :  Professeur 
 Type de cours : Activité d’introduction 
 Place dans le programme :  1er tiers 
 Nombre d’étudiants : 15 
 Auxiliaire d’enseignement : Un (1) AE 
  - Juge lors de l’examen oral  
Modalités d’enseignement 
 Leçons magistrales 
 APP  
 Laboratoires 
Liste des tâches servant à l’évaluation 
 Intra 1 Examen intra en classe 
 Intra 2 Examen intra en classe 
 Projet Projet court 
 APP Rapport d’APP 
 Final 1 Examen oral 
Paradigme sous-tendant 
 Cibles de formation Paradigme traditionnel 
 Organisation de l’EdA Paradigme centré sur l’apprenant 
 Tâches servant à l’EdA Paradigme centré sur l’apprenant 
1.3.2 Planification de l’évaluation 
La planification générale prévoit « 5 types de tâche que l'on donne aux 
étudiants : l'apprentissage par problème, l'examen intra, intra 2, le projet sur la 
thématique de l’industrie et l'examen final oral. » (Enseignant Alpha_03, 2013)  
En se référant à la liste de tâches d’évaluation présentée en annexe 3, nous 
déterminons que l’APP (apprentissage par problème) n’est pas une tâche d’évaluation, 
mais plutôt un modèle d’enseignement. L’enseignant clarifie dans l’entrevue la nature 
des tâches d’évaluation dans le cadre des trois premiers APPs, soit un rapport et un 
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schéma conceptuel par APP. Dans le cas du quatrième APP, une présentation devant la 
classe est prévue. 
Les examens intra, rattachés à l’étape de la planification spécifique, ont pour 
objectifs d’évaluer des « compétences et habiletés procédurales » et des 
« connaissances de base ». (Enseignant Alpha_03, 2013) L’enseignant ajoute que dans 
l’examen « l’esprit critique, le jugement ne sont pas requis. » (Ibid.) L’examen est donc 
une situation de connaissances au sens de la proposition de Scallon. L’enseignant 
complète en donnant un exemple de question d’examen intra. 
Pour voir, par exemple, s'ils sont capables de calculer la fraction 
molaire... c'est le genre d'exercices qu'on a à la fin d'un chapitre d'un 
livre, c'est seulement pour mettre en perspective certaines notions un 
peu plus mathématiques, un peu plus de compréhension de 
base. (Enseignant Alpha_03, 2013) 
Dans le cas du projet court et de l’APP numéro 4, l’enseignant cherche à 
introduire une problématique qu’il juge importante, mais absente du programme.  
Malheureusement, il n'y a rien dans leur cursus qui [leur] est montré. 
Donc, je leur montre une forme d'introduction qui va de deux côtés 
différents: d'un côté, l'APP qui vise à montrer les notions 
élémentaires, notions de base pour l'APP 4, et, de l'autre côté, 
comment ces notions-là peuvent être appliquées. (Enseignant 
Alpha_03, 2013) 
Pour l’examen final oral, les visées diffèrent de celles des examens intra. 
J'inclus ce qui est en lien avec l'APP et les examens intra. Il y a autant 
au niveau procédural, mais non détaillé, c'est des grandes lignes de 
procédures. Dans l'examen oral, je demande des grandes lignes de 
procédures, non pas de pouvoir résoudre un problème lorsqu’on le 
fait par écrit, mais aussi la composante de résolution de problème que 
je vais aller chercher. (Enseignant Alpha_03, 2013)  
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1.3.3 Collecte de données 
Les tâches sont créées par l’enseignant. Dans le cas des examens intra, de 
nouvelles questions sont créées chaque année. « Je réinvente à chaque fois, je m'inspire 
d’exercices dirigés qu'ils ont, que moi-même je leur compose, je sais que dans certains 
livres il y a des questions similaires qui apparaissent, j'ai détourné très rapidement. » 
(Enseignant Alpha_03, 2013)
1.3.4 Interprétation 
Le regroupement des données se fait par instruments. Cependant, pour le 
rapport d’APP, le résultat est modifié par un facteur multiplicateur entre 0,9 et 1,1.  
Chaque étudiant attribue 2 notes, c'est compilé, les étudiants ne se 
notent pas eux-mêmes, il y a une échelle descriptive à 4 niveaux qui 
permet d'évaluer la part de l'étudiant au groupe. Il y a une évaluation 
directement, c'est le facteur multiplicatif, c'est un facteur entre 0,9 et 
1,1 qui va multiplier la note de groupe, l'effort de groupe. (Enseignant 
Alpha_03, 2013) 
1.3.5 Jugement de la justesse et de la pertinence des données 
Il n’y a pas d’éléments dans les réponses de l’enseignant à mettre dans cette 
sous-section. 
1.3.6 Prise de décisions 
Il n’y a pas de décision prise par l’enseignant sur le niveau des étudiants. 
L’enseignant s’appuie sur la compilation. Cependant, dans deux cas, il est possible 
qu’un étudiant s’améliore, à la lumière des commentaires faits lors de tâches 
précédentes. 
Dans les APP, oui, dans les cartes conceptuelles, définitivement, 
mais une fois que la note est fixée, non. (Enseignant Alpha_03, 2013) 
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1.3.7 Communication 
L’enseignant accorde une grande importance à la rétroaction, et ce, dans la 
plupart des tâches servant à l’évaluation. Une fois corrigés, les examens intra sont 
refaits en classe durant une séance de cours alors que les étudiants ont reçu leur copie. 
Cependant, les copies elles-mêmes comportent peu de commentaires.  
Non, des fois, c'est des commentaires très courts par écrit, mais je ne 
donne pas de commentaires à moins qu'ils viennent me voir 
spécifiquement pour avoir plus d'information. (Enseignant 
Alpha_03, 2013) 
Toutefois, suite à la présentation devant la classe, les étudiants reçoivent des 
commentaires sur leur performance, et ce, en plus de l’échelle descriptive remplie. 
Quand je leur donne la note, il y a une série de commentaires qui est 
fournie. S'ils ont dit des choses qui sont fausses dans la présentation, 
je les reprends par écrit. Il y a certaines choses que je fais comme des 
commentaires oraux directement après, donc il y a une appréciation 
immédiate par la suite. S'ensuivent les questions de compréhension, 
surtout s'ils ont dit quelque chose de faux, une erreur. Je m'en vais et 
je leur mentionne pour ne pas que l'ensemble de la classe soit mis sur 
une fausse piste. (Enseignant Alpha_03, 2013) 
Cela est analogue à la rétroaction sur les rapports où l’enseignant, en plus de 
justifier l’interprétation, donne « les avenues à améliorer » par une « rétroaction 
qualitative ». 
L’enseignant attribue une note au relevé de notes. Cependant, l’utilisation 
d’échelles descriptives (où le niveau maximal est 4) pour l’interprétation amène 
d’abord l’enseignant à faire « correspondre toutes les échelles descriptives à une note 
totale. » (Ibid.) Puis, de cette note sur 100, l’enseignant attribue une lettre en utilisant 
un barème personnel. 
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1.3.8 Amélioration continue 
Il n’y a pas de processus formel d’amélioration continue. 
1.3.9 Points divers 
a) Traitement du plagiat et de la triche 
Le plagiat a été un enjeu par le passé, surtout lors de la présentation.  
C'était un enjeu l'an passé, mais c'était mon erreur. J'avais donné les 
mêmes projets à tout le monde à l'été 2011-2012 et puis, les 
documents et les films, tout était gardé et maintenu sur le serveur et 
j'ai oublié de l'enlever. C'est une niaiserie. Donc j'ai vu beaucoup de 
similarité d'une année à l'autre, mais c'est une similarité, pas du 
copiage en tant que tel, mais je sais très bien qu'est-ce qui en ait, et il 
y avait des étudiants qui m'ont levé un drapeau. Ils n'étaient pas 
contents que je les aie gardés sur le serveur. (Enseignant Alpha_03, 
2013) 
b) Qualité de la langue orale et écrite 
La qualité de la langue écrite et les critères de présentation sont inclus dans 
les outils d’interprétation. Par exemple, pour le rapport d’APP, ces deux aspects valent 
10 %. 
1.4 Synthèse des entrevues faites dans le programme Alpha 
Le programme Alpha propose une organisation des activités pédagogiques 
fréquemment rencontrées en enseignement universitaire, soit des activités 
pédagogiques sous la responsabilité d’un enseignant. C’est ce que Prégent (2009) 
nomme l’approche-cours. Dans cette approche, les enseignants choisissent les 
modalités d’évaluation des apprentissages suivant très peu de contraintes. Les trois 
enseignants rencontrés dans ce programme comprennent bien cela et chacun propose 
des modalités selon ses priorités. Dans les trois cas, l’importance du contenu est 
prioritaire et c’est la répartition des contenus qui est la trame liant les tâches 
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d’évaluation. Cela est manifeste dans le cas des répondants Alpha_01 et Alpha_02 qui 
utilisent des examens écrits en classe (respectivement 3 et 2) se distinguant uniquement 
par le contenu, puisque les modalités de réponses et d’interprétation sont similaires. 
Dans le cas du répondant Alpha_03, le contenu est aussi important, mais il existe une 
plus grande variation entre les tâches servant à l’évaluation. Il y a, par exemple, la 
présence d’un examen oral. 
 En référant à la pyramide de Scallon (2004), présentée au chapitre 2, il appert 
que les tâches utilisées par les répondants sont presque exclusivement des situations de 
connaissances et d’habiletés, et ce, autant dans les situations d’examen que dans les 
laboratoires où les étudiants doivent suivre une démarche proposée par l’enseignant. 
Selon les explications des enseignants, les étudiants n’ont que peu de temps pour 
répondre à la recherche de solution et à la recension des connaissances antérieures. 
Un autre aspect qui ressort des entrevues réalisées dans ce programme est 
l’importance des auxiliaires d’enseignement qui reçoivent la responsabilité de l’étape 
d’interprétation. Les enseignants Alpha_01 et Alpha_02 leur confient cette étape tout 
en leur fournissant les solutions expertes auxquelles ils comparent les réponses des 
étudiants. Les enseignants sont disponibles pour aider en cas de besoin, mais il appert 
que c’est de la responsabilité de l’auxiliaire d’enseignement de demander de l’aide. 
Pour l’enseignant Alpha_01, le recours aux auxiliaires semble être une solution 
imparfaite, puisque lorsqu’il réalise lui-même l’interprétation, il le fait de façon un peu 
différente (en ajoutant plus de commentaires pour les étudiants, par exemple). 
L’enseignant Alpha_02 supervise de plus près les auxiliaires, lors des laboratoires, 
puisqu’il existe de plus grandes variations dans les réponses des étudiants. 
De plus, pour les enseignants rencontrés dans le programme Alpha, 
l’importance est mise sur le produit, soit sur ce qui est remis. Les enseignants ne font 
pas le suivi de la préparation des étudiants aux examens, du travail d’équipe ou de la 
réalisation des rapports de laboratoire, du moins ils ne le font pas formellement. 
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Finalement, selon les trois enseignants rencontrés, la question du plagiat ne 
semble pas être un enjeu important en évaluation des apprentissages en contexte 
universitaire, et ce, malgré l’opinion générale. Selon ces répondants, seule la 
surveillance permet de réduire la triche dans l’interprétation des examens. Dans le cas 
des laboratoires ou des devoirs, il est « normal » pour ces enseignants que les étudiants 
collaborent, s’entraident, voire se divisent le travail, et ce, même si cela est contraire 
au règlement en vigueur175. 
                                                 
175 Le Règlement des études stipule que « est considéré comme un délit le fait de fournir ou d'obtenir 
toute aide non autorisée, qu'elle soit collective ou individuelle, pour un examen ou un travail faisant 
l'objet d'une évaluation ».  
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2. 
Dans le cadre de la présente recherche, nous avons interviewé un enseignant 
dans le programme Bêta qui décrit en détail l’évaluation dans une activité pédagogique 
dont il est responsable. Cet enseignant est un professeur d’expérience. 
Lors de notre collecte de données, le programme Bêta ne se décrivait pas lui-
même par compétences et la plupart des activités pédagogiques offertes avaient un 
format traditionnel, soit des activités pédagogiques de 3 crédits où le principal moment 
de contact entre les enseignants et les étudiants se fait lors des leçons magistrales. Les 
activités pédagogiques incluent, pour la plupart, des séances de laboratoire ou 
d’exercices dirigés données par l’enseignant ou par un auxiliaire d’enseignement. 
2.1 Cas Bêta_01 
Le cas Bêta_01 est le seul cas d’enseignant offrant une activité pédagogique 
dans le programme Bêta. Le tableau 76 présente les principales caractéristiques de 
l’activité pédagogique. 
L’activité pédagogique Bêta_01 utilise principalement la leçon magistrale 
comme modalité d’enseignement. Cependant, selon le moment dans le trimestre, celle-
ci s’organise différemment. 
C'est 2 heures et 1 heure. Je ne fais pas 3 heures continues. Durant 
les 3 heures de cours magistraux, c'est des PowerPoint, des exemples, 
des études de cas. Il y a 5 semaines durant la première moitié de la 
session où il y a une heure par semaine qui est consacrée au miniquiz 
et à la cellule d'apprentissage.  
Bref, les 2 premières semaines, je donne 3 heures et la troisième 
semaine, le scénario typique c'est que je donne 2 heures de cours 
magistraux, 1 heure de cellule d'apprentissage et je fais cela pendant 
5 semaines et après je reviens 3 heures / 3 heures / 3 heures jusqu'à 
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la fin de la session. Il y a des laboratoires qui sont en dehors de ces 
heures-là. (Enseignant Bêta_01, 2013) 
Tableau 76  
Résumé du cas Bêta_01 
Informations générales 
 Programme :  Bêta 
 Cas :  Bêta _01 
 Statut de l’enseignant :  Professeur titulaire 
 Type de cours : Activité d’introduction 
 Place dans le programme :  2e tiers 
 Nombre d’étudiants : Environ 60 
 Auxiliaire d’enseignement : Un (1) AE 
  - Interprétation des examens 
Modalités d’enseignement 
 Leçons magistrales 
 Laboratoires 
Liste des tâches servant à l’évaluation 
 Intra 1 Examen intra en classe 
  Cinq (5) quiz Minitest 
 Trois (3) rapports Rapports de laboratoire 
 Devoir en équipe Devoir 
 Final 1 Examen final en classe 
Paradigme sous-tendant 
 Cibles de formation Paradigme traditionnel 
 Organisation de l’EdA Paradigme traditionnel 
 Tâches servant à l’EdA Paradigme traditionnel 
 
2.1.1 Identification des cibles de formation et du rôle de l’évaluation des 
apprentissages 
L’enseignant désire que les étudiants suivent la progression prévue de 
l’activité pédagogique en faisant, entre autres, les lectures demandées. Il a mis en place 
des minitests qu’il fait réaliser par les étudiants en équipe afin d’atteindre cet objectif. 
Le reste des tâches sert à vérifier l’acquisition des connaissances prévues au plan de 
cours. Les cibles de formation sont donc essentiellement liées à la compréhension des 
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contenus des différentes sections qui sont vues de façon séquentielle. Certains aspects 
d’éthique professionnelle, liés de près au sujet de cette activité pédagogique, sont un 
peu vus en classe, mais ne sont pas évalués. 
2.1.2 Planification de l’évaluation 
Pour l’enseignant Bêta_01, la planification générale de l’évaluation des 
apprentissages de cette activité comporte 4 modalités différentes, soit un examen intra 
(20 %), un examen final (30 %), 3 rapports de laboratoire (25%), des minitests (15%) 
et un devoir (10%). L’examen final se tient durant la période d’examens finaux prévue 
au calendrier de la Faculté, alors que l’examen intra se tient à la huitième semaine. Les 
trois rapports sont à remettre au tiers, aux deux tiers et à la fin du trimestre. 
Quant à la planification spécifique de l’intra, l’enseignant lui accorde une 
fonction précise. 
L'intra est un examen de calcul. C'est le seul qui est 100 % comme 
cela. Parce que la matière de cette partie qu'on voit avant la semaine 
de relâche se prête bien à faire des problèmes numériques, des calculs 
de mélange granulaire. Je n'irai pas dans les détails, mais c'est des 
calculs. (Enseignant_Bêta_01, 2013) 
La planification spécifique de l’examen final cherche à vérifier trois aspects : 
« choix (de matériaux), compréhension des propriétés de base, contrôle et utilisation » 
(Enseignant_Bêta_01, 2013). Ces trois aspects sont liés à la matière. 
2.1.3 Collecte de données et interprétation 
L’examen intra est composé de 4 questions. Elles s’inspirent de celles 
présentées dans le manuel obligatoire et dans les notes de cours associés à l’activité 
pédagogique. 
Ce sont des tâches qui sont analogues aux problèmes d'exercices 
proposés. On fait les exercices en classe. Des exercices numériques 
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sur des problèmes similaires. C'est assez proche de cela. Ils font des 
ED176 et je fais cela dans les cours magistraux. S'ils suivent en classe, 
qu'ils font les exercices dans les notes de cours, dans les PowerPoint, 
ça va assez bien au niveau de l'intra parce que ça se ressemble 
beaucoup. (Enseignant_Bêta_01, 2013) 
Les rapports sont des « rapports d’essai expérimental » et sont analogues à 
ceux que l’on retrouve dans l’industrie. Ils se rédigent sur deux semaines, après une 
séance au laboratoire, et sont faits en équipe. Les rapports remis sont « très différents », 
surtout sur le fond, puisque la structure du rapport est proposée « dans le cahier de 
laboratoire ». L’interprétation des rapports est faite par l’enseignant lui-même. 
Le regroupement des données se fait par instruments. 
2.1.4 Jugement de la justesse et de la pertinence des données 
Il n’y a pas dans cette activité pédagogique de jugement de la justesse et de la 
pertinence des données. 
2.1.5 Prise de décisions 
Il n’y a pas de décision prise par l’enseignant sur le niveau des étudiants. Les 
résultats des différents instruments sont compilés sur 100 à l’aide d’une somme 
pondérée. 
2.1.6 Communication 
L’enseignant cherche à ce que les premiers rapports permettent aux étudiants 
de s’améliorer dans la rédaction de rapports. 
Les 2 premiers [rapports], je redonne les rapports corrigés avec une 
feuille de commentaires et des annotations dans les rapports. Je fais 
                                                 
176 Les exercices dirigés (ED) sont des séances de réalisation d’exercices typiques de ceux que l’on 
retrouve dans les examens. Plusieurs activités pédagogiques de la faculté ciblée comportent des heures 
spécifiquement réservées aux EDs. 
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un retour en classe. Je redonne un premier rapport, je leur dis qu'il y 
en a encore qui ont écrit des identifications de figures au-dessus alors 
que je les veux en dessous. […] Je la demande comme cela et c’est 
comme si votre patron disait : « Moi, je veux avoir un rapport qui est 
structuré comme cela parce que… » et il y en a encore qui n’ont pas 
fait attention. L'équipe se reconnait… Le 2e est meilleur et le 3e est 
vraiment meilleur. (Enseignant_Bêta_01, 2013) 
Au sujet de la note au relevé de notes, l’enseignant utilise la compilation 
pondérée sur 100 % selon les poids annoncés dans le plan de cours. Cependant, pour 
réussir le cours, l’étudiant doit aussi respecter une condition supplémentaire, soit « au 
moins 50 % dans l'examen pour passer le cours ». 
Cette condition a rarement mené un étudiant à l’échec. 
Rarement, peut-être une fois à tous les 2 ans. Faut vraiment se planter 
pour ne pas avoir 50 % dans mon intra et mon final. Ça arrive, c'est 
très rare. La moyenne globale est B+. En 20 ans, c'est peut-être arrivé 
4-5 fois. (Enseignant_Bêta_01, 2013) 
Le passage de la note sur 100 à la note en lettre se fait grâce à l’échelle 
proposée par la Faculté. 
2.1.7 Amélioration continue 
L’enseignant n’est pas satisfait des notes des étudiants, en ce sens qu’elles ne 
semblent pas représenter leur niveau vis-à-vis des acquis visés par l’activité 
pédagogique. L’enseignant espère que les nouvelles modalités d’accréditation 
d’Ingénieurs Canada amélioreront la situation. 
Non, je pense qu'il va falloir y venir parce que les méthodes 
d'accréditation vont changer, mais pour l'instant, je n'ai pas réfléchi à 
cela. (Enseignant_Bêta_01, 2013) 
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2.1.8 Points divers 
a) Traitement du plagiat et de la triche 
Le plagiat n’est pas un enjeu pour l’enseignant dans cette activité. 
b) Qualité de la langue orale et écrite 
La qualité de la langue n’est pas évaluée dans les examens. Dans les rapports, 
l’enseignant accorde 25 % à la présentation et à la qualité de la langue. 
2.2 Synthèse des entrevues faites dans le programme Bêta 
Le programme Bêta, comme le programme Alpha, propose une organisation 
des activités pédagogiques fréquemment rencontrées en enseignement universitaire, 
soit des activités pédagogiques indépendantes sous la responsabilité d’un enseignant. 
L’enseignant rencontré dans ce programme utilise bien la liberté que cette approche 
confère en modifiant et l’organisation de l’activité pédagogique, et l’évaluation des 
apprentissages afin d’optimiser les apprentissages des étudiants. Par exemple, la durée 
des leçons magistrales varie selon le moment dans le trimestre et le recours aux 
minitests cherche à motiver les étudiants à faire les lectures obligatoires, lorsque cela 
est prévu.  
Pour cet enseignant, l’évaluation des apprentissages permet de vérifier que les 
étudiants suivent la planification prévue. Ainsi, les tâches demandées aux étudiants 
ressemblent à celles déjà réalisées lors des séances d’ED ou lors de la préparation hors 
classe. D’ailleurs, le temps nécessaire pour compléter les questions d’examens présume 
que les étudiants connaissent déjà les façons d’y répondre. Dans la pyramide de Scallon 
(2004), ce type de tâches est appelé « situations d’habiletés ». 
Le rapport de laboratoire remis en équipe demande aux étudiants de réaliser 
un rapport typique de celui trouvé dans ce secteur de l’industrie. Il s’agit donc 
davantage d’une tâche complexe et authentique, puisque la construction du rapport 
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demande aux étudiants de développer leur propre solution. D’ailleurs, c’est 
l’enseignant qui en fait l’interprétation afin de gérer cette complexité. 
Comme pour les enseignants rencontrés dans le programme Alpha, 
l’importance est surtout mise sur le produit, soit sur ce qui est remis. L’enseignant ne 
fait pas le suivi de la préparation des étudiants aux examens, du travail d’équipe ou de 
la réalisation du rapport de laboratoire, du moins il ne le fait pas formellement dans la 
démarche d’évaluation. 
3. 
Dans le cadre de la présente recherche, nous avons interviewé trois 
enseignants responsables d’une activité pédagogique dans le programme Gamma. Ils 
ont décrit en détail l’évaluation des apprentissages d’une activité pédagogique dont ils 
sont responsables. Les trois enseignants rencontrés sont des chargés de cours. Cela 
s’explique par le fonctionnement du programme Gamma qui est très différent de ce que 
l’on trouve habituellement dans le contexte universitaire, à savoir qu’il demande 
plusieurs enseignants (appelés tuteurs, dans ce cas) durant de courtes périodes de 
temps. Au tableau 24 du chapitre 4 (p. 216), la proportion de chargés de cours est de 
66 % dans ce programme, ce qui correspond au plus haut taux de chargés de cours (2 
fois plus élevé que dans le programme Bêta, par exemple). 
Le programme Gamma s’appuie en effet sur le modèle d’enseignement de 
l’APP (ou PBL177) et n’utilise pas la leçon magistrale. Un trimestre se compose de 7 
ou 8 périodes de deux semaines, chacune consacrée à la résolution d’une 
problématique. Pour chacune de ces problématiques, les étudiants, par groupes de 8 à 
10, rencontrent un tuteur qui leur présente la problématique au début de la période de 
deux semaines. Durant ces deux semaines, les étudiants font des lectures, réalisent des 
laboratoires et des exercices en équipe et rencontrent le tuteur afin de résoudre la 
                                                 
177 Problem-based Learning 
  307 
problématique. Les apprentissages sont donc le résultat d’une co-construction entre les 
étudiants à partir de leur lecture et des autres activités prévues durant les deux 
semaines. Dans les premiers trimestres surtout, plusieurs tuteurs rencontrent en 
parallèle les groupes d’étudiants afin que tous les étudiants soient vus en une seule 
journée. Cela oblige le programme à définir avec précision le scénario et les objectifs 
des activités en vue d’offrir une grande similitude entre les groupes. Pour ce faire, un 
guide de l’APP est fourni aux étudiants pour chaque problématique. Ce guide est très 
complet et encadre l’ensemble des activités durant les deux semaines. Qui plus est, ce 
guide remplit notamment les mêmes fonctions que le plan de cours.  
Une autre rencontre avec les groupes est prévue vers la fin des deux semaines. 
Entre ces deux rencontres, les étudiants doivent réaliser différentes lectures, des 
exercices (ressemblant aux séances d’ED), des activités en laboratoire, le tout orienté 
vers la résolution de la problématique. En plus des problématiques travaillées durant le 
trimestre, les étudiants doivent réaliser un projet long en équipe et passer des examens 
finaux individuellement. 
Dans la présente section, deux enseignants sont des tuteurs d’APP et un 
troisième travaille avec les groupes d’étudiants sur leur projet de session réalisé en 
parallèle des résolutions de problématique. Les tuteurs d’APP sont aussi responsables 
de déterminer les modalités d’évaluation et de prendre des décisions semblables aux 
enseignants responsables d’activités pédagogiques ayant des formats plus traditionnels. 
Cependant, ils ont peu de latitude sur l’organisation du temps et de la structure des 
activités en raison de la durée de l’APP et des différentes activités se donnant dans des 
salles spéciales (locaux d’APP, laboratoires, locaux de projets) selon un horaire offrant 
très peu de marge de manœuvre.  
Pour chaque trimestre, les cibles d’apprentissage sont appelées « éléments de 
compétences » et sont abordées dans plusieurs problématiques ainsi que dans le projet 
de session. Le trimestre se conclut par des examens finaux. Chaque examen touche un 
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ou deux éléments de compétences. L’étudiant reçoit, après une compilation des points 
accumulés tout au long du trimestre, une note par élément de compétence. La 
compilation est donc réalisée (à la fin du trimestre) par un système qui est sous la 
responsabilité du programme plutôt que sous celle des tuteurs directement. 
3.1 Cas Gamma_01 
Le cas Gamma_01 est le premier cas d’un tuteur responsable d’une séquence 
d’APP dans le programme Gamma.  
Tel que nous l’avons signalé dans la présentation du programme, les 
responsabilités des enseignants de ce programme sont différentes de celles des 
enseignants dans des contextes traditionnels. Les activités pédagogiques s’étendent sur 
2 semaines et chacune d’elles se concentre sur une problématique créée afin que les 
étudiants acquièrent les apprentissages visés par le programme. Chaque activité 
pédagogique comprend de courtes périodes de rencontre avec l’enseignant (2 périodes 
de 90 minutes) et plusieurs périodes de travail sur la problématique ou sur des éléments 
périphériques.  
Le tableau 77 présente différents éléments de l’activité Gamma_01. Il s’agit 
d’une activité pédagogique d’une durée de 2 semaines selon la formule de 
l’apprentissage par problème. Durant ces deux semaines, les étudiants se consacrent 
presque exclusivement à cette activité pédagogique. Ils doivent résoudre une 
problématique technique inspirée de celles rencontrées en industrie. 
[…] un problème contextualisé où l'on situe un peu les choses en 
occurrence. C'est tiré de l'industrie parce que l'on crée un contexte un 
petit peu, mais ce n'est pas tiré directement de l'industrie. Mais c'est 
bel et bien une problématique de 2 pages qu'ils doivent résoudre. Oui, 
ils sont au courant [que c’est une problématique inspirée de 
l’industrie] car ce n'est pas la première fois qu'ils font ce type 
d'activité. (Enseignant_Gamma_01, 2013) 
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Durant les deux semaines que dure cette activité pédagogique, les étudiants 
réalisent différentes tâches, certaines servant à l’évaluation et d’autres non. 
Tableau 77  
Résumé du cas Gamma_01 
Informations générales 
 Programme :  Gamma 
 Cas :  Gamma _01 
 Statut de l’enseignant :  Chargé de cours 
 Type de cours : APP 
 Place dans le programme :  2e tiers 
 Nombre d’étudiants : Sous-groupes de 8 à 10 
 Auxiliaire d’enseignement : Deux (2) AEs 
Modalités d’enseignement 
 APPI Tutorat 
 Laboratoires  
 Procéduraux  
Liste des tâches servant à l’évaluation 
 Solution de la problématique  
 Démonstration du programme Observation systématique 
 Rapport de validation de la solution Rapport de laboratoire 
 Deux schémas de concepts  Schémas conceptuels 
 Examen sommatif écrit Examen final écrit 
 Examen pratique  
Paradigme sous-tendant 
 Cibles de formation Éléments de compétences 
 Organisation de l’EdA Approche par compétences 
 Tâches servant à l’EdA Tâches mixtes 
 
3.1.1 Identification des cibles de formation et du rôle de l’évaluation des 
apprentissages 
Dans l’activité Gamma_01, selon le guide de l’étudiant, il y a quatre cibles de 
formation distinctes. Ces cibles sont clairement identifiées comme « éléments de 
310 
compétences » distincts. Trois des éléments de compétences se rapportent à des aspects 
techniques et l’autre concerne un aspect professionnel178.  
Cependant, pour l’enseignant responsable, ce quatrième élément, bien 
qu’inclus dans la description de l’APP, est géré de façon séparée par un enseignant 
spécialisé dans ce domaine. 
[Sur cet aspect], je suis un peu moins à l'aise, d'ailleurs on n'a jamais 
cité dans le document la compétence professionnelle elle-même. Il y 
a un professeur de ce domaine qui en parallèle intervient. 
(Enseignant_Gamma_01, 2013) 
En plus de ces 4 cibles, l’enseignant souligne que les étudiants travaillent sur 
d’autres éléments. 
Oui naturellement, parce que le système APP en lui-même favorise 
la collaboration entre eux, ils travaillent en équipe de 2 pour régler la 
problématique, la problématique c'est bel et bien une situation 
concrète, assez professionnelle, ils sont encouragés à collaborer entre 
eux. (Enseignant_Gamma_01, 2013) 
Pour l’enseignant, l’évaluation sert d’abord à donner une note aux étudiants et 
ensuite à vérifier la maitrise des éléments présentés dans le guide de l’étudiant. 
Pour leur donner une note. Les 3 éléments de compétences qu'on a 
énoncés précédemment. On essaie un peu de valider ces 3 éléments 
de compétences. (Enseignant_Gamma_01, 2013) 
  
                                                 
178 Par aspect technique, on entend les aspects disciplinaires liés spécifiquement au programme. Par 
exemple, dans le programme de génie civil, les aspects de structures, de matériaux et autres sont les 
connaissances disciplinaires. Les aspects professionnels regroupent les éléments touchant à la profession 
d’ingénieur, indépendamment du programme. Les aspects de déontologie, de collaboration et autres sont 
regroupés sous cette dénomination. 
  311 
3.1.2 Planification de l’évaluation 
Le rôle de planification générale du tuteur est limité dans la formule 
pédagogique retenue par le programme. En effet, durant les 2 semaines que dure 
l’activité pédagogique, le choix des différentes activités est encadré par l’horaire 
allouant les locaux et les activités. Le choix des tâches servant à l’évaluation est aussi 
fait par les personnes élaborant l’activité pédagogique179. Conséquemment, 
l’enseignant Gamma_01 ne fait que peu de planification générale.  
Dans le guide de l’étudiant, les tâches d’évaluation sont énumérées. Il s’agit 
d’une validation, d’un rapport d’APP, d’un examen sommatif pratique et d’un examen 
sommatif théorique. Pour chacune des tâches, le guide de l’APP présente un nombre 
de points associés à chaque élément de compétence. À la figure 23, tirée du guide de 
l’APP Gamma_01, nous voyons, par exemple, que pour l’élément de compétence 1 
(appelée compétence 1 dans la figure), 20 points maximum peuvent être accumulés lors 
de la validation. 
 
Figure 23 -  Extrait du guide de l’APP de l’activité pédagogique Gamma_01 
                                                 
179 Nous le mentionnons, puisque cela est une réalité différente des chargés de cours d’autres 
départements qui réalisent eux-mêmes leur plan de cours et qui déterminent le calendrier des activités 
incluant celles servant à l’évaluation des apprentissages. 
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Ainsi, le guide prévoit déjà le poids des différents éléments de compétences 
dans chaque tâche.  
Comme expliqué plus tôt, un quatrième élément de compétence, bien que 
présenté dans le guide, est traité à part par un autre enseignant. Les tâches liées à cet 
élément de compétence sont aussi différentes, bien qu’elles s’alimentent de la même 
problématique. Elles ne sont donc pas couvertes par l’entrevue, puisque l’enseignant 
rencontré ne les connaissait que peu. 
3.1.3 Collecte de données et interprétation 
La collecte de données se fait sur une plage de deux semaines. Les consignes 
pour le rapport de l’APP et pour la phase de « validation » sont données dans le guide 
de l’APP. Le guide comprend aussi les critères servant à l’interprétation qui décrivent 
comment se répartissent les points à l’intérieur de chacune des tâches. Les étudiants 
connaissent donc à l’avance la grille servant à l’interprétation. 
Dans le contexte du programme Gamma, la validation180 est une tâche 
d’observation systématique durant laquelle les étudiants doivent démontrer que la 
solution qu’ils ont implémentée donne les résultats attendus. Dans l’activité 
Gamma_01, la validation est réalisée en équipe de deux, le mardi de la seconde 
semaine. Le tuteur et un auxiliaire d’enseignement circulent dans le local de laboratoire 
et passent d’une équipe à l’autre. Une feuille contenant quelques questions est remise 
aux étudiants afin de structurer la discussion entre l’enseignant ou l’auxiliaire et 
l’équipe. Les questions sont des stimuli à saisir dans l’interface du prototype. Les 
étudiants remplissent la feuille avec les sorties obtenues avec leur prototype. Si celui-
ci fonctionne selon les attentes, les sorties devraient être celles prévues par le tuteur.  
                                                 
180 Ce terme est utilisé dans l’ensemble du programme Gamma et il ne doit pas être confondu avec la 
validation que nous avons présentée au chapitre 2. Dans ce programme, la validation est une tâche 
servant à l’évaluation des prototypes des étudiants. 
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Cette année ce que j'ai fait, je leur distribue, au début de l'activité 
d'évaluation, une feuille. Ils devaient marquer les résultats sur leur 
feuille. Ensuite, je ramassais les feuilles par ordre d'arrivée et après, 
pour chaque groupe, je prenais la feuille. Si le résultat était très bon, 
je mettais dans une colonne. Est-ce que vous êtes sûr de votre 
résultat? Ça permettait rapidement de centrer, d'aller là où ils ont des 
difficultés. Et là, on y va sur les observations. Je discutais avec eux : 
Tiens, tu as mis ce résultat, tu trouves qu'il est cohérent? Qu'est-ce 
que tu en penses? Et ainsi de suite. (Enseignant_Gamma_01, 2013) 
Cependant, l’interprétation de la validation permet aussi de documenter la 
capacité des étudiants à expliquer les résultats obtenus. L’enseignant, comme base de 
comparaison, utilise un prototype qu’il a lui-même élaboré. L’échange entre chaque 
équipe et lui dure une dizaine de minutes. Comme montrée à la figure 23, la validation 
vaut 70 points sur 300. 
Le rapport de l’APP est réalisé en équipe de deux. Il est remis le mercredi de 
la seconde semaine de l’activité pédagogique. L’enseignant Gamma_01 décrit la nature 
de cette tâche. 
Quatre à cinq pages, par équipe de deux. Les rapports se ressemblent 
relativement tous, parce que le rapport est assez dirigé. On leur 
demande tel point, tel point. […] on leur demande d'expliquer les 
choses. Une page pour expliquer la théorie et ensuite un exemple 
d’application. Comparer les fonctions un peu, ce que je m'attends de 
trouver c'est leur capacité d'ingénieur, analyser un problème, à 
comparer, à discuter et à appuyer leur argumentation. 
(Enseignant_Gamma_01, 2013) 
L’interprétation est faite par l’enseignant. Il utilise une grille où chaque section du 
rapport est notée habituellement de 1 à 3 points, pour un total de 30. 
La création des questions d’examens relève de l’enseignant. Il les crée seul 
sans les faire vérifier par un autre enseignant ou par un auxiliaire d’enseignement. Les 
étudiants réalisent individuellement les examens sommatifs, lesquels se déroulent le 
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vendredi de la deuxième semaine et ferment donc l’activité pédagogique. Le contenu 
de l’examen sommatif théorique est de 11 ou 12 questions liées aux exercices réalisés 
ou aux connaissances vues durant l’activité pédagogique.  
Des connaissances déclaratives à vérifier, séries d'exercices, des 
connaissances procédurales, connaissances vues dans les 
procéduraux, très basiques. (Enseignant_Gamma_01, 2013) 
À côté de chaque question, l’élément de compétence auquel chacune se rattache est 
indiqué ainsi que le nombre de points qui lui est associé. Les étudiants ont 80 minutes 
pour compléter l’examen, ce qui, selon l’enseignant, est suffisant pour la grande 
majorité. Un auxiliaire d’enseignement fait l’interprétation à partir d’un solutionnaire 
contenant les réponses attendues et plusieurs commentaires servant à guider son travail. 
Dès le milieu de la seconde semaine, les étudiants ont accès à une version publique de 
l’examen sommatif afin de s’y préparer. Un solutionnaire est aussi fourni pour qu’ils 
puissent comparer leurs réponses aux réponses attendues. Dans le programme Gamma, 
cette version publique servant à la préparation est connue sous le nom « d’examen 
formatif ». 
L’examen sommatif pratique se déroule le dernier vendredi de l’activité 
pédagogique. Il propose aux étudiants une mise en situation élaborée par l’enseignant 
Gamma_01. Chaque étudiant doit réaliser individuellement un nouveau prototype, plus 
simple que celui développé pour la validation et le rapport, qui répond aux contraintes 
de la mise en situation. Durant l’examen sommatif pratique, chaque étudiant a accès à 
une documentation complète, mais ne peut pas référer à des notes personnelles ou 
extérieures. L’interprétation est faite par un auxiliaire d’enseignement à partir d’un 
exemple type de prototype et d’une grille fournis par l’enseignant.
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3.1.4 Interprétation 
Les résultats sont classés suivant les éléments de compétences pour chacune 
des tâches. Les points accumulés lors de cette activité pédagogique restent séparés par 
éléments de compétences. 
 
3.1.5 Jugement de la justesse et de la pertinence des données 
Cet enseignant est très conscient du fait qu’il est difficile de séparer les 
performances des étudiants dans une bonne partie des activités servant à l’évaluation. 
Par exemple, pour la validation, l’enseignant souligne certains problèmes liés à la 
collaboration entre les équipes. 
Non, pour la validation je suis loin d'être satisfait parce qu'ils 
travaillent par équipe de deux. Ils s'échangent beaucoup les 
problématiques. Je les mets un peu à jour, le fond reste le même, des 
fois les éléments de prototype sont récupérés des années précédentes. 
Eux-mêmes, à mon avis, entre eux doivent s'échanger les codes donc 
moi, ça m'arrive des fois d'arriver sur un poste de travail, on voit leur 
courriel, on voit que ce n'est pas eux. Des trucs échangés. Donc je 
suis loin d'être satisfait du fait que souvent les notes de 
problématiques sont excellentes alors que les sommatifs sont 
complètement ratés. (Enseignant_Gamma_01, 2013) 
Cependant, ce constat n’amène pas d’actions de la part de l’enseignant.
3.1.6 Prise de décisions 
L’enseignant doit remettre les points accumulés pour chacun des éléments de 
compétences au responsable de la session. Il ne prend pas de décisions sur la réussite 
ou même sur le niveau de réussite des étudiants.
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3.1.7 Communication 
La formule d’APP choisie par le programme prévoit un délai pour rendre les 
travaux corrigés disponibles aux étudiants. Il est alors possible pour les étudiants de 
consulter leurs travaux. En plus du résultat en nombre de points par élément de 
compétence, les étudiants reçoivent une rétroaction écrite sur le rapport d’APP lors de 
cette même séance.  
Oui, parce qu'ils reçoivent une grille de correction. Je mets les 
principaux items, ce que je m'attendais à trouver. Je leur donne, le 
jour de la consultation, des copies d'examen sommatif. J'apporte ma 
grille et je les laisse comme cela sur ma table et ils les ramassent s'ils 
veulent. La moitié ramasse, les autres ne viennent pas, donc. 
(Enseignant_Gamma_01, 2013) 
Avant de pouvoir calculer une note pour le relevé de notes, les étudiants 
doivent compléter d’autres activités pédagogiques touchant aux mêmes éléments de 
compétences. Ainsi, les points accumulés durant l’activité Gamma_01 sont additionnés 
à ceux touchant aux mêmes éléments de compétences, mais obtenus plus tard dans le 
trimestre. L’enseignant n’attribue donc pas directement de note au relevé de notes. 
Aussi, les points associés au quatrième élément de compétence, qui n’a pas été traité 
durant l’entrevue, sont compilés séparément et l’étudiant reçoit une note différente au 
relevé de notes. 
3.1.8 Amélioration continue 
La semaine suivant la fin de l’activité pédagogique, une rencontre avec les 
représentants des étudiants est tenue. Cette rencontre permet de revenir sur le 
déroulement de l’APP. La rencontre touche à l’ensemble du déroulement et non 
seulement aux questions d’évaluation des apprentissages. Selon l’enseignant, 
l’élaboration d’une bonne problématique est une tâche exigeante. Par conséquent, elle 
change peu au fil des années. 
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L'APP a été complètement refait parce qu'on a changé plein de 
formes, mais en effet, malgré tout, la problématique a été conservée 
d'un ancien chargé cours. Elle a été adaptée, mise à jour, mais le fond 
date d'un ancien chargé de cours. (Enseignant_Gamma_01, 2013) 
Parmi les changements mentionnés, nous retenons que le rapport est devenu un peu 
plus précis sur les attentes et que sa longueur a été réduite aux 4 à 5 pages discutées 
plus haut. 
3.1.9 Points divers 
a) Traitement du plagiat et de la triche 
Le niveau de collaboration entre les équipes et même entre les cohortes est un 
problème déjà souligné lors de la réalisation du prototype. Cependant, la triche et le 
plagiat ne sont pas, selon l’enseignant, un problème lors des examens sommatifs où la 
collaboration n’est pas permise. 
b) Qualité de la langue orale et écrite 
Dans les examens et la validation, il n’y a pas de vérification de la qualité de 
la langue. Dans le rapport d’APP, les erreurs sont soulignées, mais elles ne sont pas 
pénalisées. Cependant, l’enseignant se donne le droit de retourner un rapport avant de 
le corriger, si la qualité de la langue ou de la présentation est trop basse et entraine des 
problèmes de lisibilité. 
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3.2 Cas Gamma_02 
Le cas Gamma_02 est le second cas d’un tuteur responsable d’une séquence 
d’APP dans le programme Gamma. Étant donné le modèle de l’enseignement de l’APP 
décrit au début de la section sur le programme Gamma, il existe de très grandes 
similitudes entre ce cas et le cas Gamma_01. 
Tableau 78  
Résumé du cas Gamma_02 
Informations générales 
 Programme :  Gamma 
 Cas :  Gamma _02 
 Statut de l’enseignant :  Chargé de cours 
 Type de cours : APP 
 Place dans le programme :  2e tiers 
 Nombre d’étudiants : Sous-groupes de 8 à 10 
 Auxiliaire d’enseignement : Deux (2) AEs 
Modalités d’enseignement 
 APPI Tutorat 
 Laboratoires  
 Procéduraux  
Liste des tâches servant à l’évaluation 
 Schéma conceptuel Schéma conceptuel 
 Rapport de validation de la solution Rapport de laboratoire 
 Examen sommatif écrit Examen final écrit 
 Validation Observation systématique 
Paradigme sous-tendant 
 Cibles de formation Éléments de compétences 
 Organisation de l’EdA Approche par compétences 
 Tâches servant à l’EdA Tâches mixtes 
 
Le tableau 78 présente différents éléments de l’activité Gamma_02. Il s’agit 
d’une activité pédagogique d’une durée de 2 semaines selon la formule de 
l’apprentissage par problème. Durant ces deux semaines, les étudiants se consacrent 
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presque exclusivement à cette activité pédagogique. Ils doivent résoudre une 
problématique technique inspirée de problématiques rencontrées en industrie. 
Durant les deux semaines que dure cette activité pédagogique, les étudiants 
réalisent différentes tâches servant à l’évaluation, soit la mise en œuvre de la solution, 
la réalisation des exercices et la rédaction du rapport technique. 
3.2.1 Identification des cibles de formation et du rôle de l’évaluation des 
apprentissages 
Dans l’activité Gamma_02, selon le guide de l’étudiant, il y a quatre cibles de 
formation distinctes. Ces cibles sont clairement identifiées comme éléments de 
compétences distincts. Trois des éléments de compétences se rapportent à des aspects 
techniques et l’autre concerne un aspect professionnel181. Pour l’enseignant 
responsable, cependant, ce quatrième élément, bien qu’inclus dans la description de 
l’APP, est géré de façon séparée par un enseignant spécialisé dans ce domaine. 
D’ailleurs, l’enseignant Gamma_02 souligne qu’il n’a pas à déterminer les 
fonctions de l’évaluation des apprentissages en raison de cette formule. 
Je crois, parce que ce n'est pas moi qui prends ces décisions, que 
[l’évaluation sert] à valider les acquis, que les étudiants ont compris 
les enseignants et qu’ils sont capables de les utiliser dans un cadre 
plus ou moins aligné avec ce qui serait en pratique professionnelle. 
(Enseignant_Gamma_02, 2013) 
 
  
                                                 
181 Par aspect technique, on entend les aspects disciplinaires liés spécifiquement au programme. Par 
exemple, dans le programme de génie civil, les aspects de structures, de matériaux et autres sont les 
connaissances disciplinaires. Les aspects professionnels regroupent les éléments touchant à la profession 
d’ingénieur, indépendamment du programme. Les aspects de déontologie, de collaboration et autres sont 
regroupés sous cette dénomination. 
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3.2.2 Planification de l’évaluation 
Le rôle de planification générale du tuteur est limité dans la formule 
pédagogique retenue par le programme. Le choix des différentes activités est encadré 
par l’horaire d’utilisation des locaux durant les 2 semaines de l’activité pédagogique. 
Le choix des tâches servant à l’évaluation est aussi fait par les personnes élaborant 
l’activité pédagogique. Ainsi, l’enseignant Gamma_02 fait peu de planification 
générale.  
Dans le guide de l’étudiant, les tâches d’évaluation sont énumérées. Il s’agit 
d’un rapport d’APP et d’un examen sommatif. Pour chacune des tâches, le guide de 
l’APP présente un nombre de points associés à chaque élément de compétence. À la 
figure 24, tirée du guide de l’APP Gamma_02, nous voyons, par exemple, que pour 
l’élément de compétence 1, 20 points maximum peuvent être accumulés lors du rapport 
d’APP. 
 
Figure 24 -  Extrait du guide de l’APP de l’activité pédagogique Gamma_02 
Ainsi, en ce qui a trait à la planification spécifique, le guide prévoit déjà le 
poids des différents éléments de compétences dans chaque tâche.  
Élément de compétence 1 (technique) 
Élément de compétence 2 (technique) 
Somme (technique) 
Élément de compétence 1 (professionnel) 
Somme (professionnel) 
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Encore une fois, comme dans le cas Gamma_01, un quatrième élément de 
compétence, bien que présenté dans le guide, est traité à part par un autre enseignant. 
Les tâches liées à cet élément de compétence sont aussi différentes, bien qu’elles 
s’alimentent de la même problématique. Elles ne sont donc pas couvertes par 
l’entrevue, puisque l’enseignant rencontré les connaissait peu. 
L’enseignant souligne aussi que la formule d’APP prévoit la réalisation par 
les étudiants d’un schéma conceptuel. Cependant, à ce moment du programme, les 
étudiants ne semblent plus en voir la pertinence. 
Le schéma conceptuel, c'est un peu une farce. C'est recommandé, et 
il y a des défenseurs. […] les étudiants le font la première session et 
c'est terminé. Premièrement, les professeurs ne donnent aucun retour 
qui est intéressant pour l'étudiant. C'est peut-être mal amené, mais 
rendu à la 5e session, c'est écrit [dans le guide], il n'y a personne qui 
le fait. Je vais les ramasser, mais j'en ramasse zéro. 
(Enseignant_Gamma_02, 2013) 
De plus, comme dans l’activité Gamma_01, une validation est faite, mais 
aucun point n’est associé à celle-ci. 
3.2.3 Collecte de données et interprétation  
La collecte de données se fait sur une plage de deux semaines. Les consignes 
pour le rapport de l’APP sont données dans le guide de l’étudiant remis peu avant le 
début de l’activité pédagogique. Le guide comprend aussi certains éléments touchant à 
l’interprétation du rapport d’APP. Ces critères vérifient la présence ou non de certains 
éléments (comme une « Justification des priorités » valant 20 points). Cependant, il 
n’est pas précisé aux étudiants comment ces points seront accordés. 
Le guide présente également la problématique de l’APP. La problématique a 
été créée par l’enseignant lui-même. Il a souligné l’avoir fait vérifier par « quelqu’un 
d’autre », à l’exception d’une section qui a été modifiée plus récemment. Dans le 
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rapport d’APP, chaque équipe d’étudiants doit proposer une solution à la 
problématique. La validation se fait en laboratoire par l’enseignant et un auxiliaire 
d’enseignement. Malgré qu’aucun point n’y soit associé, toutes les équipes participent 
à la validation, puisqu’elle permet de discuter de la solution proposée dans le rapport. 
Une rétroaction orale est faite en temps réel. 
Le rapport de l’APP est réalisé en équipe de deux. Il est remis le mercredi de 
la seconde semaine de l’activité pédagogique et doit comprendre certains éléments 
spécifiés dans le guide de l’étudiant. L’enseignant justifie par la tradition la pertinence 
de demander un rapport aux étudiants, ce qui semble peut-être étonnant dans un 
programme ayant choisi une formule pédagogique très innovante. 
La tradition, ça fait une dizaine d'années que c'est comme cela et c'est 
un élément de tradition, je pense. (Enseignant_Gamma_02, 2013) 
Devant la problématique, les étudiants doivent proposer une solution dans le 
rapport. Il s’agit d’une tâche complexe et difficile qui n’a pas de solution unique.  
[…] il y a un problème complexe puis il n'y a pas de solution que je 
dirais qui est rigide, ça va être une solution qui peut varier, qui peut 
impliquer beaucoup de créativité et différents facteurs d'évaluation 
qui sont suggérés par les étudiants. Il faut qu'ils proposent une 
solution, qu'ils démontrent l'analyse et qu’ils justifient pourquoi cette 
solution-là est bonne. (Enseignant_Gamma_02, 2013) 
L’enseignant est responsable de la création des questions d’examens. Il les 
crée seul sans les faire vérifier par un autre enseignant ou un auxiliaire d’enseignement. 
Les étudiants réalisent individuellement l’examen sommatif qui se déroule le vendredi 
de la deuxième semaine et ferme donc l’activité pédagogique. Cet examen contient 6 
questions liées aux exercices réalisés ou aux connaissances vues durant l’activité 
pédagogique. Il s’agit surtout de questions à développement, mais « les bonnes 
réponses se ressemblent ». Le choix des questions est fait principalement en variant les 
sujets. 
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Les sujets, c'est toujours ma priorité. J'essaie de couvrir les 
compétences pas nécessairement dans le sens énoncé de compétences 
par l'université, mais dans le sens de couvrir les champs. J'aime ça 
aussi avoir différents niveaux de questions. Je ne veux pas que tout 
le monde ait 70. (Enseignant_Gamma_02, 2013) 
Cet examen sommatif ne traite pas de l’élément de compétence 
professionnelle qui est traitée dans un examen à part, lequel est sous la responsabilité 
d’un enseignant spécialisé. 
Dans cet examen sommatif, l’élément de compétence auquel chaque question 
se rattache est indiqué ainsi que le nombre de points qui lui est associé. Les étudiants 
ont 150 minutes pour compléter l’examen. Cela est suffisant pour « 90 % des étudiants 
qui finissent en 2 heures ». L’interprétation est répartie entre l’enseignant et un 
auxiliaire d’enseignement et elle se fait à partir d’un solutionnaire contenant les 
réponses attendues. 
Les résultats sont classés selon les éléments de compétences pour chacune des 
tâches. Les points accumulés lors de cette activité pédagogique restent séparés par 
éléments de compétences. 
3.2.4 Jugement de la justesse et de la pertinence des données 
Il n’y pas de jugement de la justesse et de la pertinence des données. Les 
résultats de l’interprétation sont directement transcrits pour être compilés à la fin du 
trimestre. 
3.2.5 Prise de décisions 
L’enseignant doit remettre les points accumulés pour chacun des éléments de 
compétences au responsable de la session. Il ne prend pas de décisions sur la réussite 
ou même sur le niveau de réussite des étudiants. 
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3.2.6 Communication 
Comme dans l’activité Gamma_01, il existe une période où les étudiants 
reçoivent une rétroaction sur leurs travaux. La rétroaction est principalement une 
justification de l’interprétation faite des travaux. Par exemple, pour l’examen 
sommatif : 
Il y a une consultation aussi, les étudiants peuvent voir leur copie. Il 
va y avoir certains commentaires qui vont expliquer pourquoi 
l’étudiant a été pénalisé. Ils expliquent le jugement global. Pourquoi 
cette note a été attribuée? Souvent ça reste léger, mais l’étudiant peut 
poser autant de questions qu’il veut. (Enseignant_Gamma_02, 2013) 
L’enseignant ne fait que communiquer les points accumulés durant l’APP aux 
étudiants et au responsable de session. Ainsi, les points accumulés durant l’activité 
Gamma_02 sont additionnés à ceux touchant les mêmes éléments de compétences, 
mais obtenus plus tard dans le trimestre. L’enseignant n’attribue donc pas directement 
de note au relevé de notes. De plus, les points associés au quatrième élément de 
compétence, qui n’a pas été traité durant l’entrevue, sont compilés séparément et 
l’étudiant reçoit une note différente au relevé de notes. 
3.2.7 Amélioration continue 
La semaine suivant la fin de l’activité pédagogique, une rencontre avec les 
représentants des étudiants est tenue. Cette rencontre permet de revenir sur le 
déroulement de l’APP.  
L’un des éléments qui constitue une source de questionnements pour 
l’enseignant est l’utilisation des travaux d’équipe qui permet à certains étudiants de se 
cacher derrière leurs coéquipiers. 
[…] il y a clairement pour certains [étudiants] que je vais voir des 
points d'interrogation, je ne suis pas certain de la valeur du jugement. 
(Enseignant_Gamma_02, 2013) 
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3.2.8 Points divers 
a) Traitement du plagiat et de la triche 
L’enseignant souligne que le plagiat est difficile en raison de la nature des 
tâches qui génère des solutions très personnelles. 
b) Qualité de la langue orale et écrite 
Dans le rapport d’APP, les erreurs sont soulignées, mais elles ne sont pas 
pénalisées.   
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3.3 Cas Gamma_03 
Le cas Gamma_03 est le troisième cas d’un enseignant offrant une activité 
pédagogique dans le programme Gamma. Ce cas diffère des deux premiers puisqu’il 
s’agit d’un projet durant tout le trimestre à raison d’au moins une journée par deux 
semaines, au début du trimestre, jusqu’à une augmentation de la fréquence près de la 
date prévue de présentation du prototype. 
Au début [du projet] c'est peut-être même pas quelques heures par 
semaine, après ça peut monter à 6 heures par semaine, même plus. Il 
y a aussi des semaines de projet dédiées. C'est progressif, c'est 
difficile de savoir le temps qu'ils passent. (Enseignant Gamma_03, 
2013) 
Tableau 79  
Résumé du cas Gamma_03 
Informations générales 
 Programme :  Gamma 
 Cas :  Gamma _03 
 Statut de l’enseignant :  Chargé de cours 
 Type de cours : Projet long 
 Place dans le programme :  2e tiers 
 Nombre d’étudiants : 66 répartis en équipes de 7 ou 8 étudiants 
 Auxiliaire d’enseignement : Un (1) AE    
Modalités d’enseignement 
 APPI APP 
 Laboratoires  
Liste des tâches servant à l’évaluation 
 Rapports techniques Rapports de laboratoire 
 Présentation technique Exposé oral avec jury 
 Rapport synthèse Projet 
Paradigme sous-tendant 
 Cibles de formation Approche par compétences 
 Organisation de l’EdA Approche par compétences 
 Tâches servant à l’EdA Paradigme centré sur l’apprenant 
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Le tableau 79 présente différents éléments de l’activité Gamma_03. L’organisation de 
cette activité diffère de celles des cas Gamma_01 et Gamma_02. 
C'est comme des projets qui sont libres. Il n'y a pas de projet 
prédéfini, ils travaillent par équipe. Ils sont assez libres aussi, donc 
forcément ils doivent s'organiser, faire des contrats d'équipe, répartir 
les tâches, même faire des réunions entre eux. Lorsqu'ils me 
rencontrent, puisqu'on fait des suivis pour préparer aussi, c'est assez 
professionnel et c'est un contexte de stress. C'est toujours difficile 
pour eux, car ils sont peut-être 7-8 [étudiants] et il n'y a pas de 
supérieur hiérarchique et ils doivent travailler en équipe et il y a des 
tensions entre différents étudiants, c'est très professionnel justement. 
(Enseignant Gamma_03, 2013) 
Ainsi, les étudiants sont très autonomes dans le cadre de la réalisation du 
projet.  
3.3.1 Identification des cibles de formation et du rôle de l’évaluation des 
apprentissages 
Le projet comporte des aspects techniques, mais aussi des aspects 
professionnels. 
Oui, il y a des compétences techniques qui sont évaluées. […] Mais 
c'est surtout beaucoup d'éléments de gestion de projets, l'assurance 
qualité, les tests d'intégration et système de FER. Un suivi de projet, 
comment ils voient les choses, ce n'est pas juste des rapports 
techniques. (Enseignant Gamma_03, 2013) 
Pour l’enseignant, les différentes activités d’évaluation prévues au calendrier 
sont des moments permettant de vérifier le bon déroulement du projet, puisque celui-
ci se fait en grande partie de façon autonome par les étudiants. 
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3.3.2 Planification de l’évaluation 
L’évaluation comprend 4 rapports et une « présentation qui dure 1 heure avec 
démonstration, présentation technique, PowerPoint, démonstration du prototype, plus 
des questions réponses. » (Enseignant Gamma_03, 2013) 
De plus, les étudiants ont à remettre un cinquième rapport, lequel se doit d’être 
plus complet. Les consignes pour ce rapport sont tirées du monde professionnel.  
Imaginez-vous que vous allez quitter l'entreprise et nous on veut 
donner votre projet, on veut continuer à le développer. Assurez-vous 
d'avoir quelque chose, donnez toutes les informations nécessaires 
pour qu'une équipe d'ingénieurs puisse reprendre le travail. C'est 
vraiment avoir un document source qu'on peut récupérer. (Enseignant 
Gamma_03, 2013) 
Ce rapport oblige les étudiants à documenter leur projet. Il est remis quelques 
jours après la présentation technique devant jury. 
3.3.3 Collecte de données et interprétation 
Chaque rapport comprend une dizaine de pages. Cependant, l’importance des 
aspects techniques et des aspects de gestion de projet change durant le trimestre. 
Premier rapport, essentiellement gestion de projet : cahier de charge, 
diagramme de Gant, courbes en S, gestion des risques. Deuxième 
rapport, on peut faire du 50-50. Troisième rapport, 50-50 et 
quatrième rapport, 50-50. (Enseignant Gamma_03, 2013) 
La rédaction des rapports doit aussi être planifiée par les étudiants qui la font 
« sur leur temps ». L’enseignant évalue à une dizaine d’heures le temps nécessaire pour 
rédiger un rapport, mais il ne l’a jamais calculé. 
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L’enseignant s’occupe en totalité de l’interprétation des rapports, et ce, à cause 
de la grande complexité et de la grande variété des réponses. Rappelons que chaque 
équipe travaille à la fabrication d’un prototype différent. 
L’interprétation se fait à l’aide d’une grille. 
Il y a une grille de correction qui est faite et cette correction se fait de 
façon dégressive. Des fois, ils ont tous les points et, à chaque item 
non respecté, ils perdent des points. C'est comme cela que chaque 
rapport est corrigé. (Enseignant Gamma_03, 2013) 
Ce ne sont pas tous les étudiants qui participent à la présentation technique. 
En effet, chaque équipe nomme des représentants responsables de la présentation. 
L’interprétation est faite à l’aide d’une grille par chacun des membres du jury et des 
professeurs du programme. 
Il y a une grille qui est faite. À différents items et je demande au jury 
d'évaluer les items avec une échelle. Mettre entre 0 et 3. Je définis ce 
que vaut 0, 1, 2, 3 et après il y a un facteur de pondération [des items]. 
(Enseignant Gamma_03, 2013) 
Le score final est donc déterminé suite à une discussion entre les membres du 
jury. L’enseignant signale que trouver des membres du jury est parfois difficile, 
puisque cela demande une journée complète de disponibilité aux enseignants 
intéressés. 
Les résultats entre les aspects de gestion de projet et les aspects techniques 
sont toujours conservés séparément. 
3.3.4 Jugement de la justesse et de la pertinence des données 
L’enseignant n’évalue pas la justesse et la pertinence des données 
formellement. 
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3.3.5 Prise de décisions 
Comme pour les deux autres activités du programme Gamma, l’enseignant 
doit remettre les points accumulés pour chacun des éléments de compétences au 
responsable de la session. Il ne prend pas de décisions sur la réussite ou même sur le 
niveau de réussite des étudiants. 
3.3.6 Communication 
La rétroaction donnée aux étudiants sur leurs rapports est importante pour 
l’enseignant, puisque chaque rapport alimente la suite du projet. La rétroaction est 
écrite sur le rapport. 
Deux types de rétroaction. C'est faux alors voilà pourquoi où c'est 
faux. Me retourner d'ici quelques jours une nouvelle version parce 
que vous ne respectez pas du tout le gabarit. Ou c'est complètement 
faux ou, dans le pire des cas, c'est complètement en dehors de ce que 
je souhaitais, ça peut arriver. Rétroaction notée tout de suite ou 
rétroaction notée ultérieurement. (Enseignant Gamma_03, 2013) 
Entre la présentation technique et le dépôt du rapport final, les commentaires 
du jury sont envoyés par courriel aux différentes équipes. 
Comme pour les deux autres activités du programme Gamma, les points 
accumulés aux différents éléments de compétences touchés par le projet seront 
additionnés à la fin du trimestre. L’enseignant n’attribue donc pas directement de note 
au relevé de notes et ne communique que la somme des points accumulés lors du projet. 
3.3.7 Amélioration continue 
L’enseignant identifie, mais sans proposer de piste de solution, que « 95 % » 
des notes sont données aux équipes sans distinction entre les contributions 
individuelles. Une autoévaluation est ajoutée, mais son impact est minime. 
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Il y a quasiment pas d'évaluation individuelle, il y a juste 
l'autoévaluation qui est 50 [points] sur 900, ce n'est pas 10 %. 
(Enseignant Gamma_03, 2013) 
3.3.8 Points divers 
a) Traitement du plagiat et de la triche 
L’enseignant ne voit pas de plagiat dans le cadre du projet. 
b) Qualité de la langue orale et écrite 
La qualité de la langue n’est pas notée. Elle peut être soulignée dans la 
présentation technique, si elle est vraiment insuffisante. 
3.4 Synthèse des entrevues faites dans le programme Gamma 
L’apport des enseignants du programme Gamma à notre projet de recherche 
est considérable parce qu’il permet d’obtenir des exemples de la démarche d’évaluation 
d’enseignants agissant dans un programme innovant. L’organisation de ce programme 
est atypique pour le contexte universitaire et les chargés de cours (tuteurs) intervenant 
dans ce programme n’ont pas exactement les mêmes responsabilités que ceux des 
autres programmes. En effet, les tuteurs n’ont pas à déterminer le plan de cours ni à 
organiser le calendrier, puisque celui est fixe dans la période de deux semaines. Cette 
rigidité dans l’horaire limite aussi le type de tâches servant à l’évaluation. 
Spécifiquement, une période de deux semaines comprend un rapport d’APP, une 
validation, un examen sommatif écrit, un schéma conceptuel et un examen sommatif 
pratique. Le tuteur, avec l’expérience, peut décider d’utiliser ou non ces deux dernières 
tâches, mais cette décision doit se prendre au niveau du programme et demande donc 
une discussion avec les responsables du trimestre. Autre différence entre un tuteur et 
un enseignant dans les autres programmes de la faculté ciblée est que le tuteur ne doit 
pas attribuer de note au relevé de notes. Le passage des points accumulés à la note 
lettrée se fait au niveau du programme en additionnant tous les points accumulés pour 
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chacun des éléments de compétences dans les APPs et dans le projet long. Le tuteur 
n’a donc qu’une idée très floue de la note que l’étudiant obtiendra dans son relevé de 
notes pour chacun des éléments de compétences, puisque les points qu’il accorde sont 
additionnés à au moins deux autres problématiques, aux résultats des examens de fin 
de session et possiblement à des points provenant du projet de session. 
Il ressort des entrevues réalisées avec les répondants du programme Gamma 
que l’organisation des activités pédagogiques est atypique et que le rôle des étudiants 
l’est aussi, puisque ceux-ci, contrairement aux étudiants d’autres programmes, doivent 
être actifs et autonomes dans leurs apprentissages. En effet, ils ont de multiples choses 
à faire en dehors des moments de contact avec l’enseignant. Toutefois, il appert que la 
nature de certaines tâches servant à l’évaluation ne semble pas réellement différer de 
celle des tâches des répondants des autres programmes. Cela est particulièrement 
frappant dans le cas de l’examen sommatif théorique où les questions sont 
comparables, et sur la forme, et sur le fond, à celles utilisées par les répondants des 
programmes Alpha et Bêta. Dans le cas des activités Gamma_01 et Gamma_02, 
l’examen sommatif théorique vaut respectivement 110 sur 300 (36,7 % des points 
totaux pour l’APP) et 220 sur 330 (66,7 % des points totaux pour l’APP), ce qui fait de 
cet examen le plus important, du moins en matière de points. D’après les deux 
répondants, cette importance est davantage liée au caractère individuel de la tâche qu’à 
son authenticité. Cependant, l’enseignant Gamma_01 utilise en plus la validation et un 
examen sommatif pratique, alors que l’enseignant Gamma_02 utilise la validation, 
mais sans l’inclure dans les modalités formelles (figure 24). 
Toutefois, la validation est une tâche qui n’a pas été inventoriée en dehors des 
répondants du programme Gamma. Dans ce cas, les enseignants Gamma_01 et 
Gamma_02 vérifient auprès de chaque équipe le fonctionnement du prototype, et ce, 
avant la remise du rapport sur celui-ci. Il s’agit donc pour les enseignants de suivre le 
processus de création du prototype. 
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4. 
Dans le cadre de la présente recherche, nous avons interviewé deux personnes 
enseignant dans le programme Delta qui ont décrit en détail leur démarche d’évaluation 
des apprentissages dans une activité pédagogique dont ils sont responsables. Ces deux 
enseignants sont des professeurs titulaires. 
Le programme Delta a été revu, il y a une vingtaine d’années, et bien qu’il 
s’appuie sur l’utilisation de leçons magistrales, plusieurs éléments le différencient des 
programmes universitaires traditionnels (comme les programmes Alpha et Bêta). 
D’abord, et ce, dès les premiers trimestres, les activités pédagogiques alimentent un 
projet d’intégration qui demandent aux étudiants de mobiliser des ressources provenant 
des différentes activités pédagogiques du trimestre. Ce projet d’intégration est abordé 
avec l’enseignant Delta_02. L’autre élément très important de ce programme est la 
présence d’un projet long de conception qui débute dès le cinquième trimestre et qui se 
conclut au huitième et dernier trimestre. Plusieurs crédits sont accordés à ce projet 
réalisé par des équipes d’étudiants. Ce projet est discuté avec l’enseignant Delta_01 
qui a la responsabilité de la seconde partie du projet.  
Le programme Delta s’annonce officiellement par compétences.  
[La formation] vise à dépasser le stade de la connaissance pour 
l’élever au niveau de la compétence, c’est-à-dire de la capacité 
à transposer et à résoudre des situations-problèmes inspirées de 
la pratique professionnelle de l’ingénieur. (site Internet du 
programme Delta, 1er aout 2013)182 
 
                                                 
182 Nous ne fournissons pas l’adresse de cette page Internet afin de réduire le risque d’identification. 
Cette citation a été prise sur la page officielle du programme attaché au site officiel de l’institution 
universitaire. 
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4.1 Cas Delta_01 
Le cas Delta_01 est le premier cas d’un enseignant offrant une activité 
pédagogique dans le programme Delta.  
Tableau 80  
Résumé du cas Delta_01 
Informations générales 
 Programme :  Delta 
 Cas :  Delta_01 
 Statut de l’enseignant :  Professeur 
 Type de cours : Projet (6 crédits) 
 Place dans le programme :  2e tiers 
 Nombre d’étudiants : 3 équipes de 6 à 8 étudiants 
 Auxiliaire d’enseignement : Aucun 
Modalités d’enseignement 
 Rencontres d’équipe 
 Rencontres individuelles 
Liste des tâches servant à l’évaluation 
 Rapport de conception Rapport écrit 
 Revue de conception Exposé oral 
 Rencontres hebdomadaires Focus group 
 Rencontre individuelle Entrevue 
 Évaluation par les pairs Évaluation par les pairs 
 Prises de présences aux réunions Participation 
 Définition brève de projet Rapport 
Paradigme sous-tendant 
 Cibles de formation Référentiel de compétences 
 Organisation de l’EdA Paradigme centré sur l’apprenant 
 Tâches servant à l’EdA Paradigme centré sur l’apprenant 
 
 
Le tableau 80 résume le contexte de l’activité pédagogique Delta_01. Comme nous 
l’avons souligné dans la présentation du programme, les étudiants réalisent dans cette 
activité un projet de conception en équipe et cela constitue une part importante de leur 
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tâche jusqu’à la fin de leur baccalauréat. Concrètement, la progression de ce projet est 
une série d’activités pédagogiques auxquelles les étudiants s’inscrivent chaque 
trimestre. Dans la première activité pédagogique touchant au projet long de conception, 
le choix du projet constitue une partie des activités. Pour les deux activités 
pédagogiques suivantes touchant au projet long de conception, le projet est au cœur des 
activités pédagogiques. Les tâches alors demandées aux étudiants contribuent 
directement au projet de conception. L’activité présentée par l’enseignant Delta_01 est 
l’une de ces activités pédagogiques complètement dédiées au projet. 
L’ensemble du projet de conception se réalise par des équipes d’étudiants qui 
restent les mêmes à partir de la sélection du projet jusqu’à sa conclusion, au dernier 
trimestre du programme. Ainsi, dans le cadre de la présente activité pédagogique, les 
équipes sont déjà formées et chacune a déjà déterminé le projet de conception sur lequel 
elle désire travailler, puisque chaque projet de conception est unique et a été choisi en 
fonction des intérêts des étudiants. 
4.1.1 Identification des cibles de formation et du rôle de l’évaluation des 
apprentissages 
L’activité pédagogique Delta_01 permet aux étudiants de faire progresser un 
projet de conception. Toutes les activités, incluant celles servant à l’évaluation des 
apprentissages, sont centrées sur cet objectif. 
En réalité, ce qu'on essaie de reproduire, pour l'expliquer très 
simplement, c'est qu'on essaie de reproduire un contexte [de 
conception] en milieu universitaire. Une situation qui est la plus 
proche de la réalité possible. La raison pourquoi on fait cela, on 
revient à connaissance versus compétence, par exemple, si tu veux 
développer des compétences, si tu veux démontrer que tu es capable 
d'agir de façon compétente, il faut donner une opportunité aux 
étudiants, dans le cadre de leur formation, de nous faire cette 
démonstration-là. (Enseignant Delta_01, 2013) 
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Aussi, dans les fonctions de l’évaluation des apprentissages, en plus de 
chercher à déterminer le niveau des étudiants en conception dans un contexte réaliste, 
l’enseignant Delta_01 cherche à aider les étudiants à progresser en faisant un suivi 
rapproché du projet, mais aussi de chaque équipe et de chaque étudiant. 
4.1.2 Planification de l’évaluation 
La planification générale de l’évaluation des apprentissages comprend 5 
éléments différents : trois devant se réaliser en équipe, soit un rapport de conception, 
une revue de conception et la rédaction d’un document court décrivant le projet. 
S’ajoutent à ces tâches des rencontres individuelles avec l’enseignant et une modalité 
servant à s’assurer de la participation de tous les membres aux rencontres 
hebdomadaires d’équipe. 
Le rapport de conception constitue une part importante des tâches servant à 
l’évaluation des apprentissages. Il est réalisé par l’ensemble de l’équipe et remis après 
la revue de conception que nous présenterons dans le prochain paragraphe. Le rapport 
consiste à présenter les différentes étapes de la conception du prototype.  
Le rapport comporte principalement 2 grands blocs : une partie 
rapport, qu'on pourrait appeler traditionnelle, où les concepts, les 
idées, les présentations sont faites d'une façon relativement 
classique : textes, figures, tableaux. L'expression de la conception 
détaillée passe par des dessins techniques, des dessins de pièces, des 
dessins d'assemblage. La deuxième partie, qui est probablement aussi 
imposante que la première, une centaine de pages par exemple, ce ne 
sont que des dessins. (Enseignant Delta_01, 2013) 
Ce rapport est sous la responsabilité de l’ensemble de l’équipe. 
Les étudiants doivent aussi réaliser une revue de conception complète. La 
revue de conception s’appuie sur le même projet, mais consiste en une présentation 
d’une heure réalisée devant l’enseignant responsable ainsi que devant d’autres 
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professeurs du programme183. Cette présentation est faite 2 ou 3 semaines avant la 
remise du rapport de conception. 
Chaque équipe doit aussi produire une description de leur projet d’environ une 
page. Ces descriptions s’ajoutent à celles des années antérieures, permettant ainsi de 
garder une trace des projets ayant déjà été réalisés par le passé. Cet inventaire aide les 
étudiants lors du choix du projet et permet aussi à certains intervenants extérieurs de 
comprendre ce que les étudiants font concrètement dans le projet. Cette modalité ne 
donne pas de points supplémentaires, mais dans le cas où une équipe ne fournirait pas 
cette description, les membres se verraient pénalisés. Cependant, cette pénalité n’a 
jamais été appliquée. Selon l’enseignant « à ma connaissance, non. Parfois, il faut 
insister. C'est plate, mais bon…». 
Chaque étudiant est rencontré trois fois durant le trimestre par l’enseignant. 
Chacune des rencontres dure 60 minutes. L’étudiant doit préparer un compte rendu 
d’une page de ses activités concernant le projet depuis la dernière rencontre 
individuelle. Il doit aussi apporter son notebook, où il documente tout ce qu’il fait vis-
à-vis du projet, et l’évaluation faite par ses pairs. Chacune des rencontres vaut 10 
points. 
L'évaluation, durant la rencontre, repose sur le rapport écrit que 
l'étudiant a fait et qui est discuté lors de la rencontre. Tous les 
étudiants utilisent leur notebook. Pour avoir une meilleure idée du 
travail fait par l'étudiant, on prend le notebook ensemble, on le 
regarde et on discute de différentes choses. (Enseignant Delta_01, 
2013) 
Durant le projet, les étudiants doivent aussi réaliser une évaluation de leurs 
pairs, soit des autres membres de leur équipe. Le système utilisé repose sur la 
détermination par chaque membre de l’équipe de sa position vis-à-vis de chacun des 
                                                 
183 Certains projets sont confidentiels parce que le partenaire industriel en fait la demande. Dans ce cas, 
seuls les membres de l’équipe et les professeurs ont accès à la présentation. 
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autres membres de l’équipe. Cela permet d’obtenir un facteur par lequel on multiplie 
les résultats obtenus en équipe (donc le rapport de conception et la revue de 
conception).  
Finalement, l’activité pédagogique prévoit une pénalité pour les étudiants qui 
ne se présentent pas à leurs rencontres d’équipe hebdomadaires. Cet aspect vaut 10 
points. 
 
4.1.3 Collecte de données 
Les étudiants inscrits à cette activité pédagogique doivent travailler à leur 
projet de conception. Ils ont déjà commencé à y travailler lors d’activités pédagogiques 
antérieures et continuent une fois la présente activité pédagogique terminée. Dans le 
cadre de la présente entrevue, nous ne nous intéressons pas au développement du projet 
lui-même, mais aux différentes tâches d’évaluation des apprentissages demandées aux 
étudiants. Cependant, la frontière entre les deux est parfois floue.  
Par exemple, le rapport de conception est remis à la fin du trimestre et, selon 
l’enseignant, les étudiants ne commencent à travailler au rapport que quelques 
semaines avant la remise. Cependant, le travail nécessaire pour rédiger le rapport a déjà 
débuté au moment où commence l’activité pédagogique. 
Le travail est nécessaire [à la rédaction du rapport] et réalisé durant 
toute la session, c'est une évidence. Je pense que le rapport, si la date 
est le 15 [avril], ils doivent commencer 2 à 3 semaines avant, mais 
[…] il reste juste l'écriture et non pas l'activité de création associée à 
faire la conception. (Enseignant Delta_01, 2013) 
En effet, certains éléments du rapport demandent un travail de plusieurs semaines. 
[…] évidemment, les dessins ne peuvent pas être créés comme 3 jours 
avant. Ce sont les dessins qui sont le fruit de la conception. Pour cette 
partie-là qui est un peu moins traditionnelle par rapport à un rapport 
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qu'on peut retrouver dans un cours classique d'une formation 
universitaire où l’on a du texte, des figures et des tableaux par 
exemple. Probablement qu'on remonte un peu plus en arrière comme 
la mi-session. (Enseignant Delta_01, 2013) 
Les performances réalisées par les étudiants le sont donc lorsque l’enseignant n’est pas 
présent et selon des horaires qui ne sont pas déterminés par le programme. L’enseignant 
établit alors les attentes liées à l’activité pédagogique, mais non les contraintes pour les 
atteindre. 
 
4.1.4 Interprétation 
L’interprétation du rapport de conception, de la revue de conception et des 
rencontres individuelles se fait à partir d’échelles descriptives créées par l’enseignant. 
Pour chaque tâche, une échelle descriptive distincte a été créée. 
Le regroupement des données se fait par instrument. 
4.1.5 Jugement de la justesse et de la pertinence des données 
Il n’y a pas dans cette activité pédagogique de jugement de la justesse et de la 
pertinence des données. 
4.1.6 Prise de décisions 
Il y a aucune décision prise par l’enseignant autre que l’addition des différents 
résultats à l’aide d’une somme pondérée sur 100. Avant d’être additionnée, la note du 
rapport est multipliée par le facteur obtenu à partir de l’évaluation par les pairs. 
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4.1.7 Communication 
La rétroaction a une place importante dans le cadre de cette activité. L’activité 
pédagogique se concentre sur un projet de conception spécifique et la rétroaction sur 
chacune des tâches est réutilisée dans les autres tâches, et même dans les autres activités 
pédagogiques portant sur ce même projet de conception. 
À certains moments, la rétroaction est plus formelle comme celle donnée lors 
de la revue de conception qui, à cause du délai prévu entre la revue de conception et la 
remise du rapport de conception (2 à 3 semaines), permet aux étudiants d’utiliser les 
questions et les commentaires des professeurs en vue de déposer un rapport final 
amélioré. À d’autres moments, la rétroaction est plus informelle. Un bon exemple est 
l’utilisation de la rétroaction interactive lors des rencontres d’équipe. L’enseignant 
discute des différentes tâches accomplies par les membres de l’équipe depuis la 
dernière rencontre et offre des conseils ou des suggestions pour la suite du projet.  
En ce qui concerne le relevé de notes, chaque étudiant obtient une note pour 
cette activité pédagogique. Celle-ci compte pour 6 crédits. Elle a donc un poids plus 
important que celui d’une activité de 3 crédits. Une compilation de la note sur 100 est 
faite : d’abord, l’enseignant applique à la partie réalisée en équipe, valant 60 %, le 
facteur de pondération obtenu à partir de l’évaluation par les pairs184 et ajoute, ensuite, 
la partie individuelle valant quant à elle 40 %. Ainsi, « les étudiants à l'intérieur d'une 
même équipe n'auront pas la même note » (Enseignant Delta_01, 2013). Une fois cette 
compilation effectuée pour chaque étudiant, la note chiffrée est convertie en lettre. Lors 
de l’entrevue, l’enseignant explique la façon selon laquelle se fait ce passage. 
  
                                                 
184 L’utilisation d’IFW a été présentée dans la recension d’écrits au chapitre 1 (p. 71) 
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C'est le prof qui décide. […] Ce n'est pas un calcul de type moyenne 
et écart type, même si je les calcule, mais après cela j'utilise mon gros 
bon sens, mon expérience et je me dis que mes échelles devraient être 
entre tant et tant. (Enseignant Delta_01, 2013) 
4.1.8 Amélioration continue 
Chaque année, les projets de conception proposés par les étudiants sont 
nouveaux. Conséquemment, l’amélioration continue s’intéresse plus au 
fonctionnement de l’activité pédagogique et à son arrimage avec les autres activités 
qu’à la qualité des inférences.  
C’est grâce à son expérience que l’enseignant ajoute ou modifie certaines 
tâches. Par exemple, l’enseignant prévoit, pour le prochain trimestre, ajouter un 
élément qui permettra de vérifier la capacité des étudiants à réaliser individuellement 
des parties de conception rapidement, et ce, sans utiliser chaque fois l’ensemble des 
outils à sa disposition. 
Le constat qu'on fait, c'est que l'étudiant, de plus en plus, s'il n'a pas 
un ordinateur, est incapable(sic) de rien faire. Dans la vraie vie, ce 
n'est pas comme cela que ça se passe. Faut que tu sois capable encore 
de prendre un livre, une calculatrice, savoir c'est quoi le produit 2 fois 
7. (Enseignant Delta_01, 2013)  
La boucle de rétroaction porte donc davantage sur la satisfaction de l’enseignant vis-à-
vis du développement des capacités que sur la qualité des jugements. 
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4.1.9 Points divers 
a) Traitement du plagiat et de la triche 
L’enseignant ne voit pas de plagiat dans le cadre du projet. Cela est dû à la 
nature de la tâche.  
C'est des projets uniques, donc on n'a pas eu de problèmes de plagiat, 
pas à ma connaissance. Ça serait difficile de plagier dans ce cas-là, 
vu qu'il y a beaucoup de modalités d'évaluation dont l'utilisation de 
notebook. Dans le notebook, si quelqu'un faisait du plagiat, cela aurait 
l'air trop organisé. (Enseignant Delta_01, 2013) 
b) Qualité de la langue orale et écrite 
L’enseignant connait la politique facultaire, mais nous ne savons pas si elle 
est appliquée dans le cadre de cette activité. 
4.2 Cas Delta_02 
Le cas Delta_02 est le second cas d’un enseignant offrant une activité 
pédagogique dans le programme Delta. Le tableau 81 présente les principales 
caractéristiques de l’activité pédagogique. 
Cette activité pédagogique est indépendante des autres activités pédagogiques 
du trimestre, mais elle sert aussi à la réalisation d’un projet d’intégration auquel 
contribuent 3 autres activités pédagogiques réalisées durant ce trimestre. L’activité 
pédagogique Delta_02 possède des objectifs spécifiques et des objectifs partagés. 
D’ailleurs, une partie des tâches associées à l’évaluation des apprentissages est réalisée 
lors de rencontres entre les enseignants responsables de ces activités pédagogiques. 
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Tableau 81  
Résumé du cas Delta_02 
Informations générales 
 Programme :  Delta 
 Cas :  Delta_02 
 Statut de l’enseignant :  Professeur 
 Type de cours : Leçons magistrales et projet d’intégration 
 Place dans le programme :  1er tiers 
 Nombre d’étudiants : Environ 40  
 Auxiliaire d’enseignement : Deux (2) AEs 
  - Surveillance d’examens 
  - Interprétation des examens 
  - Révision de la correction 
  - Surveillance des laboratoires 
  - Interprétation des rapports de laboratoire 
Modalités d’enseignement 
 Leçons magistrales 
 Laboratoires 
 Projet de conception 
Liste des tâches servant à l’évaluation 
 Examen intermédiaire 1 Examen intra en classe 
 Examen intermédiaire 2 Examen intra en classe 
 Devoirs Devoir 
 Laboratoires Rapport de laboratoire (formulaire) 
 Projet Rapport de projet (tâche partagée)185 
 Examen final Examen final en classe 
Paradigme sous-tendant 
 Cibles de formation Référentiel de compétences 
 Organisation de l’EdA Paradigme traditionnel 
 Tâches servant à l’EdA Paradigme traditionnel 
 
Durant le trimestre, l’organisation des activités pédagogiques et du projet 
dépend d’un horaire variable, à savoir que les activités pédagogiques se font selon les 
                                                 
185 Le projet est commun à plusieurs activités pédagogiques réalisées durant le même trimestre. 
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besoins et ne respectent pas un horaire hebdomadaire fixe de 3 heures de leçon 
magistrale par activité. 
On a un horaire très spécifique, on demande à la faculté de nous 
réserver un local tous les matins, toute la session. Au début de la 
session, tous les profs on s'est mis ensemble et on a distribué nos 
heures en fonction aussi du projet et de tous autres évènements sur 
un fichier Excel que l'on remet aux étudiants. Au fil du temps, ça peut 
changer. Avec 2 jours d'avis, on peut dire : « Tel cours », parce que 
j'en ai besoin ou parce qu'il arrive telle affaire, « a été remplacé par 
tel autre cours. » […] Ça c'est l'horaire dynamique qu'on appelle et 
qui est fortement orienté vers le projet parce qu'il y a des remises [de 
livrables]. (Enseignant Delta_02, 2013)
4.2.1 Identification des cibles de formation et du rôle de l’évaluation des 
apprentissages 
La fonction de l’évaluation des apprentissages dans le cadre de cette activité 
pédagogique est très claire pour l’enseignant. 
Intervieweur : À quoi sert l'évaluation des apprentissages dans cette 
activité pédagogique? 
Enseignant : À les faire travailler.  
Intervieweur : Est-ce que ça fonctionne? 
Enseignant : Oui et non. On a une difficulté impressionnante, on 
n’arrive pas à les changer, c'est fou. Exemple, je monte debout sur le 
bureau dans la session au début pour leur dire comment il est 
important de faire telle chose. Un ingénieur qui fait des calculs doit 
simplifier ses unités. Pendant une heure, je leur explique… Au 4e 
examen, il y a 4 étudiants sur 40 qui font ce que je leur ai dit de faire. 
Après 4 examens, on est un peu vers la fin de la session. Je les 
interpelle et je leur dis que je ne comprends pas, que je suis très 
surpris, mais alors je me dis, à quel point faut-il être percutent pour 
qu'ils se disent, oui faut que je fasse cela. C'est un peu la même 
opinion que mes collègues, voilà, ils sont là en S3, ils sont jeunes, ils 
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font des examens, une fois que l'examen est fini, on passe à autre 
chose, c'est un peu le sentiment pour la grande majorité de la classe. 
Notre incapacité à les influencer à créer des changements durables, 
c'est impressionnant. 
(Extrait de l’entrevue avec l’enseignant Delta_02, 2013) 
L’évaluation des apprentissages est souvent mentionnée comme facteur de motivation 
pour les étudiants. Il appert que cela n’est pas uniforme pour tous les étudiants, et ce, 
malgré le souhait de l’enseignant. 
4.2.2 Planification de l’évaluation 
La planification générale montre une division entre les activités d’évaluation 
des apprentissages : une partie de l’activité pédagogique est sous le contrôle direct de 
l’enseignant et l’autre partie est partagée entre les 4 enseignants qui interviennent dans 
le projet d’intégration. Ainsi, les tâches servant à l’évaluation sont liées soit à l’activité 
pédagogique, soit au projet d’intégration.  
Il y a 5 tâches servant spécifiquement à l’évaluation des apprentissages dans 
le cadre de l’activité pédagogique : deux examens intra écrits faits en classe (intra 1 et 
intra 2), un examen final fait en classe (final), des devoirs et un rapport de laboratoire. 
Chacun des examens est indépendant des autres et porte sur des éléments de contenu 
différents. « Ce n’est pas récapitulatif. » Chaque examen est divisé en deux parties. La 
première comporte 10 à 15 questions demandant aux étudiants des réponses courtes et 
la seconde, 3 ou 4 questions leur demandant d’appliquer des formules à partir d’un 
exercice186 typique. En plus des examens, les étudiants doivent remettre 4 ou 5 devoirs 
qui consistent en des exercices similaires à ceux proposés dans les examens.  
                                                 
186 Comme dans le cas Alpha_01, l’enseignant utilise le terme problème pour parler de ce type de 
questions, mais nous utilisons le terme exercice pour éviter toute confusion. 
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De plus, il y a deux tâches associées au projet intégrateur, lesquelles sont aussi 
liées aux 3 autres activités pédagogiques touchant à ce projet. En réalité, la tâche est 
divisée en deux même si, dans les faits, les étudiants doivent par équipe de 4 ou 5 
remettre un seul rapport de projet à la fin du trimestre. Cela s’explique par le fait qu’il 
a été décidé de demander aux étudiants de remettre une première version du rapport. 
Cette première version, appelée rapport intermédiaire, est déposée vers le milieu du 
trimestre et est ensuite retournée aux étudiants qui se servent des commentaires pour 
revoir leur rapport avant la remise finale. Les étudiants doivent rédiger un rapport se 
rapprochant de ce qui est demandé sur le marché du travail lors de la conception d’un 
prototype simple. 
C'est un rapport qu'ils [les étudiants] pourraient donner à un 
ingénieur-conseil. Le patron qui pourrait le refiler à un autre 
ingénieur. Le rapport intermédiaire est 10 pages de textes et ensuite 
des annexes. Ça peut avoir 40-50 pages, mais avec les annexes ça va 
vite parfois. Le rapport final est de 15 pages. (Enseignant Delta_02, 
2013) 
4.2.3 Collecte de données 
Chacun des examens dure trois heures. Selon l’enseignant, environ 20 minutes 
sont consacrées à la première partie et le reste, à la seconde partie. Les réponses des 
étudiants aux questions de la seconde partie ont des similitudes importantes. 
Ils élaborent, ils font les mêmes étapes, ce n'est pas du 
développement sur 5-6 pages. Ils répondent dans un cahier187. 
(Enseignant Delta_02, 2013) 
Les étudiants n’ont droit qu’à une feuille de notes pour réaliser l’examen. La 
salle est choisie pour permettre aux étudiants de réaliser l’examen avec 
suffisamment d’espace entre eux. Durant l’examen, une surveillance est 
exercée par un auxiliaire d’enseignement. 
                                                 
187 Une présentation de ce cahier a été faite lors de la présentation du cas Alpha_01. 
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C'est surveillé par un auxiliaire. Je distribue l'examen et donne les 
consignes au début de l'examen. Je fais remarquer des choses. Il 
supervise. Mine de rien, il ne sait rien, il ne peut pas commencer à 
donner des consignes, même s'il pouvait. (Enseignant Delta_02, 
2013) 
4.2.4 Interprétation 
L’interprétation est réalisée par un auxiliaire d’enseignement à l’aide d’un 
solutionnaire décrivant une solution experte dans laquelle le nombre de points est 
indiqué pour chacune des étapes. 
C'est déjà prévu d'avance la segmentation du pourcentage pour 
chaque problème. Chaque problème a un pourcentage en fonction des 
difficultés, du temps que ça prend. Je donne le plus possible des 1 ou 
2 points un peu partout, à chaque étape de la solution. L'effet domino 
d'un bout à l'autre ce n'est pas toujours facile. Tu te trompes au début 
et t'as zéro pour le reste, donc il y a des points pour la méthode et des 
points parfois pour la réponse, pas trop, mais quand même un peu et 
des points pour les unités par exemple, tous les points sont 
additionnés, exemple pour le problème 4 s'il a eu 22 points de 
distribués, Excel fait le travail de tout mettre cela en proportion. 
(Enseignant Delta_02, 2013) 
Les devoirs ne sont pas corrigés. Les étudiants reçoivent des points s’ils les 
remettent. Cela permet, entre autres, de ne pas se soucier de la collaboration entre les 
étudiants.  
Ils ne sont pas corrigés, je ne corrige pas les devoirs, tu me le remets, 
tu as tes points. Ils sont regardés à grande vitesse, un corrigé est 
remis, ils ont leurs points ou pas. (Enseignant Delta_02, 2013) 
Absolument, ça ne me dérange pas qu'ils travaillent en équipe, 
d'ailleurs c'est très bien. (Enseignant Delta_02, 2013) 
Le rapport intermédiaire associé au projet d’intégration est remis à la semaine 
5 ou 6 du trimestre. Les données obtenues lors de la collecte de données sont compilées 
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par tâches. L’enseignant reçoit de l’auxiliaire la note de chaque étudiant. Il s’agit d’une 
note globale par instrument. Aucun traitement n’est fait sur les notes. 
4.2.5 Jugement de la justesse et de la pertinence des données 
Il n’y a pas dans cette activité pédagogique de jugement de la justesse et de la 
pertinence des données. 
4.2.6 Prise de décisions 
Il n’y a pas de décision prise par l’enseignant sur le niveau des étudiants. Les 
résultats des différents instruments sont compilés sur 100. 
4.2.7 Communication 
Après chaque devoir, un corrigé est remis. Ainsi, les devoirs ne sont pas 
commentés pour chaque étudiant. Un retour sur les deux examens en classe est prévu 
dans l’intention de présenter aux étudiants les réponses attendues. En ce qui concerne 
l’examen final, il n’y a pas de retour, étant donné que les étudiants ont déjà quitté pour 
le trimestre de stage. 
Le rapport intermédiaire est commenté et regardé afin que les étudiants 
connaissent leurs forces et leurs faiblesses. Le rapport final est commenté, mais peu lu, 
étant donné que les étudiants ont déjà quitté. 
Ils n'ont pas de rétroaction directe parce qu'ils sont partis en stage, 
par contre dans les rapports ce que l'on fait, on les annote, on corrige 
tous la même copie, même si on leur demande 2 copies, et il y a une 
feuille qui résume un peu, chaque prof a sa feuille avec ses éléments, 
tout cela est conservé et les étudiants au retour s'ils veulent ils 
peuvent jeter un coup d'œil, mais c'est assez rare. (Enseignant 
Delta_02, 2013) 
La note de chaque étudiant à l’activité pédagogique est déterminée par les 
tâches directement liées à ladite activité. Les tâches associées au projet d’intégration 
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n’ont habituellement pas d’influence sur la note au relevé de notes. Cependant, dans le 
cas où le rapport lié au projet d’intégration n’atteint pas le seuil minimal, chaque 
membre de l’équipe voit sa note au bulletin modifiée dans l’activité pédagogique (ainsi 
que dans les 3 autres activités pédagogiques liées au projet d’intégration). 
Enseignant : Ce rapport final est corrigé par l'ensemble des profs et 
ensuite les modalités sont les suivantes : si les objectifs raisonnables 
sont atteints, il ne se passe rien. Tous les cours où tu as fait des 
examens, tu as tes notes. Si l'objectif raisonnable [dans le rapport 
final] n'est pas atteint, tu as une décote dans tous tes cours d'une cote, 
et si ce n'est vraiment pas suffisant, tu as une décote de 2 cotes. 
Intervieweur : Par exemple, un étudiant qui aurait B se retrouverait 
avec B-? 
Enseignant : Oui et ainsi de suite dans tous les cours. Cette année, 
c'est une première en S3, ça c'est déjà fait en S2 je pense, il y a eu 
une équipe qui a eu une décote (4 étudiants).  
(Extrait de l’entrevue avec l’enseignant Delta_02, 2013)  
4.2.8 Amélioration continue 
L’enseignant constate les limites de sa capacité à faire apprendre les étudiants. 
Par exemple, dans les examens, malgré la vérification faite de l’acquisition de 
connaissances de base, les étudiants ne semblent pas intégrer durablement. 
Mes collègues plus loin me disent c'est comme s'ils n'avaient pas fait 
le cours. Ils disent qu'ils n'ont pas fait cela, mais non, c'est fait. Donc, 
première partie, motiver les troupes, il y a des questions, choix 
multiple, ce genre de chose. Deuxième partie, on attend un 3e niveau 
de Bloom. Je travaille pas mal avec Bloom. Le 3e niveau de Bloom, 
c'est l'application où là c'est une mise en situation, ils doivent faire le 
problème, mettre les éléments ensemble, calculer la chose, faire les 
graphiques, ainsi de suite. (Enseignant Delta_02, 2013) 
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4.2.9 Points divers 
a) Traitement du plagiat et de la triche 
L’enseignant ne voit pas de plagiat dans le cadre de cette activité pédagogique. 
Entre les équipes, je ne crois pas. Entre les années, je n'ai pas 
l'impression. Je peux être naïf, mais je n'ai pas l'impression. Je serais 
surpris. (Enseignant Delta_01, 2013)  
b) Qualité de la langue orale et écrite 
L’enseignant connait la politique facultaire, mais il ne l’applique pas 
strictement. 
C'est cela, on l'a dit aux étudiants : « regarde c'est plein de fautes », 
mais il n'y a pas de chiffre qui est attribué sur les rapports. 
(Enseignant Delta_01, 2013) 
 
4.3 Synthèse des entrevues faites dans le programme Delta 
Le programme Delta utilise la leçon magistrale dans la grande majorité de ses 
activités pédagogiques. Cependant, lors de la dernière révision majeure du programme, 
il a été décidé d’adopter une approche par compétences et d’ajouter, de façon formelle, 
un projet d’intégration pour chacun des 5 premiers trimestres et un projet de conception 
de grande ampleur pour les 3 derniers. Ces particularités sont décrites en détail par les 
enseignants rencontrés : le projet d’intégration par l’enseignant Delta_02 et le projet de 
conception par l’enseignant Delta_01. Cette diversité permet de mieux comprendre ce 
que représentent ces éléments pour l’enseignant, mais elle est aussi une limite, puisqu’il 
s’agit de témoignage unique dans chacun des cas. 
Dans le cas de l’activité Delta_02, deux particularités ressortent : (1) le projet 
d’intégration est partagé avec les autres activités pédagogiques faites au même 
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trimestre et (2) l’organisation du trimestre est dynamique, ce qui signifie que l’horaire 
est établi selon les besoins des enseignants et modifié pour s’assurer que les 
apprentissages sont faits dans un ordre respectant à la fois une certaine logique et les 
contraintes amenées par le projet d’intégration.  
Dans l’activité Delta_02, ces particularités ont peu d’impact sur l’évaluation 
des apprentissages. En effet, les tâches d’évaluation servent soit à l’activité 
pédagogique Delta_02, soit au projet d’intégration. Les modalités d’évaluation 
associées au cours ont des caractéristiques du paradigme traditionnel : des tâches peu 
contextualisées, peu authentiques et ne dépassant pas le niveau des situations 
d’habiletés dans la pyramide de Scallon. De son côté, le rapport du projet d’intégration 
(ou les deux versions du rapport) est regardé indépendamment et est évalué par les 
enseignants selon des critères différents, mais qui ne sont pas directement attachés à 
l’activité pédagogique. Cela pose un problème de cohérence entre l’utilisation de 
compétences comme cibles de formation et la réalité de l’évaluation. En effet, un 
rapport final insatisfaisant pour le projet d’intégration – bien que cela soit rare selon 
l’enseignant – amène une réduction de la note à l’activité pédagogique. Ainsi, la 
diminution de la note pour l’activité pédagogique est due à une faiblesse dans une autre 
activité. Dans l’approche par compétences, on cherche à distinguer les forces et les 
faiblesses de chaque étudiant et à les associer à des éléments spécifiques. Dans cette 
approche, le jugement sur le niveau d’un étudiant ne devrait pas être affecté par une 
faiblesse dans un autre domaine. L’idée de donner la chance aux étudiants de faire une 
remise partielle est cependant une bonne pratique qui leur permet de mieux comprendre 
les critères et les attentes du rapport du projet d’intégration. Cela est d’autant plus vrai 
que les tâches très tardives servant à l’évaluation mènent à peu de rétroaction. 
Dans le cas du projet de conception, l’enseignant Delta_01 a bien montré que 
l’organisation et les modalités d’évaluation sont très différentes de ce que l’on 
rencontre habituellement en enseignement universitaire. Les étudiants doivent, en 
équipe, s’organiser afin de concevoir un prototype fonctionnel en environ 18 mois. 
352 
L’activité pédagogique Delta_01 est une version amplifiée et systématisée des 
capstone projects présentés au chapitre 1. Plusieurs efforts sont mis pour assurer que 
tous les membres de toutes les équipes suivent le rythme du projet et réalisent les tâches 
qui leur sont attribuées. Les rencontres individualisées et l’évaluation par les pairs 
servent principalement à cette fin. Il s’agit aussi d’une limite de ce projet, soit la 
division des responsabilités entre les membres des équipes. En effet, un projet de cette 
ampleur amène une division des tâches entre les étudiants. Il appert que les 
apprentissages faits par les uns diffèrent de ceux faits par les autres. L’évaluation par 
les pairs permet de documenter l’importance de la participation de chacun, mais ne 
permet pas de préciser la nature de cette participation.  
Cependant, il est clair que ce projet constitue une situation de compétences, 
puisque la tâche demande une mobilisation des ressources de la part des étudiants, 
qu’elle est nouvelle et que la solution n’est pas, de prime abord, évidente pour tous.  
 Cela clôt ce cinquième chapitre qui présente 9 démarches d’évaluation des 
apprentissages dans le contexte de l’enseignement du génie au Québec. Les cas ont été 
sélectionnés afin de présenter la plus grande variété possible d’activités de 1er cycle. Il 
ne faut donc pas y voir un désir de représentativité, mais au contraire, un souhait de 
différence. Nous aurions aimé présenter un second cas pour le programme Bêta. 
Cependant, cela fut impossible à cause des contraintes de disponibilité chez les 
enseignants. 
Dans le prochain chapitre, nous discuterons des constats tirés de l’analyse des 
données présentées aux chapitres 4 et 5. 
  SIXIÈME CHAPITRE 
 DISCUSSION 
La discussion permet de faire des liens entre la question de recherche 
(chapitre1), le cadre conceptuel (chapitre 2) et les résultats obtenus (chapitres 4 et 5). 
Elle permet ensuite de présenter les limites de la recherche et des pistes de recherches 
futures. Tel que souligné au chapitre 1, il existe peu de recherches sur les 
caractéristiques des pratiques des enseignants en matière d’évaluation des 
apprentissages dans le contexte de la formation des ingénieurs. La grande majorité des 
écrits traitant de l’évaluation dans ce contexte précis proposent des innovations, mais 
ne décrivent pas les pratiques évaluatives des enseignants. Les liens établis dans la 
présente discussion doivent donc être faits avec des écrits plus généraux sur 
l’évaluation dans le contexte du postsecondaire. 
1. 
Dans le premier chapitre, nous avons présenté une question principale de 
recherche que nous reprenons ici : 
Quelles sont les caractéristiques de l’évaluation des apprentissages 
dans une faculté de génie? 
À la fin du chapitre 2 (p. 176), nous avons ensuite précisé cette question de recherche 
en présentant deux objectifs de recherche, lesquels encadrent l’ampleur de notre 
recherche et concrétisent l’angle d’entrée que nous privilégions. 
Le premier objectif spécifique consiste à réaliser un inventaire des 
caractéristiques des pratiques d’évaluation des apprentissages des 
professeurs et des chargés de cours dans une faculté de génie. 
Le second objectif spécifique consiste à analyser des pratiques 
d'évaluation des apprentissages au regard des différentes étapes de la 
démarche évaluative présentée dans le chapitre 2. 
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Faire l’inventaire et l’analyse de pratiques d’évaluation dans une faculté n’est pas une 
tâche simple. C’est pourquoi il a été important de nous munir d’une carte nous 
permettant de nous repérer tout au long de la recherche. Cette carte correspond au cadre 
conceptuel présenté au chapitre 2. Telle une carte qui possède trois dimensions (la 
latitude, la longitude et l’altitude), le cadre conceptuel comprend trois axes distincts : 
(1) les paradigmes d’évaluation des apprentissages, (2) la démarche évaluative et (3) la 
validation comme processus de vérification de la qualité des jugements. Dans le présent 
chapitre, nous discutons des résultats selon chacun de ces axes. 
Rappelons que les répondants à cette recherche sont des adultes ayant 
complété au moins une maitrise et, en ce qui concerne spécifiquement ceux ayant un 
statut de professeur, un doctorat. Tous les répondants possèdent plusieurs années 
d’expérience. Parmi eux, les participants aux entrevues ont été responsables à plus 
d’une occasion de leur activité pédagogique. 
2. 
Dans le chapitre 2, trois paradigmes fréquemment associés à l’enseignement 
universitaire ont été décrits : le paradigme traditionnel, le paradigme centré sur 
l’apprenant et l’approche par compétences. Pour chacun de ces paradigmes, les 
pratiques d’évaluation des apprentissages varient, et ce, pour chacune des étapes de la 
démarche d’évaluation. Au début de chacune des sections du chapitre 5, les 
programmes de la faculté ciblée ont été décrits sommairement. Ces programmes, bien 
qu’ils mènent à la même profession d’ingénieur, utilisent des modalités pédagogiques 
différentes. Il s’agit là d’ailleurs d’une des raisons de notre choix de faculté pour la 
présente recherche. Les programmes Alpha et Bêta s’inscrivent dans le paradigme 
traditionnel. Le programme Gamma a recours à des modalités très différentes et 
s’appuie sur l’approche par compétences. Quant à lui, le programme Delta a une 
approche mixte et s’affiche en utilisant une approche par compétences.  
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L’un des constats de notre recherche est qu’il existe de grandes similarités 
dans la façon d’évaluer les apprentissages des différents programmes, et ce, peu 
importe le paradigme sur lequel ils s’appuient. Dans tous les programmes et quelle que 
soit l’approche privilégiée, l’examen écrit est une modalité centrale pour l’évaluation 
individuelle des étudiants. Les examens se composent habituellement de questions 
demandant aux étudiants de résoudre des exercices (tableau 34 du chapitre 4) analogues 
à ceux trouvés dans les notes de cours ou dans le manuel associé à l’activité 
pédagogique (cas Alpha_01, Alpha_02, Alpha_03, Bêta_01, Gamma_01, Gamma_02 
et Delta_02). En effet, l’énoncé 2 du tableau 57 (p. 256) montre que pour 72,8 % des 
enseignants, les questions d'examens s’inspirent des notes de cours et du manuel. Cela 
est cohérent avec les réponses de plusieurs enseignants qui ont confirmé, lors des 
entrevues, se servir du manuel ou des notes de cours pour créer les questions 
d’examens. Cependant, nous n’avons pas établi si le type de questions était lié aux 
objectifs de l’activité pédagogique, puisque l’essence même de notre recherche ne 
prévoyait pas l’examen détaillé des tâches servant à l’évaluation, mais il est possible, 
à partir des réponses des enseignants lors des entrevues de déterminer que ce ne sont 
pas des tâches complexes. Leroux (2010) observait aussi l’importance des examens 
écrits chez des enseignants du collégial, où les programmes s’articulent autour de 
compétences, et ce, depuis 1993. 
Lorsqu’il est utilisé, l’examen écrit a un poids important et clôt habituellement 
l’activité pédagogique ou l’une de ses sections. Cela rejoint le paradigme traditionnel 
selon lequel on cherche à évaluer d’abord des connaissances, laissant leur intégration 
se faire par la suite à l’extérieur du contexte de la classe. Cependant, cela est moins 
cohérent avec l’approche par compétences où les tâches permettant d’évaluer le niveau 
de compétences des étudiants doivent être nouvelles et complexes. Ainsi, dans 
l’approche par compétences, plus l’activité pédagogique progresse, plus les tâches 
doivent demander aux étudiants de chercher diverses solutions et d’en déterminer les 
mérites. Vu la complexité de ces tâches, les solutions des étudiants supposent des 
différences, ce qui n’est pas le cas de l’examen écrit. Il est possible de poser deux 
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hypothèses sur la prévalence de ce type d’examen : la première, plus générale, est le 
faible niveau de formation des enseignants en évaluation des apprentissages et la 
seconde, plus spécifique, est la facilité à utiliser cette modalité dans les contraintes 
d’organisation et de temps. Selon la première hypothèse, les enseignants utiliseraient 
l’examen écrit, car il constitue une modalité qu’ils connaissent bien. Cela rejoint les 
conclusions de Romainville (2006) sur l’impact de la tradition. Selon la seconde 
hypothèse, les enseignants utiliseraient ce type d’examen puisqu’il est facile à intégrer 
dans le calendrier, et ce, autant lors des séances habituelles (intra) que lors de la fin de 
session où l’horaire du trimestre est suspendu et remplacé par des plages de trois 
heures. Qui plus est, ce genre d’examen est souvent corrigé par des auxiliaires 
d’enseignement, ce qui permet aux enseignants de se consacrer à d’autres activités. Sur 
ce plan, le programme Gamma n’est pas très différent des autres, puisque les 
répondants de ce programme utilisent aussi l’examen écrit pour conclure les périodes 
de deux semaines des problématiques ainsi que chacun des trimestres. Chez les 
répondants de ce programme, il s’agit de la seule modalité individuelle d’évaluation 
des apprentissages. Ces deux hypothèses ne sont pas exclusives et d’autres recherches 
permettraient de mieux comprendre la grande utilisation de cette modalité. 
Des programmes incluent formellement des projets de conception. Dans le 
programme Delta, durant les cinq premiers trimestres, des projets d’intégration sont 
associés à des activités pédagogiques utilisant la leçon magistrale. Ces projets sont 
remplacés par un projet de plus grande ampleur, soit un projet de conception, se 
terminant au huitième trimestre. Dans le programme Gamma, chaque séquence de deux 
semaines mène à une mise en œuvre d’une solution à une problématique et un projet 
de conception est réalisé en parallèle durant tout le trimestre (cas Gamma_03). Tous 
ces projets sont souvent complexes et demandent aux étudiants de réaliser une tâche 
nouvelle sur une période de temps plus longue qu’une seule séance. Ils sont donc plus 
cohérents avec l’approche par compétences privilégiée par ces deux programmes. 
Selon ce que nous avons vu chez les répondants, le poids de ces projets dans 
l’évaluation des apprentissages reste toutefois plus faible que celui des examens. 
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D’ailleurs, selon le répondant Delta_02, les projets d’intégration n’ont pas d’influence 
sur les notes des étudiants, sauf exception. D’après les répondants, cette influence est 
limitée par le fait que ces projets sont réalisés en équipe, ce qui rend difficile la 
détermination de la valeur de la contribution de chaque étudiant. Une exception 
majeure est le projet de conception sous la responsabilité de l’enseignant Delta_01 qui 
suit chaque membre de l’équipe individuellement, de même que les réunions d’équipe 
et la progression du projet. Dans cette activité pédagogique, il n’y a pas de leçons 
magistrales et l’ensemble du temps est consacré à la réalisation du projet. 
Ainsi, en examinant les cas présentés dans les entrevues, il appert qu’un 
programme qui s’appuie sur un fonctionnement différent du fonctionnement 
traditionnel a certaines de ses modalités d’évaluation qui diffèrent aussi (comme c’est 
le cas des programmes Gamma et Delta). Ces différences apparaissent déjà dans les 
réponses au questionnaire (tableau 31) et elles se révèlent dans les entrevues au cours 
desquelles deux des enseignants ont notamment déclaré utiliser l’observation directe 
dans l’évaluation. Pour le reste, les examens écrits et les rapports ont une place très 
importante dans l’évaluation, et ce, dans tous les programmes. L’influence du 
paradigme ne peut donc pas expliquer à elle seule les choix des enseignants en matière 
d’évaluation des apprentissages. 
3. 
Le cadre conceptuel présenté au chapitre 2 conceptualise l’évaluation des 
apprentissages comme un processus. Nous avons présenté des propositions de 
processus tirées de différents écrits en vue d’appuyer cette manière de concevoir 
l’évaluation et nous avons aussi présenté la vision de Kane de la validation, laquelle 
décrit la validité (qualité fondamentale de l’évaluation des apprentissages) comme un 
processus continu de cueillette de preuves et de détermination de la valeur du processus 
et des inférences. À la fin du chapitre 2, nous avons finalement présenté une proposition 
nouvelle de démarche d’évaluation des apprentissages au postsecondaire afin de 
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concrétiser et d’organiser les actes liés à l’évaluation des apprentissages dans la 
formation universitaire des ingénieurs. Dans la prochaine section, nous traiterons 
spécifiquement de la question de la validation, mais pour le moment, nous nous 
arrêtons sur la pertinence d’une démarche d’évaluation explicite. 
Les enseignants rencontrés lors des entrevues semi-dirigées ne conçoivent pas 
l’évaluation des apprentissages comme un processus. Ils la voient plutôt comme un 
ensemble de tâches séparées ayant chacune une fonction précise. Cela ne nous a pas 
empêché de catégoriser les pratiques déclarées dans les différentes étapes de la 
démarche, qui se voulait d’abord un outil de recherche. La démarche que nous avons 
proposée remplit donc sa fonction dans la présente recherche. En effet, cette démarche 
se voulait exhaustive afin de cataloguer chacun des actes des enseignants en matière 
d’évaluation des apprentissages. À part la question du plagiat, qui n’est pas 
explicitement intégrée à la démarche proposée, toutes les autres pratiques ont pu être 
catégorisées et analysées. Pour certaines étapes de la démarche, importantes lors de son 
élaboration théorique, aucune pratique n’a été recensée chez les répondants. D’autres 
étapes de la démarche, quant à elles, occupent beaucoup de place, et ce, chez tous les 
répondants. Dans les prochaines sous-sections, nous décrivons les étapes selon leur 
importance pour les répondants. 
3.1 Les étapes primordiales de la démarche pour les répondants 
Lorsque les répondants décrivent leurs pratiques d’évaluation, ils accordent 
beaucoup de temps à la planification spécifique (étape 2B), à la création (étape 3A) et 
à l’administration des tâches (étape 3B) ainsi qu’à l’interprétation (étape 4) et à 
l’attribution des notes (étape 7B). Dans les mots des répondants, l’évaluation consiste 
principalement à (1) déterminer les modalités d’évaluation et leur poids, (2) créer les 
examens ou les consignes, (3) déterminer les paramètres de la réalisation des tâches, 
(4) surveiller les tâches et (5) corriger et compiler les scores obtenus en une note sur 
100, puis en une note pour le relevé de notes. Dans le cas de la surveillance et de 
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l’interprétation, les répondants font parfois appel à des auxiliaires d’enseignement, 
mais ils demeurent responsables de leur travail. 
En ce qui a trait à l’étape de la rétroaction aux apprenants (étape 7A), elle varie 
en fonction du répondant, de la personne faisant l’interprétation, de la tâche et du 
moment de la tâche. En effet, la rétroaction se fait principalement par écrit et il n’est 
pas toujours possible de la transmettre aux étudiants, surtout vers la fin de la session. 
Dans le programme Gamma, il existe une période spécifiquement prévue pour que les 
étudiants consultent leurs travaux, mais ils n’y sont pas obligés et peu y participent. 
3.2 Les étapes négligées de la démarche pour les répondants 
Aucun répondant n’a déclaré de pratiques pouvant être classées dans l’étape 
du jugement de la justesse et de la pertinence des données (étape 5). Concrètement, 
cela signifie que les répondants prennent les résultats de l’interprétation tels quels sans 
en faire une analyse précise. Le manque de formation des enseignants en mesure et 
évaluation explique peut-être l’absence de pratiques associées à cette étape. Plusieurs 
répondants ont signalé qu’ils ne sont pas toujours convaincus que la tâche choisie 
permette de bien connaitre le niveau des étudiants et considère cela comme une limite 
normale du processus.  
L’étape de la prise de décisions (étape 6) n’est pas réalisée, du moins pas de 
la façon dont elle a été décrite au chapitre 2. Il appert que les répondants ne perçoivent 
pas l’établissement du jugement comme une action demandant une décision. Cela 
explique que, dans la plupart des entrevues, l’interprétation devient de facto le 
jugement, puisque les résultats de l’interprétation sont directement compilés en une 
note sur 100 qui respecte le poids des différentes tâches. Cette note est globale et n’est 
pas divisée par objectifs ou par cibles de formation. Cela rejoint le constat de Weiss 
(1994 dans Lafortune, 2007) qui montrent que la croyance que seule l’évaluation 
utilisant des mesures est juste et équitable, et ce, malgré des études démontrant le 
contraire. Cela était d’ailleurs une des caractéristiques de l’évaluation des 
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apprentissages au postsecondaire identifiées au chapitre 1 d’après les constats de 
Romainville (2006). 
Pourtant, en évaluation, le jugement est une action en soi qui doit être 
accomplie seulement après que l’enseignant s’est assuré que les tâches et leur 
administration se sont déroulées correctement. Cela est d’autant plus intéressant que 
plusieurs répondants au questionnaire ont déclaré utiliser un auxiliaire d’enseignement 
pour corriger en tout ou en partie les travaux des étudiants. Cela ajoute une autre source 
de questionnement sur la valeur des jugements obtenus, puisqu’ils découlent 
directement de l’interprétation et que celle-ci est faite par une personne ayant une 
expertise possiblement moindre que celle de l’enseignant. 
 Pour la plupart des enseignants rencontrés en entrevue, il existe cependant un 
moment où ils prennent une décision, soit lors de l’attribution de la note. La faculté 
ciblée par notre recherche propose aux enseignants deux façons de faire le passage 
d’une note en pourcentage à une note en lettre allant au bulletin. Toutefois, cette faculté 
n’oblige pas ses enseignants à utiliser l’une ou l’autre de ces façons. Selon les résultats 
au questionnaire (présentés au chapitre 4), la méthode la plus utilisée est celle à cote 
fixe (78,7 % des enseignants affirment l’utiliser toujours ou souvent) par opposition à 
la méthode à cote variable (41,8 % des enseignants affirment l’utiliser toujours ou 
souvent). Ces réponses cachent néanmoins des pratiques plus complexes. Il existe en 
effet une contradiction entre les données du questionnaire et celles des entrevues, 
puisque selon les cas recensés au chapitre 5, aucun des enseignants n’utilisait 
strictement l’une de ces deux méthodes dans le cadre de son activité pédagogique. Par 
exemple, du côté des enseignants rencontrés en entrevue, le passage de la note sur 100 
à la note en lettre pour le relevé de notes se fait pour chacun selon un système 
personnalisé développé grâce à l’expérience. Ce système permet à l’enseignant 
d’ajuster l’attribution des notes en lettres aux résultats réels des étudiants. Les 
enseignants ont accepté de nous expliquer leur façon de procéder, mais nous croyons 
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que ce système n’est pas documenté. Ce qui est certain, c’est qu’il ne figure pas dans 
les plans de cours.  
Cette dernière conclusion ne concerne pas les enseignants du programme 
Gamma, puisque dans leur cas, l’attribution de la note au relevé de notes se fait en 
dehors des activités pédagogiques, soit au niveau du programme. Les enseignants 
rencontrés n’ont donc pas de rôle dans l’attribution de la note des étudiants dans le 
cadre de leur activité pédagogique. Par conséquent, nous ne détenons pas d’information 
sur le sujet, mais nous savons cependant que pour une activité pédagogique spécifique, 
l’enseignant doit séparer les résultats accumulés par chacun des étudiants pour chacun 
des éléments de compétences associées à l’activité pédagogique. 
Nous avons cherché à comprendre pourquoi les enseignants n’exercent pas 
leur jugement lors de l’évaluation. L’une des explications possibles est que plusieurs 
considèrent que l’évaluation devrait être « objective », c’est-à-dire exempte de 
l’opinion de l’enseignant. Il existe des méthodes pour y arriver, mais elles exigent un 
certain investissement de la part des enseignants. Si les enseignants remettaient une 
note par objectif ou par cible plutôt qu’une note globale pour l’ensemble de l’activité 
pédagogique, cela permettrait de mieux documenter certains aspects de l’évaluation 
tels que la planification générale et la planification spécifique. 
L’étape de l’amélioration continue (étape 8) est aussi absente de la démarche 
d’évaluation des répondants. Elle sera traitée dans la section suivante en même temps 
que la validation. 
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4. 
Lors de la présente recherche, nous avons constaté que les théories touchant à 
la validité et à la validation proposées dans les différents ouvrages ne sont que très peu 
connues des répondants. Cependant, nous avions l’intuition que les enseignants 
s’appuyaient sur une logique sous-tendant l’évaluation des apprentissages et que cette 
logique nous était seulement inconnue. C’est pourquoi nous avons beaucoup investi, 
au chapitre 2, dans une compréhension de la validité en vue de la reconnaitre dans les 
réponses, et ce, même si les personnes rencontrées n’utilisent pas le vocabulaire qui lui 
est associé. Après avoir analysé les réponses des participants, il semble que les 
enseignants n’ont pas de démarche clairement définie qui organisait leurs pratiques 
d’évaluation. En effet, bien que les enseignants rencontrés soient bien intentionnés et 
expérimentés, leur pratique en matière d’évaluation des apprentissages ne vise pas à 
porter des jugements de qualité, incluant la question de la validité. Et selon Downing 
(2003), la validité est la qualité sine qua non de l’évaluation sans laquelle « l’évaluation 
n’a que peu ou n’a pas de sens.188 » (p. 830) ; la validité réfère aux preuves qui 
permettent « d’appuyer ou de réfuter le sens ou l’interprétation189 » (Ibid.) des résultats 
de la démarche d’évaluation. 
Tel qu’expliqué au chapitre 2, la validation est, selon Kane, un processus 
continu de vérification de la qualité des inférences et, selon Mislevy, la qualité des 
inférences est limitée par le maillon le plus faible de la démarche d’évaluation. La 
validation demande donc deux choses : une collecte de preuves à chacune des étapes 
de la démarche évaluative et un processus d’amélioration continue. L’amélioration 
continue est aussi intégrée à la démarche d’évaluation présentée au chapitre 2, mais 
étant donné son importance dans le processus de validation, nous choisissons d’en 
                                                 
188 Traduction libre de assessment […] have little or no intrinsic meaning. 
189 Traduction libre de to support or refute the meaning or interpretation. 
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discuter dans la présente section, suite à la discussion de la collecte de données chez 
les répondants. 
4.1 La collecte de preuves de la qualité de l’évaluation des apprentissages 
La collecte de preuves est donc essentielle afin d’appuyer (ou non) les 
inférences faites à partir de la démarche d’évaluation. Cela inclut évidemment le 
processus central de la démarche, soit les données issues de la collecte de données des 
étudiants, mais aussi des preuves touchant au contexte, à l’interprétation, à l’utilisation 
des données, à la justesse et à la pertinence des données et à la qualité des inférences. 
Si l’on respecte la proposition de Messick (1989), il faut aussi des preuves sur les 
conséquences de l’évaluation, soit les différents impacts sur les étudiants et sur les 
programmes de formation de l’évaluation des apprentissages. 
Après avoir complété la présente recherche, il appert que peu de collectes de 
preuves sont faites pour déterminer la qualité des inférences. Déjà, à la section 
précédente, nous avons souligné que les étapes du jugement de la justesse et de la 
pertinence des données et de la prise de décisions étaient négligées, alors qu’elles 
servent à mettre de l’avant l’importance de la qualité des jugements.  
L’absence de collecte de preuves se voit aussi par l’absence de consultation 
des collègues, et ce, autant lors de la création tes tâches que lors de l’interprétation. La 
démarche est complétée seule, si l’on exclut l’apport des auxiliaires d’enseignement. 
D’ailleurs, la supervision du travail de ceux-ci est très variable, à savoir qu’elle n’est 
pas la même d’un répondant à l’autre. Cela est une source de questionnement pour 
nous, surtout qu’un répondant a déclaré que lorsqu’il s’occupe de l’interprétation, il a 
tendance à le faire différemment de son auxiliaire d’enseignement. (Enseignant 
Alpha_01) 
Downing, en 2006, signalait la recrudescence du terme face validity ou 
validité apparente dans la revue Medical Education. La validité apparente pourrait être 
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présente lorsque l’impression de validité est suffisante. Downing souligne que l’entrée 
de ce terme dans les écrits scientifiques est un terrain glissant puisque, par définition, 
la validité ne peut jamais être assumée par défaut, mais doit être démontrée. Nous 
croyons que les enseignants rencontrés utilisent, inconsciemment, cette idée de validité 
apparente : puisqu’ils réalisent l’évaluation des apprentissages avec sérieux, les 
résultats de celles-ci doivent donc être suffisamment appuyés, malgré l’absence de 
preuves concrètes. 
4.2 L’amélioration continue 
Les données regroupées dans les chapitres 4 et 5 sous l’étiquette 
« amélioration continue » constituent l’un des aspects associés à une conception de 
l’évaluation en tant que processus. Le questionnaire n’abordait pas directement cet 
aspect, contrairement aux entrevues semi-dirigées. Nous n’entendons pas par 
« amélioration continue » la capacité de l’étudiant à apprendre de ses erreurs. Nous 
parlons plutôt de la capacité de l’enseignant à déterminer les forces et les faiblesses de 
l’évaluation des apprentissages dans les activités pédagogiques dont il est responsable 
et à lui apporter les améliorations nécessaires à court ou à moyen terme. La chaine de 
preuves de Mislevy (p. 116) suggère de recueillir des données sur les performances des 
étudiants, mais aussi sur la tâche servant à l’évaluation. C’est de ce deuxième élément 
dont il est question ici. 
Lors de chacune des entrevues, nous avons questionné les enseignants sur les 
éléments touchant l’amélioration continue. Bien que certains répondants s’intéressent 
au bon déroulement des activités, cela reste informel. En effet, les enseignants 
rencontrés n’utilisent pas de méthode ou d’instrument pour recueillir des preuves des 
forces et les faiblesses de leur évaluation des apprentissages comme des journaux de 
bord ou l’analyse post-hoc des questions ou des réponses. Ainsi, il appert qu’il n’y a 
pas de processus concret et systématique d’amélioration continue. 
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La vision segmentée des enseignants de l’évaluation s’explique, entre autres, 
par l’impact du paradigme traditionnel, qui conçoit l’évaluation des apprentissages 
comme des tâches segmentées. Cette explication n’est toutefois pas suffisante, puisque 
même dans le paradigme traditionnel, l’évaluation des apprentissages est un processus. 
Une autre explication de cette vision segmentée est peut-être le manque de temps 
(perçu ou réel) des enseignants, car plusieurs des éléments de la démarche évaluative 
demandent un temps supplémentaire en comparaison de ceux des modalités actuelles. 
4.3 Pourquoi les répondants évaluent-ils? 
Ainsi, en additionnant l’ensemble de ces éléments, il appert que la validité des 
jugements ne semble pas être la principale visée de l’évaluation des apprentissages 
pour les répondants. Pourtant, l’importance de la collecte de preuves n’est pas unique 
aux nouvelles approches pédagogiques, il est le même dans chacun des trois 
paradigmes. Comme Laurier et al. (2005) l’écrivent, la démarche d’évaluation est 
neutre et ne change pas en fonction des approches pédagogiques. Les résultats de notre 
recherche nous conduisent à une question importante : Pourquoi les répondants 
évaluent-ils ? 
En effet, si contrairement à Downing, les répondants n’accordent pas la même 
importance à la validation, pourquoi évaluent-ils? L’un des commentaires les plus 
éclairants sur le rôle de l’évaluation des apprentissages provient de l’enseignant 
Delta_02 qui, lorsqu’on lui demande quelle est la fonction de l’évaluation des 
apprentissages, répond : « à les faire travailler. » Cette réponse, bien qu’unique à ce 
répondant, pourrait expliquer plusieurs pratiques et, surtout, elle libère l’enseignant du 
fardeau de la qualité des jugements, de la collecte de preuves et de l’étape de la 
détermination de la justesse et de la pertinence des données. Howe et Ménard (1994) 
arrivaient à une conclusion semblable dans le contexte du collégial où les enseignants 
percevaient l’évaluation comme une source de motivation et 42% des enseignants 
accordaient parfois une augmentation de la note dans l’activité pédagogique à cause de 
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la motivation perçue d’un étudiant, diminuant ainsi la force du lien entre la note et le 
niveau de l’étudiant par l’ajout d’un élément extérieur (la motivation perçue).  
Chez les répondants, le succès de l’évaluation des apprentissages ne se mesure 
donc pas par la justesse des jugements que l’on porte sur le niveau de chaque étudiant. 
Ce succès repose plutôt sur le fait que les étudiants se mettent au travail et que ce 
travail, guidé par les consignes et les modalités d’évaluation, mène à l’apprentissage.  
Le grand avantage de cette explication est qu’elle rend cohérente la vision 
segmentée de l’évaluation des apprentissages décrite à la section 2 du présent chapitre. 
Les étapes de la démarche auxquelles les enseignants accordent le plus d’importance 
sont la création des tâches, leur administration, l’interprétation, la rétroaction et 
l’attribution de note au bulletin. Toutes ces étapes sont des moments d’interactions avec 
les étudiants et ne peuvent pas vraiment être occultées. La diffusion des résultats aux 
étudiants est une préoccupation importante pour les enseignants. D’ailleurs, cela dénote 
une approche béhavioriste selon laquelle on doit récompenser les étudiants qui agissent 
de façon conforme aux attentes et punir (par de mauvais résultats) ceux qui s’en 
écartent, et ce, nonobstant le processus de réalisation utilisé. Les raisons de ces écarts 
n’intéressent que très peu les enseignants, sauf dans le cas des travaux d’équipe où 
l’impact de mauvais résultats se fait sentir sur plusieurs étudiants. 
Dans une communication récente, nous avons tenté de répondre à la question : 
« La validité est-elle un concept utile en évaluation des apprentissages en classe? ». 
(Aubin, 2013). La réponse générale est oui, mais les enseignants ont souligné, lors des 
entrevues, que l’impact des notes obtenues est relativement faible dans le contexte de 
formation dans lequel ils évoluent. En effet, l’échec est rare et le marché du travail est 
facile d’accès, seules la diplomation et l’inscription à l’Ordre des ingénieurs du Québec 
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font la différence190. Cette réalité n’est pas la même dans plusieurs autres domaines de 
formation universitaire où l’importance de la qualité du relevé de notes est plus grande, 
particulièrement pour les professions exigeant une maitrise ou un doctorat.  
Cela complète la discussion alimentée par le cadre conceptuel présenté au 
chapitre 2. Dans les prochaines sections, nous présenterons d’abord des recherches qui 
pourraient compléter les travaux réalisés dans notre thèse, puis les limites de celle-ci.
5. 
L’apport scientifique de la présente thèse se décline sur trois plans : un apport 
conceptuel, un apport sur les pratiques d’évaluation des apprentissages dans la 
formation des ingénieurs et un apport sur les perceptions des d’enseignants en matière 
d’évaluation des apprentissages. Ces apports sont décrits en nous appuyant sur le thème 
de l’interrelation recherche-formation-pratique qui est au cœur du programme de 
doctorat en éducation de l’Université de Sherbrooke. Bien que l’apport scientifique 
touche les trois aspects, l’axe recherche-pratique occupe une place importante, et ce, à 
cause de la nature descriptive de la recherche. La figure 25 résume les apports 
scientifiques de la thèse. 
Dans notre contexte, la recherche réfère au domaine occupé par les chercheurs 
en mesure et évaluation des apprentissages, pratique réfère aux enseignants 
universitaires dans le domaine de la formation des ingénieurs (professeurs et chargés 
de cours) et la formation réfère à des activités pédagogiques permettant à des 
enseignants désirant se former pour mieux évaluer (comme celles offertes par le 
                                                 
190 Selon les documents officiels de l’institution, tous les programmes de cette faculté mènent à des 
emplois permanents à temps plein dans un temps relativement court. Dans certains de ces programmes, 
les taux de placements sont supérieurs à 95 % après 6 mois. 
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microprogramme de 3e cycle en pédagogie de l’enseignement supérieur de la Faculté 
d’éducation).  
Les apports les plus importants se situent autour de l’axe recherche-pratique. 
Cette recherche enrichit les données sur les caractéristiques de l’évaluation des 
apprentissages au postsecondaire en mettant en lumière certains éléments qui devraient 
être investigués davantage. La thèse ajoute aux connaissances sur les pratiques 
d’évaluation des apprentissages et aussi sur les perceptions des enseignants de 
l’évaluation des apprentissages, mais elle permet aussi à d’autres chercheurs de 
s’appuyer sur le cadre conceptuel. Ce cadre conceptuel permet en effet de caractériser 
et d’analyser des pratiques d’évaluation des apprentissages au postsecondaire en 
utilisant trois axes distincts : les paradigmes, la démarche évaluative et la validation. 
Aussi, les chercheurs pourront reprendre certains outils : le questionnaire à grande 
échelle, lequel pourrait être utilisé dans d’autres contextes afin de fournir de nouvelles 
données sur l’évaluation au postsecondaire et la démarche d’évaluation des 
apprentissages proposée pour le postsecondaire afin d’analyser des pratiques réalisées 
dans différents contextes et de documenter les caractéristiques de l’évaluation des 
apprentissages, et ce, selon plusieurs approches. 
Figure 25 -  Apports scientifiques de la thèse 
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La description de l’évaluation des apprentissages faite tout au long de la thèse 
vise aussi les enseignants. En effet, elle est une source de réflexion pour les praticiens 
de l’enseignement postsecondaire, soit les professeurs et les chargés de cours. Nous 
croyons qu’une meilleure connaissance des pratiques d’évaluation des apprentissages 
est un tremplin important pour discuter d’évaluation des apprentissages. Les praticiens 
trouveront donc une base de discussion sur les enjeux et les défis de l’évaluation des 
apprentissages. Certains enseignants pourraient se questionner sur leurs propres 
pratiques et voir l’évaluation des apprentissages comme une démarche organisée. 
Aussi, les enseignants au niveau postsecondaire trouveront dans cette 
recherche plusieurs éléments permettant d’améliorer leurs pratiques en matière 
d’évaluation des apprentissages. En plus de la présentation de plusieurs démarches, les 
enseignants y trouveront décrites les pratiques d’évaluation cohérentes avec plusieurs 
paradigmes utilisés au postsecondaire. La présente recherche propose aussi des façons 
d’interpréter et de juger de la justesse des données, et ce, même dans le contexte de la 
classe. Il est dommage que ces méthodes n’aient pas été retrouvées dans les pratiques 
des répondants, mais les annexes 5 et 6 offrent plusieurs outils que les enseignants 
peuvent reprendre. Enfin, les enseignants verront dans l’évaluation plus qu’un fardeau 
chronophage. En effet, l’évaluation est non seulement un outil servant à valider le 
niveau de connaissances et de compétences des étudiants, mais aussi un levier 
pédagogique important. Nous sommes conforté dans cette conviction par de 
nombreuses études sur les stratégies cognitives des étudiants qui montrent que 
l’utilisation d’évaluations faisant appel à des capacités cognitives plus complexes 
(selon la taxonomie de Bloom) amène plus d’étudiants à utiliser des stratégies d’études 
en profondeur (deep learning). Plusieurs auteurs dont Elton et Laurillard (dans Crooks, 
1988) affirment sans hésiter que les modalités d’évaluation influencent les étudiants. 
L’importance de cette influence est suffisamment grande pour modifier rapidement les 
pratiques des étudiants. Le choix des approches d’évaluation semble être 
particulièrement efficace à cet effet, menant Elton et Laurillard (1979) à conclure que 
peut-être « il y a là quelque chose qui s’approche d’une loi sur le comportement de 
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l’apprentissage pour les étudiants : nommément que la façon la plus rapide de changer 
un étudiant est de modifier le système d’évaluation. » (dans Crooks, 1988, p. 445)  
Dans les apports, nous avons identifié l’aspect de la formation comme plus 
périphérique. L’explication est simple : il n’existe pas de formations obligatoires pour 
les enseignants collégiaux et universitaires. Contrairement aux enseignants des niveaux 
primaires et secondaires qui doivent obtenir un brevet d’enseignement et, donc, avoir 
une formation incluant l’évaluation des apprentissages, les enseignants universitaires 
n’ont pas cette obligation. L’impact de la thèse sur la formation est donc plus diffus, 
mais il est réel. La thèse permet de mieux comprendre les caractéristiques de 
l’évaluation des apprentissages réalisée par des enseignants. Elle permet aussi de voir 
le poids important de la tradition, et ce, même dans des programmes innovants. Les 
formateurs (dans le cadre de microprogrammes ou d’activités de formation ad hoc) 
doivent s’assurer de parler d’évaluation des apprentissages non pas seulement en terme 
de tâches distinctes, mais comme d’un processus devant démontrer la valeur des 
inférences qu’il produit. En effet, il appert que l’utilisation de politiques ou de 
directives facultaires pour encadre l’évaluation est une approche qui a des limites. En 
effet, les répondants aux entrevues choisissent sciemment les politiques ou directives 
qu’ils appliquent et les façons de faire. Présenter l’évaluation des apprentissages 
comme un processus analogue à celui de la recherche scientifique (comme le fait 
Cizek) semble une avenue intéressante avec les enseignants du postsecondaire. Le 
manque de formation des enseignants universitaires en évaluation des apprentissages 
est une limite à l’amélioration des pratiques et la présente recherche fournit plusieurs 
arguments pour remédier à ce manque, du moins en partie. Finalement, devant la 
complexité des tâches associées à l’évaluation des apprentissages, les universités 
devraient inciter davantage sur des formations obligatoires en mesure et évaluation 
pour les enseignants. 
En somme, un meilleur portrait de l’évaluation des apprentissages devrait 
permettre aux divers intervenants de se questionner sur le pourquoi de l’évaluation (les 
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rôles et les fonctions) et sur le comment de l’évaluation (la démarche, les outils, les 
instruments, les politiques et les directives) en génie, mais également dans d’autres 
domaines de formation au postsecondaire. 
6. 
Selon l’état actuel de nos connaissances, la présente recherche est unique. Elle 
décrit les caractéristiques de l’évaluation des apprentissages dans le contexte de la 
formation des ingénieurs. Elle pose à la fois un regard quantitatif et qualitatif sur une 
réalité peu étudiée. Quoique les conclusions de notre recherche soient intéressantes, 
elles sont aussi limitées par certaines faiblesses liées aux différentes étapes de celle-ci, 
et ce, malgré les précautions qui y ont été prises pour respecter les règles de l’art. La 
présente section montre les forces et les limites devant apporter une prudence dans 
l’interprétation de ces conclusions. 
Une des forces associées à notre recherche est l’utilisation de deux méthodes 
complémentaires de collecte de données : le questionnaire et l’entrevue semi-dirigée. 
Cette complémentarité a permis à plusieurs endroits de préciser les réponses des 
répondants et aussi d’identifier certaines différences entre les réponses du 
questionnaire et celles lors entrevues. La méthode de sélection des participants aux 
entrevues visant la plus grande diversité de contexte permet de s’assurer que les 
ressemblances observées entre les répondants ne sont pas dues à des contextes 
d’enseignement identiques. Évidemment, le faible nombre d’enseignants ayant 
participé aux entrevues ne permet pas de ne pas généraliser les conclusions. 
Plusieurs limites de notre recherche sont associées à la validité interne. Une 
première limite concerne le nombre de répondants, soit 42, dans le cas du questionnaire 
à grande échelle, et 9, dans le cas des entrevues. Notre objectif initial de faire un 
inventaire complet est donc limité par le fait que ces répondants ne constituent, dans le 
cas du questionnaire, que 23 % des enseignants de la faculté ciblée. De plus, il s’agit 
d’un échantillon de convenance, soit des enseignants ayant accepté de répondre au 
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questionnaire. Notons que ce taux aurait été meilleur si nous avions fait une liste plus 
conservatrice des enseignants plutôt que de faire la recension la plus large possible des 
personnes ayant enseigné en 2011. En effet, plusieurs des personnes sur la liste 
n’avaient plus de lien d’emploi avec la Faculté, lorsque l’invitation pour le 
questionnaire a été envoyée (surtout des étudiants gradués tuteurs ou chargés de cours 
ayant terminé leurs études).  
En ce qui a trait aux entrevues semi-dirigées, le nombre de cas est un sous-
ensemble des répondants au questionnaire et ils ont été choisis afin d’obtenir une 
diversité de contextes la plus grande possible. Ces cas ne sont donc pas représentatifs 
de l’ensemble des enseignants.  
Toutefois, tel que le rapporte Yin (2009), l’exploration en profondeur 
que permet l’étude de cas offre des données riches et les conclusions 
tirées à partir d’une étude de cas multiples sont plus robustes qu’à 
partir d’une étude de cas simple. » (Bourget, 2013) 
La principale limite à la validité interne de la présente recherche est qu’elle 
s’appuie sur les pratiques déclarées des répondants. Autant dans le questionnaire que 
lors des entrevues, les répondants n’avaient pas à prouver leurs affirmations. 
Cependant, les enseignants interviewés devaient expliquer les différents éléments de 
leur plan de cours (ou guide d’APP) autour duquel était construit le plan de l’entrevue, 
ce qui a garanti un lien avec les pratiques réelles. Les enseignants en contexte 
universitaire regroupent des gens habiles avec les mots et dotés d’une bonne capacité 
à expliquer des concepts parfois complexes. Il est donc fort probable que les 
répondants, volontairement ou non, ont utilisé ces habiletés au moment de répondre 
aux questions concernant leurs pratiques d’évaluation des apprentissages. Cela pourrait 
expliquer certaines contradictions observées dans l’analyse des différentes sections du 
questionnaire en ligne. 
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Une autre limite associée à la validité interne est liée à la situation de mesure, 
puisque les répondants aux entrevues sont aussi des participants au questionnaire en 
ligne. Il est donc possible que ces répondants se soient souvenus de leurs réponses au 
questionnaire. Cependant, puisque les deux volets de notre recherche s’intéressent à 
des éléments différents, nous croyons que cette limite, bien que présente, n’est pas la 
plus importante. 
La fluctuation des instruments de collecte de données est aussi une autre limite 
associée à la validité interne. Cela concerne principalement les entrevues puisque 
plusieurs semaines se sont écoulées entre la première et la dernière. Durant cette 
période, le chercheur, qui a réalisé toutes les entrevues, pourrait avoir amélioré son 
rendement. L’utilisation de la même grille d’entrevue permet de diminuer cette limite. 
Une limite associée à la validité de construit présente dans notre recherche est 
« le biais expérimental lié aux attentes de l’expérimentateur » (Fortin, 2010, p. 327). 
Dans le contexte de la recherche, il est possible que la méthodologie élaborée pour 
recueillir les données ait amené certains répondants à offrir des réponses visant à plaire 
au chercheur. Par exemple, lors des entrevues semi-dirigées, il est possible qu’un 
répondant ait proposé une réponse qu’il croyait proche de celle attendue par le 
chercheur afin de ne pas lui déplaire. Dans le cadre de ces entrevues, le chercheur a 
donc pris le temps d’explorer les réponses des enseignants et de les comparer au plan 
de cours fourni avant l’entrevue, et ce, afin de diminuer cette possibilité. 
Quant à la validité externe, il est impossible de généraliser les résultats de 
notre recherche à d’autres milieux de formation. Bien que la formation des ingénieurs 
au Canada soit encadrée par Ingénieurs Canada, les institutions ont une très grande 
latitude dans l’offre de programmes de formation, dans la mesure où elles respectent 
certaines normes définies. Ainsi, les programmes de génie sont tous uniques et, de ce 
fait, les données recueillies dans la faculté ciblée ne peuvent se généraliser à tous les 
programmes de génie au Québec, au Canada ou en Amérique du Nord. D’autres 
374 
recherches seront nécessaires pour déterminer si le portrait dressé dans la présente 
recherche est représentatif de l’ensemble de la faculté ciblée ou d’autres facultés 
formant des ingénieurs. 
À plusieurs endroits dans la recherche, nous avons présenté des résultats 
séparés pour chacun des 4 programmes. Nous croyons que cela est représentatif de la 
réalité, car bien qu’ils cohabitent dans la même faculté, ces programmes sont assez 
différents les uns des autres. Cependant, et cela est une limite, nous avons dû parfois 
nous résoudre à présenter des données pour la faculté au complet, vu le petit nombre 
de répondants, obscurcissant ainsi les différences entre les programmes. 
Une dernière limite se rapporte au contexte du chercheur qui connait bien la 
faculté ciblée pour y avoir fait une partie de ses études de premier et de deuxième cycle. 
Bien que cela ait rendu possible la réalisation de cette recherche, cela réduit la distance 
entre le chercheur et le terrain servant à la recherche. Nous croyons avoir contrôlé cette 
limite en nous assurant d’expliquer aux répondants les objectifs de la recherche et le 
contexte afin de diminuer toute confusion possible. 
7. 
La présente recherche amène des données nouvelles sur l’évaluation des 
apprentissages au postsecondaire. Cependant, elle souligne aussi avec acuité 
l’importance de continuer à travailler sur cette question. Dans cette section, nous 
présentons quelques projets de recherche qui éclaireraient les zones d’ombre de notre 
thèse.  
D’après notre discussion et les hypothèses que nous avons émises, il est clair 
que nous ne connaissons pas les raisons qui expliquent les choix des enseignants en 
matière d’évaluation des apprentissages. Dans la présente recherche, nous nous 
sommes appuyé sur les pratiques déclarées des enseignants et il serait pertinent de leur 
ajouter des observations en classe et hors classe afin de compléter le portrait obtenu. 
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De plus, il serait intéressant d’étendre notre recherche à d’autres programmes de génie 
ou à d’autres programmes postsecondaires dans l’intention d’augmenter notre 
connaissance des pratiques. 
Nous avons également traité de la cohérence de l’évaluation des 
apprentissages avec les paradigmes choisis par les programmes, mais nous n’avons pas 
analysé les pratiques pédagogiques dans les programmes afin de déterminer la 
cohérence entre ce qui est annoncé par les programmes et la réalité. Nous croyons que 
se trouve là une piste intéressante de recherche. 
Finalement, il serait intéressant de regarder aussi les pratiques des étudiants 
selon les choix d’évaluation des apprentissages. Crooks (1988) a fait un travail de méta 
synthèse sur ce thème en examinant comment les choix en matière d’évaluation 
influencent les stratégies d’apprentissage utilisées par les étudiants. Cela permettrait de 
mieux comprendre les forces et les limites d’utiliser l’évaluation comme source de 
motivation. 
Le peu de connaissances sur l’évaluation des apprentissages en contexte 
universitaire décrit par Romainville et confirmé par la recension d’écrits sur 
l’évaluation des apprentissages dans la formation universitaire des ingénieurs présentée 
au chapitre 1 permettent de mieux comprendre que ce champ doit être investi 
davantage. Cette méconnaissance de la réalité de l’évaluation des apprentissages au 
postsecondaire, et ce, malgré l’omniprésence de celle-ci au postsecondaire, permet 
d’envisager de nombreuses recherches. 
Plusieurs questions demeurent sur les pratiques et la qualité de l’évaluation des 
apprentissages. La présente thèse n’est qu’une infime goutte d’eau. 
 
  CONCLUSION 
La présente recherche vise à mieux connaitre les caractéristiques de 
l’évaluation des apprentissages dans une faculté de génie. Dès le départ, il était clair 
que nous ne voulions pas imposer une lunette d’observation, mais bien tenter de dresser 
le portrait de l’évaluation telle qu’elle se vit dans une faculté de génie. Nous avions 
l’intuition que, bien que tous les jours, dans toutes les facultés et écoles d’ingénieur du 
monde, des activités servant à l’évaluation des apprentissages se réalisent, il n’existait 
que peu d’informations sur son déroulement.  
Au chapitre 1, cette intuition de départ est explorée, d’abord pour le niveau 
postsecondaire en général, puis pour le contexte plus spécifique de la formation 
universitaire des ingénieurs. Pour Romainville (2006), il appert que nous ne 
connaissons pas les caractéristiques de l’évaluation des apprentissages en contexte 
universitaire et que les pratiques actuelles présentent un « manque de validité ». (p.34) 
Dans ce même ouvrage, Romainville recense les études exhaustives qui existent sur 
l’évaluation des apprentissages dans le contexte universitaire et cite comme seule étude 
celle de Blais et al. (1997) que nous avons donc reprise. L’étude de Blais et al. (1997) 
propose de décrire les caractéristiques de l’évaluation des apprentissages dans une 
université québécoise en utilisant, entre autres, un questionnaire auquel 643 
enseignants ont répondu. À partir des réponses à ce questionnaire, Blais et al. proposent 
un certain nombre de caractéristiques que nous avons inventoriées : des instruments 
d’évaluation des apprentissages faits par les enseignants, un transfert de la liberté 
académique aux tâches d’évaluation des apprentissages, un éventail d’instruments 
limités et une confusion chez les enseignants entre la correction et l’évaluation des 
apprentissages. En plus de ces caractéristiques, s’ajoute celle d’un faible taux d’échec 
dans les activités pédagogiques universitaires en Amérique du Nord. De ces constats 
généraux, le chapitre 1 décrit ensuite le contexte de la formation des ingénieurs qui, 
bien que s’inscrivant dans le contexte universitaire, possède certaines particularités. 
Parmi celles-ci, l’utilisation fréquente de projets longs et du travail d’équipe ressortent 
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rapidement de la recension dans le contexte de la formation des ingénieurs. La 
recension exhaustive de textes traitant de l’évaluation des apprentissages dans le 
contexte de la formation des ingénieurs n’a pas permis de trouver une recherche 
analogue à celle réalisée ici. Le texte s’approchant le plus est celui de Rompelman 
(2000) qui décrit les conséquences du changement paradigmatique dans le domaine de 
la formation des ingénieurs, partant d’un paradigme où les connaissances prennent 
beaucoup de place pour un paradigme où la compréhension et la résolution de 
problèmes sont centrales. Le reste de la recension permet de documenter plusieurs 
innovations faites par des enseignants dans le cadre d’activités pédagogiques, mais ne 
permet pas de nous aider à déterminer si les caractéristiques de l’évaluation dans le 
contexte du génie diffèrent de celles identifiées au début du chapitre ou si l’évaluation 
des apprentissages en génie est aussi affectée par un « manque de validité ». Devant ce 
constat, la pertinence de la présente recherche se voit aisément : quelles sont donc les 
caractéristiques de l’évaluation des apprentissages dans une faculté de génie? 
Le chapitre 2 présente le cadre conceptuel. Ce cadre est une mosaïque qui 
cherche à allier des conceptions provenances diverses en un tout cohérent. Le cadre 
conceptuel doit permettre de reconnaitre les caractéristiques de l’évaluation, et ce, dans 
divers contextes. Afin d’identifier et de caractériser des pratiques d’évaluation des 
apprentissages, nous avons retenu trois axes distincts pour le cadre conceptuel : celui 
des paradigmes fréquemment observés dans le contexte postsecondaire, l’évaluation 
des apprentissages comme une démarche évaluative et finalement, l’apport de la 
validation pour déterminer la qualité des inférences faites. Il existe de nombreux 
ouvrages sur les paradigmes et sur la validation, cependant, il est rare de les voir décrits 
dans le même ouvrage, ce que nous avons tenté de faire ici. Pour intégrer les apports 
des différents paradigmes à ceux de la validation, nous avons conçu une démarche 
évaluative spécifique pour le contexte de l’enseignement postsecondaire. Cette 
démarche, en 8 étapes, permet de décrire différentes pratiques selon le paradigme sous-
tendant l’évaluation des apprentissages et permet aussi de documenter, pour chacune 
des étapes de déterminer quelles sont les preuves de validité associée à chacune des 
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étapes. Pour Kane (2006), lors de la validation il importe de recueillir des preuves qui 
appuient les inférences faites, mais de recueillir aussi les preuves les questionnant. 
L’utilisation du principe de la chaine de preuves proposée par Mislevy permet 
d’intégrer à l’intérieur de la démarche évaluative la question de la qualité des jugements 
faits. Le cadre conceptuel permet donc d’atteindre les deux objectifs spécifiques de 
recherche, soit 1) réaliser un inventaire des caractéristiques des pratiques d’évaluation 
des apprentissages des professeurs et des chargés de cours dans une faculté de génie et 
2) analyser des pratiques déclarées d'évaluation des apprentissages au regard des 
différentes étapes de la démarche évaluative. 
Au chapitre 3, la méthodologie de la recherche est présentée. Elle s’appuie sur 
une approche pragmatique et utilise des méthodes mixtes pour atteindre les objectifs 
de la recherche. Dans le cadre de la recherche, nous avons retenu une faculté qui offre 
plusieurs programmes de formation des ingénieurs s’inscrivent dans des paradigmes 
différents. Afin de recueillir des données sur les pratiques, deux instruments de collecte 
sont utilisés : un questionnaire en ligne envoyé à l’ensemble des professeurs de la 
faculté ciblée et des entrevues semi-dirigées auprès de quelques enseignants choisis 
afin d’obtenir la plus grande diversité de contextes. Le questionnaire utilisé s’appuie 
sur celui de Blais et al. (1997), il a été modifié pour être administré en ligne et deux 
sections ont été ajoutées afin de tenir compte des particularités de la formation des 
ingénieurs identifiées au chapitre 1. L’entrevue individuelle, d’une durée moyenne de 
65 minutes, utilise un guide s’appuyant sur la démarche évaluative et le concept de 
chaine de preuves. Pour chacune des étapes de la démarche, l’enseignant devait décrire 
ses pratiques en détail. Dans les deux cas, les données recueillies sont des pratiques 
déclarées. 
Le chapitre 4 présente les réponses des 42 enseignants ayant rempli le 
questionnaire en ligne. Ces répondants proviennent des quatre programmes de la 
faculté ciblée et ils ont répondu à 171 items répartis en 14 sections. Les données 
recueillies permettent de déterminer certaines caractéristiques des pratiques chez les 
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répondants. Il appert que les quatre modalités pédagogiques les plus fréquentes dans 
les activités pédagogiques décrites par les répondants sont l’exposé magistral, le travail 
en équipe, le travail individuel, les laboratoires et les projets réalisés par les étudiants. 
Une exception notable cependant pour le programme Gamma qui utilise le tutorat 
comme modalité principale, et ce, à cause de son programme utilisant l’APP. Dans tous 
les programmes, la modalité d’évaluation la plus commune est l’examen final écrit qui 
est aussi la modalité à laquelle les répondants accordent le plus de poids. Ces examens 
utilisent très souvent des questions demandant aux étudiants de solutionner un 
problème analogue à ceux travaillés en classe ou lors de périodes d’exercice. Ces 
examens sont fabriqués par l’enseignant, mais l’interprétation est souvent laissée à des 
auxiliaires d’enseignement. Les résultats confirment que le travail d’équipe est 
fréquemment utilisé puisqu’il est présent dans plus de 85 % des activités pédagogiques 
et que lorsqu’il est utilisé, il a une influence sur la note de l’étudiant à l’activité 
pédagogique. La présence de projets longs est aussi confirmée par la moitié des 
répondants. Un projet long doit durer au moins 7 semaines et s’étend parfois sur 4 
trimestres (16 mois). Ces projets sont parfois intégrés à des activités pédagogiques, 
mais ils sont parfois une activité pédagogique en eux-mêmes. En plus des aspects de 
conception, ces projets visent différents thèmes dont l’apprentissage du travail en 
équipe, la créativité, des aspects financiers ou éthiques. Dans ces projets, l’évaluation 
par les pairs est utilisée, souvent en vue de distinguer la contribution de chacun des 
membres de l’équipe. Selon les réponses aux énoncés sur leurs pratiques d’évaluation 
des apprentissages, trois constats ressortent : l’importance du produit vis-à-vis de 
l’importance du processus, l’importance de l’influence du paradigme traditionnel et 
l’évaluation est un processus solitaire. Le questionnaire permet aussi de connaitre les 
perceptions des enseignants sur l’évaluation des apprentissages. Ici aussi, nous 
observons une grande similitude entre les réponses des enseignants. Pour la presque 
totalité des enseignants, l’évaluation est un levier et ils affirment que sans celle-ci, les 
étudiants seraient moins portés à travailler. Finalement, la dernière section du 
questionnaire porte sur les différentes politiques encadrant l’évaluation dans la faculté 
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ciblée. Les enseignants semblent privilégier l’utilisation d’examens écrits, et ce, même 
si la faculté permet d’autres modalités. 
Le chapitre 5 rapporte les propos recueillis lors des entrevues semi-dirigés 
avec des enseignants choisis pour la diversité dans leurs pratiques d’évaluation des 
apprentissages. Les cas présentés ne sont pas représentatifs, mais permettent d’observer 
différentes réalités, et ce, à l’intérieur de la même faculté. Les enseignants des 
programmes Alpha et Bêta fonctionnent dans des programmes utilisant une structure 
traditionnelle. Ils ont une très grande liberté dans leurs pratiques, incluant l’évaluation 
des apprentissages. Cela permet à certains enseignants d’utiliser des modalités 
différentes (comme l’examen oral) sans d’autres contraintes qu’organisationnelles. Les 
enseignants dans le programme Gamma ont, au contraire, une liberté beaucoup moins 
grande. Ils doivent fonctionner à l’intérieur de nombreuses contraintes liées au 
fonctionnement particulier de ce programme. Bien que le programme Gamma soit très 
innovant et cherche à développer des capacités complexes chez les étudiants, l’analyse 
des entrevues avec les enseignants montre que l’évaluation des apprentissages s’appuie 
sur des modalités associées au paradigme traditionnel. D’autres enseignants ont aussi 
décrit l’évaluation des apprentissages dans un projet long réalisé en parallèle avec des 
activités pédagogiques par les étudiants. Finalement, deux enseignants du programme 
Delta ont décrit les façons de faire l’évaluation des apprentissages dans ce programme 
qui est un hybride entre les programmes Alpha et Bêta et le programme Gamma. 
L’introduction de projets d’intégration et de conception tout au long du cheminement 
demande des modalités d’évaluation particulières. Un enseignant conclut son entrevue 
en expliquant qu’il se sert de l’évaluation pour faire travailler les étudiants, apportant 
un élément intéressant à l’analyse des pratiques d’évaluation des apprentissages.  
Le chapitre 6 lie le cadre conceptuel et les résultats recueillis dans les chapitres 
4 et 5 tout en posant les limites de la recherche. Trois éléments sont discutés : 
l’influence des différents paradigmes sur les pratiques d’évaluation des apprentissages, 
la présence ou l’absence de pratiques d’évaluation des apprentissages associées à 
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chacune des étapes de la démarche évaluative et, finalement, la place de la validation 
dans les pratiques d’évaluation des apprentissages. Selon nous, l’influence du 
paradigme traditionnel est très importante et cela est vrai dans l’ensemble des 
programmes. L’exception se situe dans les projets longs de conception où les 
répondants s’intéressent au processus de conception en plus du produit et utilise des 
modalités d’évaluation comme les entrevues. Ensuite, en analysant les pratiques des 
enseignants, il appert que certaines étapes de la démarche évaluative prennent 
beaucoup de place alors que d’autres sont occultés. Parmi les étapes importantes pour 
les répondants planification spécifique (étape 2B), à la création (étape 3A) et à 
l’administration (étape 3B) des tâches ainsi qu’à l’interprétation (étape 4) et à 
l’attribution des notes (étape 7B). Parmi les étapes occultées se trouvent le jugement 
de la justesse et de la pertinence des données (étape 5) et l’étape de la prise de décision 
(étape 6). Une des explications possibles à l’absence de pratiques associées à ces étapes 
est que plusieurs répondants considèrent que l’évaluation devrait être « objective », 
c’est-à-dire exempte de l’opinion de l’enseignant et le calcul d’une moyenne pondérée 
permet d’y arriver. Sur la validité, il existe un écart entre l’importance que les experts 
en évaluation lui accordent et celle que les enseignants lui accordent. En effet, 
l’absence de gestes visant à documenter la qualité des jugements de la part des 
enseignants rend impossible la détermination de la validité et donc impossible de 
connaitre la valeur des inférences faites par les enseignants. La présente recherche 
ajoute aux connaissances sur l’évaluation dans la formation des ingénieurs, mais elle 
comprend aussi plusieurs limites. La principale est que les données recueillies sont des 
pratiques déclarées et qu’il faut porter une attention particulière dans les conclusions 
que l’on peut en tirer. Cependant, la recherche apporte un cadre conceptuel intéressant 
et polyvalent pour analyser l’évaluation des apprentissages dans d’autres contextes et 
dans d’autres programmes universitaires. 
Finalement, la recherche présentée est un premier pas vers une meilleure 
connaissance des caractéristiques de l’évaluation des apprentissages dans le contexte 
postsecondaire. D’autres recherches seront nécessaires pour en dresser un portrait plus 
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complet. La dépense de temps et d’énergie par les enseignants pour évaluer est 
importante et pourtant il est difficile d’établir la valeur de ce travail, puisque la qualité 
des jugements reste inconnue. Ce constat devrait nous amener à questionner les raisons 
pour lesquelles l’évaluation est réalisée, et ce, en vue d’accorder les pratiques 
d’évaluation aux buts visés. 
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 ANNEXE 1 
 VERSION PAPIER DU QUESTIONNAIRE EN LIGNE 
 
Les prochaines pages présentent la version papier du questionnaire en ligne. 
Les questions sont identiques à celles de la version en ligne, cependant, la mécanique 
que nous permet l’administration en ligne se transfère mal sur papier. Plusieurs 
fonctions automatiques doivent en effet être expliquées aux participants dans la version 
papier. Tous les répondants dans la présente recherche ont répondu en ligne. 
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 ANNEXE 3 – LES INSTRUMENTS SERVANT À 
L’ÉVALUATION DES APPRENTISSAGES 
Les instruments utilisés pour l’évaluation des apprentissages selon les critères de Scallon 
(1988) et de l’AAHE (1992) et l’utilisation dans l’étude de Blais et al. (1997) 
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Scallon (1)                     
Scallon (2)                     
Scallon (3)                     
AAHE (1)                     
AAHE (2)                     
AAHE (3)                     
AAHE (4)                     
AAHE (5)                     
AAHE (6)                     
AAHE (7)                     
AAHE (8)                     
AAHE (9)                     
Banta (10)                     
Blais et al. 
(1997) 
(%) 
73 56 44 20 2* 
N
M 
N
M 
N
M 
N
M 
14 2* 
N
M 
16 8 10 5 29 12 4 3 
Légende :   Absent   Présent  Cela dépend de l’utilisation faite 
*Dans la recherche de Blais et al. (1997), dossier d’apprentissage et portfolio sont mis 
dans la même catégorie et obtiennent 2% en tout. 
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Nous avons tenté d’évaluer la capacité de chaque instrument à répondre aux 
critères de Scallon et de l’AAHE donné plus tôt, nous avons aussi souligné si au moins 
un enseignant a déclaré utiliser cet instrument dans la recherche de Blais et al. (1997) 
sur les pratiques d’évaluation des apprentissages de 643 enseignants de l’Université de 
Montréal. 
   
 
 
 ANNEXE 4 
 L’ÉVOLUTION DU CONCEPT DE VALIDITÉ 
Au chapitre 2, nous avons présenté différents écrits sur l’évaluation des 
apprentissages qui touchent ou qui s’intéressent au postsecondaire. Cela permet de 
documenter les pratiques d’évaluation des apprentissages selon différents paradigmes. 
Cependant, cela n’est pas un indicateur très fiable de la qualité des pratiques 
d’évaluation des apprentissages. En effet, il faut éviter de faire l’adéquation entre 
paradigme plus moderne et plus grande qualité de l’évaluation. Ce sont deux aspects 
orthogonaux, dans le sens où il faut, que l’on utilise des pratiques plus traditionnelles 
ou non, démontrer la qualité de ces pratiques. C’est pour cette raison que nous avons 
retenu le concept de validité qui, surtout dans ses définitions plus modernes, permet de 
documenter la qualité des pratiques. 
Simplement, la validité est la qualité qui permet de dire que l’on peut utiliser 
les jugements obtenus par une démarche d’évaluation des apprentissages puisqu’elle 
« réfère à la justesse, à la signification correcte et à l’utilité des inférences précises 
faites à partir des scores d’un test.191 » (American Psychologist Association, 1985) 
Popham, sur l’importance du concept de validité, confirme sa pertinence dans le cas de 
l’évaluation des apprentissages en contexte scolaire. 
Le concept de validité est une des idées les plus importantes pour les 
meneurs du monde de l’éducation qui travaillent avec les tests 
scolaires. Il s’agit d’un concept qui, malgré son importance vitale en 
édumétrie, est souvent mal compris.192 (Popham, 2000, p. 91) 
                                                 
191 Traduction libre de The concept refers to the appropriateness, meaningfulness, usefulness of the 
specific inferences made from test scores. 
192 Traduction libre de The concept of validity is one of the most important ideas that educational leaders 
will be working with when they use educational tests. It is a concept that, in spite of its pivotal importance 
in educational measurement, is often misunderstood. 
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Cette mauvaise compréhension provient probablement du fait que le concept 
a énormément évolué depuis les années 60. Le test est un outil et comme tel, il ne peut 
à lui seul porter la validité des inférences tirées à partir des résultats de celui-ci. Il faut 
que cet outil soit utilisé dans des conditions prévues et que les inférences faites avec 
les données obtenues du test respectent le domaine prévu d’évaluation (assessment 
domain). D’ailleurs, la validité, lorsqu’elle est confirmée, n’est pas illimitée. Elle doit, 
pour être maintenue, être continuellement vérifiée à l’aide des nouvelles données que 
l’on obtient lors de la démarche d’évaluation. Cette vérification continue se nomme la 
validation. 
1.1 Un premier regard sur le concept de validité 
La validité est un des concepts incontournables autant en psychométrie qu’en 
évaluation des apprentissages en contexte scolaire. Messick (1995, 1989) écrit que la 
validité est l’évaluation globale des appuis théoriques et empiriques permettant 
d’appuyer la justesse et l’utilisation de tests ou d’autres modes d’évaluation193. 
Bertrand et Blais (2004) abondent dans le même sens : 
La validité consiste en un jugement basé sur des preuves empiriques 
et sur une argumentation de nature théorique qui vise à justifier 
l’interprétation des scores obtenus à la suite de l’administration d’un 
test dans un contexte donné. (Bertrand et Blais, 2004, p. 240) 
Les écrits sur le concept de validité sont très nombreux et une revue de ceux-
ci permet de voir une évolution du concept de validité. En effet, sans faire l’historique, 
il est difficile de comprendre les différentes conceptions de la validité présentement sur 
la table. Le texte de Marsh (2000) montre en effet comment, de l’idée initiale de 
validité, le concept est devenu principalement statistique puis un concept trinitaire et, 
plus récemment, un concept unitaire et dynamique. Il décrit aussi comment cette 
                                                 
193 Adaptation libre de “[...] support the adequacy and appropriateness of interpretations and actions 
based on test scores or other modes of assessment.” 
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évolution sert le concept de validité et permet de l’utiliser dans des cadres un peu plus 
larges, et ce, en lien avec les nouvelles approches paradigmatiques des sciences de 
l’éducation. 
1.2 La validation 
La validation est un processus continu qui permet d’accumuler des preuves 
(evidence) de validité. En effet, nous le présentons dans le chapitre 2, l’évaluation est 
une chaine et le niveau de validité est déterminé par le plus faible de ses maillons. 
Ainsi, il est primordial de toujours chercher à documenter et à améliorer cette 
« chaine ». Il existe de nombreuses façons de regarder la qualité d’une démarche 
d’évaluation des apprentissages. Kane, présente la validation comme ayant deux usages 
différents, ce qui est, selon lui, source de confusion. 
Le terme « validation » et dans une moindre mesure le terme 
« validité » tendent à avoir deux sens distincts, mais proches lors de 
discussion sur la mesure. Dans son premier sens, « validation » 
implique l’accumulation de preuves qui appuient l’interprétation et 
l’utilisation proposées; dans ce sens, « valider une interprétation et 
une utilisation » signifie démontrer qu’elles sont justifiées. Dans le 
second sens, « validation » est associée à l’évaluation de l’étendue 
jusqu’à laquelle les interprétations et les usages proposés sont 
plausibles et appropriés. Dans ce sens, « valider une interprétation et 
une utilisation » est d’évaluer la plausibilité générale. Le premier 
sens implique un rôle de défenseur, dans l’établissement d’un dossier 
appuyant la validité pour l’utilisation proposée. Le second usage 
implique un regard plus ou moins objectif des preuves, qu’elles 
appuient ou non l’utilisation proposée.194 (Kane, 2006, p. 17) 
                                                 
194 Traduction libre de The term "validation" and to a lesser extent the term "validity" tend to have two 
distinct but closely related usages in discussions of measurement. In the first usage, "validation" involves 
the development of evidence to support the proposed interpretations and uses; in this usage, "to validate 
an interpretation or use" is to show that it is justified. In the second usage, "validation" is associated 
with an evaluation of the extent to which the proposed interpretations and uses are plausible and 
appropriate. In this sense, "to validate an interpretation or use" is to evaluate its overall plausibility. 
The first usage implies an advocacy role, in the building of a case for the validity of a proposed 
446 
Kane propose de ne garder, dans le cadre d’une discussion sur la validité, que 
le second usage, soit celui qui décrit la validation comme un regard « critique » sur 
notre capacité à utiliser les jugements issus du processus d’évaluation en tenant compte, 
entre autres, de l’utilisation prévue. 
1.3 Historique du concept de validité 
Il n’est pas toujours nécessaire de regarder l’historique d’un concept pour bien 
le comprendre. Dans le cas de la validité, il est difficile d’en faire l’économie. En effet, 
le débat actuel sur le concept de validité (et son utilisation réelle) s’appuie énormément 
sur sa genèse. Et cela est vrai pour les partisans du concept tel qu’il est défini 
présentement (ceux que Lissitz nomme les vues les relativement dominantes195) 
comme Sirecci (2009) et Kane (2009) que pour les partisans d’autres 
conceptualisations de la validité comme Borsboom et al. (2009), Lissitz (2009) ou 
Lissitz et Samuelsen (2007). Les uns comme les autres reviennent sur l’évolution du 
concept, bien qu’ils n’en tirent pas les mêmes conclusions. D’ailleurs la section 4 du 
présent chapitre présente les vues divergentes et les propositions de révision du concept 
de la validité.  
Pour bien saisir comment la validité se définit présentement, il est important 
de regarder d’où vient ce concept en édumétrie et comment il a évolué. Pour avoir une 
vision d’ensemble, nous avons mis, à la figure 3, divers moments charnières de ce 
concept en indiquant les textes qui sont des jalons de cette progression. Notez que nous 
avons aussi mis sur cette ligne du temps les diverses éditions d’Educational 
Measurement196 et celles de The Standards for Educational and Psychological 
Testing197 qui sont des moments importants dans l’évolution de la validité. D’ailleurs, 
                                                 
interpretation. The second usage implies a more-or-less objective appraisal of the evidence, pro and 
con. 
195 Traduction libre de relatively mainstream 
196 Sous la responsabilité du National Council On Measurement In Education (NCME) 
197 Sous la responsabilité de l’American Educational Research Association (AERA) 
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nous avons aussi placé ce second ouvrage devant bientôt paraitre pour sa sixième 
édition, puisqu’elle était annoncée pour 2012. Il est intéressant de mentionner que 
Kane, dont la définition de la validité est présentée dans la présente recherche, est de 
l’équipe de rédaction de cette nouvelle édition. 
Figure 26 -  Historique des écrits sur le concept de validité et de validation 
 
Avant 1915, selon Lissitz et Samuelsen (2007), la validité n’a pas de définition 
formelle, mais l’idée de validité de critère apparait déjà dans la littérature en 
psychométrie. À ce moment, la validité est principalement utilisée pour déterminer les 
capacités prédictives de test. Jusqu’aux années 30, un test est considéré valide s’il est 
digne de confiance ou permet de faire des diagnostics précis198 (Dubois, 1970 in Lissitz 
et Samuelsen, 2007, p. 438). 
                                                 
198 Traduction libre de. During that period, “tests which we would call ‘valid’ were regarded as 
‘trustworthy’ or as ‘having diagnostic value’ (p. 46). 
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En 1946, Guilford remet en question l’utilisation de critères trop stricts de 
validité. Par exemple, il souligne que des opinions émises par différents chercheurs 
sont devenues des hypothèses presque immuables et maintenant répandues (dans 
Marsh, 2000). Ces hypothèses concernent, pour la plupart, l’utilisation de normes 
statistiques strictes. Par exemple, l’hypothèse qu’on ne peut questionner la validité d’un 
test qui a une corrélation avec un critère externe entre 0,60 et 0,80199 et aussi celle que 
la validité ne peut plus être améliorée après avoir combiné quatre ou cinq tests dans 
une batterie de tests. Guilford remettra aussi en question l’affirmation que d’augmenter 
la fidélité d’un test permet automatiquement d’en augmenter la validité.  
Cureton (1951, 1950), responsable du chapitre sur la validité dans la première 
édition d’Educational Measurement (Lindquist, 1951) écrit, en 1950, que la validité, 
tel qu’utilisé jusqu’alors est remise en question par un nouveau test. En effet, pour 
Cureton, la définition de la validité utilisée alors s’appuie trop lourdement sur des tests 
statistiques. 
Il est un principe généralement accepté que si un test a démontré sa 
validité pour certaines utilisations, les considérations touchant la 
fidélité deviennent secondaires. Les écrits en statistiques nous 
informent aussi que le coefficient de validité ne peut dépasser la 
racine carrée du coefficient de fidélité autant du prédicteur que du 
critère. (Cureton, 1950, p. 94)200 
Cureton, après avoir présenté ces critères « généralement acceptés » fait la 
démonstration qu’ils ont des limites et que dans une utilisation correcte de la validité, 
il faut aussi inclure les limites associées à celle-ci. 
                                                 
199 Dans le texte de Marsh (2000, p. 4) (5) there would be no question concerning the utility of tests with 
validities of .60 to .80. 
200 Traduction libre de It is a generally accepted principle that if a test has demonstrated validity for 
some given purpose, considerations of reliability are secondary. The statistical literature also informs 
us that a validity coefficient cannot exceed the square root of the reliability coefficient of either the 
predictor or the criterion. 
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En 1954, Cronbach et Meehl publient le chapitre sur la validité dans la 
première édition de Standards (APA, 1954). Cet apport, et ses répercussions sur le 
concept de validité sont traités dans la sous-section 1.3.1 sur le modèle trinitaire. 
Après le travail fait par Cronbach et Meehl, Lennon (1956) ajoute aussi à la 
discussion sur la validité en soulignant que certains aspects, bien que nommés, ne sont 
pas clairement définis dans la première édition de Standards (APA, 1954).
1.3.1 Le modèle trinitaire de la validité 
Le modèle trinitaire (surnommé par certains auteurs de la « Sainte Trinité ») 
est probablement un des plus connus de la validité présentement. La figure 22 présente 
les trois aspects (ou types selon les auteurs) de ce modèle de la validité, soit la validité 
de contenu, la validité de critère et la validité de construit.  
Dans la quatrième édition d’Educational Measurement, Brennan (2006, p. 1), 
décortique l’évolution du concept de validité et remonte à l’ouvrage de référence 
Standards (APA, 1954). Il attribue par le fait même cette proposition à Cronbach et 
Meehl qui proposent une première division du concept de validité en quatre types, soit : 
de contenu, prédictive, concurrente et de construit. Dès 1966, dans la seconde édition 
de Standards (1966), deux des quatre types initiaux sont joints pour obtenir 3 types de 
validité, soit contenu, critère et construit. Le nom de modèle trinitaire de la validité 
n’arrivera que 24 ans plus tard, dans un article de Guion (1980). 
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Figure 27 -  Modèle trinitaire de la validité 
Ce modèle est probablement actuellement le plus connu des modèles de la validité201 
et il est donc possible que lors de notre recherche, certains enseignants l’utilisent dans 
le cadre de leur démarche d’évaluation. Cela explique pourquoi nous prenons quelques 
pages pour expliquer les 3 éléments du modèle trinitaire. 
Moss (2007) revient sur l’historique de la validité, principalement pour en 
expliquer l’actuelle définition. Elle souligne qu’en 1966, dans Standards (de 
l’American Psychology Association), on retrouve une première définition des trois 
éléments du modèle trinitaire. Ce sont alors des types de validité (qui deviennent des 
aspects de la validité dans les années suivantes). 
a) Validité de contenu 
Avant 1966, Lennon définit la validité de contenu ainsi :  
[…] l’étendue à laquelle les réponses d’un sujet aux items d’un test 
peuvent être considérées comme un échantillon représentatif de ses 
réponses dans un univers réel ou hypothétique de situations qui 
                                                 
201 Brualdi (1999) y réfère d’ailleurs comme le modèle traditionnel de la validité 
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regroupées constitue la cible visée pour la personne interprétant le 
test.202 (Lennon, 1956 dans Lissitz et Samuelsen, 2007, p. 439) 
En 1966, dans la seconde édition de Standards, la validité de contenu est définie ainsi : 
La validité de contenu démontre à quel point un test « échantillonne 
l’éventail des situations ou des sujets qui importent sur les 
conclusions qui doivent être tirées. »203 (APA, 1966, p. 12–13). 
Ainsi, il est important que la tâche retenue lors de l’évaluation soit représentative du 
domaine que l’on veut évaluer. Si c’est le cas, on parlera de strong-content coverage 
alors que si la tâche ne touche qu’un seul aspect du domaine ou même un aspect qui 
n’est pas dans le domaine on parlera de weak-content coverage. (Popham, 2000, p. 101) 
b) Validité de critère 
En 1966, dans la seconde édition de Standards, la validité de critère est définie 
ainsi : 
La validité de critère compare les scores du test avec «une ou 
plusieurs variables externes considéré comme donnant une mesure 
directe de la caractéristique ou du comportement en question ». (Dans 
l’édition de Standards de 1954/1955, les validités prédictives et 
concurrentes sont représentées comme des types séparés de la 
validité [de critère], selon que les critères furent administrés au même 
moment que le test ou à un moment ultérieur.) (APA, 1966, p. 12–
13)204. 
                                                 
202 Traduction libre de […] the extent to which a subject’s responses to the items of a test may be 
considered to be a representative sample of his responses to a real or hypothesized universe of situations 
which together constitute the area of concern to the person interpreting the test. 
203 Traduction libre de Content validity demonstrated how well a test “samples the class of situations or 
subject matter about which conclusions are to be drawn.” 
204 Traduction libre de Criterion validity compared test scores with “one or more external variables 
considered to provide a direct measure of the characteristic or behavior in question.” (In the 1954/1955 
Standards, predictive and concurrent validities had been represented as separate types of [criterion] 
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En 1999, Brualdi présentait une définition résumant le parcours fait depuis 1966. 
La preuve de validité reliée au critère – cherche à démontrer que les 
scores du test sont systématiquement reliés à un ou plusieurs critères. 
Dans le cas d’un test d’aptitude, par exemple, la validité reliée au 
critère peut référer à l’étendue à laquelle un test peut être utilisé pour 
obtenir les inférences liées à l’aptitude. Les preuves empiriques qui 
supportent la validité reliée au critère peuvent inclure une 
comparaison de performance au test vis-à-vis de performance à un 
critère extérieur comme les notes, le rang dans la classe, d’autres tests 
et le classement de l’enseignant. (Brualdi, 1999)205 
La validité de critère vient donc de la fusion de deux autres types de validité : la validité 
prédictive et la validité concurrente. Cette fusion permet de mieux comprendre la 
validité de critère. En effet, la validité de critère peut être observée si un test prédit la 
réussite future d’un candidat sur un aspect (un critère) d’intérêt. La validité de critère 
peut aussi être observée de façon concurrente, si, par exemple, un candidat réalise deux 
tests à des moments rapprochés, et que c’est deux tests s’entendent sur le niveau du 
candidat. Popham (2000, p. 102) souligne d’ailleurs à quel point le choix du critère est 
central si l’on veut que le test soit de qualité.  
c) Validité de construit 
Cronbach et Meehl expliquent que la validité de construit (un autre type de 
validité selon le modèle trinitaire) prend de l’importance quand le créateur du test n’a 
pas de critère pour mesurer ce qu’il cherche à mesurer. 
                                                 
validity, depending on whether the criterion was administered at the same time as the test in question or 
at a later time.) 
205 Traduction libre de Criterion-related validity evidence - seeks to demonstrate that test scores are 
systematically related to one or more outcome criteria. In terms of an achievement test, for example, 
criterion-related validity may refer to the extent to which a test can be used to draw inferences regarding 
achievement. Empirical evidence in support of criterion-related validity may include a comparison of 
performance on the test against performance on outside criteria such as grades, class rank, other tests 
and teacher ratings. 
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La validité de construit est habituellement étudié quand le testeur n’a 
pas de mesure définie du critère de la qualité qui l’intéresse, et qu’il 
doit utiliser des mesures indirectes. Dans ce cas, le trait ou la qualité 
sous-jacente au test est d’une grande importance, plutôt que le 
comportement du test ou les scores sur le critère.206 (Cronbach et 
Meehl, 1955, p. 282) 
En 1966, dans la seconde édition de Standards, la validité de construit est définie ainsi : 
La validité de construit a pour objectif d’inférer « le degré auquel un 
individu possède un trait ou une qualité (construit) hypothétique… 
qui ne peut être observé directement » en déterminant « le degré 
auquel certains concepts ou construits expliquant la performance à 
un test… à travers les études qui vérifient la théorie sous-jacente au 
test. »207 (APA, 1966, p. 12–13). 
Pour Popham (2000, p. 104), ce dernier type de validité est le plus compliqué. Cela est 
dû entre autres au concept même de construit. Il illustre le construit par un exemple : 
« l’amour des animaux ». Ce construit est hypothétique et il illustre bien la différence 
entre un construit et un critère. Ainsi, dans le cas de la validité de construit, il faut non 
seulement rechercher les preuves que le test mesure ce construit, mais il faut aussi des 
preuves que ce construit existe et peut être observé. D’ailleurs pour Popham (Ibid., 
p. 108) les fabricants de tests208 ont toujours accordé beaucoup d’importance à cette 
première démonstration et trop peu à la seconde. 
  
                                                 
206 Traduction libre de Construct validity is ordinarily studied when the tester has no definite criterion 
measure of the quality with which he is concerned, and must use indirect measures. Here the trait or 
quality underlying the test is of central importance, rather than either the test behavior or the scores on 
the criteria. 
207 Traduction libre de Construct validity served the aim of inferring “the degree to which the individual 
possesses some hypothetical trait or quality (construct)… that cannot be observed directly” by 
determining “the degree to which certain explanatory concepts or constructs account for performance 
on the test… through studies that check on the theory underlying the test” 
208 Traduction libre de developpers of tests 
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1.3.2 Questions associées au modèle trinitaire 
Marsch (2000) souligne qu’il semble cependant y avoir une différence entre 
les écrits de Cronbach sur la validité et ce qui en a été fait. En effet, pour Cronbach, la 
validité est un tout et il est important de ne pas gérer la validité par étapes successives, 
mais bien dans un regard plus global. Brennan reprend cet argument dans l’introduction 
de la 4e édition d’Educational Measurement. 
Pour les besoins de l’exposé, il est nécessaire de subdiviser ce qui à 
la fin doit être une évaluation compréhensive et intégrée d’un test. 
(Cronbach, 1971, p. 445 in Brennan et al., 2006)209 
Dans la quatrième édition de Standards (AERA, APA et NCME, 1985), on 
définit donc la validité ainsi : 
La validité réfère à l’à-propos, à la signification, et à l’utilité des 
inférences précises réalisées à partir des scores de test. La validation 
d’un test est le procédé d’accumulation des preuves qui appuient de 
telles inférences. (AERA, APA et NCME, 1985, p. 9)210 
Quatre années plus tard, Samuel Messick proposera une nouvelle façon de 
voir la validité, mais en s’appuyant sur cette idée d’un processus intégré et non pas en 
trois parties distinctes.  
 
                                                 
209 Traduction libre de For the purposes of exposition, it is necessary to subdivide what in the end must 
be a comprehensive, integrated evaluation of a test. 
210 Traduction libre de Validity refers to the appropriateness, meaningfulness, and usefulness of the 
specific inferences made from test scores. Test validation is the process of accumulating evidence to 
support such inferences. 
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1.4 Proposition récente du concept de validité (Messick, 1989, 1995) 
Dans le chapitre 2, est présentée la proposition de Kane (2006) sur la validité. 
Cependant, pour comprendre cette proposition, il est important de comprendre les 
limites des anciennes propositions. 
Messick (1995) met bien en avant que les conceptions plus récentes de la 
validité mettent l’emphase sur l’importance de biens utiliser les instruments servant à 
l’évaluation, afin d’obtenir des preuves de validité. Cet aspect n’a pas réellement 
disparu des écrits (comme expliqué à la section 2.3), mais son importance a diminué 
dans l’utilisation faite de la validité. 
La validité n’est pas une propriété de l’évaluation d’un test en tant 
que tel, mais plutôt de la signification des scores.211 (Messick, 1995, 
p. 5) 
Ainsi, ce n’est pas un test qui est valide, mais bien les inférences qui en sont tirées. 
Marsh (2000) opine dans le même sens en opposant une vision statique de la validité 
(telle que la conception trinitaire) à une conception plus dynamique de la validité.  
Un des éléments motivant Messick à proposer une nouvelle approche de la 
validité est l’arrivée de méthodes d’évaluation qui s’éloignent de celles 
traditionnellement utilisées par les fabricants de tests. Ainsi, Messick (1989, p. 13) 
souligne que dans sa définition, le terme « test » doit être pris dans une perspective plus 
large. 
La validité est un jugement intégré du niveau auquel les preuves 
empiriques et les raisons théoriques appuient l’adéquation et la 
justesse des inférences et des actions basées sur les scores des tests 
ou d’autres modes d’évaluation. Comme cela sera expliqué bientôt, 
l’expression score du test est utilisée génériquement ici dans son sens 
                                                 
211 Traduction libre de Validity is not a property of the test assessment as such, but rather of the meaning 
of the scores. 
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le plus large qui signifie toute observation suffisante, pas uniquement 
dans le cas de tests comme on les pense habituellement, mais aussi 
pour tous moyens utilisés pour observer ou documenter des attributs 
ou des comportements durables. Plus largement, alors, la validité est 
un résumé inductif des preuves existantes et aussi des conséquences 
potentielles de l’interprétation des scores et de leurs utilisations. 
Ainsi, ce qui doit être validé n’est pas le test ou le moyen 
d’observation en tant que tel, mais les inférences dérivées des scores 
au test ou d’autres indicateurs – inférences sur la signification du 
score ou son interprétation et aussi sur les actions que l’interprétation 
implique.212(Messick, 1989, p. 13) 
C’est de cette définition plus moderne que Kane s’inspire. La proposition de Messick 
place l’aspect « construit » au centre. Aussi, il propose de regarder cet aspect sous six 
aspects différents. Il pourrait paraitre contradictoire de séparer en aspects un concept 
unitaire. Messick répond à cette critique dans son texte de 1995. 
Cependant, parler de validité comme d’un concept unifié ne signifie 
pas que la validité ne peut être utilement séparée en des aspects 
distincts pour minimiser les problèmes et les nuances qui peuvent 
sinon être minimisées ou négligées, comme les conséquences 
sociétales de l’évaluation des performances ou le rôle de la 
signification du score dans l’utilisation prévue.213 (Messick, 1995, p. 
5) 
                                                 
212 Traduction libre de Validity is an integrated evaluative judgment of the degree to which empirical 
evidence and theorical rationales support the adequacy and appropriateness of inferences and actions 
based on test scores or other modes of assessment. As will be delineated shortly, the term test score is 
used generically here in his broadest sense to mean any observed consistency, not just on tests as 
ordinarily conceived but on any means of observing or documenting consistent behaviors or attributes. 
Broadly speaking, then, validity is an inductive summary of both the existing evidence for and the 
potential consequences of score interpretation and use. Hence, what is to be validated is not the test or 
observation device as such but the inferences derived from test scores or other indicators - inferences 
about score meaning or interpretation and about the implications for actions the interpretation entails. 
213 Traduction libre de However, to speak of validity as a unified concept does not imply that validity 
cannot be usefully differentiated into distinct aspects to underscore issues and nuances that might 
otherwise be downplayed or overlooked, such as the social consequences of performance assessments 
or the role of score meaning in applied use. 
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Cela explique d’ailleurs le fait que l’on appelle souvent cette proposition sous 
le nom de Messick’s unified validity framework (Hébert, Valois, Frenette, 2008). C’est 
d’ailleurs de ce même texte que nous avons tiré les traductions des 6 aspects décrits par 
Messick. 
a) Les éléments de preuve basés sur le contenu d’un test214 
Cet aspect touche l’importance de trouver des tâches qui sont pertinentes215 
dans le processus d’évaluation. Pour y arriver, il faut faire une analyse des savoirs, des 
habiletés et des autres éléments qui sont inclus dans les limites de ce que doit mesurer 
l’évaluation. Messick ajoute d’ailleurs que cela comprend aussi l’obligation de 
s’assurer que le contenu d’une tâche216 doit refléter la complexité du domaine, et non 
pas seulement le contenu.  
Cependant, il ne suffit pas simplement de sélectionner les tâches qui 
sont pertinentes pour le domaine du construit. En plus, l’évaluation 
devrait rassembler des tâches qui sont représentatives du domaine 
d’une façon ou d’une autre. L’objectif est de s’assurer que toutes les 
parties importantes du domaine du construit sont couvertes, ce qui est 
généralement décrit comme choisir des tâches qui sont un échantillon 
représentatif des processus du domaine en fonction de leur 
importance fonctionnelle.217 (Messick, 1995, p. 6) 
  
                                                 
214 Content Relevance and Representativeness 
215 Content relevance dans le texte original 
216 Assessment task dans le texte 
217 Traduction libre de However, it is not sufficient merely to select tasks that are relevant to the construct 
domain. In addition, the assessment should assemble tasks that are representative of the domain in some 
sense. The intent is to ensure that all important parts of the construct domain are covered, which is 
usually described as selecting tasks that sample domain processes in terms of their functional 
importance. 
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b) Les éléments de preuve basés sur les processus de réponse218 
Messick explique que l’évaluation doit aussi s’assurer que les tâches 
permettent de recueillir des preuves empiriques219 et que les réponses sont constantes 
dans le temps et que les processus utilisés pour répondre sont représentatifs de ceux 
utilisés dans le domaine d’intérêt. 
c) Les éléments de preuve basés sur la structure interne220 
Cet aspect est repris des écrits de Loevinger (1957) et est souvent appelé 
structural fidelity.  
Idéalement, la manière dont les instances de comportement sont 
combinées pour produire un score doit reposer sur la connaissance de 
la façon dont les processus sous-jacents à ces comportements se 
combinent de façon dynamique pour produire des résultats. Ainsi, la 
structure interne de l’évaluation (c’est-à-dire, les interrelations entre 
les scores sur les aspects de la tâche et la performance à la sous-tâche) 
doit être compatible avec ce qui est connu à propos de la structure 
interne du domaine du construit.221 (Messick, 1989 in Messick, 1995, 
p. 7). 
Messick (1995, p. 7) explique que cet aspect est important, surtout pour 
comparer des tâches d’évaluation différentes ou des administrations différentes dans 
                                                 
218 Traduction de Substantive theories, Process Models and Process Engagement 
219 Traduction libre de “[…] the need for empirical evidence of response consistencies or performance 
regularities reflective of domain processes.” 
220 Traduction de Scoring Models as Reflective of Task and Domain Structure 
221 Traduction libre de Ideally, the manner in which behavioral instances are combined to produce a 
score should rest on knowledge of how the processes underlying those behaviors combine dynamically 
to produce effects. Thus, the internal structure of the assessment (i.e., interrelations among the scored 
aspects of task and subtask performance) should be consistent with what is known about the internal 
structure of the construct domain. 
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un même domaine. Si cet aspect est présent, il est possible, par différentes techniques, 
de comparer des candidats, même s’ils ont fait des tâches différentes. 
d) Les éléments de preuve basés sur la généralisation de la validité 222 
Une tâche d’évaluation doit pouvoir être généralisée. Une tâche qui respecte 
cet aspect devrait permettre d’être généralisée dans le temps, à travers différentes 
tâches, à travers différents juges et différentes occasions. Cela est d’autant plus 
important dans des tâches d’évaluation qui demandent aux candidats des tâches de plus 
en plus complexes, et ce, puisque dans plusieurs programmes, les objectifs à atteindre 
sont de plus en plus complexes.  
Toutefois, en raison du temps considérable nécessaire pour réaliser 
une tâche typique, il y a un conflit lors de l’évaluation de la 
performance entre le temps important pour aller en profondeur dans 
la tâche et l’ampleur nécessaire pour couvrir le domaine du construit 
suffisamment pour généraliser l’interprétation au construit. Ce 
conflit entre la profondeur des tâches et l’étendue de la couverture du 
domaine est souvent présenté comme nécessitant un compromis entre 
la validité et la fiabilité (ou généralisation).223 (Messick, 1995, p. 7) 
e) Les éléments de preuve basés sur les relations avec d’autres variables224 
Dans le cadre de tâche d’évaluation, il est important de s’assurer que 
l’explication des scores obtenus soit l’habileté du candidat vis-à-vis du domaine à 
évaluer. Il faut donc s’assurer que ce ne sont pas d’autres variables qui expliquent donc 
les scores. Il est donc important d’éliminer les variables qui pourraient perturber les 
                                                 
222 Traduction de Generalizability and the Boundaries of Score Meaning 
223 Traduction libre de However, because of the extensive time required for the typical performance task, 
there is a conflict in performance assessment between time-intensive depth of examination and the 
breadth of domain coverage needed for generalizability of construct interpretation. This conflict 
between depth and breadth of coverage is often viewed as entailing a trade-off between validity and 
reliability (or generalizability). 
224 Traduction de Convergent and Discriminant Correlations with External Variables 
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scores. Cet aspect rejoint la question de la falsification et des hypothèses rivales dont 
il sera question à la section 2.4.1 du présent chapitre. 
f) Les éléments de preuve basés sur les conséquences du testing 225 
Ce dernier aspect est source de discussion parmi les chercheurs en évaluation. 
Cela sera discuté à la section 3.5 du présent chapitre. Pour Messick (et pour plusieurs 
chercheurs comme Kane, Brennan et Moss), on ne peut pas laisser de côté, dans la 
question de la validité, les conséquences des décisions que l’évaluation produira. 
Parce que l’évaluation de performances promet des avantages 
potentiels pour l’enseignement et l’apprentissage, il est important 
d’accumuler autant des preuves des conséquences positives que des 
preuves que les conséquences néfastes sont minimes.226 (Messick, 
1995, p. 7) 
Il faut donc inclure, dans les éléments à documenter, les conséquences 
positives et négatives de l’évaluation, ce qui est une tâche qui historiquement a souvent 
été négligée, causant des conséquences indésirables de l’évaluation. 
1.4.1 La falsification et les hypothèses rivales227 
Marsh (2000) souligne que dans les définitions plus modernes de la validité, 
un des aspects importants s’inspire des écrits de Popper (1962) sur l’idée de ce que 
constitue une connaissance scientifique en introduisant le concept de la «falsification». 
Moss (1994) explique pour résumer l’apport du concept de la falsification à nos 
connaissances sur la validité que : 
                                                 
225 Traduction de Consequential Aspects of Construct Validity 
226 Traduction libre de Because performance assessments promise potential benefits for teaching and 
learning, it is important to accrue evidence of such positive consequences as well as evidence that 
adverse consequences are minimal. 
227 “Rival Hypotheses” 
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Un programme solide de validation du construit requiert un cadre 
conceptuel explicite, des hypothèses testables en découlant, et 
plusieurs sources de données pertinentes pour tester les hypothèses. 
(Moss, 1995, p. 6)228 
Ainsi, lorsqu’on tire des inférences avec une démarche d’évaluation des 
apprentissages, il est important de s’assurer que ces jugements sont expliqués par le 
niveau de l’étudiant à ce que l’on désire évaluer, et non pas par une hypothèse rivale. 
Par exemple, les inférences peuvent-elles être expliquées par son historique scolaire, le 
choix d’instrument (Sawsen et al., 2010), la sélection des étudiants ou autres. 
Messick (1989) et Kane (2006) reprennent cette même idée. Kane (Ibid.) 
souligne qu’en 1977, Suppe proposait que l’on traite de l’argument d’interprétation 
comme on traite une théorie scientifique. Ce qui est aussi le cas de Messick en 1989. 
De plus, bien qu’il existe plusieurs façons d’accumuler des preuves 
pour appuyer une inférence précise, ces moyens sont essentiellement 
les méthodes de la science. Les inférences sont des hypothèses, et la 
validation des inférences est le test d’hypothèse. (Messick, 1989, 
p. 13-14)229 
Dans la présente thèse, nous avons donc retenu le modèle de la chaine comme 
outil de cueillettes des données nécessaires. Ces données, comme le dit Mislevy à la 
figure 9 (p.116) touche autant la performance de l’étudiant que la tâche (situation) 
servant à l’évaluation. 
                                                 
228 Traduction libre de A « strong » program of construct validation requires an explicit conceptual 
framework, testable hypotheses deduced from it, and multiple lines of relevant evidence to test the 
hypotheses. 
229 Traduction libre de Furthermore, although there are many ways of accumulating evidence to support 
a particular inference, these ways are essentially the methods of science. Inferences are hypotheses, and 
the validation of inferences is hypothesis testing. 
   
 
 ANNEXE 5 
 L’ANALYSE D’ITEM DANS LA THÉORIE 
CLASSIQUE 
La théorie classique propose de regarder le niveau de difficulté en regardant 
pour un item le nombre de personnes ayant échoué l’item sur le nombre de répondants. 
Cela permet donc de vérifier le niveau de réussite d’un item. Par exemple, un item qui 
ne serait réuni par aucun individu mérite d’être regardé plus attentivement avant de 
tirer des inférences. Il est possible qu’il soit défectueux, comme il est possible que 
l’ensemble des étudiants n’ait pas compris la notion. Cela nous ramène à la différence 
entre la correction et l’évaluation dont nous parlions plus tôt. Mathématiquement, 
l’indice de difficulté (pi) s’exprime ainsi : 
 𝑝𝑖 =
nombre d’individus réussissant l’item i
nombre d′individus du groupe
 équation 1 
Dans la même lignée, il existe aussi un indice de discrimination (riX) qui 
permet d’obtenir des données sur un item. Cet indice permet de vérifier à quel point 
l’item permet de discriminer les individus plus habiles des moins habiles en vérifiant 
la corrélation entre la réussite du test et la réussite de l’item. Si un item est réussi par 
les individus plus habiles et ratés par les individus moins habiles, cela nous donne une 
idée de la capacité de l’item à discriminer les individus. Au contraire, une corrélation 
faible signifierait que l’item est parfois réussi par les étudiants moins habiles et échoué 
par les étudiants plus habiles. Le premier indice de discrimination (appelé corrélation 
item-total) se calcule en comparant la réussite à l’item avec l’ensemble du test, ce qui 
pose le problème que le résultat de l’item analysé est compris dans le total. C’est 
pourquoi il existe un indice de discrimination qui lui fait la même corrélation, mais en 
excluant l’item analysé. Il s’agit alors de la corrélation item-total corrigée (Bertrand, 
2004, p. 57). 
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Un autre outil est la statistique d’accord (Harris et Subkoviak, 1988) qui, 
comme l’indice de corrélation, cherche à déterminer l’accord entre la réussite d’un item 
et la réussite du test. Il suffit de dénombrer le nombre d’individus dans chacune des 4 
cases dans la figure suivante : 
  
Réussite du test 
  
Échec Succès 
Réussite de l’item 
analysé 
Échec A C 
Succès D B 
Figure 28 -  Table de contingence de la statistique d’accord 
 
Après le dénombrement, on calcule la statistique d’accord en utilisant 
l’équation suivante : 
 A+B
A+B+C+D
 équation 2 
Cette équation se comprend bien car elle regarde la proportion de répondants 
qui ont une réponse cohérente à l’item avec leur succès au test (soit succès/succès ou 
échec/échec) sur le nombre total de répondants. Marcoux (1997) propose un accord de 
80%, mais cette valeur est arbitraire et l’interprétation de cette statistique d’accord doit 
se faire à la lumière d’autres données. 
1. 
La TRI permet de qualifier les items à l’aide de différents paramètres. Les 
figures 3 et 4 montraient différentes courbes d’items différents. Il s’agit donc de 
chercher à trouver la courbe de la TRI qui s’approche le plus possible de la courbe 
réelle de la distribution des items. Selon le nombre de paramètres retenus, il sera 
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possible de déterminer la difficulté de l’item (bi), le paramètre de discrimination (ai) et 
le paramètre de pseudo-chance (ci). 
Il sera donc possible, pour chaque item, de déterminer si l’item permet de 
séparer les individus habiles des individus moins habiles. Par exemple, un item dont la 
CCI serait descendante indique que cet item est mieux réussi par les individus qui ont 
moins bien réussi le test, ce qui doit être pris en contre par l’enseignant qui fait les 
inférences. 
1.1 Différents outils de la docimologie servant à l’analyse d’instruments 
Les instruments regroupent plusieurs items. Leur analyse permettra d’obtenir 
des données sur la qualité des instruments, principalement en vérifiant les items par 
groupe. Par exemple, si dans un instrument les items associés à une habileté lambda et 
de difficultés comparables donnent des résultats différents, cela est un indicateur pour 
l’enseignant. Dans la section 2.2, nous avons abordé la fidélité qui cherche à quantifier 
l’erreur de mesure dans un test. Il existe dans la théorie classique des tests, des outils 
pour mesurer la fidélité. 
Un de ces outils est l’alpha de Cronbach qui en utilisant le rapport de la somme 
des variances des items et de la variance totale du test permet de calculer la fidélité 
d’un test en analysant les variances de chaque item et la covariance entre les différents 
items. L’équation pour le calcul de l’alpha de Cronbach est présentée à l’équation 6. 
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2 2
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n est le nombre d'items
 est la variance de chaque item
où
 est la covariance entre les items
 est la variance du test
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D’autres outils existent pour obtenir des données sur la fidélité d’un 
instrument de mesure, parfois en créant des sous-tests à partir des items présents dans 
un test. 
L’estimé de Carver permet de vérifier, en divisant l’instrument en deux formes 
où les items sont pairés deux à deux et donc semblables. Nous obtenons alors deux 
formes, c’est-à-dire, deux instruments qu’il est possible de comparer. L’estimé de 
Carver regarde la cohérence dans la réussite de deux tests ou, de deux formes tirés du 
même test. La figure 2 montre la façon de comptabiliser le nombre d’individus dans 
chaque catégorie (X pour ceux qui ont échoué les deux formes, Y pour ceux qui ont 
réussi les deux formes, W et Z pour ceux qui ont échoué une forme et réussi l’autre).  
Après le dénombrement, on calcule l’estimé de Carver en utilisant l’équation 
suivante : 
 X+Y
W+X+Y+Z
 équation 4 
 
  
Première forme du test 
  
Échec Succès 
Deuxième forme 
du test 
Échec X W 
Succès Z Y 
Figure 29 -  Table de contingence de l’estimé de Carver 
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Un autre outil permettant de vérifier si deux formes de test sont comparables 
est le bêta de Marshall et Haertel (1975). Dans ce cas, l’appariement, se fait pour tous 
les items, c’est-à-dire que l’on tient compte de tous les tests possibles résultants de la 
division en deux d’un test. 
1.2 Cohérence interne d’un test 
La cohérence interne d’un test peut être inférée si les objectifs du test et les 
items d’un test sont en cohérence. Avec les résultats du test, il sera possible de 
déterminer, pour chacun des objectifs, le poids de celui-ci sur l’ensemble du test. En 
comparant les poids respectifs des différents objectifs atteints dans l’ensemble de la 
démarche, il sera possible de déterminer s’il existe un lien entre les objectifs dits et le 
poids des objectifs réellement atteints dans l’évaluation des apprentissages. 
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 ANNEXE 6 
 LA THÉORIE DE LA RÉPONSE À L’ITEM (TRI) 
  
La théorie des réponses aux items (TRI230) est, parmi les systèmes scale-score, 
une des plus populaires. Les systèmes scale-score sont de plus en plus fréquemment 
utilisé, surtout dans le contexte d’examens nationaux ou internationaux (Popham, 
2000). Ces systèmes, et cela est aussi vrai de la TRI, permettent, à partir d’un score 
brut231 de déterminer un score sur une échelle. Ainsi, la note obtenue par le processus 
d’interprétation n’est pas directement celle obtenue par le candidat, puisqu’elle sera 
convertie sur une échelle de notation, d’où le nom de scale-score. Ce type de système 
met en lumière de façon plus éclatante la différence qui existe entre l’étape 
d’interprétation et celle du jugement où sont faites les inférences. 
Bertrand et Blais (2004) présentent la théorie de la réponse à l’item (TRI) 
comme un modèle flexible qui permet, a posteriori, d’attribuer un score à un étudiant 
en regardant sa performance à chaque question ou objectif et aussi en regardant la 
performance de chacun des étudiants à chaque question ou objectif. Contrairement au 
calcul de la moyenne ou du score Z, la TRI ne présume pas de la distribution à une 
question.  
Un des aspects qui rend la TRI intéressante est que cette théorie adresse la 
différence que Blais et al. (1997) soulignaient comme incomprise par la plupart des 
enseignants dans l’introduction de cette réponse : celle entre l’interprétation et la 
notation. En effet, la théorie des réponses aux items permet d’attribuer un score final 
qui est fonction non seulement des réponses qu’il a données, mais aussi des réponses 
                                                 
230 Item-Response Theory (IRT) 
231 Traduction de raw score 
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données par les autres répondants. Comme les autres systèmes scale-score le score final 
donné à un répondant n’est donc pas le résultat direct de l’interprétation, mais plutôt 
un score obtenu grâce à l’analyse des données. Cette mécanique est possible grâce à 
l’utilisation d’ordinateur capable d’effectuer des calculs rapidement et dont la présence 
de plus en plus commune explique probablement la popularité de plus en plus grande 
de ce modèle (Popham, 2000). L’équation suivante est celle de la TRI à trois 
paramètres, par opposition à celle à deux paramètres ou à un seul paramètre. 
  
 
  
1
1 i i
i
i i D a b
c
P c
e




 

 (équation 1) 
 
L’équation 1 est celle servant au calcul de la valeur de la probabilité [Pi(𝜃)] 
de réussir l’item i. Un premier paramètre, ci, est appelé paramètre de pseudochance et 
représente la probabilité qu’un individu de faible habileté réussisse un l’item i (figure 
6). Ce paramètre est surtout utile dans le cas où les réponses étaient données sous forme 
de choix de réponses et où il est donc possible qu’un candidat réussisse un item 
purement en choisissant la bonne réponse au hasard nonobstant son habilité.  
Chaque courbe sur la figure 25 représente un item (une question ou un 
objectif). L’axe des x est nommé thêta et est associé à l’habileté générale du candidat 
(l’habileté à l’ensemble de l’examen). L’axe des y représente la proportion de candidats 
qui ont réussi l’item. Ainsi, dans la courbe 6a il y a trois valeurs différentes de ci. La 
courbe verte est associée à une faible probabilité de réussir l’item pour les individus 
très faibles (thêta = -3). Dans le cas de la courbe bleue sur la figure 6a, il y a une chance 
sur deux (50%) qu’un individu très faible réussisse. Il est probable qu’il s’agissait d’une 
question avec deux choix de réponse (vrai ou faux par exemple). 
Le second paramètre dans la TRI à trois paramètres est le paramètre bi et 
représente la difficulté de l’item. Plus bi est grand, plus l’item est difficile et permettra 
de déterminer si un item devrait être réussi par un individu faible ou non (figure 5). 
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Dans cette figure, un individu d’habileté moyenne (théta=0) a plus de 90% de chance 
de réussir l’item représenté par la courbe bleue, à peu près 50% de réussir l’item 
représenté par la courbe rouge et moins de 10% de probabilité de réussir l’item identifié 
par la courbe verte. Cela montre donc que l’item associé à la courbe verte est plus 
difficile que l’item associé à la courbe bleue. 
Finalement, l’item ai correspond au caractère discriminant d’un item et donc 
la rapidité à laquelle l’item séparera les individus qui réussissent de ceux qui ratent 
l’item (figure 6b). Cette figure montre qu’en faisant varier les trois paramètres, il est 
possible d’obtenir de nombreuses distributions différentes. 
 
Figure 30 -  Trois courbes d’items de niveaux de difficultés différentes (variation des 
valeurs du paramètre bi) : courbe bleue pour un item difficulté faible, la 
courbe rouge pour un item difficulté moyenne et la courbe verte pour un 
item de difficulté élevée. 232 
 
                                                 
232 Les graphiques inclus dans cette section ont été réalisées par l’auteur avec l’environnement R  
http://www.r-project.org/ (1er septembre 2008) 
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Figure 31 -  (a) Dans le graphique de gauche, le paramètre de pseudochance varie. (b) 
Dans le graphique de droite, variation du paramètre de discrimination ai.  
Ces représentations graphiques permettent de mieux saisir comment la TRI 
peut représenter les résultats d’un groupe d’étudiants. Cependant, les figures 25 et 26 
sont des distributions idéales obtenues à partir de l’équation 1. Bien qu’elles permettent 
de saisir que la TRI, contrairement à la distribution normale (ou gaussienne), peut 
représenter plusieurs distributions différentes. Elle pourrait même donner une courbe 
décroissante, bien qu’un item avec un tel profil mériterait notre attention puisqu’il 
serait réussi par les individus faibles et serait raté par les individus forts.  
Le travail de la personne désirant inférer l’habileté de candidats en se servant 
de la TRI devra donc faire le travail de déterminer quelles valeurs de ai, bi et ci permet 
de se rapprocher le plus de la distribution réelle obtenue. Cela s’appelle l’estimation de 
paramètres233 (van der Linden, 1996). Cependant, bien que les ordinateurs aident afin 
d’estimer ces paramètres, cela reste un exercice auquel il faut apporter beaucoup 
d’attention. 
                                                 
233 Parameters estimation (van der Linden, 1996) 
(a) (b) 
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Ainsi si on prend l’item en rouge, on peut dire qu’il est de difficulté moyenne 
puisque parmi les candidats ayant une habileté faible (thêta inférieur à -2 par exemple), 
seule une très faible proportion (Pi_1p = 3%) l’a réussi, alors que les candidats 
d’habileté forte (thêta supérieur à 2) presque 100% ont réussi.  
Un des intérêts principaux de ces théories est qu’elle renverse le fardeau de la 
preuve à l’enseignant, puisque les items faciles sont déterminés par les résultats réels 
des candidats, plutôt que par le professeur lorsqu’il construit son outil d’évaluation.  
1. 
La théorie des réponses aux items possède certaines limites hors desquelles il 
est impossible de déterminer si l’interprétation faite à l’aide de cette théorie sur des 
données est valide. Popham (2000) souligne que la théorie des réponses aux items est 
intéressante si trois importantes hypothèses sont respectées. (1) Un item doit mesurer 
un seul trait qui est unidimensionel. La deuxième hypothèse (2) est que les items sont 
indépendants et que la réponse à un item n’a pas d’influence sur les réponses aux autres 
questions. La troisième hypothèse (3) est que la courbe associée à l’item peut être 
représentée par le modèle de la TRI et qu’il est donc possible de calculer les paramètres 
afin d’obtenir une courbe s’approchant de la distribution obtenue avec l’instrument 
servant à l’évaluation.  
Afin de pouvoir utiliser la TRI, il est important que ces hypothèses de départ 
soient respectées. Cela fera partie du processus de validation dont il fut discuté dans la 
section 1 de la présente réponse, processus qui demande que l’on accumule sans cesse 
des éléments permettant de confirmer empiriquement et par argumentation la valeur 
des inférences faites.  
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2. 
Développé par le mathématicien danois Georg Rasch dans les années 60, le 
modèle de Rasch est souvent utilisé à cause de sa simplicité. Le modèle logistique à un 
paramètre de Rasch est un des cas particuliers de la théorie de la réponse à l’item. Sa 
simplicité explique sa popularité, mais aussi ses limites. Dans le modèle de Rasch, seul 
le coefficient de difficulté varie (bi). Cela permet donc de qualifier les items assez 
simplement par ce coefficient de difficultés. En effet, plus la valeur de ce coefficient 
est élevée, plus la probabilité qu’un individu d’habileté lambda réussisse cet item est 
faible selon la logique présentée plus haut. L’équation 3 représente l’équation associée 
au modèle de Rasch et autres modèles à un paramètre. Le modèle de Rasch est obtenu 
en donnant à D la valeur de 1. Il est aussi possible de donner à D la valeur 1,7 afin 
d’obtenir une distribution s’approchant de la courbe logistique normale.  
 
( )
1
( )
1 i
i D b
P
e


 


 (équation 2) 
 
La figure 25, présentée plus tôt, permettait de constater l’effet de la 
modification de la valeur du coefficient de difficulté bi en modifiant, pour un individu 
d’habileté fixe, la probabilité qu’il ait réussi à l’item i. La figure 7 permet de comparer, 
pour un élément de difficulté moyenne (bi=0) l’ogive normale, le modèle de Rasch 
(avec D = 1) et le modèle à un paramètre où D = 1,7 (appelée approximation de 
Birnbaum). 
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Figure 32 -  Comparaison entre la distribution normale (courbe verte), le modèle de 
Rasch (courbe bleue) et le modèle à un paramètre (courbe rouge) 
3. 
Van der Linden (1996) donne un exemple qui permet de comprendre comment 
il est possible d’utiliser la TRI en contexte universitaire. En utilisant plusieurs 
correcteurs corrigeant tous les 90 tests écrits à réponse longue (essay) et donnant des 
notes de A à E (donc cinq niveaux), il fut possible d’analyser la distribution des 
résultats de chacun des tests en termes de quelles notes chaque test reçu. 
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Figure 33 -  Exemple de l'utilisation de la TRI (Van der Linden, 1996, p. ) 
 
Cette distribution, utilisant l’idée de crédit partiel, est un pas vers l’intégration 
dans le cadre universitaire de l’analyse après l’interprétation qui permet d’augmenter 
la validité en accumulant de nouvelles preuves. L’analyse des résultats ont permis, dans 
ce cas précis, d’identifier les correcteurs dont les notes s’écartaient trop, soit parce que 
trop hautes, soit parce que trop basse. La figure 28, tirée de l’ouvrage de van der Linden 
montre comment le test 61 a reçu les meilleures notes et que l’essai 21 est dans les trois 
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moins bonnes. Il est donc possible d’utiliser la TRI pour faire ce travail d’analyse et 
ainsi extraire des données permettant d’améliorer les évaluations des apprentissages. 
 
4. 
Dans le cadre de notre projet, il nous semble important de faire l’inventaire 
d’outils qui nous permettent d’analyser les données obtenues dans l’aspect 2 de notre 
projet. Denis Marcoux (1997), dans le cadre de son projet de maitrise, met sur pied un 
logiciel pour les enseignants du collégial et plusieurs des fonctions du logiciel nous ont 
semblé être des outils intéressants, même sans utiliser le dit logiciel. 
L’item, dans les deux théories, est donc le plus petit élément pouvant être 
analysé. La théorie classique et le TRI donne des outils qui permettent d’obtenir des 
données sur l’item. Ainsi, les instruments servant à l’évaluation des apprentissages 
donnent, pour chaque répondant, un niveau d’atteinte de chaque item. Dans le cas où 
l’on a deux niveaux (réussite ou échec) de l’item, il est possible de faire l’analyse de 
chaque item séparément. Ces outils sont utilisés après l’administration de l’examen, 
dans le traitement des données (après l’interprétation). 
 
   
 
 ANNEXE 7 
 FORMULAIRE DE CONSENTEMENT ÉTHIQUE 
 (VERSION ENTREVUE) 
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 ANNEXE 8 
 LIVRET DE CODES QDA MINER 
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 ANNEXE 9 
 GUIDE D’ENTREVUE POUR LE SECOND VOLET 
 
1. Section préparée à l’avance à l’aide du plan de cours et vérifiée lors de 
l’entrevue 
Instruments inscrits au 
plan de cours 
Questions possibles ou probables 
Lien avec le cadre 
conceptuel (voir 
autre document) 
Information tirée du plan 
cours (sinon, elles seront 
complétées au début de 
l'entrevue) 
Quels sont le sigle et le titre de l'activité pédagogique 
choisie? 
Contexte 
  Quels sont les objectifs (écrits) de l'activité pédagogique? Étape 1 
  Quels sont les objectifs (écrits) de l'activité pédagogique? Étape 1 
  
Quelles sont les tâches d'évaluation des apprentissages 
prévues? Comment s'arriment-elles ou se complètent-
elles? 
Étape 2A 
 
2. Section introduction 
 
DÉBUT DE L'ENTREVUE 
(Commune) 
À qui s'adresse l'activité pédagogique? Est-ce un groupe 
homogène? Quel est le nombre d'étudiants? 
Contexte 
  
Comment s'inscrit cette activité pédagogique dans le 
parcours des étudiants? 
Contexte 
  
À quoi sert l'évaluation des apprentissages dans cette 
activité pédagogique? 
Étape 1 
  
Quelles sont les cibles éducatives privilégiées? Cherche-t-on 
à développer dans cette activité des professionnels 
(ingénieurs, enseignants)? Ces cibles sont-elles précisées 
aux étudiants?  
Étape 1 
  
Y a-t-il des objectifs plus importants que d'autres? Y a-t-il 
des objectifs qui sont sous-entendus? 
Étape 1 
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3. Section sur chacune des tâches servant à l’évaluation.  
Cette section est répétée autant de fois qu’il y a de modalités. 
Instruments 
inscrits au plan 
de cours 
 
 
 Ex. : Examen 
écrit. 
Quelles sont les connaissances ou les habilités devant être vérifiées 
dans cet instrument? Est-ce que ceux-ci sont connus des étudiants? 
Étape 2B 
  
Quelle est la nature de la tâche choisie? S'il s'agit de plusieurs tâches 
de même type, sont-elles liées entre elles? 
Étape 2A 
  D'où provient l'idée initiale de la tâche choisie? Étape 3A 
  Y a-t-il une vérification des tâches avant l'administration de l'examen? Étape 3A 
  
Quelles sont les conditions de réalisation de la tâche? Quand se fait la 
tâche au cours de la session? 
Étape 3B 
  
Quels types de performances (réponses) sont attendues des 
étudiants? Les performances des étudiants sont-elles très différentes 
entre elles? Dans la forme? Sur le fond? Sur les sujets traités? 
Étape 4 
  
Quel est le temps nécessaire pour accomplir une tâche chez un 
étudiant habituel? S'il y a plusieurs tâches du même type, quel est le 
temps nécessaire pour compléter l'ensemble des tâches? Les étudiants 
terminent-ils dans le temps imparti? 
Étape 3B 
  S'intéresse-t-on au déroulement de la tâche ou seulement au résultat? Étape 3B 
  
Y a-t-il d'autres personnes qui interviennent à la réalisation de la 
tâche? Dans le cas d'un examen, intervenez-vous durant le 
déroulement de l'examen? Dans le cas où un surveillant d'examen est 
utilisé, quelles sont les consignes entourant son rôle? Sont-elles 
discutées? Sont-elles écrites? 
Étape 3B 
  
Quels outils servent à la correction? Quels sont les critères servant à la 
correction? Y a-t-il des critères touchant la qualité de la présentation? 
Étape 4 
  Qui corrigent les réponses des étudiants? Étape 4 
  Y a-t-il une autre rétroaction que la note donnée à l'étudiant? Étape 7A 
  
Y a-t-il une autre explication possible pour le résultat d'un étudiant? Le 
plagiat est-il un problème? Y a-t-il des étudiants internationaux? Cela 
a-t-il un impact sur l'évaluation des apprentissages? 
Étape 5 
  
Êtes-vous satisfait de la force du lien entre les objectifs et les 
performances des étudiants dans cette tâche? 
Étape 8 
  
Avez-vous accès à tout ce qu'il vous faut pour réaliser l'évaluation? 
Êtes-vous limité par l'environnement? 
Étape 8 
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4. Section concluant l’entrevue sur des aspects communs  
CONCLUSION 
(Commune à toute 
l'activité pédagogique) 
Tient-on compte de l'amélioration d'un étudiant 
durant l'activité pédagogique? 
Étape 6 
  
Attribuez-vous des notes allant au bulletin dans cette 
activité pédagogique? Si oui, de quel format? 
Étape 7B 
  
Comment déterminez-vous la note que chaque 
étudiant reçoit? 
Étape 7B 
  
Quelles sont les répercussions pour les étudiants de 
l'évaluation des apprentissages faites dans ce cours? 
Étape 6 
  
Corrige-t-on aussi la qualité de la langue écrite? 
Quelles sont les modalités? 
Étape 2A 
  
Quelles sont les politiques ou règlement entourant la 
correction? 
Étape 4 
  
Quelles sont les politiques ou règlement entourant 
l'attribution des notes "finales" dans cette activité 
pédagogique? 
Étape 7B 
  
Utilisez-vous les résultats de la correction ou de 
l'évaluation des apprentissages pour d'autres choses 
que pour attribuer une note? 
Étape 7B 
  
Incorporez-vous les compétences décrites par 
Ingénieurs Canada dans votre activité pédagogique ou 
dans votre évaluation? Comment l'évaluation se 
rattache à la profession d'ingénieur? 
Étape 1 
  
Êtes-vous satisfait de la force du lien entre ce que vous 
voyez des étudiants et la note que vous leur donnez? 
Étape 8 
  Qu'est-ce qu'une évaluation de qualité? Conception 
 
   
 
 ANNEXE 10 
 LISTE INITIALE DE 158 OCCURRENCES ASSOCIÉES 
AUX MOTS CLÉS LIÉS À L’ÉVALUATION DES 
APPRENTISSAGES DANS LE DOMAINE DE LA 
FORMATION DES INGÉNIEURS 
Au chapitre 1, nous présentons une recension complète des articles associés 
aux mots clés liés à l’évaluation des apprentissages dans le domaine de la formation 
des ingénieurs dans la banque de données ERIC (EBSCO). Les occurrences sont 
numérotées de 1 à 158. Les mots clés ont été présentés à la section 2 du chapitre 1 (03, 
p.57) et les articles ont tous été publiés dans des revues utilisant une « révision par les 
pairs ». 
Articles retenus après analyse des articles 
Catégories 
Nombre 
d’occurrences Articles 
Innovation en évaluation 10 
103, 108, 114, 119, 120, 122, 
125, 127, 131, 132 
Contexte de l’évaluation 
en génie 
8 
7, 17, 104, 121, 128, 129, 130, 
135 
Projets longs et travail 
d’équipe 
6 74, 91, 124, 134, 137, 150 
Évaluation assistée par 
ordinateur (CAT) 
6 6, 13, 18, 65, 113, 123 
TOTAL 30  
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Articles écartés après analyse des articles 
Catégories 
Nombre 
d’occurrences Articles 
Innovation pédagogique 56 
10, 12, 15, 20, 22, 25, 28, 29, 30, 
32, 34, 37, 38, 41, 43, 44, 45, 49, 
51, 52, 53, 59, 62, 66, 76, 79, 80, 
81, 82, 83, 84, 85, 86, 88, 92, 94, 
95, 96, 97, 99, 101, 109, 110, 112, 
115, 118, 126, 133, 136, 137, 141, 
143, 144, 145, 147, 155  
Faux positif 19 
3, 19, 21, 23, 24, 40, 48, 55, 58, 
63, 70, 77, 78, 102, 111, 138, 148, 
152, 154 
Création et évaluation de 
programme 
17 
1, 5, 16, 46, 55, 57, 68, 71, 73, 75, 
105, 106, 107, 139, 146, 150, 151 
Enseignement à distance 7 8, 39, 47, 54, 100, 149, 158 
Accréditation en génie 7 42, 67, 72, 89, 90, 156, 157 
Caractéristiques des étudiants 5 31, 69, 116, 140, 153 
Orientation, choix de carrière 5 4, 50, 60, 98, 142 
Avenir de l’éducation STEM234 3 11, 33, 35 
Psychologie cognitive 3 14, 93, 117 
Organisation de projet long et 
du travail d’équipe 
3 9, 64, 87 
Sélection des étudiants en génie 1 61 
Formation à distance 1 2  
Théorie de l’évaluation 1 26 
Formation continue 1 27 
TOTAL 128  
 
                                                 
234 Acronyme désignant les domaines des sciences, technologies, génie (engineering) et mathématiques. 
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