Abstract-Pairwise strategies have tested effectively a range of software and hardware systems. These testing strategies offer solutions that can substitute exhaustive testing. In simple terms, a pairwise testing strategy significantly minimizes large input parameter values (or configuration options) of a system into a smaller set based on pairwise interaction (or combination). Fuzzy Adaptive Teaching Learning-based Optimization (ATLBO) algorithm is an improved form of Teaching Learning-based Optimization (TLBO) algorithm. ATLBO employs Mamdani fuzzy inference system to select adaptively either teacher phase or learner phase based on performance instead of blind sequential application as in original TLBO. In this paper, two pairwise testing strategies based on ATLBO and TLBO are proposed. Experimental results suggest that the proposed strategies are capable to be part of testers' toolkit as they outperformed competing meta-heuristic based pairwise testing strategies and tools on many pairwise benchmarks. Moreover, ATLBO based strategy generated optimal pairwise test suites than the one based on TLBO.
INTRODUCTION
Human's dependency on software is increasing with every passing day. Whether it is disease treatment or performing intervention, route finding, communication, entertainment, education, businesses, etc. to name a few, the use of software is inescapable. This leads to the development of more complex and sophisticated software applications. It is now commonplace to have software with dozens or even hundreds of input parameters or configurations options that can have an exorbitant number of combinations [1] . The probability of faults that may arise due to the interaction (or combination) between these parameters or configurations is very high. Exhaustive testing is inefficient or normally impossible. This suggests the need of more efficient sampling testing strategies such as pairwise testing for the quality assurance of these software applications.
Pairwise testing strategies offer efficient and feasible solutions. A pairwise strategy samples fewer possible 2-way interaction or combination of input parameter values or configuration options of a system under test. The generated samples (or test cases) can efficiently substitute testing full-way interaction (i.e., exhaustive testing) of input values [2, 3] . The interaction between each pair of parameter values is accommodated in the test cases at least once [4] . The idea of employing a pairwise testing strategy achieves testing objectives within time and budget constraints. For interaction testing of contemporary software systems, testers may consider a pairwise testing tool or meta-heuristic based strategy an essential part of their toolkit [5] .
Teaching Learning-based optimization (TLBO) [6] algorithm is proposed by Rao et al. in 2011 to address global optimization problems efficiently. It is a population based algorithm which performs optimization in two phases: teacher phase and learner phase. In the teacher phase, the algorithm explores the entire search space for quality solutions. In the learner phase, the quality of the obtained solution is evaluated against local solutions. The teacher phase represents global search whereas the learner phase represents local search. Moreover, TLBO only requires control common parameters such as population size and number of iterations in contrast to other meta-heuristics.
Fuzzy adaptive teaching learning-based optimization (ATLBO) [7] algorithm is a most recently proposed optimization algorithm based on Teaching Learning-based optimization (TLBO) algorithm. ATLBO employs the two phases i.e., its global and local search processes, adaptively using Mamdani fuzzy inference system based on quality results. The original TLBO employs the phases sequentially which is sometimes counterproductive i.e., misses potential good solutions. Being new and efficient optimization algorithms for NP-hard problems, this paper adopts ATLBO and TLBO for the pairwise test generation in strategies named pairwise ATLBO (pATLBO) and pairwise TLBO (pTLBO).
The organization of the paper presented in the remainder sections is as follows. Section 2 presents mathematical background of the pairwise test generation problem. Section 3 reviews the current literature about pairwise test generation. Section 4 presents the implementation of the original TLBO as well as the newly developed ATLBO for pairwise test generation problem in the two proposed strategies. Section 5 presents and discusses experimental results and observations. Section 6 finally concludes the paper with determining prospective main area of ATLBO's applications.
II. MATHEMATICAL BACKGROUND
As a sub part of combinatorial optimization problem, pairwise test generation problem equates the generation of a mathematical object called covering array (CA) [8] . This object is simply a table that contains pairwise test data. The rows of the table correspond to test cases whereas columns correspond to input parameters of the system under test. CA is an improved form of its predecessor object called orthogonal array (OA). CA not only overcomes the limitations of OA but also offers flexibility to represent sets of test cases (or test suites) with many different parameters and values. In general, the notation CA λ (N; t, p, v) represents CA mathematically. The notation corresponds to an array with N×p dimensions over (0,…., v-1) such that every N×t sub-array stores all ordered subsets from values v at least λ times. For optimality, normally t-tuples occur at least once in the array. Here, the value of λ=1 is often ignored in the notation which can now simply be CA(N; t, p, v). It is assumed that a CA has size N, interaction/combination strength t, parameters p, values v, and index λ. For a given t, p, v, and λ, the expression CAN λ (t, p, v) represents the smallest N for which a CA λ (N; t, p, v) is available. A CA λ (N; t, p, v) is considered to be optimal if there exists N= CAN λ (t, p, v) as shown in (1) . respectively [1] . Fig. 1 (a) shows a CA with size N=9, interaction or combination strength t=2, parameters p=4 and values v=3 for each p. Similarly, Fig. 1(b) shows an example of MCA with size N=9, interaction strength t=2, parameters p=4, and values v for two parameters are 3 whereas for other two are 2. As this paper considers only pairwise testing, here the interaction or combination strength t will always be equal to 2.
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III. RELATED WORK AND LITERATURE REVIEW
Pairwise test generation strategies can be divided based on either methodology adopted or the way pairwise data is generated. According to the first division pairwise test generation strategies can be divided into four categories namely exact, algebraic, greedy, and meta-heuristics [9] . There are two categories: one-test-a-time (OTAT) and one-parameter-at-atime (OPAT) that describe how a strategy generates test data i.e., pairwise CA or MCA. This later categorization is usually related to greedy and meta-heuristic based strategies [10] .
The strategies under exact category use, for example, SAT, backtracking algorithms, etc. to construct pairwise test suites. However, these strategies are applicable only for trivial systems. For instance, [11] generated pairwise test cases by using an efficient solver with local search capability related to non-CNF (non-conjunctive normal form) SAT. Algebraic based strategies employ mathematical procedures or algebraic functions such as vectors, matrices, etc. with predetermined rules to generate test suites. These strategies are efficient in terms of time (polynomial time generation); however, their application is limited to very specific cases only. The work in [12] generated pairwise CAs with the help of rotating and translating starter vectors. Some other typical examples of pairwise algebraic based strategies include [13] , [14] whereas TConfig [15] is one of the tools in this category. Greedy based strategies generate test cases in greedy manner i.e., only those test cases are selected that cover maximum possible uncovered combinations. AETG [16] , mAETG [17] , ITTDG [18] , PICT [19] are some well-known greedy based pairwise strategies. These strategies follow OTAT approach which generates a single test per iteration. Similarly, greedy based strategies also include IPO [20] , [21] , [22] , etc. which follow OPAT approach. The approach generates test cases parameter wise i.e., incrementally first with horizontal and then vertical (if needed) extensions. Although useful for many cases, greedy strategies often provide less optimal arrays. Meta-heuristics have solved optimization problems successfully in every corner of science and engineering such as evacuation in disaster management [23] , combinatorial test case design [24] , etc. Similarly, pairwise meta-heuristic based strategies offer optimal arrays owing to their intelligent guessing search mechanisms. However, the trade-off for this optimality is the significant run-time cost of these strategies [25] . In general, a meta-heuristic based strategy starts with a random test suite and then manipulates it with certain number of transformations till no more interactions. Meta-heuristics adopted for pairwise test generation include genetic algorithm (GA) [26] , ant colony algorithm (ACA) [27] , simulated annealing (SA) [28] , particle swarm optimization (PSO) [29] , harmony search (HS) [4] , cuckoo search (CS) [30] , etc.
In [25] , GA is adopted to identify configuration settings that can achieve maximum pairwise coverage with a specified number of test cases. The authors of [26] employed ACA to generate pairwise test suites with fewer possible test cases that cover all the required interactions. The work in [27] used SA with a greedy binary search algorithm to search optimal pairwise test cases within a random search space. PPSTG, a strategy proposed in [28] adopted PSO that applies its global and local search operations iteratively to find optimal test cases to be [30] that can generate higher strength test suites with constraints support. PHSS [4] used HS that ensures full interaction coverage by its harmony memory and a series of improvisations within its global and local search operations. Finally, the work in [29] adopted CS that can generate optimal test suites to cover all interactions with its two-stage approach i.e., nest generation (usually with Levy flight path) and evaluation against existing nests. More recently, hyper-advanced meta-heuristic (with constraints support) and heuristic based strategies (e.g., [31] , [32] , [33] , [34] ) for the test suite generation are proposed.
Although useful, pairwise meta-heuristic based strategies suffer from parameter tuning. To overcome this limitation, we introduced pairwise strategies based on new meta-heuristics (i.e., parameter free).
IV. PROPOSED PAIRWISE TEST GENERATION STRATEGIES
Teaching learning-based optimization (TLBO) algorithm is based on classroom environment. Within this environment, a teacher with more knowledge tries to effectively communicate his knowledge to students in the class called learners here. To improve their knowledge, the learners try to learn from one another as well. The simplicity of TLBO lies in the adoption of this simple model which leads to its successful applications in many areas of science and engineering. Moreover, other metaheuristics require tuning of their algorithmic-parameters. For instance, PSO's velocity, inertia weight and learning factors parameters require intensive tuning before it is able to produce optimal solutions. There is no tuning in case of TLBO as it has no algorithm-specific-parameters [6] .
A. Implementation of TLBO for Pairwise Testing
TLBO uses two phases: teacher and learner to achieve optimal solutions. The teacher phase explores the entire search space for better solutions i.e., it performs global search or exploration. The phase maximizes the quality of every individual in the population X to the level of the best individual (the teacher).
The learner phase is responsible for local search or exploitation. Here, a leaner X i t selects a random peer learner X j t such that i ≠ j. If the knowledge of the leaner is higher than the peer, the peer is updated i.e., moved towards a better position so that the peer can possibly become a good candidate solution, otherwise the learner is updated. The implementation of the complete strategy using TLBO is shown in Fig 2. The sequential application of the global and local search operations can be observed.
B. Design and Implementation of ATLBO for Pairwise
Testing ATLBO introduces Mamdani-type fuzzy inference system to adaptively select its teacher phase (i.e., global search operation) or learner phase (i.e., local search operation) instead of their less efficient sequential selection in. the TLBO. The fuzzy inference Q m represents the quality of the potential solution i.e., test case. The second measure i.e., I m evaluates the current solution against the best available solution. Finally, D m evaluates the current solution against the entire population. The only output (selection) is used to select the appropriate search operation so that more optimal solutions can be obtained. Normalized values are used for all the inputs and the single output. Fig. 3 presents the complete design of the ATLBO's fuzzy inference system. Fig. 3 outlines the details of memberships functions, the number and description of fuzzy rules and the defuzzification method.
The complete implementation of pairwise strategy pATLBO based on ATLBO is shown in Fig. 4 .
V. THE EXPERIMENTS
The experimental design encompasses three sets of experiments to validate the effectiveness of both strategies based on TLBO and ATLBO. The first set characterizes both strategies i.e., evaluates them based on performance and efficiency. Performance refers to time a strategy takes to generate a test suite whereas efficiency refers to the test suite size generated by the strategy. The second set of experiments benchmarks only the efficiency of the pTLBO and pATLBO against each other as well as against existing pairwise tools and meta-heuristic based strategies with varying number of parameters and values. The last set of experiments, consisted of 9 pairwise arrays with constant parameters and varying values, again highlight only the efficiency of the implemented strategies against computational based strategies (greedy and meta-heuristic) and tools proposed in the literature. The experimental setup used to conduct these experiments consists of a PC with 2.9 GHz Core i5 CPU, 16 GB DDR3 RAM, and Windows 10 installed. Both the strategies are implemented using the Java programming language. Other necessary settings adopted for the experiments are given in Table I .
As TLBO evaluates fitness function twice in every iteration, its number of iterations must be half of that of ATLBO as here per iteration fitness function is evaluated only once. This ensures that both the strategies have equal number of attempts to search optimal solutions. The number of executions or runs can be used to show the statistical significance of the obtained results. Experimental results are reported in tabular form. All the entries with best mean result are showed with bold text whereas entries with represent best test suite size produced by a strategy or tool. Moreover, NA represents that the result for a strategy or tool is not available. Moreover, the efficiency results of existing strategies or tools are included here from their respective literature.
The first set of experiments consists of four real world software systems: Waze navigation option, Spin-S Table II . For two of the systems, pATLBO produced optimal test suites. Similarly, pATLBO outperformed three times pTLBO by producing best mean results. For only one system (gzip), pTLBO provided better mean result than pATLBO. As for as performance is concerned, pTLBO outperformed pATLBO for all the systems. The extra layer of fuzzy inference system and the doubled iterations that of pTLBO contribute to the deficient performance i.e., in terms of test suite generation time of pATLBO. Table III reports the sizes of 6 pairwise CAs and pairwise MCAs (second set of experiments) produced by existing tools as well as the proposed implemented strategies. Both pATLBO and pTLBO produced competitive results. In the same Table, out of the 10 pairwise arrays, 5 times pATLBO whereas 4 times pTLBO produced best test sizes. AETG, GA and ACA produced most optimal test suites for three pairwise arrays. Nevertheless, these meta-heuristic strategies use either greedy algorithms or additional minimization algorithms to further minimize the sizes of the obtained test suites. PairCS produced 3 best test suites as well.
In case of last set of experiments, the behavior of both pTLBO and pATLBO is evaluated over 9 pairwise CAs. In these arrays, the number of parameters (p) is constant i.e., 10 whereas the number of parameter values (v) vary between 3 and 10. Table  IV lists these pairwise arrays. Here, pATLBO produced optimal test suites for every array. In case of 7 arrays, pATLBO outperformed all the competing strategies including pTLBO whereas in case of only 2 arrays, pTLBO matched the test suite sizes of pATLBO. PHSS produced only 1 optimal test suite. As far as mean results are concerned, pATLBO outperformed pTLBO 8 times out of the total 9 arrays.
VI. CONCLUSION
Pairwise testing is essential to unveil faults that may arise due to the interaction or combination of parameter values or configuration options of systems. Meta-heuristic based pairwise strategies appear to be useful to generate optimal pairwise test suites. In this paper, two pairwise strategies called pTLBO based on Teaching Learning-based Optimization algorithm and pATLBO based on the Fuzzy Adaptive Teaching Learningbased Optimization (ATLBO) algorithm are proposed. Experimental results reveal that both strategies outperformed existing meta-heuristic based strategies as well as other tools. Moreover, pATLBO showed better efficiency than pTLBO whereas pTLBO came with improved results than pATLBO as far as performance was concerned. ATLBO is a promising addition to the repertoire of optimization algorithms. In future, its application for solving optimization problems in software testing would be useful. 
