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Abstract
This thesis describes several new aspects of the dynamical coupling between the stratosphere
and the troposphere, and how this coupling is influenced by different natural and anthropogenic fac-
tors. A unique set of four long-term sensitivity experiments is designed to examine the importance
of the Quasi-Biennial Oscillation (QBO) of equatorial stratospheric winds, modes of sea surface
temperature (SST) variability like the El Nin˜o Southern Oscillation (ENSO), anthropogenic green-
house gases (GHGs) and ozone depleting substances (ODSs), for stratosphere-troposphere coupling.
The model experiments are performed with NCAR’s CESM model with the chemistry-climate model
WACCM as its atmospheric component. The number and the length of the simulations performed
here, given that the model includes both an interactive ocean and an interactive chemistry module
and reaches up to the thermosphere, are exceptional.
Special emphasis is placed on major Stratospheric Sudden Warmings (SSWs) in the Northern
hemisphere which are a prominent example of stratosphere-troposphere coupling and which can affect
surface weather and climate. It is shown that the QBO strengthens the climatological stratospheric
polar night jet (PNJ) and significantly reduces the major SSW frequency by reducing the propagation
of planetary waves into the PNJ region. Variability in SSTs weakens the PNJ and significantly
increases the major SSW frequency by enhancing planetary wave forcing. Extreme climate change
conditions determine the prewarming phase of major SSWs. SST variability is needed to reproduce
the observed tropospheric negative Northern Annular Mode pattern after major SSWs.
Further testing the sensitivity of WACCM experiments to the width of the QBO relaxation
along the equator leads to a new contribution to the famous Holton-Tan mechanism in stratospheric
dynamics and chemistry. The Holton-Tan mechanism, i.e., stronger zonal mean winds during QBO
west phases (QBOW) in the PNJ region, is enhanced for a wider compared to a narrower QBO
relaxation. The results suggest that at least two processes are involved in transmitting the equatorial
QBO signal into the polar stratosphere: first, an effect of the zero wind line in the lower stratosphere
which is shifted depending on the phase of the QBO, and second, the effect of the secondary QBO
circulation in the middle to upper stratosphere. Both processes affect the direction of planetary
wave propagation so that these waves disturb the stratospheric polar vortex more during QBO east
phases (QBOE).
The first study which investigates a combined QBO-ENSO influence on the troposphere shows
that large differences occur between the North Pacific and North Atlantic. The stratospheric equa-
torial QBO anomalies extend down to the troposphere over the North Pacific during boreal winter,
but only during La Nin˜a (not El Nin˜o) events. The conditions for the genesis and intensification
of synoptic-scale waves are improved during QBOW compared to QBOE conditions by linear QBO-
ENSO interactions. In the North Atlantic, the non-linear interaction of QBOW with La Nin˜a (QBOE
with El Nin˜o) results in a positive (negative) North Atlantic Oscillation pattern.
This thesis presents an improved understanding of the physical mechanisms that couple the
stratosphere and the troposphere, which has the potential to improve tropospheric weather forecast-
ing skill and moreover highlights the importance of the stratosphere for understanding and modeling
tropospheric dynamics.
Zusammenfassung
Diese Arbeit beschreibt einige neue Aspekte der dynamischen Kopplung zwischen Stratospha¨re
und Tropospha¨re und wie diese Kopplung von verschiedenen natu¨rlichen und anthropogenen Fak-
toren beeinflusst wird. Um die Bedeutung der quasi-zweija¨hrigen Schwingung des Windes in der
a¨quatorialen Stratospha¨re (engl. Quasi-Biennial Oscillation, QBO), von Variabilita¨ten der Meeres-
oberfla¨chentemperatur (engl. sea surface temperature, SST) wie z.B. die El Nin˜o Southern Oscil-
lation (ENSO), von anthropogenen Treibhausgasen und von ozonzersto¨renden Substanzen fu¨r die
Stratospha¨ren-Tropospha¨ren-Kopplung zu untersuchen, wurde ein einzigartiges Set aus vier langen
Sensitivita¨tsexperimenten entworfen. Die Modellexperimente wurden mit NCAR’s CESM Modell
durchgefu¨hrt, welches das Klima-Chemie-Modell WACCM als atmospha¨rische Komponente beinhal-
tet. Die Anzahl und die La¨nge der Simulationen mit solch einem komplexen Modellsystem, das
sowohl einen interaktiven Ozean als auch ein interaktives Chemie-Modul entha¨lt und das bis in die
Thermospha¨re hinaufreicht, sind außergewo¨hnlich.
Ein spezieller Fokus dieser Arbeit lag auf der Untersuchung von großen plo¨tzlichen Stratospha¨ren-
erwa¨rmungen in der Nordhemispha¨re, da diese ein bekanntes Beispiel fu¨r Stratospha¨ren-Tropo-
spha¨ren-Kopplung darstellen und sogar das Wetter und Klima an der Erdoberfla¨che beeinflussen.
Die Ergebnisse dieser Arbeit zeigen, dass die Pra¨senz der QBO den klimatologischen Polarnacht-
strahlstrom in der Winter-Stratospha¨re versta¨rkt und die Anzahl von großen Stratospha¨renerwa¨r-
mungen signifikant dadurch verringert, dass die Ausbreitung von planetarischen Wellen in die Polar-
nachtstrahlstrom-Region reduziert wird. Variable SSTs schwa¨chen den Polarnachtstrahlstrom und
erho¨hen die Frequenz von großen Stratospha¨renerwa¨rmungen dadurch, dass die Wellenausbreitung
in die Polarnachtstrahlstrom-Region versta¨rkt wird. Extreme Klimawandel-Bedingungen haben einen
Einfluss auf die dynamische Entwicklung in den Wochen vor den großen Stratospha¨renerwa¨rmungen.
Variable SSTs werden beno¨tigt, um das beobachtete negative Signal der Nordatlantischen Oszillation
in der Tropospha¨re im Anschluss an große Stratospha¨renerwa¨rmungen richtig zu reproduzieren.
Weitere Analysen bezu¨glich der Breite der QBO-Relaxierung am A¨quator konnten zu einem
besseren Versta¨ndnis des bekannten Holton-Tan-Mechanismus’ beitragen. In dieser Arbeit wurde
gezeigt, dass der Holton-Tan-Mechanismus, der sta¨rkere Zonalwinde in der polaren Stratospha¨re
wa¨hrend QBO-West-Phasen bewirkt, versta¨rkt ist, wenn eine breitere QBO-Relaxierung gewa¨hlt
wird. Zwei Prozesse scheinen hauptsa¨chlich fu¨r die U¨bermittlung des a¨quatorialen QBO-Signals in
die polare Stratospha¨re verantwortlich zu sein: zum einen der Effekt der Nullwindlinie in der un-
teren Stratospha¨re der niederen Breiten, die abha¨ngig von der QBO-Phase verschoben wird, und
zum anderen der Effekt der sekunda¨ren QBO-Zirkulation in der mittleren und oberen Stratospha¨re
der mittleren Breiten. Beide Effekte bewirken eine A¨nderung der Ausbreitungsrichtung von plane-
tarischen Wellen, sodass diese wa¨hrend der QBO-Ost-Phase in Richtung des Polarnachtstrahlstromes
gelenkt werden und den Polarwirbel sto¨ren und abschwa¨chen.
In der ersten Studie, die den kombinierten QBO-ENSO-Einfluss auf die Tropospha¨re untersucht,
konnte gezeigt werden, dass bei diesem Einfluss große Unterschiede zwischen dem Nord-Pazifik und
dem Nord-Atlantik auftreten. Die QBO-Anomalien breiten sich aus der a¨quatorialen Stratospha¨re bis
in die Tropospha¨re u¨ber dem Nord-Pazifik aus, allerdings nur wa¨hrend La Nin˜a- und nicht wa¨hrend El
Nin˜o-Ereignissen. Durch lineare QBO-ENSO-Interaktionen herrschen hier wa¨hrend der QBO-West-
Phasen bessere Bedingungen fu¨r die Genese und Intensivierung von synoptisch-skaligen Wellen als
wa¨hrend der QBO-Ost-Phasen. Im Nord-Atlantik sorgen nicht-lineare Wechselwirkungen zwischen
QBO-West-Phasen und La Nin˜a-Bedingungen (QBO-Ost-Phasen und El Nin˜o-Bedingungen) fu¨r die
Entstehung eines positiven (negativen) Musters der Nordatlantischen Oszillation.
Diese Arbeit tra¨gt zu einem besseren Versta¨ndnisses der physikalischen Prozesse von Stratospha¨ren-
Tropospha¨ren-Kopplung bei. Dies birgt Potenzial zur Verbesserung der Gu¨te von tropospha¨rischen
Wettervorhersagen. Die Ergebnisse dieser Arbeit betonen auch die Relevanz der Stratospha¨re fu¨r
die Dynamik in der Tropospha¨re.
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1 Introduction
The two lowermost layers in the Earth’s atmosphere - the troposphere and the stratosphere - are not
strictly separated but vertically coupled via various dynamical, chemical and radiative processes. Of
these processes, the dynamical coupling deserves special consideration given that large stratospheric
anomalies can propagate down into the troposphere and even have an effect on the surface. Thus,
detailed understanding of dynamical stratosphere-troposphere coupling contains large potential to
enhance skill for predictions of tropospheric weather and climate.
The coupling between the stratosphere and the troposphere can be influenced by those factors which
determine atmospheric variability. The appearance of this modulation and the underlying physical
mechanisms are far from being fully understood. However, it is crucial to separate and quantify the
contributions from natural and anthropogenic factors for these mechanisms, e.g., in order to reli-
ably estimate the anthropogenic contribution to the recent tropospheric warming and stratospheric
cooling trend, and therefore improve projections of the future climate.
The goal of this thesis is to provide qualitative and quantitative estimates about the impact of dif-
ferent natural and anthropogenic factors on stratosphere-troposphere coupling. Underlying physical
mechanisms for this coupling will be investigated.
1.1 Coupling between Stratosphere and Troposphere
Several theories exist on the mechanisms for the dynamical coupling between the stratosphere and the
troposphere. Haynes et al. [1991] proposed the so-called ”downward control” principle. It suggests
that zonal forces which occur due to the dissipation of Rossby and gravity waves in the stratosphere
induce a secondary circulation which extends down to the troposphere. Another idea involves the
adjustment of the tropospheric flow to stratospheric potential vorticity anomalies [Hartley et al.,
1998; Black, 2002; Black and McDaniel, 2004]. Other studies indicate a potential role of synoptic
eddies for the downward coupling of stratospheric anomalies and the persistence of the signal in
the troposphere [Kushner and Polvani, 2004; Song and Robinson, 2004; Simpson et al., 2009; Kunz
and Greatbatch, 2013; Domeisen et al., 2013]. Kunz and Greatbatch [2013] report that quasi-
geostrophic adjustment of the troposphere to stratospheric wave drag initiates a surface response
to the stratospheric anomalies, and that this surface response is delayed up to several weeks with
respect to the stratospheric signal due to eddy feedback processes.
For this thesis, stratosphere-troposphere coupling due to processes involving planetary waves is
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considered. Planetary waves are generated in the troposphere by orography and land-sea contrasts.
These waves propagate upward into the stratosphere where they either dissipate or are reflected
downward to impact the troposphere again, e.g., through feedback processes with synoptic-scale
waves.
Planetary waves can propagate only in a certain range of westerly wind regimes [Charney and
Drazin, 1961]. When they dissipate in the stratosphere, they interact with the zonal-mean flow
and accelerate or decelerate the prevailing background winds; the resulting anomalies can propagate
downward. This process has been shown to be of potential importance for seasonal prediction and
weather forecasts of tropospheric NH winter weather [Baldwin and Dunkerton, 2001; Thompson
et al., 2002; Baldwin et al., 2003; Mitchell et al., 2013; Sigmond et al., 2013]. Several indices are
used to assess this zonal-mean coupling. Many of them are based on the annular modes in both
hemispheres (NAM and SAM, respectively), which are commonly defined as the leading empirical
orthogonal functions (EOFs) of monthly-mean hemispheric geopotential height fields [Baldwin and
Thompson, 2009]. Others use, e.g., the zonal mean wind at a certain latitude and height, or
parameters at the polar cap. In a comparison of these indices, Baldwin and Thompson [2009]
highlight the advantages of a methodology based on EOFs of daily zonally-averaged geopotential.
According to their results, the daily evolution of stratosphere-troposphere coupling is seen most
clearly with this method, it is robust, easy to apply to climate model output in zonal-mean form
and computationally less expensive than other methods.
Especially weak and strong stratospheric events, defined via the various indices, have the potential
to propagate downward and affect the troposphere. A prominent example of such an extreme event
in the stratosphere is the weak polar vortex event, a so-called Stratospheric Sudden Warming (SSW;
see below).
The process of planetary waves being reflected in the stratosphere to affect the troposphere again is
called downward wave coupling. It represents another important source of stratosphere-troposphere
coupling. Fundamental research on this topic has been mainly done by N. Harnik, J. Perlwitz and
T. Shaw [e.g., Harnik and Lindzen, 2001; Perlwitz and Harnik, 2003, 2004; Harnik, 2009; Shaw
et al., 2010]. They found that the occurrence of downward wave coupling is tied to a so-called
”bounded wave geometry”, meaning a well-defined high-latitude meridional waveguide in the lower
stratosphere that is bounded above by a vertical reflecting surface.
Recent dynamical metrics of stratosphere-troposphere coupling are based on extreme stratospheric
planetary-scale wave heat flux events [Shaw et al., 2014], tropospheric blockings [Davini et al.,
2014], or Mark Baldwins idea of a stratospheric ”plunger” (not published yet), meaning anomalies
of potential vorticity affecting the tropopause height and thereby stratosphere-troposphere coupling.
1.1.1 Stratospheric Sudden Warmings (SSWs)
Planetary waves propagate upward from the troposphere into the stratosphere only in (not too
strong) westerlies [Charney and Drazin, 1961]. Thus, they generally do not reach the stratosphere
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during summer when easterly winds are prevailing. By the interaction of planetary waves with
the zonal mean flow, the winter stratospheric polar vortex can be disrupted in its zonal symmetry
[Matsuno, 1971]. It might then be displaced from the pole or split into two vortices, whereupon
both processes lead to a fast (within a few days) and strong (up to several tens of ◦C) increase in
temperatures in the polar stratosphere. If this temperature increase is accompanied by a reversal
of the zonal mean zonal wind at 60◦N on the 10hPa level from westerly to easterly, the World
Meteorological Organization (WMO; see Labitzke and Naujokat [2000]) calls this event a major
Stratospheric Sudden Warming (SSW). A major SSW is observed about every two years [Erlebach
et al., 1996; Labitzke and Naujokat, 2000; Charlton and Polvani, 2007]. More details about major
warmings and how they are influenced by different natural and anthropogenic factors can be found
in Chapter 2.
At the end of each winter, the stratospheric winds switch from westerly to the easterly summer
circulation; this event is called final warming. A major SSW occurring during this transition period
without a circulation change back to the winter westerlies is called major final warming accordingly.
When the polar temperature increases but the circulation at 10hPa does not reverse, the event
is defined as a minor warming. Theoretically, major, minor and final warmings can occur in both
hemispheres. However, since less waves are generated in the Southern hemisphere due to less land
masses and hence dynamics which are very different from the NH, only one major warming occurred
until now in the Southern Hemisphere (SH) since the beginning of detection in the 1940s [Kru¨ger
et al., 2005]. There exists no SH counterpart of the so-called Canadian warmings which happen in
the NH in early winter.
Large stratospheric anomalies like those occurring during major SSWs have the potential to descend
down into the troposphere and thus even affect surface weather and climate [Julian and Labitzke,
1965; Quiroz, 1977; Baldwin and Dunkerton, 2001; Thompson et al., 2002; Mitchell et al., 2013;
Hitchcock and Simpson, 2014], and even the ocean [e.g., Reichler et al., 2012; O’Callaghan et al.,
2014]. The resulting surface pattern strongly projects on the negative phase of the North Atlantic
Oscillation (NAO) or the Arctic Oscillation (AO) [Baldwin and Dunkerton, 2001; Charlton and
Polvani, 2007]. Examples of the surface influence of SSWs are an effect on North American,
European [Mitchell et al., 2013] or northern Russia [Sigmond et al., 2013] surface temperatures,
eastern Canada and North Atlantic precipitation [Sigmond et al., 2013], or 500hPa geopotential
height over Europe [Domeisen et al., 2015].
1.2 Factors of natural climate variability
From the effect of stratospheric anomalies on tropospheric weather and climate it follows that the
coupling mechanisms described above can be used to improve tropospheric weather forecasts and
seasonal predictions for different latitudes and regions [Baldwin and Dunkerton, 2001; Thompson
et al., 2002; Mitchell et al., 2013; Sigmond et al., 2013; Domeisen et al., 2015]. For that it is
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mandatory to gain detailed understanding about the processes underlying this coupling, and of
potential influencing factors. This thesis wants to contribute to this gain of understanding (and
at the end to the enhancement of tropospheric prediction skill) by investigating the importance of
different so-called ”anthropogenic” and ”natural” factors for stratosphere-troposphere coupling.
The factors which can be assumed to influence stratosphere-troposphere coupling are the factors
which determine the variability of each of the two layers separately. Some of these factors, namely
greenhouse gases (the most prominent example of them is carbon dioxide, CO2) and ozone-depleting
substances, have reached unsightly popularity in the last decades, as they have been shown to be
responsible for the recent warming trend in global tropospheric temperatures and the accompanying
cooling in the stratosphere (see assessment reports (AR) of the Intergovernmental Panel on Climate
Change (IPCC), e.g. IPCC [2014]). The decline of the stratospheric ozone layer as well as changes
in the ozone hole which forms over Antarctica each Southern hemisphere (SH) spring have been
the focus of many chemistry studies. These studies agree that for the involved ozone depletion
processes, catalytic chemistry including man-made chlorofluorocarbons are responsible [Solomon,
1999]. As GHGs and ODSs are produced and emitted due to human behavior, these factors are called
”anthropogenic”. Their counterpart are the so-called ”natural” factors, causing natural or internal
climate variability. Natural factors are, e.g., internal factors like the Quasi-Biennial Oscillation (QBO)
of equatorial stratospheric winds, variations in sea surface temperatures (SSTs), volcanic eruptions,
or external factors like variations in solar radiation. These natural factors and their importance for
tropospheric and stratospheric variability shall be briefly introduced in the following. More detailed
descriptions, especially of the QBO and SST variability patterns, can be found in the following
chapters.
1.2.1 The Quasi-Biennial Oscillation
The QBO is the dominant natural variability mode in the equatorial stratosphere [Baldwin et al.,
2001]. It is mainly driven by upward propagating tropical atmospheric waves like gravity, inertia-
gravity, Kelvin and Rossby-gravity waves. These waves, which are smaller-scale compared to the
previously introduced planetary waves, transfer momentum in the stratosphere and initiate the down-
ward propagation of easterly and westerly wind regimes [Lindzen and Holton, 1968; Andrews and
McIntyre, 1976; Baldwin et al., 2001] as can be seen in Figure 1.1. The wind regimes alternate with
an average period of about 28 months. The amplitude of the wind regimes is asymmetric with a
maximum of around +20 m/s in the westerly and -30 m/s in the easterly phase. By influencing the
propagation of mid-latitude planetary waves and their interaction with the mean flow, the tropical
QBO affects the mean state and variability in the extra-tropical and even polar stratosphere [Holton
and Tan, 1980, 1982; Anstey and Shepherd, 2014]. In the latter, the stratospheric polar winter
vortex is on average colder and less disturbed in QBO west phase winters, while it tends to be
warmer and hence more disturbed in winters of dominating easterly QBO phase [Holton and Tan,
1980, 1982]. This is often referred to as the Holton-Tan effect and involves a shift of the zero wind
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Figure 1.1: Zonal mean zonal wind (m/s) in the equatorial stratosphere, averaged between 2.8◦S
and 2.8◦N. Contour interval 5 m/s; the black contour indicates the zero wind line. From
the extended ERA40 data set (see Chapter 3).
line depending on the QBO phase, which hinders or allows planetary waves to propagate into the
tropical stratosphere. However, more recent studies [Naoe and Shibata, 2010; Garfinkel et al., 2012]
suggest that the underlying mechanism is more a combination of this effect with another effect
in the mid-latitude stratosphere which includes the QBO secondary meridional circulation. In the
mid-latitude stratosphere, a ”barrier” for planetary waves is created depending on the QBO phase,
leading to a convergence of these waves in the polar vortex region and hence a more disturbed vortex
during QBOE. In Chapter 3 the importance of these two mechanisms for the QBO signal in the
polar stratosphere will be addressed.
A detailed description of many more aspects of the QBO can also be found in Chapter 3.
Although the QBO is primarily a stratospheric phenomenon, there are at least two ways in which
it can affect the troposphere: 1) directly in the tropics and subtropics by modifying, e.g., temper-
ature and vertical wind shear along the tropopause and hence stratosphere-troposphere exchange
[e.g., Gray et al., 1992], or 2) indirectly through its modulation of the stratospheric polar vortex
which can be seen at the surface with a lag of 2–3 weeks [e.g., Baldwin and Dunkerton, 1999].
The tropospheric impact of the QBO then occurs, e.g., as an influence on European winter surface
climate [Marshall and Scaife, 2009], as a modulation of the tropospheric subtropical jet [Garfinkel
and Hartmann, 2011a,b] or as a modulation of tropical cyclone tracks [Ho et al., 2009] and their
frequency [e.g., Shapiro, 1989].
1.2.2 Sea Surface Temperatures
Variations in SSTs also have a strong impact on the variability not only in the lower, but also in the
middle to upper atmosphere [e.g., Sassi et al., 2004]. The dominant mode of SST variability between
60◦S and N is the oceanic component of the El Nin˜o-Southern Oscillation (ENSO) [Trenberth, 1997].
ENSO is a seesaw between warm and cold SST anomalies in the equatorial Pacific with consequences
for the regional and global weather and climate. During a warm ENSO phase (El Nin˜o), SSTs are
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anomalously warm in the tropical Pacific ocean; during a cold ENSO phase (La Nin˜a), SSTs are
anomalously cold in this region. The coupled atmospheric component of ENSO, the Southern
Oscillation, appears as according anomalies in sea level pressure (SLP), wind or temperature around
the equatorial Pacific, i.e., high SLP over the western tropical Pacific during El Nin˜o and low SLP
in this region during La Nin˜a.
Aside from ENSO, other important large-scale SST variability patterns are the Atlantic Multidecadal
Oscillation [Schlesinger and Ramankutty, 1994], the North Pacific Oscillation/West Pacific pattern
[e.g., Wallace and Gutzler, 1981; Linkin and Nigam, 2008], or the Pacific Decadal Oscillation [Mantua
et al., 1997]. Figure 1.2 (from Blume [2012]) shows these variability patterns as the first four
empirical orthogonal functions (EOFs) of observed monthly detrended SST anomalies.
Like the QBO, the effect of ENSO and other SST variability patterns is not restricted to their main
occurrence regions. ENSO, although being a phenomenon of the tropical Pacific, has an effect on the
global atmospheric circulation [e.g., Alexander et al., 2002]. There seems to be a tropospheric (via
tropospheric teleconnections) and a stratospheric (mainly via SSWs) pathway of ENSO influencing
the troposphere as recently summarized for reanalysis data by Butler et al. [2014]. Via tropospheric
teleconnection patterns like, e.g., the Pacific-North American pattern (PNA; Wallace and Gutzler
[1981]), ENSO modulates the climate over North America. Its influence on the stratospheric polar
vortex has been, e.g., confirmed in observations by van Loon and Labitzke [1987] and in model
studies by Sassi et al. [2004]; Manzini et al. [2006]; Ayarzagu¨ena et al. [2013]. During ENSO warm
phases, the Aleutian low is deepened, and the planetary wave number 1 interferes positively with
the climatological wave structure [Ineson and Scaife, 2009]. The resulting stronger wave forcing in
turn leads to a weaker stratospheric polar vortex [Manzini et al., 2006; Ayarzagu¨ena et al., 2013]
and more SSWs. Via this stratospheric pathway, ENSO affects the climate over the North Atlantic
and Europe [Ineson and Scaife, 2009; Butler et al., 2014; Domeisen et al., 2015]. The resulting
surface signal consists of a negative North Atlantic Oscillation (NAO) pattern, which leads, e.g., to
cold late winters in Northern Europe during the ENSO warm phase [Ineson and Scaife, 2009].
Influencing the same regions, ENSO effects interact with the QBO. During El Nin˜o (La Nin˜a) phases,
the amplitude of the QBO at the equator is weaker (stronger) and the period is shorter (longer)
[Taguchi, 2010; Yuan et al., 2014]. In the stratospheric polar vortex region, El Nin˜o interacts
non-linearly with the easterly QBO phase [Garfinkel and Hartmann, 2007; Calvo et al., 2009].
1.2.3 Other natural factors
Volcanic eruptions can influence climate variability by the injection of aerosols into the atmosphere.
Two processes are mainly involved in modulating global temperatures: first, the aerosol layer leads to
an enhanced scattering of incoming solar radiation back to space, resulting in a cooling at the surface.
Second, by absorbing solar and terrestrial radiation, stratospheric temperatures increase [Robock,
2000]. Although stratospheric ozone depletion is enhanced after an eruption through heterogeneous
chemical reactions which involve the volcanic aerosols [Solomon, 1999] leading to less ultraviolet
8
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Figure 1.2: The first four empirical orthogonal functions (EOFs) of monthly observed detrended
SST anomalies in Kelvin. Figure from Blume [2012].
absorption and hence reduced radiative heating in the stratosphere, the net stratospheric effect is still
heating. Because this stratospheric warming is stronger at low than at high latitudes, the equator-to-
pole temperature gradient is enhanced which results in a stronger stratospheric polar vortex. A global
influence of volcanic eruptions is more likely when the eruptions take place close to the equator:
by tropical convection, the injected aerosols are transported higher up into the atmosphere and are
distributed globally with the Brewer-Dobson circulation, the meridional overturning circulation in
the stratosphere [Brewer, 1949; Dobson, 1952]. Prominent examples of volcanic eruptions which
were followed by a significant decrease in global surface temperature and an increase in stratospheric
temperatures are the eruptions of Mt. Agung (1963), El Chicho´n (1982), and Mt. Pinatubo (1991).
The stratospheric warming following such strong volcanic eruptions can last 1–2 years, the surface
cooling even 1–3 years [Robock, 2000].
Another non-negligible part of the variability in the climate system is generated by variations in
solar irradiance (see review paper by Gray et al. [2010]). Strong variations in various atmospheric
parameters like, e.g., ozone and temperatures occur with a period of 11 years [e.g., Haigh, 1994,
1996; Matthes et al., 2006; Frame and Gray, 2010] which is referred to as the 11-year solar cycle.
These variations are induced by a varying number of sunspots and faculae on the Sun’s surface.
Although the total solar irradiance changes only by about 0.07% between sunspot maximum and
minimum [Gray et al., 2010], differences in the ultra-violet (UV) band of the spectrum can reach
up to 8% [Lean et al., 1997]. This is of special importance for the ozone layer in the middle
atmosphere where UV radiation is absorbed which in turn directly affects the radiation budget
and hence atmospheric temperatures. Solar cycle induced changes in the meridional temperature
gradient lead to changes in wind fields due to thermal wind balance. It occurs that the stratospheric
polar vortex is stronger during solar maximum years than during solar minimum years. The solar
9
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influence on the atmosphere interacts with effects of the QBO in such way that the Brewer-Dobson
circulation is weakened during solar maximum conditions and the easterly phase of the QBO, and
strengthened during solar maximum and the westerly QBO phase [Matthes et al., 2010].
1.2.4 Impact on NH zonal mean temperature
Both natural and anthropogenic factors have an influence on the whole atmosphere, albeit in differ-
ent strength, depending, amongst others, on the altitude, the latitudinal region and the season. As
the factors vary on different time scales and also interact with each other in a complex, non-linear
way, it is difficult to separate their individual contributions and quantify their respective roles for
the total variability. Some parts of the total variability might also be due to chaotic behavior [e.g.,
Holton and Mass, 1976; Yoden, 1987a,b; Christiansen, 2000; Badin and Domeisen, 2013].
Figure 1.3, left, shows zonally averaged NH tropospheric and stratospheric temperatures, and Figure
1.4 provides an estimate of the relative importance of the different factors for these temperatures.
For Figure 1.4, the Linear Discriminant Analysis (LDA) is chosen and applied in a similar way as in
Blume [2012]. The time series of zonal mean temperatures at each grid point in the zonal mean
plane is modeled using a linear and stationary regression model where the time series of the different
factors serve as forcing factors. The output of the LDA is a coefficient for each of the forcing factors,
and from these coefficients the normalized impacts of the respective factors (which are shown in
Figure 1.4) for zonal mean temperatures can be computed (see Appendix A.1 for details). Data are
taken from a simulation of the recent past (1955–1999) with the Community Earth System Model
(CESM) (20th century part of the “GHG” simulation described in chapter 2).
Figure 1.4 shows that in the tropical troposphere, zonal mean temperature variability is dominated
by variability in SSTs (maximum impact larger than 60%; Figure 1.4 a), originating mainly from
ENSO (not shown)1. Higher up in the tropical stratosphere, the QBO becomes apparent as the
dominant mode not only in zonal mean zonal wind but also in zonal mean temperatures (maximum
impact larger than 60%; Figure 1.4 b). Its dominant influence reaches into the stratospheric sub-
tropics, where a secondary QBO signal is induced in order to maintain thermal wind balance [Plumb
and Bell, 1982]. In the upper tropical stratosphere, temperature variability is dominated by the
stratospheric semi-annual oscillation (SAO; Figure 1.4 e) [Reed, 1966; Belmont et al., 1974; Gray
and Pyle, 1986].
The largest impact - more than 70% - on extra-tropical NH zonal mean temperatures in both the
troposphere and the stratosphere comes from variations due to the seasonal cycle (Figure 1.4 f).
The other factors are of secondary importance in the extra-tropics and play a role only locally, like,
e.g., the SSTs in the mid-latitude lower stratosphere and high-latitude lower and upper stratosphere.
The impact of volcanic eruptions is strongest along the subtropical tropopause and in the upper
1As described in Appendix A.1, the LDA has been performed separately for the first four EOFs of daily detrended
SST anomalies. The tropical tropospheric signal in Figure 1.4 (a) is dominated by the signal coming from the
first EOF, which corresponds to ENSO.
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stratosphere (Figure 1.4 d). However, with a maximum impact of around 25%, its relative impor-
tance for NH zonal mean temperatures is small compared to the other factors. The same is true for
the solar cycle (Figure 1.4 c). The influence of these factors on climate can be better seen using
other methods, like in anomaly composites as done, e.g., in Kodera and Kuroda [2002]; Matthes
et al. [2006]; Ineson et al. [2011]. The LDA applied here is not able to bare comparatively small
signals which can be amplified by feedback processes; however, the method is sufficient to provide
a estimate of the mean relative importance of the factors.
Compared to the other factors, the linear trend (Figure 1.4 g) is of special importance for the
NH zonal mean temperature in the tropical troposphere (impact of ∼30%), the subtropical upper
stratosphere (∼40%) and along the mid-latitude tropopause and stratosphere (10–20%) during the
period 1955–1999.
The general picture presented here is consistent with the results from Mitchell et al. [2014] where
multilinear regression techniques are applied to nine reanalysis data sets, and with other model stud-
ies [e.g., Robock, 2000; Butchart et al., 2003; Giorgetta et al., 2006; Manzini et al., 2006].
From the method applied for Figure 1.4, we can get a rough idea about the impact of the respective
factors on NH global zonal mean temperature; however, the real impact is not zonally symmetric
around the globe. Chapter 4 of this thesis partly discusses this issue using the example of the QBO
and its influence on different tropospheric sectors.
The impact of the different factors might change over time, e.g., due to changing atmospheric
background states like the increase in GHGs since the industrial revolution which results in a tro-
pospheric warming and stratospheric cooling trend (see Figure 1.3, right). Figure 1.5 shows how
this impact change could look like for the period 2050–2099, using again the CESM ”GHG” sim-
ulation, but now forced with the so-called Representative Concentration Pathways (RCP) Scenario
8.5. The RCP8.5 scenario is a strong GHG scenario which assumes an increase in radiative forcing
of 8.5 W/m2 relative to preindustrial values. Following this scenario, the impact of the linear trend
increases especially in the tropical and subtropical troposphere and stratosphere by 10%, and this
increase mainly counterbalances the decreasing impact of SSTs in this region. The SSTs become
increasingly important (+10%) in the polar lower stratosphere, and the impact of the QBO increases
by ∼10% in the mid-latitude lower stratosphere.
Altogether, it can be seen from this analysis that the natural and anthropogenic factors introduced
before all have an impact on the stratosphere and the troposphere. However, as these two layers are
not dynamically separated but vertically ”coupled”, the different factors also affect the stratosphere-
troposphere coupling. Besides the seasonal cycle, the QBO and SSTs have the largest impact on
NH zonal mean temperatures. This is why these two natural factors are chosen for this thesis for
the following more detailed analysis on their importance for stratosphere-troposphere coupling, while
the solar cycle, volcanic eruptions and the SAO are not further investigated here.
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Figure 1.3: Annual NH zonal mean temperatures. Mean (contours, contour interval 10K) and
standard deviation (colours, contour interval 2 K) for the period 1955–1999 (a), and
the difference between the 2050–2099 average and the 1955-1999 average (b; contour
interval 0.5 K). Data from CESM ”GHG” simulation (see Chapter 2).
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Figure 1.4: Impact (in %) of different natural (1st and 2nd row) and anthropogenic (3rd row)
factors on annual NH zonal mean temperatures during 1955–1999. For details about
the computation of the impact and about the single factors see Appendix A.1. Data
from CESM ”GHG” simulation (see Chapter 2).
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(c) 11-yr solar cycle
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(f) Annual cycle
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(g) Trend
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Figure 1.5: Change of impact (in %) of different natural (1st and 2nd row) and anthropogenic
(3rd row) factors on annual NH zonal mean temperatures during 2050–2099 relative to
1955-1999. Data from CESM ”GHG” simulation (see Chapter 2).
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1.3 The need for climate models
When influencing the coupling between the stratosphere and the troposphere, the different natural
and anthropogenic factors partly interact in a complex, non-linear way. This makes it complicated,
if not impossible, to separate their contributions to, e.g., polar stratospheric temperatures if only
one observational time series of these temperatures is available. Observations which have a spatial
and temporal resolution that is high enough for this purpose (e.g., temporal resolution has to be
higher than monthly means) are rare in general, but especially for the stratosphere these obser-
vational records are short and do not cover more than some decades as they are mainly obtained
from satellite observations which were established in 1979. These shortcomings can be overcome
in climate model simulations. The advantages of climate models are, e.g., the ability to perform
long simulations from which statistically reliable results can be obtained or the ability to perform an
ensemble of simulations with slightly altered initial conditions.
During the last decade, more and more international modeling groups became aware of the need
to resolve the stratosphere and higher atmospheric layers in climate models to obtain realistic re-
sults for their tropospheric research questions. Outcomes of international projects like the Coupled
Model Intercomparison Project 5 (CMIP5) [Taylor et al., 2009, 2012] begin to convince the research
community of the significance of stratospheric processes for the troposphere. Charlton-Perez et al.
[2013], e.g., showed that CMIP5 models with a comparably low upper boundary systematically un-
derestimate stratospheric variability on daily to interannual time scales. Manzini et al. [2006] also
provide evidence of the need to resolve the stratosphere in models in the context of narrowing un-
certainties for future projections of sea level pressure changes. An underestimation was also found
for stratospheric planetary wave activity in the so-called low-top models (model lid below 1hPa) in a
recent study by Lee and Black [2015]. Several studies conclude that knowledge of stratospheric con-
ditions could improve seasonal (tropospheric) forecasts substantially [e.g., Thompson et al., 2002;
Sigmond et al., 2013; Butler et al., 2014].
The use of a climate model instead of observational time series allows to perform sensitivity ex-
periments, where single processes or factors can be easily switched on or off. The comparison of
different experiments with or without the phenomenon enables to estimate the importance of this
specific phenomenon. This is not possible from observations, which are the sum of the interactions
of all phenomena and processes. Therefore for this thesis a unique set of model experiments has
been designed and analyzed.
1.3.1 A special problem: the QBO in climate models
One example for a phenomenon which is difficult to include in climate models is the QBO. Its rep-
resentation in climate models is still a well-known shortcoming and one of the major challenges in
simulating middle atmosphere processes [e.g., SPARC CCMVal, 2010]. During the last 15 years, a
growing number of climate models has succeeded in simulating the QBO internally [Scaife et al.,
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2000; Giorgetta et al., 2002; Shibata and Deushi, 2005; Kulyamin et al., 2009; Kawatani et al.,
2010; Anstey et al., 2010; Xue et al., 2012; Kawatani and Hamilton, 2013; Richter et al., 2014;
Rind et al., 2014]. However, the majority of climate models is still not able to generate a sponta-
neous QBO. Reasons for that are insufficient spatial or vertical resolution or problems in realistically
simulating small-scale processes like tropical convection [Scaife et al., 2000; Giorgetta et al., 2002;
Shibata and Deushi, 2005; Richter et al., 2014]. To overcome this deficiency, models without an
internally-generated QBO employ a so-called ”nudging” technique. A certain parameter in the
model (in this case the equatorial zonal mean zonal wind) is forced towards an observed time series
of this parameter. This can represent a strong intervention into the model dynamics because no
feedback processes can occur then between the tropics (where the nudging is applied) and the extra-
tropics. This has to be kept in mind when analyzing model simulations of such kind of climate model.
This thesis addresses - besides the main question of the importance of different factors for stratosphere-
troposphere coupling - the question of how the width of the QBO nudging influences stratospheric
dynamics and chemistry (Chapter 3).
1.4 Scientific questions of this thesis
This thesis investigates the influence of different natural and anthropogenic factors such as the QBO,
SSTs, GHGs and ODSs on the dynamical coupling between the stratosphere and the troposphere.
The following questions are addressed in the coming chapters, which are all reprints of publications
accepted in or submitted to scientific journals.
• How do the different natural and anthropogenic factors influence extreme events in
the NH stratosphere - major Stratospheric Sudden Warmings (SSWs) - which are
a prominent example of stratosphere-troposphere coupling? (Chapter 2)
• How does the width of the QBO in a climate model influence the connection be-
tween the equatorial and the polar stratosphere, which is often referred to as the
Holton-Tan mechanism? (Chapter 3)
• How does the stratospheric QBO influence tropospheric weather and climate?
(Chapter 4)
To answer these questions, different simulations have been performed and the model output
has been analyzed from the Community Earth System Model (CESM), developed at the National
Center for Atmospheric Research (NCAR), and from the Whole Atmosphere Community Climate
Model (WACCM). CESM is a state-of-the-art coupled model system which includes an ocean, land,
sea ice and atmosphere (in the model configuration used here: WACCM) component. WACCM is
a fully interactive chemistry-climate model extending from the Earth’s surface to ∼145 km. It is
used both as the atmospheric component of CESM as well as a stand-alone atmosphere-only model
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in this thesis. The set of model simulations performed and analyzed here is unique, considering
that it consists of various long-term (up to 145 years) experiments performed with a complex model
system which reaches up to the thermosphere and includes both an interactive ocean and interactive
chemistry. Both CESM-WACCM and WACCM stand-alone have been evaluated before and have
been found to exhibit a realistic middle atmosphere mean state and variability (Marsh et al. [2013]
and Richter et al. [2008], respectively). Especially WACCM has been used independently in many
studies of middle to upper atmosphere dynamics and chemistry [e.g., Garcia et al., 2007; Matthes
et al., 2010; Garcia et al., 2011; Smith et al., 2011; Limpasuvan et al., 2012; Matthes et al., 2013].
Details of the model and the setup of the simulations can be found in the respective chapters of
this thesis.
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2 The influence of natural and
anthropogenic factors on Major
Stratospheric Sudden Warmings
Different natural and anthropogenic factors can have an influence on the NH polar stratosphere,
as has been introduced in the previous chapter. Besides this general influence, these factors might
also affect the “extreme events” in this region, which are major Stratospheric Sudden Warmings
(SSWs). Major SSWs represent an important example for the coupling between the stratosphere
and the troposphere. In this chapter, which is a reprint of an article of the same title published in
Journal of Geophysical Research - Atmospheres, the impact of the QBO, SST variability and GHGs
on different characteristics of major SSWs is investigated.
Citation: Hansen, F., K. Matthes, C. Petrick, and W. Wang, 2014: The influence of
natural and anthropogenic factors on major Stratospheric Sudden Warmings. J. Geophys.
Res.-Atmos., 119, 8117–8136, doi: 10.1002/2013JD021397.
The authors’ contributions to this publication are as follows:
• F. Hansen performed one of the four model simulations, did all the analyses, produced all
figures and wrote the manuscript.
• K. Matthes initiated the model experiments, contributed with ideas and discussions on the
analysis and with comments on the manuscript.
• C. Petrick performed two of the four model simulations.
• W. Wang performed one of the four model simulations and contributed to the script to
calculate daily values for the Eliassen-Palm flux and its divergence.
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Abstract Major stratospheric sudden warmings are prominent disturbances of the Northern
Hemisphere polar winter stratosphere. Understanding the factors controlling major warmings is required,
since the associated circulation changes can propagate down into the troposphere and aﬀect the surface
climate, suggesting enhanced prediction skill when these processes are accurately represented in models.
In this study we investigate how diﬀerent natural and anthropogenic factors, namely, the quasi-biennial
oscillation (QBO), sea surface temperatures (SSTs), anthropogenic greenhouse gases, and ozone-depleting
substances, inﬂuence the frequency, variability, and life cycle of major warmings. This is done using
sensitivity experiments performed with the National Center for Atmospheric Research’s Community Earth
System Model (CESM). CESM is able to simulate the life cycle of major warmings realistically. The QBO
strengthens the climatological stratospheric polar night jet (PNJ) and signiﬁcantly reduces the frequency of
major warmings through reduction of planetary wave propagation into the PNJ region. Variability in SSTs
weakens the PNJ and signiﬁcantly increases the major warming frequency due to enhanced wave forcing.
Even extreme climate change conditions (RCP8.5 scenario) do not inﬂuence the total frequency but
determine the prewarming phase of major warmings. The amplitude and duration of major warmings seem
to be mainly determined by internal stratospheric variability. We also suggest that SST variability, two-way
ocean/atmosphere coupling, and hence the memory of the ocean are needed to reproduce the observed
tropospheric negative Northern Annular Mode pattern after major warmings.
1. Introduction
Stratospheric sudden warmings (SSWs) are prominent disturbances of the Northern Hemisphere (NH)
winter stratospheric polar vortex and are also a clear manifestation of the dynamical coupling in the
stratosphere-troposphere system. They were ﬁrst discovered by Scherhag [1952] and are induced by the
interaction of upward propagating planetary waves of tropospheric origin with the zonal mean ﬂow
[Matsuno, 1971]. By this interaction, the vortex is disrupted in its zonal symmetry and displaced from the
pole or split into two vortices, leading to increased temperatures in the polar stratosphere. If additionally the
wind at 60◦N, 10 hPa reverses from westerly to easterly, the warming is called a major warming, according
to the deﬁnition of the World Meteorological Organization (WMO; Labitzke and Naujokat [2000]). The signa-
ture of major sudden warmings can descend to the troposphere and thus even aﬀect surface weather and
climate [Quiroz, 1977; Baldwin and Dunkerton, 2001; Thompson et al., 2002;Mitchell et al., 2013]; therefore,
the accurate simulation of SSWs and their downward propagating dynamical disturbances yield potential
for improving the tropospheric weather prediction skill in climate models [Baldwin and Dunkerton, 2001;
Thompson et al., 2002;Mitchell et al., 2013].
A major warming is observed about every 2 years [Erlebach et al., 1996; Labitzke and Naujokat, 2000;
Charlton and Polvani, 2007], though Labitzke [1977], Labitzke and Naujokat [2000], and Schimanke et al.
[2011] pointed out (in observations and a model study, respectively) that SSW occurrence has large
interannual to interdecadal variability. SSWs dominate the interannual variability of the NH polar winter
stratosphere [Labitzke and Naujokat, 2000]. There are various natural and anthropogenic factors that inﬂu-
ence both the mean state and the variability of the polar vortex, suggesting a possible impact of these
forcings on SSWs. Natural factors include, e.g., the quasi-biennial oscillation (QBO) of equatorial stratospheric
winds, variations in sea surface temperatures (SSTs) such as the El Nin˜o Southern Oscillation (ENSO), the
11 year solar cycle, and volcanic eruptions. Anthropogenic factors involve changes in greenhouse gases
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(GHGs) and ozone-depleting substances (ODSs). By aﬀecting either the background winds, the generation
and propagation of waves, or the wave-mean ﬂow interaction, these factors impact the polar vortex and
hence the frequency and characteristics of SSWs. These dynamical mechanisms are not yet well understood
and will be investigated in this study for some of the above mentioned factors.
The inﬂuence of the QBO on the polar stratosphere was ﬁrst examined by Holton and Tan [1980, 1982]. On
average, the polar stratospheric vortex is colder and less disturbed in QBO west-phase winters, leading to a
lower frequency of SSWs, while winters during QBO east phase tend to be warmer and more disturbed, and
more SSWs are observed. The mechanism behind this is not fully understood yet; it is likely that both the
position of the zero wind line (known as the Holton-Tan mechanism; Holton and Tan [1980, 1982];Watson
and Gray [2014]) and also the QBO-induced secondary meridional circulation [Naoe and Shibata, 2010;
Garﬁnkel et al., 2012] inﬂuence the propagation of planetary waves which are then responsible for the
stronger or weaker disturbance of the polar vortex.
The inﬂuence of SST variations on the polar vortex largely happens within ENSO events. Van Loon and
Labitzke [1987] found in observations that warm ENSO events (El Nin˜os) seem to be associated with an
anomalously weak and warm polar vortex and hence more SSWs. Manzini et al. [2006] conﬁrmed in a
model study the statistical signiﬁcance of this relationship and also highlighted its nonlinear character, i.e.,
that cold ENSO events (La Nin˜as), on the other hand, do not have an equivalent inﬂuence signiﬁcantly dis-
tinguishable from internal variability. This was also conﬁrmed in model studies by, e.g., Sassi et al. [2004]
and Taguchi and Hartmann [2006] and observational studies by Camp and Tung [2007] and Mitchell et al.
[2011]. By analyzing general circulation model simulations, Manzini et al. [2006] and Ayarzagüena et al.
[2013] suggested that the large-scale, extratropical ENSO teleconnection pattern in NH winter includes a
deepening of the Aleutian low during El Nin˜o events which enhances the forcing and vertical propagation
of quasi-stationary planetary waves, resulting in a weaker stratospheric polar vortex. However, Butler and
Polvani [2011] and Garﬁnkel et al. [2012] found that the SSW frequency is enhanced during both El Nin˜o
and La Nin˜a years in reanalysis data and climate model simulations, despite the opposite-signed inﬂuence
of the ENSO phases on the polar vortex. In general, two-way coupling between the atmosphere and the
ocean in climate models has been shown to increase the low-frequency variability in both media [Barsugli
and Battisti, 1998]. Recently, Omrani et al. [2014] suggested in a model study that decadal variability in North
Atlantic SSTs might inﬂuence stratospheric background winds and SSWs.
Other natural factors that modify the polar vortex and hence may aﬀect the frequency of SSWs directly or by
interaction with other factors are the 11 year solar cycle [e.g., Gray et al., 2010] and volcanic eruptions [e.g.,
Robock, 2000].
The inﬂuence of anthropogenic GHGs and ODSs on the polar vortex and SSWs is mainly addressed in
model studies using 21st century GHG emission scenarios and comparing them to observations or model
simulations of the 20th century. The results are, however, not concordant: while the majority of recent
studies shows an increase in SSW frequency under increased GHG forcings [e.g., Huebener et al., 2007;
Charlton-Perez et al., 2008; Bell et al., 2009; Schimanke et al., 2013; Ayarzagüena et al., 2013], one general circu-
lation model study shows a decrease [Rind et al., 1998] and others no signiﬁcant trend [Butchart et al., 2000;
SPARC CCMVal, 2010; Mitchell et al., 2012]. Possible causes for changes in SSW frequency under increased
GHG conditions are found to be changes in the stratospheric meridional overturning circulation, which
itself occurs due to a combination of changes in wave ﬂux from the troposphere into the stratosphere
[Ayarzagüena et al., 2013; Schimanke et al., 2013], and changes in middle atmospheric zonal winds
[McLandress and Shepherd, 2009; Schimanke et al., 2013].
There are still a number of open questions about the inﬂuence of natural and anthropogenic factors on the
polar vortex and the frequency of SSWs. Nonlinear interactions between the single forcing factors compli-
cate the gain of insight, e.g., because QBO east years tend to coincide with El Nin˜o years. Since observational
records of the stratosphere are short and it is complicated if not impossible to separate the inﬂuence of the
respective factors, we designed sensitivity simulations with a high-top stratosphere-resolving chemistry-
climate model (CCM) to systematically switch on and oﬀ the single factors and analyze their respective roles.
We use National Center for Atmospheric Research (NCAR)’s Community Earth System Model (CESM) ver-
sion 1.0.2, a state-of-the-art coupled model system with the Whole Atmosphere Community Climate Model
(WACCM) version 4 as its atmospheric component.
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Our paper extends the study of Richter et al. [2011], who analyzed the inﬂuence of the QBO and ENSO
on SSW frequency in a set of 30 year model simulations. They found no signiﬁcant change in the num-
ber of SSWs when they removed the QBO or variable SSTs from their simulations but a signiﬁcant drop
in the frequency when both factors were removed at once. We now investigate longer simulations (two
56 year and two 145 year simulations) and additionally consider the inﬂuence of anthropogenic forcings.
In this study, we investigate not only the frequency of major warmings but also their life cycle, starting
from its preconditioning in the troposphere to the warming event itself and the downward coupling to the
troposphere afterward.
Several studies investigated the preconditioning of major SSWs and found a geographically dependent
connection between diﬀerent types of SSWs and tropospheric blockings [e.g., Quiroz, 1986; Taguchi, 2008;
Martius et al., 2009;Woollings et al., 2010; Castanheira and Barriopedro, 2010; Nishii et al., 2011; Bancala
et al., 2012]. Blockings are quasi-stationary and persistent anticyclonic systems with a strong meridional
component that interrupts the zonal ﬂow. Nishii et al. [2011] found that tropospheric blockings over the
Euro-Atlantic sector tend to enhance upward planetary wave propagation and can lead to major warmings,
while blockings over the western Paciﬁc region tend to suppress planetary wave propagation and hence
the development of SSWs.Martius et al. [2009] and Castanheira and Barriopedro [2010] distinguish between
the inﬂuence of blockings on diﬀerent types of SSW events: the vortex displacement events—where the
vortex is shifted oﬀ the pole—which are often preceded by blockings in the Euro-Atlantic basin, and the
vortex-splitting events—where the vortex breaks up into two subvortices of comparable size—which are
more favorable after blockings in the Paciﬁc. Bancala et al. [2012], on the other hand, distinguish between
“wave number-1” and “wave number-2” events based on the dominant wave pattern responsible for initi-
ating the warming. They found that blockings in the Euro-Atlantic mostly lead to the development of wave
number-1 events, and blockings in the Paciﬁc mostly precede wave number-2 SSWs.
The warming event itself can be characterized by several benchmarks like its type (wave number-1 or wave
number-2 [Yoden et al., 1999], “split” or “displacement”), its strength, and its duration [de la Torre et al., 2012].
In this study, we investigate if and how natural and anthropogenic factors inﬂuence these characteristics of
major warmings.
We also analyze possible diﬀerences in the surface response following a major warming. When the geopo-
tential height anomaly propagates down to the troposphere after major warmings [Quiroz, 1977; Kodera
and Chiba, 1995; Baldwin and Dunkerton, 2001; Thompson et al., 2002;Mitchell et al., 2013], the resulting sur-
face pattern strongly projects onto the negative phase of the North Atlantic Oscillation (NAO) or the Arctic
Oscillation (AO) [Baldwin and Dunkerton, 2001; Charlton and Polvani, 2007].Mitchell et al. [2013] showed by
analyzing reanalysis data that vortex split events lead to positive (negative) temperature anomalies over
North America (Europe) while the surface response to vortex displacement events is much weaker. Charlton
and Polvani [2007] found an additional surface anomaly to occur over the Paciﬁc after SSW events which is
reminiscent of the Paciﬁc-North American pattern (PNA) [Wallace and Gutzler, 1981].
This paper is structured as follows: section 2 describes the CESM model and the CESM sensitivity experi-
ments. Section 3 explains the major warming identiﬁcation algorithm and the blocking index used in our
analysis. In section 4, the SSW frequency as well as the climatological background state of the NH polar win-
ter stratosphere are analyzed for the diﬀerent sensitivity experiments. Section 5 then examines diﬀerences
in the evolution of SSW events (preconditioning, mature and declining phase) for all simulations. Finally, the
results are summarized and discussed in section 6.
2. Model Description, Experiments, and Reanalysis Data
The forcing experiments analyzed in this study were performed with the Community Earth System Model
(CESM), developed at the National Center for Atmospheric Research (NCAR). CESM is a state-of-the-art cou-
pled model system which is based upon the Community Climate System Model (CCSM4) [Gent et al., 2011].
It includes an interactive ocean Parallel Ocean Program (POP), land Community Land Model (CLM), sea
ice Community Ice CodE (CICE), and atmosphere (optionally WACCM or Community Atmosphere Model
(CAM)) component [Marsh et al., 2013]. For the simulations analyzed here, CESM was used in its version
1.0.2 with the Whole Atmosphere Community Climate Model (WACCM) version 4 as the atmospheric com-
ponent, designated CESM1(WACCM) inMarsh et al. [2013]. WACCM is a fully interactive chemistry-climate
model which has been used independently in many studies of middle to upper atmosphere dynamics and
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Table 1. Summary of CESM Experiments
Name Period GHGs and ODSs SSTs/Sea Ice QBO
GHG 1955–2099 (145 years) observations and RCP8.5 scenario interactively nudged
NATURAL 1955–2099 (145 years) ﬁxed at 1960s level interactively nudged
Fixed SSTs 1955–2010 (56 years) ﬁxed at 1960s level climatological annual cycle from NATURAL nudged
NOQBO 1955–2010 (56 years) ﬁxed at 1960s level interactively no
chemistry [e.g., Taguchi and Hartmann, 2006; Matthes et al., 2010; Garcia et al., 2011; Smith et al., 2011;
Limpasuvan et al., 2012;Matthes et al., 2013]. It extends from the Earth’s surface to ∼140 km altitude [Garcia
et al., 2007; Richter et al., 2010] and is used here on a horizontal grid of 1.9× 2.5◦ (latitude × longitude) and
on 66 vertical levels. Chemistry is calculated interactively in the chemistry module based on version 3 of the
Model for OZone And Related chemical Tracers (MOZART) [Kinnison et al., 2007]. The interactive ocean and
sea ice components are run on a 1◦ × 1◦ triangular horizontal grid and are described in Holland et al. [2012]
and Danabasoglu et al. [2012]. Note that the amplitude of ENSO is overestimated compared to observations
[Marsh et al., 2013].
To study the inﬂuence of natural and anthropogenic factors on SSWs, four diﬀerent simulations were per-
formed where these factors were systematically switched on and oﬀ to allow the separation of the individual
contributions. A summary of the experiments is given in Table 1. Due to the complexity of the model sys-
tem and the fact that chemistry is calculated interactively in WACCM, the computational eﬀort of CESM is
extremely high so that only one run per experiment could be performed.
All factors considered in this study, namely, anthropogenic forcings, the QBO, and SSTs (including sea ice
concentrations), were used for the 145 year CESM “GHG” experiment. GHGs and ODSs follow observations
from 1955 to 2005, and the Coupled Model Intercomparison Project 5 (CMIP5) Representative Concentra-
tion Pathways (RCP) Scenario 8.5 thereafter until 2099 [Meinshausen et al., 2011; Taylor et al., 2012]. The QBO
is nudged between 22◦S and N as described inMatthes et al. [2010] and Hansen et al. [2013] and extended
into the future by projecting Fourier coeﬃcients of the oscillation. The solar cycle is prescribed as spectrally
resolved daily variations following Lean et al. [2005]; for the 21st century, the last four solar cycles before
2005 are repeated. Of all the experiments which were performed, the GHG simulation is the one whose forc-
ings are closest to observations in the twentieth century. This simulation is similar to the CESM1 (WACCM)
RCP8.5 simulation submitted to CMIP5 by the NCAR CESM group [Hurrell et al., 2013].
In the “NATURAL” experiment only natural and no anthropogenic forcings are considered. This is done by
keeping GHGs and ODSs ﬁxed at the 1960s level over the whole simulation period (1955–2099; for CO2, e.g.,
this means an annual mean value of 316 ppmv). All other settings are equivalent to the GHG experiment.
The “Fixed SSTs” simulation uses the same forcings as the NATURAL experiment except that the underly-
ing SSTs and sea ice for the 56 simulated years (1955–2010) were computed as the climatological monthly
varying ﬁelds from the NATURAL experiment. As this simulation does not contain interannual variations in
SSTs, the interannual memory of the ocean is switched oﬀ and it does not include oceanic phenomena such
as ENSO or extratropical interdecadal and intradecadal Atlantic and Paciﬁc variability. Of the factors inves-
tigated in this study, the only interannually varying forcing here is the QBO. Consequently, this experiment
can be used to investigate the pure QBO eﬀect without any inﬂuence of oceanic variability signals.
The 56 year “NOQBO” experiment (spanning the period 1955–2010 as in Fixed SSTs) uses again the same
settings as the NATURAL simulation but without the QBO nudging. This leads to relatively constant weak
easterlies of about −10m/s in the equatorial stratosphere instead of the quasi-biennial oscillation between
westerly and easterly winds in this region. Thus, the SSTs and sea ice are the only interannually varying
forcing in this experiment which makes it well suited for analyzing pure SST and sea ice induced signals,
especially those associated with ENSO.
This set of sensitivity experiments will be used in the following to systematically study the inﬂuence of
natural and anthropogenic factors on SSWs. We compare the results of the sensitivity simulations to the
European Centre for Medium-Range Weather Forecasts Re-Analyis (ERA) products ERA40 [Uppala et al.,
2004] and ERA-Interim [Simmons et al., 2006], which have been combined into one data set as described in
Blume et al. [2012], referred to as “ERA” hereafter. This combined data set resolves the stratosphere up to
1 hPa and spans the period from 1958 to 2012.
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3. Methods
3.1. Identiﬁcation of Stratospheric Sudden Warmings
According to the WMO deﬁnition, a major SSW occurs if the zonal mean temperature diﬀerence between
60◦N and 90◦N increases signiﬁcantly in a couple of days and the zonal mean zonal wind at 60◦, 10 hPa
reverses from westerly to easterly [Andrews et al., 1987; Labitzke and Naujokat, 2000]. Many studies which
deal with diﬀerent questions on SSWs consider the wind criterion only and neglect the temperature dif-
ference between 60◦N and 90◦N [e.g., Charlton and Polvani, 2007; Garﬁnkel et al., 2012; Schimanke et al.,
2013]. Another approach is to use the ﬁrst empirical orthogonal function (EOF) and its respective prin-
cipal component (PC), e.g., of geopotential height anomalies (which then deﬁnes the Northern Annular
Mode (NAM) [Baldwin and Dunkerton, 2001]) or of zonal mean zonal wind anomalies at 50 hPa (as done by
Limpasuvan et al. [2004]) to deﬁne disturbed NH winter states.
Black and McDaniel [2004] analyzed potential vorticity in the context of stratospheric NAM events,
and recently Mitchell et al. [2013] used the distribution of potential vorticity for the deﬁnition of weak
vortex events.
We follow the original WMO deﬁnition of SSWs: a major warming is identiﬁed if between November and
April (1) the zonal mean zonal wind at 60◦N, 10 hPa is easterly and (2) the temperature diﬀerence between
60 and 90◦N at 10 hPa is positive for at least 5 days within the period from 10 days before to 4 days after
the day of the wind reversal, which is referred to hereafter as the central date of the warming (following
WMO; Labitzke and Naujokat [2000]). No second warming can be deﬁned within a period of 20 days after a
major warming event, and all ﬂuctuations around zero wind speed during this period are then counted as
one event.
In this study, we will neglect minor warmings, which are disturbed states of the NH winter stratosphere
with an anomalous increase in temperature but without a reversal of the circulation [Labitzke and Naujokat,
2000], and ﬁnal warmings, which indicate the return to the summer circulation. We will focus only on major
warmings, as they are the strongest manifestation of the dynamical coupling between the stratosphere and
the troposphere.
Applying our identiﬁcation algorithm to ERA leads to a total number of 26 major warmings in the period
1958–2002, i.e., three fewer than in Charlton and Polvani [2007] which is due to the additionally applied
temperature criterion, and 31 major warmings in the period 1958–2012.
We used the method described in Charlton et al. [2007] to compute the statistical signiﬁcance of the diﬀer-
ence in major warming frequency between two diﬀerent data sets with a two-sided t test. Charlton et al.
[2007] argue that one can assume every winter to be an independent observation of the major warming
frequency per winter. Then, an expected value and a standard error of the frequency can be computed,
and two data sets can be compared with a two-sided t test.
3.2. Blockings
Several studies found a relation between the occurrence of SSWs and tropospheric blockings in the
Euro-Atlantic and Paciﬁc region [e.g., Quiroz, 1986; Taguchi, 2008;Martius et al., 2009;Woollings et al., 2010;
Castanheira and Barriopedro, 2010; Bancala et al., 2012]. We will test in this study whether this relationship
holds in our model and how it depends on the diﬀerent factors. We compute a daily blocking index follow-
ing Tibaldi and Molteni [1990] which depends on the geopotential height ﬁelds at 500 hPa and compares
midlatitudes (60◦N) with higher (80◦N) and lower (40◦N) latitudes. According to this deﬁnition, a longitude
is deﬁned as being blocked if the geopotential height gradient between midlatitudes and lower latitudes is
positive and the gradient between high latitudes and midlatitudes falls below −10m per degree. This has
to be fulﬁlled over at least three adjacent longitudes (i.e., 5◦ for our longitudinal resolution of 2.5◦) and for at
least 5 days.
4. Stratospheric SuddenWarming Frequency
In this section the seasonal distribution of major warmings over NH winter months is presented for the dif-
ferent experiments. Afterward, we address diﬀerences in the major warming distributions by examining
diﬀerences in the climatological background winds, waves, and wave-mean ﬂow interaction.
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Figure 1. Frequency of major warmings in NH winter months in ERA
and CESM sensitivity simulations. Numbers in brackets indicate the
standard error of the SSW total winter frequency.
4.1. SSW Seasonal Distribution
Figure 1 shows the seasonal distribu-
tion (November through April) of major
warmings for ERA and our four CESM
sensitivity experiments in relative fre-
quency of warming events per month
and year. The observed SSW distribu-
tion (ERA, black bars) is well known: the
frequency of major warmings increases
steadily from November until its maxi-
mum of 0.23 events per year in January
and decreases steadily afterward until
the end of the winter. The average
frequency of major warmings for the
period 1958–2012 obtained for ERA with
our selection algorithm is 0.56 events
per year.
For the GHG experiment, we analyzed
the 20th and 21st centuries separately
(not shown) to detect potential diﬀer-
ences in major warming frequency that might occur due to the strong GHG forcing (the RCP8.5 scenario).
We neither found an increase in the number of major warmings until the end of the 21st century as was
reported, e.g., in Huebener et al. [2007], Charlton-Perez et al. [2008], Bell et al. [2009], Schimanke et al. [2013],
and Ayarzagüena et al. [2013], nor a decrease as found by Rind et al. [1998], so our results are in line with
Butchart et al. [2000]; SPARC CCMVal [2010] and Mitchell et al. [2012]. Therefore, we will not distinguish
between the two centuries in the following analysis but analyze the entire period from 1955 to 2099.
No large diﬀerences in SSW frequency are seen between ERA and the CESM sensitivity experiments in early
winter (November and December), with the exception of the GHG experiment (blue bars) showing a higher
major warming frequency in November. During January and February, all simulations show a lower major
warming frequency than ERA, except the NOQBO experiment (orange bars), which shows a higher SSW
frequency than ERA in February and a notably higher frequency than the other three runs in both months.
This endures until March, although the diﬀerences become smaller.
Over the whole winter season, we ﬁnd the highest SSW frequency in the NOQBO experiment, where 0.61
events per winter occur during the simulation period (1955–2010). The fewest SSWs occur in the Fixed SSTs
run (green bars; 0.34 events per year between 1955 and 2010) where the seasonal distribution is very ﬂat.
The applied t test reveals that the diﬀerences between the major warming frequencies in NOQBO and Fixed
SSTs are statistically signiﬁcant at the 95% conﬁdence interval and between the major warming frequencies
in NOQBO and both GHG and NATURAL at the 90% conﬁdence interval. That means that in our simulations
variable SSTs and the QBO inﬂuence the number of SSWs signiﬁcantly, while anthropogenic GHGs and ODSs
do not have a measurable eﬀect. A summary of the number and frequency of major warmings in ERA and
the CESM sensitivity experiments can be found in the second and third columns in Table 2.
Table 2. Summary of SSW Characteristics in ERA and CESM Forcing Experimentsa
Blocking Prewarming Duration (Days) Amplitude (◦C)
Name SSWs SSW Frequency ATL/PAC/Both W1/W2/W3 Mean (Max/Min) Mean (Max/Min) Displace/Split
ERA 31 (55 years) 0.56 11 / 3 / 11 24 / 7 / 0 8.0 (30 / 1) 13.6 (28.4 / −2.1) 18 / 13
GHG 60 (145 years) 0.41 17 / 4 / 3 57 / 3 / 0 6.1 (27 / 1) 13.8 (28.2 / 3.3) 55 / 5
NATURAL 60 (145 years) 0.41 13 / 6 / 5 57 / 1 / 2 6.8 (26 / 1) 13.8 (24.5 / −2.4) 56 / 4
Fixed SSTs 19 (56 years) 0.34 5 / 3 / 3 17 / 2 / 0 6.5 (25 / 1) 14.6 (23.1 / 7.8) 15 / 4
NOQBO 35 (56 years) 0.61 6 / 4 / 4 35 / 0 / 0 6.9 (22 / 1) 14.2 (22.7 / 1.8) 30 / 5
aIn the fourth column, the three numbers indicate how many of the total number of SSWs (see ﬁrst column) are preceded by a blocking in either the Atlantic
or the Paciﬁc or in both of the regions. The ﬁfth column divides the total number of SSWs in wave numbers 1, 2, and 3 SSWs, and the eighth column in displace
and split SSWs. See text for further details.
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Figure 2. Development of the long-term mean (solid lines) and interannual
standard deviation (dashed lines) of daily zonal mean zonal wind at 60◦N,
10 hPa for ERA and CESM sensitivity simulations.
Our result that removing one factor,
the QBO or variable SSTs, signiﬁcantly
changes (increases or decreases,
respectively) the SSW frequency is dif-
ferent from the results of Richter et al.
[2011] who only found a signiﬁcant
decrease (and a signiﬁcant impact
on the climatological background
state) when both QBO and SST vari-
ability were removed. However, our
simulations are almost twice as long
and therefore provide better statis-
tics for the detection of variability
beyond the internal variability of the
polar vortex.
In our simulation, we ﬁnd clusters of major SSWs throughout the diﬀerent simulations which are similar
to observations (not shown). In GHG, NATURAL, and Fixed SSTs, there are two to three periods of about
10 years without any major SSWs, and in all simulations there is at least one decade with eight or nine major
SSWs. However, the time series are too short for a detailed analysis of low-frequency ﬂuctuations of major
SSW occurrence.
4.2. Climatological NHWinter Conditions
SSWs are prominent examples of wave-mean ﬂow interaction. Therefore, the diﬀerences in the major warm-
ing frequency between the diﬀerent sensitivity experiments may arise from either (a) diﬀerences in the
climatological stratospheric polar night jet (PNJ) (which is inﬂuenced by the natural and anthropogenic
factors), (b) diﬀerences in planetary wave generation and/or propagation, (c) diﬀerences in the interac-
tion between these waves with the mean ﬂow, or from a combination of all. This will be investigated in the
following section.
4.2.1. PNJ Strength and Variability
Shown in Figure 2 is the development of the daily zonal mean zonal wind at 60◦N, 10 hPa, showing the aver-
age (solid lines) and the interannual standard deviation (dashed lines) over all winters for ERA and the CESM
sensitivity experiments. The PNJ strength and evolution diﬀer remarkably between ERA and the CESM sim-
ulations: while in ERA the wind increases until the end of December to a maximum of about 37 m/s, it stays
almost constantly around 30 m/s from November on in CESM.
The zonal mean zonal wind develops similarly in the CESM experiments until the middle of January. Then
two “extreme” cases develop: the highest PNJ wind speeds are found in the Fixed SSTs experiment and the
lowest wind speeds in the NOQBO experiment, with diﬀerences of up to about 6–8 m/s in February and
March. These two experiments also have statistically signiﬁcant diﬀerences between the major warming
frequency (see previous section), which are most prominent in January through March and therefore con-
sistent with the ﬁndings here. The GHG and NATURAL experiments show PNJ strengths that lie between the
two extreme cases.
Our knowledge about the dynamics between the equatorial QBO and the polar stratosphere implies
a comparably weaker, and hence more easily disturbed, vortex in the NOQBO simulation, because the
equatorial stratospheric winds in this experiment resemble a permanent easterly phase of the QBO. The
eﬀect of removing the QBO westerly phase is strongest from the end of December until the middle of
March, which is consistent with the inﬂuence on major warming frequency which is also strongest in
these months.
In the Fixed SSTs run, in contrast, the vortex is stronger and therefore less easily disturbed, probably because
this simulation lacks El Nin˜o events, which have been shown to signiﬁcantly weaken the stratospheric polar
vortex due to enhanced tropospheric wave forcing [Van Loon and Labitzke, 1987].
In our GHG simulation, a weakening of the stratospheric PNJ occurs poleward and upward of 60◦N, 10 hPa,
until the end of the 21st century due to increasing anthropogenic GHGs, together with a strengthening
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(and shift) of the tropospheric subtropical jet (not shown), which is a robust outcome of tropospheric warm-
ing and stratospheric cooling under increased GHGs [see, e.g., Shepherd and Mclandress, 2011]. The region
around 60◦N, 10 hPa, which is shown in Figure 2 and where the wind criterion for the major warming deﬁ-
nition is applied, lies exactly in the transition between these two opposed signals, so that no trend is seen
here. Therefore, it is consistent to see no change in SSW frequency due to increasing anthropogenic GHGs in
our study.
From the middle of April on, the PNJ strength again evolves very similarly in the CESM experiments, though
a remarkably large diﬀerence of about half a month exists in the vortex breakup day, i.e., the return to
summer circulation, between ERA (13 April) and CESM (23 to 28 April).
The interannual variability, shown as interannual standard deviation in dashed lines in Figure 2, is higher
in ERA than in the CESM simulations throughout January and February. This is consistent with the ﬁnding
of a higher major warming frequency in ERA, especially in January, but the diﬀerences in standard devi-
ation between ERA and CESM become smaller in PNJ regions closer to the pole. However, no remarkable
diﬀerences are seen between the simulations.
4.2.2. Wave Generation
Besides an impact on the PNJ strength and variability, the diﬀerent factors might have an impact on the
generation of waves in the troposphere, which could then lead to diﬀerences in the propagation of these
waves into the stratosphere and the PNJ region and hence have an eﬀect on SSWs. To analyze a possible
inﬂuence on wave generation, we investigate the amplitudes of the geopotential height (GPH) waves in
the troposphere and distinguish between planetary (wave numbers 1–3) and smaller-scale (wave numbers
>3) waves. Figure 3 shows the amplitude of these waves for the NATURAL simulation (ﬁrst row) averaged
over December and January, i.e., up to 1month before the largest diﬀerences between the CESM sensitivity
simulations in major warming frequency occur (see Figure 1). The second to fourth rows in Figure 3 show
diﬀerences in wave amplitudes between the GHG, the Fixed SSTs, and the NOQBO simulation with respect
to the NATURAL simulation.
The amplitudes of planetary waves (left column) are signiﬁcantly reduced in the Fixed SSTs experiment pole-
ward of around 40◦N throughout the middle to upper troposphere and lower stratosphere. This is according
to our expectations, since planetary waves are, e.g., generated due to SST variabilities which are reduced
in this experiment. The NOQBO simulation shows a similar response as the Fixed SSTs run in midlatitudes,
though the negative signal is less statistically signiﬁcant. Increasing GHGs lead to an upward shift of the
wave amplitude maximumwith a signiﬁcant reduction of planetary wave amplitudes in the troposphere but
a signiﬁcant increase in the upper troposphere and lower stratosphere.
The strongest inﬂuence on smaller-scale waves (right column in Figure 3) is seen in the GHG experiment,
where a signiﬁcant amplitude increase centered around 50◦N, 200 hPa occurs. The responses in both the
Fixed SSTs and the NOQBO experiments are smaller compared to the GHG simulation and conﬁned to the
middle troposphere.
In summary, the eﬀects of ﬁxing the SSTs and switching oﬀ the QBO on wave generation are similar. Dif-
ferences between both experiments which occur in the stratosphere might therefore be dominated by
diﬀerences in the background winds and therefore wave propagation and wave-mean ﬂow interactions.
This will be further investigated in the following section.
4.2.3. Wave Propagation and Wave-Mean Flow Interaction
To analyze the strength and propagation direction of planetary waves, we use the Eliassen-Palm (EP) ﬂux
vector which is described in the Transformed Eulerian Mean (TEM) framework [Andrews et al., 1987]. The
divergence of the EP ﬂux vector describes the interaction of resolved waves with the mean ﬂow: in a region
of EP ﬂux divergence (convergence), the mean ﬂow is accelerated to the east (west), e.g., prevailing westerly
winds are accelerated (decelerated).
We compare the PNJ strength (represented by the zonal mean zonal wind), the EP ﬂux vector, and its diver-
gence averaged over January-February (JF), as the inﬂuence of the diﬀerent factors on SSW frequency
was found to be largest in these months. Figure 4a shows these three parameters for the NATURAL simu-
lation. To highlight diﬀerences due to the diﬀerent factors, Figures 4b–4d show these parameters for the
GHG, the Fixed SSTs, and the NOQBO simulations as diﬀerences with respect to the NATURAL experiment. In
JF, upward propagation of planetary waves from the troposphere into the stratospheric PNJ region occurs
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Figure 3. (ﬁrst row) GPH wave amplitudes (contour interval: 50 m) in the NATURAL simulation; (left) planetary-scale
waves (wave numbers 1–3), (right) smaller-scale waves (wave numbers >3). (second to fourth rows) Diﬀerences of plan-
etary and smaller-scale wave amplitudes (contour interval: 2.5 m) between (second row) the GHG, (third row) the Fixed
SSTs, (fourth row) the NOQBO simulation, and the NATURAL simulation, respectively, for the mean over December and
January; shading indicates 95% statistical signiﬁcance.
poleward of 50◦N (Figure 4a). A large EP ﬂux convergence region around 300 hPa poleward of 40◦N indicates
a deceleration of prevailing westerlies by wave-mean ﬂow interactions.
As seen before in Figure 2, the PNJ strength (indicated by black contours in Figure 4) only shows very small
diﬀerences between the GHG and the NATURAL experiments (Figure 4b), while larger diﬀerences are seen
throughout the vortex region for the Fixed SSTs and NOQBO experiments (black contours in Figures 4c and
4d, respectively). In addition to the stronger PNJ, a downward and equatorward anomaly of the EP ﬂux vec-
tor occurs between 40 and 60◦N along the tropopause in the Fixed SSTs run, together with a downward
anomaly in the lower to middle stratosphere northward of 70◦N and a divergence anomaly in the lower PNJ
region. Together with the signiﬁcantly reduced planetary wave generation seen before (Figure 3), this sug-
gests a weaker planetary wave propagation into the region of the stratospheric polar vortex and weaker
deceleration of the westerlies in the lower polar stratosphere. This creates conditions which allow a stable,
strong, and cold polar vortex and hence, as found before, a relatively lower number of major warmings
when SSTs are kept ﬁxed.
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Figure 4. (a) January-February climatological zonal mean zonal wind (contours; contour interval 5 m/s, dashed lines indi-
cate easterly winds, bold black line is the zero wind line), EP ﬂux vector (arrows; scaled with the square root of pressure),
and its divergence (colors; in ms−1d−1, positive values indicate divergence, white line is the zero line) for the NATURAL
simulation. Diﬀerences of the zonal mean zonal wind (black contours; contour interval 1 m/s, dashed lines indicate
easterly winds, bold line is the zero wind line), EP ﬂux vector (arrows; scaled with the square root of pressure), and its
divergence (colored contours and color shading; in ms−1d−1, shading indicates 95% statistical signiﬁcance) between
(b) the GHG and the NATURAL simulation, (c) the Fixed SSTs and the NATURAL simulation, and (d) the NOQBO simulation
and the NATURAL simulation for January-February.
In contrast, in addition to the weakened PNJ in the NOQBO compared to the NATURAL experiment, the
poleward and upward propagation of planetary waves into the polar vortex region is enhanced northward
of 50◦N above 200 hPa throughout the stratosphere. Together with enhanced convergence (and therefore
PNJ deceleration) on the equatorward ﬂank of the polar vortex, all this results in a weak, more disturbed
and warmer vortex and is therefore consistent with the previous ﬁnding of an increased major warming
frequency in this simulation.
The GHG experiment shows the largest changes of all simulations in EP ﬂux divergence in the mid-
latitude to high-latitude troposphere. These changes might result from the statistically signiﬁcant
changes in smaller-scale wave amplitudes in these regions, which are considerably smaller in the other
experiments (Figure 3).
In summary, the diﬀerences in SSW frequency can be explained by diﬀerences in PNJ strength, resulting
mainly from diﬀerences in wave propagation and wave-mean ﬂow interaction and less from diﬀerences in
wave generation: fewest SSWs occur without SST variability, where we ﬁnd the strongest PNJ and reduced
wave (generation and) propagation into the vortex region, and most SSWs occur without QBO nudging,
where the PNJ is weakest of all experiments and where wave propagation into the PNJ region is enhanced.
The interannual variability in PNJ strength is not changed signiﬁcantly by the respective factors.
5. MajorWarming Life Cycles
In the previous section we have compared the occurrence frequency of SSWs for diﬀerent forcing factors
and saw that removing SST and QBO variability has the largest eﬀect on the number of SSWs, because it has
the strongest inﬂuence on the polar stratospheric basic state due to changes in planetary wave propagation
and in the mean ﬂow. Here we will focus on the warming event itself to examine whether and how the dif-
ferent factors aﬀect the life cycle of SSWs. We will start with the preconditioning phase, then investigate the
phase around the central date, and ﬁnally study the coupling to the troposphere afterward.
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Figure 5. Frequency of days with tropospheric blocking between
October and April at each longitude, for ERA and CESM sensitivity
simulations. See text for details.
5.1. Preconditioning
Figure 5 shows the frequency of days
with a tropospheric blocking in the
NH extended winter season (October
through April) over longitude, compar-
ing ERA and the four CESM sensitivity
experiments. Two frequency maxima
can be detected in all data sets: one in
the Euro-Atlantic (60◦W–45◦E) and a sec-
ond one in the Paciﬁc (135◦E–120◦W).
Both maxima are remarkably reduced
in CESM by about 20%, and the maxi-
mum in the Atlantic is shifted eastward
by about 30◦. An underestimation of
blockings in climate models is a com-
mon model bias and well documented,
e.g., in Scaife et al. [2010] and Anstey et al.
[2013]. For CESM, the reduced frequency
of blocking occurrence seen over the
whole extended winter season has been
shown in Marsh et al. [2013]. Blocking
is reduced in all months but particularly in December and January (not shown) which is congruent with
the reduced SSW frequency in these months (Figure 1). For the Paciﬁc, the blocking frequency is too low
for all months.
In GHG, NATURAL, and NOQBO, 40% of all SSWs are preceded by a blocking in at least one of the two
regions, which is mainly the Euro-Atlantic area (see Table 2, fourth column). Comparing all CESM experi-
ments, most blockings in the context of SSWs occur in the Fixed SSTs experiment where in 58% of all cases
SSWs are preceded by at least one blocking and 16% by a blocking in both the Atlantic and Paciﬁc regions.
However, this is still less than in ERA, where around 80% of all SSWs are preceded by at least one blocking.
The occurrence thereby refers to the period of up to 10 days prior to the central date. If we consider a period
of 20 days before the major warming, around 55% (78%) of all events are preceded by at least one block-
ing in GHG, NATURAL, and NOQBO (Fixed SSTs). Because the number of major warmings preceded or not
preceded by blocking is about the same, we cannot detect a general statistical relationship between the
occurrence of blockings and SSWs.
Bancala et al. [2012] showed, for observational and model data, that blockings in the Euro-Atlantic are
related to wave number-1 major warmings and blockings in the Paciﬁc to wave number-2 major warmings.
To investigate that for our CESM sensitivity experiments, we classiﬁed all major warmings as wave number-1
(W1), 2 (W2), or 3 (W3) events. This is done by comparing the amplitudes of geopotential height waves 1,
2, and 3 at 60◦N at 10 and 50 hPa as well as the waves 1 and 2 components of the heatﬂux at 60◦N, 100 hPa,
computed as described by Pawson and Kubitz [1996], during the phase of strongest intensiﬁcation. While
in ERA about 25% of all major warmings are W2 events (and the remaining 75% are W1 events), we ﬁnd
only very few W2 events in our CESM experiments: three (of 60 events) in GHG, one in NATURAL, and two
in the Fixed SSTs simulation (Table 2, ﬁfth column). This may be related to the reduced frequency of tro-
pospheric blockings discussed above, since especially blockings in the Paciﬁc have been mentioned to be
able to induce W2 events [Martius et al., 2009; Castanheira and Barriopedro, 2010; Bancala et al., 2012]. In
our simulations, three of the six W2 events are preceded by a blocking in at least one of the two regions,
Euro-Atlantic or Paciﬁc. Interestingly, two W3 events occur in the NATURAL experiment which, at least to our
knowledge, has not been reported before. These events are very weak in terms of easterly winds and tem-
perature anomaly at the central date. However, these W3 events could also be a model artifact and need
further investigation.
To further investigate the planetary wave behavior prior to the central date, we computed composites of
daily anomalies of heat ﬂux wave components 1 and 2 at 60◦N, 100 hPa, over all SSWs following Pawson and
Kubitz [1996], as well as daily anomalies of GPH wave 1 and 2 amplitudes at 60◦N, 10 hPa. This is shown in
Figure 6 for the period of 40 days prior to the SSW to 40 days after. For ERA, we see an increase in both the
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Figure 6. Composite of (top) heatﬂux anomalies at 60◦N, 100 hPa (in K
m/s) and (bottom) GPH wave anomalies at 60◦N, 10 hPa (in m), wave 1
(solid lines) and wave 2 component (dashed lines) during major SSWs,
for ERA and CESM sensitivity simulations.
heatﬂux wave 1 and wave 2 compo-
nents before the major warming, with a
maximum around 5 to 3 days before the
central date. The GPH wave 1 at 10 hPa
shows a maximum around 17 days
before the central date. The ﬁgure
reveals some similarities and diﬀerences
between ERA and CESM and between
the forcing experiments: all simulations
show a peak in the heatﬂux wave 1 com-
ponent around 3 days before the central
date which is slightly overestimated but
otherwise comparable to the observed
peak in ERA. However, only in the Fixed
SSTs simulation, the heatﬂux wave 1 and
wave 2 components are about the same
magnitude (solid and dashed green
lines, upper part), whereas in the other
CESM sensitivity experiments, the wave
1 component clearly dominates. In the
NATURAL experiment, major warmings
are preceded by an anomalous increase of heatﬂux and GPH wave 1 (red solid lines) which starts more than
5weeks before the warming. Although the anomalies in the heatﬂux wave 1 component increase from
15days before the warming on, the GPH wave 1 anomalies do not increase any further. This indicates a
strong wave forcing from the troposphere which does not reach the 10 hPa level, which is shown in Figure 6,
but propagates only up to around 30 hPa (not shown). This is especially diﬀerent from the GHG experiment
where the largest anomalies of all simulations occur in both heatﬂux and GPH wave 1 components (blue
solid lines) from around 12 days before the warming on, suggesting that the tropospheric wave forcing prior
to major warmings induces wave 1 propagation up to higher levels.
In the previous section we have seen a strong inﬂuence on the SSW frequency by the SST variability and the
QBO; in this section we found that for the GPH planetary wave behavior during the preconditioning phase
of major warmings, anthropogenic GHGs and ODSs play an important role by inﬂuencing the propagation
and stratospheric inﬂuence of the tropospheric wave 1 forcing.
5.2. Around the Central Date
To examine some characteristics of major warmings around the central date, we ﬁrst analyze the develop-
ment of zonal wind and temperature in the vortex region. For this we computed composites over all SSWs
of height-time sections of zonal mean zonal wind at 60◦N and anomalies of polar cap (60–90◦N) zonal mean
temperature, shown in Figure 7. Values which are statistically signiﬁcant at the 95% level are color shaded.
Following de la Torre et al. [2012] or Kolstad and Charlton-Perez [2011], statistical signiﬁcance of the com-
posites is checked via a Monte Carlo method, where the “real” composite is tested against a 1000-member
ensemble of random composites, each containing the same number of elements as the real composite and
taking into account the months of the SSWs.
Directly around the central date, we see easterly winds in ERA and all simulations (left column in Figure 7),
one criterion to deﬁne the major warmings. While these easterlies extend roughly between 15 and 0.02 hPa
in the GHG, Fixed SSTs, and NOQBO experiment, they are bounded between 15 and 0.2 hPa in NATURAL,
i.e., the easterlies do not reach as high as in the other experiments. The strongest easterlies which fall below
−20m/s can be found in the GHG experiment.
Already 5weeks before the central date, statistically signiﬁcant strong westerlies in the upper stratosphere
precede the upcoming warming event in the NATURAL simulation. These wind anomalies are accompanied
by positive anomalies of zonal mean polar cap temperature (right column in Figure 7) which are also statis-
tically signiﬁcant from 35days before the major warming on and show a distinct maximum around 3 hPa at
25 days before the central date. This anomaly maximum in the prewarming phase was already described in
the previous section as a maximum in wave activity starting 35 days before the central date. We ﬁnd that this
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Figure 7. Height-time sections of (left column) zonal mean zonal wind at 60◦N (contour interval: 5 m/s) and (right
column) polar cap temperature anomalies (contour interval: 1.5◦C) around central date; composite over all major SSWs;
for ERA and CESM sensitivity experiments. Colors denote 95% statistical signiﬁcance.
maximum is not due to the multiple occurrence of two SSWs at intervals of 25 days in a winter. Instead, we
see that in several cases in NATURAL the zonal wind reverses in the upper stratosphere around 30–20 days
before the central date of a warming which involves the warming anomaly seen at these lead times. As
the wind reversal does not reach down to 10 hPa, no major but a minor SSW is deﬁned in these cases. In
the NOQBO simulation a “prewarming” seems to occur around 10 days before the major warming, which
is seen as a maximum in positive temperature anomalies around 2 hPa. No comparable, statistically signif-
icant prewarming occurs in the Fixed SSTs simulation and in ERA, where the onset of the warmings occurs
quite abruptly.
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Figure 8. (left) Average amplitude and duration of all SSWs; (right) average amplitude and duration of SSWs preceded by
an Atlantic (circles) or a Paciﬁc (squares) blocking; in ERA and CESM sensitivity experiments.
After the central date, the warming anomaly propagates downward and then slowly fades out around
100 hPa in ERA and the CESM sensitivity runs. The downward propagation and surface impact after the
warming will be further investigated in the next section.
To give another measure for the SSWs in the diﬀerent CESM experiments, we calculated the duration and
the amplitude of all events similar to de la Torre et al. [2012]. The duration of a SSW is deﬁned as the num-
ber of consecutive days with easterlies at 60◦N, 10 hPa; the amplitude is computed as the mean polar cap
(60–90◦N) temperature anomaly at 10 hPa within ±2 days around the central date. The average duration and
amplitude of major warmings for the sensitivity experiments are shown in the left part of Figure 8 and listed
in Table 2 in the sixth and seventh columns, with the numbers in brackets denoting the minimum and max-
imum values. For both duration and amplitude the diﬀerences are not statistically signiﬁcant between any
experiments or ERA, as tested with a two-sided t test. We also investigated if there are any diﬀerences in
duration or amplitude between events that are preceded by Euro-Atlantic or Paciﬁc blockings (see previous
section) and found that SSWs which follow a Euro-Atlantic blocking are generally (in all simulations and ERA)
longer than those preceded by a Paciﬁc blocking (Figure 8, right part).
To distinguish between vortex split and displacement events, a distinction which refers to the wave num-
ber directly around the central date, we did a subjective analysis (like in de la Torre et al. [2012]) of the GPH
ﬁelds at 10 hPa around the central date of the major warmings. The number of vortex split and displace-
ment events is given in Table 2 in the eighth column. We found a few split SSWs in the CESM simulations,
but compared to ERA, where more than 40% of all SSWs are classiﬁed as these events, their number is highly
underestimated in CESM. This makes it diﬃcult to do any further analysis with the distinction between dis-
placement and split events or to draw any conclusions on this point. For the duration and amplitude of
displacement and (the very few) split events, we did not ﬁnd any signiﬁcant diﬀerences.
5.3. After the Major Warming: Surface Impact
Strong major warmings have been shown to couple down from the stratosphere to the troposphere
and have a signiﬁcant inﬂuence on the surface circulation [e.g., Baldwin and Dunkerton, 2001; Mitchell
et al., 2013]. The most common method to investigate stratosphere-troposphere coupling is to analyze
indices of the Northern and Southern Annular Modes (NAM and SAM) [Baldwin and Dunkerton, 2001].
We also use the NAM index to see whether any diﬀerences in the downward coupling occur in our CESM
sensitivity experiments.
The NAM index is computed as the principal component (PC) of the ﬁrst empirical orthogonal function
(EOF) of daily, year-round GPH ﬁelds between 20 and 90◦N. As suggested by Baldwin and Thompson [2009],
we calculate the EOFs and PCs separately for each pressure level from zonal mean GPH anomalies. A
positive (negative) NAM index implies an enhancement (diminishment) of the typical NAM pattern, corre-
sponding with negative (positive) anomalies of GPH in the polar regions and positive (negative) anomalies
in midlatitudes.
In Figure 9, composites of the time-height development of the NAM index are shown for all SSWs in ERA and
all CESM experiments. During major warmings, the NAM index is negative (red colors in Figure 9) at almost
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Figure 9. Height-time sections of NAM index around central date; contour
interval 0.25 standard deviations for values between −1 and 1, 0.5 standard
deviations for values below −1 and above 1; red (blue) colors denote 95%
statistically signiﬁcant negative (positive) values; composite over all major
SSWs; for ERA and CESM sensitivity experiments.
all heights, with a minimum at the
central date. In all simulations and
in ERA we see a coupling to the tro-
posphere indicated by the “dripping
paint”-like negative NAM index in dif-
ferent periods after the central date.
In ERA, the two most pronounced
periods of coupling to the tropo-
sphere occur around 20 and 40 days
after the central date, accompanied
by an almost continuous statistically
signiﬁcant surface signal. In the GHG
experiment, a signiﬁcant inﬂuence on
the surface occurs almost continu-
ously between 7 and 50 days after the
central date. The NATURAL simulation
shows a similar behavior, especially
in the signiﬁcant downward cou-
pling and surface imprint signals in
the period 1–4weeks after the cen-
tral date. A very persistent statistically
signiﬁcant coupling of about 50 days
to the troposphere and impact on
the surface occurs in the NOQBO run.
In contrast to the other experiments
and ERA, only one short remarkable
period of coupling to the troposphere
can be found in the Fixed SSTs sim-
ulation, namely, after day 30, lasting
about a week. This suggests that vary-
ing SSTs are needed to transport the
signal of major warmings from the
stratosphere to the troposphere.
In a last step, we examine the result-
ing surface impact pattern in the
diﬀerent simulations in more detail.
For this we compute composites
of all major warmings for sea level
pressure (SLP) anomalies as 10 day
averages in the periods before and
after the central date of the warm-
ing. In Figure 10 these composites
are shown exemplarily for the peri-
ods 20–10 days before, 5 days before
to 5 days after, and 10–20 days after
the major warming. In ERA and in the
CESM sensitivity experiments the SLP
anomalies before the central date
resemble the positive phase of the
Paciﬁc-North American pattern (PNA)
[Wallace and Gutzler, 1981], which
was also described by Charlton and
Polvani [2007]. Additionally, a posi-
tive SLP anomaly occurs above the
Eurasian continent; however, not all
HANSEN ET AL. ©2014. American Geophysical Union. All Rights Reserved. 8131
35
Journal of Geophysical Research: Atmospheres 10.1002/2013JD021397
 
 
0
5
−5
Figure 10. Composite of sea level pressure anomalies (in 0.5 hPa intervals), averaged over (from left to right) 20–10 days
before, 5 days before to 5 days after, and 10–20 days after the central date, for ERA and CESM sensitivity simulations.
Colors denote 95% statistical signiﬁcance.
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these signals are statistically signiﬁcant in all simulations. The positive SLP anomaly above the Paciﬁc persists
through the central date and is still visible after the major warming in the GHG simulation.
Around and after the central date, the statistically signiﬁcant SLP anomaly signals in ERA resemble a nega-
tive NAO pattern. The negative anomalies in the midlatitudes move from the central North Atlantic to the
Mediterranean after the central date. In the GHG, NATURAL, and NOQBO simulation, the positive polar SLP
anomaly is surrounded by a circular negative anomaly after the central date, making the signal resemble
a negative AO (the “surface NAM”) [Thompson and Wallace, 1998] pattern. However, the regions with sta-
tistically signiﬁcant anomalies can mainly be found in the lower to midlatitudes between 30◦W and 120◦E,
i.e., over the North Atlantic, Europe, North Africa and the Asian continent.
As found before for the coupling to the troposphere shown with the NAM index, only small diﬀerences
occur between the GHG and the NATURAL simulation in the SLP surface response after the central date.
In the NOQBO simulations, the negative AO pattern following major warmings has its maximum around
20–30 days after the central date (not shown), i.e., 10 days later than in the other simulations. In the Fixed
SSTs experiment, the surface inﬂuence of major warmings does not only occur over a shorter period of time
as seen before but potentially also over a smaller region, with the negative anomalies in the midlatitudes
reduced to south Europe and north Africa. However, the latter ﬁnding might also be misinterpreted from
a signal where the statistical signiﬁcance is lower than in the other signals because of the small number
of major warmings in the Fixed SSTs experiment. It therefore has to be conﬁrmed, e.g., in longer simula-
tions, if the ocean is really, as it seems here, inﬂuencing the stratosphere-troposphere coupling after major
warmings and the persistence of the warmings’s surface signal.
The surface impact of the major warmings can also be seen in anomalous SST signals both in the Atlantic
and in the Paciﬁc region (not shown) and is preserved longer in the CESM experiments with interactive
ocean. According to Barsugli and Battisti [1998], this could be explained with the internal damping of
anomalies due to surface heat ﬂuxes which is enhanced when ocean and atmosphere are not coupled inter-
actively, as in the Fixed SSTs simulation. Without an interactive but with a prescribed ocean, the enhanced
damping reduces the variance in the atmosphere [Barsugli and Battisti, 1998].
In summary we ﬁnd that for the tropospheric impact of major SSWs—a pattern which strongly projects
on the NAO or AO and which lasts around 4weeks—removing interannual SST variability and two-way
ocean/atmosphere coupling seems to reduce the tropospheric signature in space and time. Removing the
QBO seems to shift the period of signiﬁcant inﬂuence by about 10 days.
6. Conclusions
In this study, we have investigated the inﬂuence of diﬀerent natural and anthropogenic factors, namely,
anthropogenic GHGs and ODSs, interannual SST variability, and the QBO, on major stratospheric warmings.
For this, we have performed a set of sensitivity simulations with NCAR’s CESM-WACCM model where we
systematically switched on and oﬀ these factors, as summarized in Table 1. We analyzed diﬀerences in the
frequency and distribution of major warmings and if these diﬀerences result from climatological diﬀerences
in planetary wave generation, wave propagation, and wave-mean ﬂow interaction. Afterward, we investi-
gated the warming event itself, from its preconditioning phase until the downward coupling and surface
impact afterward.
We found the following:
1. The frequency of major warmings is signiﬁcantly increased by removing stratospheric variability pro-
voked by the equatorial QBO, while it is signiﬁcantly decreased when interannual SST variability and
two-way atmosphere-ocean interaction is removed. These changes are consistent with diﬀerences in the
climatological strength of the stratospheric polar night jet (PNJ) together with diﬀerences in climato-
logical wave propagation and wave-mean ﬂow interaction which, in turn, are all inﬂuenced by the QBO
and SST variability. When QBO nudging is switched oﬀ and equatorial winds are in permanent easterly
phase, planetary wave propagation from the troposphere into the PNJ region is enhanced, which leads
to stronger deceleration of the PNJ through wave-mean ﬂow interaction and, thus, to a weaker vortex
that allows more major warmings to occur. Without SST variability, in contrast, the wave forcing from
the troposphere is reduced, which means that the vortex is stronger and hence less easily disturbed.
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Although the QBO and SST variability already have an inﬂuence on the generation of planetary waves in
the troposphere, this does not seem to be the decisive factor for the diﬀerences in SSWs.
2. Anthropogenic GHGs and ODSs have some inﬂuence on the prewarming phase of the major warming
events, i.e., the weeks before the central date. The GHG simulation shows an anomalous increase of the
geopotential height wave 1 component starting several weeks before the warming, which does not
occur in the other simulations where the GHGs are kept ﬁxed at the 1960s level. In the simulation without
anthropogenic forcing, a minor warming occurs in many cases around 5weeks before the major warming,
leading to a polar vortex which is already weakened before SSW occurrence.
3. In the phase following the central date, all experiments show a signiﬁcant downward coupling to the
troposphere and surface signature, which strongly projects on the negative NAO or AO pattern. It lasts
around 4weeks, probably due to the persistence of the signal in the ocean, but seems to be altered by
the QBO and SST variability. Without the QBO, the 30 day period of signiﬁcant surface inﬂuence is shifted
by about 10 days. When the SSTs do not vary from year to year, the tropospheric signature seems to be
conﬁned to a smaller area (above the pole and the eastern North Atlantic) and a shorter period of time
(between days 30 and 40 after the central date). This could be due to enhanced internal damping, which
occurs when the ocean and atmosphere are not coupled interactively [Barsugli and Battisti, 1998]; how-
ever, this hypothesis has to be conﬁrmed by future studies investigating more SSW cases, as the relatively
low number of major warmings in the Fixed SSTs experiment does not allow ﬁnal conclusions. The surface
impact of major warmings in CESM-WACCM will not change signiﬁcantly even under extreme (RCP8.5)
global warming conditions.
Although many studies have reported a relationship between tropospheric blocking and the occurrence of
major warmings, we can neither conﬁrm nor negate this connection from our analysis, and we did not ﬁnd
any diﬀerences due to the diﬀerent factors. However, this might be due to the inherent underestimation of
Atlantic and Paciﬁc blockings in the CESM model which has been documented for several models, e.g., in
CMIP3 and CMIP5 [Scaife et al., 2010; Anstey et al., 2013], and which might be due to the relatively coarse
horizontal resolution used in these models [Jung et al., 2012]. Although the average amplitude and duration
of major warmings does not seem to be inﬂuenced by the diﬀerent factors, we found that SSWs preceded
by a Euro-Atlantic blocking are on average longer than those which follow a Paciﬁc blocking.
None of our simulations were able to reproduce the observed frequency of W2 and vortex split events;
instead, almost all major warmings are W1 and vortex displacement warmings. This might also be due to
the underestimation of blockings, as they (mainly the Paciﬁc blockings) have been shown to often precede
wave number 2 events.
With our study we conﬁrm that all of the investigated factors inﬂuence several aspects of stratospheric
warmings as described above; however, it is in general not easy to compare the eﬀect of diﬀerent factors
directly, as they all inﬂuence atmospheric dynamics in diﬀerent ways: the GHGs primarily act on the radia-
tion budget, the QBO inﬂuences the dynamical stratospheric state, and the SSTs aﬀect the lower to middle
atmosphere from the lower boundary of the system. A subject of future studies is to deal with the quan-
tiﬁcation of the inﬂuence of the individual factors, e.g., by applying statistical methods. Knowledge about
the absolute importance of the respective factors is crucial for the prediction of stratospheric polar vortex
conditions and hence would increase the prediction skill for tropospheric weather.
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3 Sensitivity of stratospheric dynamics
and chemistry to QBO nudging width in
the chemistry-climate model WACCM
As was shown in the previous chapter, the QBO has a strong influence on the NH polar strato-
sphere. In this chapter, which is a reprint of an article of the same title published in Journal of
Geophysical Research - Atmospheres, a more detailed analysis on the representation of this fasci-
nating phenomenon in the stand-alone atmospheric chemistry-climate model WACCM is performed.
Since WACCM, like most other models of comparable capability, is not able to generate the QBO
internally (at least at the time when this study was done), this equatorial stratospheric oscilla-
tion has to be prescribed (“nudged”) in the model in order to get a realistic representation of the
dynamics between low and middle to higher latitudes and the appearing chemical processes. The
influence of a varying equatorial QBO nudging width on the dynamics and chemistry is analyzed here.
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[1] The consequences of different quasi-biennial oscillation (QBO) nudging widths on
stratospheric dynamics and chemistry are analyzed by comparing two model simulations
with the National Center for Atmospheric Research’s Whole Atmosphere Community
Climate Model (WACCM) where the width of the QBO is varied between 22ı and 8.5ı
north and south. The sensitivity to the nudging width is strongest in Northern Hemisphere
(NH) winter where the Holton-Tan effect in the polar stratosphere, i.e., stronger zonal
mean winds during QBO west phases, is enhanced for the wider compared to the narrower
nudging case. The differences between QBO west and east conditions for the two model
experiments can be explained with differences in wave propagation, wave-mean ﬂow
interaction, and the residual circulation. In the wider nudging case, a divergence anomaly
in the midlatitude upper stratosphere/lower mesosphere occurs together with an
equatorward anomaly of the residual circulation. This seems to result in a strengthening
of the meridional temperature gradient and hence a signiﬁcant strengthening of the polar
night jet (PNJ). In the narrower nudging case, these circulation changes are weaker and
not statistically signiﬁcant, consistent with a weaker and less signiﬁcant impact on the
PNJ. Chemical tracers like ozone, water vapor, and methane react accordingly. From a
comparison of westerly minus easterly phase composite differences in the model to
reanalysis and satellite data, we conclude that the standard WACCM conﬁguration
(QBO22) generates more realistic QBO effects in stratospheric dynamics and chemistry
during NH winter. Our study also conﬁrms the importance of the secondary mean
meridional circulation associated with the QBO for the Holton-Tan effect.
Citation: Hansen, F., K. Matthes, and L. J. Gray (2013), Sensitivity of stratospheric dynamics and chemistry to QBO nudging
width in the chemistry-climate model WACCM, J. Geophys. Res. Atmos., 118, 10,464–10,474, doi:10.1002/jgrd.50812.
1. Introduction
[2] The quasi-biennial oscillation (QBO) is the domi-
nant mode of variability in the equatorial lower to upper
stratosphere [Baldwin et al., 2001]. It appears as downward
propagating easterly and westerly wind regimes that alter-
nate with a variable period around 28 months. The amplitude
of the QBO is asymmetric in the westerly and easterly
phases with around 20 m/s in maximum for QBO west and
–30 m/s for QBO east and approximately symmetric and
Gaussian about the equator with a half width of approxi-
mately 12ı [Baldwin et al., 2001; Pascoe et al., 2005]. A
secondary QBO circulation is induced in order to maintain
thermal wind balance. This produces a wind anomaly in the
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2Centre for Atmospheric Sciences, Department of Atmospheric,
Oceanic and Planetary Physics, University of Oxford, Oxford, UK.
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subtropics of opposite sign to that at the equator [Plumb and
Bell, 1982; Gray, 2010].
[3] Inﬂuenced by this secondary circulation, the QBO is
clearly evident in the distribution of chemical constituents
and trace gasses like water vapor, methane, CO, or N2O in
the tropical stratosphere. The structure of the QBO in these
trace gasses is approximately symmetric about the equator
but with a larger subtropical anomaly in the Northern Hemi-
sphere [Dunkerton, 2001; Schoeberl et al., 2008].
[4] The interannual variability of ozone is also domi-
nated by the QBO. The respective roles of the ozone QBO
in different heights have been investigated in several anal-
yses of satellite and ground-based measurements of the
ozone column [e.g., Randel and Wu, 1996; Choi et al.,
1998] and model studies [e.g., Gray, 2000; Butchart et al.,
2003; Steinbrecht et al., 2006; Tian et al., 2006; Punge
and Giorgetta, 2008]. In particular, recent fully coupled
chemistry models conﬁrm the existence of a transition
between the direct dynamic control of ozone below approx-
imately 28 km and the indirect chemical control above that
height. The QBO inﬂuences ozone in both of these regions
[Chipperﬁeld et al., 1994].
[5] Although the QBO is deﬁned in the tropics, it does
not only inﬂuence the dynamics along the equator but also
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in the extratropics and especially in the polar stratosphere.
On average, the polar stratospheric vortex is colder and less
disturbed in QBO west winters, while winters during QBO
east phase tend to be warmer and more disturbed [Holton
and Tan, 1980, 1982]. Holton and Tan proposed a mech-
anism to explain this equator-to-pole connection in winter.
The so-called “Holton-Tan” mechanism involves planetary
waves that can propagate into the tropical lower stratosphere
during the westerly phase of the QBO since the zero wind
line in the lower stratosphere, which acts as a critical surface
for stationary planetary wave propagation, is positioned in
the summer hemisphere. In contrast, during the QBO east-
erly phase, the planetary waves are guided further poleward
because the zero wind line is positioned in the subtropics
of the winter hemisphere and they can therefore disrupt the
vortex more effectively.
[6] However, Naoe and Shibata [2010] and Garﬁnkel et
al. [2012] have recently questioned the importance of this
mechanism. In their studies they found no direct evidence
for the Holton-Tan mechanism and suggested that the effect
of the secondary QBO circulation may be more important
for the polar QBO signal than the effect of the zero wind
line. It introduces a barrier for planetary wave propaga-
tion in the middle to upper stratosphere during the easterly
phase, resulting in enhanced planetary wave convergence
in the polar region and therefore a more disturbed polar
vortex. More recently, Watson, P. A. G. and L. J. Gray
[How does the quasi-biennial oscillation affect the strato-
spheric polar vortex?, submitted to Journal of Atmospheric
Sciences, 2013] noted that the typical response of the polar
vortex to any sort of anomalous forcing is annular mode-like,
and this makes it difﬁcult to determine cause and effect. In
reality, it is likely that the position of the zero wind line and
also the secondary meridional circulation will both inﬂuence
planetary wave propagation, but it is not clear which is the
dominant mechanism. We try to address this question with
this study.
[7] Simulating the QBO is a well-known shortcoming
and one of the major challenges in modeling the middle
atmosphere [e.g., SPARC CCMVal, 2010 report]. A growing
number of climate models are able to successfully generate a
spontaneous QBO [Scaife et al., 2000;Giorgetta et al., 2002;
Shibata and Deushi, 2005; Kulyamin et al., 2009; Kawatani
et al., 2010; Anstey et al., 2010; Xue et al., 2012]. However,
there are still many general circulation models (GCMs) and
chemistry-climate models (CCMs) that are not able to gener-
ate a spontaneous QBO. General reasons for this deﬁciency
can be found in insufﬁcient spatial resolution or problems
in realistically simulating small-scale processes like tropi-
cal convection [Scaife et al., 2000; Giorgetta et al., 2002;
Shibata and Deushi, 2005].
[8] In order to achieve a QBO in their simulations,
models without a spontaneously generated QBO employ a
“nudging” technique to relax the modeled zonal wind along
the equator toward observations. However, it is not clear
over what latitudinal range the nudging should be applied
in order to achieve the optimum representation of the QBO
impact on circulation and on tracer distributions, both of
which are important factors for a good representation of
stratospheric climate and chemistry. In the SPARC CCMVal
[2010] report, the QBO nudging width ranged between
7ı north and south in the ECHAM/MESSY Atmospheric
Chemistry (EMAC) model to between 22ı north and south
in the National Center for Atmospheric Research’s (NCAR)
Whole Atmosphere Community Climate Model (WACCM)
and even 23ı north and south in the Universita degli Studi
L’Aquila model. A large spread was also found between
the models’ representation of the QBO inﬂuence on both
ozone and polar variability. For example, the EMAC model
with a very narrow QBO nudging width reproduced best
the tropical ozone variability, while WACCM, which nudged
over a much wider latitudinal range, performed compara-
tively poorly in this aspect (compare with SPARC CCMVal
[2010], Figure 8.14) but performed better in polar regions,
especially in simulating the Northern Hemisphere (NH) win-
ter jet strength [SPARC CCMVal, 2010, Figure 4.3] and
frequency of Stratospheric Sudden Warmings. Because the
different models differed not only in their nudging widths
but in many other respects, it was not possible to obtain
a clear understanding of whether these differences in per-
formance of the models were directly related to the chosen
width of the nudging employed.
[9] The goal of this study is therefore to investigate the
impact of different QBO nudging widths on the represen-
tation of QBO temperature and circulation anomalies and
their impact on trace gas distributions. The studies described
above have shown that the QBO affects the stratosphere
in multiple ways, through its direct control of dynamical
variability in the tropics, its indirect effect on the high-
latitude variability, and its inﬂuence on the distribution of
ozone and other radiatively active trace gasses. It is there-
fore an important requirement for climate models to be able
to represent its impact accurately. With our analysis, we also
address the question of the mechanisms behind the polar
QBO inﬂuence.
[10] Hurwitz et al. [2011] analyzed the sensitivity of
the midwinter Arctic stratosphere to the variability of the
QBO width with a simpliﬁed chemistry-climate model
(version 4.5.1 of the UK Met Ofﬁce Uniﬁed Model). They
found that a wider QBO acts like a preferential shift toward
the easterly phase of the QBO, i.e., a weaker NH polar
vortex. In this study we extend their analysis using a
fully coupled chemistry-climate model (WACCM) and place
special emphasis on the representation of the Holton-Tan
mechanism in the NH polar stratosphere.
[11] The outline of this paper is as follows: Section 2
describes the model, the QBO relaxation procedure, and
the simulations. Section 3 compares the QBO in the model
with reanalysis data. The QBO effects on NH strato-
spheric dynamics and chemistry are then tested for their
sensitivity to the two different QBO relaxation widths in
sections 4 and 5. Final conclusions are given and discussed
in section 6.
2. Model Description
[12] The model used in this study is the National Center
for Atmospheric Research (NCAR) Whole Atmosphere
Community Climate Model, version 3.5 (WACCM3.5).
WACCM is a fully interactive CCM extending from the
Earth’s surface to 145 km. It uses the physical parametriza-
tions from the Community Atmospheric Model, version 3.5
and the ﬁnite volume dynamical core of Lin [2004] with
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Figure 1. Wind tendency from QBO relaxation (1e-05 m/s/s) for (a) the QBO22 simulation, (b) the
QBO8.5 simulation, and (c) differences between the QBO8.5 and QBO22 simulation. Contour interval
0.1  1e-05 m/s/s.
66 vertical levels. A detailed description of model physics
speciﬁc to WACCM3 can be found in Garcia et al. [2007].
The changes in physical parametrization from WACCM3.1
to WACCM3.5 are described by Richter et al. [2010]. They
mainly include changes in parametrization of convection and
gravity wave drag which inﬂuences, e.g., the occurrence of
sudden stratospheric warmings which are more realistic in
the version used here.
[13] The horizontal resolution for the WACCM3.5
runs presented here is 1.9ı  2.5ı (latitude  longitude).
WACCM3.5 includes a detailed neutral chemistry scheme
for the middle atmosphere based on the Model for Ozone
and Related Tracers, version 3. The species included in
this mechanism are contained within the Ox, NOx, HOx,
ClOx, and BrOx chemical families, along with CH4 and its
degradation products [Kinnison et al., 2007].
[14] Like many recent GCMs, WACCM3.5 is not able
to generate a realistic QBO internally but shows weak
easterlies above the equator instead. Therefore, a nudging
technique based on Balachandran and Rind [1995] is used to
relax the modeled tropical winds to observations [Matthes et
al., 2010]. The nudging is applied using a Gaussian weight-
ing function decaying latitudinally from the equator with a
half width of 10ı which is close to the observed half width
of the QBO of 10ı–12ı [Baldwin et al., 2001]. Full verti-
cal relaxation extends from 86 to 4 hPa, which is half that
strong in one model level below and above this range (100
and 2.7 hPa, respectively) and zero for all other levels. The
time constant for the relaxation of the zonal mean wind is
10 days [Matthes et al., 2010]. Different from the nudging
procedure described in Matthes et al. [2010], the semiannual
oscillation (SAO) is not ﬁltered out from the observed winds
in our study before the model winds are nudged toward
these winds.
[15] In the following, we will focus on extratropical feed-
backs to equatorial changes because our experimental design
does not allow the analysis of feedback processes in the
opposite direction.
[16] Richter et al. [2008] found that WACCM gener-
ally exhibits a realistic middle atmosphere mean state and
variability compared to observations. The most prominent
model bias is an overestimation in the Southern Hemi-
sphere (SH) polar stratospheric jet strength, which is also
a common bias in other models [SPARC CCMVal, 2010].
Note that the frequency of stratospheric sudden warmings
in the NH, an indicator of the stratospheric polar vortex
variability, compares now well to ERA-40 in the model
version used here (WACCM3.5) compared to WACCM
version 3.1 [Richter et al., 2010].
2.1. Experimental Design
[17] For this study we performed two simulations with
WACCM3.5. In the ﬁrst one, WACCM3.5 was run in the
conﬁguration which was also used in the SPARC CCMVal
report [SPARC CCMVal, 2010] with the model’s standard
QBO nudging width extending from 22ıS to 22ıN and a
height range of 86 to 4 hPa [Matthes et al., 2010], called
QBO22 hereafter. For the second simulation, called QBO8.5
hereafter, the QBO nudging width was reduced in latitu-
dinal extend from 8.5ıS to 8.5ıN while the vertical range
remained unchanged. The narrower nudging width of 8.5ı
was chosen as the closest poleward model latitude to 7ı, the
nudging width for the EMAC model (the model with the
narrowest QBO nudging) in SPARC CCMVal [2010].
[18] Both simulations follow the SPARC CCMVal
REF-B1 scenario [SPARC CCMVal, 2010] which includes
the daily variations of the 11 year solar cycle and monthly
variations of the QBO, Sea Surface Temperatures, green-
house gasses, and ozone-depleting substances. Volcanic
eruptions were prescribed as well. In these transient simu-
lations, all forcings are taken from observations. The exper-
iments cover a period from the recent past (1958–2006),
of which the ﬁrst 2 years of spin-up have been neglected
for analysis.
[19] Figure 1 shows the wind tendency from the QBO
relaxation for the QBO22 and QBO8.5 experiments in their
respective nudging regions for NH winter. The strongest
intervention on the modeled wind takes place in the sum-
mer hemisphere, where the prevailing easterlies are forced
toward smaller amplitudes. This has also been described as
the “net effect of the QBO” in Punge and Giorgetta [2008].
The largest differences between the forcings in QBO22 and
QBO8.5 occur poleward from 8.5ı in the SH (or rather in
the summer hemisphere in general), where the nudging is
only applied in QBO22, and equatorward of 8.5ı where a
stronger intervention is done in QBO8.5 (Figure 1c). Within
the shared nudging region in the SH, the forcing is stronger
in QBO8.5 as the prevailing easterlies are stronger in this
simulation, i.e., the differences to the observed winds are
larger. In the winter hemisphere, the wind tendency differ-
ences between the two simulations are smaller. So we note
that the two experiments are not expected to be identical
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Figure 2. Zonal mean zonal wind (m/s) in the equatorial stratosphere, averaged between 2.8ıS and
2.8ıN, for (a) ERA-40 and (b) the QBO22 simulation, with black contour indicating the zero wind line.
above the equator, not even in the shared nudging region
between 8.5ı south and north.
3. QBO: Deﬁnition and Comparison Between
WACCM and ERA-40
[20] As the goal of this study is to investigate WACCM’s
sensitivity to the width of the QBO, the next step is to
compare the QBO in the model to reanalysis data. For
that, the extended ERA-40 reanalysis data (abbreviated
“ERA-40” in the following) are used, which means the 40
year European Centre for Medium-Range Weather Forecasts
(ECMWF) Re-Analysis (ERA-40) data set [Uppala et al.,
2004] extended to 2008 by using the ECMWF operational
analysis [Frame and Gray, 2010]. Different studies use dif-
ferent deﬁnitions for the QBO, e.g., the equatorial wind at 40
[Baldwin et al., 2001; Gray, 2000; Baldwin and Dunkerton,
1998], at 44 [Gray et al., 2004], or at 50 hPa and averaged
over 10ıS–10ıN [Yamashita et al., 2011] with the phases
deﬁned as positive or negative wind velocities at that level
or as amplitudes more than +/– 5 m/s [Gray, 2000; Gray et
al., 2004].
[21] To differentiate between the westerly and easterly
phase of the QBO, we deﬁne a QBO time series as the zonal
mean zonal wind averaged between 2.8ıS and 2.8ıN and
43 and 51 hPa. With the resolution of WACCM3.5, this is
an average over 4  2 grid points. We label a time step as
QBO west phase (QBOW) when the average exceeds 5 m/s
and QBO east phase (QBOE) when it falls below –2.5 m/s.
The motivation for picking these particular wind thresholds
is that this QBO deﬁnition turned out to be most suitable
for WACCM as it leads to QBO west and east phases with
approximately equal lengths.
[22] Figures 2a and 2b display the zonal mean zonal wind
averaged along the equator between 2.8ıS and 2.8ıN for
ERA-40 reanalysis data and the QBO22 simulation, respec-
tively, for the simulated period of our experiment from 1960
to 2006. We see the expected agreement between the simu-
lation and ERA-40 in the structure of the QBO below 10 hPa
where direct wind observations exist and are assimilated in
the ERA-40 data. We do not expect a perfect match between
WACCM and ERA-40 for several reasons: (i) the model lev-
els are not the same as the levels of the observations, so there
might be some interpolation differences, (ii) the nudging is
applied with a time constant of 10 days; this leaves some
freedom to the model’s resolved small-scale waves which
can inﬂuence the zonal mean ﬂow, (iii) especially in the
upper part of the nudging region, the modeled SAO, which
is shifted upward in WACCM as discussed in Matthes et al.
[2010] and as can be observed in Figure 2, interacts with the
SAO from the observed winds; this leads to especially QBO
westerly phases reaching into higher levels compared to
ERA-40, and (iv) further away from the equator, the nudging
weights decay with a Gaussian function.
4. QBO Effects on Stratospheric
Winter Dynamics
[23] In order to examine the effect of the QBO on tropical
and extratropical dynamics in the two runs, composite differ-
ences, where QBOE composites of quantities such as zonal
mean zonal wind, temperature, Eliassen-Palm (EP) ﬂux, and
residual mean meridional circulation are subtracted from
QBOW composites, are computed. “Composite” thereby
means the average of the quantity over all months being
in the same QBO phase, e.g., QBO westerly phase for the
QBOW composite. We focus the following analysis on the
representation of the Holton-Tan mechanism in the northern
polar winter stratosphere.
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4.1. Polar Night Jet
[24] Figure 3 shows the zonal mean zonal wind differen-
ces between QBO westerly and easterly phase for Northern
Hemisphere (NH) winter (December, January and February
(DJF)) for the QBO22 and the QBO8.5 simulation and for
ERA-40. The signiﬁcance of the differences has been tested
with a two-tailed Student’s t test, and colors in Figure 3 (as in
the following ﬁgures) denote that differences are statistically
signiﬁcant at the 95% conﬁdence level. All ﬁgures reveal the
prominent features of the equatorial QBO which is a statisti-
cally signiﬁcant sandwich structure of the zonal mean zonal
wind in the tropical stratosphere with a westerly wind speed
anomaly of more than 20 m/s at about 40 hPa, an easterly
anomaly of about 30 m/s above at about 5 hPa, and a smaller
westerly anomaly of about 12 m/s above at 1 hPa. This fea-
ture is broader in QBO22 than in QBO8.5 which is a direct
effect of the broader nudging along the equator in this run.
Notable is also the broader extent of the easterly anomaly
in height.
[25] In the extratropics, both WACCM simulations show
a QBO response in the zonal mean wind which agrees with
Holton and Tan, [1980, 1982] who showed that the polar
vortex (and therefore the polar night jet (PNJ)) is stronger
during QBOW phase and weaker during QBOE phase. The
wind differences in the QBO22 experiment reach up to
14 m/s. That means that they are stronger and more sig-
niﬁcant at high latitudes than the wind differences in the
QBO8.5 experiment which are 8 m/s at their maximum. We
have also tested the statistical signiﬁcance of the differences
between the QBO22 and QBO8.5 responses in Figures 3a
and 3b and note that the difference in response of the
strength of the PNJ is signiﬁcant at the 95% level, conﬁrm-
ing that the high-latitude response is stronger in QBO22 than
in QBO8.5.
[26] In ERA-40 (Figure 3c), the anomalies in the polar
night reach up to 12 m/s and are statistically signiﬁcant
almost throughout the jet region. The PNJ anomalies in
QBO8.5 are signiﬁcantly weaker than in ERA-40 data,
and hence, the Holton and Tan effect is more realistically
reproduced in QBO22 than in QBO8.5.
4.2. Wave-Mean Flow Interactions
[27] The reasons for the nudging-dependent different
responses in the PNJ can be related to differences in the
propagation of planetary waves and/or its interactions with
the mean ﬂow. To analyze the origin of the zonal mean
wind differences, we use the Transformed Eulerian Mean
(TEM) equations [Andrews et al., 1987] which describe the
EP ﬂux vector, its divergence, and the residual mean merid-
ional circulation (meaning the meridional circulation in the
TEM formalism, with v and w as its meridional and
vertical components). While the EP ﬂux vector describes
the strength and propagation direction of planetary waves,
its divergence describes the interaction of planetary waves
with the mean ﬂow: In a region of divergence of the EP ﬂux
vector, the mean ﬂow is accelerated to the east, while in con-
vergent regions, acceleration to the west occurs. Depending
on the respective mean ﬂow, this leads to a strengthening
or a weakening of the circulation. During NH winter con-
ditions with prevailing westerly background winds, a diver-
gence (convergence) leads to acceleration (deceleration) of
the ﬂow.
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Figure 3. Differences of the zonal mean zonal wind
(in m/s) between QBOW and QBOE years for (a) the
QBO22, (b) the QBO8.5 experiment, and (c) ERA-40 in
DJF. Contour interval: 2 m/s; color shading indicates 95%
statistically signiﬁcant differences.
[28] In Figure 4, vectors indicate the magnitude and direc-
tion of the EP ﬂux vector differences between QBOW and
QBOE conditions while anomalies of the EP ﬂux vector
divergence are depicted by contours. Red colors (contours
and shading) mean positive (divergent) EP ﬂux vector
anomalies, and blue colors stand for negative (convergent)
EP ﬂux vector anomalies. Shaded areas highlight statisti-
cally signiﬁcant differences.
[29] In Figure 4a (showing QBO22), positive EP ﬂux
divergence anomalies appear around 60ıN and 0.3 hPa,
i.e., exactly where we have seen the pronounced positive
zonal mean wind differences in Figure 3 which indicate a
strengthening of the PNJ during QBO west conditions.
[30] The zonal momentum TEM equation reveals that
changes in the divergence of the EP ﬂux vector are linked
to anomalies of the residual mean circulation in the way that
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Figure 4. Differences of the EP Flux vector (arrows; scaled with the square root of pressure) and its
divergence (contours; in ms–1d–1) between QBOW and QBOE years for (a) the QBO22 and (b) the
QBO8.5 experiment. Contour lines: +/– 0, 0.05, 0.1, 0.2, 0.3, 0.4, 0.5, 1.0, 2.0, and 5.0 ms–1d–1; shading
indicates 95% statistically signiﬁcant divergence differences. The grey (green) line indicates the zero line
of the zonal mean zonal wind during QBOW (QBOE) phase.
divergence leads to an equatorward anomaly of the resid-
ual circulation. This enhanced equatorward circulation can
indeed be seen at around 60ıN above 1 hPa in Figure 5a
(for QBO22) where the QBOW–QBOE differences of the
residual mean circulation are shown by vectors; the contours
indicate temperature anomalies. Related to the equatorward
anomaly of the residual circulation is the upward anomaly
(i.e., a weakening of the prevailing net downwelling) in
polar regions, especially in the upper stratosphere, together
with the downward motion anomaly around 60ıN, which
is strongest around 1 hPa but reaches down to 10 hPa
(Figure 5a for QBO22). The upward anomaly causes adia-
batic cooling, while the downward anomaly leads to adia-
batic warming. This together results in a strengthening of the
meridional temperature gradient poleward of 60ıN during
QBOW as can be seen in the temperature anomaly contours
in Figure 5a. The meridional temperature gradient is linked
to the zonal wind by the thermal wind equation and thus is
consistent with the statistically signiﬁcant strengthening of
the PNJ in Figure 3a.
[31] Most of the discussed features and relations can be
seen in both simulations (QBO22 and QBO8.5, Figures 5a
and 5b, respectively), though the response in QBO8.5 tends
to be generally weaker. However, we ﬁnd a major dif-
ference: In QBO8.5, there is no signiﬁcant divergence
anomaly in the midlatitude upper stratosphere/lower meso-
sphere (Figure 4b) and hence no signiﬁcant effect on the
residual mean circulation (Figure 5b). This is consistent with
temperature anomalies that are not statistically signiﬁcant
throughout the PNJ region (especially not in the region of
cold anomalies north of 60ıN), i.e., we do not ﬁnd the signif-
icant strengthening of the meridional temperature gradient
which would support the signiﬁcant strengthening of the
jet. This implies a weaker and less statistically signiﬁcant
stratospheric polar vortex in QBO8.5 compared to QBO22
(Figure 3).
[32] In the tropics and NH subtropics, differences in
the QBO anomalies of the EP ﬂux vector, its divergence
(Figure 4), and the residual circulation (Figure 5) between
the QBO22 and QBO8.5 simulation appear only in the
strength but not in the pattern of the signal. Here the
anomaly patterns of the EP ﬂux vector and its divergence
involve the latitudinal position of the zero wind line which
is related to the QBO (grey (QBOW) and green (QBOE)
line in Figure 4). This line plays an important role for
the propagation of planetary waves since these waves can
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Figure 5. Same as Figure 4 but for the mean residual circulation (arrows) and temperature (contours;
in ıC). Contour lines: +/– 0ıC, 0.2ıC, 0.5ıC, 1ıC, 1.5ıC, 2ıC, 4ıC, and 8ıC; shading indicates 95%
statistically signiﬁcant temperature differences.
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only propagate in (not too strong) westerly wind regimes
[Charney and Drazin, 1961]. In the lower stratosphere
around 50 hPa during QBOW, the zero wind line shifts equa-
torward (grey line). Planetary waves that propagate from
the extratropics toward the equator can reach the equato-
rial lower stratosphere, whereas they are reﬂected to higher
latitudes during QBOE (green line). Higher up in the equato-
rial stratosphere above 10 hPa the opposite occurs: Planetary
waves propagating from the NH midlatitude troposphere
toward the low-latitude upper stratosphere are restricted to
the extratropics during QBOW, whereas these waves can
reach the equator during QBOE, when the zero wind line is
located in the Southern Hemisphere. A poleward anomaly
of the EP ﬂux vector consistent with that can be found
here – in a region of consistent easterly wind anomalies
seen in Figure 3 – with a divergence anomaly at the equa-
tor and a convergence anomaly around 30ıN (Figure 4).
The poleward anomaly of the residual mean meridional cir-
culation (Figure 5) in the convergence anomaly region is
consistent because here the converged waves lead to an
enhanced wave-mean ﬂow interaction, meaning stronger
wave-induced transfer of energy and momentum to the mean
ﬂow. This reduces the mean westerly ﬂow and, due to the
disturbance of the quasi-geostrophic balance, can lead to
an intensiﬁcation of the poleward residual circulation in
this region.
[33] In summary, our analysis suggests that the QBO
nudging width in WACCM signiﬁcantly inﬂuences the prop-
agation of planetary waves as seen in the EP ﬂux vector and
its divergence as well as the residual circulation between
QBO west and east years. Especially in the midlatitude upper
stratosphere, differences in the divergence of the EP ﬂux
vector and hence in the residual circulation occur between
QBO west and east conditions which could signiﬁcantly
impact meridional temperature gradient and are consistent
with wind signals in the PNJ. Clear differences are seen
between QBO22 and QBO8.5 reﬂecting the impact of the
QBO nudging width on extratropical circulation.
5. QBO Effects on Chemistry
[34] Since dynamical changes like those induced by the
QBO have an inﬂuence on the distribution of chemical
tracers, the inﬂuence of the QBO nudging width on strato-
spheric chemical constituents, namely ozone and water
vapor, is investigated.
[35] To see which of the WACCM simulations behaves
more realistically compared to observational data, the dif-
ferences between QBOW and QBOE conditions for ozone
and water vapor obtained from the Global Ozone Chem-
istry And Related trace gas Data records for the Stratosphere
(GOZCARDS) project are analyzed. GOZCARDS products
are merged data sets based primarily on measurements from
satellite-borne instruments and from National Aeronautics
and Space Administration missions studying the Earth’s
stratosphere since the late 1970s. The data products used
here are the ozone data set [Wang et al., 2013], available
from 1979 to 2012 (with the years 1981–1983 missing) in
10ı latitude bins and the water vapor data set [Anderson
et al., 2013], available for the period 1991–2012. Since the
GOZCARDS data contain fewer QBO cycles than the model
data, less statistically signiﬁcant results can be obtained.
5.1. Ozone
[36] The concentration of ozone in the stratosphere is
a result of a combination of transport and photochemical
processes. The direct impact of transport decreases with
height in favor of the importance of chemical processes
where the boundary between transport dominated and chem-
ically dominated regions is often mentioned to be at 28
km (e.g., Brasseur et al. [1999]). While for the transport
of trace species into, within, and out of the stratosphere,
both the large-scale circulation and mixing processes asso-
ciated with waves play a role, chemical ozone depletion not
only depends on the available amount of ozone-depleting
substances, but also on temperature.
[37] Figure 6 shows the differences in ozone between the
QBOW and QBOE phases for the QBO22 and the QBO8.5
simulations (Figures 6a and 6b). Like for the wind anoma-
lies, a sandwich structure is evident above the equator but
only in a height range between 100 and 5 hPa in a region
where the nudging has been applied, and around and below
the maximum of stratospheric ozone mixing ratio at 10 hPa
where the ozone concentration is dominated by transport
processes. The signal peaks around 70 hPa, with an up to
30% higher ozone mixing ratio during QBOW compared to
QBOE, and is quite symmetric around the equator. Addition-
ally, a statistically signiﬁcant negative ozone signal can be
found in the NH polar regions around 100 hPa that extends
into midlatitudes.
[38] Like for zonal wind (see previous section), the ozone
differences between QBOW and QBOE conditions appear
differently in the QBO22 and the QBO8.5 simulation. First,
the response above the equator, i.e., the described sandwich
structure, is much stronger in QBO22 than in QBO8.5, with
maximum ozone differences of up to 30% compared to 20%.
This is consistent with the differences between the two QBO
runs in circulation (i.e., transport), concerning both strength
and signiﬁcance. During QBOW, the mean Brewer-Dobson
circulation tropical upwelling is suppressed (Figure 4). This
relative downwelling is stronger in QBO22 than in QBO8.5
which can be particularly seen in the tropical QBOW–QBOE
temperature signal (Figure 5) that reaches up to 4ıC in
QBO22 compared to 2ıC in QBO8.5.
[39] The negative polar ozone signal is strong and sig-
niﬁcant in QBO22 but very weak in the QBO8.5 run. The
negative signal itself can be explained with the signiﬁ-
cantly lower temperatures during QBOW in these regions
(Figure 5) which slow down the ozone production rates
and also lead to more efﬁcient ozone depletion. In addi-
tion, because of the weakened downwelling seen in the mean
residual circulation signal in the polar region (Figure 5), less
ozone is transported into this region. On the other hand,
the negative ozone anomaly itself can also be partly respon-
sible for the negative temperature anomaly, since ozone
absorbs solar radiation and outgoing infrared radiation. Less
ozone therefore means less radiation absorption and there-
fore lower temperatures. Both responses, in temperature and
in ozone, feed back to each other. The negative temperature
anomaly has been shown to be much weaker and less sig-
niﬁcant in QBO8.5 (Figure 5) which is consistent with the
weaker response in ozone in this run.
[40] Differences above 5 hPa are less prominent since
they are determined by the available amount of reaction
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Figure 6. Differences of ozone (in %) between QBOW
and QBOE years for (a) the QBO22, (b) the QBO8.5 exper-
iment, and (c) for GOZCARDS data (1979–2012). Con-
tour interval: 3%; color shading indicates 95% statistically
signiﬁcant differences.
partners for photochemical reactions (primarily NOy (the
total reactive nitrogen reservoir) [Brasseur and Solomon,
2005]) which are similar in both runs.
[41] Comparing our two WACCM simulations with the
observed QBOW–QBOE differences from GOZCARDS
(Figure 6c) reveals that the QBOW–QBOE differences
above the equator are well represented in QBO8.5, while
QBO22 slightly overestimates the response. In the lower
stratosphere polar regions, however, it is the QBO22 exper-
iment which outperforms the QBO8.5 simulation again, as
the strength of the negative QBO signal is captured much
better here. Note that due to the shorter time period of the
GOZCARDS data, less statistical signiﬁcances are achieved.
5.2. Water Vapor and Methane
[42] The long-lived trace gasses methane and water vapor
(where “long-lived” refers to stratospheric water vapor) are
transported into the lower tropical stratosphere by upwelling
from the troposphere and are then transported poleward and
downward by the Brewer-Dobson circulation [Brasseur and
Solomon, 2005]. In the stratosphere, water vapor increases
with height due to production via methane oxidation in this
altitude [Brasseur and Solomon, 2005]. Therefore, the QBO
response of methane and water vapor mimic each other but
with opposite sign (water vapor gain = methane loss) which
is why we show only the results for water vapor and discuss
it where they differ from the results for methane.
[43] Figure 7 shows the difference in water vapor between
the westerly and easterly QBO phase for the two WACCM
experiments. In the region of the tropopause, strong pos-
itive QBO anomalies occur. These anomalies have their
maximum above the equator, decrease with latitudes, and
can only be seen in water vapor but not in methane. This
signal can be explained with the QBO response in tempera-
ture that shows positive anomalies, i.e., higher temperatures
during QBOW than QBOE, around the tropical tropopause
(compare contours in Figure 5). With anomalous high tem-
peratures, more water vapor can enter the equatorial lower
stratosphere leading to the positive H2O response at the
tropical tropopause (Figure 7).
[44] Comparing now our two simulations QBO22 and
QBO8.5, we mainly ﬁnd differences in the strength of the
signals. Especially the QBO signal of water vapor in the
equatorial tropopause region is weaker in QBO8.5 than in
QBO22 and restricted to a smaller latitudinal width. Further-
more, the negative anomaly above the equator around 50 hPa
is almost twice as strong in QBO22 compared to QBO8.5.
[45] As it has already been observed for ozone, we ﬁnd
a strong QBOW–QBOE anomaly in water vapor in the
NH polar lower stratosphere. It changes sign from nega-
tive (below) to positive (above) around 25 km, i.e., lies
within the altitudes where water vapor concentration is dom-
inated by transport processes. In the polar region above the
tropopause, a weakened downwelling (upward anomalies)
occurs in the mean residual circulation in QBOW compared
to QBOE (see Figure 5) which leads to a weaker down-
ward transport of water vapor and therefore the negative
water vapor anomaly above the tropopause and the positive
anomaly above. The change of sign of the signal at the pole
in the stratosphere occurs exactly around the altitude of the
maximum polar temperature response (also in Figure 5). The
anomaly is, like for ozone, both stronger and signiﬁcant in a
larger region in the simulation with the wider QBO nudging.
[46] Comparing now the QBO response in WACCMs
water vapor to the observed QBOW–QBOE response in
GOZCARDS, we ﬁnd that the structure of the signal in
both constituents compares well with observations, although
none of the simulations captures the strong positive anomaly
above the equator around 3hPa seen in the observations.
However, GOZCARDS in general shows a slightly stronger
response above 50 hPa which is better represented in QBO22
than in QBO8.5.
[47] In summary for the water vapor and methane dif-
ferences between the westerly and the easterly QBO phase,
we ﬁnd that the QBO22 run slightly better reproduces
the strength of the signal but uncertainties in the observa-
tions [Anderson et al., 2013] prevent ﬁrm ﬁnal conclusions.
The differences in water vapor and methane between the
two runs are smaller than the differences seen for ozone.
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Figure 7. Same as Figure 6 but for water vapor;
GOZCARDS data for 1991–2012. Contour interval:
1%; color shading indicates 95% statistically signiﬁcant
differences.
This conﬁrms the ﬁndings of the SPARC CCMVal report
[SPARC CCMVal, 2010] where WACCM was mentioned to
perform very well in the stratospheric chemistry intercom-
parison with the exception of some deﬁcits in representing
H2O in the polar regions.
6. Conclusions and Discussion
[48] Two 47 year simulations with the fully interac-
tive chemistry-climate model WACCM version 3.5 were
used to study the inﬂuence of the QBO nudging width on
stratospheric dynamics and chemistry. For the control run,
WACCM’s standard QBO nudging width extending from
22ıS to 22ıN was used; for the second run, the latitudi-
nal range of the wind relaxation was reduced to 8.5ı south
and north.
[49] The analysis of the atmospheric response to differ-
ences between QBOW and QBOE conditions in both model
simulations revealed that differences in the QBO responses
between the two simulations arise especially in the region of
the stratospheric PNJ during NH winter (DJF). In QBO22,
the zonal mean wind in the PNJ was found to be up to 14 m/s
stronger during the westerly phase of the QBO than during
QBOE, while the QBO response in QBO8.5 reached values
only up to 8 m/s and showed less statistical signiﬁcance in
particular in the upper stratosphere and lower mesosphere.
[50] The connection between the equatorial QBO and the
higher latitudes is consistent with the Holton-Tan mech-
anism, yet there are different theories on the importance
of different effects: the effect of the zero wind line in the
lower stratosphere which is shifted away from the equator
during QBOE leading to planetary waves being reﬂected
poleward or the effect of the secondary QBO circulation
in the middle to upper stratosphere where a “barrier” to
planetary wave propagation is created during QBOE in mid-
latitudes so that these waves converge in the polar region.
From our analysis, we cannot present clear proof of the
causality of this mechanism. However, dynamical arguments
lead to a consistent explanation of the chain of events: In
the QBO22 experiment during QBO west years, a diver-
gence anomaly of the EP ﬂux vector occurs around 60ıN
in the upper stratosphere/lower mesosphere, together with
enhanced equatorward wave propagation and an equator-
ward anomaly of the residual mean circulation. This is
consistent with a strengthening of the meridional temper-
ature gradient in higher latitudes and hence a signiﬁcant
strengthening of the PNJ during QBOW. In QBO8.5, these
changes in wave propagation and dissipation as well as
the residual circulation are weaker than in QBO22 and not
statistically signiﬁcant, consistent with a weaker and less
signiﬁcant impact on the PNJ. Thus, our study suggests that
changes in wave propagation and dissipation in the mid-
latitude middle to upper stratosphere associated with the
equatorial QBO play a role in the modulation of the strato-
spheric polar vortex, similar to the ﬁndings of Naoe and
Shibata [2010] and Garﬁnkel et al. [2012], although we note
that this does not exclude a direct contribution from wave
reﬂection at the zero wind line, as proposed originally by
Holton and Tan [1980, 1982] [see also Watson, P. A. G. and
L. J. Gray, submitted to Journal of Atmospheric Sciences,
2013].
[51] Consistent with the Holton and Tan response in the
dynamical parameters, WACCM shows a signal in chemi-
cal tracers such as ozone, water vapor, and methane. Again,
the response in QBO22 is stronger and more signiﬁcant
than in QBO8.5 whereupon the differences between the two
experiments were larger for ozone than for water vapor
and methane. The concentration and composition of these
chemical constituents below 10 hPa are determined mostly
by transport, while temperature-dependent chemical reac-
tions determine the concentration and composition above
that height. Therefore, the differences in chemical tracers
between QBO22 and QBO8.5 in the two QBO phases are
entirely consistent with the differences in the circulation and
the slowing down or acceleration of the reaction velocities
through changes in temperature.
[52] As a result of our investigation, we ﬁnd that the
optimal nudging width for WACCM is close to the model’s
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standard nudging width, i.e., between 22ı south and north,
which was also used for the SPARC CCMVal [2010] report.
A generalization for all models can not be given within this
study. When using this nudging width, the response of plan-
etary wave propagation and the residual circulation to the
forcing from the equatorial QBO agrees well with ERA-40.
The QBO zonal wind response in the QBO22 run does not
differ signiﬁcantly from the response in ERA-40 (overesti-
mation by +2 m/s) which reaches up to 12 m/s signiﬁcantly
higher wind speeds in the PNJ during QBOW compared
to QBOE, whereas QBO8.5 signiﬁcantly underestimates
the ERA-40 response by 4 m/s. For the QBO response in
chemical tracers, a comparison with GOZCARDS-merged
data products conﬁrms that the QBO22 simulation performs
better than the QBO8.5 simulation keeping in mind the
uncertainties in the GOZCARDS data itself. With our study
we conﬁrm a role for the mean meridional circulation asso-
ciated with the QBO in inﬂuencing the polar stratospheric
QBO response, although we emphasize that this does not
mean that the direct mechanism proposed by Holton and Tan
[1980, 1982] via reﬂection at the zero wind line is not also
operating. Future studies should focus on investigating QBO
effects in the recently successfully generated internal QBO
in WACCM [Xue et al., 2012] in order to study feedback
processes between the tropical and middle to high latitudes
in both directions.
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4 Tropospheric QBO-ENSO interactions
and differences between Atlantic and
Pacific
This chapter, which is a reprint of an article of the same title submitted to Journal of Climate,
presents analyses on the tropospheric influence of the stratospheric QBO. The analyses fill a gap
of existing studies by taking into account the interaction with ENSO in the QBO’s tropospheric
response. As the signals turn out to be zonally asymmetric, a distinction is made between the North
Atlantic and North Pacific sector. For this study, the CESM-WACCM ”NATURAL”, ”FixedSSTs”
and ”NOQBO” simulations introduced in Chapter 2 are analyzed, but the ”FixedSSTs” and ”NO-
QBO” experiments have been extended from 2010 until 2099.
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ABSTRACT
2
58
This study is the first which investigates the interaction of the Quasi-Biennial
Oscillation (QBO) and the El Nino-Southern Oscillation (ENSO) in the tropo-
sphere. Furthermore, the combined tropospheric QBO-ENSO response is ex-
amined separately for the North Pacific and the North Atlantic region. Three
145-year model simulations with NCAR’s Community Earth Sytem Model
(CESM-WACCM) are analyzed where only natural and no anthropogenic
forcings are considered. These long simulations allow to obtain statistically
reliable results from an exceptional large number of cases for each combina-
tion of the QBO (westerly and easterly) and ENSO phases (El Nin˜o and La
Nin˜a).
The analyses reveal that the stratospheric equatorial QBO anomalies extend
down to the troposphere over the North Pacific during Northern hemisphere
winter only during La Nin˜a and not during El Nin˜o events. The conditions for
the genesis and intensification of synoptic-scale waves are improved during
QBO west (QBOW) as compared to QBO east (QBOE) conditions by linear
QBO-ENSO interactions. The Aleutian low is deepened, and the subtropical
jet is strengthened and shifted northward.
In the North Atlantic, the non-linear interaction of QBOW with La Nin˜a con-
ditions (QBOE with El Nin˜o) results in a positive (negative) North Atlantic
Oscillation pattern. The other two combinations counteract the North Atlantic
ENSO signal.
The results provide potential to enhance the skill of tropospheric seasonal pre-
dictions in the North Atlantic and North Pacific region. Predictions in the area
of Northern hemisphere storm tracks have large socio-economic relevance.
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1. Introduction33
The Quasi-Biennial Oscillation (QBO) is the dominant mode of variability in the equatorial34
lower to upper stratosphere (Baldwin et al. 2001). It appears as alternating westerly and easterly35
wind regimes which propagate downward with an average period of 28 months. By influencing36
the propagation of planetary waves and their interaction with the mean flow at middle and high lat-37
itudes, the tropical QBO affects the mean state and variability in the extra-tropical and even polar38
stratosphere. A colder and more stable stratospheric polar vortex is observed during its west-39
erly phase (QBOW) and a warmer, more disturbed polar vortex during its easterly phase (QBOE)40
(Holton and Tan 1980, 1982; Anstey and Shepherd 2014).41
Although the QBO is primarily a stratospheric phenomenon, there are at least two ways in which42
it can affect the troposphere: 1) directly in the tropics and extra-tropics, by modifying, e.g., prop-43
erties which are important for stratosphere-troposphere exchange in this region, or 2) indirectly44
through its effect on the stratospheric polar vortex; at the poles, anomalies can propagate down45
and affect extra-tropical surface weather and climate.46
It might be natural to assume that the QBO has an effect on the tropical troposphere, bearing in47
mind the dominance of the oscillation for the variability in the overlying stratosphere. It has been48
shown that the tropical troposphere has its own biennial or quasi-biennial oscillation (Meehl 1987,49
1993), which is often referred to as the tropical or tropospheric biennial oscillation (TBO) ( Meehl50
(1997)). The TBO is irregular in time and asymmetric in longitude (Xu 1992; Chang and Li 2000;51
Baldwin et al. 2001). Several studies linked the TBO to the Southern Oscillation (e.g. Berlage52
1955; van Loon and Madden 1981; Meehl 1987; Kiladis and Van Loon 1988; Ropelewski et al.53
1992) and the Asian monsoon (e.g. Lau 1992; Meehl 1997; Loschnigg et al. 2003). However, no54
linear correlation exists with the stratospheric QBO (Barnett 1991; Xu 1992). Nonlinear or multi-55
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variate relationships between the two oscillations have been investigated, e.g., by Maruyama and56
Tsuneoka (1988); Kwan and Abu Samah (2003), but no consensus has been reached so far.57
Aside from a QBO-TBO connection, the QBO has nevertheless been shown to influence the trop-58
ical and subtropical troposphere. Through the QBO modulation of temperature and vertical wind59
shear along the tropical tropopause (Gray et al. 1992; Huang et al. 2012), stronger tropical deep60
convection (Gray et al. 1992; Collimore et al. 2003) and a stronger Hadley circulation (Rind61
and Balachandran 1995; Hitchman and Huesmann 2009) is observed during QBOE compared62
to QBOW conditions. This strengthening of the Hadley circulation leads to a weakening of the63
tropospheric subtropical jet during QBOE compared to QBOW conditions, especially in the North64
Pacific region (Garfinkel and Hartmann 2011a,b). Other tropical and subtropical phenomena are65
thereby affected as well: Strong hurricanes in the tropical Atlantic occur significantly more often66
during QBOW conditions and vice versa (e.g., Shapiro 1989). In the western North Pacific, the67
tracks (though not the number) of tropical cyclones depend on the QBO phase (Ho et al. 2009).68
The boreal summer monsoon is also influenced significantly by the phase of the QBO (e.g., Gior-69
getta et al. (1999)). Fadnavis et al. (2011) found a dependance of cyclones in the Bay of Bengal70
on the QBO, which occur more often during QBOE conditions and change their tracks depending71
on the QBO and monsoon phases. Seo et al. (2013) reports that the spring rainband over eastern72
China and the Japanese islands is located further south during QBOW than during QBOE condi-73
tions.74
At high latitudes, the QBO signal in the stratospheric polar vortex can be seen as a clear AO/NAO75
response at the surface. The tropospheric anomalies follow the stratospheric anomalies by 2–76
3 weeks (Baldwin and Dunkerton 1999). This has some implications for mid-latitude surface77
weather, e.g., over Europe. During QBOE conditions, the mean surface temperatures are below78
normal and the frequency of winter cold spells increases (Marshall and Scaife 2009).79
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In this study, we investigate the influence of the stratospheric QBO on the troposphere, and how80
the tropospheric QBO signal interacts with the El Nin˜o-Southern Oscillation (ENSO). ENSO is the81
dominant mode of global sea surface temperature (SST) variability (Trenberth 1997). It consists82
of a seesaw between warm and cold SST anomalies in the equatorial Pacific, but influences both83
the regional and global weather and climate via a number of teleconnections. The strongest ENSO84
effects can be observed in the troposphere, but its effects on the stratosphere, especially on the85
polar regions during winter, are also well-pronounced. During the ENSO warm phase (El Nin˜o),86
a significantly warmer stratospheric polar vortex occurs, as shown in observational studies, e.g.,87
by van Loon and Labitzke (1987); Camp and Tung (2007); Mitchell et al. (2011) and confirmed in88
model studies, e.g., by Sassi et al. (2004); Manzini et al. (2006); Taguchi and Hartmann (2006);89
Ayarzagu¨ena et al. (2013). Manzini et al. (2006) and Ayarzagu¨ena et al. (2013) suggested that the90
Aleutian low is deepened during El Nin˜o events which enhances the forcing and vertical propa-91
gation of planetary waves from the troposphere into the stratosphere, resulting in a weaker and92
warmer stratospheric polar vortex. This in turn influences the frequency of stratospheric sudden93
warmings (SSWs) which are extreme events of an anomalously weak stratospheric polar vortex.94
Altogether, there seems to be a tropospheric (via tropospheric teleconnections) and a stratospheric95
(via SSWs) pathway of ENSO influencing the troposphere as recently suggested from reanalysis96
data by Butler et al. (2014).97
By influencing the same regions as described for the QBO above, it is likely that ENSO also has98
an effect on the QBO signals in both the stratosphere and the troposphere. Taguchi (2010) used99
radiosonde data to investigate the dependence of the QBO amplitude and period at the equator100
on ENSO warm and cold phases. He observed that the QBO amplitude is significantly weaker101
during El Nin˜o than during La Nin˜a events, and that the QBO period is longer during La Nin˜a and102
shorter during El Nin˜o. Yuan et al. (2014) recently confirmed these results, also using radiosonde103
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data, and demonstrated the zonal symmetry of ENSO’s influence on the equatorial QBO along the104
tropopause.105
Some studies investigated the ENSO influence on the QBO signal and vice versa with a focus on106
the stratospheric polar night jet region. Wei et al. (2007) analyzed reanalysis atmospheric data107
and reconstructed ocean data and found that the QBO response in the Northern Hemisphere (NH)108
wintertime stratospheric polar vortex is significant during La Nin˜a, but much weaker during El109
Nin˜o, because the QBO modulation of planetary wave propagation is only significant during La110
Nin˜a. Garfinkel and Hartmann (2007) investigated different combinations of both ENSO with both111
QBO phases in reanalysis data and found that ENSO only has an effect on NH polar stratospheric112
temperatures during QBOW, but not during QBOE conditions. Another outcome of their study113
is that during either El Nin˜o or QBOE, the influence of the other factor on the polar vortex is114
weakened, suggesting a nonlinear interaction of both phenomena. Calvo et al. (2009) confirmed115
this nonlinear behaviour between QBOE and El Nin˜o conditions in their model study. They also116
suggested that El Nin˜o intensifies (weakens) the QBO polar vortex response in early (late) winter.117
This has direct implications for the duration of the QBO signal in the NH polar stratosphere and118
the speed of the downward propagation of the signal.119
Most of the studies which investigate the QBO influence on the troposphere do not take into ac-120
count ENSO as an additional altering factor, mainly because the observational data used in these121
studies are too short to distinguish in a statistically reasonable way between all the different com-122
binations of QBO and ENSO phases. However, knowledge about the interaction between QBO123
and ENSO signals in the troposphere is important, e.g., for improved tropospheric weather predic-124
tions. The QBO itself has been shown to be predictable up to three years in advance (Scaife et al.125
2014) and can potentially add skill to forecasts on different timescales (Boer and Hamilton 2008;126
Tripathi et al. 2014).127
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In this study, we use three long (145 years) simulations of NCAR’s Community Earth Sytem128
Model (CESM-WACCM) where anthropogenic greenhouse gas forcings were set to constant 1960129
conditions. We investigate the combined QBO-ENSO effect in the troposphere without any anthro-130
pogenic factors. We focus on the NH winter and examine the tropospheric QBO-ENSO interaction131
separately for the North Pacific and the North Atlantic since the tropospheric QBO signal has been132
shown to be hidden when global zonally averaged fields are investigated (Garfinkel and Hartmann133
2011a). Switching off the anthropogenic influence in the model simulations neglects one of the134
factors which could conceal the QBO or ENSO signals and allows us to investigate pure natural135
and internal variability. The length of the model simulations allows us to analyze composites of136
each of the QBO-ENSO combinations with enough cases to obtain statistically robust signals. By137
comparing CESM-WACCM simulations where either the QBO or ENSO has been switched off,138
we shortly address the question of the nonlinearity of the QBO-ENSO interaction.139
This paper is organized as follows: Section 2 briefly describes NCAR’s CESM-WACCM model140
and the simulations analyzed in this study. Section 3 explains how the composites for QBO and141
ENSO phases are computed. Section 4 deals with the identification of a QBO signal in zonal mean142
zonal wind and how this interacts with ENSO, followed by the analysis of the combined QBO-143
ENSO signals in some tropospheric and surface parameters in Section 5. A brief investigation on144
the (non-)linearity of the QBO-ENSO interaction follows in Section 6. Finally, the main outcomes145
are summarized and discussed in section 7.146
2. Model Simulations147
The model simulations analyzed in this study were performed with the National Center for At-148
mospheric Research (NCAR) Community Earth System Model (CESM-WACCM) version 1.0.2.149
CESM is a state-of-the-art coupled model system, containing an interactive ocean, land, sea ice150
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and atmosphere component. The atmosphere component used here is the Whole Atmosphere151
Community Climate Model (WACCM) version 4, a fully interactive chemistry-climate model, ex-152
tending on 66 vertical levels from the Earth’s surface to ∼140 km altitude (Garcia et al. 2007;153
Richter et al. 2010). WACCM is run on a horizontal grid of 1.9 x 2.5◦ (latitude x longitude); the154
interactive ocean and sea ice components are run on a 1 x 1◦ triangular horizontal grid and are155
described in Holland et al. (2012) and Danabasoglu et al. (2012).156
The experiments analyzed in this study correspond to the ”NATURAL”, ”Fixed SSTs” and ”NO-157
QBO” experiments described in Hansen et al. (2014). Unless otherwise stated, the results pre-158
sented in the following are obtained from the ”NATURAL” simulation, a 145 year model run159
(1955–2099) where only natural but no anthropogenic factors are considered.160
The ”Fixed SSTs” and ”NOQBO” simulations are used to give an estimate of how much of a com-161
bined tropospheric QBO-ENSO signal comes from either linear or non-linear interactions. Both162
simulations have been extended since Hansen et al. (2014) and now span the period 1955–2099.163
The ”Fixed SSTs” experiment uses the climatological annual cycle from the ”NATURAL” experi-164
ment for the underlying SST and sea ice forcing, and repeats this forcing for each of the simulated165
years. For the ”NOQBO” simulation, the equatorial QBO nudging is switched off, which leads to166
relatively constant but weak easterlies in the equatorial stratosphere of about -10 m/s. All other167
settings in these two experiments are equivalent to the ”NATURAL” simulation.168
3. Method: Composites of QBO and ENSO phases169
In the following analysis, we compute composites of anomalies of different parameters for QBO170
and ENSO phases separately, as well as for combinations of QBO and ENSO phases together.171
Anomalies are computed with respect to the climatology. A month is defined as being in the west-172
erly QBO phase (QBOW), when the zonal mean zonal wind averaged along the equator between173
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2.8◦S and N and between 40 and 50hPa exceeds 5 m/s during that month. An easterly QBO phase174
(QBOE) occurs, when this wind average falls below -2.5 m/s. The ENSO phases are defined via175
the Nino3.4 index like in Trenberth (1997): if the 5-months running mean of SST anomalies in176
the Nin˜o3.4 region (5◦N – 5◦S, 170◦ – 120◦W) exceeds 0.4◦C (falls below -0.4◦C) for at least 6177
consecutive months, an El Nin˜o (La Nin˜a) phase occurs.178
The anomalies investigated here are strongest during the NH winter season from November179
through February (NDJF), and therefore we show four-months averages in the following. The180
NDJF average is representative for the NH winter signal. Including several months increases the181
number of cases for the respective phases in the composites, leading to statistically more reliable182
signals. Statistical significance has been tested with a two-sided t-test, and colours in the following183
composite figures denote that the anomalies are significantly different from the climatology at the184
90% confidence interval.185
Some of the following composites show zonally averaged anomalies; however, as some of the in-186
vestigated signals are zonally asymmetric, we distinguish between different longitudinal sectors as187
well. The Atlantic sector is defined between 10 and 50◦W, and the Pacific sector between 160◦E188
and 160◦W.189
4. QBO and ENSO signals in zonal mean zonal wind190
a. Separate effects191
We first investigate how the two QBO phases (QBOW and QBOE) and the two ENSO phases192
(El Nin˜o and La Nin˜a) influence the NH zonal mean zonal wind alone. Therefore, we compute193
averages of zonal mean zonal wind anomalies during those months where the respective phases194
occur. Figure 1 shows composites of zonal mean zonal wind anomalies for QBOW (Fig. 1 a),195
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QBOE (Fig. 1 b), La Nin˜a (Fig. 1 c) and El Nin˜o (Fig. 1 d) averaged for the NH winter season196
from November to February (NDJF). The number of cases for each of the composites can be read197
from Table 1.198
Figure 1 a) and b) show the prominent features of the QBO: a ”sandwich” structure of statisti-199
cally significant zonal mean zonal wind anomalies of alternating sign in the tropical to subtropical200
stratosphere. In the polar stratosphere, the wind speeds in the stratospheric polar night jet are sig-201
nificantly increased during QBOW and significantly decreased during QBOE conditions.202
The zonal mean zonal wind anomalies due to the two ENSO phases (Figure 1 c) and d)) show203
that the zonal mean zonal wind is stronger (weaker) than normal in the tropical to mid-latitude204
troposphere and lower stratosphere during El Nin˜o (La Nin˜a). Around 60◦N, the zonal mean wind205
speeds are decreased (increased) during El Nin˜o (La Nin˜a) from the surface to the middle strato-206
sphere. Another significant ENSO signal of the same sign can be found in the mid-latitude upper207
stratosphere/lower mesosphere.208
Except for this latter ENSO anomaly, the ENSO response in zonal mean zonal wind is confined209
to the troposphere, while the zonal mean QBO response is confined to the stratosphere. Garfinkel210
and Hartmann (2011a) showed in their model study that the tropospheric anomalies occurring in211
connection with the different QBO phases are hard to detect when globally zonally averaged fields212
are investigated, since the signals are zonally asymmetric and vary strongly between the North213
Atlantic and North Pacific. We confirm their findings, as can be seen in Figure 2 d), e) and f),214
where the composite differences of zonal mean zonal wind between QBOW and QBOE in NDJF215
are shown for a global average as well as the Pacific and the Atlantic separately. The climatologies216
of the zonal mean zonal wind in NDJF averaged over the respective sectors are shown in Figures217
2 a), b) and c) for comparison. Only in the North Pacific, the equatorial QBO wind anomalies,218
which occur in the stratosphere around 50hPa, arch downward into the subtropical troposphere in219
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a horseshoe-shaped pattern, suggesting a significant influence of the QBO on the subtropical jet220
in this region (Figure 2 e)). No significant tropospheric QBO influence can be seen in the global221
mean (Figure 2 d)) or in the North Atlantic (Figure 2 f)).222
b. Combined effects223
The next step is to analyze the combined QBO-ENSO signal, i.e., the anomalies which occur224
when one of the QBO phases exists together with one of the ENSO phases. Figure 3 shows com-225
posites of zonal mean zonal wind anomalies during NDJF for the four possible combinations of226
QBO and ENSO phases. In Figure 3 a), the anomaly composite is built from months where the227
above mentioned criteria for QBOW and La Nin˜a are met simultaneously, in Figure 3 b), the con-228
ditions for QBOE and El Nin˜o are fulfilled at the same time, and so on. The number of cases for229
each of the four combinations can be obtained from Table 1.230
From Figure 3 we can see that the strongest response in the stratospheric polar night jet occurs231
when either QBOW and La Nin˜a (Figure 3 a) or QBOE and El Nin˜o (Figure 3 b) happen simulta-232
neously. During the other two combinations, the response in this region is very weak. In general,233
it seems that for the combinations of QBOW with La Nin˜a as well as QBOE with El Nin˜o the234
resulting anomalies in zonal mean zonal wind are nonlinearly enhanced compared to the separate235
signals shown in Figure 1. For example, during the combined occurrence of QBOW and La Nin˜a236
(Figure 3 a), the polar night jet is significantly stronger than during QBOW (Figure 1 a)) or La237
Nin˜a (Figure 1 c)) alone (more than 5 m/s higher than climatologically versus ∼3 plus ∼1 m/s238
higher than climatologically). On the contrary, for the combinations of QBOW with El Nin˜o (Fig-239
ure 3 c) and QBOE with La Nin˜a (Figure 3 d), the response throughout the troposphere and the240
stratosphere is composed linearly as the sum of the separate anomalies.241
These results partly confirm Calvo et al. (2009) who reported that the QBOE phase intensifies in242
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a nonlinear way the weak and warm El Nin˜o polar vortex response. However, their finding that243
QBOW phases, too, have the same effect on the El Nin˜o signal, cannot be confirmed here.244
Distinguishing again between the Pacific and Atlantic sector (Figure 4) reveals that the statisti-245
cally significant downward arching of the QBO wind signal (i.e., QBOW minus QBOE composite246
difference) from the equatorial stratosphere into the mid latitude troposphere in the North Pacific247
sector occurs only during La Nin˜a events (Figure 4 b)), but is absent during El Nin˜o events (Figure248
2 e)). This combined QBO/La Nin˜a effect can also be observed in the global average of zonal249
mean zonal wind (Figure 4 a)).250
In the North Atlantic sector, it is also a La Nin˜a phase which connects a stratospheric QBO signal251
with the troposphere (Figure 4 c)). Here this coupling happens at high latitudes, where a sta-252
tistically significant negative QBOW–QBOE anomaly extends from the stratosphere down to the253
troposphere during La Nin˜a phases, while El Nin˜o phases change the general QBO signal only254
slightly (Figure 4 f)).255
5. Combined QBO and ENSO signals in tropospheric fields256
The former analysis of combined QBO/ENSO effects suggests that the QBO influence on the257
subtropical jet is only significant during La Nin˜a phases. In this section we aim at analyzing in258
more detail the combined QBO-ENSO signal in several tropospheric variables. Figure 5, 1st col-259
umn, shows the NH winter season (NDJF) climatology (1st row) and composite differences for260
zonal wind at 300hPa between QBOW and QBOE phases without separating into ENSO phases261
(2nd row), and considering La Nin˜a (3rd row) and El Nin˜o (4th row). The westerly subtropical jet262
is significantly stronger over the western North Pacific during QBOW compared to QBOE condi-263
tions, and its maximum is shifted northward (Figure 5 d)). Consistent with the previous findings of264
Figure 4, this tropospheric QBO signal is modified in different regions by the two ENSO phases:265
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while La Nin˜a amplifies the significant signal and lets it extend further eastward over the central266
and eastern North Pacific (Figure 5 g)), no significant wind changes are seen in this region during267
El Nin˜o (Figure 5 j)). Instead, during El Nin˜o phases, the QBO signal shows statistically signifi-268
cant higher wind speeds during QBOW compared to QBOE conditions over the North Atlantic in269
the region of the North Atlantic storm track, and significantly lower wind speeds over the central270
North Atlantic and central Europe (Figure 5 j)).271
The geopotential height (GPH) at 500 hPa (shown in Figure 5, 2nd column), is without ENSO272
influence significantly lower by up to 25 m during QBOW compared to QBOE conditions in the273
western North Pacific, extending over the eastern Eurasian continent around 60◦N (Figure 5 e)).274
As expected from the findings for the winds at 300 hPa, this significant signal is again extended275
towards the central and eastern North Pacific during La Nin˜a, and more zonally oriented then (Fig-276
ure 5 h)). In addition to the negative GPH anomaly over the North Pacific, a positive anomaly over277
the pole occurs. Again, the influence of El Nin˜o phases appears as a statistically significant signal278
over the North Atlantic. The GPH is significantly increased by around 20 m south of the North279
Atlantic storm track region, while the significant QBO signal in the western North Pacific/eastern280
Eurasian continent is almost absent (Figure 5 k)). Altogether this combined QBO/El Nin˜o signal281
resembles the positive phase of the Arctic Oscillation (AO) pattern.282
At the surface, a combined QBO-ENSO signal can also be seen in sea level pressure (SLP) anoma-283
lies (Figure 5, 3rd column). The QBO signal without ENSO influence (Figure 5 f)) shows a sig-284
nificant SLP decrease of up to 2 hPa in the region of the climatological Aleutian low (compare285
Figure 5 c)) in the northern North Pacific during QBOW compared to QBOE conditions. Two cen-286
ters of significant SLP increase during QBOW compared to QBOE conditions can be found over287
the Barents Sea and Northeastern Europe which extend the climatological high pressure system288
over Asia. During La Nin˜a phases these regions of significant QBO anomalies are strengthend289
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(Figure 5 i)). During El Nin˜o phases the QBO surface signal in the North Pacific is absent like at290
higher altitudes for the GPH and the zonal wind (Figure 5 l)). Instead, a new statistically signifi-291
cant combined QBO-ENSO signal establishes in the North Atlantic during El Nin˜o phases which292
projects onto the positive phase of the North Atlantic Oscillation (NAO) (Figure 5 l)). Statistically293
significant positive SLP anomalies of more than 1.5hPa can be found southeast of Newfoundland294
and over Northeastern Europe.295
Possible mechanisms296
From Figure 6, we can obtain some additional information about the interaction of the single297
QBO phases with the single ENSO phases by looking exemplarily at GPH anomaly composites298
for the two QBO and ENSO phases, respectively, and their four combinations separately. Over299
the North Pacific and eastern Eurasian continent, the combined QBO-ENSO signal (Figure 6 e–h)300
seems to be a linear superposition of the single QBO (Figure 6 a and b) and ENSO (Figure 6 c and301
d) signals. The significant anomalous GPH decrease over the eastern Eurasian continent during302
QBOW is extended towards the whole North Pacific by the equally signed GPH anomaly in this303
region occurring during El Nin˜o phases, while it is extinguished in combination with La Nin˜a.304
The QBO alone does not have a significant influence on the North Atlantic GPH, while the ENSO305
phases have: during El Nin˜o (La Nin˜a) phases, the GPH is significantly increased (decreased)306
around Iceland, and significantly decreased (increased) in a broad band south of that extending307
over the North Atlantic and central Europe, hence it strongly projects onto the NAO. This North308
Atlantic signal changes when QBO and ENSO phases are combined: when a QBOW phase occurs309
together with an El Nin˜o phase (Figure 6 e), the significant negative GPH anomaly band generated310
by El Nin˜o is limited to the western North Atlantic and does not extend over Europe. The same311
is true when QBOE and La Nin˜a phases act together (Figure 6 h). Only QBOW in combination312
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with La Nin˜a (Figure 6 f) as well as QBOE in combination with El Nin˜o (Figure 6 g) sustain313
and even increase the significant ENSO influence on the North Atlantic. Knowledge about this314
can be very useful for tropospheric weather prediction over the North Atlantic region and Europe315
where a significant influence on GPH has direct implications, e.g., for the strength and tracks of316
extra-tropical cyclones and hence for primary meteorological parameters like wind, temperature317
and precipitation.318
To explore further the QBO-ENSO-interaction which lead to different effects in the North Pacific319
and North Atlantic region, the baroclinicity is investigated. As a parameter representing baro-320
clinicity, the Eady Growth Rate (abbreviated ”EADY” in the following) is chosen. EADY was321
developed by Eady (1949) from a two-layer model and is computed as EADY = 0.31· fN · |∆~v∆z |,322
with f being the Coriolis parameter, N the Brunt-Va¨isa¨la¨ frequency and ∆~v∆z the vertical wind shear323
between two layers. Via thermal wind balance, the vertical wind shear is proportional to the merid-324
ional temperature gradient, and therefore EADY becomes large at frontal zones and is a measure325
for baroclinic instability.326
Figure 7 a–c shows composite differences between QBOW and QBOE conditions with and without327
separation into ENSO phases (analogous to Figure 5) for EADY at 850 hPa. The QBO alone (Fig-328
ure 7 a) increases baroclinic instability significantly over the western North Pacific during QBOW329
conditions. Then, conditions for genesis and intensification of synoptic-scale waves are improved330
in this region which is the favored track of North Pacific cyclones. During La Nin˜a phases, this331
signal is even stronger, being consistent with the findings discussed in the previous section (Figure332
7 b). In the North Atlantic, only the contemporaneous occurrence of El Nin˜o phases lead to a333
significant signal which consists of an increase in baroclinicity south of Greenland and a decrease334
around 30◦N (Figure 7 c). This suggests a northward shift of the North Atlantic storm track. Co-335
inciding with El Nin˜o phases, the QBO signal over the North Pacific vanishes.336
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Baroclinic instability can increase where the meridional SST gradient is increased. Thus, the337
QBO signal in SSTs depending on the ENSO phases is additionally investigated (Figure 7 d–f). In338
the western North Pacific, a strengthening of the meridional SST gradient occurs during QBOW339
compared to QBOE conditions, consistent with the increase in baroclinic instability. The EADY340
changes due to the QBO in the North Atlantic which are observed only during El Nin˜o phases also341
seem to be controlled by changes in the SST gradient.342
Altogether, we find that the QBO alone does not have a significant influence on the troposphere343
over the Atlantic, but on the Pacific. Here, during QBOW compared to QBOE winters, conditions344
for the genesis and intensification of synoptic-scale waves are improved through a strengthening345
of the meridional SST gradient which leads to enhanced baroclinic instability. The Aleutian low346
is deepened, and the subtropical jet is stronger and shifted northward. This Pacific QBO signal347
is stronger and extended during La Nin˜a and absent during El Nin˜o. An Atlantic NAO signal348
establishes during the combinations QBOW/La Nin˜a and QBOE/El Nin˜o.349
6. Non-linear signals350
As a last point in this study, we want to briefly analyze how much of the signal interpreted as351
a combined QBO-ENSO signal might result from a linear or non-linear superposition of the two352
phenomena. For this, we use the ”NOQBO” and ”FixedSST” simulations where the QBO and353
SST variability are switched off, respectively, as described in section 2. We compute composite354
differences of the zonal mean zonal wind between QBOW and QBOE conditions. The sum of355
these QBO signals from the two simulations then represents the linear combination of QBO and356
ENSO signals. Its difference to the signal from the ”NATURAL” simulation can be interpreted as357
the residual signal, i.e., as a non-linear interaction of the QBO and the ENSO signals.358
Figure 8 a) shows the sum of the QBO signals from the ”NOQBO” and ”FixedSST” experiments,359
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and Figure 8 b) the difference of this signal to the QBO signal of the ”NATURAL” simulation360
(which is shown in Figure 2 d)). Throughout the stratospheric polar night jet region, most of the361
differences between QBOW and QBOE conditions can be attributed to a linear superposition of362
QBO and ENSO (no statistically significant signals in Figure 8 b) in this region). However, in both363
the tropics and mid-latitudes, there are regions where non-linear interactions seem to play a role.364
In the equatorial troposphere, where the upwelling branch of the Hadley circulation is located and365
where tropical deep convection plays an important role for troposphere-stratosphere exchange,366
significant differences appear between the ”NATURAL” simulation and the wind signal coming367
solely from the linear superposition of the separated QBO and ENSO signals. This suggests non-368
linear interactions of the two phenomena in this region, as well as in the tropical stratosphere369
and lower mesosphere. Furthermore, Figure 8 b) reveals that non-linear interactions are also of370
importance for the downward arching wind signal in the subtropical jet region. Although the QBO371
is responsible for the largest part of it, some additional non-linear processes seem to favor this372
downward coupling of the stratospheric wind oscillation to the troposphere.373
Other sources of variability might contribute to the residual signal in Figure 8 b) as well. Possible374
contributors could be the solar cycle, volcanic eruptions or the semi-annual oscillation. However,375
identifying these additional sources is beyond the scope of this paper.376
7. Summary and Conclusions377
In this study, we used three long (145 years) simulations of the coupled model system CESM-378
WACCM to investigate the influence of the stratospheric QBO on the troposphere, and how this379
interacts with tropospheric ENSO signals. For the simulations, only natural and no anthropogenic380
forcings were considered, allowing us to detect QBO and ENSO signals unmasked from any an-381
thropogenic influence. QBO signals in several parameters were analyzed with and without consid-382
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ering ENSO phases. The length of our simulations allowed us to create enough cases for each of383
the QBO-ENSO combinations to obtain reliable results. In our analysis, we distinguished between384
global QBO-ENSO responses as well as separate responses in the North Pacific and the North At-385
lantic region. In a last step, we investigated in which regions non-linear QBO-ENSO interactions386
might play a role.387
Our analysis revealed the following:388
• In the stratospheric polar night jet, the combined occurrence of the westerly QBO phase389
(QBOW) with the cold ENSO phase (La Nin˜a) as well as the combined occurrence of the390
easterly QBO phase (QBOE) with the warm ENSO phase (El Nin˜o) amplify the effects which391
the respective QBO and ENSO phases alone have on this region. The stratospheric polar392
night jet is strengthened during QBOW and La Nin˜a, and weakened during QBOE and El393
Nin˜o conditions, but the QBO-ENSO interaction enhances these responses.394
• The stratospheric equatorial QBO anomalies extend down to the troposphere over the North395
Pacific region, but only during La Nin˜a and not during El Nin˜o phases. During La Nin˜a, the396
conditions for the genesis and intensification of synoptic-scale waves are improved during397
QBOW compared to QBOE conditions through a strengthening of the meridional SST gra-398
dient which leads to enhanced baroclinic instability. The Aleutian low is deepened, and the399
subtropical jet is stronger and shifted northward. The combined QBO-ENSO signal is a linear400
superposition of the anomaly signals coming from the QBO or ENSO alone.401
• In the North Atlantic, the combination of QBOW with La Nin˜a (QBOE with El Nin˜o) estab-402
lishes a positive (negative) NAO pattern. These NAO patterns are generated as a non-linear403
amplification of the respective QBO and ENSO phase responses. The other two combinations404
counteract the general North Atlantic ENSO signals.405
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• Non-linear QBO-ENSO interactions might play a role in the tropical troposphere, tropical to406
subtropical stratosphere and lower mesosphere, as well as in the region of the subtropical jet407
where the stratospheric equatorial QBO anomalies extend down to the troposphere.408
Our findings highlight the importance of stratospheric processes, in this case the QBO, for a better409
understanding of tropospheric dynamics. Knowledge about how the individual QBO phases act410
together with the individual ENSO phases in different regions can enhance the skill of tropospheric411
seasonal predictions. The results obtained in our study can be applied to the prediction of meteo-412
rologically interesting regions: the North Pacific and North Atlantic storm tracks. Extra-tropical413
cyclones which travel along the North Atlantic storm track are important phenomena especially for414
Europe, as they transport heat, moisture and momentum and thus influence primary meteorological415
parameters like temperature and precipitation. Hence, improved predictions of these phenomena416
can be of great value.417
Our study did not explicitly consider other factors which might contribute to or favor the non-418
linear QBO-ENSO signal. These other factors could be the solar cycle, volcanic eruptions or the419
semi-annual oscillation. Their identification and a more detailed analysis on the dynamics of the420
combined QBO-ENSO signals should be the focus of future studies.421
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Fig. 7. Composite differences of the Eady Growth Rate at 850 hPa (first row; contour interval610
0.01/day) and SSTs (second row; contour interval 0.05◦C) in NDJF for QBOW minus611
QBOE conditions coinciding with ENSO phases in the NATURAL experiment. Colour612
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Fig. 8. Composite differences for QBOW minus QBOE conditions of zonal mean zonal wind in614
NDJF for the sum of the NOQBO and the FixedSST experiments (a; contour interval 1 m/s)615
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a) QBOW b) QBOE
c) La Nina d) El Nino
FIG. 1. Anomalies of the zonal mean zonal wind in NDJF with respect to the NDJF climatology for QBO and
ENSO phases in the CESM-WACCM NATURAL experiment. Contour interval 1 m/s, colour shading indicates
90% statistical significance.
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a) global: clim b) Paciﬁc: clim c) Atlantic: clim
d) global: QBOW - QBOE e) Paciﬁc: QBOW - QBOE f) Atlantic: QBOW - QBOE
FIG. 2. Climatologies (1st row; contour interval 5 m/s) and composite differences of QBOW minus QBOE
conditions (2nd row; contour interval 1 m/s; colour shading indicates 90% statistical significance) for the zonal
mean zonal wind globally averaged (1st column), averaged over the Pacific (2nd column) and averaged over the
Atlantic (3rd column) in NDJF in the NATURAL experiment.
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a) QBOW & La Nina b) QBOE & El Nino
c) QBOW & El Nino d) QBOE & La Nina
FIG. 3. Same as Figure 1 but for all combinations of QBO phases coinciding with ENSO phases.
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La Nina
FIG. 4. Composite differences of QBOW minus QBOE conditions coinciding with La Nin˜a (1st row) and El
Nin˜o (2nd row) for the zonal mean zonal wind globally averaged (1st column), averaged over the Pacific (2nd
column) and averaged over the Atlantic (3rd column) in NDJF in the NATURAL experiment. Contour interval
1 m/s; colour shading indicates 90% statistical significance.
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a) U300: clim
e) GPH500: QBOW-QBOE f) SLP: QBOW-QBOE
g) U300: QBOW-QBOE 
La Nina
j) U300: QBOW-QBOE 
El Nino
k) GPH500: QBOW-QBOE 
El Nino
l) SLP: QBOW-QBOE 
El Nino
h) GPH500: QBOW-QBOE 
La Nina
i) SLP: QBOW-QBOE 
La Nina
b) GPH500: clim c) SLP: clim
d) U300: QBOW-QBOE
FIG. 5. Climatologies (1st row) and composite differences of QBOW minus QBOE conditions coinciding
with ENSO phases (2nd, 3rd and 4th row) for the zonal wind at 300 hPa (1st column; contour interval 5 m/s for
the climatology and 0.5 m/s for the composite differences), geopotential height at 500 hPa (2nd column; contour
interval 50 m / 5 m) and sea level pressure (3rd row; contour interval 5 hPa / 0.3 hPa) in NDJF in the NATURAL
experiment. 2nd, 3rd and 4th row: colour shading indicates 90% statistical significance.
630
631
632
633
634
36
92
a) QBOW b) QBOE c) El Nino d) La Nina
e) QBOW & El Nino f) QBOW & La Nina
g) QBOE & El Nino h) QBOE & La Nina
FIG. 6. Anomalies of geopotential height at 500 hPa in NDJF with respect to the NDJF climatology for
QBO and ENSO phases and combinations of them in the NATURAL experiment. Contour interval 5 m, colour
shading indicates 90% statistical significance.
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a) Eady: QBOW - QBOE c) Eady: QBOW - QBOE El Nino
d) SST: QBOW - QBOE e) SST: QBOW - QBOE La Nina
f) SST: QBOW - QBOE 
El Nino
b) Eady: QBOW - QBOE 
La Nina
FIG. 7. Composite differences of the Eady Growth Rate at 850 hPa (first row; contour interval 0.01/day)
and SSTs (second row; contour interval 0.05 ◦C) in NDJF for QBOW minus QBOE conditions coinciding with
ENSO phases in the NATURAL experiment. Colour shading indicates 90% statistical significance.
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a) Linear signal b) Non-linear signal
FIG. 8. Composite differences for QBOW minus QBOE conditions of zonal mean zonal wind in NDJF for
the sum of the NOQBO and the FixedSST experiments (a; contour interval 1 m/s) and difference of the sum of
the NOQBO and the FixedSST experiment to the NATURAL experiment (b; contour interval 0.5 m/s; colour
shading indicates 90% statistical significance).
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5 Summary
In this thesis, the importance of different natural and anthropogenic factors for the dynamical cou-
pling between the stratosphere and the troposphere was investigated. Special emphasis was placed
on the Quasi-Biennial Oscillation (QBO) of equatorial stratospheric winds; other factors considered
were the variability of (mainly tropical) sea surface temperatures (SSTs), anthropogenic greenhouse
gases (GHGs) and ozone depleting substances (ODSs). Analyses were performed on the basis of
model simulations with either NCAR’s CESM model, a coupled model system which includes an
interactively coupled atmosphere, ocean, land and sea ice module, or the stand-alone atmospheric
WACCM model, a fully interactive chemistry-climate model which is also used as CESM’s atmo-
spheric component. Sensitivity experiments were performed where the respective factor of interest
was switched off, so that its influence on stratosphere-troposphere coupling could be investigated in
comparison with a control simulation where all factors were included. Here, the questions raised in
the introductory chapter of this thesis shall be revisited, and the answers to them obtained in the
different chapters will be summarized.
• How do the different natural and anthropogenic factors influence the extreme events
in the NH stratosphere - major Stratospheric Sudden Warmings (SSWs) - which
are a prominent example of stratosphere-troposphere coupling?
→ The answer to this question is manifold as different aspects of SSWs are affected by the
different factors. First, the frequency of major SSWs is significantly decreased by the
stratospheric variability induced by the QBO, and significantly increased by interannual
SST variability. The QBO reduces planetary wave propagation from the troposphere
into the stratospheric polar night jet (PNJ) region, leading to reduced wave-mean flow
interaction and hence to a weaker deceleration of the PNJ. Hence, the PNJ and the
polar vortex are stronger and more stable, and less SSWs occur. By introducing SST
variability, the tropospheric wave forcing is enhanced, the PNJ is weakened and the SSW
frequency is increased.
Second, the different phases of the SSWs’ life cycles are influenced by the different fac-
tors. CESM-WACCM is able to simulate these life cycles realistically. Anthropogenic
GHGs and ODSs modulate the prewarming phase of SSWs, while the QBO and SST
variability seem to alter the phase after the event when the anomalous stratospheric
SSW signals propagate down to the troposphere. These coupling processes happen with
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a delay (compared to the average timing) of about 10 days when no QBO variability is
included, and over a smaller area and a shorter period of time when no SST variability
is included.
Third, the average amplitude and duration of major SSWs is not changed significantly
by the different factors.
Compared to reanalysis data, CESM-WACCM like many other models underestimates
the frequency of major SSWs; though, the differences are not statistically significant.
One problem, however, is the ratio between the two types of major warmings: almost
all simulated SSWs are vortex displacement events; the observed frequency of vortex
split events is not achieved at all. This is probably attributed to the underestimation
of tropospheric blockings in the model, as these blockings have been shown to precede
SSWs in many cases.
• How does the width of the QBO in a climate model influence the connection be-
tween the equatorial and the polar stratosphere, which is often referred to as the
Holton-Tan mechanism?
→ The width of the QBO nudging along the equator influences the mean state in the NH
polar stratosphere during winter. The Holton-Tan effect, i.e., stronger zonal mean zonal
winds in the stratospheric PNJ region during the westerly phase of the QBO (QBOW)
compared to the easterly phase (QBOE), is enhanced when a wider QBO nudging is cho-
sen. In this case, wave propagation as well as wave-mean flow interaction are influenced
in such a way that the meridional temperature gradient is strengthened compared to a
smaller nudging case. This leads to an intensification of the stratospheric PNJ.
Chemical tracers like ozone, water vapour and methane react accordingly: their high-
latitude stratospheric response to the QBO is enhanced when a wider QBO nudging is
applied. Below 10hPa, the concentration and composition of these chemical constituents
are mainly determined by transport processes; above that height, temperature-dependent
chemical reactions are more important. The differences in chemical tracers between a
wider and a smaller nudging are entirely consistent with the differences in circulation and
reaction velocities (through temperature changes) in the respective height ranges.
The dynamics of the QBO influence on high latitudes is not yet fully understood. How-
ever, the results of this thesis suggest that at least two processes are involved: first,
the effect of the zero wind line in the low-latitude lower stratosphere which is shifted
away from the equator during QBOE conditions, leading to planetary waves being re-
flected towards the pole and therefore a more disturbed stratospheric polar vortex; and
second the effect of the secondary QBO circulation in the mid-latitude middle to upper
stratosphere, where a ”barrier” to planetary waves is created during QBOE conditions in
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mid-latitudes so that these waves converge in the polar region.
• How does the stratospheric QBO influence tropospheric weather and climate?
→ The tropospheric influence of the QBO interacts with the tropospheric signals of ENSO,
and large differences thereby occur between the North Pacific and North Atlantic. The
stratospheric equatorial QBO anomalies extend down to the troposphere over the North
Pacific during NH winter, but only during La Nin˜a and not during El Nin˜o phases. During
La Nin˜a, the conditions for the genesis and intensification of synoptic-scale waves are im-
proved during QBOW compared to QBOE through a strengthening of the meridional SST
gradient which leads to enhanced baroclinic instability. The Aleutian low is deepened,
and the subtropical jet is stronger and shifted northward. The combined QBO-ENSO
signal seems to be a linear superposition of the anomaly signals coming from the QBO
or ENSO alone.
In the North Atlantic, the combination of QBOW with La Nin˜a (QBOE with El Nin˜o)
establishes a positive (negative) North Atlantic Oscillation (NAO) pattern. These NAO
patterns are generated as a non-linear amplification of the respective QBO and ENSO
phase responses. The other two combinations counteract the general North Atlantic
ENSO signals.
Hence, the stratospheric QBO together with ENSO affect both NH storm tracks, which
are key regions when extreme extra-tropical cyclones - one of the most important natural
hazards, at least in Europe - are considered.
Altogether, several new aspects of the dynamical coupling between the stratosphere and the
troposphere and how this coupling is influenced by different factors have been obtained within
this thesis, as summarized above. These results are useful, as they help to improve our general
understanding of physical processes of stratosphere-troposphere coupling which are still not well
explored. This thesis does not only provide quantitative estimates about how the different natural
and anthropogenic factors alter stratosphere-troposphere coupling (e.g., for the example of SSWs),
but also presents some ideas for possible underlying mechanisms (e.g., changes in planetary wave
generation, propagation and its interaction with the mean flow due to the different factors; see
summary above).
In this thesis, GHGs and ODSs were considered together as representing the anthropogenic factors
which influence atmospheric variability in general and particularly stratosphere-troposphere coupling.
Some studies exist which distinguish between the impacts of GHGs and ODSs [e.g., McLandress
et al., 2010; Stolarski et al., 2010; Previdi and Polvani, 2014]; however, the sensitivity simulations
performed here did not allow to analyze their impacts separately.
It has to be kept in mind that one single model only was used for the analyses, and that this
model, as all models, has its biases and limitations. A strong intervention in CESM-WACCM’s
model physics and momentum balance is done by nudging observed zonal winds in the equatorial
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stratosphere to obtain a QBO. By doing this, no feedback processes between middle to high latitudes
with the tropics can be investigated. Another issue is the wrong simulated ratio of the two types of
SSWs, which is probably attributed to the underestimation of tropospheric blockings in the model.
However, the question about the preceding and initializing processes of SSWs is a research topic
which is far from being understood, hence the mechanism including tropospheric blockings is just
one of probably several possible mechanisms. As long as these mechanisms are not completely
understood, we cannot expect any model to simulate such events correctly. A lack of full process-
understanding leads to inconsistencies between different models and deviating results for the same
or similar questions. Nevertheless, this thesis confirmed that climate models are an irreplaceable tool
to study dynamical and chemical mechanisms. The obtained results also highlight the importance
of the stratosphere for tropospheric dynamics. Hence, proceeding effort should be put in climate
model development and improvement, and in realistically representing middle atmosphere processes
therein.
5.1 Outlook
As summarized above, this thesis answered some questions about the importance of the QBO, SSTs,
GHGs and ODSs for the stratosphere-troposphere coupling, especially during major SSWs. On the
other hand, new questions and ideas for further research developed.
Models which generate the QBO internally (e.g., a recent version of WACCM [Xue et al., 2012]
as CESM’s atmospheric component) could be used to perform the same experiments as done here
to repeat the analysis with an even more ”realistic” model. This model would then also allow to
study feedback processes between the equatorial stratosphere and the middle and high latitudes in
both directions. With such a model, the future behavior of the QBO could be investigated, i.e.,
projections of its future amplitude, period and global stratospheric and tropospheric influence could
be analyzed.
The results obtained in this thesis suggest that the coupling between atmosphere and ocean might
be of importance for stratosphere-troposphere coupling processes, e.g., as shown in Chapter 2, for
the downward influence of SSWs. Hence, future studies should focus further on investigating the
importance of atmosphere-ocean coupling on different time scales.
After the publication of the SSW study of this thesis (Chaper 2), the CESM-WACCM ”NOQBO”
an ”FixedSSTs” simulations have been extended until from 2010 until 2099. The analysis steps per-
formed for this study can be applied to these extended runs to check the robustness of the results.
This will be the topic of a Bachelor’s thesis at Geomar during the summer semester 2015 which will
be supervised by Prof. Dr. Katja Matthes and myself.
Instead of performing sensitivity experiments to investigate the importance of different factors for
stratosphere-troposphere coupling as done for this thesis, a different type of experiments can be
analyzed which include nudging. In these experiments, one or more parameters in the model are
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relaxed towards reanalysis data in a specific region and/or for a specific period of interest. Such
kind of experiments have been performed with the European Centre for Medium-Range Weather
Forecasts (ECMWF) atmosphere model by Prof. Dr. Thomas Jung at the Alfred-Wegener Institute,
Bremerhaven, in collaboration with Prof. Dr. Richard Greatbatch at Geomar. In a set of experi-
ments, the ECMWF model is relaxed towards ERA-Interim reanalysis data in different regions like
the NH or SH only, the tropics only, the stratosphere only (globally, on one or both hemispheres,
or in the tropics) or the troposphere only. These experiments allow to study the influence of the
respective regions and processes, e.g., to analyze from which regions/processes predictive skill for
tropospheric weather forecasts or longer-term predictions can be obtained. Their analysis will be
part of my future research.
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Appendix
A.1 Multiple Linear Regression (MLR) Analysis
Multiple Linear Regression (MLR) is a relatively simple and robust statistical method which makes it
quite popular for analyzing stratospheric variability. In a MLR, a target time series, e.g., a time series
representing stratospheric temperature, is modeled using a linear and stationary model, which means
that no non-linear interactions between the so-called forcing factors, i.e., the factors that influence
the variability of the target time series, are taken into account and that the underlying processes
that govern the evolution of the target time series are assumed to not change their characteristics
significantly over time. The target time series y is modeled so that
y(x) = xTβ + β0 (5.1)
where x is a matrix containing the time series of the forcing factors , β the coefficients in the
linear equation, and β0 the so-called offset. The impact or statistical importance of the factor k on
the model response is then computed as
Ik = |βk|
√
var(xk) (5.2)
To compare the impacts of different factors, they are normalized via:
Irelk =
Ik∑n
i=1 Ii
(5.3)
with n being the number of all factors.
In Figure 1.4, the target time series is the time series of daily zonal mean temperature. An
MLR is performed for every grid point in the latitude-height plane separately. The forcings and their
representing time series are:
• SSTs: represented by the principal components (PCs) of the first four Empirical Orthogonal
Functions (EOFs) of daily detrended SST anomalies between 60◦S and N; these EOFs include
the El Nin˜o Southern Oscillation, the Pacific Decadal Oscillation and the North Pacific Oscil-
lation/West Pacific pattern. For Figure 1.4, the sum of the impacts of the four single time
series is computed.
• QBO: represented by the PCs of the first two EOFs of daily detrended zonal mean zonal wind
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anomalies between 5◦S and N, 100 and 1hPa. For Figure 1.4, the sum of the impacts of the
two single time series is computed.
• Solar forcing: represented by daily detrended anomalies of the 10.7 cm solar radio flux (also
referred to as F10.7 index).
• Volcanic eruptions: represented by daily absolute values of globally averaged aerosol optical
depth.
• Semi-annual oscillation (SAO): represented by daily detrended anomalies of zonal mean zonal
wind, averaged between 5◦S and N, and between 0.03 and 0.05hPa.
• Annual cycle: represented by sine and cosine functions with the period of one year.
• Linear trend term
For all forcings, a 5-day running mean is applied, then all time series are normalized such that the
maximum is +1 and the minimum is -1.
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