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RESUMO
RODRIGUES NETO, Abner Cardoso. Intervalo de Predic¸a˜o em Redes RBF:
Ana´lise e Proposta de Extensa˜o. Floriano´polis, 2010. 57 f. Dissertac¸a˜o (Mes-
trado) Programa de Po´s-Graduac¸a˜o em Cieˆncia da Computac¸a˜o, UFSC, Flo-
riano´polis – SC.
Redes Neurais sa˜o amplamente empregadas em problemas de classificac¸a˜o e re-
gressa˜o, pore´m os modelos mais comuns fornecem apenas a estimac¸a˜o de re-
gressa˜o sem nenhuma medida de confianc¸a associada a` saı´da da rede. Medidas
de desempenho global como o Erro Me´dio Quadra´tico na˜o sa˜o capazes de reco-
nhecer regio˜es onde a resposta da rede possa estar contaminada com incertezas,
devido ao ruı´do presente nos dados ou a` baixa densidade de dados de treinamento
nessas regio˜es.
Incorporar medidas de confianc¸a na saı´da da rede, como intervalos de predic¸a˜o,
valida a regressa˜o e auxilia tomadores de decisa˜o a estabelecerem crite´rios de
risco, necessa´rios em muitas aplicac¸o˜es pra´ticas. Entretanto, existe uma se´rie
de restric¸o˜es para o ca´lculo do Intervalo de Predic¸a˜o nas redes neurais, que sa˜o
difı´ceis de serem cumpridas em problemas reais.
Neste trabalho, estudou-se as medidas de confianc¸a fornecida pela rede de func¸a˜o
de base radial, algumas das suas deficieˆncias foram tratadas com o objetivo de
obter medidas de confianc¸a mais satisfato´rias e com menos restric¸o˜es sobre o
modelo, que possam ajudar os tomadores de decisa˜o em aplicac¸o˜es reais.
PALAVRAS-CHAVE: Redes Neurais, Intervalo de Predic¸a˜o, RBF
ABSTRACT
RODRIGUES NETO, Abner Cardoso. Prediction Interval in RBF Networks:
Analysis and Extension . Floriano´polis, 2010. 57 f. Thesis (Masters) Post-
Graduate in Computer Science, UFSC, Floriano´polis – SC.
Neural networks are widely employed in problems of classification and regres-
sion, but the most common models provide only the estimation of regression
without any measure of confidence associated with the network output. Global
performance measures such as Mean Square Error are not able to recognize areas
where the response of the network may be contaminated with uncertainties due
to noise present in the data or low density of training data in these regions.
Incorporating confidence measures in the output of the network, such as predic-
tion intervals, validates the estimation and assists decision makers to establish
risk criteria, necessary in many practical applications. However there are a num-
ber of constraints for the calculation of the prediction interval in neural networks,
which are difficult to enforce in real problems.
In this work, we studied the confidence measures provided by radial basis func-
tion networks, some of its defiencies were treated with the aim of obtaining more
satisfactory measures of confidence and with fewer restrictions on the model,
that may help decision makers in real applications.
KEYWORDS: Neural networks, prediction interval, RBF
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1 INTRODUC¸A˜O
1.1 CONTEXTO DO TRABALHO
Devido a sua grande capacidade representacional, as redes neurais teˆm
sido largamente empregadas como uma ferramenta para resolver problemas de
regressa˜o e classificac¸a˜o (HAYKIN, 1998), (CICHOCKI; UNBEHAUEN, 1993),
(J. ROGERS J.A.; R., 1991), (LORENZETTI, 1992). Os modelos mais comuns
de redes neurais fornecem apenas a estimac¸a˜o da regressa˜o, sem uma medida de
confianc¸a ou um Intervalo de Predic¸a˜o (IP) associado a saı´da da rede. Medidas de
desempenho global normalmente utilizadas para avaliar o desempenho da rede
neural, tal como o Erro Me´dio Quadra´tico (EMQ), na˜o sa˜o capazes de reconhecer
regio˜es onde a resposta da rede possa estar contaminada por incertezas, causadas
por fatores como, os erros do modelo devido ao ruı´do, ou a` baixa densidade de
dados de treinamentos nestas regio˜es (PAPADOPOULOS; EDWARDS, 2001).
Estas desvantagens ocorrem devido a natureza empı´rica das redes neurais, onde
e´ difı´cil perceber quando a rede esta´ extrapolando ou calculando a saı´da para
uma regia˜o cujos dados de treinamento eram insuficientes para realizar uma boa
aproximac¸a˜o.
Para um dado grau de confianc¸a, o IP e´ o intervalo na saı´da do modelo
onde uma estimativa do modelo existe com uma dada probabilidade. Incorpo-
rar medidas de confianc¸a nas previso˜es das redes neurais valida a regressa˜o e
auxilia os tomadores de decisa˜o a estabelecerem crite´rios de risco, necessa´rios
em muitas aplicac¸o˜es pra´ticas. Portanto, uma estimac¸a˜o confia´vel e realı´stica
do IP e´ uma a´rea de pesquisa importante e va´rias abordagens para fornecer
medidas de confianc¸a foram desenvolvidas (LEONARD; KRAMER; UNGAR,
1992), (CHRYSSOLOURIS; LEE; RAMSEY, 1996), (VEAUX; SCHWEINS-
BERG; SHELLINGTON, 1998), (NIX; WEIGEND, 1995), (MCKAY, 1992),
(HESKES, 1997) e (NEAL, 1996).
Em geral, as metodologias para ca´lculo do IP sa˜o especı´ficas da arquite-
tura da rede neural utilizada. Pode-se dizer que existem, basicamente, duas gran-
des abordagens: a abordagem baseada em aproximac¸a˜o local, onde a estimac¸a˜o
do IP se da´ atrave´s de te´cnicas de regressa˜o linear; a abordagem global que uti-
liza modelos de regressa˜o na˜o-linear para ca´lculo do IP (CHINMAN; DING,
1998).
Abordagens de aprendizagem local, como o modelo de Func¸a˜o de Base
Radial (“Radial Basis Function” - RBF), possuem como principal caracterı´stica
o conceito de vizinhanc¸a. Um ponto, seja de treinamento ou teste, e´ considerado
local a um ponto de teste, quando esta´ espacialmente localizado em uma regia˜o
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limitada e bem definida em torno deste ponto. Um dos mais conhecidos modelos
que usa aprendizagem local e´ a rede I´ndice de Validade (“Validity Index network”
- VInet), que e´ uma extensa˜o das redes RBF proposta por Leonard et al. (1992)
que calcula o IP para sua saı´da, ale´m de outras medidas de confianc¸a, como a
func¸a˜o densidade de probabilidade dos dados e o flag de extrapolac¸a˜o.
Por outro lado, modelos de redes baseadas em aprendizagem global,
como Perceptrons de Mu´ltiplas Camadas (“Multilayer Perceptrons” - MLP), na˜o
possuem este conceito de vizinhanc¸a local e, portanto, na˜o podem ser facilmente
estendidos para incorporar o ca´lculo do IP. Algumas soluc¸o˜es para calcular o IP
em redes MLP foram propostas na literatura (CHRYSSOLOURIS; LEE; RAM-
SEY, 1996), (SHAO et al., 1997), (VEAUX; SCHWEINSBERG; SHELLING-
TON, 1998), (HWANG; DING, 1997), (NEVES; ROISENBERG; NETO, 2009),
pore´m esses algoritmos assumem fortes restric¸o˜es, tais como: o nu´mero de pon-
tos de treinamento devem tender para o infinito (HWANG; DING, 1997); os
resı´duos devem ser independentes e normalmente distribuı´dos com me´dia zero
(CHRYSSOLOURIS; LEE; RAMSEY, 1996) e a rede deve ser treinada ate´ a
convergeˆncia (VEAUX; SCHWEINSBERG; SHELLINGTON, 1998). As con-
sequeˆncias de violar essas restric¸o˜es podem se refletir na estimac¸a˜o do IP, que
pode ser sub- ou superestimado, perdendo assim sua eficieˆncia como uma me-
dida da incerteza da previsa˜o do modelo.
Devido ao conceito implı´cito de vizinhanc¸a, os modelos locais na˜o ne-
cessitam que os resı´duos tenham a mesma distribuic¸a˜o normal em todo domı´nio
do problema e pode-se considerar que a variaˆncia dos resı´duos e´ constante ape-
nas na regia˜o do campo receptivo de uma unidade da RBF, podendo variar de
unidade para unidade. Por outro lado, em estudos comparativos foi observado
que o tamanho do intervalo de predic¸a˜o, calculado na VInet, nem sempre cor-
responde a` distribuic¸a˜o dos dados de treinamento ou na˜o atingem uma probabi-
lidade de cobertura desejada (SHAO et al., 1997), (YANG et al., 1991). Ale´m
disso, a maneira como a densidade e´ calculada na VInet pode levar a resulta-
dos insatisfato´rios, principalmente quando se utiliza dados multi-dimensionais
(WEDDING; CIOS, 1997).
Com base nessas concepc¸o˜es, a hipo´tese deste trabalho e´ que pode-se
corrigir as deficieˆncias da VInet e obter medidas de confianc¸a mais satisfato´rias
e com menos restric¸o˜es sobre o modelo, que possam, dessa forma ajudar os to-
madores de decisa˜o em aplicac¸o˜es reais, como na caracterizac¸a˜o de reservato´rios
de petro´leo e ga´s.
15
1.2 OBJETIVOS GERAL E ESPECI´FICOS
O objetivo geral deste trabalho e´ propor uma extensa˜o as te´cnicas de
ca´lculo de intervalo de predic¸a˜o na VInet, de modo a superar as limitac¸o˜es en-
contradas no me´todo original proposto por Leonard et al. (1992), tais como
incorporar a densidade dos dados de treinamento no intervalo de predic¸a˜o e su-
portar o ca´lculo de densidade para dados multidimensionais. Considerando esse
objetivo inicial, pretende-se atender os seguintes requisitos:
1. Investigar e identificar as possı´veis causas de problemas nas medidas de
confianc¸a calculadas pela VInet.
2. Melhorar a resposta do intervalo de predic¸a˜o calculado pela VInet, tornando-
o mais compatı´vel com uma probabilidade de cobertura desejada.
3. Oferecer uma alternativa para o ca´lculo da densidade.
4. Comparar as alterac¸o˜es propostas com o modelo original.
5. Aplicar o me´todo no problema real de caracterizac¸a˜o de reservato´rios de
petro´leo.
1.3 JUSTIFICATIVA E RELEVAˆNCIA
A VInet, por ser baseada na RBF, e´ uma rede mais simples que as MLPs,
na˜o possui muitas variac¸o˜es na arquitetura e na˜o utiliza nenhum algoritmo de
otimizac¸a˜o na˜o-linear, o que faz com que seu processo de treinamento seja bas-
tante ra´pido (BISHOP, 1995). E´ um modelo que apresenta va´rios indicadores de
confianc¸a, como o IP, a densidade dos dados e o indicador de extrapolac¸a˜o, o que
garante mais certeza para o usua´rio da rede sobre a qualidade da resposta. Em
relac¸a˜o a` maneira de como as medidas de confianc¸a sa˜o calculadas nas MLPs, na
VInet este ca´lculo e´ feito de uma forma mais intuitiva e com menos restric¸o˜es.
Por outro lado, apesar de alguns trabalhos apontarem deficieˆncias na VI-
net , na˜o existem muitas soluc¸o˜es na literatura para corrigi-los (SHAO et al.,
1997) (YANG et al., 1991). O presente trabalho torna-se relevante por dar conti-
nuidade ao trabalho de Leonard et al. (1992) , analisando e estendendo a VInet,
de modo a tornar o IP calculado pela rede mais condizente com a probabilidade
de cobertura desejada.
1.4 CONTRIBUIC¸O˜ES RELEVANTES
Este trabalho faz as seguintes contribuic¸o˜es te´cnicas para a a´rea da Inte-
ligeˆncia Artificial Conexionista:
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• Revisa˜o do estado da arte para o ca´lculo do intervalo de predic¸a˜o e ou-
tras medidas de confianc¸as para redes neurais, principalmente no caso das
redes de base radial.
• Proposic¸a˜o de mudanc¸as na arquitetura da rede ı´ndice de validade, para
que calcule de forma mais precisa as medidas de confianc¸a na saı´da.
• Aplicac¸a˜o das mudanc¸as em problemas reais de caracterizac¸a˜o de reser-
vato´rio e comparac¸a˜o com outras soluc¸o˜es baseadas em redes neurais.
1.5 ORGANIZAC¸A˜O DA DISSERTAC¸A˜O
A dissertac¸a˜o esta´ organizada da seguinte maneira:
• Capı´tulo 2 - Medidas de Confianc¸a para Redes de Func¸a˜o de Base
Radial: Este capı´tulo descreve os fundamentos sobre o funcionamento
das redes de func¸a˜o de base radial. Como ocorre seu treinamento, quais as
diferenc¸as para outros modelos de redes e como e´ calculado o intervalo de
predic¸a˜o nesse tipo de rede.
• Capı´tulo 3 - Propostas para extensa˜o do modelo VInet: Este capı´tulo
apresenta as modificac¸o˜es propostas para a rede ı´ndice de validade, com o
objetivo de melhorar sua aproximac¸a˜o e intervalo de predic¸a˜o na saı´da.
• Capı´tulo 4 - Testes e Resultados: Este capı´tulo relata os diferentes ex-
perimentos utilizados para validac¸a˜o das modificac¸o˜es propostas por este
trabalho. Foram utilizados diversos conjuntos de dados, sinte´ticos e reais
e os resultados comparados com outros modelos de redes neurais.
• Capı´tulo 5 - Concluso˜es: Este capı´tulo trata das concluso˜es e considerac¸o˜es
finais sobre o trabalho. Discute as limitac¸o˜es e possı´veis direc¸o˜es para tra-
balhos futuros.
2 MEDIDAS DE CONFIANC¸A PARA REDES DE FUNC¸A˜O DE BASE
RADIAL
Uma rede neural e´ um processador paralelamente distribuı´do, formado
por va´rias unidades computacionais menores, chamadas de neuroˆnios e que pos-
suem a propriedade de armazenar conhecimento experimental e torna´-lo dis-
ponı´vel para uso (HAYKIN, 1998). Os neuroˆnios sa˜o as unidades fundamentais
de uma rede neural e, de acordo com Haykin, seu modelo possui treˆs elementos
ba´sicos:
• Um conjunto de sinapses, cada uma possuindo um determinado peso.
• Um somador para somar os sinais de entrada ponderados pelo peso sina´ptico.
• Uma func¸a˜o de ativac¸a˜o que restringe a amplitude do sinal de saı´da do
neuroˆnio. Geralmente o intervalo de saı´da e´ [0, 1] ou [−1, 1].
A Figura 2.1 mostra o esquema dos componentes do neuroˆnio.
Figura 2.1: Modelo de um neuroˆnio, as entradas sa˜o ponderadas por pesos que sa˜o
somadas pelo somador e depois servem como entrada para a func¸a˜o de ativac¸a˜o.
Dependendo de como os neuroˆnios esta˜o organizados estruturalmente na
rede, pode-se classifica´-las em: redes de camada u´nica e redes de mu´ltiplas ca-
madas. A forma mais simples de uma rede e´ a que propaga o sinal no sentido da
camada de entrada, diretamente para a camada de saı´da. Apesar de possuir duas
camadas (uma de entrada e outra de saı´da), essa rede e´ chamada de rede de u´nica
camada, porque apenas a camada de saı´da possui neuroˆnios com propriedades
computacionais, a camada de entrada e´ apenas uma fonte dos sinais de entrada.
A outra classe de redes neurais, as de mu´ltiplas camadas, apresentam uma
ou mais camadas ocultas entre a camada de entrada e a de saı´da. As unidades de
entrada propagam o sinal para a segunda camada (a primeira oculta), os sinais
18
de saı´da da segunda camada sa˜o, enta˜o, utilizados como entrada da camada se-
guinte, e assim por diante, ate´ a camada final, cujo sinal de saı´da corresponde a
resposta global da rede para o padra˜o de entrada fornecido pela primeira camada.
As redes de camada u´nica apresentam uma se´rie de limitac¸o˜es em termos
de func¸o˜es que elas podem representar, ao contra´rio das redes de mu´ltiplas ca-
madas que sa˜o capazes de aproximar qualquer func¸a˜o contı´nua (BISHOP, 1995).
Em relac¸a˜o ao tipo de func¸a˜o de ativac¸a˜o que utilizam nos neuroˆnios,
as redes de mu´ltiplas camadas que empregam a func¸a˜o sigmoide sa˜o geralmente
chamadas de Perceptrons de Mu´ltiplas Camadas (MLP). Neste trabalho, utilizou-
se redes que possuem como func¸a˜o de ativac¸a˜o a caracterı´stica de crescerem
(ou decrescerem) monotonicamente, de acordo com a distaˆncia para um ponto
central. Esse modelo de rede e´ conhecido como Rede de Func¸a˜o de Base Radial
(RBF).
Suponha que se tem um conjunto com Q pares de vetores:
(x1, y1), (x2, y2), ...(xQ, yQ) (2.1)
onde x ∈ <n e y ∈ <k. A camada escondida e de a saı´da possuem respectiva-
mente J e K neuroˆnios. A camada de entrada recebe um sinal xq e o propaga
para a camada escondida. Uma func¸a˜o de ativac¸a˜o frequentemente usada nas
unidades escondidas por suas propriedades analı´ticas bastante conhecidas, e´ a
Gaussiana (ou Normal):
f(x) = exp(− x
2
2σ2 ) (2.2)
onde σ e´ o raio ou abertura da func¸a˜o. Enta˜o a saı´da de um neuroˆnio da camada
escondida que utiliza gaussianas como func¸a˜o de ativac¸o˜es e´:
aj = exp(−||xq − cj ||2/σ2j ) (2.3)
onde cj e´ o centro da func¸a˜o de base e σj determina ate´ qual distaˆncia no
espac¸o de entrada o neuroˆnio tera´ uma influeˆncia significativa. Outras func¸o˜es
de base radial que podem ser utilizadas sa˜o a multiquadra´tica (Equac¸a˜o 2.4),
multiquadra´tica inversa (Equac¸a˜o 2.5) e cauchy (Equac¸a˜o 2.6) (ORR, 1996).
f(x) =
√





σ2 + x (2.6)
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Figura 2.2: Gra´fico das func¸o˜es de base radial mais usadas na redes RBF, todas
foram calculadas com raio 1 e centros 0.
O gra´fico dessas func¸o˜es e´ ilustrado na Figura 2.2.





wkjaj + βj (2.7)
O termo bias pode ser adicionado como uma ’func¸a˜o de base radial extra’
fixada sempre em 1. Assim como nas redes MLP, foi provado que a sobreposic¸a˜o
linear de va´rias func¸o˜es de base tambe´m funcionam como aproximadores uni-
versais (HARTMAN E. J.; KOWALSKI, 1990) (PARK; SANDBERG, 1991)
(PARK; SANDBERG, 1993). E ate´ mesmo possuem vantagens aproximativas
que na˜o sa˜o observadas nas redes MLP (GIROSI; PODDIO, 1990). A Figura 2.3
mostra a arquitetura de uma rede RBF tı´pica, que apresenta sempre treˆs cama-
das. A primeira camada de entrada, apenas recebe as informac¸o˜es do ambiente,
a segunda camada aplica a transformac¸a˜o na˜o linear do espac¸o de entrada para o
espac¸o oculto, de maior dimensionalidade e a camada de saı´da linear fornece a
resposta para o sinal de entrada.
2.1 TREINAMENTO DAS REDES RBF
Uma caracterı´stica importante das redes neurais e´ sua capacidade de
aprender a partir de seu ambiente, atrave´s de um processo iterativo de ajustes
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Figura 2.3: Diagrama da arquitetura das redes RBF.
aplicados aos pesos sina´pticos. Esse conjunto de passos para soluc¸a˜o do pro-
blema de aprendizagem e´ chamado de algoritmo de aprendizagem (HAYKIN,
1998).
As redes RBF teˆm sua origem ligada as te´cnicas de interpolac¸a˜o exata
em um conjunto de pontos em um espac¸o multi-dimensional (POWEL, 1987).
Essa te´cnica realiza o mapeamento entre o espac¸o de entrada e o de saı´da cen-
tralizando uma func¸a˜o de base radial em cada vetor de entrada, dessa forma
a func¸a˜o de interpolac¸a˜o passa exatamente atrave´s de cada ponto de treina-
mento. Pore´m essa metodologia de interpolac¸a˜o exata gera resultados inde-
seja´veis quando existe ruı´do nos dados, nesse caso a func¸a˜o de interpolac¸a˜o que
fornece a melhor generalizac¸a˜o deveria ser bem mais suave (BISHOP, 1995).
Atrave´s de algumas modificac¸o˜es na te´cnica de interpolac¸a˜o exata, criou-
se o algoritmo de treinamento das redes RBF (MOODY; DARKEN, 1989), (BRO-
OMHEAD; LOWE, 1988). A principal mudanc¸a foi na˜o utilizar todo o conjunto
de treinamento como centros das func¸o˜es de base, ao inve´s disso, os paraˆmetros
das func¸o˜es sa˜o determinados pelo algoritmo de treinamento.
O algoritmo de aprendizagem das redes RBF e´ dividido em dois esta´gios
(MOODY; DARKEN, 1989), (CHEN; MULGREW; MCLAUGHLIN, 1992),
(LIPPMANN, 1989). No primeiro sa˜o calculados os centros cj e os raios σj das
func¸o˜es de base, utilizando apenas as entradas xq do conjunto de treinamento.
Ignorar os dados de saı´da em um esquema de treinamento de duas fases como
esse pode ser vantajoso em va´rias aplicac¸o˜es onde dados na˜o rotulados (na˜o
classificados) sa˜o abundantes e os rotulados sa˜o mais escassos. Por exemplo, em
alguns casos e´ fa´cil conseguir dados na˜o rotulados, mas para obter os rotulados
e´ necessa´rio algum especialista humano, o que limita a obtenc¸a˜o de dados em
um certo tempo. Dessa forma, no caso da RBF pode-se usar a grande quantidade
de dados na˜o rotulados para otimizac¸a˜o dos paraˆmetros da camada escondida e
21
utilizar a quantidade menor de dados rotulados para estimar os paraˆmetros da
camada de saı´da (BISHOP, 1994).
Existem va´rias estrate´gias para a selec¸a˜o dos centros, a mais comum e´
submeter as entradas do conjunto de treinamento a` algum algoritmo de agru-
pamentos como k-me´dias (DUDA; HART, 1973). Pore´m o algoritmo tradi-
cional de k-me´dias so´ pode encontrar uma soluc¸a˜o o´tima local que depende
da escolha inicial dos centros dos agrupamentos (HAYKIN, 1998). Para su-
perar essa limitac¸a˜o Chen (CHEN, 1995) propoˆs o algoritmo de agrupamen-
tos de k-me´dias aperfeic¸oado, que consegue convergir para uma configurac¸a˜o
o´tima ou pro´xima da o´tima, independentemente das escolhas dos centros ini-
ciais. Tambe´m e´ possı´vel utilizar outros algoritmos neurais de agrupamentos,
como por exemplo a rede de Kohonen (KOHONEN, 1990).
Outra abordagem para determinar os centros e´ a de selec¸a˜o de subconjun-
tos, que consiste em escolher um subconjunto dos dados de treinamento como
centro das func¸o˜es de base. Geralmente existem duas maneiras de fazer isso, a
selec¸a˜o adiante, onde se comec¸a com apenas um centro e depois e´ adicionado
um novo centro de cada vez, usando como crite´rio a reduc¸a˜o ma´xima do erro
na saı´da. Uma maneira eficiente de fazer selec¸a˜o adiante e´ atrave´s do algoritmo
de mı´nimos quadrados ortogonais (CHEN; BILLINGS; LUO, 1989), (CHEN;
COWAN; GRANT, 1991). A outra maneira e´ a eliminac¸a˜o inversa, onde o con-
junto inicia com todos os pontos possı´veis e enta˜o cada um e´ eliminado por vez,
seguindo como crite´rio de remoc¸a˜o, o centro que reduzir mais o erro da rede.
Tambe´m e´ possı´vel utilizar os dois princı´pios de selec¸a˜o adiante e eliminac¸a˜o
inversa ao mesmo tempo, Orr utilizou a´rvores de regressa˜o para criar uma estru-
tura hiera´rquica onde cada no´ seria um possı´vel centro da RBF, enta˜o o algoritmo
percorre a a´rvore avaliando em cada iterac¸a˜o qual seria a influeˆncia de adicionar
o no´ atual e ainda a influeˆncia de se remover os no´ pai ou adicionar os dois no´s
filhos (ORR, 1999).
Quanto aos raios, estes podem ser determinados atrave´s da heurı´stica dos
vizinhos mais pro´ximos: calcula-se a me´dia da distaˆncia euclidiana do centro de
um neuroˆnio para os L neuroˆnios mais pro´ximos, onde L e´ definido pelo proje-
tista. Essa heurı´stica garante a suavidade e continuidade da func¸a˜o aproximada
(LEONARD; KRAMER; UNGAR, 1992).
No segundo esta´gio de treinamento, os paraˆmetros da camada escondida
sa˜o fixados e os pesos da camada de saı´da sa˜o determinados atrave´s de regressa˜o
linear, minimizando-se o erro entre a saı´da da rede e os valores desejados. E´






onde xq representa um vetor do conjunto de treinamento com Q vetores, yq e´ a
saı´da desejada da entrada xq e ao e´ a saı´da calculada pela rede para a entrada xq.
Uma vez que a func¸a˜o de erro e´ uma func¸a˜o quadra´tica dos pesos, seu
mı´nimo pode ser obtido atrave´s da soluc¸a˜o de um conjunto de equac¸o˜es lineares.
ATAW t = ATY (2.9)
onde Y e´ a matriz formada por todas as saı´das do conjunto de treinamento, e A
e´ uma matriz onde cada elemento e´ a saı´da dos neuroˆnio da camada escondida
para cada padra˜o xq do conjunto de treinamento, definida por (A)qj = aj(xq).
A soluc¸a˜o formal para os pesos e´ dada por:
WT = A−1Y (2.10)
E´ possı´vel considerar outra func¸a˜o de ativac¸a˜o para a camada de saı´da,
bem como outra func¸a˜o de erro que na˜o a soma dos erros quadra´ticos, entretanto
a determinac¸a˜o dos pesos na˜o seria mais um problema linear, mas sim um pro-
blema de otimizac¸a˜o na˜o-linear. Uma das vantagens das redes RBF e´ justamente
o fato de na˜o necessitar de um algoritmo de otimizac¸a˜o na˜o-linear.
A seguir sa˜o apresentados exemplos para ilustrar da influeˆncia que a es-
colha dos paraˆmetros das func¸o˜es de base possui sobre a aproximac¸a˜o calcu-
lada pela rede. Nestes exemplos, o mesmo conjunto de treinamento foi criado
selecionando-se, aleatoriamente, 30 pontos gerados, usado a equac¸a˜o:
y(x) = 0.5sin(1.5pix+ pi/2) + 2.0 (2.11)
e adicionado um ruı´do gaussiano com desvio padra˜o 0.1. As redes RBF foram
criadas com 6 unidades escondidas usando k-me´dias para selecionar os centros.
Os pontos nas figuras representam os dados de treinamento e a linha e´ a saı´da
calculada pela rede. A Figura 2.4 mostra uma escolha adequada dos raios, base-
ada na heurı´stica dos vizinhos mais pro´ximos . Ja´ a Figura 2.5 mostra os efeitos
de se aplicar um σ muito largo, que causou uma aproximac¸a˜o bem diferente da
func¸a˜o que os dados de treinamento representavam. A Figura 2.6 mostra raios
bem menores do que deveriam, prejudicando a suavidade da aproximac¸a˜o.
2.2 COMPARAC¸A˜O COM REDES MLP
Redes RBF e MLP possuem algumas semelhanc¸as como serem redes fe-
edforward e aproximadores universais, mas diferem em algumas caracterı´sticas:
1. RBFs geralmente possuem treˆs camadas, sempre com unidades escondi-
das com ativac¸o˜es de base radial seguida por uma camada linear. MLPs
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Figura 2.4: Aproximac¸a˜o da rede RBF utilizando raios calculados segundo a
heur´ıstica dos vizinhos mais pro´ximos.
Figura 2.5: Aproximac¸a˜o da rede RBF utilizando raios bem maiores (multiplicados
por 1000).
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Figura 2.6: Aproximac¸a˜o da rede RBF utilizando raios bem menores (divididos
por 5).
podem possuir va´rias camadas com arquiteturas mais complexas e dife-
rentes func¸o˜es de ativac¸a˜o para os neuroˆnios.
2. A func¸a˜o de ativac¸a˜o de uma unidade da camada oculta da rede RBF cal-
cula a distaˆncia euclidiana entre o vetor e o centro da unidade, enquanto
que a MLP calcula o produto interno da entrada pelo peso do neuroˆnio.
3. O treinamento da RBF e´ feito em duas fases, uma geralmente na˜o super-
visionada e outra supervisionada que e´ determinada atrave´s da resoluc¸a˜o
de um sistema de equac¸o˜es lineares. O que faz com que o treinamento
seja bem mais ra´pido que a otimizac¸a˜o na˜o-linear baseado em gradiente,
empregada na MLP.
4. Os paraˆmetros de uma MLP sa˜o ajustadas utilizando um esquema de trei-
namento global e supervisionado, cujo objetivo e´ minimizar alguma me-
dida de erro global do modelo. As RBFs utilizam func¸o˜es na˜o-lineares
localizadas com decaimento exponencial, empregando dessa forma, o con-
ceito de vizinhanc¸a, e criando uma aproximac¸a˜o local para o mapeamento
entrada-saı´da. Isso faz com que uma MLP necessite de um nu´mero menor
de paraˆmetros que uma rede RBF para realizar um mapeamento entrada-
saı´da com a mesma precisa˜o. (HAYKIN, 1998)
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2.3 REDE I´NDICE DE VALIDADE
A VInet e´ uma extensa˜o da rede RBF que calcula o intervalo de predic¸a˜o
(IP) e outras medidas de confianc¸a na saı´da (LEONARD; KRAMER; UNGAR,
1992). Seu uso ja´ foi aplicado em casos reais, como por exemplo em pro-
blemas de controle (VOUMVOULAKI; HATZIARGYRIOU, 2010), (TSAI JI-
ZHENG CHU; SHIEH, 2003), (MUNOZ; SANZ-BOBI, 1998), na previsa˜o de
se´ries temporais (WEDDING-II; CIOS, 1996) e outros.
A VInet tem dois tipos de medidas de confianc¸a, um deles indica se a
rede esta´ ou na˜o extrapolando, caso esteja enta˜o a saı´da da rede e´ imprecisa,
pois a rede na˜o recebeu dados de treinamento suficientes de uma certa regia˜o de
entrada. Caso a rede na˜o esteja extrapolando, enta˜o utiliza-se o outro tipo de
medida de confianc¸a que indica o qua˜o boa esta´ a aproximac¸a˜o, essa medida e´
exibida como intervalos de predic¸a˜o (LEONARD; KRAMER; UNGAR, 1992).
Uma das medidas e´ o indicador de extrapolac¸a˜o, max-act, que e´ a maior
ativac¸a˜o das unidades escondidas para um dado de teste x:
max-act = max {aj(x)} (2.12)
Como cada unidade escondida define uma regia˜o centrada em um ponto,
um baixo valor de max-act significa que o ponto de teste esta´ distante de to-
dos os centros dessas unidades e consequentemente existem poucos dados de
treinamento nessa vizinhanc¸a do ponto de teste. Embora essa medida indique
uma possı´vel extrapolac¸a˜o, ela na˜o define a quantidade ou a densidade dos pon-
tos de treinamento, apenas identifica que existe ”algum”dado de treinamento na
regia˜o. Tambe´m pode ocorrer de valores baixos serem obtidos entre regio˜es de
interpolac¸a˜o (LEONARD; KRAMER; UNGAR, 1992).
Uma medida mais satisfato´ria para caracterizar a extrapolac¸a˜o e´ encon-
trar a func¸a˜o densidade de probabilidade. Uma maneira de fazer isso e´ atrave´s
do procedimento conhecido como Janelas de Parzen (PARZEN, 1962). Este al-
goritmo e´ classificado como na˜o parame´trico, pois na˜o assume a priori nenhuma
’forma’ da func¸a˜o densidade de probabilidade que se deseja modelar. A esti-
mativa e´ feita sobrepondo va´rias func¸o˜es de kernel em cada padra˜o observado,
dessa forma, cada observac¸a˜o contribui com a estimativa. Suponha que se deseja
determinar a densidade p(x) em um ponto x, enta˜o coloca-se uma func¸a˜o janela
no ponto x, e determina-se quantas observac¸o˜es xi caem dentro da janela. A
p(x) final e´ a soma de todas as contribuic¸o˜es que caı´ram nessa janela. Existem
algumas maneiras de implementar Janelas de Parzen em redes neurais, em uma
delas utilizou-se a mesma quantidade de unidades escondidas que o nu´mero de
padro˜es observados (SPECHT, 1990), em outra abordagem os pesos da rede, os
centros e os raios foram otimizados para a tarefa de estimac¸a˜o de densidade ao
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inve´s de regressa˜o (TRAVEN, 1991).
O procedimento proposto por Leonard et al. (1992) na VInet e´ diferente
e e´ feito em duas partes, primeiro a densidade e´ calculada para cada unidade






onde D e´ o nu´mero de dimenso˜es dos dados. Depois, baseado nessas densidades







onde as ativac¸o˜es aj funcionam como func¸a˜o de pertineˆncia do ponto x para
as unidades escondidas; pj e´ a densidade local de cada unidade escondida que
sa˜o combinadas na proporc¸a˜o da ativac¸a˜o para o ponto de teste. Se este ponto
esta´ pro´ximo de um dos centros, enta˜o a ativac¸a˜o sera´ alta e a densidade local
correspondente a esta unidade ira´ aparecer na fo´rmula com um peso pro´ximo de
1. Caso o ponto de teste esteja longe, enta˜o o peso sera´ menor e a contribuic¸a˜o
dessa unidade sera´ mais baixa.
Para interpretar o significado de p(x) e saber se a quantidade de dados foi
suficiente, e´ necessa´rio estimar um valor de limiar. Uma heurı´stica para essa es-
colha e´ utilizar o menor p(xq) do conjunto de treinamento, e caso seja necessa´rio
o projetista pode aumentar ou diminuir este nu´mero (LEONARD; KRAMER;
UNGAR, 1992).
O ca´lculo do IP acontece de maneira semelhante a` densidade, primeiro e´
calculado um IP local para cada unidade escondida durante a fase de treinamento
e, depois, e´ feita uma me´dia dos limites de predic¸a˜o de todos os neuroˆnios da
camada oculta ponderados pela contribuic¸a˜o de cada unidade escondida.
Assumindo-se que os pontos de treinamento sa˜o associados a` cada uni-
dade escondida na mesma proporc¸a˜o de suas ativac¸o˜es, a estimac¸a˜o da variaˆncia
dos resı´duos para cada unidade escondida j e´ dada por:
S2j =
∑Q
q=1 aj(xq)(yq − f(xq; θˆ))2
nj − 1 (2.15)
onde (xq − f(xq; θˆ)) e´ a diferenc¸a entre o valor desejado yq e f(xq; θˆ) e´ o valor
obtido pela rede, para o dado de treinamento xq. A ativac¸a˜o tem o papel de
func¸a˜o de pertineˆncia do dado de treinamento xq para a unidade escondida j,
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dessa forma cada ponto de treinamento contribui um pouco para a variaˆncia na
proporc¸a˜o da sua ativac¸a˜o.













onde tα/2 e´ o valor da distribuic¸a˜o de t de Student para 95% de confianc¸a com
nh− 1 graus de liberdade. Finalmente o IP para um ponto de teste e´ a me´dia dos






onde ahk e´ a saı´da para a k-e´sima unidade escondida. Para pontos de teste longe
dos centros dos neuroˆnios escondidos, todas as ativac¸o˜es va˜o ser baixas. Atrave´s
da divisa˜o pela soma das ativac¸o˜es, o valor do IP se aproxima do valor do IPh
da unidade escondida mais pro´xima ao ponto de teste (LEONARD; KRAMER;
UNGAR, 1992).
Este me´todo assume que os resı´duos do modelo sa˜o independentes e nor-
malmente distribuı´dos com me´dia zero e variaˆncia constante dentro da regia˜o
definida por cada unidade escondida, mas variando de unidade para unidade.
A Figure 2.7 mostra a arquitetura da rede VInet. Para simplificar o dia-
grama, a rede foi representada com apenas uma entrada, dois neuroˆnios na ca-
dama escondida e uma na de saı´da. Os ca´lculos das me´didas de confianc¸a sa˜o
realizados por neuroˆnios extras que estendem o modelo d RBF comum.
Para resumir todo o processo para usar a VInet:
• Encontre os valores dos raios σj e dos centros cj das unidades escondidas.
• Calcule os pesos da camada de saı´da.
• Armazene os erros durante o treinamento.
• Calcule S2j e todas as outras medidas locais como nj , pj , e IPj .
• Quando um novo dado e´ apresentado a rede, calcule a saı´da, o max-act, IP
final e densidade final.
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Figura 2.7: Arquitetura da rede VInet.
2.4 LIMITAC¸O˜ES DO INTERVALO DE PREDIC¸A˜O DA VINET
A confiabilidade na resposta da rede depende de treˆs fatores. Primeiro
depende da modelagem da rede, se existe um nu´mero suficiente de pesos, ajuste
adequado dos paraˆmetros do algoritmo de aprendizagem, dentre outros. Segundo
fator importante e´ densidade dos dados de treinamento, quando um novo dado e´
apresentado a rede, caso seja pertencente a` uma regia˜o do espac¸o de entrada com
alta densidade, enta˜o a rede estara´ interpolando o resultado com base nos dados
de treinamento e, consequentemente, a resposta sera´ melhor. Por outro lado, se
o dado e´ de uma regia˜o de baixa densidade, enta˜o esse valor sera´ uma novidade
para a rede e existe uma possibilidade do valor previsto pela rede ser diferente do
valor real do sistema (BISHOP, 1994), (SHAO et al., 1997). O terceiro e u´ltimo
fator e´ em relac¸a˜o ao ruı´do presente nos dados, que e´ responsa´vel por causar
uma variaˆncia ao redor da me´dia dos valores desejados. A VInet e´ capaz de
identificar variac¸o˜es de ruı´do no espac¸o de entrada, devido suas caracterı´sticas
de aproximador local, cada unidade escondida calcula sua variaˆncia e IP local,
que depois sa˜o combinados para encontrar o IP final. Dessa forma, caso existam
regio˜es com diferentes nı´veis de ruı´do, a RBF consegue ajustar seu IP tornando-o
mais compatı´vel com a variaˆncia local de cada unidade escondida.
O primeiro fator, pode ser tratado atrave´s de te´cnicas de validac¸a˜o cru-
zada, onde tenta-se obter os melhores paraˆmetros do modelo da rede. Enta˜o na˜o
sera´ discutido neste trabalho as consequeˆncias para o IP de uma modelagem er-
rada. A influeˆncia do ruı´do no IP tambe´m ja´ e´ bem capturada pela VInet, de
forma que o resto desse capı´tulo se concentra em investigar como a densidade
dos dados de treinamento influenciam o IP.
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Figura 2.8: Histograma dos dados de treinamento com densidade uniforme.
2.4.1 Influeˆncia da Densidade no Intervalo de Predic¸a˜o
Segundo (YANG et al., 1991) os intervalos de predic¸a˜o da VInet refle-
tem pouco a densidade dos dados de treinamento. Isso acontece principalmente
nas regio˜es de extrapolac¸a˜o, onde a rede teve poucos ou nenhum dado de trei-
namento. Para ilustrar esse caso, treinou-se uma rede com 310 dados contidos
no intervalo [−1, 1], gerados a partir da equac¸a˜o 2.11. A densidade dos dados
e´ uniforme, como mostra o histograma na figura 2.8. A saı´da da rede foi calcu-
lada para pontos no intervalo entre [−1, 2]. A Figura 2.9 mostra a saı´da da rede,
os intervalos de predic¸a˜o criados com 95% de confianc¸a, e dados de teste. Na˜o
existe nenhum dado de treinamento no intervalo [1, 2] do eixo x, enta˜o a rede
esta´ extrapolando todos esses valores e calculando uma saı´da errada. Pore´m ne-
nhuma mudanc¸a visı´vel ocorre nos intervalos de predic¸a˜o, a Figura 2.10 mostra
apenas o IP para cada ponto de teste, percebe-se que no intervalo [1, 2] ele fica
esta´vel ao inve´s de aumentar.
Quais as consequeˆncias do IP na˜o refletir a extrapolac¸a˜o? Talvez a mais
importante e´ do IP acabar falhando na sua func¸a˜o de mensurar a incerteza da rede
e acaba prejudicado os usua´rios que confiam que o IP esta´ bom por estar com
uma largura aceita´vel quando na realidade a rede realiza uma aproximac¸a˜o com-
pletamente equivocada. Ale´m disso o IP na˜o apresenta um nı´vel de confianc¸a de-
sejado. Uma maneira de medir a eficieˆncia dos IP e´ calculando a probabilidade
de cobertura do intervalo de predic¸a˜o (PCIP), que consiste na porcentagem de
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Figura 2.9: Sa´ıda da rede, intervalos de confianc¸a e sa´ıda desejada.
Figura 2.10: Intervalo de predic¸a˜o para os dados de teste.
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Figura 2.11: Esquema ilustrando como se utiliza a densidade como medida de
confianc¸a.
pontos de teste que caem dentro da regia˜o definida pelo IP (PAPADOPOULOS;
EDWARDS, 2001). Quando o intervalo na˜o reflete a incerteza na estimac¸a˜o, o
PCIP fica abaixo do nı´vel que seria esperado e mais uma vez o tomador de de-
cisa˜o pode na˜o se sentir seguro na sua escolha. Na pro´xima sec¸a˜o e´ detalhado
como a densidade e´ calculada na VInet, ja´ que ela pode ser utilizada como um
outro indicador de confianc¸a que identifica extrapolac¸a˜o. Depois sa˜o investiga-
das as vantagens e desvantagens dessa maneira de calcular densidade e como
podemos alterar o IP para exibir o PCIP adequado.
2.4.2 Ca´lculo da Densidade na VInet
Uma das medidas de confianc¸a fornecida pela VInet e´ a densidade, o pro-
cedimento para calcula´-la consiste em usar os dados de treinamento para estimar
a densidade pˆ(x) da densidade desconhecida p(x). Quando a rede esta´ pronta
para ser utilizada, cada entrada apresentada a` rede tambe´m e´ usada para calcular
pˆ(x). Assim um valor muito baixo de densidade indica que a rede na˜o e´ fami-
liar com esse dado e que ele e´ muito diferente dos padro˜es usados no conjunto
de treinamento, sendo dessa forma, uma novidade e passı´vel de gerar uma saı´da
com erro elevado.
A Figura 2.11 mostra como seria a utilizac¸a˜o da densidade por um usua´rio
da rede. Os cı´rculos no eixo x representam os dados de treinamento e com base
neles e´ estimada a densidade pˆ(x). Para um ponto de teste A o valor de pˆ(x)
e´ maior, indicando similaridade com os dados do conjunto de treinamento, ja´ o
ponto B e´ de uma regia˜o com menor valor de pˆ(x) e, enta˜o, e´ considerado uma
novidade para a rede.
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Na VInet, a densidade e´ calculada atrave´s de Janela de Parzen, encon-
trando uma densidade local para cada unidade escondida e depois combinando
todas elas para determinar a densidade final. Um problema dessa abordagem
e´ que nem sempre o nu´mero o´timo de unidades necessa´rias para calcular a
densidade e´ o mesmo nu´mero o´timo de unidades escondidas necessa´rias para
aproximac¸a˜o da rede. Ainda mais porque o resultado da Janela de Parzen me-
lhora quando todos os pontos sa˜o usados para a estimac¸a˜o.
Para ilustrar esse problema, a figura 2.12 mostra o histograma de 310
dados de treinamento contidos no intervalo [−1, 1] gerados com a equac¸a˜o 2.11.
Os dados esta˜o divididos em 3 regio˜es distintas, com densidade maior a medida
que o valor no eixo x aumenta. Duas redes foram criadas e treinadas com esse
mesmo conjunto, uma delas com 4 neuroˆnios na camada escondida e outra uti-
lizando 310 neuroˆnios, onde cada dado do conjunto de treinamento era o centro
de uma unidade escondida. A Figura 2.13 mostra a densidade calculada com
a rede de 310 unidades escondidas e a 2.14 mostra a densidade calculada pela
rede com menos unidades. Percebe-se que a rede com mais unidades obteve um
resultado muito mais pro´ximo ao histograma, enquanto que a densidade da rede
com menos unidades ficou bastante prejudicada. Por outro lado, a Figura 2.15
mostra como ficou a aproximac¸a˜o da rede que utilizava 310 unidades e a Figura
2.16 mostra a aproximac¸a˜o para a rede que possuı´a apenas 4 unidades. A rede
com menos unidades consegue aproximar melhor a func¸a˜o enquanto que a rede
com mais unidades acaba sofrendo de overfitting e aprendendo o ruı´do.
Outra desvantagem do ca´lculo da densidade na VInet e´ que para dados
com muitas dimenso˜es, o valor da densidade fica muito pequeno, devido ao ex-
poente no denominador na equac¸a˜o 2.13, a ponto de resultar em problemas de
arredondamento e tenderem a zero (WEDDING; CIOS, 1997). Wedding et al.
mostra va´rios exemplos da utilizac¸a˜o da VInet em problemas de dimensiona-
lidade alta, em um deles utiliza um banco de dados de um problema real de
classificac¸a˜o com 208 entradas de 60 dimenso˜es. Nesse exemplo o denominador
na equac¸a˜o 2.13 ficou na ordem de 1019 e os valores do ph foram arredondados
para 0, resultando numa densidade final p(x) tambe´m 0. Isso significa que na˜o
tem como determinar quando os resultados esta˜o ou na˜o extrapolando, perdendo
o sentido na utilizac¸a˜o desta medida de confianc¸a.
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Figura 2.12: Histograma dos dados de treinamento de dados na˜o uniformes.
Figura 2.13: Densidade calculada pela rede com 310 unidades escondidas.
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Figura 2.14: Densidade calculada pela rede com 4 unidades escondidas.
Figura 2.15: Sa´ıda da rede quando utiliza-se 310 unidades escondidas.
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Figura 2.16: Sa´ıda da rede quando utiliza-se 4 unidades escondidas.
3 PROPOSTA PARA EXTENSA˜O DO MODELO VINET
No capı´tulo anterior foram apresentadas limitac¸o˜es nas medidas de confianc¸a
da VInet, como:
• O intervalo de predic¸a˜o na˜o reflete a densidade dos dados e na˜o garante o
PCIP desejado.
• A mesma rede otimizada para realizar uma boa aproximac¸a˜o na˜o garante
um resultado realı´stico de densidade.
• Utilizar Janelas de Parzen pode causar problemas de arredondamento em
dados com muitas dimenso˜es.
A soluc¸a˜o proposta utiliza um modelo neural bem conhecido, descrito
neste capı´tulo, para calcular a densidade, sem levar em conta as limitac¸o˜es de
usar Janelas de Parzen. Ale´m disso, o ca´lculo do IP foi alterado para incorporar
a densidade e obter um PCIP mais pro´ximo do esperado.
3.1 CALCULANDO DENSIDADE COM SOM
Mapas auto-organiza´veis sa˜o uma classe especial de redes neurais onde
os neuroˆnios sa˜o organizados em uma grade uni- ou bidimensional. Essa grade
passa um processo de aprendizagem competitiva, onde os neuroˆnios competem
para serem ativados e os que ganham a competic¸a˜o sa˜o chamados de neuroˆnios
vencedores. Apo´s o treinamento, a grade passa a se tornar seletivamente sinto-
nizada a va´rios padro˜es de entrada (KOHONEN, 1990). Uma propriedade resul-
tante desse processo de aprendizagem e´ a formac¸a˜o de um mapa topogra´fico dos
dados de treinamento nos quais as coordenadas dos neuroˆnios da grade refletem
caracterı´sticas intrı´nsecas dos dados (HAYKIN, 1998). Devido a essa propri-
edade, as redes SOM sa˜o largamente empregadas em problemas de ana´lise de
agrupamentos e visualizac¸a˜o de dados multivariados.
Para descrever o processo de aprendizagem da rede SOM, considere X
o espac¸o contı´nuo de dados de entrada onde se conhece um conjunto finito de
amostras, ou dados de treinamento, formado por vetores x ∈ X com dimensa˜o
Q tal que x = [x1, x2, ..., xq]. A topologia do espac¸o de saı´da A e´ formado
por um arranjo geome´trico de neuroˆnios i ∈ A, enta˜o o mapeamento do espac¸o
de entrada X para o espac¸o de saı´da A e´ realizado atrave´s da transformac¸a˜o
na˜o-linear:
Φ : X → A (3.1)
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Figura 3.1: Elementos ba´sicos de uma rede SOM, os l neuroˆnios da grade esta˜o
dispostos em um formato retangular, no instante n, um padra˜o x e´ apresentado a
rede e dentre todos os neuroˆnios e´ escolhido o vencedor v. A vizinhanc¸a e´ definida
por hvi centrada no vencedor e apenas esses neuroˆnios possuem suas conexo˜es
ajustadas de forma que se aproximem do padra˜o de entrada.
Cada neuroˆnio na grade possui um vetor de pesos sina´pticos com a mesma
dimensa˜o dos dados de entrada, representado por wi = [wi1, ei2, ..., wiq] onde i
e´ ı´ndice do neuroˆnio da grade formada por um total de l neuroˆnios. Os neuroˆnios
do mapa esta˜o organizados espacialmente em uma configurac¸a˜o geralmente re-
tangular ou hexagonal e a saı´da da rede e´ o ı´ndice do vencedor. A Figura 3.1
mostra um exemplo de uma rede SOM com uma grade formada por 16 neuroˆnios
em configurac¸a˜o retangular e com uma entrada de tamanho 2.
O algoritmo de treinamento e formac¸a˜o do mapa e´ na˜o-supervisionado
e auto-organizado. O primeiro passo consiste em atribuir valores pequenos aos
pesos sina´pticos da grade, dessa forma nenhuma organizac¸a˜o pre´via e´ imposta
a` rede. Apo´s essa inicializac¸a˜o, o treinamento ocorre em 3 processos distintos:
cooperac¸a˜o, competic¸a˜o e adaptac¸a˜o. Os passos do algoritmo sa˜o resumidos nas
operac¸o˜es abaixo:
• Amostragem: retire uma amostra x para ser aplicada a` grade.
• Casamento por similaridade: encontre o neuroˆnio vencedor i(x) na iterac¸a˜o
n usando o crite´rio de mı´nima distaˆncia euclidiana: i(x) = argminj ||x(n)−
wj ||, j = 1, 2, ..., l
• Atualizac¸a˜o: Ajuste os vetores de peso sina´ptico de todos os neuroˆnios
usando a formula wj(n + 1) = wj(n) + η(n)hj,i(x)(n)(x(n) − wj(n))
onde η(n) e´ a taxa de aprendizagem e hj,i(x)(n) e´ a func¸a˜o de vizinhanc¸a
do vencedor i(x). Ambos paraˆmetros variam dinamicamente durante a
aprendizagem.
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Figura 3.2: Posic¸a˜o dos pesos dos neuroˆnios de uma SOM treinada com dados
na˜o uniformemente distribu´ıdos. Os neuroˆnios sa˜o representados pelos c´ırculos e
os pontos de treinamento pelos caractere x.
• Continuac¸a˜o: Continue com o primeiro passo ate´ que na˜o sejam observa-
das modificac¸o˜es significativas no mapa.
Mais informac¸o˜es sobre as propriedades e processo de aprendizagem das redes
SOM pode ser obtido em (HAYKIN, 1998).
Uma caracterı´stica importante da SOM e´ o casamento de densidade. O
mapa de caracterı´sticas reflete as variac¸o˜es da distribuic¸a˜o de entrada: regio˜es
do espac¸o de entrada X de onde os vetores de treinamento x sa˜o retirados com
maior frequeˆncia sa˜o mapeados para domı´nios maiores do espac¸o de saı´da A.
Por outro lado, as regio˜es em X das quais sa˜o retirados vetores x com baixa pro-
babilidade de ocorreˆncia, sera˜o representados por regio˜es menores do espac¸o de
saı´da de A.(HAYKIN, 1998), (HOLMSTROM; HAMALAINEN, 1993), (LUT-
TRELL, 1991) , (RITTER, 1991).
A Figura 3.2 ilustra essa caracterı´stica da SOM, para um mapa unidimen-
sional com 10 neuroˆnios. Existem 10 vezes mais pontos de treinamento na regia˜o
[0.3, 1] do que no resto, enta˜o os pesos neuroˆnios tenderam a se concentrar mais
nesse local, por outro lado todo resto do espac¸o de entrada ficou representado
por apenas dois neuroˆnios.
Considerando essa caracterı´stica intrı´nseca do casamento de densidade
da SOM, considerou-se que ela seria adequada para calcular a densidade para
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problemas de alta dimensionalidade. Uma das maneiras de estimar a densidade
utilizando a SOM e´ utilizando o conceito de mistura de modelos, que representa
a distribuic¸a˜o por meio de uma combinac¸a˜o linear de algumas func¸o˜es de kernel
(BISHOP, 1995).





ondem e´ o nu´mero de neuroˆnios da SOM, P (j) sa˜o os pesos da mistura e podem
ser interpretados como a probabilidade a priori do dado pertencer a ce´lula do di-
agrama de Vorono´i correspondente ao neuroˆnio j e p(x|j) representa a densidade
condicional do vetor desejado x para o j-e´simo kernel.
As probabilidades P (j) devem satisfazer as condic¸o˜es
m∑
j=1
P (j) = 1 (3.3)
0 ≤ P (j) ≤ 1 (3.4)
Similarmente, as probabilidades p(x|j) devem ser normalizadas para ga-
rantir que ∫
p(x|j)dx = 1 (3.5)
Para as func¸o˜es de kernel, uma escolha comum e´ a gaussiana, onde o
centro e´ o peso do neuroˆnio e o raio e´ o campo de ativac¸a˜o desse neuroˆnio.
A versa˜o completa do algoritmo e´:
• Treine a SOM e utilize os pesos de cada neuroˆnio do mapa como os centros
da func¸o˜es de kernel.
• Calcule as probabilidades P (j) = NjN onde Nj e´ o nu´mero de dados que
caem na ce´lula do diagrama de Vorono´i de cada neuroˆnio j.
• Calcule os raios de cada func¸a˜o de kernel.
Para encontrar o valor dos raios, uma maneira e´ usar a distaˆncia euclidi-
ana do centro de um neuroˆnio j para os k-e´simos centros mais pro´ximos (TER-
RELL; SCOTT, 1992).
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3.2 COMBINANDO DENSIDADE COM INTERVALO DE PREDIC¸A˜O
A distribuic¸a˜o dos dados de treinamento exerce uma forte influeˆncia na
confiabilidade da predic¸a˜o do modelo (SHAO et al., 1997). A confianc¸a na
predic¸a˜o da rede e´ maior em regio˜es onde existem maior quantidade de dados
de treinamento, ou seja o IP deveria ser mais estreito. Por outro lado a predic¸a˜o
deve ser menos confia´vel nos locais onde os dados de treinamento sa˜o escassos
e consequentemente o IP deve ser mais largo.
Uma sugesta˜o dada por Shao et al. (1997) e´ alterar a fo´rmula do IP para
uma dada entrada x para adicionar a influeˆncia da densidade no IP:
ao + IPβ (3.6)
onde ao e´ a saı´da da rede, IP e´ o intervalo de predic¸a˜o e β e´ o coeficiente na




onde a e b sa˜o constantes desconhecidas e p(x) e´ a densidade calculada pela
SOM para um ponto x. Atrave´s de resultados de simulac¸o˜es Shao et al. afirmam
que o IP e´ duas vezes maior em regio˜es onde os dados na˜o esta˜o disponı´veis,
enta˜o β ' 2 quando p(x) = 0. Por outro lado, nas regio˜es onde p(x) atinge o
valor ma´ximo pmax , a densidade e´ suficientemente densa e o IP deve ser igual
ao seu valor normal, enta˜o:
β = a
b+ p(x) = 1 (3.8)






Dessa forma, regio˜es com densidade pro´xima a zero va˜o ter o IP com o
dobro do tamanho que um dado de uma regia˜o com densidade pro´xima a pmax.
4 TESTES E RESULTADOS
Neste capı´tulo sa˜o apresentados testes mostrando como se comporta o
intervalo de predic¸a˜o da VInet sob diversas configurac¸o˜es de densidade e ruı´do.
O primeiro conjunto de testes utiliza apenas dados artificiais controlados, o se-
gundo e´ um problema mais difı´cil e multidimensional e o terceiro e´ uma aplicac¸a˜o
real de caracterizac¸a˜o de reservato´rios de petro´leo. Ale´m de utilizar redes RBF,
a fim de comparac¸a˜o tambe´m sera´ avaliado o IP calculado pelas redes MLPs.
O objetivo desses testes sa˜o:
• Demonstrar a influeˆncia de diferentes configurac¸o˜es de ruı´do e densidade
no IP.
• Mostrar que a inclusa˜o da densidade no IP discutida no capı´tulo anterior
fornece IPs que refletem melhor a incerteza na aproximac¸a˜o.
Primeiramente e´ discutida a metodologia empregada nos experimentos e,
em seguida, os testes e a ana´lise dos resultados.
4.1 METODOLOGIA
Em uma tarefa real, geralmente interessa apenas a previsa˜o da saı´da.
Neste trabalho, o objetivo e´ avaliar a performance dos intervalos de predic¸a˜o,
comparando a probabilidade de cobertura (PCIP) observado com o nı´vel de
confianc¸a do intervalo criado. Uma maneira de calcular o PCIP observado e´
encontrar a porcentagem de pontos de teste que caem dentro dos intervalos de
predic¸a˜o (PAPADOPOULOS; EDWARDS, 2001), (DONALDSON; SCHNA-
BEL, 1987), (HWANG; DING, 1997) , (SHRESTHA; SOLOMATINE, 2006).
Para cada experimento foram separados dois conjuntos de dados, um de
treinamento e um de testes. Foram criadas 100 instaˆncias de redes e, depois,
calculado o PCIP me´dio, para que a variac¸a˜o nos pesos na˜o influenciem signifi-
cativamente na avaliac¸a˜o dos me´todos. Cada uma foi treinada com os mesmos
paraˆmetros (taxa de aprendizagem e nu´mero de unidades escondidas) e, depois,
para cada rede foi apresentado o conjunto de testes, calculado o IP e, enta˜o,
estimado o PCIP para todo o conjunto.
Ale´m de testes comparativos entre a VInet e as mudanc¸as propostas neste
trabalho, tambe´m foi avaliado o desempenho das redes MLP, cuja descric¸a˜o da
metodologia para estimac¸a˜o do IP pode ser encontrada em (CHRYSSOLOURIS;
LEE; RAMSEY, 1996) e o Me´todo Delta Estendido (MDE) (NEVES; ROISEN-
BERG; NETO, 2009), que incorpora uma ideia semelhante a da VInet nas re-
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des MLP: a variaˆncia dos ruı´dos e´ calculada para diferentes regio˜es do espac¸o
de entrada, garantindo assim, ao contra´rio da MLP, um IP que reflete possı´veis
variac¸o˜es do ruı´do nos dados. Mais informac¸o˜es sobre o MDE podem ser encon-
tradas em (NEVES, 2009).
Apenas para facilitar a exibic¸a˜o dos resultados nas tabelas, a VInet como
apresentada no artigo original foi chamada de S-VInet (Standard VInet), a VInet
com densidade incorporada no IP e´ chamada de E-VInet (Extended VInet), a
MLP de S-MLP (Standard MLP) e o MDE de E-MLP(Extended MLP).
4.2 EXPERIMENTO 1
Para esse primeiro teste a equac¸a˜o 2.11 foi usada para criar diferentes
conjuntos de dados. Os dados foram gerados com os valores de entrada x per-
tencente ao intervalo [−1, 1], mas com diferentes configurac¸o˜es de ruı´do e den-
sidade:
• Conjuntos 1 e 2 possuem treˆs regio˜es com diferentes nı´veis de ruı´do. Para
−1 ≤ x < −0.3σv = 0.05. Para −0.3 ≤ x < 0.3σv = 0.1. Para
0.3 ≤ x ≤ 1σv = 0.4. Conjunto 1 possui 100 pontos de treinamento e o
Conjunto 2 possui 1000 pontos.
• Conjuntos 3 e 4 possuem a mesma distribuic¸a˜o de ruı´do que os Conjuntos
1 e 2, e uma correlac¸a˜o positiva entre o ruı´do e a densidade, ou seja, as
regio˜es com mais ruı´do sa˜o as que possuem mais dados.
• Conjuntos 5 e 6 possuem a mesma distribuic¸a˜o de ruı´do que os Conjuntos
1 e 2, e uma correlac¸a˜o negativa entre ruı´do e densidade. As regio˜es com
mais ruı´do sa˜o as com menor densidade.
• Conjunto 7 possui uma distribuic¸a˜o na˜o uniforme da densidade mas o ruı´do
v possui um desvio padra˜o de σv = 0.1
Todos os conjuntos esta˜o resumidos na Tabela 4.1 e Tabela 4.2.
O conjunto de testes foi criado com 1000 pontos, gerados com a mesma
equac¸a˜o e configurac¸a˜o de ruı´do, pore´m com densidade uniforme. Todas as redes
foram criadas com 5 unidades escondidas e os intervalos de predic¸a˜o calculados
para 95% de confianc¸a. A SOM utilizada para calcular a densidade na E-VInet
possuı´a 10 neuroˆnios.
A Tabela 4.3 apresenta o PCIP me´dio para todos os testes. Um mau
caso para a S-MLP foi o Conjunto 1 e 2 onde existem diferentes nı´veis de ruı´do
para diferentes regio˜es do espac¸o de entrada, por outro lado S-VInet e E-VInet
obtiveram resultados melhores devido a abordagem de aproximac¸a˜o local que os
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Tabela 4.1: Resumo da densidade e ru´ıdo nos dados usados no primeiro teste. A
variac¸a˜o da densidade significa como o conjunto de treinamento esta´ distribu´ıdo
em cada um dos treˆs intervalos do espac¸o de entrada. A frac¸a˜o e´ a raza˜o dos
dados que pertence a cada intervalo.
Conjunto Ru´ıdo σv Densidade
1
−1 ≤ x < −0.3, σv = 0.05
−0.3 ≤ x < 0.3, σv = 0.1
0.3 ≤ x ≤ 1, σv = 0.4
uniforme
2
−1 ≤ x < −0.3, σv = 0.05
−0.3 ≤ x < 0.3, σv = 0.1
0.3 ≤ x ≤ 1, σv = 0.4
uniforme
3
−1 ≤ x < −0.3, σv = 0.05
−0.3 ≤ x < 0.3, σv = 0.1
0.3 ≤ x ≤ 1, σv = 0.4
−1 ≤ x < −0.3, ρ = 1/6
−0.3 ≤ x < 0.3, ρ = 2/6
0.3 ≤ x ≤ 1, ρ = 3/6
4
−1 ≤ x < −0.3, σv = 0.05
−0.3 ≤ x < 0.3, σv = 0.1
0.3 ≤ x ≤ 1, σv = 0.4
−1 ≤ x < −0.3, ρ = 1/6
−0.3 ≤ x < 0.3, ρ = 2/6
0.3 ≤ x ≤ 1, ρ = 3/6
5
−1 ≤ x < −0.3, σv = 0.05
−0.3 ≤ x < 0.3, σv = 0.1
0.3 ≤ x ≤ 1, σv = 0.4
−1 ≤ x < −0.3, ρ = 3/6
−0.3 ≤ x < 0.3, ρ = 2/6
0.3 ≤ x ≤ 1, ρ = 1/6
6
−1 ≤ x < −0.3, σv = 0.05
−0.3 ≤ x < 0.3, σv = 0.1
0.3 ≤ x ≤ 1, σv = 0.4
−1 ≤ x < −0.3, ρ = 3/6
−0.3 ≤ x < 0.3, ρ = 2/6
0.3 ≤ x ≤ 1, ρ = 1/6
7 0.1
−1 ≤ x < −0.3, ρ = 7/10
−0.3 ≤ x < 0.3, ρ = 2/10
0.3 ≤ x ≤ 1, ρ = 1/10
Tabela 4.2: Nu´mero de dados de treinamento em cada conjunto.









Tabela 4.3: PCIP para cada conjunto de treinamento.
Conjunto S-VInet E-VInet S-MLP E-MLP
1 96.703 97.419 88.417 97.067
2 96.199 96.308 90.874 96.096
3 96.001 97.043 95.368 98.794
4 95.568 96.200 93.235 95.549
5 87.326 94.370 86.232 98.911
6 93.100 96.206 87.388 94.492
7 89.100 97.712 89.920 96.068
tornam mais sensı´veis a`s variac¸o˜es de ruı´do. Os Conjuntos 3 e 4 sa˜o casos fa´ceis
para todas as redes, pois apresentam mais dados nos locais onde existem mais
ruı´do. Conjuntos 5 e 6 sa˜o casos difı´ceis para a S-VInet, mas a E-VInet fornece
um PCIP melhor porque incorpora a incerteza das regio˜es de baixa densidade.
E´ importante notar que o aumento no nu´mero de pontos de treinamento faz o
PCIP da E-MLP melhorar em todos os casos. O Conjunto 7 mostra como o
IP se comporta com dados com ruı´do constante e densidade varia´vel no espac¸o
de entrada, ambas S-VInet e S-MLP obtiveram resultados semelhantes, mas a
E-VInet e E-MLP deram resultados melhores.
A Figura 4.1 mostra o IP para o Conjunto 1. S-VInet e E-VInet obtiveram
resultados parecidos mas uma diferenc¸a visı´vel existe entre a S-MLP e E-MLP.
Enquanto a S-MLP na˜o consegue refletir as variac¸o˜es de ruı´do, a E-MLP se
comporta como a VInet e fornece um IP mais estreito pro´ximo de -1 e mais
largo pro´ximo de +1, devido ao aumento do ruı´do nos dados de treinamento.
A Figura 4.2 mostra os resultados para o Conjunto 5. Esse e´ um teste
difı´cil para todas as redes, porque a densidade e´ mais baixa onde existe mais
ruı´do e a rede na˜o consegue uma boa aproximac¸a˜o. A E-VInet calcula o IP
melhor porque e´ mais sensı´vel as variac¸o˜es de densidade, E-MLP obteve um
PCIP razoa´vel mas claramente superestimou o IP para a regia˜o pro´xima de +1.
A Figura 4.3 mostra o IP para o Conjunto 7, onde o ruı´do e´ constante e
a densidade varia´vel. Novamente o IP da S-MLP ficou constante e na˜o reflete
a variac¸a˜o da densidade, enquanto que o da E-VInet e E-MLP apresenta um IP
mais condizente com a variac¸a˜o da densidade, embora parec¸a mais suave com a
E-VInet.
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Figura 4.1: IP para o Conjunto 1, dados de treinamento com 3 regio˜es com ru´ıdo
diferente.
Figura 4.2: IP para o o Conjunto 5, dados de treinamento com diferentes n´ıveis
de ru´ıdo e densidade, a regia˜o com mais ru´ıdo possui menor densidade.
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Figura 4.3: IP para o Conjunto 7, ru´ıdo constante mas regio˜es com densidade
diferente.
4.3 EXPERIMENTO 2
Um segundo exemplo foi feito para comparar as metodologias apresen-
tadas em um espac¸o de entrada multidimensional. Esse e´ um problema real,
retirado da base de dados Proben1 (PRECHELT; INFORMATIK, 1994), e tem
como caracterı´stica ser um problema de mu´ltiplas entradas, mas uma u´nica saı´da
de previsa˜o de consumo de energia em uma construc¸a˜o e baseado em 14 varia´veis
de entrada. A base de dados completa tem 4208 padro˜es. Todas as 100 redes VI-
net possuem 40 neuroˆnios na camada escondida e a rede SOM foi criada com
uma grade de 10 por 10 neuroˆnios. As MLPs foram criadas com 10 neuroˆnios
na camada escondida.
Treˆs testes foram desenvolvidos: o primeiro com 50% dos dados fo-
ram aleatoriamente selecionados para treinamento e o restante para testes; no
segundo 25% dos dados foram utilizados para treinamento e os outros 75%
para testes; no terceiro foi utilizada a mesma configurac¸a˜o do segundo teste mas
removendo-se dados especificamente de dois agrupamentos, criando assim a´reas
de densidade bem baixa.
Os resultados esta˜o na Tabela 4.4. Pode-se perceber que no primeiro teste
todas as abordagens apresentaram resultados semelhantes, embora a E-VInet su-
perestimou um pouco, por incorporar no IP a informac¸a˜o da densidade. O se-
gundo teste mostra que a estrate´gia de aproximac¸a˜o local empregada pela VInet
apresenta resultados melhores quando se possui menos dados. O PCIP mudou
pouco do primeiro para o segundo teste com as VInets, mas causou um forte im-
pacto nas MLPs. Isso ocorre porque algumas regio˜es com baixa densidade foram
criadas e o IP da MLP na˜o consegue identificar a distribuic¸a˜o dos pontos. No
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Tabela 4.4: PCIP para o segundo experimento, o primeiro teste possui 2104
pontos escolhidos aleatoriamente, o segundo teste possui 1052 pontos tambe´m
escolhidos aleatoriamente e o terceiro possui 740 pontos.
S-VInet E-VInet S-MLP E-MLP
1o Teste 95.501 97.288 90.522 92.035
2o Teste 92.046 98.179 76.086 75.520
3o Teste 75.687 90.234 67.853 69.496
terceiro teste, como alguns agrupamentos foram removidos, deixando algumas
regio˜es do espac¸o de entrada sem dados. A S-VInet obteve bem menos de 95%
no PCIP por na˜o incorporar a informac¸a˜o da densidade. As MLPs tambe´m obti-
veram resultados ruins pelo mesmo motivo do segundo teste, o ca´lculo do IP na˜o
incorpora as incertezas em relac¸a˜o a baixa densidade dos dados de treinamento.
4.4 EXPERIMENTO 3
O terceiro experimento e´ um problema geofı´sico que envolve a aplicac¸a˜o
de redes neurais para caracterizac¸a˜o de reservato´rios. Nesse tipo de aplicac¸a˜o,
os especialistas da a´rea teˆm que enfrentar a seguinte situac¸a˜o: existem alguns
poc¸os explorato´rios perfurados em coordenadas especı´ficas de uma regia˜o de
prospecc¸a˜o. Atrave´s dos logs dos poc¸os e´ possı´vel obter os valores de atributos
sı´smicos e propriedades petrofı´sicas ao longo da perfurac¸a˜o. Esses registros for-
mam o conjunto de treinamento para uma rede neural. Posteriormente, atributos
sı´smicos extraı´dos a partir de outros dados sı´smicos sa˜o usados como entrada
para estimar propriedades petrofı´sicas em torno de um reservato´rio. Ana´lise de
incerteza e estimac¸a˜o de intervalos de confianc¸a desempenham um papel crı´tico
na indu´stria de petro´leo e explorac¸a˜o de ga´s e pode ate´ mesmo determinar a via-
bilidade financeira da explorac¸a˜o de um reservato´rio. Um intervalo de confianc¸a
grande em alguma regia˜o avaliada pode indicar a extrapolac¸a˜o, dados de trei-
namento esparsos ou mesmo alta quantidade de ruı´do nos dados, indicando que
mais poc¸os devem ser perfurados naquelas coordenadas ou que os me´todos de
aquisic¸a˜o de dados devem ser revistos.
Neste trabalho utilizou-se como atributo de entrada para a rede neural
a variac¸a˜o da impedaˆncia de onda compressional, ou seja, a variac¸a˜o da im-
pedaˆncia ao longo de um determinado intervalo de tempo, chamado de delta
impedaˆncia-P. Tem-se a intenc¸a˜o de correlaciona´-la com a variac¸a˜o da saturac¸a˜o
de a´gua do reservato´rio como propriedade petrofı´sica desejada. Impedaˆncia-
P e´ a propriedade fı´sica do que representa a resisteˆncia de uma rocha para a
propagac¸a˜o de uma onda compressional (NEVES; ROISENBERG; NETO, 2009),
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Figura 4.4: Sa´ıda desejada no problema de caracterizac¸a˜o de reservato´rio.
Tabela 4.5: PCIP para o problema de caracterizac¸a˜o de reservato´rios, o conjunto
de treinamento possui 748 pontos e o de teste possui 4806.
S-VInet E-VInet S-MLP E-MLP
Experimento 3 91.548 95.963 89.825 93.695
que pode ser definido como o produto entre a velocidade da onda compressional
e densidade da rocha. A saturac¸a˜o de a´gua e´ uma propriedade petrofı´sica que
indica o volume de a´gua contida nos poros da rocha e sua variac¸a˜o ao longo de
um determinado perı´odo de tempo, e´ a propriedade do reservato´rio a ser carac-
terizada. A Figura 4.4 mostra a saı´da desejada desse experimento.
Neste experimento foi utilizado um conjunto de dados de 10 logs de
poc¸os localizados em uma regia˜o modelada na Bacia de Santos e uma sec¸a˜o
sı´smica para realizar a caracterizac¸a˜o de uma parte do reservato´rio. A sec¸a˜o
sı´smica corresponde a uma fatia retirada de um volume sı´smico, que conte´m
dados sobre os atributos sı´smicos e propriedades petrofı´sicas, organizada para
fornecer uma representac¸a˜o espacial da regia˜o de interesse.
Um total de 100 redes de cada modelo foram treinados os dados de trei-
namento. As MLPs e VInets foram criados com treˆs neuroˆnios na camada es-
condida. AFigura 4.5 mostra os dados de treinamento e podemos ver treˆs regio˜es
com diferentes nı´veis de ruı´do.
O PCIP para a S-MLP ficou abaixo do desejado por na˜o identificar a
variac¸a˜o do ruı´do, entretanto a E-MLP calcula IPs mais largo onde o ruı´do e a
incerteza sa˜o maiores. Como pode ser visto na Figura 4.6 o IP da S-MLP foi
quase constante no intervalo entre [−1, 1] onde esta˜o os dados de treinamento e
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Figura 4.5: Conjunto de treinamento no problema de caracterizac¸a˜o de reser-
vato´rio. Os c´ırculos mostram as regio˜es com diferentes n´ıveis de ru´ıdo.
Figura 4.6: IP para o problema de caracterizac¸a˜o de reservato´rios.
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Figura 4.7: IP da E-VInet exibindo como uma sec¸a˜o vertical.
ficou mais largo nas regio˜es de extrapolac¸a˜o menor que −1 e maior que 1, por
outro lado a E-MLP percebeu que os dados no intervalo [−1, 1] na˜o possuem
ruı´do constante. O IP da E-VInet mostra um comportamento curioso, a densi-
dade dos dados de treinamento na regia˜o ao redor de−0.4 e´ alta, enta˜o o IP ficou
estreito nessa regia˜o. VInets foram menos sensı´veis ao ruı´do na regia˜o [−1, 1]
e o IP aumentou um pouco. Uma clara desvantagem da VInet e´ que seu IP na˜o
percebeu as regio˜es de extrapolac¸a˜o.
Figura 4.7 mostra o IP da E-VInet como uma fatia vertical do reser-
vato´rio. As regio˜es onde o IP e´ maior sa˜o regio˜es de extrapolac¸a˜o na Figura
4.6. Isso e´ um bom indicativo sobre a incerteza da rede e pode significar que
e´ necessa´rio obter mais dados de treinamento nessa regia˜o para se obter mais
confianc¸a na saı´da da rede.
5 CONCLUSO˜ES
Este trabalho analisou o comportamento do intervalo de predic¸a˜o da VI-
net sob diferentes configurac¸o˜es de ruı´do e densidade, que na˜o foram testadas
no trabalho original de Leonard et al. (LEONARD; KRAMER; UNGAR, 1992),
como por exemplo as diversas configurac¸o˜es do Experimento 1 do Capı´tulo de
Testes e Resultados. Outros trabalhos que compararam as medidas de confianc¸a
de redes neurais tambe´m na˜o chegaram a comparar o desempenho da rede com
va´rios conjuntos de teste (YANG et al., 1991).
Foram propostas mudanc¸as para corrigir as deficieˆncias que o modelo
exibiu em relac¸a˜o ao ca´lculo da densidade da VInet, que ale´m de poder cau-
sar problemas de arredondamento em dados multidimensionais, tambe´m na˜o e´
otimizado para estimar a densidade e sim para a aproximac¸a˜o de func¸a˜o. A
incorporac¸a˜o da densidade no IP tambe´m se mostrou u´til para torna´-lo mais
pro´ximo do desejado e ajuda a refletir melhor a incerteza existente no conjunto
de treinamento, como Yang et. al (YANG et al., 1991) notou, o IP VInet por
si so´ na˜o consegue capturar as variac¸o˜es da densidade (RODRIGUES-NETO;
ROISENBERG; SCHWEDERSKY-NETO, 2009), (RODRIGUES-NETO; ROI-
SENBERG; SCHWEDERSKY-NETO, 2010).
Por fim, as modificac¸o˜es posposta foram comparadas em testes de pro-
blemas reais e artificiais, tanto com a VInet como com redes MLPs, que tambe´m
apresentam te´cnicas para estimar medidas de confianc¸a na saı´da. As diferenc¸as
intrı´nsecas entre a MLP e a RBF, devido a abordagem de aproximac¸a˜o global da
MLP e local na RBF resulta em caracterı´sticas diferentes no ca´lculo do IP. Por
exemplo, a proposta para o ca´lculo do IP para a MLP de Chryssolouris et. al
(CHRYSSOLOURIS; LEE; RAMSEY, 1996) na˜o consegue capturar a variac¸a˜o
do ruı´do no espac¸o de entrada, o que pode prejudicar a utilizac¸a˜o da rede em
problemas reais, como no Experimento 3, que os dados reais do problema de
caracterizac¸a˜o de reservato´rios exibem treˆs regio˜es distintas de ruı´do.
5.1 LIMITAC¸O˜ES E TRABALHOS FUTUROS
Um dos problemas enfrentados nesse trabalho foi como utilizar uma boa
me´trica para avaliar o IP, a maioria dos trabalhos relacionados avalia apenas o
PCIP (PAPADOPOULOS; EDWARDS, 2001), (DONALDSON; SCHNABEL,
1987), (HWANG; DING, 1997) , (SHRESTHA; SOLOMATINE, 2006), mas o
formato do IP tambe´m pode ser relevante para o problema.
Outra limitac¸a˜o esta´ na equac¸a˜o que adiciona a densidade no IP, foi es-
timado que nas regio˜es de densidade mais baixa o IP deve ser o dobro do que
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e´ calculado normalmente, mas essa heurı´stica pode na˜o ser verdadeira para to-
dos os problemas. Uma maneira de determinar automaticamente a influeˆncia da
densidade no IP poderia ser interessante para resolver esse problema.
Para pesquisas futuras, seria de grande interesse usar a rede SOM para
estimar o IP, ale´m da densidade. Alguns trabalhos usam redes neurais para cal-
cular empiricamente o IP (SHRESTHA; SOLOMATINE, 2006), (CHINNAM;
BARUAH, 2007), utilizando como entrada os resı´duos da fase de treinamento.
Essa informac¸a˜o poderia ser adicionada junto a` densidade estimada pela SOM.
Tambe´m e´ interessante a discussa˜o sobre as causas de problemas de
aprendizagem das redes neurais. Neste trabalho as causas dos problemas de
aprendizagem foram abordados como um problema de engenharia e identificado
como principais causas o ruı´do e a baixa densidade de exemplos de treinamento,
pore´m outras a´reas de conhecimento podem ter abordagens diferentes para pro-
blemas de aprendizagem.
Em relac¸a˜o a SOM, alguns trabalhos otimizam a rede para melhorar o ca-
samento da densidade, como por exemplo o algoritmo de conscieˆncia que pune
os neuroˆnios que mais vencem e possibilita que outros neuroˆnios que nunca ven-
ceram a competic¸a˜o possam vencer tambe´m (DESIENO, 1988). Existem va´rias
outras modificac¸o˜es nas redes SOM que podem trazer resultados melhores para
densidade (HULLE; LEUVEN, 1998), e´ interessante um estudo comparativo en-
tre as vantagens e desvantagens dessas te´cnicas.
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