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Abstract
One of the most common statistical goals is to estimate a population parameter and
quantify uncertainty by constructing a confidence interval. However, the field of
differential privacy lacks easy-to-use and general methods for doing so. We partially
fill this gap by developing two broadly applicable methods for private confidence-
interval construction. The first is based on asymptotics: for two widely used model
classes, exponential families and linear regression, a simple private estimator has
the same asymptotic normal distribution as the corresponding non-private estimator,
so confidence intervals can be constructed using quantiles of the normal distribution.
These are computationally cheap and accurate for large data sets, but do not have
good coverage for small data sets. The second approach is based on the parametric
bootstrap. It applies “out of the box” to a wide class of private estimators and has
good coverage at small sample sizes, but with increased computational cost. Both
methods are based on post-processing the private estimator and do not consume
additional privacy budget.
1 Introduction
Differential privacy provides a rubric for drawing inferences from data sets without compromising
the privacy of individuals. A compelling use case is statistical inference, where the goal of reasoning
about population parameters is not directly at odds with protecting privacy of individuals. Indeed,
private estimators often converge to population parameters at rates similar to non-private ones [1–
4]. However, the goal of statistical inference is broader, and includes reasoning about uncertainty.
Together with estimation, confidence intervals and hypothesis tests form the statistical foundation of
much of modern scientific inquiry.
This paper is about privately constructing confidence intervals, i.e., intervals that contain the popula-
tion parameter with high probability. In the non-private case, several approximate methods apply to a
wide range of models and are commonly used in practice. These include methods based on asymptotic
normality of estimators and resampling approaches such as the bootstrap [5]. In the private case,
similarly easy-to-use and general methods are not available [6]. The situation is complicated by the
fact that differentially-private estimation procedures are necessarily randomized, which leads to a
distinct source of randomness (“privacy noise”) in addition to the random draw of a finite sample from
a population (“sampling noise”). Privacy mechanisms can be quite intricate, making reasoning about
privacy noise difficult. Most existing work has focused on canonical tasks such as (Gaussian) mean
estimation [7–11] or linear regression [12, 13] or on methods with finite sample guarantees [8, 9, 12].
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In this paper we outline two broad, practical approaches for private confidence intervals and contribute
to their development. The first is based on asymptotic normality of private estimators. We focus on
two widely used model classes: exponential families and linear regression. For these models, we
show that private estimators based on sufficient statistic perturbation (SSP) have the same asymptotic
normal distribution as the corresponding non-private estimator. This allows constructing confidence
intervals in the same way as in the non-private case, using (privately) observed Fisher information.
This method ignores the privacy noise, because it is negligible asymptotically. It is fast, and it is
accurate for very large data sets. However, unlike in the non-private case, it has poor coverage in
practice until data sets are fairly large, because the noise added for privacy is not yet negligible.
The second approach is based on the parametric bootstrap, which resamples data sets from an
estimated parametric model to approximate the distribution of the estimator. This method is simple,
can be used with essentially any private estimator, and cleanly reasons about both sampling noise and
privacy noise. The bootstrap is also partly based on asymptotic arguments, but in practice is widely
viewed as a remedy to problematic asymptotic assumptions that is more accurate at small sample
sizes [14, 15]. This method has a higher computational cost due to the need to resample data sets, but
has good coverage at small sample sizes.
Both methods are based on post-processing a private estimator, and typically consume no additional
privacy budget. For linear regression, a naive application of the parametric bootstrap does consume
additional privacy budget; we contribute a novel hybrid approach to avoid this. We believe the
result is the first easy-to-use method to simultaneously estimate regression coefficients and construct
confidence intervals with good coverage properties for linear regression.
Related work. Finding practical algorithms for differentially-private confidence intervals (CIs) has
been identified as an important open problem in differential privacy [6]. Most previous work focuses
on specific models or tasks such as mean estimation or linear regression [7–13]. Smith [2] showed that
a broad class private estimators based on subsample-and-aggregate [16] are asymptotically normal
but did not use this to construct confidence intervals. The topics of differentially-private hypothesis
testing [17–20] and Bayesian inference [4, 21–27] are also related, but specific considerations differ.
The confidence interval approach of Wang [28] applies to any model fit by empirical risk minimization
with objective or output perturbation and is similar to our asymptotic methods, but differs in that it
(1) applies to a different set of models, (2) requires regularization for privacy, (3) consumes privacy
budget to estimate Hessians, and (4) only reports performance on large data sets (n ≥ 30K). Evans
et al. [29] give a general-purpose procedure based on subsample-and-aggregate [16] with normal
approximations, but differs in that: (1) their requirement to use subsample-and-aggregate as the
privacy mechanism is restrictive, (2) it is unclear when their normal approximations are well justified,
and they report performance only for data sets of 10K or larger.
The work of Du et al. [11] on Gaussian mean estimation is closely related. Their “reference
distribution” is exactly the parameteric bootstrap applied to this particular model, for which they
show it gives correctly calibrated confidence intervals across a wide range of data sizes, privacy
settings, and underyling estimators, which is unique in the literature. Our work recognizes this
technique explicitly as the parametric bootstrap, applies it much more broadly, and elucidates some of
its theoretical underpinnings. Several papers [7, 28, 29] use resampling techniques that can be viewed
as a form of parametric bootstrap combined with a normal approximation of an underyling estimator.
Brawner and Honaker [10] use the non-parametric bootstrap in a privacy context to estimate standard
errors “for free” (at no additional cost beyond mean estimation) in some settings. As we will see, the
parametric bootstrap is more generally compatible with privacy.
We contribute a practical approach for linear regression CIs. Prior methods include [12, 13]. Com-
pared with ours: [12] is largely theoretical and we are not aware of an implementation, and [13] is not
paired with an estimator. A minor difference is that both assume normally distributed errors, while
we do not.
2 Background
Differential privacy is a formal definition to capture the notion that, to maintain privacy, the output of
an algorithm should remain nearly unchanged if the data of one individual changes. Say that two data
sets X and X ′ of size n are neighbors if they differ in exactly one data record.
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Definition 1 (Differential privacy, Dwork et al. 30). A randomized algorithmA satisfies -differential
privacy (-DP) if, for neighboring data sets X and X ′, and any subset O ⊆ Range(A),
Pr[A(X) ⊆ O] ≤ exp()Pr[A(X ′) ⊆ O].
One common way to achieve differential privacy is by injecting carefully calibrated noise onto the
statistics computed from the data. Let f be any function that maps data sets to Rd. The magnitude of
noise required to privatize the computation of f depends on its sensitivity.
Definition 2 (Sensitivity, Dwork et al. 30). The sensitivity of a function f is ∆f = maxX,X′ ‖f(X)−
f(X
′
)‖1, where X,X ′ are any two neighboring data sets.
When f is additive, it is straightforward to bound its sensitivity (proof in Appendix A):
Claim 1. Suppose X = (x1, . . . , xn) and f(X) =
∑n
i=1 g(xi) where g maps data points to
Rm. Let width(gj) = maxx gj(x) − minx gj(x) where x ranges over the data domain. Then
∆f ≤∑mj=1 width(gj), which is a constant independent of n.
Many algorithms satisfy differential privacy by using the Laplace mechanism.
Definition 3 (Laplace mechanism, Dwork et al. 30). Given a function f that maps data sets to Rm,
the Laplace mechanism outputs the random variable L(X) ∼ Lap(f(X),∆f/) from the Laplace
distribution, which has density Lap(z;u, b) = (2b)−m exp(−‖z − u‖1 /b). This corresponds to
adding zero-mean independent noise ui ∼ Lap(0,∆f/) to each component of f(X).
If A is -differentially-private, then any algorithm that takes as input only the output of A is also
-differentially-private. This is known as the post-processing property [31].
We focus on -differential privacy and the Laplace mechanism, but all of our methods are more
general. The methods based on asymptotic normality apply to any privacy mechanism that uses
additive noise, such as the Gaussian mechanism. The parametric bootstrap applies to any randomized
estimator and is compatible with any privacy definition that is robust to post-processing.
Parametric Statistical Inference. We consider the standard setup of parametric statistical inference,
in which a data set or sample x1:n = (x1, . . . , xn) is observed and each xi is assumed to be drawn
independently from a distribution Pθ in the family {Pθ : θ ∈ Θ}. The true population parameter θ is
unknown. An estimator θˆ = θˆ(x1:n) maps a data set to a parameter value, the estimate.
A confidence interval (CI) with coverage 1 − α for a scalar parameter θ is an interval C =
[a(x1:n), b(x1:n)] such that for all θ ∈ Θ,
Pθ(θ ∈ C) ≥ 1− α. (1)
Note that θ is fixed, and the probability is over the random sample x1:n ∼ Pθ. When θ is a vector,
one common practice is to construct separate confidence intervals for each scalar parameter. Ideally,
C is as small as possible such that Eq. (1) holds. A confidence interval is exact if Eq. (1) holds with
equality. Many methods used in practice are asymptotically exact, but only approximate, meaning
that Eq. (1) is not guaranteed to hold, for finite n.
A (scalar) estimator θˆn is asymptotically normal if
√
n(θˆn − θ) converges in distribution to N (0, s2)
for some constant s2. In this case, by using the finite-n approximation θˆn
D≈ N (θ, τˆ2) where τˆ2 is an
estimate for τ2 = n−1s2, we obtain the approximate confidence interval
Cn =
[
θˆn − zα/2τˆ , θˆn + zα/2τˆ
]
, (2)
where zα/2 is the 1− α2 quantile of the standard normal distribution. This interval captures 1− α of
the probability of the approximate normal distribution and is asymptotically exact.
Exponential Families. A parametric family of distributions is an exponential family if each Pθ has
a density of the form:
p(x; θ) = h(x) exp(θTT (x)−A(θ))
where h(x) is a base measure, θ is the natural parameter, T is the sufficient statistic function, and
A is the log-partition function. Define the log-likelihood function of an exponential family as
`(θ;x) = log p(x; θ) − log h(x) = θTT (x) − A(θ). The constant term log h(x) does not affect
3
parameter estimation and is omitted for convenience. For a sample x1:n, let T (x1:n) =
∑n
i=1 T (xi).
The log-likelihood of the sample is
`(θ;x1:n) = θ
TT (x1:n)− nA(θ) := f
(
θ;T (x1:n)
)
,
which depends on the data only through the sufficient statistic T (x1:n). The maximum-likelihood
estimator is θˆ = argmaxθ f
(
θ;T (x1:n)
)
.
Linear Regression. We consider a linear regression model where we are given n pairs1 (xi, yi)
with xi ∈ Rp and yi ∈ R assumed to be generated as yi = βTxi + ui, where the errors ui are i.i.d.,
independent of xi, zero-mean, and have finite variance σ2. Assume also that the xi are i.i.d. with
E[xxT ] = Q.
We wish to estimate the regression coefficients β ∈ Rp. Let X ∈ Rn×p be the matrix with ith row
equal to xTi and y,u ∈ RN be the vectors with ith entries yi and ui, respectively. The ordinary least
squares (OLS) estimator is:
βˆ = (XTX)−1XTy. (3)
The exact distribution of βˆ is not available in closed form unless the errors are normally distributed.
However, it is well known that the asymptotic distribution of βˆ is normal [32] so confidence intervals
can be constructed using asymptotic normality (as in Eq. (2) and in Thm. 2 below).
3 Private Confidence Intervals Based on Asymptotic Normality
Our first approach is based on asymptotic normality of private estimators. We focus on exponential
families and linear regression, where simple SSP estimators are competitive in practice [24, 26, 27, 33],
closely resemble non-private counterparts, and are amenable to asymptotic analysis.
Exponential Families. Recall that f(θ, t) is the log-likelihood of an exponential family expressed
as a function of the sufficient statistics t = T (x1:n). A simple way to create a private estimator is
to privatize the sufficient statistics using an elementary privacy mechanism such as the Laplace or
Gaussian mechanism. SSP is a natural choice because T (x1:n) is a compact summary of the data and
has sensitivity that is easy to analyze [26], and it has been observed to work well in practice [24].
Specifically, it means solving
θˆ = argmax
θ
f(θ, T (x1:n) + w) (SSP-MLE)
where w is a suitable noise vector. This problem has closed form solutions for many exponential
families and standard numerical routines apply to others. For the Laplace mechanism, wj ∼ Lap( 2∆ )
for all j, where ∆ =
∑
j width(Tj) is an upper bound on the L1 sensitivity of T (x1:N ) by Claim 1.
If width(Tj) is not known or is unbounded, the analyst must supply bounds and guarantee they are
met, e.g., by discarding or truncating data points that don’t meet the bounds.
It is important to note that ∆ is a constant independent of n. Thus, the noise term wj has constant
variance and is added to the sum T (x1:n), whose variance grows linearly with n. This provides the
basic intuition for the fact that privacy noise is negligible asymptotically. By modifying the standard
argument for asymptotic normality of maximum-likelihood estimators, we obtain the following.
Theorem 1. Let θˆn be the solution to the (SSP-MLE) optimization problem for a sample x1:n from
an exponential family model that satisfies the regularity conditions given in Appendix A, and where
each entry of w has variance that is a constant independent of n. Then
√
n(θˆn− θ) D→ N (0, I(θ)−1),
where I(θ) = ∇2A(θ) is the Fisher information.
The proof is provided in Appendix A. The asymptotic distribution is identical to the non-private case
(w = 0) and requires exactly the same regularity conditions. This result means that the SSP-MLE
estimator inherits many desirable properties of the MLE. In particular: (1) it is consistent, (2) it is
asymptotically unbiased, (3) it is asymptotically efficient (it matches the Cramer-Rao lower bound
of the non-private estimation problem). Similar results have been shown in the context of Bayesian
1We use boldface for vectors as needed to distinguish from scalar quantities.
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posterior distributions [24] and convergence of private estimators to non-private counterparts [4, 34],
but not previously used for confidence intervals.
“Fisher” confidence intervals. This theorem justifies constructing confidence intervals in the same
way as done for the MLE. Specifically, plug in θˆ as a (consistent, private) estimator of θ in the Fisher
information matrix I(θ) = ∇2A(θ) to derive the estimate τˆ2j = n−1[∇2A(θˆ)]−1jj for the variance
of θj , then apply Eq. (2) to construct the confidence interval. We will call these Fisher confidence
intervals (CIs). We will see experimentally that, unlike the non-private case, private Fisher CIs are
only appropriate for rather large data sets. At smaller data sizes, the noise added for privacy is not
negligible, and Fisher CIs have poor coverage.
Ordinary Least Squares. Like the MLE in exponential families, the OLS estimator in Eq. (3)
depends on the data only through sufficient statisticsXTX andXTy. SSP for OLS is a simple private
estimator that is quite competitive in practice [33]. It privately releases the sufficient statitics as
XTX+V andXTy+w, where V andw are a matrix and vector, respectively, of appropriately scaled
additive noise to ensure privacy, and then uses post-processing to computes the private estimator:
βˆ = (XTX + V )−1(XTy + w). (SSP-OLS)
For the Laplace mechanism,
Vjk ∼ Lap(0,∆V /1) for j ≤ k, and Vkj = Vjk, (4)
wj ∼ Lap(0,∆w/2) for all j, (5)
where ∆V and ∆w bound the L1 sensitivity of V and w, respectively. The result is (1 + 2)-
DP. Because XTX =
∑n
i=1 xix
T
i and X
Ty =
∑n
i=1 xiyi are additive, we can take ∆V =∑
j≤k width(xjxk) and ∆w =
∑
j width(xj) where xj and xk are entries of a generic data vector
x and widths are enforced by the modeler. Again, the variance of each privacy noise term is a constant
indepedent of n, and we find that it “goes away” asymptotically:
Theorem 2. Let βˆn be the SSP-OLS estimator for a data set of size n generated as described in
Sec. 2 with true coefficients β, and assume each entry of V and w has variance that is a constant
independent of n. Then
√
n(βˆn − β) D−→ N (0, σ2Q−1) where σ2 = Var(u) and Q = E[xxT ].
This is again the same asymptotic distribution as the standard (non-private) OLS estimator, which
means that SSP-OLS inherits the asymptotic statistical properties of OLS. Specifically, for confidence
intervals, let Qˆ = 1n (X
TX+V ), which is a consistent etimator ofQ derived from the already-released
statistics. Let σˆ2 = (n−p)−1∑ni=1(yi−βˆTxi)2+Lap(0,∆z/3) where ∆z = width((y−βˆTx)2).
Then a confidence interval for βj can be constructed using Eq. (2) with τˆ2j = σˆ
2[Qˆ]−1jj . The final
release of estimator and confidence interval satisfies (1 + 2 + 3)-DP. We will again observe
experimentally that these asymptotics work well for very large data sets, but the privacy noise is not
negligible for smaller ones.
4 Private Confidence Intervals from the Parametric Bootstrap
Algorithm 1 Parametric Bootstrap
1: Input: x1:N , B, estimator A
2: θˆ ← A(x1:n)
3: for b from 1 to B do
4: x˜1, . . . , x˜n ∼ Pθˆ
5: θ˜b ← A(x˜1:N )
return θˆ,
(
θ˜1, . . . , θ˜B
)
Our second broad approach for private confidence inter-
vals is based on Efron’s bootstrap [5, 35–37], which ap-
proximates the distribution of an estimator by running it
many times on resampled data sets. We will focus on the
parametric bootstrap, which resamples data sets from an
estimated parametric distribution and is most compatible
with differential privacy. The procedure is shown in Al-
gorithm 1. An estimation routine A is used to form an
estimate θˆ = A(x1:n) of the parameter. The same esti-
mator is then used to produce replicates θ˜1, . . . , θ˜B using
new data sets sampled from the estimated distribution Pθˆ. The replicates are used to approximate
the distribution of θˆ for tasks such as estimating standard errors or constructing confidence intervals.
Note that the non-parametric bootstrap uses the same procedure, except the resampled data sets in
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Algorithm 2 Non-private OLS paramet-
ric bootstrap
1: Input: X , y, B
2: σˆ2 ← estimate of σ2
3: βˆ ← (XTX)−1XTy
4: for b from 1 to B do
5: u˜i ∼ p(ui; σˆ2) for all i
6: y˜ = Xβˆ + u˜
7: β˜b = (XTX)−1XT y˜
return β˜1, . . . , β˜B
Algorithm 3 Private OLS hybrid parametric bootstrap
1: Input: βˆ, Qˆ, σˆ2, ∆V , ∆w, , B, n
2: for b from 1 to B do
3: Sample 1˜nV as in (4)
4: Sample 1˜nw as in (5)
5: Sample 1˜nX
Tu as in (7)
6: β˜b = Qˆ−1(Qˆ− 1˜nV ) + Qˆ−1
(
1˜
nX
Tu+ 1˜nw
)
.
return β˜1, . . . , β˜B
Line 4 are drawn from the empirical distribution of the original data set, instead of Pθˆ, which has
much more significant privacy implications due to repeated data accesses.
Now let us consider the case of differential privacy by assuming that A is a differentially-private
estimator, which necessitates that it is randomized. No change is required in Algorithm 1. The
data is only accessed during the initial estimation (Line 1). The remaining steps involve re-running
the differentially-private estimator on data sets resampled from Pθˆ. This consists entirely of post-
processing, so incurs no privacy cost. The simulation cleanly handles reasoning about both sampling
variability (Line 4) and randomness in the estimator (Line 5).
While this observation is simple, we believe that it is very significant in practice. Existing work on
uncertainty quantification for differentially-private estimation problems is often highly technical and
specialized. Algorithm 1 can be applied to any differentially-private estimator, and our experiments
will show that it performs very well in practice. We are not aware of another approach that is similarly
easy, broadly applicable, and accurate. One limitation is the restriction to parametric estimation.
A second limitation is the computational cost; however, this is mitigated by the fact that cheap
asymptotic methods will often be adequate for very large data sets, and the extra cost is likely worth
paying for smaller data sets involving sensitive data about poeple.
Confidence intervals. There are a number of ways to construct confidence intervals from bootstrap
replicates [14]. One approach uses estimated standard errors and quantiles of the standard normal
distribution but relies on θˆ being approximately normally distributed. We adopt the “percentile
interval” [38], which we find to be more accurate in practice: it simply adopts the α/2 and 1− α/2
quantiles of the distribution of θ˜j , estimated directly from the replicates, as the limits of the confidence
interval for the scalar parameter θj .
Theoretical justification. In bootstrap theory, a basic goal is to prove consistency for confidence
intervals Cn, i.e., that limn→∞ Pr[θ ∈ Cn] = 1 − α. This usually requires that the estimator
converges to a limit distribution (e.g. normal). Van der Vaart [39, Ch. 23, Problem 5] gives fairly
general conditions for consistency of the parametric bootstrap:
√
n(θˆn − θ′n) should converge in
distribution to a limiting random variable R(θ) when θˆn is estimated from x1:n ∼ Pθ′n where
θ′n = θ + hn/
√
n; for all “true” parameters θ and convergent sequences hn. In other words,
convergence to a limit distribution should happen even under slight perturbations of the model.
Thms. 1 and 2 can easily be modified to show this slightly stronger result. Since “correctness” is
an asymptotic notion and relies on convergence assumptions, it may not be clear why the bootstrap
is preferred to asymptotic approximations. The (important) reason is that the parametric bootstrap
makes one less approximation; we give additional details in Appendix B. The bootstrap is very often
applied without verifying the theory.
Linear regression. The parametric bootstrap is trivial to apply to private estimation of basic
parametric models such as exponential families, but more difficult to apply to linear regression due to
the covariates. To see what goes wrong, consider a naive approach where we first select a parametric
distribution p(u;σ2) for the errors (e.g., zero-mean normal), which, with the assumptions in Section 2,
gives a fully specified parametric model for the conditional distribution p(y|x;β, σ2). It is then
typical to bootstrap conditioned on X as shown in Algorithm 2, but this is difficult to adapt to the
privacy setting: even though y is not accessed after the initial estimation (Line 3), simulating from
p(y|X; βˆ, σˆ2) in each iteration requires accessing X (Line 7). To make this differentially-private,
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additional randomization would be required. One possible alternative would be to posit a model
p(x; θ) and then perform the parametric bootstrap with respect to a joint model p(x, y; θ, β, σ2), but
the additional demand to model covariates is unappealing in a regression context.
Hybrid parametric bootstrap for OLS. We propose a novel hybrid approach that avoids the
need to repeatedly access covariate data or to model the covariate or error distributions explicitly.
Conceptually, we use the part of the standard asymptotic analysis (cf. Thm. 2) that “works well” to
approximate the relevant statistics of the covariate data, and use the parametric bootstrap to deal with
the noise added for privacy. Begin by substituting y = Xβ +u in (SSP-OLS) and rearranging to get:
βˆ =
(
XTX + V
)−1(
XTX
)
β +
(
XTX + V
)−1(
XTu+ w
)
= Qˆ−1
(
Qˆ− 1
n
V
)
β + Qˆ−1
( 1
n
XTu+
1
n
w
) (6)
with Qˆ = 1nX
TX + 1nV . This gives an expression for βˆ in terms of the unknown parameter β and
other quantities that are either observed or whose distributions are known or can be approximated
very well. Within each iteration of the parametric bootstrap we use this expression to generate a new
β˜ by using βˆ in place of β and sampling the other terms from their corresponding distributions.
The terms 1nV and
1
nw comprise the “privacy noise”. Their distributions are part of the privacy
mechanism and are given in Eqs. (4) and (5).
The term 1nX
Tu is the “sampling noise”, and encapsulates the relevant aspects of the covariates
X and noise u. Its distribution follows from the standard OLS asymptotic analysis (cf. Thm. 2).
Lemma 2 in Appendix A states that 1√
n
XTu
D→ N (0, σ2Q), which is due to the central limit theorem
and is usually not problematic even at relatively small sample sizes. We therefore approximate 1nX
Tu
as:
1
nX
Tu ∼ N (0, σˆ2Qˆ/n). (7)
with Qˆ and σˆ2 as described in Section 3. The procedure is shown in Algorithm 3.
5 Experiments
We design experiments to evaluate the performance of private Fisher CIs and private parametric
bootstrap CIs for exponential-family and linear-regression estimators based on SSP. We evaluate
how well the coverage of these intervals matches the nominal coverage at different confidence levels.
For all models, we include Fisher CIs constructed using non-private estimators for comparison. For
Gaussian mean estimation, we make a comparison to interval width of existing methods from the
literature.
Exponential families. We use synthetic data sets drawn from different exponential family distribu-
tions: (1) Poisson, (2) Gaussian of unknown mean and known variance, (3) Gaussian of unknown
mean and variance, (4) Gamma of known shape. Given a family, true parameter θ, and data size
n, a data set is drawn from Pθ. We release private statistics via SSP with Laplace mechanism. To
simulate the modeler’s domain knowledge about the data bounds, we draw a separate surrogate data
set of size 1000 drawn from the same distribution, compute the data range and use it to bound the
width of each released statistic. In the bootstrap, sampled data is clamped to this range. Private θˆ is
computed from the privately released statistics using SSP-MLE. For the parametric bootstrap CIs,
we implement Algorithm 1 and compute percentile intervals as described in Section 4. The output
coverage is computed over T = 2000 trials. For Fisher CIs, we use θˆ as plug-in estimator in Eq. (2).
For non-private Fisher CIs, we do the same with the standard (non-private) MLE.
Figs. 1(a,b) show results for Gamma scale parameter estimation (other distributions are nearly
identical; see Appendix C). For the parametric bootstrap, actual coverage matches the nominal
coverage nearly exactly. Coverage of private Fisher CIs is too low until n becomes large, due to
the fact that it ignores privacy noise. The bootstrap procedure correctly accounts for the increased
uncertainty due to the privacy by enlarging the confidence intervals (Fig. 1b). For very small n, this
can lead to over-coverage (Fig. 3). The width of the bootstrap intervals approaches the width of the
baseline Fisher intervals as n→∞. In Appendix C, we show that the coverage failures are balanced
7
00.5
1
Pr
iv
at
e 
PB
n=50 n=100 n=500 n=1000 n=5000 n=10000
0
0.5
1
Pr
iv
at
e 
FI
0 0.5 1
0
0.5
1
Pu
bl
ic 
FI
0 0.5 1 0 0.5 1 0 0.5 1 0 0.5 1 0 0.5 1
Nominal coverage
Ob
se
rv
ed
 c
ov
er
ag
e
(a)
n=50 n=100 n=500 n=1000 n=5000 n=10000
2.5
3.0
3.5
4.0
4.5
5.0
5.5
6.0
95% confidence intervals
true parameter
private PB
private FI
public FI
(b)
0
0.5
1
pr
iv
at
e 
PB
n=50 n=100 n=500 n=1000 n=5000 n=10000
0
0.5
1
pr
iv
at
e 
FI
0 0.5 1
0
0.5
1
pu
bl
ic 
FI
0 0.5 1 0 0.5 1 0 0.5 1 0 0.5 1 0 0.5 1
Nominal coverage
Ob
se
rv
ed
 c
ov
er
ag
e
(c)
n=50 n=100 n=500 n=1000 n=5000 n=10000
8
9
10
11
12
13
95% confidence intervals
true parameter
private PB
private FI
public FI
(d)
Figure 1: (a) Observed coverage vs. nominal coverage of confidence intervals for Gamma scale
parameter. Coverage levels: {0.5, 0.6, 0.7, 0.8, 0.9, 0.95, 0.99}. From top to bottom: (i) differentially-
private parametric bootstrap CIs; (ii) differentially-private Fisher CIs; (iii) non-private Fisher CIs.
Private methods use SSP via Laplace mechanism with  = 0.5. (b) Average CIs for Gamma scale
parameter for different n. The width of the private bootstrap CIs approaches that of the public CIs as
n→∞. (c, d) Same as (a, b) but for OLS regression coefficient with  = 3
between left and right tails (Fig. 6) and examine the effect of  (Fig. 5); increasing  reduces privacy
noise and has the same qualitative effect as increasing n.
For the special case of Gaussian mean estimation, we assess informativeness of our parametric
bootstrap CIs by comparing their width to existing approaches. For this case, our method is almost the
same as the NOISYMAD method of Du et al. [11] — we confirm this experimentally (Appendix C) and
reproduce their finding that its intervals are much narrower than prior conservative methods [8, 10].
Du et al. [11] perform extensive comparisons and find that a different method for releasing sufficient
statistics for the univariate Gaussian is more accurate for large n. This is compatible with our view
of the parametric bootstrap as a broadly useful framework for private CIs: effort to find the best
privacy-utility tradeoff for the estimator or released statistics will likely lead to more informative CIs
for other models as well, with the bootstrap handling proper uncertainty calibration.
Linear regression. We follow a very similar procedure for OLS. Data is generated with xj ∼
Unif([−5, 5]) for all j and errors are ui ∼ Unif[−10, 10], with these limits also used to compute
widths for sensitivity. We fix β values at 10 and compute width(y) from β and the other widths via
y = u+
∑
j βjxj . Coefficients are estimated with SSP-OLS and confidence intervals constructed
as described in Secs. 3 and 4. The results are shown in Figs. 1(c, d), and are nearly identical to the
results for exponential families.
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6 Conclusion
We developed new methods for differentially-private confidence intervals based on asymptotics for
exponential families and linear regression, and the parametric bootstrap. When the computation
is feasible, the parametric bootstrap is broadly useful and highly compatible with privacy. Future
work can focus on optimizing the privacy-utility tradeoff of released statistics (e.g. [11]) and use
the parametric bootstrap to correctly quantify uncertainty. For “large enough” n, methods based on
asymptotic normality are likely appropriate for many private estimators without special considerations
for privacy. Future work can focus on understanding when n is “large enough” and proving asymptotic
normality for other private estimators.
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A Proofs
Claim 1. Suppose X = (x1, . . . , xn) and f(X) =
∑n
i=1 g(xi) where g maps data points to
Rm. Let width(gj) = maxx gj(x) − minx gj(x) where x ranges over the data domain. Then
∆f ≤∑mj=1 width(gj), which is a constant independent of n.
Proof. SinceX andX ′ differ in exactly one element and f is additive, f(X)−f(X ′) = g(x)−g(x′)
for some elements x, x′ in the data domain. The absolute value of the jth output gj(x)− gj(x′) is
bounded by width(gj) = maxx∗ gj(x∗)−minx∗ gj(x∗). The L1 sensitivity ‖f(X)− f(X ′)‖1 =
‖g(x)− g(x)′‖1 is therefore at most the sum of the widths.
A.1 Asymptotic Normality of SSP-MLE for Exponential Families
For the asymptotic results, we first state a useful lemma:
Lemma 1. Let w be any random variable with mean zero and finite variance. For any r > 0,
1
Nrw
p→ 0.
Proof. The variance of N−rw is equal to N−2r Var(w), which goes to zero as N → ∞. By
Chebyshev’s inequality, this implies that N−rw
p→ 0.
Theorem 1. Let θˆn be the solution to the (SSP-MLE) optimization problem for a sample x1:n from
an exponential family model that satisfies the regularity conditions given in Appendix A, and where
each entry of w has variance that is a constant independent of n. Then
√
n(θˆn− θ) D→ N (0, I(θ)−1),
where I(θ) = ∇2A(θ) is the Fisher information.
Our proof will follow classical proofs of asymptotic normality for maximum-likelihood estimators
[e.g., 39]. We prove Theorem 1 in the case where θ is one-dimensional for simplicity, which is also
typical in references on the subject. It generalizes in a straightforward (but cumbersome) manner to
higher dimensions.
We require the model to satisfy certain standard regularity conditions. Let
`n(θ) =
n∑
i=1
`(θ;xi) =
n∑
i=1
(
log p(xi; θ)− log h(x)
)
= θ
n∑
i=1
T (xi)− nA(θ)
be the log-likelihood of a sample x1:n from the exponential family model using the definition of
log-likelihood from Sec. (2). Let `(θ) = `1(θ) be the log-likelihood of a single x ∼ p(x; θ).
We assume the log-likelihood satisfies the conditions given in the book of Davison [40, Section 4.4.2].
If it does, then we have the following.
(F1) Eθ[`′(θ)] = 0.
(F2) Varθ[`′(θ)] = −Eθ[`′′(θ)] = I(θ).
(F3) Given a sequence of estimators θˆn
p→ θ, for all θ˜n ∈ [θ, θˆn], 12√n`′′′n (θ˜n)(θˆn − θ)2
p→ 0
Also recall that, for an exponential family,
(F4) I(θ) = A′′(θ)
(F5) −`′′(θ) is deterministic and equal to I(θ)
We are ready to prove the theorem.
1
Proof of Theorem 1. Let λn(θ) = f
(
θ, w +
∑n
i=1 T (xi)
)
be the objective of the SSP-MLE opti-
mization problem. We have
λn(θ) = θ
(
w +
n∑
i=1
T (xi)
)
− nA(θ)
= θw + θ
n∑
i=1
T (xi)− nA(θ)
= θw + `n(θ)
where `n(θ) is the log-likelihood of the true sample. That is, the original objective `n(θ) is perturbed
by the linear function θw to obtain λn(θ). The derivatives are therefore related as:
λ′n(θ) = w + `
′
n(θ), (8)
λ(k)n (θ) = `
(k)(θ), k > 1. (9)
At the optimum θˆn, the first derivative of λn is equal to zero. We then follow the standard approach
of writing the Taylor expansion of the first derivative about the true parameter θ:
0 = λ′n(θˆn) = w + `
′
n(θ) + `
′′
n(θ)(θˆn − θ) + Zn (10)
where we have used Eqs. (8) and (9) to replace the derivatives of λ on the right-hand side, and
Zn =
1
2`
′′′
n (θ˜n)(θˆn − θ)2 is the second-order Taylor term, with θ˜n some point in the interval [θ, θˆn].
By (F3), we have 1√
n
Zn
p→ 0.
We will first focus our attention on the term `′n(θ) in Eq. (10), which we will see dominates w and
Zn asymptotically, and then “solve” for θˆn − θ. Observe that `′n(θ) is a sum of iid terms with mean
zero and variance I(θ) by (F1) and (F2) above, which means that 1√
n
`′n(θ)
D→ N (0, I(θ)) by the
central limit theorem. Multiply both sides of the equation by 1√
n
and rearrange to get
√
n(θˆn − θ) =
1√
n
w + 1√
n
`′n(θ) +
1√
n
Zn
− 1n`′′n(θ)
=
1√
n
w + 1√
n
`′n(θ) +
1√
n
Zn
I(θ)
where in the second equality we used (F5).
In the numerator, we already argued that the middle term converges in distribution to N (0, I(θ)).
The other terms converge in probability to zero: by Lemma 1, 1√
n
w
p→ 0 and by (F3) 1√
n
Zn
p→ 0.
Therefore, by Slutsky’s theorem, the numerator converges in distribution to N (0, I(θ)). Since the
denominator is a constant, the whole expression converges in probability to N (0, I(θ)−1).
A.2 Asymptotic Normality of SSP for OLS
We first prove the following Lemma 2 regarding the asymptotic distribution of the term XTu used in
our hybrid bootstrap approach. This lemma will also be used in the proof of Theorem 2.
Lemma 2. 1√
n
XTu
D→ N (0, σ2Q).
Proof. observe that XTu =
∑n
i=1 xiui is a sum of iid terms, and, using the assumptions of
the model in Section 2, the mean and variance of the terms are E[xiui] = E[xi]E[ui] = 0 and
Var(xiui) = Var(xu) = E[xuuxT ] = E[u2xxT ] = E[u2]E[xxT ] = σ2Q. The result follows from
the central limit theorem.
Theorem 2. Let βˆn be the SSP-OLS estimator for a data set of size n generated as described in
Sec. 2 with true coefficients β, and assume each entry of V and w has variance that is a constant
independent of n. Then
√
n(βˆn − β) D−→ N (0, σ2Q−1) where σ2 = Var(u) and Q = E[xxT ].
2
Proof. First, make the following manipulations using the definition of βˆ:
βˆ = (XTX + V )−1(XTy + w)
=
( 1
n
XTX +
1
n
V
)−1( 1
n
XTy +
1
n
w
)
=
( 1
n
XTX +
1
n
V
)−1( 1
n
XTX
)
β +
( 1
n
XTX +
1
n
V
)−1( 1
n
XTu
)
= Aβ + z.
In the third line, we used that y = Xβ + u. In the fourth line, we defined A =
(
1
nX
TX +
1
nV
)−1( 1
nX
TX
)
and z =
(
1
nX
TX + 1nV
)−1( 1
nX
Tu
)
.
Multiply by
√
n on both sides and rearrange to get
√
n(βˆ − β) = √n(A− I)β +√nz.
We will show that
√
n(A − I) p→ 0 and √nz D→ N (0, σ2Q−1), which, with Slutsky’s theorem,
proves the result.
First, let us analze the term Qˆ =
(
1
nX
TX + 1nV
)
that appears in both A and z. The law of large
numbers implies that 1nX
TX , which is equal to 1n
∑n
i=1 x
(i)(x(i))T , converges in probability to Q.
Then, by Slutsky’s theorem and Lemma 1, we have that Qˆ = 1NX
TX + 1N V
p→ Q.
Next, we show that
√
n(A− I) p→ 0. An algebraic manipulation gives that
√
n(A− I) = Qˆ−1
( 1√
n
V
)
.
By the previous observation that Qˆ
p→ Q together with Lemma 1 and Slutsky’s theorem, this
converges in probability to Q−10 = 0. Another algebraic manipulation gives that
√
nz = Qˆ−1
( 1√
n
XTu+
1√
n
w
)
By Lemma 2, we know that 1√
n
XTu
D→ N (0, σ2Q). Combine this with the fact that Qˆ p→ Q then use
Lemma 1 and Slutsky’s theorem to conclude that
√
nz converges in distribution to Q−1N (0, σ2Q) =
N (0, σ2Q−1).
B Additional Details about Parametric Bootstrap
The book of Politis et al. [41] gives a comprehensive treatment. We summarize some key ideas
with simplified notation in the specific setting of parametric estimation. A basic goal is to prove
“consistency” for confidence intervals, i.e., that limn→∞ Pr[θ ∈ Cn] = 1 − α where Cn is the
bootstrap confidence interval. To show this, one analyzes the bootstrap approximation to the sampling
distribution of a “root” Rn(θ) such as:
Rn(θ) =
√
n(θˆn − θ) where θˆn = θˆ(x1:n), x1:n ∼ Pθ (11)
If we knew the distribution of the root, we could easily construct a confidence region from θˆn. The
parametric bootstrap makes the approximation
Rn(θ)
D≈ Rn(θˆn). (12)
The resampling happens “inside” Rn(·) as specified in Eq. (11). Establishing consistency typically
requires: (1) that the true root Rn(θ) converges to some limit R(θ) (e.g., normally distributed, as in
Section 3), (2) that the bootstrap approximation Rn(θˆn) also converges in distribution to R(θ) when
θˆn is the estimate from x1:n ∼ Pθ. The details will typically depend on the family, the estimator, and
the root. We mentioned fairly general conditions for the parametric bootstrap in the main text. The
bootstrap is often applied in practice even when not formally justified.
3
Since “correctness” is an asymptotic notion and relies on convergence assumptions similar to those
for asymptotic normal approximations, it may not be clear why the bootstrap is preferred. Note that
the asymptotic method uses one more approximation:
Rn(θ)
D≈ R(θ) D≈ R(θˆn)
The bootstrap uses Rn(θˆn), the exact sampling distribution of the root at the estimated parameter,
while the asymptotic approximation usesR(θˆn), the asymptotic distribution of the root at the estimated
parameter.
C Experiment results
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Figure 2: Same plot as Fig. 1, for different distributions. (a, b) Poisson parameter; (c, d) mean of a
Gaussian of known variance; (e, f) mean of a Gaussian of unknown variance (in this case, the privacy
budget is split for the privatization of mean and variance).
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Figure 3
Figure 4: Effect of very small sample sizes on CIs for a “hard-to-estimate” Gamma distribution of
shape=0.5 and scale=0.5, with known shape and inference on the scale. Note that truncation of the
CIs at zero, which is evident in (b), reflects the fact that scale estimates need to be strictly positive. (a)
Observed coverage vs. nominal coverage. Coverage levels: {0.5, 0.6, 0.7, 0.8, 0.9, 0.95, 0.99}. From
top to bottom: (i) differentially-private parametric bootstrap CIs; (ii) differentially-private Fisher
CIs; (iii) non-private Fisher CIs. Private methods use SSP via Laplace mechanism with  = 0.5. (b)
Average CIs for the scale parameter for different n. The width of the private bootstrap CIs approaches
that of the public CIs as n→∞.
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Figure 5: Effects of varying  for a fixed n = 100. We selected a Gamma with inference on the scale
parameter. The results are qualitatively equivalent for other distributions. (a) Observed coverage
vs. nominal coverage of CIs. Coverage levels: {0.5, 0.6, 0.7, 0.8, 0.9, 0.95, 0.99}. From top to
bottom: (i) differentially-private parametric bootstrap; (ii) differentially-private Fisher intervals; (iii)
non-private Fisher CIs. Private methods use SSP via Laplace mechanism with varying values of .
Note that the effect of increasing  with n fixed is qualitatively similar to the effect of increasing n
holding  fixed (Fig. 1 for reference). (b) Average CIs for the scale parameter for different . The
width of the private bootstrap CIs approaches that of the public CIs as  increases.
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Figure 6: In this Figure, we look at the rate of failure of the confidence intervals on the upper vs lower
tail. For each of the two plots, the rows represent (i) differentially-private parametric bootstrap; (ii)
differentially-private Fisher intervals; (iii) non-private Fisher intervals. Top: data range and sensitivity
computed as described in Section 5. Clamping the data to a range can introduce a bias if the range is
not conservative enough. The bias becomes noticeable for large n, where the interval width is smaller.
In our case, where the range is approximated from a data set of size 1000, a small bias becomes
noticeable for n ≥ 5000, where upper-tail failures systematically outnumber lower-tail failures by a
small margin. Bottom: same as top plot, with double the range. Increasing the range mitigates the
bias.
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Figure 7: Similarly as in Fig. 6, we report the rate of failure of confidence intervals on the upper vs
lower tail for OLS regression coefficient. We observe a similar trend as in Fig. 6.
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Figure 8: For different algorithms, average width (logscale) of differentially-private confidence
intervals for the mean of a standard normal, range [−8, 8],  = 0.1, for different n levels. “public”
is the confidence interval computed without differential privacy; “Karwa&Vadhan” refers to [8];
“D’Orazio&al.” refers to [7]; “Brawner&Honaker” refers to [10]; “NOISYMAD" and “SYMQ” are
methods from [11], and in particular “NOISYMAD” is very similar to our parametric bootstrap method
(“PB”). We used the publicly available implementation by [11] to reproduce their methods as well as
the other prior methods.
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