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Open-loop controllability in quantum mechanics refers to finding conditions on time-varying Hamiltonians
such that a full group of unitary transformations can be enacted with them. For compact groups controllability is
well understood and is dealt with using the Lie algebra rank criterion. Gaussian systems, however, evolve under
Hamiltonians generating the non-compact symplectic group, rendering the rank criterion necessary but no longer
sufficient. In this setting it is possible to satisfy the rank criterion without the ability to enact all symplectic
transformations. We refer to such systems as ‘unstable’ and explore the set of symplectic transformations that
remain reachable. We provide a partial analytical characterisation for the reachable set of a single-mode unstable
system. From this it is proven that no orthogonal-symplectic operations (‘energy-preserving’ or ‘passive’ in
the literature) may be reached with such controls. We then apply numerical optimal control algorithms to
demonstrate a complete characterisation of the set in specific cases. These results suggest approaches to the
long-standing open problem of controllability in n modes.
PACS numbers: 42.50.Dv, 03.65.-w, 02.30.Yy
I. INTRODUCTION
Achieving a high level of control over quantum mechan-
ical systems is a central goal in modern physics. Many of
these systems can be described using the Gaussian formalism
– encompassing light fields [1], the motional degrees of free-
dom of trapped ions [2], opto- and nano-mechanical oscilla-
tors [3] and superconducting Josephson junctions [4]. Such
systems allow for a variety of tasks such as entanglement
generation, squeezing, cooling and quantum communication
protocols [5, 6]. In these continuous variable regimes ob-
servables are functions of canonical mode operators, mean-
ing that evolution is not determined by a finite-dimensional
unitary group. Although control theory in regimes with gen-
eral unbounded operators is being developed [7], here we will
restrict to the subclass of Gaussian systems. This regime re-
quires the Hamiltonians to be quadratic in the mode opera-
tors, causing the set of all possible unitary operations to form
a finite-dimensional group, corresponding to the real symplec-
tic group [8, 9].
Control theory calls us to imagine a time-varying Hamil-
tonian generating a trajectory on the group manifold via the
exponential map. Controllable systems are those in which ev-
ery element of the group is reachable along such a trajectory.
This property is well understood for compact groups includ-
ing, for example, the set of finite-dimensional unitary matrices
of a given dimension. To state a condition on the Hamiltonian
we consider the time-varying version as a set of of constant
Hamiltonians. A necessary and sufficient condition for this
set to form a controllable system is that its elements gener-
ate the Lie algebra of the group by linear combination and
repeated commutation; this is referred to as the Lie algebra
rank criterion [10]. For the symplectic group this criterion is
no longer sufficient [11] due to its non-compact nature, pro-
viding the trajectories with the possibility of not recurring,
this being impossible on compact groups. This characteristic
presents itself in the operation known as squeezing in quan-
tum optics, which can proceed indefinitely without recurrence
to identity. Intuitively, squeezing can be seen as a symplectic
transformation which reduces the uncertainty on one canon-
ical observable while increasing it on the other, maintaining
the Heisenberg uncertainty relation. There is no limit to how
far this may proceed as long as the uncertainty relation is sat-
isfied.
In a seminal paper, Jurdjevic and Sussmann [12] proved
a sufficient condition for controllability on non-compact Lie
groups by considering the existence of control Hamiltonians
that recur. This aspect has also been noted in the context of
quantum optics where recurrence is associated with a positive
control Hamiltonian [13]. The recurring nature of a control
Hamiltonian is elsewhere referred to as the property of ‘neu-
trality’ [14].
It can be shown that the neutrality condition is both nec-
essary and sufficient for the controllability of single-mode
systems [15]. For systems without such a Hamiltonian one
may engineer situations where the Lie algebra rank criterion
holds and yet the reachable set is not the whole symplectic
group. In quantum optical language these systems whose con-
trol Hamiltonians have a squeezing component that is strong
enough to prevent recurrence. Since all such Hamiltonians
are unbounded from below, we shall refer to such systems as
‘unstable’.
In this paper we apply analytical and numerical techniques
to investigate unstable single-mode systems. The springboard
for the analysis will be the results of Wu, Li, Zhang and Tarn
[15] concerning the uncontrollability of such systems. Note
that in that paper they consider physical systems evolving
according to the group SU(1, 1), rather than our symplectic
Sp2,R, defined in Sec. II. It can be shown that these groups are
isomorphic and so the results apply in both cases. SU(1, 1) is
central in the dynamics of such systems as Bose-Einstein con-
densates [16] and spin wave transitions in solid-state physics
[17].
We find that in single-mode unstable systems unbounded
2squeezing is the mechanism behind uncontrollablility. To
the authors’ knowedge this is the first time that this physi-
cal mechanism has been formally related to the question of
controllability of Gaussian systems. Furthermore, we demon-
strate the application of optimal control techniques to the sym-
plectic group, first explored in [18], and complete the charac-
terisation of the reachable set through the resulting numer-
ics. These results open up a physical understanding of con-
trol theory with the proof that non-trivial, energy-preserving
symplectics, which correspond to phase-shifters in the lab, are
unreachable for single-mode unstable systems. This suggests
possible routes for the discovery of a necessary and sufficient
condition in any number of modes.
II. PRELIMINARIES AND SETUP
To introduce the control theory of continuous variable sys-
tems we start with the Heisenberg equation,
˙ˆρ = i[Hˆ, ρˆ], (1)
solved by the ansatz,
ρˆ(t) = Uˆ ρˆ(0)Uˆ†, (2)
for unitary Uˆ provided
˙ˆ
U = iHˆUˆ . (3)
In control theory Hˆ is a function of time, allowed to access
a subset of all possible Hamiltonians for the system. The
question then arises as to whether all elements of the corre-
sponding unitary group are solutions to, or ‘reachable under’,
Eq. (3). If the answer is positive then the system is referred
to as operator-controllable [10], or simply controllable for the
purposes of this paper.
To explore systems in which ρˆ is a Gaussian state we
must first confine the properties of the Hamiltonian. Let
rˆ = (xˆ1, pˆ1, . . . , xˆn, pˆn)
T be a vector of canonical operators
such that [xˆj , pˆk] = iδjk. One refers to a Hamiltonian Hˆ as
quadratic if it can be written as Hˆ = 12 rˆ
TH rˆ, where H is a
real, symmetric 2n × 2n matrix. We may exponentiate these
quadratic Hamiltonians to form a unitary representation of the
metaplectic group [19]. This group is defined as the double
cover of the symplectic group Sp2n,R, which is the set of ma-
trices S such that
SΩSᵀ = Ω, where Ω :=
n⊕
i=1
(
0 1
−1 0
)
. (4)
It turns out that the distinction between metaplectic and sym-
plectic involves a sign which plays no part in the dynamics of
continuous variable systems. As such, when exploring unitary
control of these systems it suffices to consider control on the
symplectic group. It is possible to show that the symplectic
matrix transformation corresponding to a quadratic Hamilto-
nian enacted for time t is given by S = eΩHt. This hints
correctly that the Lie algebra of the symplectic group sp2n,R
is given by the set of matrices of the form ΩH , where H has
the properties stated above.
As a result we may translate Eq. (3) into the form
S˙ = XS, (5)
where X = ΩH depends on time. A standard approach is
to consider X as consisting of two parts: an always-on ‘drift
term’ A and a constant control term B with a coefficient vary-
ing in R [11]. Restricting to the single-mode case (n = 1)
this transforms Eq. (5) to
S˙(t) = (A+ u(t)B)S(t), S(0) = I2, (6)
where the control function u(t) is any locally bounded mea-
surable function defined on the positive time domain [0,∞)
with A,B ∈ sp2,R. Given A and B, the subset Ξ of sp2,R
with elements of the form A+ vB, v ∈ R, is called the set of
accessible dynamical generators of the system.
It may be noted that we could consider more than one con-
trol term for complete generality. However, when we look at
the behaviour of such cases it will become apparent that they
are not interesting. We could have included a maximum of
three linearly independent control terms but if that were the
case then the drift term would be subsumed in the controls.
Using two independent control generators, instead, would ei-
ther subsume the drift term or imply that Ξ contains a recur-
ring element that would imply controllability [15]. In all such
cases the Lie algebra rank criterion would again become suf-
ficient for controllability. Here, we would like to characterise
systems for which this condition is satisfied but not sufficient
and therefore we consider a single control term B.
In order to characterise which symplectic operations will
be achievable for a certain Ξ we define the reachable set as
follows (as customary in control theory):
Definition: Reachable set. The union of all sets of elements
S(t) that solve Eq. (6) for some choice of control function
u(t) is called the reachable set of Eq. (6) and is denotedR.
When considering non-compact groups it becomes impor-
tant to understand which types of generator could be contained
in Ξ. The elements of M of sp2,R are often categorised as
• Parabolic, if Tr[M2] = 0,
• Hyperbolic, if Tr[M2] > 0,
• Elliptic, if Tr[M2] < 0.
In the physical picture, a trajectory set by a single-mode
elliptic generator is a recurring, ‘stable’ one, corresponding to
a strictly positive or strictly negative H . This fact can quickly
be seen by noting that Tr[M2] ∝ −Det [M ] ∝ −Det [H],
using M = ΩH . Explicitly S = eMt will get arbitrarily close
to the identity, in any matrix topology, at some positive time
t. This latter condition is precisely the condition of neutrality
and so the two meanings coincide for single-mode systems.
For multimode systems the definitions diverge and neutrality
becomes the property of study.
3The first aim is to characterise Ξ such that its elements sat-
isfy the Lie algebra rank criterion, i.e. that its elements gen-
erate sp2,R, but do not allow R to be equal to Sp(2,R). As
already stated, given the rank criterion, neutrality is sufficient
for controllability and so this immediately removes elliptic el-
ements from Ξ. It may therefore seem obvious that all such
systems are uncontrollable since it is easy to show that the
set eX for all X non-elliptic is not Sp(2,R). However, this
would be to forget the fact that the time variation in Eq. (6)
allows the symplectics to be reached by products of exponen-
tials. Given the fact that hyperbolic generators can generate
the whole algebra, it is less clear that this should be so.
On the other hand, both hyperbolic and parabolic genera-
tors do not possess the recurring properties of the elliptics. It
is possible to show, however, that when Ξ contains parabolic
elements the rank criterion is either not satisfied or the sys-
tem is controllable [15]. Therefore we consider Ξ with only
hyperbolic generators.
To complete the setup let us also specify a basis of sp2,R:
Kx =
1
2
(
0 1
1 0
)
, Ky =
1
2
(−1 0
0 1
)
, Kz =
1
2
(
0 −1
1 0
)
,
(7)
which satisfies the algebra
[Kx,Ky] = −Kz, [Ky,Kz] = Kx, [Kz,Kx] = Ky.
(8)
The generator Kz is elliptic and the group elements eKzt
are the 2-dimensional rotations forming the Abelian subgroup
SO(2): the set of 2×2, orthogonal matrices with unit determi-
nant. This turns out to be the maximal compact subgroup of
Sp2,R. In the lab, these correspond to phase-plates or phase-
shifters that rotate the optical phase of a field. These are also
known as ‘passive’ or ‘energy-preserving’, in that they pre-
serve the number of field excitations. The hyperbolic genera-
tors Kx and Ky instead generate single-mode squeezing op-
erations. If a linear combination of generators is considered,
such as aKy+Kz , with a ∈ R, one can show that it is elliptic
for |a| < 1, parabolic for |a| = 1, and hyperbolic for |a| > 1.
III. UNCONTROLLABILITY OF UNSTABLE SYSTEMS
In this paper we consider systems where the rank crite-
rion is satisfied but where the entire group is not reachable.
To study such systems it suffices to consider those for which
the elements of Ξ are purely hyperbolic. Before moving into
the characterisation of reachable sets it is necessary to review
some results from existing controllability analysis. We follow
the treatment of [15] faithfully and, in order to make the pa-
per self-contained, reproduce the proofs of these statements in
Appendix A.
It is easy to show, by example, that Ξ containing only hy-
perbolic elements is capable of generating sp2,R. Therefore
fixing Ξ to be the set of all hyperbolic elements implies that
the rank criterion will be satisfied.
Lemma 1. If Ξ only contains hyperbolic elements then
Eq. (6) is similar, via a symplectic transformation, to
S˙(t) = (−Kx + bKz + u(t)Ky)S(t), S(0) = I2, (9)
where b is some real constant with modulus strictly less than
one.
The reachable set of such a system will be symplectically
similar to the reachable set of any purely hyperbolic system
and so this result allows us to study one and then draw conclu-
sion about them all. We denote the set of accessible controls
of Eq. (9) by Ξ˜, with elements of the form−Kx+bKz+vKy ,
v ∈ R, and its reachable set by R˜.
In order to state the following lemma we consider a general
2× 2 real matrix written as
X =
(
x1 + x3 x2 + x4
x4 − x2 x1 − x3
)
, xi ∈ R. (10)
Lemma 2. If X ∈ R˜ then the function
f(X) := (x1 − x4)2 − (x2 − x3)2 (11)
satisfies
f(X) ≥ 1,
f˙(X) ≥ 0,
f˙(X = I) ≥ 1,
(12)
for any choice of u(t) in Eq. (9).
There exists X ∈ Sp2,R such that f(X) < 1 and a sym-
plectic transformation is unable to turn a subset Sp2,R into
the whole group. Putting these results together it is concluded
that systems with Ξ purely hyperbolic systems are not con-
trollable. From these results we may proceed to a quantum
optical characterisation.
IV. SINGULAR VALUE DECOMPOSITION
In order to set our findings against the backdrop of quantum
optics it is advantageous to introduce the singular value de-
composition for symplectic transformations and to take some
care in defining its elements uniquely. The singular value de-
composition of symplectic matrices is often referred to as the
Euler [19] or Bloch-Messiah [20] decomposition in the liter-
ature, and its form is easily related to physical implementa-
tions. Each n-mode symplectic matrix can be decomposed
into the product of two passive operations, belonging to the
intersection between Sp2n,R and SO(2n), and a direct sum of
diagonal squeezing operations. In quantum optical implemen-
tations, passive operations correspond to beam splitters and
phase-plates, which do not alter the energy of the free field. In
a single mode this intersection simply gives SO(2).
Here, we define the singular value decomposition indicat-
ing the necessary bounds for uniqueness in one mode. This
uniqueness is vital in visualising the reachable set.
Definition: Singular value decomposition. Define
SO(2) :=
{(
cos[θ] − sin[θ]
sin[θ] cos[θ]
) ∣∣∣∣ θ ∈ R} (13)
4and
Z(2,R) := {diag(1/z, z) | z ∈ R, z ≥ 1} . (14)
Any X ∈ Sp2,R can be decomposed as either
X = RθZRφ or X = Rθ, (15)
where Rθ, Rφ ∈ SO(2) and Z ∈ Z(2,R). For the singular
value decomposition to be unique, the allowed angles must be
bounded such that
− pi + θ0 ≤ θ < pi + θ0, −pi
2
+ φ0 ≤ φ < pi
2
+ φ0, (16)
whre θ0 and φ0 are arbitrary but fixed. See Appendix B 1 for
a justification of these bounds.
The singular value decomposition allows one to charac-
terise symplectic matrices in terms of the new parameters θ, φ
and z. Thus Lemma 2 will have a new form in these coordi-
nates. The coordinate transformation is derived in Appendix
B 2 and the restatement of Lemma 2 is given here:
Corollary 1. If X ∈ R˜ then the function
g(X) := cos[2θ] cos[2φ]− λ(z, φ) sin[2θ] , (17)
where
λ(z, φ) :=
1
2
(
z2 +
1
z2
)
sin[2φ]− 1
2
(
z2 − 1
z2
)
, (18)
satisfies
g(X) ≥ 1, (19)
g˙(X) ≥ 0, (20)
g˙(X = I) ≥ 1. (21)
for any choice of u(t) in Eq. (9).
With this we are now in a position to develop a physical
realisation of the form of R˜.
V. REACHABLE SETS OF UNSTABLE SYSTEMS
To gain some analytical insight into unstable systems we
use Corollary 1 to provide some bounds on R˜.
Lemma 3. The existence of solutions for g(X) > d, where
d ≥ 1, implies that
z >
√
d+ 1
2
. (22)
Proof First we prove that g(X) > 1 implies that sin[2θ] ≥ 0.
Define
δ := λ(z, φ)− sin[2φ], (23)
which allows one to rewrite g(X) as
g(X) ≡ cos[2(θ − φ)]− δ sin[2θ]. (24)
If sin[2θ] < 0 then g(X) > 1 only has solutions if δ > 0.
This is only true if λ(z, φ) > sin[2φ]. Hence
1
2
(
z2 +
1
z2
)
sin[2φ]− 1
2
(
z2 − 1
z2
)
> sin[2φ], (25)
equally (
z2 +
1
z2
− 2
)
sin[2φ] > z2 − 1
z2
. (26)
z2 + 1/z2 − 2 is positive for all values of z and sin[2φ] ≤ 1.
Therefore this has only solutions if
z2 +
1
z2
− 2 > z2 − 1
z2
, (27)
implying z < 1 which we have ruled out by convention. Prov-
ing that sin[2θ] ≥ 0.
Now we look for existence of solutions to the inequality
g(X) > d. Because sin[2θ] ≥ 0 these exist if and only if
there exist solutions to
δ < −(d− 1). (28)
This translates to
1
2
(
z2 +
1
z2
)
sin[2φ]− 1
2
(
z2 − 1
z2
)
< sin[2φ]− (d− 1),
(29)
equally
(z2 +
1
z2
− 2) sin[2φ] < z2 − 1
z2
− (d− 1). (30)
z2 + 1z2 − 2 is positive for all values of z and sin[2φ] ≤ 1.
Therefore this has solutions if and only if
z2 +
1
z2
− 2 < z2 − 1
z2
− (d− 1), (31)
which only has solutions for
z2 >
d+ 1
2
, (32)
proving the statement.
Lemma 3 links lower bounds on g(X) to lower bounds on
z which will be used to further understand the boundary of the
reachable set when considered in (z, θ, φ) space.
Lemma 4. There does not exist X ∈ R˜ such that
X = SRθS
−1, (33)
where S ∈ Sp2,R, Rθ ∈ SO(2).
Proof Assume there exists X ∈ R˜ that satisfies the above
condition. We know that
Xm ∈ R˜ ∀m ∈ N (34)
5because the reachable set of Eq. (9) has a semigroup structure.
Note that
‖Xm − I‖ = ‖S(Rmθ − I)S−1‖
≤ ‖S‖‖S−1‖‖Rmθ − I‖,
(35)
where we use the Euclidean norm
‖X‖ :=
√
Tr[XTX]. (36)
S is time-independent and so ||S||||S−1|| is constant. Rθ is
quasi-periodic and so there must exist some m such that
‖Rmθ − I‖ < ε, ∀ε > 0 (37)
and so there exists m such that
‖Xm − I‖ < ε, ∀ε > 0. (38)
From Eq. (20) we know that the value of g(X) must be
non-decreasing along any trajectory of the system and from
Eq. (21) we know that its rate of change at identity is 1. As a
result, for some finite evolution time of Eq. (9) all subsequent
trajectories must contain elements that have a lower bound on
their value of g(X) that is greater than 1. By Lemma 3 this
implies a lower bound on the value z along a given trajectory
of the control system given some minimal evolution time. Xm
is a possible trajectory of the system for all m and we can find
m such that the z value of Xm is arbitrarily close to 1 vio-
lating the lower bound. Therefore such an X cannot be an
element of R˜.
Theorem 1. If Eq. (6) is restricted to hyperbolic dynamical
generators then its reachable set does not contain any ele-
ments of SO(2) except for I.
Proof The reachable setR of Eq. (6) is symplectically similar
to R˜. Lemma 4 states that R˜ does not contain any element that
is symplectically similar to an element of SO(2) \ I. Thus R
does not contain any element of SO(2) \ I.
In practice this result implies that no manipulation in time
of the control functions ever allows one to achieve an optical
phase-shift operation for unstable systems. This holds even if
the control Hamiltonians are able to generate the whole sym-
plectic algebra. The behaviour of single-mode hyperbolic sys-
tems seems to imply an ever increasing squeezing value that
invokes intuition for potentially similar behaviour in the mul-
timode case.
Note again that the exclusion of elliptic elements from Ξ
does not immediately yield this result as it is conceivable that
one could squeeze and then unsqueeze to a passive operation
without ever needing an elliptic dynamical generator.
VI. EXAMPLE SYSTEM: CONTROLLED SQUEEZING
HAMILTONIANS
In the following we consider the reachable set of a specific
unstable system. In the single-mode scenario, such a system
can be obtained by taking drift and control Hamiltonians as
squeezing operations along different directions. In the Hilbert
space picture we consider
Hˆ = HˆA + u(t) HˆB , (39)
where the drift Hamiltonian HˆA and the control Hamiltonian
HˆB are defined as
HˆA =
(1− c)xˆ2 − (1 + c)pˆ2
2
,
HˆB = − xˆpˆ+ pˆxˆ
2
.
(40)
The theory of Sec. II allows us to translate these to
HA =
(
1− c 0
0 −c− 1
)
, HB =
(
0 −1
−1 0
)
, (41)
This in turn sets up the the open-loop control problem
S˙(t) = (A+ u(t)B)S(t), (42)
where
A
(
0 −(1 + c)
−(1− c) 0
)
, B =
(−1 0
0 1
)
. (43)
The reason for introducing this example system is to visualise
its reachable set in order to give intuition for its structure.
Note that A is parabolic, hyperbolic or elliptic if, respec-
tively, |c| is equal to, less than, or greater than 1. We focus our
analysis on c = 0 to explore a hyperbolic case but later remark
on changes of behaviour as we vary c. Before proceeding to
the numerics we require a little more theoretical preparation.
A. Visualisation setup
The visualisation will use the singular value decomposition
defined in Sec. IV and use (z, θ, φ) as graph axes. In order to
plot the reachable set uniquely it is necessary to fix θ0 and φ0.
We choose
(θ0, φ0) = (0,
pi
2
), (44)
which implies the bounds
− pi ≤ θ < pi, 0 ≤ φ < pi. (45)
We will represent the reachable set as points in a cubic space
with the θ and φ ranges as given. One may object that, al-
though for z > 1 this provides a unique mapping to the graph,
for z = 1 this will not be the case because these matrices
should be indicated by one and not two parameters, as per
Eq. (15). By Theorem 1 we know that none of the elements
of this plane will be reachable except for identity and so, after
finding a point for identity, we may maintain the cubic plot for
illustrative clarity.
6Analytically, we may find the ‘singular value decomposi-
tion of identity’ by considering the limit t → 0 for some
reachable element of our example system. Take, for example,
exp
[(
0 −1
−1 0
)
t
]
(46)
as t→ 0. Consider t = 1n , where n ∈ N.
exp
[(
0 −1
−1 0
)
1
n
]
=
(
R− 3pi4
(
1
e 0
0 e
)
R 3pi
4
) 1
n
= R− 3pi4
(
1
e 0
0 e
) 1
n
R 3pi
4
.
(47)
In the limit as n→∞ we find that the singular value decom-
position of the identity is singled out as
I = R− 3pi4 R 3pi4 . (48)
Using this result, we may also derive a bound on the angle θ
that will appear in the numerics. Analysis given in the proof
of Lemma 3 states that for unstable systems sin[2θ] > 0 for
S 6= I and so, given the range as set by Eq. (45), this implies
− pi < θ < −pi
2
, 0 < θ <
pi
2
. (49)
Eq. (48) indicates that at t = 0, θ = −3pi/4. The singular
value decomposition of elements must vary continuously and
therefore
− pi < θ < −pi
2
. (50)
The numerics reported in the following subsection confirm
and extend this analytical characterisation.
B. Numerical study through optimal control
Here we complement our analytics by applying optimal
control algorithms adapted to the symplectic case in order to
explore the reachable set of Eq. (42). We look to determine
whether specific symplectic transformations Starget can be per-
formed on our system given a fixed evolution time T . To test
for controllability we implemented specific modules for sim-
ulating control in symplectic systems into QuTiP, which is an
open source python library for simulating quantum dynamics
[21, 22]. The GRAPE algorithm [23] is used to find a control
function u(t) that will drive the system to perform the trans-
formation Starget. The evolution time T is split into Q equal
time slices of length ∆t with the time at the beginning of each
slice tk. u(tk) is constant throughout the time slice, hence the
piecewise constant control function u(t) corresponds to a set
of Q real values. In this case Q = 10.
The dynamical generators used in QuTiP are of the form
Hk = HA + u(tk)HB , u(tk) ∈ R. (51)
where HA and HB are as given in Eq. (41).
The evolution in each time slice is given by
Sk = e
ΩHk∆t. (52)
The full evolution is given by
S(T ) = SQSQ−1 · · ·Sk · · ·S2S1. (53)
The difference between the evolved transformation and the
target is quantified by the fidelity error (or infidelity) as mea-
sured by the Frobenius norm
ε := λTr[(S(T )− Starget)T(S(T )− Starget)] , (54)
with λ = 1/8 for a 2× 2 matrix.
The control function is optimised to minimise ε using the
L-BFGS-B method in the scipy optimization function, which
is a wrapper to the implementation by Byrd et al. [24]. The
exact gradient with respect to u(tk) is calculated using the
Frechet derivative (or augmented matrix method) as described
in Eq. (12) of [25]. The target is considered achieved in this
case if ε < 10−3. The control function optimisation termi-
nates unsuccessfully if either a local minima is found or a
processing time limit is exceeded.
The set of possible target symplectics is discretised in the
(z, θ, φ) space by only considering points at pi/12 intervals
in the angular directions and 10 logarithmically equal in-
tervals between z = 1 and the arbitrary upper bound of
z = 100. A bisection method was used to determine the
boundary between reachable and unreachable targets. The
boundary points are depicted as the darker blue points in
Fig. 1. These simulations were repeated for combinations of
c = {0.0,±0.5,±0.9,±0.99,±1.01,±1.1,±1.5} and T =
{0.1, 0.5, 1, 2, 3, 4, 5, 7, 10, 20, 50, 100}. When successful,
the Starget test shows that there is at least one set of controls
that can achieve the target transformation.
The results of some of the tests for unstable systems are
shown in Fig. (1). Note that the points shown are those
reachable specifically at evolution time T rather than up to
time T . For unstable systems the reachable points are re-
stricted to a set centred around (θ, φ) = (−3pi/4, 3pi/4) and
bounded by −pi < θ < −pi/2, confirming the analytics, and
pi/2 < φ < pi, which was not proved analytically. This indi-
cates that the numerics supply a tighter bound.
The example system is demonstrated to be unstable for
−1 < c < 1. For |c| ≥ 1.1 all points were found to be reach-
able. For |c| = 1.01 the optimiser was unable to find a suitable
control function for some Starget. These unreached points were
predominantly in the region found reachable for −1 < c < 1.
However, it is most likely that this is due to the constraints
placed on the pulse optimisation, and demonstrates the diffi-
culty of finding a solution near the edge of stability. Fig. (1)
shows the case for c = −0.99 where we see that the reachable
set is broader. There is then a discontinuity as we pass |c| = 1
when the reachable set then becomes the whole space. The
broadening of the reachable set as c goes near the boundary
indicates that the control system has become in a sense more
stable.
The numerics show that, in one mode, when an elliptic drift
field cannot be constructed, the system will restrict itself to
7(a) c = 0, T = 1
(b) c = 0, T = 5
(c) c = −0.99, T = 5
FIG. 1. The blue points are reachable operations in the (z, θ, φ) basis
after time T . The enclosed blue region is unreachable by Eq. (19).
Specific parameters: (a) c = 0, T = 1; (b) c = 0, T = 5; (c)
c = −0.99, T = 5.
unbounded squeezing within a small angular region. The abil-
ity to visualise this behaviour is by virtue of working in a sin-
gle mode and a generalisation of this would require a more
sophisticated treatment. Nevertheless, working on the numer-
ics for this case provides some much needed intuition for a
higher mode exploration.
VII. CONCLUSIONS AND OUTLOOK
The Lie algebra rank criterion, although necessary and suf-
ficient for controllability on compact Lie groups, loses its suf-
ficiency when the group is non-compact. Such a group occurs
when considering the control of Gaussian quantum systems.
In this paper we sought to characterise and visualise single-
mode systems that obey the rank criterion but are not con-
trollable. The main aim was to describe the physical charac-
teristics that prevent the criterion extending its sufficiency to
non-compact Lie groups. In this process we found that strong
squeezing in a particular direction on the group manifold pro-
vided the mechanism for uncontrollability. It was not obvious
that no non-trivial passive, or energy-preserving, operation
would be unreachable and this was proven. If this extended to
unstable system in any number of modes then a long-standing
open problem in mathematical control theory would be solved
[12, 26].
Note that controlled operations generated by hyperbolic
generators are accessible in several experimental set-ups, both
optical and mechanical. Given the exponential speed-up they
grant they are instrumental in beating decoherence times – for
example [27], where such operations are proposed to achieve
this aim in the context of superconducting quantum magne-
tomechanics, and the Hamiltonians generating them are re-
ferred to as ‘repulsive potentials’.
In multimode systems we expect to see similar behaviour.
The crucial recurring elements are referred to as neutral and it
is known that these are sufficient, with the rank criterion, for
controllability on n modes [14]. To prove their necessity it
would suffice to show that without them there is no way of ac-
cessing the maximal compact subgroup and that they induce
a permanent state of squeezing. This is a new line of enquiry
that will be developed from this physical characterisation of
the single-mode case. It is hoped that this will provide further
insight into the more general mathematical problem of con-
trollability of closed, continuous variable, quantum systems.
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8Appendix A: Complete proof of the uncontrollability condition
In order to prove Lemmata 1 and 2, we need a few prelimi-
nary statements, which are also taken directly from [15].
Lemma 5. The equation
Tr[[M,N ]2] = Tr[MN ]2 − 2 Tr[N2] Tr[M2] (A1)
holds for M,N ∈ sp2,R.
Proof First we expand the elements in the basis defined in
Eq. (7):
M = m1Kx +m2Ky +m3Kz, (A2)
N = n1Kx + n2Ky + n3Kz. (A3)
We use this expansion to express the value of the following
terms:
Tr[M2] =
1
2
(m21 +m
2
2 −m23), (A4)
Tr[N2] =
1
2
(n21 + n
2
2 − n23), (A5)
Tr[MN ] =
1
2
(m1n1 +m2n2 −m3n3), (A6)
Tr[[M,N ]2] =
1
2
((m2n3 −m3n2)2 (A7)
+ (m3n1 −m1n3)2
− (m1n2 −m2n1)2).
Then we combine them to prove the statement:
Tr[[M,N ]2] = Tr[MN ]2 − 2 Tr[N2] Tr[M2]. (A8)
Lemma 6. If Tr[[A,B]2] = 0 in Eq. (6) then the system does
not obey the Lie algebra rank criterion.
Proof From Eqs. (A2) and (A3) it can be concluded that M ,
N and [M,N ] are linearly dependent if and only if
Det
m1 n1 m2n3 −m3n2m2 n2 m3n1 −m1n3
m3 n3 −(m1n2 −m2n1)
 = 0, (A9)
or equivalently
(m2n3−m3n2)2+(m3n1−m1n3)2−(m1n2−m2n1)2 = 0.
(A10)
From Eq. (A7) we see that this is equivalent to Tr[[M,N ]2] =
0. If A, B and [A,B] are linearly dependent then the span of
A and B does not generate sp2,R.
Lemma 7. Consider hyperbolic M ∈ sp2,R. There exists
P ∈ Sp2,R such that PMP−1 =
√
2 Tr[M2]Ky .
Proof M is hyperbolic and so Tr[M2] > 0. We seek a matrix
P1 = e
αKz ∈ Sp2,R which satisfies
P1MP
−1
1 =
√
m21 +m
2
2Ky +m3Kz. (A11)
using the decomposition of Eq. (A2). Let α be the angle sat-
isfying
sin[α] =
m1√
m21 +m
2
2
, cos[α] =
m2√
m21 +m
2
2
. (A12)
According to the formula
eMNe−M = N + [M,N ] +
1
2!
[M, [M,N ]] + . . . , (A13)
one can immediately obtain that
eαKzMe−αKz = m1eαKzKxe−αKz +m2eαKzKye−αKz +m3Kz
= (m1 cos[α]−m2 sin[α])Kx + (m1 sin[α] +m2 cos[α])Ky +m3Kz
=
√
m21 +m
2
2Ky +m3Kz.
(A14)
Next we show that there is a matrix P2 = eβKx ∈ Sp2,R which can convert
√
m21 +m
2
2Ky + m3Kz into
√
2 Tr[M2]Ky .
Using Eq. (A4) we know that m21 +m
2
2 −m23 > 0 and so we can choose β such that
sinh[β] =
m3√
m21 +m
2
2 −m23
, cosh[β] =
√
m21 +m
2
2√
m21 +m
2
2 −m23
. (A15)
Make use of Eq. (A13) again and obtain
eβKx(
√
m21 +m
2
2Ky +m3Kz)e
−βKx =
√
m21 +m
2
2e
βKxKye
−βKx +m3eβKxKze−βKx
= (
√
m21 +m
2
2 cosh[β]−m3 sinh[β])Ky + (m3 cosh[β]−
√
m21 +m
2
2 sinh[β])Kz
=
√
m21 +m
2
2 −m23Ky
=
√
2 Tr[M2]Ky.
(A16)
9Consequently the Sp2,R matrix e
βKxeαKz will convert M
into
√
2 Tr[M2]Ky when M is hyperbolic.
Using the two previous lemmas we may now proceed to a
proof of Lemma 1 that was stated in the main text. First we
restate it.
Lemma 1. If Ξ only contains hyperbolic elements then
Eq. (6) is similar, via a symplectic transformation, to
S˙(t) = (−Kx + bKz + u(t)Ky)S(t), S(0) = I2, (A17)
where b is some real constant with modulus strictly less than
one.
Proof If Eq. (6) only has hyperbolic controls then the follow-
ing inequality holds:
Tr[(A+ vB)2] = Tr[B2]v2 + 2 Tr[AB]v + Tr[A2] > 0,
(A18)
for all v ∈ R. For this inequality to hold for all v it is imme-
diately clear that Tr[A2] > 0. We can see that Tr[B2] > 0
because (a) if it were less than zero then there exists v for
which the inequality does not hold and (b) if it were equal to
zero then Tr[AB] must equal zero; by Lemma 5 this implies
that Tr([A,B]2) = 0 which implies that the system does not
obey the Lie algebra rank criterion by Lemma 6 which would
contradict our assumption.
With the knowledge that B is hyperbolic, Lemma 7 states
that there exists a symplectic similarity transformation to
transform Eq. (6) into:
S˙(t) = (A′ + u(t)Ky)S(t), S(0) = I2, (A19)
where A′ is some unspecified element of sp2,R. Expand A′ in
the symplectic basis of Eq. (7):
A′ = bxKx + byKy + bzKz. (A20)
By redefining u(t) we can transform the system such that by
equals zero. We know thatA′ is hyperbolic because this prop-
erty is invariant under similarity transformation, therefore we
know that |bx| > |bz| from Eq. (A4). The role of time in
Eq. (A19) allows us to rescale such that the coefficient of Kx
has modulus one leaving us with system
S˙(t) = (Kx + bKz + u(t)Ky)S(t), S(0) = I2, (A21)
where |b| < 1 and  = ±1. If  = −1 then we leave the
system as it is and the proof is finished. If  = 1 then enact-
ing a similarity transformation under the symplectic matrix Ω
is equivalent to time reversal and sends each of the basis ma-
trices to their negative. Thus we have shown that Eq. (6) is
symplectically similar to Eq. (A17). Note that we did not talk
about effects on the initial value of X because this is set to be
I2.
Recalling that any 2× 2 real matrix can be written as
X =
(
x1 + x3 x2 + x4
x4 − x2 x1 − x3
)
, xi ∈ R, (A22)
we are able to proceed to a proof of Lemma 2 stated in the
main text. First we restate it.
Lemma 2. If X ∈ R˜ then the function
f(X) := (x1 − x4)2 − (x2 − x3)2 (A23)
satisfies
f(X) ≥ 1, (A24)
d
dt
f(X) ≥ 0, (A25)
d
dt
f(X = I) ≥ 1, (A26)
for any choice of u(t) in Eq. (9).
Proof Eqs. (A17) and (A22) provide the set of equations
x˙1 =
1
2
(ax2 − x4 − ux3), (A27)
x˙2 =
1
2
(−ax1 + x3 − ux4), (A28)
x˙3 =
1
2
(−ax4 + x2 − ux1), (A29)
x˙4 =
1
2
(ax3 − x1 − ux2). (A30)
Subtracting Eqs. (A27) and (A30) then followed by a succeed-
ing multiplication by 2(x1 − x4) provides
d
dt
(x1 − x4)2 = a(x1 − x4)(x2 − x3)
+ (x1 − x4)2
+ u(x1 − x4)(x2 − x3).
(A31)
Similarly, we have
d
dt
(x2 − x3)2 =− a(x1 − x4)(x2 − x3)
− (x2 − x3)2
+ u(x1 − x4)(x2 − x3).
(A32)
Then subtracting Eqs. (A31) and (A32)
d
dt
(
(x1 − x4)2 − (x2 − x3)2
)
= 2a(x1 − x4)(x2 − x3)
+
(
(x1 − x4)2 + (x2 − x3)2
)
= (1− |a|) ((x1 − x4)2 + (x2 − x3)2)
+ |a| ((x1 − x4)− sign(a)(x2 − x3))2
≥ 0 .
(A33)
Thus, the function f is nondecreasing for every trajectory of
the system. Since the initial value of f is 1 it can be con-
cluded that the reachable states of Eq. (A17) should satisfy
the restriction that f ≥ 1. Furthermore the initial value of
the rate of change is equal to one if we set x1 = 1 and
x2 = x3 = x4 = 0. This implies that the function is in-
creasing from the beginning.
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Appendix B: Singular value decomposition
1. Uniqueness of the singular value decomposition
To prevent any ambiguity we require that the singular value
decomposition be unique. This is not true in general and there-
fore we need to restrict the range of allowed angles so that it
is properly defined. In short, we want
S = RθZRφ = RαZ
′Rβ (B1)
to imply that α = θ, β = φ and Z ′ = Z. The first thing to
notice is that the singular values of S are unique and so we
would only ever get either Z ′ = Z or Z ′ = Z−1. The latter
case corresponds to the situation where z < 1 which may be
ignored provided the range of the angles is properly limited
allowing Z−1 = R−pi/2ZRpi/2. Thus we need only consider
two cases, z = 1 and z > 1. In the conclusion we use these
cases to show that we have a freedom in how to represent the
singular value decomposition.
a. Z 6= I
Let’s first look at the former case, Z ′ = Z, where Z 6= I.
Assume a non-unique decomposition:
RθZRφ = RαZRβ , (B2)
or equivalently
Rθ−αZ = ZRβ−φ, (B3)
and explicitly(
1
z cos[θ − α] −z sin[θ − α]
1
z sin[θ − α] z cos[θ − α]
)
=(
1
z cos[β − φ] − 1z sin[β − φ]
z sin[β − φ] z cos[β − φ]
)
.
(B4)
This implies the set of conditions
1
z
sin[θ − α] = z sin[β − φ],
z sin[θ − α] = 1
z
sin[β − φ],
cos[θ − α] = cos[β − φ],
(B5)
which only hold when
sin[θ − α] = 0,
sin[β − φ] = 0,
cos[θ − α] = cos[β − φ].
(B6)
These only hold when
α = θ + npi and β = φ+mpi (B7)
for n,m ∈ Z either both odd or both even.
To avoid Eq. (B7) being satisfied for m,n 6= 0 we limit φ
to vary in a range less than pi so that β = φ. This sets m = 0
and so to satisfy Eq. (B7) without letting α = θ the nearest
option would be to let α = θ ± 2pi. The maximum range for
the angles governing SO(2) is 2pi and so this is the bound that
will apply to θ. For uniqueness, therefore, we set the ranges
of θ and φ to:
− pi + θ0 ≤ θ < pi + θ0, −pi
2
+ φ0 ≤ φ < pi
2
+ φ0, (B8)
where θ0, φ0 fix the centre of the ranges.
b. Z = I
In this case we consider Z = I. We look for times when
RθRφ = RαRβ (B9)
is satisfied.
These are cases when
θ + φ = α+ β + 2npi, (B10)
for n ∈ Z.
This holds true for a whole range of angles. We can arbi-
trarily set φ = φ0 to let θ label the elements of SO(2).
c. Angle limit
Now we have choices on how to set the angles such that the
decomposition is unique. We choose
− pi+ θ0 ≤ θ < pi+ θ0, −pi
2
+ φ0 ≤ φ < pi
2
+ φ0 (B11)
to make the singular value decomposition unique whenZ 6= I.
θ0 and φ0 are some constants that we are free to set. Note that
we have made a further arbitrary choice in exactly where to
make the bounds tight. For Z = I we must totally restrict
one of the angles and leave the other free; we choose so set
φ = φ0.
2. Singular value decomposition coordinates for f
In this section we represent cos[θ] as cθ and sin[θ] as sθ for
brevity. We begin with two expressions for X ∈ Sp2,R:
X =
(
x1 + x3 x2 + x4
x4 − x2 x1 − x3
)
, (B12)
and
X =
(
cθcφ
z − zsθsφ − cθsφz − zsθcφ
sθcφ
z + zcθsφ − sθsφz + zcθcφ
)
. (B13)
11
Equating the two expression and solving for xi we find that
2x1 =
1
z
(cθcφ− sθsφ) + z(cθcφ− sθsφ), (B14)
2x2 = −1
z
(sθcφ+ cθsφ)− z(sθcφ+ cθsφ), (B15)
2x3 =
1
z
(cθcφ+ sθsφ)− z(sθsφ+ cθcφ), (B16)
2x4 =
1
z
(sθcφ− cθsφ) + z(cθsφ− sθcφ), (B17)
and so
2(x1 − x4) = 1
z
(cθcφ− sθsφ− sθcφ+ cθsφ) + z(cθcφ− sθsφ− cθsφ+ sθcφ), (B18)
2(x2 − x3) = −1
z
(sθcφ+ cθsφ+ cθcφ+ sθsφ)− z(sθcφ+ cθsφ− sθsφ− cθcφ), (B19)
or more simply
2(x1 − x4) = 1
z
(cθ − sθ)(cφ+ sφ) + z(cθ + sθ)(cφ− sφ),
2(x2 − x3) = −1
z
(cθ + sθ)(cφ+ sφ)− z(cθ − sθ)(−cφ+ sφ),
(B20)
which leads to
(x1 − x4)2 = 1
4
(
1
z2
(cθ − sθ)2(cφ+ sφ)2 + z2(cθ + sθ)2(cφ− sφ)2 + 2(cθ + sθ)(cθ − sθ)(cφ+ sφ)(cφ− sφ)
)
,
(x2 − x3)2 = 1
4
(
1
z2
(cθ + sθ)2(cφ+ sφ)2 + z2(cθ − sθ)2(cφ− sφ)2 − 2(cθ + sθ)(cθ − sθ)(cφ+ sφ)(cφ− sφ)
)
.
(B21)
Subtracting the two
(x1 − x4)2 − (x2 − x3)2 = 1
4
(
1
z2
(cφ+ sφ)2
(
(cθ − sθ)2 − (cθ + sθ)2)+
z2(cφ− sφ)2((cθ + sθ)2 − (cθ − sθ)2)+
4(cθ2 − sθ2)(cφ2 − sφ2)
)
,
(B22)
to
(x1 − x4)2 − (x2 − x3)2 = 1
4
(
1
z2
(1 + s2φ)(−s2θ) + z2(1− s2φ)(s2θ) + 4c2θc2φ
)
, (B23)
to
(x1 − x4)2 − (x2 − x3)2 = c2θc2φ− s2θ
(
1
2
(
z2 +
1
z2
)
s2φ− 1
2
(
z2 − 1
z2
))
. (B24)
which is our new expression for f in terms of θ, φ and z.
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