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Orientador: Luiz Landau 
Programa: Engenharia Civil 
Este trabalho tem por objetivo apresentar um esquema 
auto-adaptativo versão p do Método dos Elementos Finitos para 
análise de erros a-posteriori e refinamento automático na resolu 
ção de problemas de elasticidade estática linear. 
Utiliza-se a formulação hierárquica do método, e ore-
finamento seletivo de polinômios é feito automaticamente através 
de procedimentos iterativos, baseado na distribuição de indicado 
res de erro. 
Como aplicação são apresentadas análises de problemas 
de elasticidade plana, flexão de placas e cascas. Os resultados 
obtidos são comparados com soluções analíticas. 
Vi 
Abstract of Thesis presented to COPPE/UFRJ as partial 
fulfillment of the requirements for the degree of Master of 
Science (M.Sc.) 
HIERARCHICAL FORMULA TION OF THE FINITE 
ELEMENT METHOD:. P VERSION SELF -ADAPTIVE REFINEMENT 
APPLIED TO ELASTICITY PROBLEMS 
Fernando Luiz Bastos Ribeiro 
December, 1986 
Chairman: Luiz Landau 
Department: Civil Engineering 
This work is concerned with the development of a p 
version self-adaptive scheme of the Finite Element Method for 
a-posteriori error analysis and automatic refinement, in the 
resolution of linear static elasticity problems. 
Utilizing the hierarchical formulation of the method, 
the selective polynomial refinement is performed by means of 
iterative procedures, according to an error indicator 
distribution. 
As for the application of such methodology, analysés 
of plane elasticity, plate bending and shell problems are 
presented. The obtained results are compared with analytical 
solutions. 
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Os estudos de NAVIER [40], MAXWELL [41], CASTIGLIANO 
[42], Lord RAYLEIGH [43] e RITZ [44] entre outros, datando do fi-
nal do século XIX, formam a base do que hoje se chama análise es-
trutural. Desde entao, importantes ferramentas matemáticas têm si 
do desenvolvidas paralelamente. A introduçao de métodos matri-
ciais na análise estrutural culminou com o desenvolvimento dos 
computadores digitais no início dos anos 50. As primeiras aplica-
ções envolviam apenas estruturas reticuladas (LIVESLEY [45]), mas 
a crescente necessidade de estruturas mais leves, tais como as 
encontradas no indústria aeronáutica, conduziu ao desenvolvimento 
de métodos numéricos que pudessem ser utilizados nas análises de 
problemas mais complexos. Dentre os pioneiros, pode-se citar AR-
GYRIS [46], TURNER [47] e CLOUGH [48]. 
O Método das Diferenças Finitas foi originalmente o mé-
todo mais popular, mas nos dias de hoje o Método dos Elementos Fi 
nitos (MEF) é reconhecido como sendo a técnica numérica dominante. 
O MEF (SPOONER [49]) é uma extensao do Método de Ritz, 
base dos métodos variacionais, e pode também ser associado ao Mé-
todo de Galerkin. 
Uma desvantagem dos métodos variacionais é que estes 
nao fornecem informações a respeito do erro associado às aproxima 
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ções obtidas. A confiabilidade dos resultados é na verdade ques-
tão fundamental do MEF, e vem sendo recentemente motivo de pes-
quisas no sentido de se criarem procedimentos automáticos de es-
timativas de erro e refinamento de uma solução. Importantes tra-
balhos nesta área têm sido publicados desde 1978,e em 1984 reali 
zou-se em Lisboa, Portugal, a primeira conferência internacional 
totalmente dedicada aos temas análise de erros e adaptatividade; 
International Conference_on Accuracy Estimates and Adaptive Re-
finements in Finite Element Computations (ARFEC[50]). Trabalhos 
como os de BABUSKA e RHEINBOLOT [9,51,52] e GAGO [4] deram con-
siderável impulso ao desenvolvimento do assunto. 
Dentro do contexto de procedimentos auto-adaptativos, 
a formulação hierárquica do MEF, cuja primeira utilização se a-
tribui a ZIENKIEWICZ [ 2 ], desempenha um papel fundamental pois 
suas características a tornam extremamente adequada para tais ti 
pos de m~todologia. 
Apresenta-se neste trabalho um esquema auto-adaptativo 
do MEF, com medidas de erro a-posteriori e refinamento polinomi-
al para resolução de problemas de elasticidade estática linear. 
Utilizando-se formulação hierárquica, o refinamento seletivo de 
palinômios é feito automaticamente através de procedimentos ite-
rativos, baseado na distribuição de indicadores de erro. 
No Capítulo II descreve-se o MEF de maneira geral, in-
t·oduzindo-se os conceitos de refinamento de polinômio (p), ma-
lha (h) e ~e aproximações hierárquicas. Apresentam-se exemplos de 
funções de interpolação hierárquicas em 1 e 2 dimensões, para os 
dois tipo~ de refinamento mencionados acima. 
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No Capitulo III procurou-se estudar alguns aspectos r~ 
]ativos I análise de erros. Definem-se medidas de erro a-priori: 
e a-posteriori, fazendo-se a distinção entre estimativas e indi-
cadores de erro. Utilizando a formulação hierárquica obtém-se me 
jidas de erro a-posteriori, segundo a norma de energia. 
No Capitulo IV apresentam-se as caracteristicas de um 
processo auto-adaptativo, e descreve-se em linhas gerais o pro-
grama para análise de erros e refinamento automático 
desenvolvido neste trabalho. 
versão P, 
O Capitulo V contém as aplicações do refinamento p-hi~ 
rárquico nas análises de problemas de elasticidade plana, flexão 
de placas e cascas. 
No Capitulo VI encontram-se as conclusões baseadas nos 
resultados obtidos, bem como sugestões para pesquisas futuras e 
continuidade do presente trabalho. 
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CAPÍTULO II 
O MÉTODO DOS ELEMENTOS FINITOS 
E APROXIMAÇÕES HIERÁRQUICAS 
11.1 - O MÉTODO DOS ELEMENTOS FINITOS 
No decorrer dos últimos 25 anos o Método dos Elementos 
Finitos (MEF) tornou-se uma ferramenta largamente utilizada na 
resolução por computador de complexos problemas em engenharia. 
O MEF consiste basicamente em aproximar uma função qi 
satisfazendo a uma determinada equação diferencial em um 
nio íl {Figura II.1), juntamente com certas condições 
no contorno r do domínio (r= r 1 + r 2): 
L~ + p o em íl . 
Mqi = o em r. 
1 






onde L, Me N são operadores diferenciais, p e q independem de 
qi e, (II.2) e (II.3) são respectivamente, as condições de contorno 
essenciais (homogêneas aqui no caso) e naturais. 
5 
~-
y .Cq>+p = ô 
Figura II.1 - Domínio Q e contorno r de um problema 
bidimensional 
Em um problema deste tipo, a equação integral, 
J(t~ + P)vdQ 
Q 
o (II.4) 
deve ser satisfeita para todas as funções v pertencentes ao es 
paço H de funções suficientemente bem comportadas tais que tor-
nem possível o cálculo da integral (ll.4). 
O problema de se encontrar uma função~. satisfazendo 
as condições de contorno (ll.2)e (II.3) tal que, 
f (L~ + p)vdíl = O 
íl 
6 
't/v E H (11.5) 
constitui a formulação variacional (BECKER [1]) do problema defi 
nido por (11.1), (11.2) e {11.3). 
No presente trabalho estuda-se a classe .de problemas 
regidos por equações diferenciais elfpticas lineares~e indepen-
dentes do tempo, tais como problemas de elasticidade estática li 
near. 
Sendo L um operador linear elfptico (REKTORYS [11]) de 
ordem 2m, a integração por partes (teorema de Green) da primeira 
parcela de (11.5) fornece a expressão: 
= B{~,v) + f N~Mvdr 
r 
{11.6) 
onde B(~,v) ~ uma integral no domfnio envolvendo produtos das 
derivadas de~ e v de ordem m, e os operadores Me N possuem de-
rivadas de ordem 0,1,2, ... , m-1 e m,m+1, ... ,2m-1 respectiva-
mente. 
Da substituição de (11.6) em (11.5) e introduzindo-se 
as condições de contorno (com v satisfazendo as condições essen-
ciais homogêneas), resulta: 




sendo H* o e.spaço das funções suficientemente suaves para permi-
tirem o cálculo das integrais (II.7) e qu~ satisfazem as condi-
ções essenciais homogêneas. Esta expressão representa a "forma 
fraca'' da formulação variacional (II.5}, e tem a vantagem de re-
querer uma ordem de continuidade inferior para a solução~- Em 
problemas de elasticidade, esta formulação corresponde à utiliz~ 
ção do princípio dos trabalhos virtuais e à minimização do fun-
cional de energia. 
No MEF o domínio é discretizado (Figura II.2) e procu-
ra-se uma solução aproximada,~ na forma, 
n 
= ,: 
i = 1 
N.a. = N a 
1 1 -n -n (II.8) 
sendo ai as incógnitas do problema e Ni as funções de interpola-
ção definidas de tal modo que, 
para o nó j=i 
para os nós j * 
sendo no número de pontos nodais. 
= 1,2, ... ,n (II.9) 
Tal característica das funções de interpolação faz com 
que seja atribuído às incógnitas ai o significado físico de valo 
res da função aproximada~ nos nós, 
= 1 , 2 , . . . , n (11.10} 
8 
. . 
elemento genenco e 
y 
X 
Figura Il.2 - Discretização do domínio íl em elementos finitos 
Empregando o Método de Galerkin, introduz-se a aproxi-
mação (ll.8) em (II.7), fazendo com que esta igualdade seja váli 
da para n funções v EH* escolhidas de tal modo que, 
= = 1,2, ... ,n (11.11) 
obtendo-se então n equações lineares com n incógnitas: 
ou na forma matricial, 
K a = f -nn-n -n 





i,j = 1,2, ... ,n (II.14) 
os coeficientes da matriz de rigidez K a o vetor de incógrii--nn ' -n 
tas nodais e f o vetor de forças, -n 
= 1 , 2 , . . . , n (11.15) 
O sistema de equações (11.13) é obtido somando-se as 
contribuições individuais de cada elemento, 
K .. ,: e f. ,: fe (11.16) = K .. = 
l J l J l l e e 





e e fe J qMNidr -J pNidQ (11.17) K .. = B (Ni,Nj) = 
l J l 
recr 2 Qe 
11.2 - FORMULAÇÃO HIERÁRQUICA DO MÉTODO DOS ELEMENTOS FINITOS 
Funções hierárquicas foram primeiramente introduzidas 
com o objetivo de se criarem elementos que permitissem a transi-
ção entre regiões com aproximações de graus diferentes (ZIENKIEWICZ 
[2]). O procedimento usual no MEF é definir as funções de inte~-
polação Ni (ver equações 11.8 e Il.9) de maneira que estejam a2 
s o c i a d as ·a i n c ó g n i tas ai que representem os v a l ores d a a pro xi m ~ 
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ção t nos nós. Tal característica faz com que aproximações de or 
dens diferentes tenham funçõ·2s de interpolação completamente ~i~ 
tintas. No entanto, é possível definir funções de interpolação 
hierárquicas, no sentido de que quando introduzidas na aproxima-
ção t não alterem as funções N. (i = 1,2, ... ,n) pré-existentes. 
l 
Neste caso, as incógnitas ai (i > n) associadas a estas funções 
hierárquicas não mais terão o significado físico de valores no-
dais da função aproximada. 
Se uma solução com n graus de li5erdade é refinada 
hierarquicamente através da introdução de novas variáveis a , -m 
= N a -n+m -n+m 
obtém-se o sistema de equações: 
ou, 
K -n,a 
- - - T 
K -mn 
= f -n+m 
K l '" -nm - - -







no qual a matriz K e o vetor fn permanecem inalterados. Deste -n,a -
modo, as matrizes corr~spondentes a um nível de aproximação ante 
rior sAo mantidas e não precisam ser recalculadas. 
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Este sistema de equações pode ser resolvido através do 
seguinte esquema iteracivo (ZIENKIEWICZ [12]): 
i = K-1 (fm K k -1 (11.20) - in ) -m -mm -mn 
k = 1 , 2 , . . . , j 
i -n = K-1 -nn (fn - K -nm i) -m (11.21) 
onde uma primeira aproximação para a pode ser dada pela solução -n 
original do problema com n graus de liberdade, 
aº=K- 1 f -n -nn -n (11.22) 
Existem basicamente duas alternativas para o refinamen 
to de uma solução: 
i) refinar a malha através da introdução de elementos meno-
res. 
ii) aumentar o grau dos polinômios usados, introduzindo-se 
novos modos de deformação, como por exemplo no caso de elastici-
dade. 
Estas duas alternativas são denominadas refinamentos h 
e p respectivamente (Figura 11.3). 
A seguir apresentam-se exemplos de funções hierárqui-
cas de continuidade eº entre elementos para estes dois tipos de 
refinamento. 
1 2 
( o ) 
,, 
,- •• . -. 
' ,1 -· 





( b) ( e ) 
Figura II.3 - (a) Malha original 
11.2.1 - Refinamento p 
(b) Refinamento de polinômios (p) 
(c) Refinamento de malha (h) 
Define-se a versão p do MEF como sendo o enriquecimen-
to do espaço solução através da introdução de novas funções de 
interpolação Ni de modo a se aumentar o grau dos polinômios usa-
1 3 
dos (GAGO [4]). 
Em um elemento unidimensional, as aproximações linear, 
quadrática e cúbica (Figura Il.4) escritas em termos das coorde-
nadas locais r são dadas por: 
. 
i) aproximação linear: qi = N1 a1 + N2a2 
N1 = (1-r)/2 
N2 = (1+r)/2 
. 
ii) aproximação qu~drática: qi = N1a1+N 2a2+N 3a3 
N1 = r(1-r)/2 
N2 = r(1+r)/2 
N3 = (1-r)(1+r) 
. 












C>:<1 1 2 
r e -1 .r .. 1 r ~ -1 r,-11 O r = ·I 
(o) ( b) 
(e) 




Observa-se que quando se passa de um grau para outro 
subsequente, obtém-se funções de interpolação totalmente diferen 
tes. Estas funções, construidas de modó a atribuírem às incógni-
. 
tas valores nodais da aproximação~ são aqui denominadas funções 
de interpolação standard. 
Pode-se obter para este mesmo elemento uma aproximação 





e N2 são as funções lineares de (11.24) e N3 é uma fun-
ção hierárquica do segundo grau satisfazendo as conjições N3 = O 
em r = ±1 , para que seja mantida a continuidade Cº entre elemen 
tos. Toda função na forma, 
N3 = a (1-r)(1+r) (11.30) 
onde a é um parâmetro real qualquer, satisfaz a estas condições. 
Escolhendo-se por simplicidade a=1 tem-se a função hierárquica 
quadrática, 
N3 = (1-r)(1+r) (11.31) 
Neste caso, pode-se relacionar a inc6gfiita hierárquica 
a3 às incógnitas nodais a1 e a2 em (11.29): 
(11.32) 
Para se obter uma aproximação hierárquica cúbica basta 
somar o termo N4a4 à aproximação (11.29), 
(11.33) 
sendo N4 uma função cúbica que se anule em r=±1. Selecionando-se 
por exemplo uma destas funções para a qual dN 4/dr = 1 em r=O, 
obtém-se a função cúbica hierárquica, 
1 6 
(11.34) 
sendo a incógnita hierárquica a4 associada a esta função igual 
a: 
-
a = ~ 4 dr r=O 
(11.35) 
A Figura 11.5 ilustra as aproximações hierárquicas qu! 
drática e cdbica. Deve-se observar que não é necessário associar 
nós às funções hierárquicas. 
-------- - --~ 
(o) ~º' 1 - - 2 
r ., -1 r = 1 
/\. 
(jí= N1a 1+ N2.o2 +N3o3 +N4o4 
(b) 
a, 
a ·i 2 
----------'12 
Figura Il.5 - Aproximações hierárquicas unidimensionais: 
(a) quadrática (b) cdbica 
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Procedendo de maneira semelhante pode-se construir fun 
ções hierárquicas de graus superiores. 
Analogamente ao que foi feito para o caso unidimensio-
nal, obtém-se aproximações hierárquicas para um elemento bidimen 
sional de coordenadas locais r e s (Figura II.6). Sendo a apro-













(1+r) ( 1 + s) 
( 1 - r) { 1 + s) 
( 1 - r) ( 1 - s ) 
( 1 +r) ( 1 - s ) 





i = 1 
8 
,: 
i = 5 





sendo Ni (i=1,2,3,4) as funções de (11.37) e Ni (i=5,6,7,8) as 
funções hierárquicas associctdas aos lados do elemento: 
N5 = 1 / 2 ( ;" 
2 -1 ) ( 1 + s) 
N6 = 1 /2 (s
2-1) ( 1 - r ) (11.39) 
N7 1 / 2 ( r 
2 -1 ) ( 1 - s ) = 
N8 = 1 / 2 ( s




Para a aproximação hierárquica cúbica tem-se, 
4 
E 










( i < 
iguais a: 
8) dadas por (II.37) e (II.39) e N. (i = 
l 
9,10,11,12) 
N = 9 1 / 6 ( 1 + s) (r
3-r) 
N10= 1/6 ( 1 - r ) (s
3-s) (11.41) 
N11 = 1 / 6 ( 1 - s ) 
3 ( r - r) 
N12= 1 /6 ( 1 + r) (s
3-s) 
Para estas funções, as incógriitas hie.rárquicas relaci~ 
nam-se às incógnitas standard de maneira semelhante ao caso uni-
dimensional. Por exemplo, no lado 2-1 do elemento tem-se: 
1 . 
ª5 = 2 ( a 1 + ª2) - <p (11.42) r=O 
s=1 
. 
ªg = 3 [~ + 1 'ª2 a 1 ) J (II.43) - 2 -ar r=O 
s=1 
As funções de interpolação definidas por (ll.37), 
o (II.39) e (II.41) garantem apenas continuidade C entre elemen-
tos. WANG, KATZ e SZABO [5] desenvolveram um elemento triangular 




3 7 li 4 
(d) ( b) 
N; (i•s,10.11,12) 
(e) (d) 
Figura II.6 - (a) Elemento quadrilátero bidimensional 
(b) Funções standard bilineares 
(c) Funções hierárquicas quadráticas 
{d) Funções hierárquicas cúbicas 
11.2.2 - . Refinamento h 
Denomina.se versao h do MEF ao refinamento da malha 
através da introduçao de elementos menores, mantendo-se inaltera 
do o grau dos polinômios usados (GAGO [4]). Na Figura II.7 apre-
20 
senta-se um elemento hierárquico unidimensional para refinamen-
to h. 
As funções de interpolação deste elemento são dadas 
por: 
N1 = 1/2 ( 1 - r) 
N2 = 1 / 2 ( 1 + r) 
{ 1+r para r < o 
N3 = 
1-r para r > o 
r(l>c) para r < - 1 / 2 -
N4 = - 2r para -1/2 < r < o (II.44) -
o para r > O 
r 
para r < o 
N5 = 2r para o < r < 1 / 2 -
2(1-r) para r > 1/2 
Observa-se na Figura II.7 que as incógnitas hierár-
quicas no refinamento h têm o significado físico de deslocamen 
tos relativos. 
Uma vez estabelecidas as funções hierárquicas unidime~ 
sionais, torna-se fácil a geração de funções de interpolação pa-
ra o refina~ento h em duas dimensões. A Figura II.8 apresenta 
uma comparaçãa entre os refinamentos standard e hierárquico de 
um elemento bidimensional. O caso tridimensional é apenas uma ex 
tensão dos conceitos aplicados em uma e duas dimensões. 
[;><:] 
1 2 
r. = -1 
+ 
r .. -1 PI 
+ 
-r~-1 rD-1. r•O r-•.!.. r=I 
2 2 
21 
. ª2 . 
.._ ___ ....... 3____ _.2 
4 3 5 
02 
2 
Figura II.7·- Funções de interpolação hierárquicas unidimensio-
nais para refinamento h 
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N; ( i• 1,2,3,4) N; (i•1,2,3,4) 
N; (i•S,6,7,a) N; Cit'S,6,7,8) 
2 5 2 5 
9 s ----=.-----<a 
3 4 3 7 4 
( b ) 
Figura 11.8 - Funções de interpolação bidimensionais para refi-
namento h: 
(a) standard (b) hierárquicas 
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11.2.J - Vántagens da Formulação Hierãrquica 
Primeiramente, a formulação hierárquica do MEF apre-
senta a vantagem de fornecer sistemas de equações mais bem condi 
cionados do que a formulação standard. Isto se deve a maior orto 
gonalidade entre funções hierárquicas, resultando em matrizes de 
rigidez predominantemente diagonais (ZIENKIEWICZ [3]). No traba-
lho de GAGO [4] encontram-se exemplos de comparação de condicio-
namento de matrizes de rigidez utilizando-se ambas as formula-
ções. 
A segunda vantagem da formulação hierárquica é que as 
informações corresp~ndentes a um nível de discretização são man-
tidas quando o problema é refinado (ver equação Ii.19). Estaca-
racterística, associada a sistemas com melhor condicionamento fa 
vorecem a utilização de métodos iterativos de resolu~ão desiste 
mas de equações (ZIENKIEWICZ [6]). 
Uma vez definidas as versões p e h do MEF, surge a 
questão da necessidade ou não do refinamento de uma solução. Se-
rá visto no capítulo s~guinte que a formulação hi.erárquica faci-
lita o cálculo de medidas de erro a-posteriori. 
Além da bibliografia referenciada neste capítulo, in-
formações a respeito de formulações hierárquicas, bem como refi-
namentos de malha e de polinômio podem ser encontradas no traba-
lho de CAREY e ODEN [7]. 
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CAPÍTULO III 
ANÁLISE DE ERROS 
III. 1 - INTRODUÇÃO 
Ao empregar-se um método numérico tal como o Método 
dos Elementos Fi.nitos (MEF) na resolução de um problema ffsico, 
ocorrem três tipos de erro .. O primeiro e mais importante é o er-
ro devido à discretização, que se traduz no não cumprimento das 
equações diferenciais que regem o problema. O segundo correspon-
de aos erros de truncamento ocorridos durante o cálculo computa-
cional, os quais poJem ser minimizados utilizando-se computado-
res de alta precisão. O terceiro tipo de erro é causado pelas si~ 
plificações envolvidas na construção do modelo matemático repre-
sentativo do problema. 
Neste capftulo trata-se do primeiro tipo de erro, ou 
seja, dos erros provenientes da discretização de um problema. Pa 
ra um estudo mais criterioso da questão, recomenda-se a leitura 
dos trabalhos de GAGO [4], CAREY [7], ODEN [8], BABUSKA [9] e 
KELLY [10]. 
III.2 - MEDIDAS DE ERRO 
Seja o problema linear independente do tempo definido 
por, 
L<p+p; O 








Como já foi dito anteriormente, o MEF consiste em de-
terminar uma solução aproximada na forma, 
n 
,: N . a . 
i ; 1 l l 
(lll.4) 
O erro associado a uma aproximação deste tipo é uma 
função e definida como sendo a diferença entre a solução exata e 
a solução aproximada, 
A 
e ; <p - <p (III.5) 
Por outro lado, a magnitude de uma função g definida 
em um domínio íl é. medida através do número real 11911, conhecido 
por norma de g, com as seguintes propriedades: 
li g li > o 
(lll.6) 
li g li ; o ' ~ g - o em íl 
Como os erros são funções, é natural que sejam medidos 
por normas, tais como definidas anteriormente. Uma das normas 
mais utilizadas é a de energia do erro: 
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li e li~ = f eLedQ + f eNedr 
n rz 
{III.7) 
Esta norma é representativa da correção com que as e-
quações (III.1) e {Ill.3) são satisfeitas pela aproximação~. e 
será adotada ao longo deste trabalho. 
Frequentemente procura-se determinar limites superio-
res das medidas de erro. Isto significa, dado um domínio discre-
tizado por uma malha de elementos finitos de tamanhos iguais a 
h, estabelecer uma inequação (válida para valores pequenos de h) 
do tipo {BECKER [1]), 
{][1.8) 
onde C é uma constante dependente dos dados do problema, e p é 
um inteiro que depende da função de interpolação utilizada. O ex 
poente p é chamado de taxa de convergência com relação a nor-
ma 11·11 empregada. Se p for positivo, a medida de erro llell se 
aproxima de zero quando o tamanho h dos elementos tende a ze-
ro. Diz-se então que a aproximação converge na norma 11·11- O fato 
de se ter convergência em relação a uma determinada norma não 
significa que o mesmo ocorra quando se emprega outras normas. A 
noção de convergênci.a está, pela própria definiçã~ associada a 
uma norma (REKTORYS [11]). 
Estimativas de erro do tipo (111.8) são chamadas 
a-priori, uma vez que podem ser obtidas antes de se calcular a 
solução. Por outro lado, quando avaliadas a partir de informa-
27 
ções fornecidas pela solução aproximada, denominam-se estimati-
vas de erro a-posteriori. 
m;J. ~ RESÍOUOS 
A solução aproximada introduz resíduos nas equações 
( I I I . 1 ) e ( I I I . 3 ) , 
Ltj) + p = r 
Ntj) + q = E; 
em Q (111.9) 
(111.10) 
sendo r e s os resíduos no domínio e no contorno r2 respect2 
vamente. 
~ possível estabelecer então uma relação entre os resí 
duas r,s e a energia do erro flell~, considerando-se as equações 
(111.1), (III.3),(III.5),(111.9) e (111.10): 
- -
L e = L ( ql- ql) = Ltj)-Ltj) = -p-(-p+r) = -r 
- -
Ne N(tj)-tj)) Ntj)-Ntj) = -q-(-q+E;) = -s 
' e a partir de (111.7), 




Imaginando um sistema de forças e deslocamentos, pode-
se interpretar fisicamente a energia do erro como sendo o traba-
lho realizado pelas forças residuais de volume rede superfície 
E; em um campo de deslocamentos definido por e. 
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Com o intuito de evidenciar alguns aspectos dos resí-
duos r e~. considere-se o modelo matemático: 
- .ª--__(a(x,y)~(x,y)) - ~ (a(x,y)~) + b(x,y)t(x,y) + 
ax ax ay ay 
+ f(x,y) = O em íl 
ou de forma compacta, 
em íl 
com as condições de contorno, 
t = o 







onde t</1- é a derivada de t na direção da normal externa ao con-
torno. 
Multiplicando (111.15) por funçõ'es de ponderação 
v EH* e integrando por partes obtém-se: 
J a (.Zt·.zv) díl 
íl 
- f qvdf + J btvdíl + J fvdíl = O, 'dv E H* 
r2 íl íl (111.18) 
sendo H* o espaço das funções com derivadas primeiras de quadra-
do integrável e que se anulam em r 1 . 
A solução por elementos finitos é obtida introduzindo-se 
em (111.18) uma aproximação~ de continuidade eº fazendo v = Nj 
(j=1,2, ... ,n): 
J. a(<J-+-.vN. Jdíl--'t' - J íl 
+ J fN.díl = O 
íl J 
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J qN.df + J b~N.díl + r J íl J 
2 
j = 1,2, ... ,n (111.19) 
Supõe-se que as funções Nj sejam continuamente diferenciáveis no 
interior dos elementos e tenham derivadas descontínuas nas inter 
faces dos elementos. 
Chega-se a estas mesmas equações (III.19) ponderando-
se os resíduos r e s no domínio e no contorno r 2 respectivamente 
em relação a n funções v = Nj: 
J rN.díl íl J + J sN-dr = o r J 
2 
j= 1,2, ... ,n 
Os resíduos r e s são dados por, 
- -
r = -~·(af<p) + b<p + f em íl 
-
s = alP. - q em rz an 
Substituindo estas expressões em (lll.20) com Nj v, 
J rvdíl + J svdr 
íl r 2 
-
+ J (alP. - q)vdr r an 
2 
J (-y.(ay~) + bcp + f)vdíl + 
íl 





J rvdQ + 
Q 
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J svdr = J a(y~.yv)dn -
r 2 " 
. 
. 
f alP.vdr r an 
2 
+ f fvdQ + 
Q f ( alP. r an 
2 
- q)vdr = f a(z1i·Yv) dn 
Q 
+ f b~vdQ + f fvdQ 
Q . Q 
Observe-se que, 





com j = 1,2, ... ,n (lll.25) 
corresponde às equações (Ill.19) e que, 
J rvdQ + J svdr 
" r2 
(lll.26) 
não se anula para toda função v EH* 
Retornando à equação (lll.24), integrando por partes a 
primeira parcela do lado direito e efetuando as integrais elemen 
to por elemento tem-se que, 
J rvdQ + f svdr f - . J[J(a#)Jvdr = i:: Y· ( ay<ji)vdQ + i:: + 
Q r2 
i 
Q, J r. tr 
l J ~s a~·.·dT f f . i:: J fvdQ, + - i:: qvdr + i:: b<jlvdQ + 'd V E H* 
J r cr j rj cf 2 
Q. l Q. j 2 l l 
(III.27) 
sendo = pj o salto ou descontinuidade de alP. n a s i n ter -an 
faces dos elementos. 
31 










'dv EH* (111.28) 
Esta expressão corresponde a formulação variacional do 
problema: 
( - Y·(afqi) + bqi + f) + p = - r em (111.29) 
íl . 
l 
al<!'. - q = ~ em r2 (111.30) an 
onde , 
- -




p = ojpj = l<!'. 6j[J(a 3n)J (111.32) 
sendo 6j a função de Dirac concentrada nas interfaces dos elemen 
tos. 
Observando (III.29) e (111.30) verifica-se que a solu-
-
ção aproximada qi satisfazendo as condições de contorno em r 1 co~ 
responde a solução exata do problema original com perturbações 
introduzidas nas parcelas f e q: 
a~; q* an 
sendo, 
em 
f*; f - r; f - ri - P 






Por sua vez, de acordo com (III.11) e (lll.12), o erro 
é solução do problema original com r e -s no lugar de f e q: 
- Z·(aze) + be + r; o 
e ; O 






Na analogia com um sistema de forças e desloca~entos, 
as forças residuais r são compostas por uma parcela p concen-
trada nas interfaces dos elementos e por uma parte r. distribui-
1 
da no interior dos elementos. O resfduo s corres~onde às forças 
de superffcie em r 2 . 
Finalmente, de (lll.25) pode-se dizer que o erro glo-






1 ,1 . 
1 
+ rf p . v dr 
' J 






ba l entre 
A validade desta exptessao implica no equilfbrio·ylo-
forças aplicadas e reações. 
Ill.4 - MEDIDAS DE ERRO "A-POSTERIORP' 
Como foi definido no item (111.2), medidas de erro 
a-posteriori sao aquelas obtidas com base na própria soluçao 
cujo erro deseja-se estimar. Utilizando a formulaçao hierárqui-
ca do MEF, apresenta-se a seguir um procedimento para 
de medidas de erro a-posteriori (ZIENKIEWICZ [6]). 
obtençao 
Conhecendo-se duas soluções sucessivas, com n e n+m 
graus de liberdade, o erro pode ser estimado como sendo a dife-
rença entre estas duas aproximações, 
e "" -+-'t' n + m (111.42) 
Entretanto, este erro pode ser obtido sem o recurso de 
- -
se calcular a segunda soluçao. Sendo <pn e <pn+m dados por, 
,+, = N a0 't'n -n-n 




uma aproximação para o erro em (111.42) pode ser obtida com a 
primeira iteração para ~m' dada pela equação (11.20), 
im1 = K- 1(f - K a0 ·- -mm -m -mn-n (IIl.45) 
Com o resultado acima, e considerando-se a "' a0 em ( 111 .44), -n -n 
obtém-se a seguinte estimativa, 
e"' N a1 = N K- 1(f - K aº) -m-m -m-mm -m -mn-n (111.46) 
Refinando uma solução a (com n graus de liberdade) i_n -n 
traduzindo-se apenas um grau de liberdade, a energia do erro se-
rá igual a (ver equação 111.13), 
e com a aproximação de en+l dada por (111.46), 
"' Nn+1 ( f n+1 - !S.n+1 ni~) /Kn+1 n+1 , , 
2 o valor aproximado de llen+lllE se escreve, 








Mas de acordo com (111.20) tem-se que, 
(111.50) 
e finalmente, substituindo este resultado em (111.49) obtém-se: 




Estas medidas, conhecidas como indicadores de erro, PQ 
dem ser calculadas separadamente para cada possível novo grau de 
liberdade, indicando assim onde as correções seriam mais dese-
jáveis. Somando-se todos os indicadores de erro dos m possíveis 
novos graus de liberdade obtém-se uma estimativa da energia to-
tal do erro: 
n+m 
2 
~ L µ. 
i;n+1 1 
(111.53) 
2 com µi dado por, 
(f. - K. a0 ) 2 ; 
1 ....... ,,n.-..n (J~N.rdíl + IrN.sdr)
2 
~" l 2 _l~~-
(111.54) 
K. . 
l , l 
K. . 




IV .1 - INTRODUÇÃO 
Processos auto-adaptativos em elementos finitos (GAGO 
[13,14]) são algorítmos capazes de minimizar os erros associados 
a uma solução. Diferem dos programas usuais do MEF por possuirem 
rotinas de análise de erros (normalmente análises a-~osteriori)e 
de refinamento seletivo, base~do na distribuição de erros. 
Os programas auto-adaptativos empregam medidas de erro 
locais (indicadores de erro), que servem para apontar as regiões 
da malha de elementos finitos com maior carência de refinamento, 
e medidas globais (estimativas de erro), que fornecem informa-
ções a respeito da necessidade ou não de se melhorar a solução. 
Estes programas podem utilizar refinamento de malha (versão h)ou 
de polinômio (versão p). A eficiência do tipo de refinamento (h 
ou p) depende das características do problema analisado (BABUSKA 
[15,16]), mas BABUSKA e DORR [17] mostram em seu trabalho que a 
combinação de ambas estratégias fornece melhores aproximações. 
O fluxograma de um programa de elementos finitos auto-
adaptativo pode ser visto na Figura IV.1. 
Geração de novo 




Introdução de dados 
do problema 
Geração do 1º 
modelo de análise 
Resolução numérica 
do sistema de 
equações resultante 
Estimativa do Análise de erro 
erro fora da baseada nos resultados 
tolerância pré correntes ("a-posteriori") 
-especificada 
Estimativa do erro 
dentro da tolerância 
pré-especificada 
l Fim da análise -~ 
Figura IV.1 - Fluxograma de um programa de elementos finitos 
auto-adaptativo 
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N.2 - UM PROGRAMA AUTO-ADAPTATIVO VERSÃO P 
Com os conceitos apresentados, desenvolveu-se neste 
trabalho em linguagem Fortran um programa auto-adaptativo versão 
p do MEF para análise de problemas de elasticidade estática li-
near, tais como estado plano, flexão de placas e cascas. 
O programa utiliza os indicadores e estimativas de er-
ro apresentados no Capítulo III (ver equações Ill.53 e lll.54), e 
segue exatamente o fluxograma da Figura IV.1. 
Uma vez obtida a primeira solução para o problema ana-
lisado, são calculados os indicadoresµ para cada grau de liber-
dade passível de introdução e a estimativa llell~ do erro. Se esta 
estimativa se encontra;fora da tolerância E fornecida como dado 
de entrada, os valoresµ são comparados com uma fração y, tam-
bém pré-especificada, do máximo valor dos indicadores, e serão 
refinados todos os graus de liberdade para os quais µ>yµmax· Es-
te pr0cedimento é repetido até que se obtenha um erro menor do 
que a tolerância E fornecida ao programa. Após sucessivos refin~ 
mentas uma distribuiçao aproximadamente constante de indicadores 
µ será atingida. Obviamente, quanto mais refinada a malha inici-
al, mais rapidamente esta situação será atingida. Neste estágio, 
Je distribuição. aproximadamente uniforme de indicadores, a ma-
lha será ótima no sentido de que para o número de graus de l1ber 
dade correspondente tem-se a energia do erro mínima. 
Descreve-se a seguir as principais características do 
programa. 
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IV. 2. 1 - Introdução de Dados 
Além dos dados gerais do problema, são fornecidos o p~ 
râmetro y e a tolerância E do erro, que definem respectivamente 
os critérios de refinamento e parada do processo. Deve-se também 
fornecer a opção de refinamento que se deseja,. correspondendo a 
um dos três seguintes casos: 
i) OPÇÃO 1: refinamento do 1º para o 2º grau 
ii) OPÇÃO 2: refinamento do 2º para o 3º grau 
iii) -OPÇÃO 3: refinamento do 1º para o 3º grau 
IV.2.2 - Matriz de Rigidez de Elemento 
As Figuras IV.2 e IV.3 mostram esquematicamente o ele-
mento hierárquico plano de 4-12 nós (ver também Figura Il.6), i-
soparamétrico, implementado no programa. O elemento de casca po-
liédrica (ZIENKIEWICZ [18]) é obtido através da superposição dos 
efeitos de membrana e de flexão, na qual utilizou-se a teoria de 
Mindlin (HINTON [19]). 
Com as funções de interpolação N. das equações (!!37~ 
l 








com j variando àe 4 a 12. Deve-se observar que as incógnitas 




Figura IV. 2 -
. ---- ·---
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X Y, X YZ - Sistemas Globais 
de Referência 
( b) 
( a ) Elemento de estado p l ano 




/ 1 ~---------, ~ u 
e' 
~~~~'~ª~ 
x·•·y•z• - sistema Local 
de Referência 




'9 2 t,/ y 






Figura IV.3 - Elemento de casca poliédrica 
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Efetuando a integração numérica de Gauss (BATHE [20]) 





Ke 1 = ---T (IV.2) 
Ke Ke 
-mn -mm 
onde nem referem-se respectivamente aos graus de liberdade 
da malha inicial e aos graus de liberdade a serem refinados. 
Utiliza-se integração 2x2 no caso da opção 1 de refina 
mento e 3x3 no caso das opções 2 e 3. Em placas e cascas, as fun-
ções de interpolação para os deslocamentos e as rotações são ex~ 
tamente as mesmas,e as deformações devidas ao esforço cortante 
são consideradas. No caso de placas e cascas finas a integração 
deve ser reduzida a fim de evitar o locking da matriz de rigi-
dez, isto é, o excesso de rigidez causado pela integração exata 
que faz com que se obtenham desJocamentos bem menores do que os 
verdadeiros (HUGHES [21]). Este efeito se faz notar principalme~ 
te quando a solução é linear e por este motivo deve-se preferen-
cialmente utilizar a opção 2 de refinamento nas análises de pla-
cas e cascas finas. Neste último caso, a integração 3x3 é exata 
para a solução quadrática e reduzida para a cúbica (PUGH [22]) e 
os efeitos de locking que possam surgir, bem menos acentuados do 
que no caso linear, serão rapidamente corrigidos pelo refinamen-
to. 
Estas matrizes são armazenadas e seus coeficientes serão 
utilizados à medida em que forem necessários. 
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IV .2.3 - Solução Inicial 
A primeira solução i~ com n graus de liberdade cor-
respondente a malha inicial é obtida resolvendo-se o sistema de 
equações: 
K aº= f -nn-n -n (IV.3) 
sendo K obtida a partir dos coeficientes das submatrizes Ke de,ele -nn -nn 
mento. A nível de elemento, o índice n refere-se aos graus de 
liberdade dos nós ic4 nas opções 1 e 3 de refinamento e aos 
nós i<8 na opção 2. 
Para a resolução do sistema (IV.3) emprega-se o método 
direto de Cholesky (CRISFIELD [23]), com a matriz K · armazenada -nn 
em perfil. Depois de resolvido este sistema, fnn é armazenada na 
forma triangularizada para posterior utilização na obtenção de 
novas soluções, caso haja refinamento. 
IV .2.4 - Indicadores e Estimativa de Erro 
Após a obtenção de cada solução a , com -n n graus de 
liberdade, são calculados os indicadores de erro segundo a equa-




2 - K . a ) 
-1 n-n , n+1, < i < n+m (IV.4) 
K. . 
1 , 1 
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sendo f. o vetor de cargas nodais equivalentes correspondentes 
-1 
às novas direções introduzidas hierarquicamente, K. e K .. ob-
,-.J1,n 1,1 
e e tidos a partir das submatrizes de elemento Kmn e K ·- -mm· 
Somando os m indicadores obtém-se a estimativa do erro 
dada pela norma de energi.a (ver equação 111.53). 
11 e!I ~ = 
n+m 2 í: µ. 
i=n+1 1 
( 1 V . 5 ) 
Se esta medida for maior do que a tolerância E o pro-
blema será refinado introduzindo-se os graus de liberdade maio-
res ou iguais a uma fra{ão y do máximo inditador de erro, 
µ . > yu i - · max (IV.6) 
IV .2.5 - Soluções Refinadas 
Decidido o refinamento, torna-se necessário resolver o 
sistema de equações: 
K Knm a = i f, -nn -n 
- - - J_ - - - - - - (IV.7) 
-Kmn K -mm -ªm l fm 
onde n refere-se aos graus de liberdade da configuração inicial 
da malha e m às novas direções introduzidas. 
Este sistema é resolvido através do procedimento itera 
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-mm ( fm -
K k-1 ) 
-mnin (IV.8) 
k 1,2, ... ,j 
ak = K-1 ( f n - K ak) (IV.9) -n -nn -nm-m 
onde a primeira iteração para a -m é dada pela solução corrente 
a referida aos n graus de liberdade iniciais, ou seja, pela -n 
solução corrente para os deslocamentos nessas direções'. 
Observe-se que as equações {IV.8) e (IV.9) correspon-
dem para cada valor de k a dois sistemas de equações, com m 




-mm ( fm 
ak K-1 = ( f n -n -nn 





f* -n = 
k-1 K a -mn-n 
k-1 
- f* -m ) 
k 
- f*) -n 





Estes dois sistemas, assim como é feito para a solução 
inicial, são resolvidos pelo método de Cholesky, com K e K -nn -mm 
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armazenadas em perfil. A matriz Kn jJ foi triangularizada quan-
- n 
do da obtenção da primeira solução, reduzindo portanto os gastos 
computacionais na resolução do sistema (IV.11). Obviamente a ma-
triz K só é triangularizada na primeira iteração (k=1), perma--mm 
necendo armazenada nesta forma até o fim do procedimento iterati 
vo. O critério de convergência deste procedimento é dado por, 
li li A li liÍ·liA (IV.14) = 
11 a 11 
1 - 1 
T 
a · a 
sendo li a a k A 




V.1 - INTRODUÇÃO 
Neste capítulo apresentam-se exemplos de resolução de 
problemas estáticos lineares de elasticidade, utilizando-se o 
programa auto-adaptativo do MEF desenvolvido neste trabalho (RI-
BEIRO [24]). Faz-se um estudo da convergência das soluções des-
tes problemas, ilustrando-se o refinamento p das malhas corres-
pondentes. 
Apresentam-se exemplos clássicos de elasticidade pla-
na, flexão de placas e cascas·, sendo os resultados comparados 
com sol u ç õ e s a na l í ti c as . Por ú lt i mo, real i z a - se a a n á l i se d e d i s -
tribuição de tensões em uma junta típica de estruturas offshore 
(LANDAU [25;26]), obtendo-se os fatores de concentração numérico 
e empírico. 
Em todos os exemplos adotou-se uma tolerância E para 
a norma llell~ do erro, da ordem de 10- 15 , a fim de evidenciar o 
caráter estacionário da solução após ser atingido um determinado 
número de graus de liberdade. 
V.2 - ELASTICIDADE PLANA 
Como exemplo de problema de elasticidade plana, anali-
sou-se uma viga em balanço submetida a uma carga concentrada uni 
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tária na extremidade. Para efeitos de consideração desta carga, 
aplicou-se uma distribuição parabólica de tensões no extremo da 
viga. A Figura V.1 ilustra as características físicas e geométri 
cas do problema. 
ip 
P= .\.00 tf 




nh f1.' 4.00 m 
b ·h' 0.40 m 
b=O.\O m 
Figura V.1 - Viga em balanço 
Optou-se por uma malha de 10 elementos de 4 nós, obten 
do-se assim uma solução iniéial linear. Com as soluções computa-
das a cada passó do refinamento (opção 3), construiu-se o gráfi-
co da Figura V.2, representando o deslocamento vertical v da ex-
tremidade da viga em função do número de graus de liberdade. A 
solução convergiu para um valor estacionário igual a 0.01999m,co.::_ 
respondente a 99 graus de liberdade, enquanto que a teoria clásé 
sica de vigas fornece 0.02000m para este mesmo deslocamento. 
Assim como os deslocamentos, as tensões também conver-
giram para a solução analítica, como pode ser visto nas Figuras 
V.3 e V.4. As tensões normais ºx foram obtidas ao longo de uma 
linha paralela ao eixo x, distante 0.355m da face inferior da 
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99 Grous de Liberdade 
44 Graus de Liberdade 
4.0 X (m) 
Figura V.3 - Tensões normais ºx 
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Txy (lf/m2) ~ 
- Solução Anali'tica 
X 119 Graus de Liberdade 








0.10 0.20 y(m) 
Figura V.4 - Tensões cisalhantes Lxy 
A Figura V.5 mostra a malha inicial e algumas etapas 
do refinamento seletivo, com y = 0.50. Nesta figura, as setas re-
presentam os graus de liberdade refinados. Note-se que o proble-
ma é refinado inicialmente na região próxima à extremidade enga2 
tada, onde ocorrem as maiores tensões, ou seja, na região onde é 
maior a energia do erro. 
Para concluir esta análise apresenta-se na Figura V.6 
as estimativas do erro obtidas. Verificou-se que para uma estim~ 
tiva da ordem de 10- 6 tanto os deslocamentos como as tensões em 
toda a viga coincidem com os resultados analíticos segundo ateo 
ria clássica de vigas, com exceção de uma pequena região próxima 











' . X 
52 Graus de Liberdade V' Q.01760 m 
63 Graus ,de Liberdade V' 0,01965 m 
71 Graus de Liberdade v, 0.01992 m 
99 Graus de Liberdade V, 0.01999 m 
~ Graus de Liberdade Quadraticos 
- Graus de Liberdade Cúbicos 
Figura V.5 - Refinamento seletivo 
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que as restrições nodais impostas não correspondem a uma distri-











50 60 70 80 90 100 1·10 120 130 
Figura V.6 - Estimativas do erro 
V.3 - FLEXÃO DE PLACAS 
V.3.1 - Placa Fina 
Neste exemplo considera-se uma placa quadrada simples-
mente apoiada em todo o contorno, submetida a uma carga concen-. 








h + ~--r----~ 
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o/2 
P' 10.00 tf. 
E'2x106 1t1m2 
iJ ' 0.30 
o' 2.00 m 
h' o.oam 
Figura V.7 - Placa fina simplesmente apoiada 
Empregou-se a opç!o 2 de refinamento, com uma malhai-
nicial de 4x4 elementos quadráticos. 
O gráfico do deslocamento vertical W no centro da pla-
ca em funçao do número de graus de liberdade pode ser visto na 
Figura V.8. Verificou-se que a soluçao convergiu para 0.00499m 
ao atingirem-se 231 graus de liberdade, sendo que este valor a-
presenta uma diferença de 1% em relaçao a soluçao analítica (Tl-
MOSHENKO [27]) W;Q.00495m, que nao considera as deformações devi 
das ao esforço cortante. 
Na Figura V.9 tem-se os momentos fletores Mx (em torno 
do eixo x) na seçao y;0.944m. Observa-se que para 247 graus de 
liberdade estes momentos coincidem com a soluçao analítica em 
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série (TIMOSHENKO [27]). 





200 210 220 230 240 250 260 270 280 
Figura V.8 - Deslocamento vertical no centro da placa 
Mx (tf/m2 ) 
3.00 
Solução Analítica 
X 247 Graus de Liberdade 
2.00 .1 !J. 195 Graus de Liberdade 
1.00 • 
0.25 0.50 0.75 1.00 
Figura V.9 - Momentos Mx 
! cl 
Molho Inicio 1, 
195 Graus de Liberdade 
w = 0.00463 m 
203 Graus de Liberdade 
w, 0.00493 m 
231 Grous de Liberdade 
w = 0.00499 m 
-~------ -
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199 Graus de Liberdade 
W = 0.00489 m 
219 Grous de· Liberdade 
W = 0.00498 m 
247 Graus de Liberdade 
w = 0,00499 m 
Figura V.10 - Refinamento seletivo 
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V.3.2 - Placa Espessa 
Neste item apresentam-se os resultados da análise de 
uma placa espessa simplesmente apoiada, submetida a um carrega-
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h, 1.0 m 
Figura V.11 - Placa espessa simplesmente apoiada 
Utilizando a opção 3 de refinamento com y=0.50 para 
uma malha inicial de 4x4 elementos obteve-se o gráfico da Figura 
V.12, onde são representados os deslocamentos verticais no cen-
tro da placa em função do número de graus de liberdade. Obteve-
se o valor estacionário W=0.2215mm, correspondendo a uma diferen 
ça de 0.5% eril relação a solução segundo MIRANDA [28], W*=0.2205mm. 








" W - soluc;ão segudo o referencio [28] 
W/W 
g.l. 
80 100 120 140 160 180 200 220 240 
Figura V.12 - Deslocamento vertical no centro da placa 
z 
Malha Inicial: 
75 Graus de Liberdade 
W '0.1187 mm 
y 
87 Graus de Liberdade 
W '0.2063 mm 
Ili Graus de Liberdade 
W '0.2154 mm 
--- Graus de Liberdade 
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X 
79 Graus de Liberdade 
W , 0.1526 mm 
99 Graus de Liberdade 
W' 0.2135 mm 
115 Graus de Liberdade 
w,,o.2157mm 
Quadráticos 
__ Graus de Liberdade Cúbicos 
Figura V.13 - Refinamento seletivo 
58 
V.4 - ANÃLISE DE CASCAS 
Problema clássico de estruturas espaciais, um cilindro 
carregado transversalmente pode ser visto na Figura V.14, onde 
são representadas as características físicas e geométricas do 
problema. 



















E' I0.5xl0 lbf/,n 
h '0.094 in 
V' 0.3125 
2x3 
Figura V.14 - Cilindro carregado transversalmente 
Na Tabela V.1 tem-se os resultados da análise hierár-
quica e aqueles obtidos utilizando-se outros elementos do tipo 
standard, encontrados nos trabalhos de BOGNER [29] ,. CANTIN[30,31] 
e ASHWELL [32]. Poje-se observar nesta tabela que a solução hierárqaica p-9. 
Tabela V.1 - Deslocamento vertical do ponto A 
' Bogner, For Cantim Ashwell 
e e Cantin e Hierárquico 
Schmidt Clough Sabir 
Numero Numero Numero Numero Numero 
Malha de Desloc. Malha de Desloc. Malha de Desloc. Malha de Desloc. Malha de Desloc. 
equaçõe: ( i n ) equações ( i n) equações ( i n) equaçõe, ( i n) equações ( i n) 
1 X 1 48 0.0025 1x3 48 0.0297 1 x1 1 x1 20 0.104 390 O. 100.l i 
1 x2 72 0.0802 1x5 72 0.0769 1 x4 60 O. 1099 1x4 50 O. 1106 411 O. 1062 
1x3 96 O. 1026 1x7 96 0.0987 2x2 54 0.0931 2x2 45 O. 1103 435 O. 1082 
1x4 120 O. 1087 1x9 120 O. 1057 2x4 90 0.1113 2x4 75 O.f117 .449 O. 1084 
4x4 
2x3 144 O. 1036 2x7 144 O. 1002 4x4 150 0.1126 4x4 125 0.1129 465 O. 1085 
2x4 180 O. 1098 2x9 180 O. 1073 6x6 294 0.1137 6x6 245 O. 1135 503 O. 1086 
3x49 1200 0.1128 8x8 486 O. 1139 8x8 405 O. 1137 529 O. 1086 




( e J 
Malha Inicial: 
390 Graus de Liberdade 
W' 0.1001 1n 
395 Grous de Liberdade 
w, o.ro24 
4ô8 Graus de Liberdade 





3 93 Graus de Liberdade 
w' 0.1011 in 
398 Graus de Liberdade 
w,0.1034 in 
417 Graus de Liberdade 
W' 0.1074 
Figura V.15 - Refinamento seletivo 
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ra o deslocamento vertical do ponto A, com uma malha inicial de 
4x4 elementos quadráticos, converge para 0.1086 in, corresponde~ 
do a um número de graus de liberdade igual a 503. A solução ana-
lítica (TIMOSHENKO [27]) fornece o valor 0.1084 in. 
A Figura V.15 mostra a evolução do refinamento seletivo, 
tendo-se adotado y=0.25. 
V.5 - ANÁLISE DE UMA JUNTA Tf PICA DE ESTRUTURA OFFSHORE 
Uma das aplicações do MEF no campo da engenharia off-
shore é o cálculo de Fatores de Concentração de Tensões (FCT) em 
juntas tubulares. Na Figura V.16 pode ser vista uma malha de ele 
mentos finitos para uma junta típica de plataforma de perfuração 
auto-elevatória. Como se observa nesta figura, este tipo de aná-
lise requer malhas muito refinadas. 
Em juntas tubulares convencionais, o cálculo dos FCT's 
pode ser feito através de fórmulas empíricas e paramétricas 
(GIBSTEIN [33], KUANG [34], WORDSWORTH [35], TORRES [36] e MENI-
CONI [37]). Entretanto, em juntas como a da Figura V.16, com ca-
racterísticas geométricas que impossibilitam o emprego destas fórmulas,to.::_ 
na-se necessária a utilização de métodos numéricos. 
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Figura V.16 - Malha de elementos finitos para uma junta tubular 
típica de plataforma de perfuração auto-elevatória 
63 
Apresenta-se a seguir a análise de uma junta tubular 
tipo X. A junta, submetida a uma compressão P no tubo secundário, 
é ilustrada na Figura V.17. 
/J~~ 
~ d2 /", 
\ ', ---!----
: A · B 
E / P = .4.'22 
t,li2= 1 .15 
d,ld2' 1.95 
t, / t2= 1.25 
d,/ t, = :55 
R1td 1 • 1.40 
' ,._ _____ 7"1 ____ t 1 
/,- -i e ' '/. 
/ \ ! ,_ ' 
v = 0.:50 
E ' 
l d1 --i·~~- 2 :\ \ J ,/ 
'\ \ 1 ,, 
"' --------- ------r- -----------,---------------'::.~ -~~" 
i 1 
y ' : ; 
"'·~ ) ,, 
R, 
Figura V.17 - Junta tubular tipo X 
A malha inicial, com 32 elementos hierárquicos, totall 
za 750 graus de liberdade. Nas figuras V.18 e V.19 mostra-se a 
evolução do refinamento seletivo (opção 2), com y ~ 0.50. 
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a 1 754 Graus de Liberdade 
b) 791 Grous de Liberdade 
, 
Figura V.18 - Refinamento seletivo 
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a) 845 Graus de Liberdade 
líde Liberdade 
l;._.c 
Figura V.19 - Refinamento seletivo 
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Na Figura V.20 tem-se o gráfico do deslocamento verti-
cal do ponto A da junta. Este converge rapidamente para um valor 
estacionário; correspondente a um número de graus de liberdade em 
torno de 900. Da mesma forma, analisou-se a tensão principal má-
xima de compressão no ponto C próximo à interseção dos tubos, e 
os resultados obtidos podem ser vistos na Figura V.21. O valor 





800 900 1000 1100 1218 
- . -·------
Figura V.20 - Deslocamento vertical do ponto A 
Na Figura V.22 representa-se a variação das tensões 
principais máximas ao longo da linha C-D do tubo secundário, pa-
ralela à interseção dos tubos. Foram obtidas curvas em cinco eta 
pas do refinamento, respectivamente com 750 (malha inicial),791, 
896, 1028 e 1218 (malha totalmente refinada) graus de liberdade, 
tomando-se as tensões nos pontos de integração mais próximos da 
interseção. As curvas correspondentes a 1028 e 1218 graus de li-








1100 1218 750 800 900 1000 
















1028 E 1218 g.l. 
--- --- 896 g. 1. 
----- 791 g.l. 
-··-··- 750 g. l. 
90" 
Figura V.22 - Variação das tensões principais máximas ao longo 
da linha C-D do tubo secundário 
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Na Figura V.23 pode-se ver a variação das tensões ao 
longo da linha vertical B-C do tubo secundário, para um número 
de graus de liberdade !1000.Utilizando-se esta vartãção de ten-
sões e as envoltórias da variação limite ao longo de C-D obtém-
se por extrapotação os valores para a tensão principal no ponto 
E, correspondentes respectivamente às envoltórias inferior e su 0 
perior da curva limite em C-D. Tomando-se a média destes dois 
valores chegou-se ao valor 12.47 para o FCT da junta, enquanto 
que através da fórmula de Smedley (TORRES [36]) para juntas tipo X obteves 
se 12.78. Como na análise numérica não se havia representado o 
cordão de solda, a região de interseção dos tubos apresenta um 
entalhe mais crítico, com uma transição menos suave do que aque-
la realmente verificada na prática. Assim, seria de se esperar 
um valor mais elevado para o FCT obtido através da análise numé-
rica do que o calculado através da fórmula de Smedley. O fato de 
se ter obtido através da análise numérica um ~CT ligeiramente in 
ferior ao empírico pode ser creditado a imprecisões na extrapola-
ção das tensões e/ou também ao fato de que o parâmetro t 1/d 1 da 
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0.85 0.90 0.95 1.00 1.05 1.1 O 1.15 1.20 
Figura V.23 - Variação das tensões principais máximas ao longo 




Apresentou-se neste trabalho um procedimento de análi-
se, inicialmente aplicado a problemas de.elasticidade estática 
linear. A finalidade deste procedimento é prover ao analísta e-
conomia e confiabilidade,nos resultados. Com esta filosofia, de-
senvolveu-se uma família de elementos finitos hierárquicos de 
4-12 nós associados a um esquema de refinamento auto-adaptativo 
versão p. O principal objetivo desta estratégia é garantir bons 
resultados através do controle da convergência da solução. 
Usualmente, as malhas de elementos finitos são defini-
das com base em experiências prévias de análises semelhantes, o 
que pode muitas vezes conduzir a aproximações que não represen-
tam satisfatõriamente o problema analisado. Face a estas ddvidas, 
o que se faz normalmente é medir as descontinuidades das tensões 
entre elementos. Chegando-se a conclusão de que a solução preci 
sa ser melhorada, um enorme esforço humano e computacional tem 
que ser dispendido. Outras malhas mais refinadas devem ser gera-
das, sendo que a estas correspondem análises completamente dis-
tintas e independentes. 
No estágio atual de desenvolvimento em que se encontra 
o Método dos Elementos Finitos, tanto no que diz respeito aos al 
goritmos como ~s aplicações, torna-se necessário aumentar a con-
fiança dos usuários reduzindo ao mínimo possível a interferência 
que este possa vir a ter no processo de análise. 
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Os resultados aqui obtidos motivam a continuidade de 
pesquisas neste sentido. O refinamento p-hierárquico mostrou-se 
extremamente eficiente na soluçao de problemas de elasticidade 
estática linear: estado plano, flexao de placas e cascas, tendo-
se no entanto encontrado algumas dificuldades na adaptaçao do e-
lemento de Mindlin a este procedimento. Este elemento, em virtu-
de de sua própria formulaçao, fornece melhores resultados quando 
se utiliza integraçao reduzida, principalmente em soluções li-
neares de problemas de pequena e~pessura onde o efeito de 
locking da matriz de rigidez é evidente. Como compatibilizar en-
tao a integraçao da matriz de rigidez contendo diferentes graus 
de aproximaçao? Tentou-se utilizar integrações diferentes em uma 
mesma matriz, mas o procedimento iterativo nao convergiu. Imple-
mentou-se entao a opçao 2 de refinamento, uma vez que em solu-
ções quadráticas o locking é menos acentuado do que no caso li-
near, e na possibilidade de ocorrerem tais efeitos, estes se-
riam rapidamente corrigidos pelo refinamento. Aplicou-se a opçao 
3 de refinamento à placa fina do item V.3.1, obtendo-se como se-
ria de se esperar, uma soluçao inicial bem menor do que a analf~ 
tica. No entanto, o locking foi corrigido pelo refinamento che-
gando-se a soluçao analftica com menos graus de liberdade do que 
na opçao 2, porém com maior tempo de processamento, uma vez que 
foram necessárias muitas iterações para vencer a diferença entre 
a primeira e a segunda soluçao. Para se avaliar com precisao os 
efeitos de locking do elemento de Mindlin hierárquico, uma análi 
se espectral da matriz de rigidez teria que ser feita, verifican 
do-se o ndmero de autovetores (modos de deformaçao) corresponde~ 
tesa movimentos de corpo rfgido .. 
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Cabe aqui ressaltar a importância da formulação hierá~ 
quica, que por si só justificaria sua utilização. Como foi dito 
no Capitulo II, é uma formulação que resulta em um melhor condi-
cionamento da matriz de rigidez, o que favorece a utilização de 
microcomputadores ou equipamentos de menor precisão do que os 
grandes computadores, na resolução de problemas com elevado núme 
rode incógnitas. 
Quanto as medidas de erro, estas foram aqui obtidas em 
-termos de coeficientes da matriz de rigidez. Uma outra alternati 
va seria calculá-las utilizando-se os resíduos diretamente em 
termos das descontinuidades de tensões entre elementos, evitando 
desta maneira o cálculo antecipado da matriz de rigidez de ele-
mento. 
Sugere-se para pesquisas futuras a combinação dos refi 
namentos h e p, bem como a adaptação a esta metodologia de al 
goritmos iterativos de resolução de sistemas de equações tais 
como o Método dos Gradientes Conjugados (CRISFIELD [23]), SAMU-
ELSSON [38]). Seria também de grande valia a implementação de um 
elemento hierárquico tridimensional para análises de cascas que 
pudesse aproximar melhor geometrias curvas. Dentro do esquema 
aqui proposto, o elemento degenerado de cascas (ZIENKIEWICZ [18]) 
parece ser adequado para este fim. 
Finalmente, a formulação hierárquica do MEF associada 
a processos auto-adaptativos para a solução de problemas não~li-
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