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Abstract
Fully nonparametric analysis of covariance with two and three covariates is considered. The
approach is based on an extension of the model of Akritas et al. (Biometrika 87(3) (2000) 507).
The model allows for possibly nonlinear covariate effect which can have different shape in
different factor level combinations. All types of ordinal data are included in the formulation.
In particular, the response distributions are not restricted to comply to any parametric or
semiparametric model. In this nonparametric model, hypotheses of no main effect no
interaction and no simple effect, which adjust for the covariate values, are deﬁned through a
decomposition of the conditional distribution functions of the response given to the factor
level combination and covariate values. The test statistics are based on averages over the
covariate values of certain Nadaraya–Watson regression quantities. Under their respective
null hypotheses, such test statistics are shown to have a central w2 distribution. Small sample
corrections are also provided. Simulation results and the analysis of two real datasets are also
presented.
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1. Introduction
Analysis of covariance (ANCOVA) is an extremely common statistical
tool for data analysis. It is used to analyze the effect that a number of factors and
covariates have on a response. In a one-way ANCOVA design we observe
ðYij ;XijÞ; i ¼ 1;y; k; j ¼ 1;y; ni; where i enumerates the factor or treatment
levels, the covariates Xij are either observed constants or observed random variables
and the response variables Yij are observed random variables. This notation
can also be used in higher-way ANCOVA designs if we let the single index i
enumerate all factor level combinations. If the response variable is continuous,
such data are typically analyzed via the classical ANCOVA model, whereas for
data with ordinal responses one of several semiparametric models (e.g. propor-
tional odds) is the usual choice. These models, however, require assumptions
that are typically not satisﬁed in data from ﬁelds like social sciences and medical
research.
Motivated by these difﬁculties, Akritas et al. [4] proposed a completely
nonparametric model that avoids restrictive modeling assumptions. In
particular, the nonparametric model for ANCOVA assumes only that conditionally
on the Xij the Yij are independent with conditional distribution function
FiðyjxÞ ¼ FixðyÞ: Note that there is no assumption of equality, or even ﬁniteness,
of the variances and no assumption of linearity, or even existence, of the condi-
tional means. Note also that we allow the possibility of ties so that we do not
need to assume that the distributions are continuous. Finally, ordinal categori-
cal covariates are allowed and the model interpretation does not depend on
the scale.
Hypotheses in this general setting are deﬁned in terms of a decomposition of the
conditional distribution function given the factor level and covariate value. Given
any set of nonnegative weights vi; i ¼ 1;y; k; satisfying
P
i vi ¼ 1; and distribution
function GðxÞ on the covariate space, the collection of conditional distribution
functions FixðyÞ decompose uniquely as
FixðyÞ ¼ MðyÞ þ AiðyÞ þ DxðyÞ þ CixðyÞ; ð1Þ
where
Pk
i¼1 viAiðyÞ ¼ 0; for all y;
R
DxðyÞ dGðxÞ ¼ 0; for all y;
Pk
i¼1 viCixðyÞ ¼ 0;
for all x and y; and
R
CixðyÞ dGðxÞ ¼ 0; for all i and y: In particular, MðyÞ ¼Pk
i¼1 vi
R
FixðyÞ dGðxÞ; AiðyÞ ¼
R
FixðyÞ dGðxÞ  MðyÞ; DxðyÞ ¼
Pk
i¼1 viFixðyÞ 
MðyÞ and CixðyÞ ¼ FixðyÞ  MðyÞ  AiðyÞ  DxðyÞ: The functions Ai; Dx and Cix
are the covariate-adjusted nonparametric main effects of the factor, nonpara-
metric main effects of the covariate and nonparametric interaction effects
between the factor and covariate, respectively. Decomposition (1) generalizes the
decomposition introduced in [2] for analysis of variance designs. In all that follows,
we will always use uniform weights (so vi ¼ 1=k; i ¼ 1;y; k). Also, if the Xij are
random we will use as G the overall joint distribution function of the covariate,
whereas if the Xij are not random, or for an analysis conditional on the Xij ’s,
ARTICLE IN PRESS
H. Tsangari, M.G. Akritas / Journal of Multivariate Analysis 88 (2004) 298–319 299
we recommend
GðxÞ ¼ N1
Xk
i¼1
Xni
j¼1
1
2
½IðXijpxÞ þ IðXijoxÞ	; ð2Þ
where N ¼Pi ni denotes the total number of observations.
In the case of higher-way ANCOVA model, main effects and interactions among
the factors adjusted for the presence of covariates can be deﬁned by essentially
decomposing further the Ai in (1). For example, if we have a two-way ANCOVA
design and use the double subscript rc instead of i; further decomposition of Arc in
(1) yields the unique decomposition
FrcxðyÞ ¼ MðyÞ þ ArðyÞ þ BcðyÞ þ ðABÞrcðyÞ þ DxðyÞ þ CrcxðyÞ; ð3Þ
where MðyÞ ¼ a1b1Par¼1Pbc¼1 R FrcxðyÞ dGðxÞ; ArðyÞ ¼ b1Pbc¼1 R FrcxðyÞ dGðxÞ
 MðyÞ; BcðyÞ ¼ a1
Pa
r¼ 1
R
FrcxðyÞ dGðxÞ  MðyÞ; ðABÞrc ¼
R
FrcxðyÞ dGðxÞ 
ArðyÞ  BcðyÞ þ MðyÞ; DxðyÞ ¼ a1b1
Pa
i¼1
Pb
c¼ 1 FrcxðyÞ  MðyÞ; and CrcxðyÞ ¼
FrcxðyÞ  MðyÞ  ArðyÞ  BcðyÞ  ðABÞrcðyÞ  DxðyÞ: The term CrcxðyÞ includes
all ﬁrst- and second-order interaction terms between the two factors and the
covariate; see Remark 2 in [4].
Nonparametric hypotheses are deﬁned by simply specifying that the correspond-
ing nonparametric effects are zero. For example, in one-way ANCOVA,
H0ðAÞ : AiðyÞ ¼ 0 for all i and all y ð4Þ
or equivalently
H0 : Fi
ðyÞ ¼
Z
FixðyÞ dG are all equal; ð5Þ
is the nonparametric hypothesis of no main factor effect. In two-way ANCOVA,
H0ðAÞ : Ar ¼ 0 8 r ¼ 1;y; a; ð6Þ
H0ðABÞ : ðABÞrc ¼ 0 8 r ¼ 1;y; a; c ¼ 1;y; b; ð7Þ
H0ðAjBÞ : Ar þ ðABÞrc ¼ 0 8 r ¼ 1;y; a; c ¼ 1;y; b; ð8Þ
are the covariate-adjusted hypotheses for no main factor A effect, no interaction
effect, and no simple factor A effect. It is pointed out in [4] that the nonparametric
hypotheses are stronger than the corresponding parametric ones in the sense that
they imply but are not implied by them.
Testing procedures for these nonparametric hypotheses have been developed in [4]
only for a univariate covariate. The main purpose of this paper is to extend the
methodology to two and three covariates. This requires different asymptotic
arguments in critical parts of the proofs. It is rather surprising that the arguments
require the same rate of convergence to zero of the bandwidth as in the case of one
covariate, namely n1=4: At the same time, it is clear that using such bandwidth with
four or more covariates entails that the number of observations in each window does
not tend to inﬁnity, and thus consistent estimation of the conditional distributions
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that are used in the test statistic is not possible. Decreasing the rate of convergence to
zero of the bandwidth in order for the number of observations per window to tend to
inﬁnity conﬂicts with Assumption A1 (ii) (stated in the appendix), which is later used
in the proofs. It follows that it is not possible to include the case of four or more
covariates in the present formulation.
The next section gives the general form of the test statistics and states the
asymptotic results. Section 3 presents a number of simulation results and the analysis
of two data sets. The assumptions and the detailed proofs are given in the appendix.
2. Test procedures
To keep the notation simple we use a single subscript i to enumerate the different
groups, which correspond to the factor level combinations of possibly several
factors. Further, in order to handle discrete and continuous distribution in the same
formulation it is convenient to deﬁne all cumulative distribution functions as the
average of their left- and right-continuous versions. For example, we deﬁne
FiðyjxÞ ¼ FixðyÞ ¼ 1
2
PðYijpyjXij ¼ xÞ þ 1
2
PðYijoyjXij ¼ xÞ:
Finally, let Fi
 be as deﬁned in (5) and set F
ðyÞ ¼ ðF1
;y; Fk
Þ0ðyÞ:
2.1. Test statistics
As explained in [4], all nonparametric hypotheses we will consider in one-, two-
and higher-way ANCOVA can be written as
H0 : CF
 ¼ 0; ð9Þ
for some full-rank contrast matrix C: The proposed statistics for testing hypo-
theses of the general form (9) are based on estimating TC ¼ C
R
H dF
 ¼
CðR H dF1
;y; R H dFk
Þ0; where H ¼ EðHˆÞ; with
HˆðyÞ ¼ N1
Xk
i¼1
Xni
j¼1
1
2
IðYijpyÞ þ 1
2
ðYijoyÞ
 
; ð10Þ
the empirical distribution function evaluated from all Yij : Note that the (mid-)rank
of Yij is given by Rij ¼ 12þ NHˆðYijÞ: This is one of the advantages of using this
unconventional deﬁnition of distribution and empirical distribution functions. To
estimate TC we will use an estimator of FixðyÞ of the form
FˆixðyÞ ¼
Xni
j¼1
Wijðx; aniÞcijðyÞ; ð11Þ
where cijðyÞ ¼ 0:5½IðYijpyÞ þ IðYijoyÞ	; fanig is a bandwidth sequence of positive
constants tending to zero as ni tends to inﬁnity, and Wijðx; aniÞ are the weights
determining the type of the conditional distribution function estimator; see [11]. We
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will use the Nadaraya–Watson weights
Wijðx; aniÞ ¼
K
x Xij
ani
 
P
j0 K
x Xij0
ani
 ; ð12Þ
where K is a known p-variate probability density function (kernel), with p ¼ 2 or 3.
In particular, we will use K of the form KðxÞ ¼ Kðx1Þ?KðxpÞ; where K is a known
univariate probability density function. Next, letting GˆðxÞ be the overall empirical
distribution function of the Xij; we estimate Fi
 by
Fˆi
ðyÞ ¼
Z
FˆixðyÞ dGˆðxÞ; ð13Þ
and set #F
ðyÞ ¼ ðFˆ1
ðyÞ;y; Fˆk
ðyÞÞ0: Using these, the estimator of TC; on which the
test statistic will be based, is
#TC ¼ C
Z
Hˆ d #F: ð14Þ
Each
R
Hˆ dFˆi
 is a weighted average of (mid-)ranks of the observations correspond-
ing to level i of each of the categorical covariates, so (14) is a vector of weighted
(mid-)rank statistics.
2.2. Asymptotic results
In order to obtain the asymptotic distribution of (14) it is very useful to note
that, under H0 : CF: ¼ 0; we can write #TC ¼ C
R
Hˆ dð #F
  F
Þ: The next two re-
sults provide an asymptotic representation of each component of the vectorR
Hˆ dð #F: F
Þ: The asymptotic distribution of #TC follows from this representation
as a corollary.
Proposition 2.1. Let Hˆ be as defined in (10), and H ¼ EðHˆÞ: Also let Fˆi
 be as defined
in (13) with weight function Wijðx; aniÞ used for FˆixðyÞ in (11). Then, as N-N; and
under assumptions A1–A3 stated in the appendix
N1=2
Z
ðHˆ  HÞdðFˆi:  Fi
Þ!p 0:
Theorem 2.2. Let Fˆi
 be as defined in (13) with weight function Wijðx; ainÞ
used for FˆixðyÞ in (11) and let G ¼ EðGˆÞ; where Gˆ is the overall empirical distribution
function of the Xij : Then, as ni-N and under assumptions A1–A3 stated in the
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appendix,Z
HdðFˆi
  Fi
Þ ¼ 
Z Z
Fiðyjx dHðyÞ
 
dðGˆðxÞ  GðxÞÞ
 1
ni
Xni
j¼1
ðHðYijÞ  EðHðYijÞjXijÞÞ gðXijÞ
giðXijÞ þ oPðN
1=2Þ;
where gi is the density of the covariate X within factor level i and g is the density of G:
Remark 1. Note that the kernel K does not enter the expression for the asymptotic
representation in Theorem 2.2. Also, when gi ¼ g; i ¼ 1;y; k; the ratio of densities
that enters the second term of the representation in Theorem 2.2 cancels and the
variance expression (17) and its estimate (20) simplify.
Using Theorem 2.2, Proposition 2.1 and the multivariate central limit theorem for
independent random vectors, the asymptotic distribution of the vector
R
Hˆ dð #F
 
F
Þ follows. Let V be the asymptotic covariance matrix of N1=2
R
H dð #F
  F
Þ:
Theorem 2.2 implies that V has diagonal elements s21;i þ l1i s22;i and off-diagonal
elements s1;i1i2 ; where li ¼ limN-Nðni=NÞ; and, if we let X denote a random vector
with distribution function G;
s21;i ¼ Var
Z
FiðyjXÞ dHðyÞ
 
¼ Var½E½HðYijÞjX		; ð15Þ
s1;i1i2 ¼ Cov
Z
Fi1ðyjXÞ dHðyÞ;
Z
Fi2ðyjXÞ dHðyÞ
 
ð16Þ
s22;i ¼E Var½HðYijÞjXij 	
g2ðXijÞ
g2i ðXijÞ
 
¼E E½H2ðYijÞjXij 	 g
2ðXijÞ
g2i ðXijÞ
 
 E E2½HðYijÞjXij	 g
2ðXijÞ
g2i ðXijÞ
 
: ð17Þ
These terms can be consistently estimated by
#s21;i ¼
1
N
XN
c¼1
Z
FˆiðyjXcÞ dHˆðyÞ
 2
 1
N
XN
c¼1
Z
FˆiðyjXcÞ dHˆðyÞ
" #2
ð18Þ
#s1;i1i2 ¼
1
N
XN
c¼1
Z
Fˆi1ðyjXcÞ dHˆðyÞ
  Z
Fˆi2ðyjXcÞ dHˆðyÞ
 
 1
N
XN
c¼1
Z
Fˆi1ðyjXcÞ dHˆðyÞ
" #
1
N
XN
c¼1
Z
Fˆi2ðyjXcÞ dHˆðyÞ
" #
ð19Þ
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#s22;i ¼
1
ni
Xni
j¼1
Xni
j1¼1
Wij1ðXij ; aniÞHˆ2ðYij1Þ
" #
ni
N
XN
c¼1
WijðXc; aniÞ
" #28<:
9=;
 1
ni
Xni
j¼1
Xni
j1¼1
Wij1ðXij ; aniÞHˆðYij1Þ
" #2
ni
N
XN
c¼1
WijðXc; aniÞ
" #28<:
9=; ð20Þ
respectively, where for convenience we used the single index c to enumerate the Xij ’s
by Xc; c ¼ 1;y; N: Note that in order to arrive at the expression for the estimator in
(20), use was made of the following relation:
max
j
ni
N
XN
c¼1
WijðXc; aniÞ 
gðXijÞ
giðXijÞ

-0; a:s: ð21Þ
The proof can be found in the appendix of the paper by Akritas et al. [4]. Also
let #V denote the matrix V with li; s21;i; s
2
2;i and s1;i1i2 replaced by #li ¼ ni=N;
#s21;i; #s
2
2;i and #s1;i1i2 ; respectively. Then, using Proposition 2.1 and Theorem 2.2
we have
Corollary 2.3. (a) Under assumptions A1 and A3, and under the null hypothesis
H0 : CF
 ¼ 0; where C is a r  k contrast matrix of rank r;
N1=2 #TA ¼ N1=2C
Z
Hˆ d #F
-Nrð0;CVC0Þ; in distribution;
(b) Under the same assumptions as in part (a)
N #TA
0ðCVˆC0Þ1 #TA-w2r ; in distribution;
where w2r denotes a chi-square distribution with r degrees of freedom.
Remark 2. As already mentioned, for experiments where the covariate values are
chosen (so the Xij ’s are ﬁxed), or for an analysis conditional on the Xij’s, we
recommend the use of (2). Thus, Fi:ðyÞ ¼
R
FixðyÞ dGˆðxÞ: With this deﬁnition of
Fi:ðyÞ (instead of the one given in (5)), the ﬁrst term on the right-hand side of the
asymptotic representation in Theorem 2.2 vanishes. Thus, #s1;i1i2 does not exist,
resulting in a simpler statistic.
3. Simulations and data analysis
In Section 3.1 we report simulation results comparing the nonparametric method
with the normal based on ANCOVA procedure. The data analysis is presented in
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Section 3.2. The S-plus statistical package [14] was used for all numerical work.
Smoothing was based on the univariate kernel KðxÞ ¼ ð15=16Þð1 x2Þ2Iðjxjp1Þ:
3.1. Simulations
All simulations are based on 1000 simulation runs. The purpose of the simulation
studies was to investigate the power and to determine the bandwidths for analyzing
the two datasets.
We have continuous covariates and a similar way of choosing the bandwidth in all
cases. The theory allows a broad range of convergence rates for the bandwidth. The
rate n0:26 was suggested by some preliminary simulation results, and thus the
bandwidths are of the form C1n
0:26
i for the ﬁrst covariate, C2n
0:26
i for the second
and, if we had three covariates, C3n
0:26
i for the third. This rate also satisﬁes
Assumption A1(ii), when we have continuous covariates (in the cholesterol dataset
and the ﬁrst two simulation studies). It is thus enough to determine the best
constants C1; C2 and C3 accordingly. We determine the best constant in terms of the
achieved desired alpha levels.
First, two sets of simulations were performed to compare the power of the
nonparametric and classical ANCOVA procedures, one for a design with two
covariates and the other with three. Both sets pertain to a one-way ANCOVA design
with two factor levels. Results are also reported for the small-sample approximation
statistic FH ; see [3,5].
For the ﬁrst set of simulations the response variables were generated as Y1j ¼
1þ 0:3X1j þ 0:3Z1j þ e1j and Y2j ¼ 1þ yþ 0:3X2j þ 0:3Z2j þ e2j; for each of the two
levels. Preliminary simulations, reported in [13], were used to select the appropriate
bandwidths, for y ¼ 0 and different sample sizes. Varying y produced different
alternatives to use in the power comparisons, where we had both normal and
lognormal error variables. The covariates X and Z were generated from different
distributions in the two groups. In particular, the X1j are i.i.d. having uniform
distribution in (10,20) while X2j are i.i.d. whose distribution is that of 8þ 14B
restricted on (10,20), where B has the beta distribution with parameters (3,3). Also,
Z1j are i.i.d. having the uniform distribution in (15,25) while Z2j are i.i.d. whose
distribution is that of 13þ 14B1 restricted on (15,25), where B1 has the beta
distribution with parameters (3,3). The results are presented in Table 1.
It is seen that the statistic based on the asymptotic w2 distribution (denoted by w2
in the table) is almost on target, so there is really no need for the small-sample
approximation (denoted by FH ) in this case of one-way ANCOVA design with two
levels even with a sample of size 30. As expected, the traditional Analysis of
Covariance, gives better power than the nonparametric statistics for normal errors,
though the advantage is not great. With lognormal errors the advantage of the
nonparametric statistics is much more pronounced.
For the second set of simulations the response variables were generated as Y1j ¼
1þ 0:5X1j þ 0:5Z1j þ 0:5Q1j þ e1j and Y2j ¼ 1þ yþ 0:5X2j þ 0:5Z2j þ 0:5Q2j þ e2j ;
for each of the two levels. Again, preliminary simulations, reported in [13], were used
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to select the appropriate bandwidths, for y ¼ 0 and different sample sizes. Varying y
produced different alternatives for the power comparisons, with both normal and
lognormal error variables. The covariates X ; Z and Q were generated from different
distributions in the two groups. In particular, X and Z are generated as in the design
with two covariates, while the Q1j are i.i.d. having the uniform distribution in (30,40)
and Q2j are i.i.d. whose distribution is that of 28þ 14B2 restricted on (30,40), where
B2 has the beta distribution with parameters (5,3). All the results are presented in
Table 2. We can see that in the present setting with two factor levels there is no need
for small-sample approximations even for a sample of size 30. Moreover,the power
advantage of the nonparametric procedure in the lognormal case is more
pronounced than that of the classical procedure in the normal case.
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Table 1
Power analysis for two continuous covariates, where Y1j ¼ 1þ 0:3X1j þ 0:3Z1j þ e1j and Y2j ¼ 1þ yþ
0:3X2j þ 0:3Z2j þ e2j
eijkBNð0; 1Þ eijkB expðNð0; 1ÞÞ
Sample size y New ðw2Þ FH ANCOVA New ðw2Þ FH ANCOVA
0.0 0.051 0.052 0.050 0.049 0.051 0.041
0.4 0.242 0.247 0.303 0.201 0.201 0.128
0.6 0.502 0.504 0.600 0.390 0.391 0.243
30 0.8 0.746 0.750 0.852 0.606 0.607 0.381
1.0 0.907 0.910 0.962 0.774 0.774 0.521
1.2 0.983 0.983 0.993 0.881 0.886 0.634
1.4 0.998 0.998 1.000 0.952 0.949 0.717
1.6 0.999 0.999 1.000 0.985 0.982 0.799
0.0 0.047 0.051 0.046 0.049 0.054 0.043
0.2 0.166 0.175 0.190 0.144 0.149 0.085
0.4 0.490 0.498 0.568 0.373 0.383 0.221
60 0.6 0.811 0.818 0.891 0.654 0.664 0.387
0.8 0.975 0.976 0.992 0.881 0.883 0.578
1.0 0.996 0.996 1.000 0.974 0.973 0.729
1.2 1.000 1.000 1.000 0.994 0.994 0.865
0.0 0.049 0.054 0.052 0.056 0.057 0.053
0.2 0.225 0.230 0.304 0.169 0.174 0.122
90 0.4 0.694 0.704 0.782 0.544 0.547 0.301
0.6 0.942 0.946 0.976 0.855 0.857 0.546
0.8 0.999 0.999 0.999 0.973 0.973 0.744
0.0 0.051 0.052 0.047 0.051 0.054 0.049
0.2 0.280 0.301 0.335 0.212 0.221 0.113
120 0.4 0.798 0.810 0.863 0.642 0.662 0.331
0.6 0.989 0.990 0.997 0.926 0.933 0.611
0.8 1.000 1.000 1.000 0.996 0.998 0.838
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Finally, simulations were conducted in order to determine the best bandwidth for
analyzing the LDL cholesterol data and the Social data. Both data sets are described
in detail in the next section. We determine the best bandwidths by generating data
according to the null hypothesis model such that the responses and the covariate
values are similar to that of the data set. The response data are randomly assigned to
the different treatments (factor-level combinations), and thus all null hypotheses are
satisﬁed. For the cholesterol data the achieved alpha levels are given in Table 3. On
the basis of these results, it seems that C1 ¼ 50 and C2 ¼ 20 is a reasonable choice
and this choice was used in the data analysis.
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Table 2
Power analysis for three continuous covariates, where Y1j ¼ 1þ 0:5X1j þ 0:5Z1j þ 0:5Q1j þ e1j and Y2j ¼
1þ yþ 0:5X2j þ 0:5Z2j þ 0:5Q2j þ e2j
eijkBNð0; 1Þ eijkB expðNð0; 1ÞÞ
Sample size y New ðw2Þ ANCOVA New ðw2Þ ANCOVA
0.0 0.050 0.055 0.050 0.056
0.4 0.241 0.284 0.190 0.121
0.6 0.440 0.555 0.318 0.236
30 0.8 0.623 0.800 0.470 0.368
1.0 0.799 0.941 0.612 0.503
1.2 0.906 0.985 0.747 0.625
1.4 0.966 0.996 0.845 0.730
1.6 0.989 1.000 0.913 0.807
1.8 0.999 1.000 0.959 0.864
0.0 0.050 0.051 0.049 0.042
0.2 0.207 0.177 0.147 0.080
0.4 0.454 0.550 0.306 0.189
60 0.6 0.749 0.875 0.559 0.383
0.8 0.933 0.979 0.794 0.580
1.0 0.987 0.999 0.911 0.731
1.2 0.999 1.000 0.966 0.828
1.4 1.000 1.000 0.994 0.893
0.0 0.049 0.044 0.052 0.033
0.2 0.189 0.226 0.147 0.085
90 0.4 0.631 0.718 0.362 0.257
0.6 0.862 0.964 0.645 0.494
0.8 0.977 0.998 0.869 0.702
1.0 0.997 1.000 0.967 0.844
0.0 0.048 0.056 0.052 0.055
0.2 0.313 0.296 0.216 0.103
120 0.4 0.747 0.822 0.538 0.311
0.6 0.975 0.991 0.827 0.576
0.8 0.998 1.000 0.968 0.782
1.0 1.000 1.000 0.998 0.896
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For the Social data the achieved alpha levels are given in Table 4. On the basis of
these results, the choices C1 ¼ 30 and C2 ¼ 50 or C1 ¼ 40 and C2 ¼ 40 or 50 seem to
be reasonable and these three combinations were tried in the data analysis.
3.2. Data analysis
3.2.1. Cholesterol data—PCAT study
The ﬁrst dataset is from the randomized trial known as the PCAT Study (Parent–
Child Auto Tutorial). The study screened children in the Philadelphia area for high
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Table 3
Bandwidth choice for the LDL data
Sex Treatment Interaction
C1 C2 10% 5% 1% 10% 5% 1% 10% 5% 1%
40 20 0.110 0.061 0.015 0.120 0.058 0.016 0.122 0.058 0.010
40 40 0.109 0.056 0.014 0.121 0.054 0.017 0.130 0.053 0.007
40 60 0.110 0.056 0.014 0.120 0.056 0.017 0.130 0.053 0.008
45 20 0.109 0.060 0.014 0.117 0.058 0.016 0.116 0.052 0.010
50 20 0.109 0.055 0.014 0.114 0.054 0.015 0.112 0.050 0.008
50 30 0.105 0.054 0.014 0.117 0.056 0.015 0.113 0.046 0.006
50 50 0.107 0.055 0.013 0.115 0.054 0.015 0.111 0.043 0.006
50 60 0.108 0.055 0.013 0.115 0.054 0.014 0.113 0.043 0.006
60 20 0.104 0.052 0.013 0.107 0.052 0.015 0.106 0.041 0.005
60 30 0.101 0.052 0.013 0.108 0.052 0.015 0.106 0.038 0.005
Table 4
Bandwidth choice for the social study data
Sex Grades Interaction
C1 C2 10% 5% 1% 10% 5% 1% 10% 5% 1%
30 45 0.116 0.054 0.010 0.093 0.048 0.014 0.103 0.048 0.008
30 50 0.113 0.053 0.011 0.097 0.053 0.014 0.101 0.049 0.008
35 40 0.117 0.055 0.011 0.097 0.052 0.016 0.101 0.049 0.007
35 45 0.104 0.046 0.012 0.092 0.053 0.008 0.109 0.061 0.013
35 50 0.120 0.051 0.011 0.099 0.048 0.016 0.107 0.052 0.008
40 40 0.112 0.051 0.010 0.095 0.047 0.015 0.105 0.046 0.009
40 45 0.112 0.058 0.008 0.108 0.052 0.015 0.121 0.066 0.015
40 50 0.109 0.054 0.010 0.093 0.049 0.014 0.102 0.046 0.009
45 40 0.112 0.059 0.008 0.103 0.052 0.014 0.125 0.068 0.017
45 50 0.119 0.056 0.009 0.086 0.048 0.015 0.105 0.047 0.006
50 35 0.120 0.050 0.011 0.099 0.048 0.016 0.107 0.052 0.008
50 40 0.089 0.049 0.012 0.108 0.067 0.020 0.109 0.061 0.013
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levels of LDL cholesterol. The children with high levels were randomized to three
nutrition-education groups: Control, Counseling, and PCAT. For the present
illustration we will consider the scientiﬁc question regarding the effect of nutrition
education and gender on the LDL cholesterol measurement at 12 months. The
covariates that are taken into account are age and LDL cholesterol measurement at
the beginning of the study. Thus we have a 2 3 design with two covariates.
Observations with missing values were removed leaving 216 observations. The values
of the response variable range from 88.0 to 172.0, those of the baseline LDL
cholesterol measurement range from 107 to 163.5, and age values range from 4.0 to
9.9. For a full description of study and the data set see [12].
The covariate-adjusted hypotheses of no treatment effect, no gender effect
and no treatment–gender interaction are tested using both the current nonpara-
metric approach and the classical ANCOVA procedure. For the nonparametric
approach, we used the bandwidths obtained from the simulations reported in
Section 3.1. The p-values for the nonparametric classical ANCOVA procedures
are shown in Table 5. It can be seen that the gender and interaction effects are
clearly not signiﬁcant. The treatment effect is also not signiﬁcant according
to classical ANCOVA, while the nonparametric analysis hints at the possibility
of an effect.
To examine the nonparametric effects graphically, the plots of the main effects for
sex and treatment are given in Figs. 1 and 2. The crossing of the nonparametric main
effects for sex indicates that sex is not signiﬁcant, which is in agreement with the py-
values from both methods. The nonparametric main effects for treatment also
include crossing, but there appear to be differences in certain regions, in agreement
with the lower p-value of 0.1203787.
3.2.2. ‘‘Monitoring the future’’ study
The second dataset comes from the 1998 version of the ‘‘monitoring the future’’
study, a national sample of high school seniors; see [6,8]. For the present illustra-
tion we will consider the scientiﬁc question regarding the effect of gender and
academic achievement on the degree of fun and recreation of high school seniors.
The academic achievement was quantiﬁed by the average school grade, which has
seven levels. The degree of fun and recreation was measured on a scale of 126; by
the answer to the question: During a typical week, on how many evenings do you go
out for fun and recreation? The covariates that are taken into account are
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Table 5
P-values for the LDL data
Nonparametric ANCOVA
Sex 0.6026134 0.6384000
Treatment 0.1203787 0.5526000
Interaction 0.3150802 0.5438000
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Fig. 1. Nonparametric main effects for sex.
LDL cholesterol
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Fig. 2. Nonparametric main effects for treatment.
Table 6
P-values for the social data using different models—dummy coding for the semiparametric models
Constants Nonparametric
(30, 50) (40, 40) (40, 50) Logit Probit Log–log ANCOVA
Grades 0.001 0.000 0.002 0.021 0.081 0.028 0.017
Sex 0.000 0.000 0.000 0.070 0.154 0.048 0.000
Interaction 0.052 0.055 0.051 0.126 0.287 0.460 0.262
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Attitude Toward School, with possible values 12–27, and Self Esteem with possible
values 16–37. Thus we have a 2 7 design with two ordinal categorical covariates
and an ordinal categorical response. There are 2119 cases, all with data on all
variables.
The covariate-adjusted hypotheses of no gender effect, no grade effect and no
gender–grade interaction are tested using the current nonparametric approach, the
ordinal regression methodology (cf. [1]) with different link functions and the classical
ANCOVA procedure. The p-values are given in Table 6. The nonparametric model
shows that the two main effects are highly signiﬁcant, while the interaction effect is
borderline signiﬁcant. According to classical ANCOVA gender is highly signiﬁcant,
grades are signiﬁcant and interaction is not signiﬁcant.
As also remarked in [4], the results of the ordinal regression models depend on
how the factor levels are coded. Using dummy variables, which is the only option
available in Minitab and is recommended by SAS (SAS/STAT software 1996) [9] and
Stokes et al. [10], the main effects are barely signiﬁcant while the interaction is not
signiﬁcant. Use of the Helmert coding which is recommended by S-Plus, gives results
much more in line with the nonparametric procedure, especially for main effects. It
should be noted, however, that the SAS PROC LOGISTIC procedure warns that the
proportional odds assumption is violated ( p-value is 0.0004); using other link
functions SAS gives warnings of violation of the equal slopes assumption ( p-value is
0.0003 for the probit link and 0.0001 for the log–log link). Thus estimates of the
semiparametric model parameters are meaningless. For details on the different
correspondence of the parameters to the main effects and interactions, see the
Appendix in [13] (Table 7).
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Table 7
P-values for the social data using different models—contrast coding for the semiparametric models
Constants Nonparametric
(30, 50) (40, 40) (40, 50) Logit Probit Log–log ANCOVA
Grades 0.001 0.000 0.002 0.008 0.016 0.003 0.017
Sex 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Interaction 0.052 0.055 0.051 0.126 0.287 0.460 0.262
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Appendix A
A.1. Assumptions
The proofs are given for the case of random covariates and use the following
assumptions.
A1. (i) For each i; #li ¼ niN-li; 0olioN:
(ii) If the covariates Xi are continuous, the bandwidth sequence an satisﬁes
na4n-0; and na
3þ2d
n ðlog nÞ1-N; as n-N; for some d40:
(iii) If the covariates X are discrete, an is only required to converge to zero.
A2. (i) The probability density function K is symmetric and has compact
support.
(ii)
R
uKðuÞ ¼ 0 and K has bounded second derivative.
A3. (i) If Xi are discrete, then
(a) The set of mass points (atoms) of the distribution of Xi is the same for
all i:
(b) The probability mass function gi of Xi satisﬁes minfgiðxÞ; x in the set
of atoms of the distribution of Xig40 for all i:
(ii) If Xi is continuous, then
(a) The support of Xi is bounded and the same for all i:
(b) The distribution function Gi of Xi has bounded second derivative for
all i:
(c) The density gi of the covariates X within factor level i satisﬁes
inffgiðxÞ; x in the support of the distribution of Xig40 for all i:
(d) The ﬁrst two derivatives, ’FiðyjxÞ; F¨iðyjxÞ; of FiðyjxÞ with respect to x
exist and are bounded for all y; x and i:
Since this paper extends the paper by Akritas et al. [4] to the case of two and three
covariates, some differences appear in critical parts of the proofs. The ﬁrst main
difference is, of course, that the kernel is now the product of the univariate kernels
and the covariates form a vector X: Other important differences will be mentioned in
the appropriate places in the proofs.
A.2. Proof of Proposition 2.1
Let G ¼ EðGˆÞ and H ¼ EðHˆÞ: If we write Fˆi:ðyÞ  Fi:ðyÞ as
1
N
X
i0;j
FˆiðyjXi0jÞ  Fi:ðyÞ ¼ 1
N
X
i0;j
FˆiðyjXi0jÞ  FiðyjXi0jÞ
 
þ
Z
FiðyjxÞ dðGˆðxÞ  GðxÞÞ
¼PiðyÞ þ EiðyÞ it follows that;
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Z
ðHˆðyÞ  HðyÞÞ dðFˆi:ðyÞ  Fi:ðyÞÞ ¼
Z
ðHˆðyÞ  HðyÞÞ dPiðyÞ
þ
Z
ðHˆðyÞ  HðyÞÞ dEiðyÞ
¼B1 þ B2:
It is easy to see that
ﬃﬃﬃﬃ
N
p
B2!p 0: It remains to show that B1 ¼ opðN1=2Þ: In the
following we will combine the subscripts i0 and j into a single subscript c:
We have
B1 ¼ 1
N
XN
c¼1
Z
ðHˆðyÞ  HðyÞÞ dðFˆiðyjXcÞ  FiðyjXcÞÞ
¼  1
N
XN
c¼1
Z
½FˆiðyjXcÞ  FiðyjXcÞ	 dðHˆðyÞ  HðyÞÞ
¼  1
N
XN
c¼1
Xni
j¼1
WijðXc; aniÞ
Z
½cijðyÞ  FiðyjXcÞ	 dðHˆðyÞ  HðyÞÞ
¼  1
N
XN
c¼1
Xni
j¼1
WijðXc; aniÞ
Z
½cijðyÞ  FiðyjXijÞ	 dðHˆðyÞ  HðyÞÞ
 1
N
XN
c¼1
Xni
j¼1
WijðXc; aniÞ
Z
½FiðyjXijÞ  FiðyjXcÞ	 dðHˆðyÞ  HðyÞÞ
¼B11 þ B12: ðA:1Þ
That B12 ¼ opðN1=2Þ follows in the same way as the proof that
ﬃﬃﬃﬃ
N
p
A12!p 0 given
in [4]. It remains to show that B11 ¼ oðN1=2Þ: We ﬁrst show that
WijðXc; aniÞ ¼
K
Xij  Xc
ani
 
Pni
j0¼1 K
Xij0  Xc
ani
 
can be replaced by
1
nia
p
ni
K
Xij  Xc
ani
 
giðXcÞ :
That is, we will show that
ﬃﬃﬃﬃ
N
p 1
N2
XN
c¼1
Xni
j¼1
XN
m¼1
1
nia
p
ni
K
Xij  Xc
ani
 
1
gˆiðXcÞ 
1
giðXcÞ
 
Bijm !p 0; ðA:2Þ
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where
Bijm ¼BðXij; Yij ; YmÞ
¼ cijðYmÞ  FiðYmjXijÞ
þ
Z
FiðyjXijÞ dHðyÞ  ð1 HðYijÞÞ:
To show (A.2) we show that the square of its mean value converges to zero. We have
1
N3
XN
c;c1¼1
Xni
j;j1¼1
XN
m;m1¼1
E
"
1
n2i a
2p
ni
K
Xij  Xc
ani
 
K
Xij1  Xc1
ani
 
 1
gˆiðXcÞ 
1
giðXcÞ
 
1
gˆiðXc1Þ
 1
giðXc1Þ
 
Bij1m1Bijm
#
¼ 1
N3
XN
c¼1
Xni
j¼1
XN
m¼1
XN
c1¼1
Xni
j1¼1
E
1
n2i a
2p
ni
K
Xij  Xc
ani
 
K
Xij1  Xc1
ani
 "
 1
gˆiðXcÞ 
1
giðXcÞ
 
1
gið #Xc1Þ
 1
giðXc1Þ
" #
Bij1mBijm
#
þ 1
N3
XN
c¼1
Xni
j¼1
XN
m¼1
XN
c1¼1
XN
m1¼1
E
1
n2i a
2p
ni
K
Xij  Xc
ani
 
K
Xij1  Xc1
ani
 "
 1
gˆiðXcÞ 
1
giðXcÞ
 
1
gið #Xc1Þ
 1
giðXc1Þ
" #
Bijm1Bijm
#
-0; ðA:3Þ
by the uniform consistency of the density estimators. In view of (A.2), B11 ¼
oðN1=2Þ will follow by showing thatﬃﬃﬃﬃ
N
p 1
N2
XN
c¼1
Xni
j¼1
XN
c1¼1
1
a
p
ni
K
Xij  Xc
ani
 
1
giðXc1Þ
Bijm
¼
ﬃﬃﬃﬃ
N
p 1
N2
XN
c¼1
Xni
j¼1
XN
c1¼1
hnðXij; Yij ;Xc; YmÞ
is opð1Þ: But this follows by arguments similar to those used in the proof of (A.11).
A.3. Proof of Theorem 2.2
ﬃﬃﬃﬃ
N
p Z
HðyÞ dðFˆi:ðyÞ  Fi:ðyÞÞ ¼ 
ﬃﬃﬃﬃ
N
p Z
ðFˆi:ðyÞ  Fi:ðyÞÞ dHðyÞ
¼ 
ﬃﬃﬃﬃ
N
p Z Z
FiðyjxÞ dHðyÞ
 
dðGˆðxÞ  GðxÞÞ
 N1=2
Xk
i0¼1
Xni0
j¼1
Z
½FˆiðyjXi0;jÞ  FiðyjXi0;jÞ	 dHðyÞ ¼ A1  A2: ðA:4Þ
ARTICLE IN PRESS
H. Tsangari, M.G. Akritas / Journal of Multivariate Analysis 88 (2004) 298–319314
The term A1 is the ﬁrst term in the expansion of Theorem 2.2. For A2 write
A2 ¼N1=2
XN
c¼1
Xni
j¼1
WijðXc; aniÞ
Z
½cijðyÞ  FiðyjXijÞ	 dHðyÞ
þ N1=2
XN
c¼1
Xni
j¼1
WijðXc; aniÞ
Z
½FiðyjXijÞ  FiðyjXcÞ	 dHðyÞ
¼A21 þ A22; ðA:5Þ
where we combined again i0 and j into a single subscript c: We ﬁrst show that the bias
term A22 is opð1Þ: A different approach should be taken, compared to the paper by
Akritas, et al. [4]: we denote the vector of ﬁrst partial derivatives and use it to show
that the bias term is opð1Þ: Let DA denote the vector of ﬁrst partial derivatives of A:
Then we have
A22 ¼N1=2
XN
c¼1
Xni
j¼1
WijðXc; aniÞ
Z
½ðXij  Xc0ÞDFiðyjXcÞ þ Oða2niÞ	 dHðyÞ
¼N1=2
XN
c¼1
Xni
j¼1
WijðXc; aniÞðXij  XcÞ0fDiðXcÞ þ opð1Þ; ðA:6Þ
where we set fDiðXcÞ ¼ R DFiðyjXcÞ dHðyÞ: As with B11 in the proof of Proposition
2.1, to show that the main term is the above expression of A22 is opð1Þ; we ﬁrst show
that
N1=2
XN
c¼1
Xni
j¼1
1
Na
p
ni
K
Xc  Xij
ani
 
1
Na
p
ni
P
j0¼1 K
Xc  Xij0
ani
  1NapniK
Xc  Xij
ani
 
giðXcÞ
2664
3775ðXij  XcÞ0fDiðXcÞ
¼ N1=2
XN
c¼1
Xni
j¼1
BˆiðcÞ 1
Na
p
ni
K
Xc  Xij
ani
 
ðXij  XcÞ0fDiðXcÞ!p 0; ðA:7Þ
where we set BˆiðcÞ ¼ giðXcÞ  gˆiðXcÞ
giðXcÞgˆiðXcÞ : To show (A.7) we will show that the mean
value of its square converges to zero. To do so, it sufﬁces to show that
E
"
NBˆiðc1ÞBˆiðc2Þ
Xni
j1¼1
Xni
j2¼1
1
N2a
2p
ni
K
Xc1  Xij1
ani
 
 K Xc2  Xij2
ani
 
ðXij1  Xc1Þ0fDiðXc1ÞðXij2  Xc2Þ0fDiðXc2Þ
#
¼ oð1Þ;
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or, equivalently,
E
"
Bˆiðc1ÞBˆiðc2Þ 1
a
2p
ni
K
Xc1  Xij1
ani
 
K Xc2  Xij2
ani
 
ðXij1  Xc1Þ0fDiðXc1ÞðXij2  Xc2Þ0fDiðXc2Þ
#
¼ oðN1Þ:
The above will follow from
E
"
Bˆiðc1ÞBˆiðc2Þ 1
a
2p
ni
K
Xc1  Xj1
ani
 
K
Xc2  Xj2
ani
 
ðXj1  Xc1Þ0fDiðXc1Þ
 ðXj2  Xc2Þ0fDiðXc2Þjgˆi;Xc1 ;Xc1
#
¼ oðN1Þ;
uniformly on the values of Xc1 ; Xc2 : This will be done using an argument that differs
from the approach of Akritas et al. [4]: writing g˜Nðx1; x2Þ for the conditional density
of ðXij1 ;Xij2Þ given gˆi; and assuming it has bounded ﬁrst-order derivatives, we haveZ Z
Bˆiðc1ÞBˆiðc2Þ 1
a
2p
ni
K
Xc1  x1
ani
 
K
Xc2  x2
ani
 
 ðx1  Xc1Þ0fDiðXc1Þðx2  Xc2Þ0fDiðXc2Þg˜Nðx1; x2Þ dx1 dx2
¼
Z Z
Bˆiðc1ÞBˆiðc2ÞKðu1ÞKðu2Þa2niu10fDiðXc1Þu20fDiðXc2Þ
 g˜NðXc1  aniu1;Xc2  aniu2Þ du1 du2
¼ a2ni
Z Z
Bˆiðc1ÞBˆiðc2ÞKðu1ÞKðu2Þu10fDiðXc1Þu20eDiðXc2Þ
 ½g˜NðXc1 ;Xc2Þ  aniðu10; u20ÞDg˜NðXc1 ;Xc2Þ þ Oða2niÞ	 du1 du2
¼ oða4niÞ ¼ oðN1Þ: ðA:8Þ
Thus, (A.7) is shown and A22!p 0 will follow from
A221 ¼N1=2
Xk
i1¼1
Xni
j1¼1
Xni
j2¼1
1
Na
p
ni
K
Xi1j1  Xij2
ani
 
1
giðXi1j1Þ
ðXij2  Xi1j1ÞfDiðXi1j1Þ
¼
Xk
i1¼1
N3=2
Xni
j1¼1
Xni
j2¼1
hNðXij2 ;Xi1j1Þ !
p
0; ðA:9Þ
where we set
hNðXij ;Xi1j1Þ ¼
1
a
p
ni
K
Xi1j1  Xij
ani
 
1
giðXi1j1Þ
ðXij  Xi1j1Þ0fDiðXi1j1Þ; ðA:10Þ
and hNðXij2 ;Xi1j1Þ is its symmetrized version
hNðXij ;Xi1j1Þ ¼
1
2
ðhNðXij;Xi1j1Þ þ hNðXi1j1 ;XijÞÞ:
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The proof continues with the use of V -statistics, necessary in the present
formulation. We see that A221 is essentially made up from one- and two-sample
V -statistics (cf. [15]), and thus in order to show (A.9) it is enough to show that each
component converges to zero, i.e.,ﬃﬃﬃﬃ
N
p
Vi1iN ¼
ﬃﬃﬃﬃ
N
p 1
ni1ni
Xni1
j1¼1
Xni
j2¼1
hNðXi1j1 ;Xij2Þ !
p
0: ðA:11Þ
Because the kernel function depends on N; we cannot invoke the results of the
usual theory of U-statistics, but it turns out that Ha´jek’s projection method (cf. [7])
applies here as well. We will demonstrate this for ViiN : Set
yi1iN ¼ E½hNðXi1j1 ;Xij2Þ	; h1iNðx1Þ ¼ E½hNðx1;XijÞ	:
Straightforward calculations yield
VˆiiN  niyiiN ¼
Xni
j¼1
1
n2i
Xni
j1¼1
Xni
j2¼1
EðhNðXij1 ;Xij2ÞjXijÞ  niy1N
¼ 2
ni
Xni
j¼1
ðh1iNðXijÞ  y1NÞ þ Op 1
ni
 
; ðA:12Þ
and ﬃﬃﬃﬃ
ni
p ðViiN  y1NÞ  ﬃﬃﬃﬃnip ðVˆiiN  niy1NÞ ¼ opð1Þ: ðA:13Þ
Next, application of the Lindeberg–Feller central limit theorem gives
n
1=2
i
Xni
j¼1
ðh1iNðXijÞ  y1NÞ !p 0 ðA:14Þ
Finally, writing
h1iNðx1Þ ¼ 1
2a
p
ni
Z
K
x1  x2
ani
 
ðx1  x2Þ0
fDiðx2Þ
giðx2Þ þ ðx2  x1Þ
0fDiðx1Þ
giðx1Þ
" #
giðx2Þ dx2
¼ 1
2
Z
KðuÞ aniu0
fDiðx1  aniuÞ
giðx1  aniuÞ
 aniu0
fDiðx1Þ
giðx1Þ
" #
giðx1  aniuÞ du
¼ 1
2
Z
KðuÞ aniu0
fDiðx1Þ
giðx1Þ  aniD
fDi
gi
ðx1Þuþ Oða2niÞ
 !
 aniu0
fDiðx1Þ
giðx1Þ
" #
 ½giðx1Þ  aniugi 0ðx1Þ þ Oða2niÞ	 du
¼ 1
2
Z
KðuÞa2niu0D
fDi
gi
ðx1Þ
 !
ugiðx1Þ duþ Oða3niÞ
¼ a2ni
giðx1Þ
2
Z
KðuÞu0D
fDi
gi
ðx1Þ
 !
u duþ Oða3niÞ:
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It follows that
yi1iN ¼ a2ni
Z
KðuÞu0E giðXi1j1Þ
2
D
fDi
gi
ðXi1j1Þ
 !" #
u duþ Oða3niÞ: ðA:15Þ
Relations (A.12)–(A.15) yield (A.11) for the case i1 ¼ i: In the case that i1ai we
have a two-sample V-statistic, but the steps for showing (A.11) are similar.
Therefore, the proof of Eq. (A.9) is complete. We now consider the term A21 in (A.5).
A21 ¼N1=2
XN
c¼1
Xni
j¼1
WijðXc; aniÞ
Z
ðcijðyÞ  FiðyjXijÞÞ dHðyÞ
¼ N1=2
Xni
j¼1
XN
c¼1
WijðXc; aniÞ
" # Z
ðcijðyÞ  FiðyjXijÞÞ dHðyÞ
¼ N1=2
Xni
j¼1
PN
c¼1K
Xc  Xij
ani
 
Pni
j0¼1
K
Xc  Xij0
ani
 
26664
37775
Z
ðcijðyÞ  FiðyjXijÞÞ dHðyÞ
¼ N1=2
Xni
j¼1
N
ni
1
Na
p
ni
PN
c¼1K
Xc  Xij
ani
 
1
nia
p
ni
Pni
j0¼1
K
Xc  Xij0
ani
   N
ni
gðXijÞ
giðXijÞ þ
N
ni
gðXijÞ
giðXijÞ
26664
37775

Z
ðcijðyÞ  FiðyjXijÞÞ dHðyÞ
¼ N
1=2
ni
Xni
j¼1
gˆðXijÞ
gˆiðXijÞ 
gðXijÞ
giðXijÞ
  Z
ðcijðyÞ  FiðyjXijÞÞ dHðyÞ
þ N
1=2
ni
Xni
j¼1
gðXijÞ
giðXijÞ
Z
ðcijðyÞ  FiðyjXijÞÞ dHðyÞ
¼A211 þ A212: ðA:16Þ
An integration by parts reveals that N1=2A212 is the second term in the expansion
in Theorem 2.2. Thus the theorem will follow from A211!p 0: We will show that A211
converges to zero conditionally on the Xij ’s, and hence also unconditionally. First, it
is easy to see that the conditional expectation is zero. Next, its conditional variance is
N
n2i
Xni
j¼1
gˆðXijÞ
gˆiðXijÞ 
gðXijÞ
giðXijÞ
 2
*s2i ; ðA:17Þ
where *s2i ¼ Var½
R ðcijðyÞ  FiðyjXijÞÞ dHðyÞjXij 	: But (A.17) converges to zero by the
uniform convergence of the density estimators (see [4]), and this completes the proof
of Theorem 2.2.
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