Abstract. We investigate the arithmetic formula complexity of the elementary symmetric polynomials S k n . We show that every multilinear homogeneous formula computing S k n has size at least k Ω(log k) n, and that product-depth d multilinear homogeneous formulas for S k n have size at least 2 Ω(k 1/d ) n. Since S n 2n has a multilinear formula of size O(n 2 ), we obtain a superpolynomial separation between multilinear and multilinear homogeneous formulas. We also show that S k n can be computed by homogeneous formulas of size k O(log k) n, answering a question of Nisan and Wigderson. Finally, we present a superpolynomial separation between monotone and non-monotone formulas in the noncommutative setting, answering a question of Nisan.
Introduction
We address two basic topics in arithmetic complexity: the power of homogeneity and computation of the symmetric polynomials. A basic structural result in arithmetic complexity (e.g., Strassen 1973) 
asserts that ( ) if a homogeneous polynomial has a formula of size s, then it has a homogeneous formula of size at most s O(log s) .
A natural question is whether the upper bound given by ( ) is tight, or whether formulas can be simulated by polynomial size 560 Hrubeš and Yehudayoff cc 20 (2011) homogeneous formulas. With our current techniques, this question is unfortunately out of reach. Most importantly, superpolynomial lower bounds on homogeneous formula complexity (for low degree polynomials) are not known. Still, we can investigate this question in restricted models of computation; we investigate the multilinear setting.
The elementary symmetric polynomials S k n (formally defined below) seem to be good candidates for a separation in ( ). Over an infinite field, they have non-homogeneous formulas of size O(n 2 ), but the best known homogeneous formulas computing S k n are of a quasipolynomial size. Nisan & Wigderson (1996) made a stronger conjecture that S k n require homogeneous formulas of size at least n Ω(log k) . This, however, is not the case-we show that S k n have homogeneous formulas of size k O(log k) n, which is linear for a fixed k. In fact, the conjecture does not even hold for monotone formulas-S k n have monotone formulas of size n 1+o(1) , if k is fixed. The conjecture of Nisan & Wigderson was based on the assumption that in general, in order to simulate a formula of size s computing a polynomial of degree k, we need a homogeneous formula of size s Ω(log k) . We have learned about a recent result of Raz, who gave a more efficient simulation, see Raz (2009) .
Results.
Let us first give the usual definitions. An arithmetic circuit Φ over the field F is a directed acyclic graph as follows. Every node in Φ of in-degree 0 is labeled by either a variable or a field element in F. Every other node in Φ has in-degree at least two and is labeled by either × or +. Nodes labeled by × are product nodes, and nodes labeled by + are sum nodes. An arithmetic circuit is called a formula, if the out-degree of every node in it is one. A circuit Φ computes a polynomial Φ in the obvious manner. A polynomial f is homogeneous if the total degrees of all the monomials that occur in f are the same. A polynomial f is multilinear if the degree of each variable in f is at most one. A circuit Φ is homogeneous if every node in Φ computes a homogeneous polynomial. A circuit Φ is multilinear if every node in it computes a multilinear polynomial. A circuit Φ over the real numbers is called monotone if every field element in Φ is a nonnegative real number. We define the size of a formula as the number of leaves in it.
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The depth of a formula is the length of the longest directed path in it. The product-depth of a formula Φ is the largest number of product nodes in a directed path in Φ.
The elementary symmetric polynomial S k n is the polynomial in variables x 1 , . . . , x n defined as
it is a homogeneous multilinear polynomial of degree k.
We show the following lower bounds on the size of multilinear homogeneous formulas computing S k n .
Theorem 1. Let n ≥ 2k and d be nonzero natural numbers. (i) Every homogeneous multilinear formula computing
(ii) Every homogeneous multilinear formula of product-depth d computing S k n has size at least 2
In the case of S n 2n , the first lower bound is superpolynomial and the latter exponential. Since the symmetric polynomials have multilinear formulas of size O(n 2 ) and product-depth one (see Section 3.1), the theorem shows that homogeneous multilinear formulas are superpolynomially weaker than multilinear formulas, and that constant depth homogeneous multilinear formulas are exponentially weaker than their nonhomogeneous counterparts. Since monotone formulas computing homogeneous multilinear polynomials are both homogeneous and multilinear, we have a superpolynomial separation between monotone and non-monotone formulas. This separation also holds in the noncommutative case, which answers a question raised by Nisan (1991) . The lower bounds are based on counting the number of monomials that occur in a polynomial that is computed by a homogeneous multilinear formula. We obtain essentially the same bounds as Shamir & Snir (1979) cc 20 (2011) get in the case of monotone formulas. In fact, lower bound (i) from Theorem 1 can also be proved using the bound in Shamir & Snir (1979) ; see discussion at the end of 15. However, our techniques are different and simpler.
We also provide upper bounds on the formula complexity of S k n .
Theorem 2. Let n, k be nonzero natural numbers.
(ii) S k n has a depth four (product-depth two) homogenous formula of size
For a fixed k, all of the upper bounds given by Theorem 2 are essentially linear in n (i.e., linear in the first two cases, and n 1+o (1) in the last one).
Lower Bounds
In this section, we prove the lower bounds given by Theorem 1.
Technical Estimates.
We need the following technical estimate.
Proof.
(1) We shall first prove the lemma using the additional assumption that k i ≥ 2 for every i = 1, . . . , p. We estimate the
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with respect to n 1 , . . . , n p satisfying the given constraints.
First we show that we can assume 1.5k i ≤ n i for every i ∈ [p]. Let n 1 , . . . , n p be the integers where the maximum is attained. Assume without loss of generality that n 1 /k 1 ≥ n/k ≥ 2. For every i ∈ {2, . . . , p}, the choice of n 1 , . . . , n p implies that
We shall determine the maximum of F on the set S ⊂ R p defined by the constraints
Since S is compact and F continuous, F has a maximum on S. Let (z 1 , . . . , z p ) ∈ S be the point at which F attains its maximum. Our goal is to show that z i /k i = n/k for every i ∈ {1, . . . , p}. Assume without loss of generality that z 1 /k 1 ≤ z i /k i for every i ∈ {2, . . . , p}. Assume toward a contradiction that there exists i ∈ {2, . . . , p} with z 1 /k 1 < z i /k i , and consider
Stirling's approximation tells us that for every nonzero N, K ∈ N with 1.5K ≤ N ,
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(2) Assume without loss of generality that k 1 , . . . , k = 1, and denote k = k 1 +· · ·+k and n = n 1 +· · ·+n . Since
2.2. In-Degree Two. Let f be a homogeneous polynomial of degree k. We say that f is balanced if there exist p homogeneous polynomials
For a balanced polynomial f , let minv(f ) be the smallest number q such that f can be written as f = f 1 f 2 · · · f p above, and f p contains q variables. The following lemma shows that a small homogeneous formula can be written as a short sum of balanced polynomials. 
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For a node w in a formula Φ, denote by Φ w the sub-formula of Φ with output node w, and by Φ (w=α) the formula obtained by deleting the edges going into w and labeling w (which is now an input node) by the field element α. One can see that
for some polynomial h that depends on w.
Proof. Let us first note the following:
Proof. There exists a node v in Φ such that deg(v) ≥ (2/3)k, but for every child w of v (i.e., the edge (w, v) occurs in Φ), deg(w) < (2/3)k. Hence, v is a product node v = w 1 × w 2 . If deg(w 1 ) ≥ deg(w 2 ), then w = w 1 has the correct properties, otherwise set w = w 2 .
We prove the lemma by induction on s and k. If k = 1, Φ is a balanced polynomial and minv( Φ) ≤ s, since Φ contains at most s variables. Assume that k ≥ 2. Let w be a node in Φ of degree k such that (1/3)k ≤ k < (2/3)k; the node w exists by Claim 5. Homogeneity implies that we can write
where h is a polynomial of degree k − k . Let s w denote the size of Φ w and let s (w=0) denote the size of Φ (w=0) . Thus, s w + s (w=0) ≤ s. By the inductive assumption, 2011) Since (1/3)k < deg h ≤ (2/3)k and (1/3)k ≤ k < (2/3)k, hh i is a balanced polynomial of degree k. Hence, (2.1) is an expression of Φ in terms of balanced polynomials. Moreover, minv(hh i ) = minv(h i ), and hence i minv(hh i )+ j minv(g j ) ≤ s w +s (w=0) ≤ s.
In the case that Φ is multilinear, we can assume without loss of generality that Φ is in fact syntactically multilinear (see, for example, Raz (2004) ), that is, for every product node v = v 1 × v 2 in Φ, the set of variables that occur in Φ v 1 and the set of variables that occur in Φ v 2 are disjoint. This implies that the polynomials hh 1 , . . . , hh s w are multilinear. The lemma follows by induction.
The following lemma bounds the number of monomials in a balanced polynomial.
Lemma 6. Let f be a balanced multilinear polynomial of degree k with at most n variables, 2k ≤ n. Then the number of monomials that occur in f is at most
where c > 0 is a universal constant.
Proof. Assume that f = f 1 · · · f p , where f i has degree k i and n i variables (so n p = minv(f )). Specifically, k 1 + · · · + k p = k. Multilinearity implies n 1 + · · · + n p ≤ n (without loss of generality, we can assume that n 1 + · · · + n p = n). Since each f i is also homogeneous and multilinear, it contains at most
n p monomials, which, by Lemma 3, is at most 3k
n p . For every 1 ≤ i ≤ log k/(2 log 3), we have k i ≥ k 1/2 , and so
−c log k with c > 0 a universal constant (when k = 1, the number of monomials is at most n p = minv(f ), and the lemma holds). Since 
, the number of monomials that occur in f is at most
We can now bound the number of monomials in a polynomial by its multilinear homogeneous formula complexity.
Proposition 7. Let Φ be a multilinear homogeneous formula with in-degree at most two. Assume that Φ has size s, degree k > 0 and at most n variables, 2k ≤ n. Then the number of monomials that occur in Φ is at most
where c is a universal constant.
Proof. By Lemma 4, there exist balanced multilinear polynomials f 1 , . . . , f s such that Φ = f 1 +· · ·+f s and i=1,...,s minv(f i ) ≤ s. By Lemma 6, there exists a constant c > 0 such that for every i = 1, . . . , s , the number of monomials that occur in f i is at most 3k −c log k+3/2 n k minv(f )/n. The proposition follows, since the number of monomials that occur in Φ is at most the sum of the number of monomials that occur in the f i 's.
Corollary 8. The first part of Theorem 1 holds.
Proof. The number of monomials in S k n is n k .
Bounded Depth.
A homogeneous polynomial f has a (p, )-form if there exist homogeneous polynomials f 1 , . . . , f p such that f = f 1 f 2 · · · f p and every f i has degree at least . Define minv(f ) as the smallest q such that f can be written as f 1 f 2 · · · f p above and q = min{n i : i ∈ {1, . . . , p}}, where n i is the number of variables that f i is defined over. This definition depends on the choice of (p, ), which will be determined from context.
The following lemma shows that a small constant depth multilinear formula can be written as a short sum of formed polynomials. 
Proof 
with the desired property. Let f be a polynomial of degree at least m.
this is achieved by an appropriate grouping of f 1 , . . . , f n . Hence, if r = 2q, the node w defines a polynomial of (q, k(2q
We proceed by induction. Let w be a node given by Claim 10. As in the proof of Lemma 4, we can write
Let s w denote the size of Φ w and let s (w=0) denote the size of Φ (w=0) . The polynomial Φ (w=0) is either zero or of degree k. In the latter case, by inductive assumption, it can be written as 
Moreover, if it is written as f 1 · · · f q , then every f i contains at most s w variables. Since q > 1 and by multilinearity, the polynomial f = (
The following lemma bounds the number of monomials in a formed polynomial.
Lemma 11. Let f be a homogeneous multilinear polynomial of (p, )-form of degree k with at most n variables, where 2k ≤ n and p, ≥ 2. Then the number of monomials that occur in f is at most 3k
Proof. Assume that f = f 1 · · · f p , where f i has degree k i and n i variables, assume without loss of generality that n p = minv(f ). Homogeneity implies k 1 + · · · + k p = k and multilinearity implies n 1 + · · · + n p ≤ n (without loss of generality n 1 + · · · + n p = n). Since each f i is also homogeneous and multilinear, it contains at most
np kp monomials, which, by Lemma 3, is at most 3k
The minimality of n p implies n p ≤ n/p. Hence,
where the last inequality follows from the assumption p, k p ≥ 2. Therefore,
n p and the lemma follows.
570 Hrubeš and Yehudayoff cc 20 (2011) The following proposition bounds the number of monomials in a polynomial that has a small multilinear homogeneous formula of constant depth.
Proposition 12. Let Φ be a multilinear homogeneous formula of size s, degree k, product-depth d, and over at most n variables, where n ≥ 2k and k 1/d ≥ 8. Then the number of monomials that occur in Φ is at most 6k 3/2 2
Combining Lemmas 11 and 9, the polynomial Φ contains at most 3k
, the proposition follows. 
Upper Bounds and Separations
In this section, we show several upper bounds on the complexity of the symmetric polynomials. We consider four models of computation in the following subsections.
3.1. Multilinear Non-homogeneous Depth Three. We now show that S k n can be computed by multilinear formulas of depth three (and product-depth one) of size O(n 2 ). These formulas are of course not homogeneous, and we obtain a separation between homogeneous multilinear and non-homogeneous multilinear formulas. The construction was first suggested by Ben-Or, see Shpilka & Wigderson (2001) , and we give it here for completeness.
For t ∈ R, denote
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Since the matrix A is invertible, we can express every S k n as a linear combination of f 1 , . . . , f n+1 . Since f t has a formula of depth two and size roughly n computing it, we can compute the symmetric polynomials with a depth three formula of size roughly n 2 . (The same argument holds whenever there are more than n nonzero elements in the underlying field.) 3.2. Homogeneous Non-Multilinear. We now give an upper bound on the homogeneous formula size of S k n . Let w be a weight function that assigns a positive natural number w(x) to every variable x. The w-degree of a monomial Proof. (i) is by a straightforward induction on the size of Φ. The proof of (ii) follows by the construction in Hyafil (1979) this construction transforms a w-homogeneous circuit into a w-homogeneous formula with the appropriate size. Here is a rough sketch of the construction. Let Φ be the circuit computing f (assume without loss of generality that the in-degree of Φ is at most two). Let V be the set of nodes v in Φ such that the w-degree of v is at least k/2, and v = v 1 × v 2 with the w-degrees of both v 1 and v 2 less than k/2. Proof. We apply Newton's identities. Let P k n be the polynomial i=1,...,n x k i . Let Z k be a polynomial in the variables y 1 , . . . , y k defined inductively as Z 0 = 1, and for k ≥ 0,
Newton's identities assert that
Define the weight w as w(y i ) = i. Thus, Z k is a w-homogeneous polynomial of w-degree k and degree k (this follows by induction on k). The definition of Z k shows that it has a w-homogeneous circuit of size O(k 2 ). By Lemma 14, there exists a w-homogeneous formula of size k O(log k) computing Z k . Since the degree of P i n is i and it has a homogeneous formula of size kn, the polynomial S k n = Z k (P 1 n , . . . , P k n ) has a homogenous formula of size k O(log k) n. Since Z k is w-homogeneous of w-degree k, the only monomials that occur in it are of the form y i 1 y i 2 · · · y it with i 1 +i 2 +· · ·+i t = k. The number of i 1 ≥ i 2 ≥ · · · ≥ i t that sum up to k is known as the
