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Abstract
Let G be a graph and τ : V (G) → N ∪ {0} be an assignment of thresholds to
the vertices of G. A subset of vertices D is said to be a dynamic monopoly
corresponding to (G, τ) if the vertices of G can be partitioned into subsets
D0,D1, . . . ,Dk such that D0 = D and for any i ∈ {0, . . . , k − 1}, each vertex
v in Di+1 has at least τ(v) neighbors in D0 ∪ . . . ∪Di. Dynamic monopolies
are in fact modeling the irreversible spread of influence in social networks.
In this paper we first obtain a lower bound for the smallest size of any dy-
namic monopoly in terms of the average threshold and the order of graph.
Also we obtain an upper bound in terms of the minimum vertex cover of
graphs. Then we derive the upper bound |G|/2 for the smallest size of any
dynamic monopoly when the graph G contains at least one odd vertex, where
the threshold of any vertex v is set as ⌈(deg(v) + 1)/2⌉ (i.e. strict majority
threshold). This bound improves the best known bound for strict majority
threshold. We show that the latter bound can be achieved by a polynomial
time algorithm. We also show that α′(G) + 1 is an upper bound for the size
of strict majority dynamic monopoly, where α′(G) stands for the matching
number of G. Finally, we obtain a basic upper bound for the smallest size of
any dynamic monopoly, in terms of the average threshold and vertex degrees.
Using this bound we derive some other upper bounds.
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1 Introduction
All graphs in this paper are undirected graphs without multiple edges or loops. For
any graph G we denote the vertex set, the edge set and the order of G by, V (G),
E(G) and |G|, respectively. For other graph theoretical notations not defined in this
paper we refer the reader to [4]. In this paper we denote the set of positive natural
numbers by N. Let G be a graph and τ : V (G) → N ∪ {0} be an assignment of
thresholds to the vertices of G such that τ(v) ≤ deg(v), where deg(v) is the degree of
v in G. A subset of vertices D is said to be a τ -dynamic monopoly or simply dynamic
monopoly if the vertices of G can be partitioned into subsets D0, D1, . . . , Dk such
that D0 = D and for any i, 1 ≤ i ≤ k − 1, each vertex v in Di+1 has at least
τ(v) neighbors in D0 ∪ . . . ∪ Di. The usual formulation of dynamic monopolies is
in terms of a discrete time dynamic process defined as follows. Consider a dynamic
process on the vertices of G, where some vertices of G are considered as active
vertices at the beginning of the process. Denote the set of active vertices at any
discrete time t ≥ 0 by Dt. Assume that at the beginning of the process (i.e. at
time zero), the vertices of a subset D ⊆ V (G) are active. Hence D0 = D. At each
discrete time i any inactive vertex v is activated provided that v has at least τ(v)
active neighbors in D0 ∪ . . . ∪ Di−1. If at the end of the process all vertices are
active then the starting subset D, is called dynamic monopoly or simply dynamo.
Given (G, τ), by the average threshold in G we mean
∑
τ(v)/|G|. Some well-known
threshold assignments for the vertices of a graph G are simple and strict majority
thresholds. In simple majority threshold we set t(v) = deg(v)/2 for any vertex v
of G and in strict majority threshold we have t(v) = ⌈(deg(v) + 1)/2⌉. In this
paper by a strict majority dynamic monopoly we mean any dynamo corresponding
to the strict majority threshold. In the recent years there has been a great interest
to study of the dynamic monopolies in graphs. Strict majority dynamos in some
special families of graphs were studied in [10, 11, 12, 16]. The first complexity results
concerning dynamic monopolies with general thresholds appeared in [7]. The first
theoretical results for graphs with general thresholds were obtained in [18]. Dynamic
monopolies with constant thresholds were studied in [9], where some hardness and
algorithmic results have also been obtained. An important motivation to study the
dynamic monopolies is their applications in formulation of the spread of influence in
social networks [7, 14]. Some examples of these phenomena are the spread of virus
among a population or in a web of computers, spread of innovation or a new product
in a community, spread of opinion in elections and etc. Dynamic monopolies have
also applications in viral marketing [8]. Dynamic monopolies of random graphs
were studied in [6, 15]. In [5], the authors studied the dynamic monopolies with
strict majority thresholds in undirected and directed graphs. Dynamic monopolies
of graph products were studied in [2]. More studies on dynamic monopolies can be
found in [3, 17].
The outline of the paper: In Section 2 we introduce some concepts involving the
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average threshold and prove some basic results and bounds for the size of dynamic
monopolies with given average thresholds. Section 3 devotes to the study of strict
majority dynamic monopolies. We first derive the upper bound |G|/2 for the smallest
size of any strict majority dynamic monopoly when the graph G contains at least
one odd vertex. This bound improves the best known bound for strict majority
threshold. We show that the latter bound can be achieved by a polynomial time
algorithm. Also in Section 3 we show that α′(G) + c is an upper bound for the size
of strict majority dynamic monopoly of any graph G with c connected components,
where α′(G) stands for the matching number of G. In Section 4, we obtain an
upper bound for the smallest size of any dynamic monopoly, in terms of the average
threshold and vertex degrees. Using this bound we show that given any graph (G, τ)
on n vertices and with average threshold t¯, then there exists a τ -dynamic monopoly
with at most
nt¯
δ(G) + 1
vertices, where δ(G) is the minimum degree of G. We show
that this bound is achieved by a polynomial time algorithm.
2 Average thresholds
By a threshold assignment to the vertices of a graph G we mean any function
τ : V (G) → N ∪ {0} such that the threshold of any vertex v is at most deg(v),
where deg(v) stands for the degree of v in G. We denote the threshold of a vertex
v by t(v). Let a graph G, a threshold assignment τ and a subset M ⊆ V (G) be
given. For any i, i = 0, 1, . . ., we define a subset Di as follows. Set D0 = M .
Assume that D0, D1, . . . , Di have been defined. Define Di+1 as a subset consisting
of all vertices v such that v has at least t(v) neighbors in D0 ∪D1 ∪ . . . ∪Di. It is
possible that Di = ∅ for some i ≥ 1. By the τ -dynamic process starting from M we
mean the sequence D0, D1, . . . If the sequence is such that V (G) =
⋃
i
Di, then M is
called a τ -dynamic monopoly (or simply dynamic monopoly). Given a graphG and a
threshold assignment τ for its vertices, we denote the minimum number of vertices in
any τ -dynamic monopoly of G by dynτ(G). Denote the maximum (resp. minimum)
threshold in G by tM (resp. tm). In [18], some bounds in terms of the minimum
or maximum thresholds for the smallest size of dynamic monopolies in graphs were
obtained. Also in [18], graphs with probabilistic thresholds were considered and the
importance of the expectation (or average) of thresholds in lower-bounding the size
of dynamic monopolies was shown. It is more useful to obtain bounds in terms of
the average threshold. For any threshold assignment τ of a graph G, by the average
threshold of τ we mean
∑
v∈G
τ(v)/|G| and denote it by τ . In applications too the
average threshold is more accessible than the minimum or maximum thresholds.
In other words, in most applications our knowledge is only about the average of
thresholds in a network. In this section we intend to study the dynamic monopolies
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and extend some previous results in terms of the average threshold. For any rational
number t we introduce Dyn
t¯=t
(G) which is the main parameter to be studied in this
paper and is defined as follows, where the maximum is taken over all threshold
assignments τ such that τ = t:
Dyn
t¯=t
(G) = max
τ :τ=t
dynτ(G).
Assume that a family F of graphs is given such that any graph G from F is equipped
with a threshold assignment. Recall that the smallest size of any dynamo of G
corresponding to its threshold assignment is denoted by dyn(G). In [18], the family
F is called dynamo-unbounded if there exists a function f(x) satisfying f(x)→∞
as x→∞ such that for any graph G from F one has f(n) ≤ dyn(G), where n = |G|.
The following result was proved in [18]. Let (G, τ) be a graph of order n and ǫ(G)
be the edge density of G, i.e. ǫ(G) = |E(G)|/|G|. Set t = min{t(v) : v ∈ V (G)}.
Then n(1 −
ǫ(G)
t
) ≤ dyn(G). Using the latter bound, some families were proved
to be dynamo-unbounded in [18]. In this section our aim is to generalize the latter
lower bound in terms of average threshold.
Theorem 1. Let G be a graph with maximum degree ∆ and τ be a threshold as-
signment to the vertices of G. Let also t¯ and tM denote the average and maximum
threshold of τ , respectively. For any τ -dynamic monopoly M of G we have
|M | ≥ |G|(1−
ǫ(G)
t¯
)(
t¯
tM
) ≥ |G|(1−
ǫ(G)
t¯
)(
t¯
∆
).
Proof. Let n = |G|. There exists a partition D0 ∪ D1 ∪ . . . ∪ Dt of V (G) such
that D0 = M and for any i ≥ 1 and any vertex v ∈ Di, there exist at least t(v)
edges between v and D0 ∪ . . . ∪ Di−1. Therefore at least
∑
v∈V (G)\M
t(v) edges exist
in G. We have now
∑
v∈V (G)
t(v) − tM |M | ≤
∑
v∈V (G)\M
t(v) ≤ |E(G)|. It follows that
t¯ − (tM/n)|M | ≤ ǫ(G) or n/tM(t¯ − ǫ(G)) ≤ |M |. This completes the proof of the
first inequality. The second one is easily obtained by tM ≤ ∆. 
Let F be any family of graphs such that for some positive constant δ, min{t(v) : v ∈
G} ≥ ǫ(G)+δ for any graph G ∈ F . Then as shown in [18], F is dynamo-unbounded
family. The following corollary gives a lower bound in terms of the edge density of
graphs.
Corollary 1. Let δ be any positive constant and G any graph with edge density ǫ.
Let also t¯ be any constant with t¯ ≥ (1 + δ)ǫ. Let τ be any threshold assignment with
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average t¯ and M be any τ -dynamic monopoly for G. Then
|M | ≥ δǫ.
Proof. The proof is easily obtained using the lower bound of Theorem 1 and that
t¯ ≥ (1 + δ)ǫ and tM < n. 
It is worth-mentioning that when ǫ/t¯→ 1 in a family of graphs i.e. when the lower
bound of Theorem 1 tends to zero then it is possible that the dynamic monopoly of
all members of that family is bounded by a constant number. As a simple example,
consider the family of complete graphs Kn where n = 1, 2, . . ., and let the thresholds
in Kn be 1, 2, 3, . . . , n − 1, n − 1. Note that ǫ(Kn) = (n − 1)/2 and the average
threshold is ǫ(Kn) + (n− 1)/n. It follows that ǫ(Kn)/τ¯(Kn)→ 1 as n→∞. From
other side, it is easy to see that a single vertex with threshold n− 1 in Kn forms a
dynamo for Kn.
Let G be a (2r + 1)-regular graph on n vertices and t(v) = r + 1, for every vertex
v of G. Then as shown in [18] any dynamo for G has at least (n + 2r)/(2r + 2)
vertices. Using Theorem 1 we have the following corollary.
Corollary 2. Let G be a (2r + 1)-regular graph on n vertices. Let also τ be a
threshold assignment for G with average threshold r + 1. Then any dynamo for
(G, τ) has at least n/(4r + 2) vertices.
In the following proposition we obtain a general upper bound for Dyn
t¯=2ǫ
(G) when
the average threshold t¯ is any arbitrary value such that 0 ≤ t¯ ≤ 2ǫ(G). Note that
the average threshold in a graph G can not exceed 2ǫ(G). In the following we denote
the smallest size of any vertex cover of G by β(G). Recall that a vertex cover is a
subset S of vertices such that any edge of the graph has at least one endpoint in S.
Proposition 1. Let G be a graph without isolated vertices.
(i) Let τ be any threshold assignment with average 2ǫ. Then any τ -dynamo has β(G)
vertices. In particular Dyn
t¯=2ǫ
(G) = β(G).
(ii) For any constant t ≤ 2ǫ, Dyn
t¯=t
(G) ≤ β(G).
Proof. Let t1, t2, . . . , tn be any set of thresholds such that their average is 2ǫ. Let
also M be any dynamic monopoly for these thresholds. Since ti ≤ deg(vi) and the
average of thresholds is 2ǫ then ti = deg(vi) for any i. It is now clear that from any
edge e = uv of the graph either u or v should be in M , since otherwise neither u nor
v will become active until the end of the process. Hence M is a vertex cover. From
other side any vertex cover is a dynamo. Therefore the cardinality of M should be
β. This proves part (i).
Now we prove part (ii). Assume that Dyn
t¯=t
(G) is achieved by a specific set of
thresholds t1, . . . , tn. Let K be a vertex cover for G. Note that K is a dynamo for
the thresholds t1, . . . , tn. By definition Dynt¯=t(G) is the size of smallest dynamo in
G. Hence Dyn
t¯=t
(G) ≤ |K| = β. 
In a graphG denote the maximum number of independent vertices and the chromatic
number of G by α(G) and χ(G), respectively. It is a well-known fact (see e.g. [4])
that α(G)+β(G) = |G|. Also it is easily seen that |G| ≤ α(G)χ(G). By these notes
and Proposition 1, the following corollary is easily obtained.
Corollary 3. For any constant t ≤ 2ǫ, Dyn
t¯=t
(G) ≤ |G|(1−
1
χ(G)
).
Corollary 3 shows that if we consider the family of graphs with bounded maximum
degree then for some constant λ, Dynt¯(G) ≤ λ|G| for any graph G from the family.
The following proposition shows that when ∆ → ∞ then there exists no upper
bound for Dynt¯(G) in the form of λ|G|, where λ is a constant strictly less than one.
Proposition 2. There exists an infinite sequence of graphs G1, G2, . . . such that
|Gn| → ∞ and
lim
n→∞
Dynǫ(Gn)
|Gn|
= 1.
Proof. Set G1 = K2. For any integer n ≥ 2 we construct a graph denoted by Gn on
n(n− 1) + n[n(n− 1)− 1] vertices as follows. We consider one copy of Kn(n−1) and
n(n− 1)− 1 vertex disjoint copies of Kn. There exists no edge between these copies
of Kn but we connect any vertex from any copy of Kn to any vertex of Kn(n−1) by an
edge. Therefore Gn contains
(
n(n− 1)
2
)
+[n(n−1)−1]
(
n
2
)
+n(n−1)[n(n−1)−1]n
edges. We simplify the latter value and obtain |E(Gn)| = (n
3− n)[n2− n− 1]. Now
we obtain a suitable threshold assignment for Gn with average ǫ(Gn). For any vertex
v from the copy Kn(n−1) of Gn set t(v) = 0. For any vertex u from the Kn copies of
Gn set t(u) = degGn(u) = [n(n− 1) + (n− 1)]. We obtain that
∑
v∈Gn
t(v) = |E(Gn)|
and therefore the average threshold is exactly ǫ(Gn).
Now let M be any dynamic monopoly corresponding to the given threshold assign-
ment of Gn. Noting that the threshold of any vertex in each copy of Kn in Gn is
its degree in the whole graph then we obtain that M should contain a vertex cover
from each Kn copy of Gn. It implies that M ≥ [n(n−1)−1](n−1). Hence we have
Dynǫ(Gn) ≥ [n(n− 1)− 1](n− 1). Finally
1 ≥ lim
n→∞
Dynǫ(Gn)
|Gn|
≥ lim
n→∞
[n(n− 1)− 1](n− 1)
n(n− 1) + n[n(n− 1)− 1]
= 1.
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This completes the proof. 
3 Strict majority dynamic monopolies
In this section we consider graphs with strict majority thresholds, i.e. for any vertex
v we set t(v) = ⌈(deg(v) + 1)/2⌉. In [5] it was shown that any graph G contains a
strict majority dynamo of at most ⌈|G|/2⌉ vertices. In Corollary 4 we improve their
result. Strict majority dynamic monopolies were also studied in [1], where the same
bound as in [5] were presented.
Let G be a graph and σ any vertex ordering of G. Denote the order of a vertex v in
G by σ(v). For any two vertices u and v, σ(u) < σ(v) means that u appeares before
v in the ordering σ. Also denote the neighborhood set of any vertex v by N(v). For
any vertex v we define fσ(v) as follows
fσ(v) = |N(v) ∩ {u : σ(u) > σ(v)}| − |N(v) ∩ {u : σ(u) < σ(v)}|
Theorem 2. Let G be any connected graph.
(i) If G contains at least one vertex of odd degreed, then there exists an ordering σ
such that for any vertex v, fσ(v) 6= 0.
(ii) If all degrees in G are even, then there exists an ordering σ such that fσ(v) 6= 0
for all but at most one vertex v of G. Moreover, in the case that for some vertex v,
fσ(v) = 0 then v can be taken as any arbitrary vertex of G.
Proof. We prove the following stronger claim:
Claim: There exists an ordering σ satisfying the conditions of the theorem which
has also the following stronger property. For any u, v and w if fσ(u) > 0, fσ(v) < 0
and fσ(w) = 0 then σ(u) < σ(w) < σ(v).
We prove the claim by induction on |G|. The assertion trivially holds when |G| is
1 or 2. Assume that it holds for all graphs of less than n vertices and let G be a
graph with |G| = n. If G contains a vertex of odd degree then we let x be a vertex
of degree odd in G, otherwise let x be an arbitrary vertex of G. Let A1, . . . , Ak
be the connected components of G \ x. By the induction hypothesis for each Ai
there corresponds an ordering σi such that the associated function fσi satisfies the
conditions of the claim and if there exists a vertex say u in Ai whose fσi is zero then
u can be chosen as a neighbor of x in G (since the vertex with fσ = 0 can be taken
as any arbitrary vertex in G). Let A+i (resp. A
−
i ) be the sequence of vertices in Ai
whose fσi is positive (resp. negative). Let also A
0
i be the vertex (if exists) in Ai
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with fσi = 0. Now we define an ordering σ on V (G) obtained by the sequence of
vertices specified in the following list from left to right
A+1 , . . . , A
+
k , A
0
1, . . . , A
0
k, x, A
−
1 , . . . , A
−
k .
We note that the order of vertices in Ai in both orders σ and σ
i is the same. Let
u be any vertex of Ai. Aside from Ai itself, u can only be adjacent to x. Since the
position of x in σ is after A+i and before A
−
i then the sign of fσ(u) is the same as
sign of fσi(u). Assume that there exists u ∈ Ai with fσi(u) = 0. Since in σ, x is
appeared after u then fσ(u) 6= 0. 
As we mentioned before, it was shown in [5] that G contains a strict majority
dynamic monopoly of cardinality at most ⌈|G|/2⌉. The following corollary gives a
stronger result that if G has at least one vertex of odd degree, than it admits a
dynamo of at most n/2 vertices. Also the proof is simpler than that of [5].
Corollary 4. Let G be a graph on n vertices and τ a threshold function obtained by
t(v) = ⌈(deg(v) + 1)/2⌉ for any vertex v. Then there exists a τ -dynamic monopoly
M such that |M | ≤ ⌈n/2⌉. Moreover, if G contains a vertex of degree odd then there
exists such a set M with |M | ≤ n/2.
Proof. Let σ be an ordering of the vertices of G satisfying the conditions of Theorem
2. Let M be the set of vertices v such that f(v) ≥ 0. We observe that M is a
strict majority dynamo. In fact the vertices with negative f become active in turn
according to their order in σ. Similarly if M is the set of vertices v with f(v) ≤ 0
then M is a dynamo. The vertices with positive f become active in turn according
to reverse of their order in σ. Now at least one of these sets have no more that ⌈n/2⌉
vertices. 
The following remark is immediate from Theorem 2 and the proof of Corollary 4.
Remark 1. Let G be a graph on even number of vertices and v be any vertex of
G. Then G admits a strict majority dynamo with cardinality at most |G|/2 which
contains the vertex v.
The methodology of the proof of Theorem 2 shows that there exists a polynomial
time recursive algorithm which constructs the ordering satisfying the conditions of
Theorem 2. Using this ordering Corollary 4 easily obtains a dynamic monopoly with
at most ⌈n/2⌉ vertices for any graph of order n. We have therefore the following
remark.
Remark 2. There exists a polynomial time algorithm which for any connected graph
G on n vertices, outputs a strict majority dynamo with at most ⌈n/2⌉ vertices.
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We end this section with relating the majority strict dynamic monopolies to match-
ing number of graphs. By the matching number of G we mean the maximum number
of independent edges in G. In obtaining the next result we shall make use of a theo-
rem from [13]. For this purpose we need some terminology. By a graph parameter p
we mean any function p from the set of all graphs to non-negative integers such that
if G and H are two isomorphic graphs then p(G) = p(H). Also a graph parameter p
is called subadditive if p(G∪H) ≤ p(G) + p(H), where G∪H is the vertex disjoint
union of two graphs G and H . The following was proved in [13].
Theorem 3. Let p be any subadditive graph parameter such that for any graph G
and any vertex v ∈ G, p(G) ≤ p(G \ v) + 1. Assume that there exists a constant
1 ≤ t < 2 such that for any graph G on odd number of vertices, p(G) ≤ t(|G|−1)/2.
Then p(G) ≤ ⌊tα′(G)⌋ for any graph G.
Our result is as follows, where by α′(G) we mean the maximum number of indepen-
dent edges.
Theorem 4. Any connected graph G admits a strict majority dynamo of size at
most α′(G) + 1. Furthermore if G has c connected components then G admits a
strict majority dynamo of size at most α′(G) + c.
Proof. We define a graph parameter p as follows. For any connected graph G we
define:
p(G) =


dyn(G)− 1 if dyn(G) = ⌈
|G|+ 1
2
⌉,
dyn(G) if otherwise.
where dyn(G) is the smallest size of any strict majority dynamo in G. For a non-
connected graph G consisting of the connected components H1, H2, . . . , Hk we define
p(G) =
∑
i
p(Hi). Note that p is indeed a subadditive graph parameter. Note also
that p(K1) = 0 since dyn(K1) = 1. In the following we show that p satisfies the
Lipschitz inequality: p(G) ≤ p(G \ v) + 1, for any v ∈ G. It is easily seen by
subadditivity of p and (G ∪H) \ v = (G \ v)∪H for any v ∈ G that it is enough to
prove the Lipschitz property for connected graphs.
Now let G be a connected graph and v ∈ G. Assume that the connected components
of G \ v are G1, G2, . . . , Gt. In the following we construct a strict majority dynamo
M for G such that v ∈ M and |M ∩ Gi| ≤ |Gi|/2. For this purpose, let M be a
strict majority dynamo containing v with the smallest cardinality. We show that
|M ∩ Gi| ≤ |Gi|/2, for any i. Assume by the contrary that for some j, |M ∩ Gj| >
|Gj|/2. Since Gj itself admits a strict majority dynamo with at most ⌈|Gj |/2⌉
elements, then |M ∩ Gj | = ⌈(|Gj| + 1)/2⌉. Note that in this case |Gj| is odd.
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We consider the subgraph of G induced by V (Gj) ∪ {v}. By Remark 1, the latter
graph admits a dynamo say M0 containing v with at most ⌈(|Gj|+ 1)/2⌉ elements.
Note that |M0 \ {v}| < |M ∩ Gj|. We obtain a new dynamo for G as follows
Mnew = (M \ Gj) ∪ (M0 \ {v}). Now Mnew is a dynamo containing v and with
cardinality less than M , a contradiction.
For any i, denote by dyn′(Gi) the smallest size of any strict majority dynamic
monopoly in the subgraph of G induced by V (Gi) ∪ {v}, where the vertex v is
already an active vertex. Note that using the strict majority dynamo M obtained
in the previous paragraph we have dyn′(Gi) ≤ |Gi|/2. In the following we show
that dyn′(Gi) ≤ p(Gi). It is clear that dyn
′(Gi) ≤ dyn(Gi). If dyn
′(Gi) = dyn(Gi)
then since dyn′(Gi) ≤ |Gi|/2, dyn(Gi) ≤ |Gi|/2 and so p(Gi) = dyn(Gi) or p(Gi) =
dyn′(Gi). But if dyn
′(Gi) ≤ dyn(Gi)−1 then by the definition of p(Gi), dyn
′(Gi) ≤
p(Gi). We have now the following inequalities, where M is the dynamo we obtained
in the above paragraph
p(G) ≤ dyn(G) ≤ |M | = 1 +
∑
i
dyn′(Gi) ≤ 1 +
∑
i
p(Gi) = p(G \ v) + 1.
By Theorem 3, for any graphG consisting of the connected componentsG1, G2, . . . , Gc
we have p(G) ≤ α′(G). From one side p(G) =
∑
i
p(Gi). From other side by the
definition of p for connected graphs, p(Gi) ≥ dyn(Gi)− 1. Combining these results
with p(G) ≤ α′(G) yields dyn(G) ≤ α′(G) + c. 
4 Some upper bounds
This section is devoted to presenting some upper bounds for the size of dynamic
monopolies in terms of the average threshold. We first obtain a basic upper bound
in terms of average threshold and vertex degrees. In the following theorem, for any
vertex v and subset S of the vertices in a graph G, we denote the set of the neighbors
of v in S by NS(v).
Theorem 5. Let G be a graph with degree sequence d1 ≤ d2 ≤ . . . ≤ dn in increasing
form. Let also τ be any threshold assignment for the vertices of G with average
threshold t¯. Then
Dyn
t¯=t
(G) ≤ max{k :
k∑
i=1
(di + 1) ≤ nt¯}.
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Proof. Denote the threshold and the degree of any vertex v of G by t(v) and deg(v),
respectively. Let M be any τ -dynamic monopoly of G with minimum cardinality.
We partition V (G) \M into two subsets A and B = V (G) \M \A where A = {v ∈
V (G) \M : |NM(v)| ≤ t(v)}. Note that if v ∈ B then |NM(v)| > t(v). We make the
following claim:
Claim: For any vertex x ∈M , |NA∪B(x)| ≥ |NB(x)|+ deg(x)− t(x) + 1.
Proof of the claim: Assume by the contrary that |NA∪B(x)| ≤ |NB(x)|+deg(x)−
t(x), for some vertex x. We have |NM(x)| = deg(x)−|NA∪B(x)| ≥ deg(x)−|NB(x)|+
deg(x)− t(x) = t(x)− |NB(x)|. It follows that |NM∪B(x)| ≥ t(x). This means that
the vertex x can be active by activation of all vertices inM ∪B. From the other side
by the definition of the set B all vertices of B can be active by activation ofM \{x}.
In other words M \ {x} becomes a dynamo, which contradicts the minimality of M .
We have the following
∑
y∈A∪B
|NM(y)| =
∑
y∈A
|NM(y)|+
∑
y∈B
|NM(y)| ≤
∑
y∈A
t(y) +
∑
y∈B
|NM(y)|, (1)
and from the claim∑
x∈D
|NA∪B(x)| ≥
∑
x∈D
|NB(x)|+
∑
x∈D
(deg(x) + 1)−
∑
x∈D
t(x). (2)
We have the equality
∑
y∈A∪B
|ND(y)| =
∑
x∈D
|NA∪B(x)|.
Therefore from (1) and (2)
∑
x∈D
|NB(x)|+
∑
x∈D
(deg(x) + 1)−
∑
x∈D
t(x) ≤
∑
y∈A
t(y) +
∑
y∈B
|ND(y)|.
Also the equality
∑
x∈D
|NB(x)| =
∑
y∈B
|ND(y)| holds. It follows that
∑
x∈D
(deg(x) + 1)−
∑
x∈D
t(x) ≤
∑
y∈A
t(y),
and finally ∑
x∈D
(deg(x) + 1) ≤
∑
y∈A∪D
t(y) ≤
∑
v∈V (G)
t(v) = nt¯.
We conclude that |D| ≤ max{k :
k∑
i=1
(di + 1) ≤ nt¯}. 
In the following proposition we show that the bound of Theorem 5 can be achieved
by an efficient algorithm.
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Proposition 3. There exists an O(n3) algorithm which for any graph G on n
vertices and any threshold assignment of G with average t¯, outputs a dynamo M
such that |M | ≤ max{k :
k∑
i=1
(di + 1) ≤ nt¯}.
Proof. The description of the algorithm is as follows. At each time step of the
algorithm we have a dynamic monopoly denoted by M . At the beginning, we set
M = V (G). We modify the set M through the execution of the algorithm such
that at each step of the algorithm, M is a dynamo and at the last step we obtain a
dynamo with the desired cardinality.
At each time we have a dynamic monopoly M and its corresponding sets A and
B. The set A is defined as A = {v ∈ V (G) \M : |NM(v)| ≤ t(v)}. Also B =
V (G) \M \ A. Assume that at a certain step of the procedure we have M , A and
B. We modify M as follows. We scan all vertices in M to find a vertex v such that
v does not satisfy the following condition
|NA∪B(v)| ≥ |NB(v)|+ deg(v)− t(v) + 1.
There are two possibilities:
Case 1. There exists no such vertex satisfying the above inequality. Then by the
proof of Theorem 5, the cardinality of M is at most max{k :
k∑
i=1
(di + 1) ≤ nt¯}.
Hence M is the desired monopoly.
Case 2. The algorithm finds a vertex say v such that |NA∪B(v)| ≤ |NB(v)|+deg(v)−
t(v). In this case the proof of Theorem 5 shows that M \ v is still a dynamo. We
replace M by M \ v and obtain the corresponding sets A and B and go to the next
step (i.e. vertex scanning stage). We repeat this procedure and finally obtain a
dynamic monopoly M satisfying the condition of the proposition.
In the following we estimate the running time of the algorithm. Each scanning step
takes O(n2) times. Since at each step one vertex is removed from the dynamic
monopoly M , the number of steps are at most n. It follows that the total running
time is O(n3). We summarize the algorithm in the following pseudocode form:
while |NA∪B(v)| < |NB(v)|+ deg(v)− t(v) + 1 do
M =M \ {v}
update A
update B
end while

12
By a minimal monopoly M we mean any dynamic monopoly such that no proper
subset of M is a dynamic monopoly. We have the following remark from the proof
of Theorem 5.
Remark 3. Let G be a graph with degree sequence d1 ≤ d2 ≤ . . . ≤ dn in increasing
form. Let also τ be any threshold assignment for the vertices of G with average
threshold t¯. Let also M be any minimal τ -dynamic monopoly. Then
|M | ≤ max{k :
k∑
i=1
(di + 1) ≤ nt¯}.
The following is the immediate corollary of Theorem 5.
Corollary 5. Let G be a graph on n vertices and with the minimum degree δ. Then
Dyn
t¯=t
(G) ≤
nt¯
δ + 1
.
In the following we determine the exact value of Dyn
t¯=t
(Kn).
Proposition 4.
Dyn
t¯=t
(Kn) = ⌊t⌋.
Proof. Note first that Dyn
t¯=t
(Kn) ≤ t by Theorem 5. In order to prove the
converse inequality we consider the following thresholds whose average is t¯. Take
n(t− ⌊t⌋) vertices of Kn with threshold equal to ⌊t⌋+ 1 and n(1− t+ ⌊t⌋) vertices
with threshold ⌊t⌋. Note that nt is an integer since nt =
∑
v∈Kn
t(v). The average of
these thresholds is t. It is clear that any dynamo for this set of thresholds needs at
least ⌊t⌋ vertices. This completes the proof. 
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