There is now considerable evidence that a letter string can activate semantic information appropriate to its orthographic neighbors (e.g., Forster & Hector's, 2002, TURPLE effect). This phenomenon is the focus of the present research. Using Japanese words, we examined whether semantic activation of neighbors is driven directly by orthographic similarity alone or whether there is also a role for phonological similarity. In Experiment 1, using a relatedness judgment task in which a Kanji word-Katakana word pair was presented on each trial, an inhibitory effect was observed when the initial Kanji word was related to an orthographic and phonological neighbor of the Katakana word target but not when the initial Kanji word was related to a phonological but not orthographic neighbor of the Katakana word target. This result suggests that phonology plays little, if any, role in the activation of neighbors' semantics when reading familiar words. In Experiment 2, the targets were transcribed into Hiragana, a script they are typically not written in, requiring readers to engage in phonological coding. In that experiment, inhibitory effects were observed in both conditions. This result indicates that phonologically mediated semantic activation of neighbors will emerge when phonological processing is necessary in order to understand a written word (e.g., when that word is transcribed into an unfamiliar script).
One of the main goals of reading research is to understand how readers are able to retrieve the appropriate meaning of the word being read. In theory, there would be two possible routes for retrieving the appropriate meaning of a visually presented word. One route would involve the activation of an orthographic (and/or lexical) representation with the corresponding semantic representation being activated directly from that representation. This route can be referred to as the "direct" route. Alternatively, it is also possible that, when a word is read, a phonological representation (derived from either the orthographic representation or from a lexical representation) is activated that then activates the word's semantic representation, in much the same way that meaning is retrieved during listening. This route can be referred to as the "phonologically mediated" route.
Which of these positions is correct has been an ongoing debate in the reading literature. Some researchers have suggested that the phonologically mediated route is the fundamental route for retrieving the meaning of a word based on the fact that there is considerable evidence indicating automatic activation of phonology early in the processing of a visually presented word (e.g., Grainger & Ferrand, 1994; Perfetti, Bell, & Delaney, 1988; Ziegler, Van Orden, & Jacobs, 1997) . Van Orden (1987) , for example, reported that, in his semantic categorization task (e.g., Is it the name of a flower?), more false positive errors were observed for homophone foils (e.g., ROWS) whose homophonic mate was a category exemplar (e.g., ROSE) than for spelling-control foils (e.g., ROBS), which he took as evidence that semantic activation is mediated by phonology. Further evidence supporting Van Orden's claim comes from the nature of his false positive errors. If a direct route were being used, false positive errors should be minimal when the homophone foils (e.g., ROWS) are high in frequency because highfrequency words should rapidly activate their meanings, meanings that are not consistent with the semantic category in question (i.e., flower). Such was not the case, however. Although false positive errors were independent of foil frequency, those errors were modulated by the frequency of the homophonic category exemplar (i.e., ROSE). That is, the false positive errors were higher when the category exemplars were lower in frequency.
Van Orden (1987) explained his findings by proposing that a spelling check can be carried out after semantic representations have been activated through phonology. When the homophonic exemplar is high in frequency, the spelling information for the exemplar would become available rapidly once its phonological information had been activated by the foil. Hence, the spelling check would quickly detect a mismatch, decreasing the likeli-hood of a false positive error. When the homophonic exemplar is low in frequency, however, the correct spelling information for the exemplar would be somewhat less available. As a result, the spelling check would become less accurate and, hence, false positive errors would increase. Based on his results and this analysis, Van Orden suggested that the meaning of a visually presented word is always retrieved via phonology with, if necessary, a spelling check being carried out involving the spelling information of the activated candidates and the visual stimulus to make sure that the correct semantic information has been activated. Lesch and Pollatsek (1993) also reported data consistent with Van Orden's (1987) position. Assuming that semantic activation is always mediated by phonology, similar priming effects would be expected from an associate (e.g., BEECH) of a target (e.g., NUT) and from a homophone of that associate (e.g., BEACH) when a short prime exposure is used (i.e., an exposure too short to allow for a spelling check). However, due to the fact that a spelling check would be carried out on the prime if enough time is available to do so, the expectation is that the priming effect from the homophone of the associate (but not the priming effect from the associate itself) should disappear if the prime exposure is sufficiently long. Indeed, this pattern of results is exactly what was reported by Lesch and Pollatsek, supporting Van Orden's position.
In contrast, however, other researchers have suggested that, although phonological activation may arise early in the processing of a visually presented word, semantic activation is typically not mediated by phonology. Instead, according to these researchers, the direct route plays the main role in activating semantics except in somewhat rare situations when the direct route is actually slower than the phonologically mediated route (e.g., Fleming, 1993; Jared & Seidenberg, 1991; Taft & van Graan, 1998) . Jared and Seidenberg (1991) , for example, attempted to replicate Van Orden and colleagues ' (Van Orden, 1987; Van Orden, Johnston, & Hale, 1988 ) results using two types of categories in their semantic categorization tasks: broad categories and narrow categories. When the categories used are narrow, as they were in Van Orden and colleagues' experiments, Jared and Seidenberg argued that their participants would adopt a strategy in which they would generate essentially all the category exemplars when a category name is given. These candidates would be retained in short-term memory as phonological codes with responding being based on whether the presented stimulus generates a match for one of the phonological codes. In this situation, false positive errors would tend to occur for homophone foils (i.e., words with homophonic mates that are category exemplars) because their phonological codes do match codes stored in memory, although, of course, some of these potential errors can be caught by a spelling check. The other types of categories used were broad ones (living things and objects). These categories should not allow participants to generate a complete set of exemplars, causing responding to be based more on the normal retrieval of meaning information.
When narrow categories were used, Jared and Seidenberg (1991) successfully replicated Van Orden and colleagues ' (Van Orden, 1987; Van Orden et al., 1988) results. When broad categories were used, however, the results observed by Van Orden and colleagues were not replicated. Specifically, when the homophone foils were high-frequency words, the false positive errors were comparable for the homophone foils and the spelling controls (i.e., there was no homophone effect), a result more in line with the idea that the direct route was being used to retrieve word meanings. Based on these results, Jared and Seidenberg suggested that, although both routes can be used to activate meanings, the direct route plays the essential role in retrieving the meaning of a word when the orthographic form is familiar. The phonologically mediated route would only come into play when processing words with less familiar orthographic forms (i.e., novel words and, possibly, low-frequency words) because the direct route would be less efficient and, hence, less reliable for those stimuli. Taft and van Graan (1998) also questioned the phonological mediation view of semantic activation based on data from their semantic categorization tasks. Assuming that semantic activation is always mediated by phonology, the expectation is that the speed of semantic activation should be modulated by the difficulty of phonological coding. Such did not appear to be the case, however. When the effect of spelling-to-sound regularity was examined in a semantic categorization task, no regularity effect emerged in spite of the fact that a significant regularity effect was observed using the same items in a standard naming task. Based on these results, Taft and van Graan concluded that the direct route plays the main role in retrieving the meaning of a visually presented word, consistent with the conclusions offered by Jared and Seidenberg (1991) .
Semantic Activation of Orthographic Neighbors
The question of how semantics are activated from a written word is the general focus of the present research with the specific focus being on the phenomenon that meaning retrieval is not limited to just the word being read but also occurs for what are referred to as the word's orthographic neighbors (Coltheart, Davelaar, Jonasson, & Besner, 1977) . Forster and Hector (2002) , for example, asked their participants to decide whether a presented stimulus is the name of an animal. In their task, not only did the negative trials involve a number of non-animals (e.g., BASKET), they also involved two types of nonword stimuli: nonwords (e.g., TURPLE) created from animal names (i.e., TURTLE) and nonwords (e.g., CISHOP) created from non-animal names (i.e., BISHOP), both created by replacing a single letter. Participants' responses were slower for the TURPLE-type nonwords than for the CISHOP-type nonwords, suggesting that the TURPLE-type nonwords were activating animal information. This result has been referred to as the "TURPLE effect." Similar findings were reported by Rodd (2004) using word stimuli. In Rodd's Experiment 1, the nonexemplar stimuli consisted of 29 experimental words (e.g., LEOTARD) with an animal neighbor (e.g., LEOPARD) and 29 control words (e.g., CELLAR) with a non-animal neighbor (e.g., COLLAR). The task was to decide whether the word was a name of an animal. The semantic categorization responses were significantly slower for the experimental words than for the control words (see also Boot & Pecher, 2008; Bowers, Davis, & Hanley, 2005; Forster, 2006; Mulatti, Cembrani, Peressotti, & Job, 2008; Pecher, De Rooij, & Zeelenberg, 2009; Pecher, Zeelenberg, & Wagenmakers, 2005) , providing further support for the idea that letter strings do activate semantic information appropriate to their orthographic neighbors.
Further evidence for this conclusion comes from the masked priming literature. Using a lexical decision task (in their Experiment 1), Bourassa and Besner (1998) reported that a nonword prime (e.g., deg) produced a small (7-ms) but significant priming effect when an orthographic neighbor of the nonword prime (e.g., dog) was related to the target (e.g., CAT), with the priming effect from the prime "dog" being 24 ms (see also Perea & Lupker, 2003) . In contrast, when the prime was unmasked (in their Experiment 2), there was a significant 18-ms priming effect for the "dog-CAT" pairs but only a nonsignificant 2-ms effect for the "deg-CAT" pairs. These results all lead to the conclusion that, when a visual stimulus is presented, semantic activation arises automatically for its orthographic neighbors early in processing, although it does appear that it will decay quite quickly (see also Pecher et al., 2009 , for a similar data pattern).
Most models of orthographic/lexical processing, in particular those based on the Interactive-Activation (IA) framework (e.g., Davis, 1999 Davis, , 2010 Grainger & Jacobs, 1996; McClelland & Rumelhart, 1981) can explain these phenomena by simply adopting the assumption that activation cascades from the lexical level to the semantic level. That is, these types of models assume that initially a word stimulus activates not only its lexical unit but also lexical units for its orthographic neighbors. One could further assume that these partially activated lexical units then begin to activate their semantic information through the direct route to semantics. Ultimately, the activation of neighbors at the lexical (and, presumably, semantic) level dies off as the lexical unit for the presented word wins the lexical competition; however, evidence of the semantic activation of orthographic neighbors would emerge in an experimental task if the task is sensitive to early processing.
Although this type of account is based on the idea that semantic activation is accomplished by a direct route, it would not necessarily be inconsistent with the idea that semantic activation and, hence semantic activation of neighbors, is phonologically mediated. That is, in English, because orthographic neighbors are often phonologically similar (i.e., phonological neighbors), one could argue that the activation of semantics for orthographic neighbors arose from processing along a phonologically mediated route (e.g., something resembling the nonlexical route in Coltheart, Rastle, Perry, Langdon, & Ziegler's, 2001, dual-route cascaded model) . In order to rule out such a phonological explanation, it would be necessary to create an independent manipulation of the orthographic and phonological relationships between the target and its neighbors, which, in alphabetic languages like English, is rather difficult to do. Such is not the case in Japanese due to the more complicated nature of Japanese orthography.
Orthographic and Phonological Neighbors of Japanese Words
More specifically, Japanese words are written in one of three scripts: Hiragana, Katakana, or Kanji. Hiragana and Katakana (referred to as Kana scripts) are phonetic scripts in that each of the characters represents a mora (a rhythmic unit with a constant duration, most of which correspond to a syllable, consisting of either a single vowel or a combination of a consonant and a vowel). In contrast, Kanji is a logographic script involving characters imported from China. Thus, as with Chinese characters, many would argue that Kanji characters directly activate meaning, and, essentially, Kanji characters can be considered to be morphemes. Also worth noting is that, according to Tamaoka, Kirsner, Yanase, Miyaoka, and Kawakami (2002) , more than 60% of Kanji characters possess multiple pronunciations (i.e., Kun-reading and On-reading pronunciations), making it difficult for Kanji-written words to activate semantics through a phonologically mediated route (but see Hino, Miyamura, & Lupker, 2011 , for an evaluation of the similarity of the orthographic-phonological relationships for words written in Kana vs. Kanji).
Although any Japanese words can be transcribed into Hiragana or Katakana, most Japanese words are typically written in only a single script. Specifically, in Japanese sentences, nouns, adverbs, and verb and adjective stems are typically written in Kanji, but grammatical elements such as auxiliary verbs and particles are typically written in Hiragana. In addition, a number of special types of nouns (e.g., foreign loan words, animal names, scientific terms) are typically written in Katakana.
Further, in contrast to English where research with words printed in upper versus lowercase indicates that the two types of letters activate abstract orthographic representations, such is unlikely to be true for a Japanese word printed in different scripts. Hino, Lupker, Ogawa, and Sears (2003) , for example, examined masked cross-script repetition priming and word frequency effects for Japanese words in lexical decision and naming tasks. They reported that (1) although normal word frequency effects were observed for words printed in their familiar script, the frequency effect virtually disappeared when the words were transcribed into an unfamiliar script in both tasks and that (2) the cross-script repetition priming effect size was determined by the degree to which phonological representations play a role in producing responses in each task. Based on these results, Hino et al. concluded that orthographic representations are not abstract but scriptdependent for Japanese words. In contrast, the same phonological representation does appear to be activated by a Japanese word regardless of the script it is printed in.
These characteristics of Japanese make it possible to find word pairs that are phonological but not orthographic neighbors as well as word pairs that are both orthographic and phonological neighbors. For example, a Katakana word " (dark)," consists of three morae, /da.R.ku/. By changing the second mora to /i/, a word, /da.i.ku/, is created, which is normally printed in Kanji " (carpenter) ." As such, "
" and " " are phonological neighbors. However, because the two words are printed in different scripts, they are orthographically dissimilar and, thus, they are not orthographic neighbors. In contrast, the Katakana word (size)" consists of three morae, /sa.i.zu/. When the first mora is changed to /ku/, a word, /ku.i.zu/, is created, which is also a Katakana word (quiz)." Thus, and are phonological neighbors as well as being orthographic neighbors. Using Japanese words, therefore, it is possible to manipulate orthographic and phonological similarity in a reasonably independent fashion and, hence, to evaluate whether se-mantic activation arises for orthographic neighbors or phonological neighbors when a target word is read.
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In the present experiments, we employed a relatedness judgment task in which two words are presented sequentially and participants are asked to decide whether the two words are semantically related to one another. We manipulated the relatedness between the initially presented word and a neighbor of the word presented second (the "target") on unrelated trials (i.e., trials in which the two words were not themselves semantically related). To use an English example, negative responses would be expected for both "MISSILE-POCKET" and "SCHOOL-POCKET" pairs. However, if semantic activation arises automatically for target neighbors (e.g., ROCKET) when reading the target POCKET, a negative response would be delayed whenever one of those neighbors is related to the initial word. Hence, there should be an inhibitory effect for the "MISSILE-POCKET" pairs relative to the "SCHOOL-POCKET" pairs.
The benefit of using Japanese stimuli is that it is possible to manipulate the type of target neighbor that is related to the initial word. In Experiment 1, the initial word was always presented in Kanji, and the target was always presented in Katakana. In the orthographic/phonological neighbor condition, the initial word was related to either the highest or the second highest frequency orthographic and phonological neighbor of the target. As shown in Table 1 , the pair (question)-(size, /sa.i.zu/)" was a pair in the orthographic/phonological neighbor condition due to the fact that the Katakana word (quiz, /ku.i.zu/)" is a frequent orthographic and phonological neighbor of (size, /sa.i.zu/)," and, of course, (quiz, /ku.i.zu/)" is related to the initial word, (question)." In the phonological neighbor condition, the initial Kanji word was related to either the highest or the second highest frequency phonological (but not orthographic) neighbor of the Katakana word target. As shown in Table 1 , (tool)-(dark, /da.R.ku/)" was a pair in this condition due to the fact that the Kanji word " (carpenter, /da.i.ku/)" is a phonological but not orthographic neighbor of (dark, /da.R.ku/)," and is related to the initial word (tool)." Relatedness judgment performance in these conditions was compared with those in their respective control conditions in which the initial Kanji word was not related to either the Katakana word target or any of the neighbors of the target (e.g., (gymnastics)-(size)" and (event)-(dark)," respectively). In this task, if semantic activation arises for the critical target neighbor, negative responses in the critical conditions would be slower than those in their respective control conditions. Therefore, if a direct route is primarily used for semantic activation of the target and, hence, the semantic activation arises only for orthographic neighbors, an inhibitory effect due to the relatedness between the initial word and the critical target neighbor is expected only in the orthographic/phonological neighbor condition. In contrast, if semantic activation for the target is driven only by phonology, only phonological neighbors would be activated, and, therefore, an inhibitory effect would be expected not only in the orthographic/phonological neighbor condition but also in the phonological neighbor condition with the effect sizes being similar in the two conditions. Finally, if semantic activation of neighbors arises through both routes, the expectation is that the semantic activation of the critical target neighbor should be greater in the orthographic/phonological neighbor condition than in the phonological neighbor condition, although inhibitory effects should arise in both conditions.
Processing Familiar Katakana Words and Their Unfamiliar Hiragana Transcriptions
As noted, because both Katakana and Hiragana are phonetic scripts, it is possible to write any Japanese word in either of those two scripts. As also noted, in Experiment 1, the target words were all presented in Katakana; however, what is important to realize is that they were words that are always written in Katakana, and, hence, they have familiar orthographic forms. Therefore, although Katakana is a shallow orthography, it would not be unexpected that processing these words would involve a direct route to semantics (e.g., Besner & Hildebrandt, 1987; Hino et al., 2003) . Assuming that orthographic representations are script dependent for Japanese words (e.g., Hino et al., 2003) , however, such should not be the case if the words are transcribed into an unfamiliar script (i.e., Hiragana script forms of the words that are normally written in Katakana). Under that circumstance, a direct route, if it existed, would be inefficient because the orthographic-semantic mappings for these unfamiliar forms have not been learned. As a result, a phonologically mediated route would presumably have to be used to activate semantics.
This hypothesis was examined in Experiment 2. As also shown in Table 1 , the targets in this experiment were the Hiragana transcriptions of the Katakana words used in Experiment 1. If this hypothesis is correct, when a word is transcribed in this fashion, semantic activation must now be driven by phonology rather than in the fashion described in the IA-type models discussed earlier.
As a result, semantic activation would now arise only for phonological neighbors. If so, we should observe similar-size inhibitory effects due to the relatedness between the initial word and the critical target neighbor in the orthographic/phonological neighbor and the phonological neighbor conditions. 1 When we describe morae using the Roman alphabet, we use the format from Tamaoka and Makioka (2004) . In addition, we also use a period to denote a moraic boundary (e.g., /da.R.ku/ for (dark)"). Japanese morae are rhythmic units of a constant duration consisting of either a single vowel, /V/, a combination of a consonant and a vowel, /CV/, or three types of special sounds: a nasal, /N/, a geminate, /Q/, or a long vowel, /R/. The geminate /Q/ represents the duration of a single mora in which one pauses with one's mouth in the shape of a following consonant. The /R/ is not a sign for a retroflex. Instead, because /R/ is a sign for a long vowel, it indicates that the previous vowel should be prolonged with the duration twice as long as a single mora. The mora plays an important role in Japanese orthography because each Kana character (Hiragana and Katakana) generally corresponds to a single mora. In addition, because Japanese is a mora-timed language, the mora also plays a central role in speech segmentation (e.g., Otake, Hatano, Cutler, & Mehler, 1993) as well as in reading (e.g., Verdonschot et al., 2011) . When selecting phonological neighbors of Japanese words in the present research, therefore, we considered the mora to be the basic phonological unit. Hence, phonological neighbors were defined as words having identical morae except one (e.g., (size, /sa.i.zu/) and (quiz, /ku.i.zu/); (dark, /da.R.ku/) and (carpenter, /da.i.ku/)).
Experiment 1 Method
Participants. Forty-four undergraduate and graduate students from Waseda University participated in this experiment. They were paid a small amount of money (500 yen) in exchange for their participation. All were native Japanese speakers who had normal or corrected-to-normal vision.
Stimuli. Fifty-two Katakana words were selected from the National Language Research Institute (1970) .
2 These words were all three or four characters in length, and their frequency counts were all less than 55 per 940,533. For the 52 Katakana words, phonological neighbors were generated by replacing a single mora from the pronunciations of these words using the National Language Research Institute (1993). Because phonological neighbors are any words sharing all but one mora with the original word, phonological neighbors involved not only Katakana words but also Kanji words and words written in a combination of Kanji and Hiragana (e.g., (tire), /ta.i.ya/" and (attitude), /ta.i.do/" are both phonological neighbors of the Katakana word (tile), /ta.i.ru/".
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Orthographic neighbors of these words were also generated by replacing a single character from these Katakana words using the National Language Research Institute (1993). Because orthographic neighbors are words sharing characters with the original word, all the orthographic neighbors of the 52 Katakana words were also Katakana words (e.g., (quiz), /ku.i.zu/" is an orthographic neighbor of a Katakana word (size), /sa.i.zu/"). Because each Katakana character corresponds to a single mora, the orthographic neighbors were also phonological neighbors of the original Katakana words.
The 52 Katakana words were, then, divided into two groups of 26 words. In one group, each Katakana word was paired with a phonological (but not orthographic) neighbor that had either the highest or the second highest frequency count ( (tile, /ta.i.ru/)"-(attitude, /ta.i.do/)"). In the other group, each Katakana word was paired with either the highest or the second highest frequency orthographic and phonological neighbor (e.g., (size, /sa.i.zu/)"-(quiz, /ku.i.zu/)"). For each of the 52 word pairs consisting of a Katakana word target and its neighbor (orthographic and phonological neighbor in 26 pairs and phonological but not orthographic neighbor in the other 26 pairs), we selected three two-character Kanji words that are semantically related to the critical neighbor of the target but unrelated to the target itself (e.g., (question)" for the (size)-(quiz)" pair). In addition, we also selected two two-character Kanji words that are unrelated to both the target and its neighbor (e.g., (gymnastics)" for the (size)-(quiz)" pair). Each of these five two-character Kanji words were, then, paired with the Katakana word target and with its critical neighbor, creating 10 word pairs from each of the 52 target-neighbor pairs, in which three pairs were related (e.g., (question)-(quiz)") and the other seven pairs were unrelated (e.g., (question)-(size)," (gymnastics)-(size)," and (gymnastics)-(quiz)"). Based on the 520 word pairs, two versions of a questionnaire were created for collecting subjective ratings, each of which consisted of 260 word pairs, of which 78 were related pairs, and 182 were unrelated pairs. The 260 word pairs were randomly ordered in the questionnaire. Each word pair was accompanied by a 7-point scale ranging from 1 (unrelated) to 7 (related). A new set of 60 participants was asked to rate the semantic relatedness of each word pair by circling the appropriate number on the scale. Thirty participants were assigned to each version of the questionnaire.
After collecting the relatedness ratings, the average rating was computed for each of the 520 word pairs. Based on the rating data and frequency counts of the Kanji words, 22 Katakana word targetorthographic/phonological neighbor pairs (in the orthographic/ phonological neighbor condition) and 22 Katakana word targetphonological neighbor pairs (in the phonological neighbor condition) were selected for use in this experiment (e.g., (size)-(quiz)" was a pair in the orthographic/ phonological neighbor condition, and (tile)-(attitude)" was a pair in the phonological neighbor condition).
2 One may argue that frequency counts in the National Language Research Institute (1970) norms do not reflect the present use of words because the data were collected in 1960s. Note, however, that Amano and Kondo (2003) reported that the frequency counts in their 2003 norms were strongly correlated with those in National Language Research Institute norms (r ϭ .56). In addition, Hino and Lupker (1998) and Hino et al. (2003) reported a significant word frequency effect in both lexical decision and naming tasks by manipulating word frequency using National Language Research Institute norms. As such, the frequency counts in the National Language Research Institute norms appear to be still valid for manipulating/controlling word frequencies of Japanese words.
3 Phonological and orthographic neighbors were generated using a computer-based dictionary with 36,780 word entries (sakuin.dat in National Language Research Institute, 1993). For each of the 44 target-neighbor pairs, two Kanji words were also selected to create experimental and control pairs as illustrated in Table 1 . One of the Kanji words was related to the critical neighbor of the target but was unrelated to the target itself, and the other Kanji word was unrelated to both the target and its critical neighbor (e.g., (question)" and (gymnastics)" were selected for the (size)-(quiz)" pair in the orthographic/phonological neighbor condition, and (posture)" and (typhoon)" were selected for the (tile)-(attitude)" pair in the phonological neighbor condition). For the Kanji word that was related to the neighbor of the target, the mean relatedness rating to the critical target neighbor was more than 4.00 (5.75 on average), whereas the mean relatedness rating to the target was less than 4.00 (1.65 on average). In contrast, for the Kanji word that was unrelated to both the target and its critical neighbor, the mean relatedness ratings were less than 4.00 both to the target (1.63 on average) and to the critical target neighbor (1.59 on average).
As shown in In addition, for the Kanji words that were related to the critical target neighbor, the mean relatedness ratings to the target were comparable in the orthographic/phonological neighbor condition (1.74) and the phonological neighbor condition (1.57), F(1, 42) ϭ 1.55, MSE ϭ 0.20. The mean ratings from the Kanji words to the critical target neighbor were also comparable in the two conditions (5.65 vs. 5.84), F(1, 42) ϭ 1.15, MSE ϭ 0.36. Similarly, for the Kanji words that were unrelated to both the target and its critical neighbor, neither the relatedness ratings to the target (1.63 vs. Based on the 44 Katakana word targets (22 targets in the orthographic/phonological neighbor condition and 22 targets in the phonological neighbor condition), experimental pairs were created by pairing a target with the Kanji word that was related only to the critical target neighbor (e.g., (question)-(size)" in the orthographic/phonological neighbor condition and (posture)-(tile)" in the phonological neighbor condition). In addition, 44 control pairs were also created by pairing each Katakana word target with the Kanji word that was unrelated to both the target and its critical neighbor (e.g., (gymnastics)-(size)" in the orthographic/phonological neighbor condition and (typhoon)-(tile)" in the phonological neighbor condition). The experimental and control pairs along with their critical target neighbors are listed in the Appendix.
Using the experimental and control pairs, two stimulus sets were created. The 44 Katakana word targets were used only once in each of the two stimulus sets. When a Katakana word target appeared in an experimental pair in the first stimulus set (e.g., (question)-(size)" and (posture)-(tile)"), it appeared in a control pair in the second stimulus set (e.g., (gymnastics)-(size)" and (typhoon)-(tile)"), and vice versa. Therefore, each stimulus set involved 11 experimental and 11 control pairs in the orthographic/phonological neighbor condition and 11 experimental and 11 control pairs in the phonological neighbor condition.
In addition to these pairs, a set of 44 related filler pairs were added to the two stimulus sets (e.g., (fruit)-(melon)" and (vegetable)-(salad)"). The related filler pairs consisted of a Katakana word target and its related Kanji word. In the filler pairs, the Kanji words were all two characters in length, and the mean word frequency was 31.19. The Katakana word targets in these pairs were all 3-4 characters in length, with an average of 3.25. The mean word frequency of these Katakana words was 12.61. Although we did not measure the relatedness of these filler pairs, we selected the filler pairs only if three judges (including the first author) agreed that the Kanji word and the Katakana word are related in meaning. Each of the two stimulus sets, therefore, consisted of 88 Kanji word-Katakana word pairs in total. Half of the participants received each stimulus set.
We also selected an additional set of eight related and eight unrelated Kanji word-Katakana word pairs for use in the practice trials. None of the words used in the practice trials were used in the experimental trials.
Procedure. A pair of Kanji and Katakana words was sequentially presented at the center of the video monitor (Iiyama, HM204DA). Participants were asked to decide whether the two words were related and to respond by pressing either a "Yes (Related)" or a "No (Unrelated)" key on the response box connected to an IBM-AT compatible PC. The "Yes" response was always made with the participant's dominant hand.
Participants were also instructed that their responses should be made as quickly and as accurately as possible. Sixteen practice trials were given prior to the 88 experimental trials. After each of the practice trials, participants were informed about their response latency and whether their response was correct. No feedback was given during the experimental trials. The order of stimulus presentation for the experimental trials was randomized for each participant.
On each trial, a fixation point was first presented at the center of the video monitor following a 50-ms, 400-Hz beep signal. One second after the onset of the fixation point, a Kanji word was presented for 1,000 ms just above the fixation point. At the offset of the Kanji word, a blank fixation screen was presented for 400 ms and was followed by a Katakana word target just above the fixation point. Presentation of the target was terminated by the participant's response. The PC recorded the response latency from the onset of the target to the participant's key press and whether the response was correct on each trial. The inter-trial interval was 2 s.
Results
Response latencies were classified as outliers if they were out of the range of 2.5 SDs from the mean for each participant. With this procedure, 2.38% (46 data points) of the negative (experimental and control) trials were classified as outliers and were excluded from the statistical analyses. In addition, 4.24% (82 data points) of the negative trials were errors, and, hence, these trials were also excluded from the latency analysis. Mean response latencies and error rates for the negative trials were calculated across both subjects and items and were submitted to two-way analyses of variance (ANOVAs). Neighbor Type (the orthographic/phonological neighbor vs. the phonological neighbor) and Relatedness-to-Neighbor (related to the critical target neighbor vs. unrelated) were within-subject factors in the subject analysis. In the item analysis, whereas Neighbor Type was a between-item factor, Relatedness-to-Neighbor was a within-item factor because the same target was used in the experimental and control pairs across the two stimulus sets. The mean response latencies and error rates from the subject analyses are presented in Table 3 .
In the analyses of response latencies, the main effect of Neighbor Type was marginal in the subject analysis, F 1 (1, 43) Note. For "Targets" and "Neighbors," Length, Morae, Ortho-N, Phono-N, Freq, and Fam stand for mean word length, mean number of morae, mean number of orthographic neighbors, mean number of phonological neighbors, mean word frequency, and mean experiential familiarity rating, respectively. For the "Experimental and Control initial Kanji words," Rel. to target and Rel. to neighbor stand for mean relatedness rating to the target and mean relatedness rating to the critical target neighbor, respectively. In the two neighbor conditions, the number of morae was identical for each target and its critical neighbor. Orthographic neighborhood sizes and phonological neighborhood sizes were counted using the National Language Research Institute (1993 
Discussion
Presumably due to the relatedness between the initial Kanji word and the critical target neighbor, relatedness judgments were 23 ms slower and 2.18% less accurate for the experimental pairs than for the control pairs in the orthographic/phonological neighbor condition. In the phonological neighbor condition, however, the pattern was quite different. Responses were 7 ms faster and 3.07% more accurate when the initial Kanji word was related to the critical target neighbor, with the effect in the error data reaching statistical significance.
Although the relatedness ratings for all the experimental and control pairs (the negative trials) were less than 4.00, some pairs did produce a number of errors. In particular, the experimental and control pairs involving the target word (guide)" produced error rates of 29% and 55%, respectively ( (organization)-(guide)" and (airport)-(guide)") in the phonological neighbor condition. In the orthographic/phonological neighbor condition, the experimental pair involving (apartment)" ( (store)-(apartment)") produced a 35% error rate, although the corresponding control pair ( (danger)-(apartment)") produced no errors. When these four pairs were removed from the analysis, the mean error rates for the experimental and control pairs were 3.23% and 2.61% in the orthographic/phonological neighbor condition and were 1.82% and 3.70% in the phonological neighbor condition. As a result, the interaction between Neighbor Type and Relatedness-to-Neighbor became nonsignificant in the analyses of error rates, F 1 (1, 43) The main point made by these data is that it appears that semantic activation did not arise for phonological neighbors of a target word, producing interference. Therefore, it appears that semantic activation of neighbors was driven by orthographic information, consistent with a direct route account.
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Experiment 2
As noted, although the targets used in Experiment 1 were all written in Katakana-an orthographically shallow script-they were all familiar orthographic forms. The results of Experiment 1 indicate that, in spite of the shallowness of the orthography, there was no evidence of semantic activation of phonological neighbors. The only neighbors that were semantically activated were orthographic neighbors, indicating that those results can be explained within an IA-type model with the assumption of cascading activation from the orthographic/lexical level to the semantic level.
In Experiment 2, the targets were no longer orthographically familiar. Specifically, the same word pairs were used as in Experiment 1; however, the targets were transcribed into Hiragana, a script that they rarely, if ever, appear in (none of them were listed in National Language Research Institute's, 1970, word frequency norms, nor were any contained in Amano & Kondo's, 2003 , familiarity rating database). Under this circumstance, it would appear that a phonologically mediated route to the target's semantics must be used. The expectation, therefore, is that phonological 5 In the analyses of response latencies, the results were unchanged when the experimental and control pairs involving the target words, (guide)" and (apartment)" were removed. That is, the mean response latencies for the experimental and control pairs were 632 ms and 612 ms in the orthographic/phonological neighbor condition and were 605 ms and 614 ms in the phonological neighbor condition, respectively. Hence, the interaction between Neighbor Type and Relatedness-to-Neighbor was significant in both analyses, F 1 (1, 43) ϭ 9.07, MSE ϭ 1,039.55, p Ͻ .01, p 2 ϭ .17; F 2 (1, 40) ϭ 5.52, MSE ϭ 935.97, p Ͻ .025, p 2 ϭ .12. 6 Because homophonic words are sometimes discriminated by having different accent types in Japanese (e.g., (bridge, /ha.si/ with type 2 accent)" and (chopsticks, /ha.si/ with Type 1 accent)"), one may argue that the phonologically mediated route would be less efficient when a target and the critical target neighbor possessed different accent types. When we compared the accent types in each target-critical neighbor pair in our stimuli using Amano and Kondo's (2003) accent type database, six pairs (out of 22 pairs) in the orthographic/phonological neighbor condition and nine pairs (out of 22 pairs) in the phonological neighbor condition consisted of words with different accent types. In addition, one could also argue that the relatedness between the initial Kanji word and the critical target neighbor would be somewhat more difficult to detect when the critical neighbor was not a noun. Although all the critical neighbors were nouns in the orthographic/phonological neighbor condition, six critical neighbors (out of 22) were verbs and adjectives in the phonological neighbor condition. As such, one could argue that the lack of the inhibitory effect in the phonological neighbor condition could have been due to a lack of control over these factors. As described in Experiment 2, however, we observed equivalent inhibitory effects in the two neighbor conditions using the same stimulus set as used in Experiment 1, the only difference being that the targets were transcribed from Katakana into Hiragana, a change that does not, of course, affect either accent type or part of speech. As such, the results of Experiment 2 clearly suggest that the lack of an inhibitory effect in the phonological neighbor condition in Experiment 1 cannot be attributed to either accent type or part of speech differences between the stimuli in our two conditions. neighbors will be activated, producing an inhibition effect when the target has a phonological neighbor that is related to the initial stimulus (i.e., there will be an inhibition effect in both conditions).
Method
Participants. Forty-four undergraduate and graduate students from Waseda University participated in this experiment. They were paid a small amount of money (500 yen) in exchange for their participation. All were native Japanese speakers who had normal or corrected-to-normal vision. None had participated in Experiment 1.
Stimuli. The stimulus sets used in this experiment were the same as those in Experiment 1; however, all the Katakana word targets were transcribed into Hiragana as shown in brackets in Table 1 . Thus, the pair (question)-(size)" in the orthographic/ phonological neighbor condition was presented as (question)-(size)" in Experiment 2. Similarly, the pair (posture)-(tile)" in the phonological neighbor condition was presented as (posture)-(tile)." All the Hiragana transcription targets are shown in brackets in the Appendix.
Procedure. The procedure in this experiment was the same as that in Experiment 1, with the exception that the targets were all presented in Hiragana.
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Results
Response latencies were classified as outliers if they were out of the range of 2.5 SDs from the mean for each participant. With this procedure, 3.56% (69 data points) of the negative (experimental and control) trials were classified as outliers and excluded from the statistical analyses. In addition, 4.39% (85 data points) of the negative trials were errors and, hence, were excluded from the latency analysis. As in Experiment 1, mean response latencies and error rates for the critical word targets were calculated across subjects and items and submitted to Neighbor Type by Relatedness-to-Neighbor ANOVAs. The mean response latencies and error rates from the subject analyses are presented in Table 4 .
In the analyses of response latencies, the main effect of Neighbor Type was significant both in the subject and item analyses, F 1 (1, 43) ϭ 13.36, MSE ϭ 2,358.23, p Ͻ .01, p 2 ϭ .24; F 2 (1, 42) ϭ 4.52, MSE ϭ 3,959.77, p Ͻ .05, p 2 ϭ .10. The main effect of Relatedness-to-Neighbor was also significant in both analyses, F 1 (1, 43) ϭ 23.18, MSE ϭ 2,627.34, p Ͻ .001, p 2 ϭ .35; F 2 (1, 42) ϭ 14.09, MSE ϭ 2,647.59, p Ͻ .01, p 2 ϭ .25. Unlike in Experiment 1, there was no hint of an interaction between Neighbor Type and Relatedness-to-Neighbor in either analysis, F 1 (1, 43) ϭ 0.04, MSE ϭ 1,853.86, p 2 ϭ .00; F 2 (1, 42) ϭ 0.00, MSE ϭ 2,647.59, p 2 ϭ .00, due to the fact that very similar inhibitory effects were observed in the orthographic/phonological neighbor and the phonological neighbor conditions.
In the analysis of error rates, the main effect of Neighbor Type was not significant in either analysis, F 1 (1, 43) ϭ 0.00, MSE ϭ 37.18, p 2 ϭ .00; F 2 (1, 42) ϭ 0.02, MSE ϭ 70.87, p 2 ϭ .00. The main effect of Relatedness-to-Neighbor was significant only in the subject analysis, F 1 (1, 43) ϭ 6.32, MSE ϭ 38.91, p Ͻ .025, p 2 ϭ .13; F 2 (1, 42) ϭ 1.94, MSE ϭ 56.41, p 2 ϭ .04. There was, however, a significant interaction between Neighbor Type and Relatedness-to-Neighbor in both analyses, F 1 (1, 43) ϭ 12.55, MSE ϭ 30.14, p Ͻ .01, p 2 ϭ .23; F 2 (1, 42) ϭ 4.18, MSE ϭ 56.41, p Ͻ .05, p 2 ϭ .09.
Pairwise comparisons further revealed that the 5.29% inhibitory effect of the relatedness to the critical target neighbor in the orthographic/phonological neighbor condition was significant in both analyses, F 1 (1, 43) ϭ 14.00, MSE ϭ 44.06, p Ͻ .01, p 2 ϭ .25; F 2 (1, 21) ϭ 7.88, MSE ϭ 42.23, p Ͻ .025, p 2 ϭ .27. In contrast, the 0.57% facilitory effect in the phonological neighbor condition was not significant in either analysis, F 1 (1, 43) ϭ 0.28, MSE ϭ 24.99, p 2 ϭ .01; F 2 (1, 21) ϭ 0.17, MSE ϭ 70.59, p 2 ϭ .01. Therefore, although the inhibitory effects due to the relatedness to the critical target neighbor were virtually identical in the two neighbor type conditions in the latency analyses, there was a slightly larger effect in the orthographic/phonological neighbor condition in the error rate analyses.
For the positive filler trials, the mean response latency was 607 ms (SEM ϭ 12.52). The mean error rate for these trials was 6.61% (SEM ϭ 0.75).
Discussion
Due to the fact that the Katakana word targets used in Experiment 1 were transcribed into Hiragana in Experiment 2, the response latencies were somewhat longer in Experiment 2 than in Experiment 1. That is, mean response latencies in the negative (experimental and control) trials in Experiments 1 and 2 were 617 ms and 707 ms, respectively, reflecting the fact that the Hiragana transcription targets in Experiment 2 were less familiar than the Katakana word targets in Experiment 1. More importantly, an inhibitory effect due to the relatedness between the initial Kanji word and the critical target neighbor was now observed not only in the orthographic/phonological neighbor condition but also in the phonological neighbor condition.
The existence of an inhibitory effect in the phonological neighbor condition in Experiment 2, therefore, clearly indicates that phonological neighbors must not have been semantically activated in Experiment 1, consistent with the argument that the semantic activation in that experiment was accomplished via a direct access route. Equally importantly, given the significant inhibitory effects in the two neighbor conditions in Experiment 2, it appears that, when unfamiliar Hiragana transcriptions of words normally written in Katakana are used, semantic activation does arise through a phonologically mediated route, leading to the semantic activation of phonological neighbors.
The inhibition effects in the two neighbor conditions in the latency data were virtually identical in Experiment 2. Note, however, that the inhibitory effect in the error data in Experiment 2 was larger in the orthographic/phonological neighbor condition. Based on these results, one may be tempted to think that the semantic activation of neighbors was driven by both orthography and phonology in Experiment 2. Due to the actual nature of the stimuli used, however, this idea could not be correct. When a Katakana word is transcribed into Hiragana, any orthographic neighbor of that Katakana word is not an orthographic neighbor of the Hiragana transcription. For example, as previously noted, (quiz)" is an orthographic neighbor of the Katakana word (size)." When is transcribed into Hiragana ( ), however, the Katakana word is not an orthographic neighbor of the Hiragana transcription because no characters are shared in the two words (i.e., and ). As a result, the Hiragana targets in the "orthographic/phonological neighbor" condition in Experiment 2 actually are not orthographic neighbors of the Katakana word that is related to the initial Kanji word. Therefore, they cannot cause inhibition as a result of semantic activation of that neighbor through a direct route.
As in Experiment 1, word pairs involving the target words, (guide)" and (apartment)" produced more than 30% error rates in Experiment 2. The error rates were 59% and 9% for the (organization)-(guide)" and (airport)-(guide)" pairs in the phonological neighbor condition and were 35% and 0% for the (store)-(apartment)" and (danger)-(apartment)" pairs in the orthographic/ phonological neighbor condition. We, thus, re-analyzed the data with those four pairs being removed. In the analyses of error rates, mean error rates for the experimental and control pairs were 5.36% and 1.32% in the orthographic/phonological neighbor condition and were 3.39% and 2.16% in the phonological neighbor condition. As a result, the interaction between Neighbor Type and Relatedness-to-Neighbor became nonsignificant in both analyses, F 1 (1, 43) ϭ 3.91, MSE ϭ 22.33, p Ͼ .05, p 2 ϭ .08; F 2 (1, 40) ϭ 2.52, MSE ϭ 16.45, p Ͼ .10, p 2 ϭ .06. As such, the different sizes of the inhibitory effects on error rates in the two neighbor conditions appear to be, to a large degree, due to the inclusion of these particular pairs.
8
Note also that the results of Experiment 2 provide a manipulation check with respect to Experiment 1. That is, although we attempted to control the relatedness between the initial Kanji word and the critical target neighbor in a similar manner in the two neighbor conditions in Experiment 1 by collecting relatedness ratings, one could argue that the results of Experiment 1 were due to the initial Kanji words and the critical target neighbors for the word pairs used in the phonological neighbor condition being slightly less strongly related than the pairs in the orthographic/ phonological neighbor condition. In addition, as described in Footnote 6, we were not able to fully control two seemingly unimportant factors concerning the neighbors (accent type and part of speech) across our two conditions. A significant inhibitory effect not only in the orthographic/phonological neighbor condition but also in the phonological neighbor condition in Experiment 2 alleviates any concerns arising from these issues.
General Discussion
The specific issue examined in the present research is the process by which words activate the semantic information of their neighbors. There are a number of studies reporting the evidence of semantic activation of neighbors using alphabetic languages (e.g., Boot & Pecher, 2008; Bourassa & Besner, 1998; Forster, 2006; Forster & Hector, 2002; Mulatti et al., 2008; Pecher et al., 2009 Pecher et al., , 2005 Rodd, 2004) . Using stimuli in alphabetic languages, however, it is hard to determine whether the semantic activation of neighbors arises directly from orthography or is mediated by phonology because orthographically similar stimuli tend to be phonologically similar as well. In order to address this particular issue, Experiments 1 and 2 involved relatedness judgment tasks using Japanese stimuli. Because Japanese words are written in three different scripts, it is possible to find word pairs in which the two words are dissimilar in orthography but similar in phonology (e.g., (dark, /da.R.ku/)"-(carpenter, /da.i.ku/)") as well as word pairs in which the two words are similar in both orthography and phonology (e.g., (size, /sa.i.zu/)"-(quiz, /ku.i.zu/)"). If only orthographic neighbors are activated when a word is read, presenting the word "size as 8 When the four pairs involving the target words-(guide)" and (apartment)"-were removed, mean response latencies for the experimental and control pairs were 733 ms and 703 ms in the orthographic/ phonological neighbor condition and were 710 ms and 674 ms in the phonological neighbor condition. In the analyses of response latencies, the main effect of Relatedness-to-Neighbor was significant in both analyses, F 1 (1, 43) a target, would lead to the semantic activation of its orthographic neighbor "quiz ," which would interfere with saying that "size" is unrelated to "question ." In contrast, the word "dark " as a target would not produce semantic activation of its phonological neighbor, "carpenter " leading to no interference with the ability to say that "dark" is unrelated to "tool ." If the semantic activation of neighbors is mediated by phonology, however, there will be interference in both situations because "size ( /sa.i.zu/)" is phonologically similar to "quiz ( / ku.i.zu/)" and "dark ( ,/da.R.ku/)" is phonologically similar to "carpenter ( ,/da.i.ku/)" in Japanese. In the relatedness judgment task in Experiment 1, the initially presented word was always a two-character Kanji word, and it was followed by a Katakana word target, that is, a word that is always written in Katakana. Although inhibition was observed in the orthographic/phonological neighbor condition, there was no hint of inhibition in the phonological neighbor condition, indicating that the only neighbors that were activated when reading the target were orthographic neighbors. As such, these results were most consistent with what can be called the orthographic dominance view of semantic activation (e.g., Fleming, 1993; Jared & Seidenberg, 1991; Taft & van Graan, 1998) , that is, that under most circumstances, the activation of semantics is driven by orthographic/lexical processing.
Note that the orthographic dominance view does not deny the possibility that semantic activation can be phonologically mediated. Specifically, phonological mediation of semantic activation may occur when the direct route is inefficient. Based on this idea, the expectation was that we would observe a different pattern of results in our relatedness judgment task if the Katakana word targets were transcribed into Hiragana, a script they never appear in.
Consistent with that expectation, an inhibitory effect was observed in the two neighbor conditions in Experiment 2: a 36-ms inhibitory effect in the orthographic/phonological neighbor condition and a 39-ms inhibitory effect in the phonological neighbor condition. These results clearly indicated that the semantic activation of neighbors was being mediated by phonology when the targets were presented in the unfamiliar script forms.
In general, our results are, therefore, quite consistent with the orthographic dominance view (e.g., Fleming, 1993; Jared & Seidenberg, 1991; Taft & van Graan, 1998) . For words with familiar orthographic forms (i.e., Katakana words), the semantic activation of neighbors was mediated by orthographic similarity between the target and its neighbors, and, hence, the effect due to the semantic activation of a neighbor was observed for an orthographic neighbor but not for a phonological neighbor. When these words were presented in orthographically unfamiliar forms (i.e., Hiragana transcriptions of Katakana words), however, the semantic activation of a neighbor was mediated by phonological similarity between the target and its neighbors. As a result, an inhibition effect was observed in the phonological neighbor condition in addition to the orthographic/phonological neighbor condition.
Based on the results from Experiments 1 and 2, therefore, our conclusions are not dissimilar from those of Jared and Seidenberg (1991) . Along these lines, what should be noted is that the frequencies of our Katakana word targets in Experiments 1 were not high (all were less than 55 per 940,533, with an average of 11.75). As such, these Katakana word targets were not what would be regarded as highly orthographically familiar (i.e., high-frequency words). In addition, because Katakana is a shallow orthography, Katakana words possess quite regular/consistent orthographic-tophonological relationships, meaning that a phonologically mediated route might be thought to be reasonably efficient for these words (e.g., Kimura, 1984; Saito, 1981) . Nonetheless, there was no sign of semantic activation for phonological neighbors in Experiment 1. Hence, our results suggest that the use of the phonologically mediated route is even more limited than what has been suggested by Jared and Seidenberg's data. That is, our data suggest that use of the phonologically mediated route may be limited to the cases in which phonology must be used to activate semantics because there has been little, if any, opportunity for learning orthographic-to-semantic mappings (e.g., Hiragana transcriptions of words that are not normally printed in Hiragana).
Note also that the argument is not that readers strategically switch between the two means of semantic activation depending on the stimulus type (i.e., the orthographic familiarity of the stimuli). Given that semantic activation of neighbors arises early in processing, it certainly appears that it must be arising in an automatic fashion. Therefore, the idea would be that the direct route and the phonologically mediated route would be available for most stimuli, but the speed of processing would be different for the two routes. The direct route would generally be fast-acting in comparison to the phonologically mediated route. Thus, if the stimuli are sufficiently familiar, they will be processed quickly on the direct route. In contrast, if the stimuli are orthographically unfamiliar, the direct route would be quite inefficient; thus, the phonologically mediated route would provide access to semantics.
What also needs to be noted is that some authors have reported data suggesting that semantics are activated by phonology when reading in Japanese. Using a semantic categorization task, as in Van Orden (1987) , but with Kanji word stimuli, Wydell, Patterson, and Humphreys (1993) and Sakuma, Sasanuma, Tatsumi, and Masaki (1998) have shown an increased level of false positive errors with homophone foils. At the same time, however, both Wydell et al. and Sakuma et al. also observed more false positive errors for orthographically similar foils than for orthographically dissimilar foils. Thus, these data appear to suggest that both the direct and phonologically mediated routes are available when reading Japanese Kanji words. Because the results of our Experiment 1 revealed no sign of the use of a phonologically mediated route when reading Katakana words, the obvious implication would be that the phonologically mediated route is used for Kanji words but not for Kana words. Given that the orthographicphonological relationships are more complicated for Kanji words than for Kana words, however, it is unclear why a phonologically mediated route would be available only for Kanji words.
Indeed, results inconsistent with such a suggestion have been reported more recently by Chen, Yamauchi, Tamaoka, and Vaid (2007) . Those authors reported that a masked homophone priming effect was observed in their lexical decision tasks when the masked primes were presented in Hiragana but not in Kanji (see also Shen & Forster, 1999 , for the lack of a masked homophone priming effect in a lexical decision task using Chinese stimuli), whereas a masked semantic priming effect was observed when the masked primes were presented in Kanji but not in Hiragana. In contrast to Wydell et al. (1993) and Sakuma et al. (1998) , therefore, Chen et al.'s data support the idea that phonological activation is quite slow to arise when reading Kanji words, and, hence, semantic activation would have to be driven by orthography for Kanji words. At least at present, therefore, there is little evidence that a phonologically mediated route is used for Kanji words.
Another point to note about this argument is that although Wydell et al. (1993) and Sakuma et al. (1998) examined homophone interference effects using a semantic categorization task, we examined the effect due to semantic activation of neighbors in a relatedness judgment task. Because semantic activation of neighbors is assumed to arise early in processing and to decay very quickly (e.g., Bourassa & Besner, 1998; Pecher et al., 2009) , the effect observed in our task should more closely reflect the early components of processing. In contrast, by examining the homophone interference effect in a semantic categorization task, Wydell et al.'s and Sakuma et al.'s results would likely be sensitive to both early and late components of processing. Nonetheless, more empirical research would be needed in order to resolve these apparently conflicting ideas.
Can the Form-First Model Account for the Present Results?
The basic assumption made in the present discussion is that the effects reported in our experiments arose as a result of the activation of semantic information concerning the critical target neighbor. Following an interactive view (e.g., Boot & Pecher, 2008; Bowers et al., 2005; Pecher et al., 2009 Pecher et al., , 2005 , we assumed activation cascades between the orthographic/lexical (or, in Experiment 2, the phonological) and semantic levels with semantic activation arising for words whenever their orthographic (or phonological) representations are at least partially activated.
Some researchers, however, have suggested that orthographic/ lexical processing is modular in the sense that semantic activation arises only after a lexical representation has been selected (the form first hypothesis; e.g., Forster, 2006; Forster & Hector, 2002; Mulatti et al., 2008) . If so, semantic activation would be expected to only arise for a word selected during lexical processing and not for any orthographic neighbors of the presented stimulus. Therefore, advocates of this position would need to explain effects of the sort reported here in terms of some aspect of orthographic/lexical processing.
In fact, Forster and colleagues (Forster, 2006; Forster & Hector, 2002) have proposed such an explanation, referred to as the Links model. In this model, lexical units are assumed to be connected to semantic fields that are created as a result of lexical co-occurrence. These semantic fields are simply links (or clusters) among lexical units and, although the semantic fields may roughly correspond to taxonomic categories such as animals, they would not represent any detailed semantic information about the concepts (i.e., their activation would not represent the retrieval of meaning information concerning a concept). Nonetheless, due to the existence of these semantic fields, when a taxonomic category is used in a semantic categorization task, the fields would impact selection of an appropriate lexical unit. That is, when a visual stimulus is presented, it activates lexical entries (candidates) that are similar in orthography. If the task is a semantic categorization task using the animal category, only lexical candidates that are linked to the animal semantic field would be initially selected for verification against the input stimulus with those selected lexical candidates being compared with the input stimulus in a frequencyordered manner. As such, a negative decision to "TURPLE" is delayed because the animal neighbor, "TURTLE," has to be checked first, whereas the decision to "CISHOP" is not delayed because the non-animal neighbor, "BISHOP," is eliminated from consideration before the verification process. The question, therefore, is whether it would be possible to account for our results in terms of this type of form-first framework.
According to the Links model, the verification process would be constrained by a semantic field only if a taxonomic category is used in a semantic task. In addition, a semantic field is assumed to be created by clustering lexical units together as a result of lexical co-occurrence (i.e., through associative links). Thus, as shown by Forster (2006) , semantic fields would exist for narrower, taxonomic categories (e.g., animals) but not for broader categories (e.g., physical objects).
In a relatedness judgment task, however, it is unclear what the relevant semantic field/associative cluster would involve. It seems unlikely that it could correspond to a narrow taxonomic category shared by the initial stimulus and the related neighbor and, as noted, broader categories do not appear to invoke this type of response strategy. Further, a new field would need to be fairly rapidly created on each new trial based on the nature of the initial stimulus. As such, it is unclear whether it would be possible to use the Links model to account for the inhibitory effects in our Experiments 1 and 2-effects that were due to the relatedness between the initial Kanji word and the critical target neighbor. In order to account for our results in terms of the Links model, it would be necessary for this model to be expanded in some way in order to describe how the nature of the verification process could be influenced by the relatedness between the initial word and the critical target neighbor in a relatedness judgment task.
Conclusions
The present research was an investigation of the role of orthography and phonology in activating semantic information, particularly, semantic information about the neighbors of a presented word. In order to try to tease apart the roles of orthography and phonology in this process, we conducted two relatedness judgment tasks using Japanese words. In Experiment 1, using a relatedness judgment task in which the words in a Kanji word-Katakana word pair were sequentially presented on each trial, an inhibitory effect was observed when the initial Kanji word was related to an orthographic neighbor of the Katakana word target but not when the initial word was related to a phonological neighbor of the target. When the targets were transcribed into the unfamiliar Hiragana script in Experiment 2, however, inhibitory effects were observed for phonological neighbors of the target. Assuming cascaded activation between the lower (i.e., orthographic, lexical and phonological) levels and the semantic level, our results were most consistent with the orthographic dominance view of semantic activation (e.g., Fleming, 1993; Jared & Seidenberg, 1991; Taft & van Graan, 1998) . That is, the semantic activation appears to be primarily driven by orthography for orthographically familiar targets. Phonologically mediated activation emerges only when the direct route becomes inefficient by severely reducing the orthographic familiarity of the targets (i.e., in the present situation, by transcribing the targets into an unfamiliar script).
