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Abstract
We address the dynamics of the cellular automaton (CA) that mul-
tiplies by p/q in base pq (for coprime p > q > 1) by studying its trace
subshift. We present a conjugacy of the trace to a previously studied
base-p/q numeration system. We also show that the trace subshift is not
synchronizing and in particular not sofic. As a byproduct we compute its
complexity function and we conclude by presenting an example of a sofic
shift with the same complexity function.
Keywords: cellular automata, sofic subshifts, trace subshifts
Introduction
A cellular automaton (CA) is a model of parallel computation consisting of
a uniform (in our case one-dimensional) grid of finite state machines, each of
which receives input from a finite number of neighbors. All the machines use
the same local update rule to update their states simultaneously at discrete
time steps. An interesting natural class of automata is given by multiplication
automata Πp/q,pq : ΣZpq → ΣZpq (with coprime p > q > 1) acting on bi-infinite
sequences (configurations) over the digit set Σpq = {0, 1, . . . , pq − 1}, which
perform multiplication by p/q on base-pq representations of nonnegative real
numbers. Figure 1 shows the elements x,Π3/2,6(x),Π23/2,6(x), . . . on consecutive
rows for x ∈ ΣZpq representing the number 1. Such a figure containing repeated
applications of some CA F on a configuration x is called the space-time diagram
of x (with respect to F ).
A connection of these automata to Mahler’s 3/2-problem was noted in [12].
Mahler’s 3/2-problem [20] is to determine whether there exists a Z-number, i.e.
a number ξ > 0 such that the fractional part of
( 3
2
)n
ξ is less than 12 for all
n ∈ N. This means that for all n ∈ N the base-6 expansion of ( 32)n ξ contains
0, 1 or 2 to the right of the decimal point. Therefore the existence of a Z-number
is equivalent to the existence of a configuration x ∈ ΣZ6 that contains only zeroes
sufficiently far to the left and whose space-time diagram contains only digits 0, 1
and 2 down some column (see an “almost” Z-number in Figure 2). Any infinite
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Figure 1: Repeated multiplication of the number 1 by the multiplication au-
tomaton Π3/2,6. The 0-digit is denoted by a white square.
Figure 2: A space-time diagram of a configuration x (with respect to Π3/2,6)
that initially seems to be a base-6 representation of a Z-number. Note however
an occurrence of the digit 5 on the fourteenth row in the highlighted column.
2
sequence that can appear in the space-time diagram of some given CA is called
a trace and the collection of all possible traces is the trace subshift.
In this paper we study the trace subshifts of multiplication automata Πp/q,pq.
One motivation for their study is the connection to Mahler’s 3/2-problem (and
its natural generalization studied e.g. in [6], where we ask about the existence
of a number ξ > 0 such that the fractional part of
(
p
q
)n
ξ is less than 1q for
all n ∈ N) presented in the previous paragraph. Our main result concerns the
computational tractability of the trace subshift. There is a trivial upper bound
for the complexity: the language of the trace subshift of any CA has to be
recursive. When it comes to the lower bound, it would be particularly nice if
the trace shifts of Πp/q,pq were sofic, because then they could be represented as
the collection of labels of infinite paths on some finite graph. We will show in
Theorem 3.18 that the restriction of the trace shift of Πp/q,pq to the symbol set
Σp = {0, . . . , p−1} is not sofic and in Theorem 3.21 that the trace shift in itself
is not even synchronizing. Either of these results imply that Πp/q,pq is not a
regular CA in Ku˚rka’s classification [16].
In addition to proving our main result we make some other notes on the trace
subshift. We present a conjugacy between the trace subshift and a previously
studied base-pq numeration system. We also compute the complexity function
of the trace shift and the corresponding generating function.
Large parts of this paper have appeared previously in the author’s doctoral
dissertation [15]. Section 4 is completely new. Its purpose is to show that only
studying the complexity function of the trace shift of Πp/q,pq is not sufficient to
conclude that it is not sofic.
1 Preliminaries
It is natural to consider cellular automata and subshifts in the context of gen-
eral topological dynamics. Standard references for topological and symbolic
dynamics are [18] and [19].
Definition 1.1. If X is a compact metrizable topological space and T : X → X
is a continuous map, we say that (X,T ) is a (topological) dynamical system.
Definition 1.2. The dynamical system (X,T ) is transitive, if for all nonempty
open sets U, V ⊆ X there exists n ∈ N such that Tn(U) ∩ V 6= ∅.
When there is no risk of confusion, we may identify the dynamical system
(X,T ) with the underlying space or the underlying map, so we may say that X
is a dynamical system or that T is a dynamical system.
The structure preserving transformations between topological dynamical sys-
tems are known as morphisms.
Definition 1.3. We write ψ : (X,T )→ (Y, S) whenever (X,T ) and (Y, S) are
dynamical systems and ψ : X → Y is a continuous map such that ψ ◦T = S ◦ψ.
Then we say that ψ is a morphism. If ψ is injective, we say that ψ is an
embedding. If ψ is surjective, we say that ψ is a factor map and that (Y, S) is a
factor of (X,T ) (via the map ψ). If ψ is bijective, we say that ψ is a conjugacy
and that (X,T ) and (Y, S) are conjugate (via ψ).
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A finite set A containing at least two elements (letters) is called an alphabet.
Occasionally we want the alphabet to consist of numbers and thus for n ∈ N+
we denote Σn = {0, 1, . . . , n − 1}. The set AZ of bi-infinite sequences (con-
figurations) over A is called a full shift. Formally any x ∈ AZ is a function
Z → A and the value of x at i ∈ Z is denoted by x[i]. It contains finite, right-
infinite and left-infinite subsequences denoted by x[i, j] = x[i]x[i + 1] · · ·x[j],
x[i,∞] = x[i]x[i+ 1] · · · and x[−∞, i] = · · ·x[i− 1]x[i]. Occasionally we signify
the symbol at position zero in a configuration x by a dot as follows:
x = · · ·x[−2]x[−1]x[0].x[1]x[2]x[3] · · · .
A configuration x ∈ AZ is periodic if there is a p ∈ N+ such that x[i+p] = x[i]
for all i ∈ Z. Then we may also say that x is p-periodic or that x has period p.
If x is not periodic, it is aperiodic. We say that x is eventually periodic if there
are p ∈ N+ and i0 ∈ Z such that x[i+ p] = x[i] holds for all i ≥ i0.
A subword of x ∈ AZ is any finite sequence x[i, j] where i, j ∈ Z, and we inter-
pret the sequence to be empty if j < i. Any finite sequence w = w[1]w[2] · · ·w[n]
(also the empty sequence, which is denoted by ) where w[i] ∈ A is a word over
A. Unless we consider a word w as a subword of some configuration, we start
indexing the symbols of w from 1 as we have done here. The concatenation of
a word or a left-infinite sequence u with a word or a right-infinite sequence v
is denoted by uv. A word u is a prefix of a word or a right-infinite sequence
x if there is a word or a right-infinite sequence v such that x = uv. Similarly,
u is a suffix of a word or a left-infinite sequence x if there is a word or a left-
infinite sequence v such that x = vu. The set of all words over A is denoted
by A∗, and the set of non-empty words is A+ = A∗ \ {}. The set of words
of length n is denoted by An. For a word w ∈ A∗, |w| denotes its length, i.e.
|w| = n ⇐⇒ w ∈ An. For any word w ∈ A+ we denote by ∞w and w∞ the
left- and right-infinite sequences obtained by infinite repetitions of the word w.
We denote by wZ ∈ AZ the configuration defined by wZ[in, (i + 1)n − 1] = w
(where n = |w|) for every i ∈ Z. In the full shift ΣZn we say that x ∈ ΣZn is finite
if x[−∞, i] = ∞0 and x[j,∞] = 0∞ for some i, j ∈ Z.
Any collection of words L ⊆ A∗ is called a language. For any S ⊆ AZ the
collection of words appearing as subwords of elements of S is the language of
S, denoted by L(S). For n ∈ N we denote Ln(S) = L(S) ∩An. The complexity
function of S is the map PS : N → N defined by PS(n) = |Ln(S)| for n ∈ N.
For any L,K ⊆ A∗, let
LK = {uv | u ∈ L, v ∈ K}, L∗ = {w1 · · ·wn | n ≥ 0, wi ∈ L} ⊆ A∗,
i.e. L∗ is the set of all finite concatenations of elements of L. If  /∈ L, define
L+ = L∗ \ {} and if  ∈ L, define L+ = L∗.
For x, y ∈ AZ and i ∈ Z we denote by x⊗i y ∈ AZ the “gluing” of x and y at
i, i.e. (x⊗i y)[−∞, i− 1] = x[−∞, i− 1] and (x⊗i y)[i,∞] = y[i,∞]. Typically
we perform gluings at the origin and we denote x⊗ y = x⊗0 y.
To consider topological dynamics on subsets of the full shift, the set AZ is
endowed with the product topology (with respect to the discrete topology on
A). The shift map σ : AZ → AZ is defined by σ(x)[i] = x[i+1] for x ∈ AZ, i ∈ Z,
and it is a homeomorphism. Any topologically closed nonempty subset X ⊆ AZ
such that σ(X) = X is called a subshift. It is also a compact metrizable space
under the subspace topology induced from AZ. The restriction of σ to X is also
4
a homeomorphism and it may be denoted by σX . Typically the subscript X is
omitted from all notations when X is clear from the context. Every subshift X
is identified with the dynamical system (X,σ) induced by the shift map σ. For
subshifts X an alternative characterization of transitivity is that for all words
u, v ∈ L(X) there is a word w ∈ L(X) such that uwv ∈ L(X).
Definition 1.4. A language L ⊆ AZ is factorial if for every w ∈ L and every
subword v of w it also holds that w ∈ L. It is extendable if for every w ∈ L
there are a, b ∈ A such that awb ∈ L.
Whenever L is a factorial extendable language, there is a subshift X such
that L(X) = L.
In this paper we consider two particular classes of subshifts.
Definition 1.5. A subshift X is a sofic shift if L(X) is regular language.
By an alternative characterization, a subshift is sofic if and only if it is a
factor of a subshift of finite type. In particular it follows that any factor of a
sofic subshift is also sofic.
Definition 1.6. Given a subshift X, we say that a word w ∈ L(X) is synchro-
nizing if
∀u, v ∈ L(X) : uw,wv ∈ L(X) =⇒ uwv ∈ L(X).
We say that a transitive subshift X is synchronizing if L(X) contains a synchro-
nizing word.
Transitive sofic shifts in particular are synchronizing, which follows by using
the results of [19] in Section 3.3 and in Exercise 3.3.3.
Given a subshift X ⊆ AZ and a word w ∈ L(X) we define the set of prede-
cessors of w in X by
predX(w) = {a ∈ A | aw ∈ L(X)}.
The notion of predecessors is extended to one-way infinite sequences. For x ∈ X
we define
predX(x[0,∞]) =
⋂
n∈N
predX(x[0, n]).
Definition 1.7. Let X ⊆ AZ and Y ⊆ BZ be subshifts. We say that the map
F : X → Y is a sliding block code from X to Y (with memory m and anticipation
a for integers m ≤ a) if there exists a local rule f : Aa−m+1 → B such that
F (x)[i] = f(x[i+m], . . . , x[i], . . . , x[i+a]). If X = Y , we say that F is a cellular
automaton (CA). If we can choose m and a so that −m = a = r ≥ 0, we say
that F is a radius-r CA.
Note that both memory and anticipation can be either positive or negative.
Note also that if F has memory m and anticipation a with the associated local
rule f : Aa−m+1 → A, then F is also a radius-r CA for r = max{|m|, |a|}, with
possibly a different local rule f ′ : A2r+1 → A. We can extend any local rule
f : Ad+1 → B (where d = a −m) to words w = w[1] · · ·w[d + n] ∈ Ad+n with
n ∈ N+ by f(w) = u = u[1] · · ·u[n], where u[i] = f(w[i], . . . , w[i+ d]).
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Sliding block codes are morphisms between subshifts, and vice versa [9], and
bijective sliding block codes are conjugacies. Bijective CA are called reversible.
It is known that the inverse map of a reversible CA is also a CA.
For a subshift X ⊆ AZ, a reversible CA F : X → X, a configuration x ∈ X
and a nonempty interval I = [i, j] ⊆ Z, the I-trace of x (with respect to F ) is
the configuration TrF,I(x) over the alphabet A|I| defined by
TrF,I(x)[t] = (F t(x)[i], F t(x)[i+ 1], . . . , F t(x)[j]) for t ∈ Z.
If I = {i} is the degenerate interval, we may write TrF,i(x) and if i = 0, we may
write TrF (x). If the CA F is clear from the context, we may write TrI(x). The
I-trace subshift of F is defined by
ΞI(F ) = TrF,I(X) ⊆ (A|I|)Z,
This is indeed a subshift. Namely, ΞI(F ) is closed in (A|I|)Z as the image of
the compact set X under the continuous map TrF,I . It is also closed under σ,
because any z ∈ ΞI(F ) has a preimage x ∈ X and then the image of F (x) by
TrF,I is σ(z). This argument also shows that TrF,I : (X,F ) → (ΞI(F ), σ) is a
factor map. We may omit the subscript if I = {0}, i.e. Ξ(F ) = Ξ{0}(F ).
The trace subshifts of F form a universal collection of subshift factors of the
dynamical system (X,F ) in the sense that any factor map ψ : (X,F )→ (Z, σ)
to a subshift (Z, σ) factors through a trace subshift, i.e. there is an interval
I ⊆ Z and a factor map ψ′ : (ΞI(F ), σ)→ (Z, σ) such that ψ = ψ′ ◦ TrF,I .
Ku˚rka suggested a language theoretical classification for cellular automata.
The following definition was given in [17] for general dynamical systems on
zero-dimensional spaces.
Definition 1.8. A cellular automaton F : X → X is regular if all its subshift
factors are sofic shifts.
This definition is motivated in [16]. Taking a subshift factor Y of F : X → X
corresponds to taking a finite (clopen) partition {X1, . . . , Xn} of X, an “obser-
vation window”, and observing for each x ∈ X the infinite sequence of partition
elements visited by x under repeated application of the map F . Regularity of
F means that the totality of all sequences of observations form a “simple” set Y
for arbitrarily precise observation windows. On the other hand, non-regularity
means that F has complex behavior that can be detected by a suitable partition
of X. Since all subshift factors of sofic subshifts are sofic, and since the trace
subshifts of F form a universal collection of subshift factors for (X,F ), to test
the regularity of F it is sufficient to test the soficness of the trace subshifts.
2 Multiplication automata
In this section we introduce the fractional multiplication automata Πp/q,pq mul-
tiplying by p/q in base pq. We begin by giving a natural definition of what it
means for a cellular automaton to perform multiplication by nonnegative num-
bers. Such automata have been considered earlier in [3,4,8,12–14,21]. Then we
present the construction of Πp/q,pq and, after restricting to the case of coprime
p, q > 1 starting from Remark 2.3, prove some basic properties of multiplication
automata. Some of the lemmas of this section have appeared previously in [14].
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Recall that Σn = {0, 1, . . . , n − 1} for n ∈ N, n > 1. To perform multipli-
cation using a CA we need be able to represent a nonnegative real number as
a configuration in ΣZn. If ξ ≥ 0 is a real number and ξ =
∑∞
i=−∞ ξin
i is the
unique base-n expansion of ξ such that ξi 6= n− 1 for infinitely many i < 0, we
define confign(ξ) ∈ ΣZn by
confign(ξ)[i] = ξ−i
for all i ∈ Z. In reverse, whenever x ∈ ΣZn is such that x[i] = 0 for all sufficiently
small i, we define
realn(x) =
∞∑
i=−∞
x[−i]ni.
Clearly realn(confign(ξ)) = ξ and confign(realn(x)) = x for every ξ ≥ 0 and
every x ∈ ΣZn such that x[i] = 0 for all sufficiently small i and x[i] 6= n − 1 for
infinitely many i > 0.
The fractional part of a number ξ ∈ R is
frac(ξ) = ξ − bξc ∈ [0, 1).
Definition 2.1. For α ∈ R>0 and a natural number n ≥ 2, we denote by
Πα,n : ΣZn → ΣZn the cellular automaton such that
real(Πα,n(x)) = α real(x)
for every finite configuration x ∈ ΣZn, whenever such an automaton exists. We
say that Πα,n multiplies by α in base n.
The cellular automaton of this definition is unique whenever it exists. To
see this, let F and F ′ be CA that satisfy the assumption for some α, n. The
function real : ΣZn → R is clearly injective on the set of finite configurations, so
the values of F and F ′ are determined on the dense set of finite configurations.
Since F and F ′ are continuous functions that agree on a dense set, it follows
that F = F ′. We note that in [3] the possible pairs α, n have been characterized
for one-sided configuration spaces ΣNn. A characterization could also be given in
the case ΣZn that we consider along the same lines as in [3] or by an alternative
method of Section 3.2 in [15].
For integers p, n ≥ 2 where p divides n let gp,n : Σn × Σn → Σn be defined
as follows. Let q be such that pq = n. Digits a, b ∈ Σpq are represented as
a = a1q + a0 and b = b1q + b0, where a0, b0 ∈ Σq and a1, b1 ∈ Σp: such
representations always exist and they are unique. Then
gp,n(a, b) = gp,n(a1q + a0, b1q + b0) = a0p+ b1.
An example in the particular case (p, n) = (3, 6) is given in Figure 3.
We define the CA Πp,n : ΣZn → ΣZn by Πp,n(x)[i] = gp,n(x[i], x[i + 1]), so
Πp,n has memory 0 and anticipation 1. Giving the name Πp,n to this CA is in
agreement with Definition 2.1 by the following lemma.
Lemma 2.2. realn(Πp,n(confign(ξ))) = pξ for all ξ ≥ 0.
Proof. Let x = confign(ξ). Let pq = n and for every i ∈ Z, denote by x[i]0
and x[i]1 the natural numbers such that 0 ≤ x[i]0 < q, 0 ≤ x[i]1 < p and
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a\b 0 1 2 3 4 5
0 0 0 1 1 2 2
1 3 3 4 4 5 5
2 0 0 1 1 2 2
3 3 3 4 4 5 5
4 0 0 1 1 2 2
5 3 3 4 4 5 5
Figure 3: The values of g3,6(a, b).
x[i] = x[i]1q + x[i]0. Then
realn(Πp,n(confign(ξ))) = realn(Πp,n(x)) =
∞∑
i=−∞
Πp,n(x)[−i](pq)i
=
∞∑
i=−∞
gp,n(x[−i], x[−i+ 1])(pq)i =
∞∑
i=−∞
(x[−i]0p+ x[−i+ 1]1)(pq)i
=
∞∑
i=−∞
(x[−i]0p(pq)i + x[−i+ 1]1pq(pq)i−1)
=
∞∑
i=−∞
(x[−i]0p(pq)i + x[−i]1pq(pq)i)
= p
∞∑
i=−∞
(x[−i]1q + x[−i]0)(pq)i = p realpq(x) = p realpq(configpq(ξ)) = pξ.
We have now seen that the CA Πp,n and Πq,n exist when p, q ∈ N are such
that pq = n. We show that in this case Πp,n is reversible. Indeed, if x ∈ ΣZn is
a configuration with a finite number of non-zero coordinates, then
Πq,n(Πp,n(x)) = Πq,n(Πp,n(configpq(realpq(x))))
L2.2= Πq,n(configpq(p realpq(x)))
L2.2= configpq((pq realpq(x)) = σ(x).
Since σ−1 ◦Πq,n ◦Πp,n is continuous and agrees with the identity function on a
dense set, it follows that σ−1(Πq,n(Πp,n(x))) = x for all configurations x ∈ ΣZpq.
Similarly Πp,n(σ−1(Πq,n(x))) = x for x ∈ ΣZpq. Thus σ−1(Πq,n(x)) is the inverse
of Πp,n and it must be equal to Π1/p,n.
The shift CA σ : ΣZpq → ΣZpq multiplies by pq in base pq and its inverse divides
by pq. This combined with Lemma 2.2 shows that the CA Πp/q,pq multiplying
by p/q in base pq can be constructed as the composition σ−1 ◦ Πp,pq ◦ Πp,pq.
Earlier we explicitly defined local rules gp,pq for the automata Πp,pq which we
can use to define local rules fp/q,pq : Σ3pq → Σpq also for the automata Πp/q,pq
as follows:
Πp/q,pq(x)[i] =fp/q,pq(x[i− 1], x[i], x[i+ 1])
+gp,pq(gp,pq(x[i− 1], x[i]), gp,pq(x[i], x[i+ 1]));
the symbol f in fp/q,pq is used to emphasize the fact that this local rule is
associated with multiplication by a fraction.
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Remark 2.3. In the rest of this paper we assume that p, q > 1 are coprime
integers unless specified otherwise.
As an example, the local rule f3/2,6 has been written out explicitly in Figure
4. We will prove some of the regularities seen in this figure for general fp/q,pq.
c = 0 c = 1
a\b 0 1 2 3 4 5
0 0 0 0 0 1 1
1 3 3 3 3 4 4
2 0 0 0 0 1 1
3 3 3 3 3 4 4
4 0 0 0 0 1 1
5 3 3 3 3 4 4
a\b 0 1 2 3 4 5
0 1 1 2 2 2 2
1 4 4 5 5 5 5
2 1 1 2 2 2 2
3 4 4 5 5 5 5
4 1 1 2 2 2 2
5 4 4 5 5 5 5
c = 2 c = 3
a\b 0 1 2 3 4 5
0 3 3 3 3 4 4
1 0 0 0 0 1 1
2 3 3 3 3 4 4
3 0 0 0 0 1 1
4 3 3 3 3 4 4
5 0 0 0 0 1 1
a\b 0 1 2 3 4 5
0 4 4 5 5 5 5
1 1 1 2 2 2 2
2 4 4 5 5 5 5
3 1 1 2 2 2 2
4 4 4 5 5 5 5
5 1 1 2 2 2 2
c = 4 c = 5
a\b 0 1 2 3 4 5
0 0 0 0 0 1 1
1 3 3 3 3 4 4
2 0 0 0 0 1 1
3 3 3 3 3 4 4
4 0 0 0 0 1 1
5 3 3 3 3 4 4
a\b 0 1 2 3 4 5
0 1 1 2 2 2 2
1 4 4 5 5 5 5
2 1 1 2 2 2 2
3 4 4 5 5 5 5
4 1 1 2 2 2 2
5 4 4 5 5 5 5
Figure 4: The values of f3/2,6(a, c, b).
By the construction of Πp/q,pq, for every x ∈ ΣZpq and every i ∈ Z the value
of Πp/q,pq(x)[i] can be computed from x[i−1], x[i] and x[i+1], the three nearest
digits above in the space-time diagram. Proposition 2.7, originally proven in [14],
gives similarly that each digit in the space-time diagram can be computed from
the three nearest digits to the right (see Figure 5). We reproduce its proof here
for the sake of completeness.
Lemma 2.4. If gp,pq(a, c) = gp,pq(b, d), then a ≡ b (mod q).
Proof. Let a = a1q + a0, b = b1q + b0, c = c1q + c0 and d = d1q + d0. Then
gp,pq(a, c) = gp,pq(b, d) =⇒ a0p+ c1 = b0p+ d1
=⇒ a0 = b0 =⇒ a ≡ b (mod q).
Lemma 2.5. gp,pq(a, c) ≡ gp,pq(b, c) (mod q) ⇐⇒ a ≡ b (mod q) ⇐⇒
gp,pq(a, c) = gp,pq(b, c).
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x[i− 1] x[i] x[i+ 1]
Πp/q,pq(x)[i]
Π−1p/q,pq(x)[i+ 1]
x[i] x[i+ 1]
Πp/q,pq(x)[i+ 1]
Figure 5: Determination of digits in the space-time diagram of x with respect
to Πp/q,pq.
Proof. Let a = a1q + a0, b = b1q + b0 and c = c1q + c0. Then
gp,pq(a, c) ≡ gp,pq(b, c) (mod q) ⇐⇒ a0p+ c1 ≡ b0p+ c1 (mod q)
⇐⇒ a0 = b0 ⇐⇒ a ≡ b (mod q)
and
gp,pq(a, c) = gp,pq(b, c) ⇐⇒ a0p+ c1 = b0p+ c1
⇐⇒ a0 = b0 ⇐⇒ a ≡ b (mod q).
These basic properties of gp,pq can be used to prove the following lemma
concerning fp/q,pq, because fp/q,pq was defined using gp,pq. Similar reductions
of fp/q,pq to gp,pq will be done also later.
Lemma 2.6. If fp/q,pq(a, c, d) = fp/q,pq(b, c, e), then a ≡ b (mod q).
Proof.
fp/q,pq(a, c, d) = fp/q,pq(b, c, e)
=⇒ gp,pq(gp,pq(a, c), gp,pq(c, d)) = gp,pq(gp,pq(b, c), gp,pq(c, e))
L2.4=⇒ gp,pq(a, c) ≡ gp,pq(b, c) (mod q) L2.5=⇒ a ≡ b (mod q).
Proposition 2.7. There is a radius-1 CA ∆p/q : Ξ(Πp/q,pq)→ Ξ(Πp/q,pq) such
that ∆p/q(TrΠp/q,pq,i(x)) = TrΠp/q,pq,i−1(x) for all x ∈ ΣZpq, i ∈ Z.
Proof. It suffices to restrict to the case i = 1 and to show for an arbitrary x ∈
ΣZpq that the value of TrΠp/q,pq,0(x)[0] can be computed from TrΠp/q,pq,1(x)[−1],
TrΠp/q,pq,1(x)[0] and TrΠp/q,pq,1(x)[1] (by some function δ : Σ3pq → Σpq, which we
will not explicitly derive). By the definition of the trace map this is equivalent
to showing that x[0] can be computed from Πq/p,pq(x)[1], x[1] and Πp/q,pq(x)[1].
Because Πp/q,pq(x)[1] = fp/q,pq(x[0], x[1], x[2]), by Lemma 2.6 the value of
x[0] modulo q can be computed from x[1] and Πp/q,pq(x)[1] (see Figure 6, left).
Similarly, because Πq/p,pq(x)[1] = fq/p,pq(x[0], x[1], x[2]), by the same lemma the
value of x[0] modulo p can be computed from x[1] and Πq/p,pq(x)[1] (Figure 6,
middle). In total, the value of x[0] both modulo q and modulo p can be computed
from Πq/p,pq(x)[1], x[1] and Πp/q,pq(x)[1] (Figure 6, right). Because x[0] ∈ Σpq,
this fully determines the value of x[0].
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Πq/p,pq(x):
x:
Πp/q,pq(x):
1, 3
or 5
?
4
3
∧ 0 or 3
2
4
?
=⇒ 3
2
4
3
Figure 6: The proof of Proposition 2.7 (here (p, n) = (3, 6)).
Proposition 2.7 is not needed to prove our main results in Section 3, but
instead we use it to prove two simple results of independent interest. As the
first application of this proposition we prove that Πp/q,pq cannot generate an
eventually periodic trace from a configuration that represents a positive real
number. The same idea has been used for other cellular automata in [11].
Proposition 2.8. Let p > q. If x ∈ ΣZpq is a configuration that represents a
positive real number (in particular, if x is a finite configuration different from
0Z), then TrΠp/q,pq (x) is not eventually periodic.
Proof. Let x ∈ ΣZpq be such that realpq(x) > 0. Assume to the contrary that
y = TrΠp/q,pq (x) is eventually periodic, i.e. there are P ∈ N+, i0 ∈ N such that
y[i+P ] = y[i] for all i ≥ i0, and we may assume that this holds even for all i ∈ N
(by considering the configuration Πi0p/q,pq(x) instead of x if necessary). Denote
xt = (σ−1 ◦ Πp/q,pq)t(x) and yt = TrΠp/q,pq (xt) for all t ∈ N. An inductive
application of Proposition 2.7 with respect to t shows that yt[i+ P ] = yt[i] for
all i, t ∈ N.
Note that realpq(xt) =
(
1
pq
p
q
)t
realpq(x) = realpq(x)/q2t for all t ∈ N. Fix T
so that
(
p
q
)P
realpq(xT ) < 1. From this it follows that yT [−∞, P ] = ∞0 and by
the eventual periodicity of yT it follows that yT = 0Z. Applying Proposition 2.7
shows that yt = 0Z for all t ≥ T . In particular Πtp/q,pq(x)[−∞,−T ] = ∞0 for
t ∈ N and the sequence
((
p
q
)t
realpq(x)
)
t∈N
is bounded from above by (pq)T ,
which contradicts the assumption that realpq(x) > 0.
A second implication of Proposition 2.7 is that to understand the dynamics
of all trace subshifts of Πp/q,pq it is sufficient to study the trace subshifts of
width 1. This further justifies our focus on the trace shift Ξ(Πp/q,pq).
Proposition 2.9. Let i < j be integers and let I = [i, j] ⊆ Z be an interval
of integers. Then the subshifts ΞI(Πp/q,pq), Ξj(Πp/q,pq) and Ξ(Πp/q,pq) are
conjugate.
Proof. We make the natural identification of ΞI(Πp/q,pq) as a subset of the carte-
sian product Ξi(Πp/q,pq)×· · ·×Ξj(Πp/q,pq). We define a map F : Ξj(Πp/q,pq)→
ΞI(Πp/q,pq) by
F (x) = (∆j−ip/q (x),∆
j−(i+1)
p/q (x) . . . ,∆p/q(x), x)
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for x ∈ Ξj(Πp/q,pq). This is easily seen to be an injective sliding block code,
and by Proposition 2.7 it is also surjective, so F is a conjugacy.
The subshifts Ξj(Πp/q,pq) and Ξ(Πp/q,pq) are identical as sets, so they are
also conjugate.
An important class of CA on full shifts are the permutive cellular automata.
We say that a CA F : AZ → AZ defined by a local rule f : Ad+1 → Ad+1 is left
permutive if for every w ∈ Ad it holds that f(a,w) 6= f(b, w) whenever a, b ∈ A
are distinct (similarly one defines right permutive CA). This is equivalent to
saying that the map A → A defined by a → f(a,w) is a permutation for
every w ∈ Ad. The following lemma shows that fp/q,pq has a kind of a partial
permutivity property: as the symbol a varies modulo q, also fp/q,pq(a,w) varies
modulo q.
Lemma 2.10. fp/q,pq(a, c, d) ≡ fp/q,pq(b, c, d) (mod q)
⇐⇒ a ≡ b (mod q) ⇐⇒ fp/q,pq(a, c, d) = fp/q,pq(b, c, d).
Proof.
fp/q,pq(a, c, d) ≡ fp/q,pq(b, c, d) (mod q)
⇐⇒ gp,pq(gp,pq(a, c), gp,pq(c, d)) ≡ gp,pq(gp,pq(b, c), gp,pq(c, d)) (mod q)
L2.5⇐⇒ gp,pq(a, c) ≡ gp,pq(b, c) (mod q) L2.5⇐⇒ a ≡ b (mod q)
L2.5⇐⇒ gp,pq(gp,pq(a, c), gp,pq(c, d)) = gp,pq(gp,pq(b, c), gp,pq(c, d))
⇐⇒ fp/q,pq(a, c, d) = fp/q,pq(b, c, d)
Corollary 2.11. fp/q,pq(a, c, d) = fp/q,pq(b, c, e)
=⇒ fp/q,pq(a, c, d) = fp/q,pq(a, c, e).
Proof. By Lemma 2.6 a ≡ b (mod q), so
fp/q,pq(a, c, d) = fp/q,pq(b, c, e)
L2.10= fp/q,pq(a, c, e).
On the other hand, we show that as the symbol a varies modulo q, the value
of fp/q,pq(a,w) remains constant modulo p. This is proved by reduction to gp,pq.
Lemma 2.12. gp,pq(a, c) ≡ gp,pq(b, c) (mod p).
Proof. Let a = a1q + a0, b = b1q + b0 and c = c1q + c0. Then
gp,pq(a, c) = a0p+ c1 ≡ b0p+ c1 = gp,pq(b, c) (mod p).
Lemma 2.13. fp/q,pq(a, c, d) ≡ fp/q,pq(b, c, d) (mod p).
Proof.
fp/q,pq(a, c, d) = gp,pq(gp,pq(a, c), gp,pq(c, d))
L2.12≡ gp,pq(gp,pq(b, c), gp,pq(c, d)) = fp/q,pq(b, c, d) (mod p).
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For any a ∈ Σpq denote
Qp,q(a) = {d ∈ Σpq | d ≡ a (mod p)}.
The set Qp,q(a) contains q elements, all non-congruent modulo q. In particular
Qp,q(a) is a complete residue system modulo q.
Proposition 2.14. Let Q ⊆ Σpq contain a complete residue system modulo q
and let w ∈ Σ∗pq be such that |w| ≥ 2. Then
fp/q,pq(Qw) = Qp,q(b)w′
for some b ∈ Σpq and w′ ∈ Σ∗pq, |w′| = |w| − 2. In particular this holds when
Q = Qp,q(a) for any a ∈ Σpq.
Proof. It is sufficient to prove this for words w ∈ Σ2pq of length 2. Let a ∈ Q be
arbitrary and b = fp/q,pq(a,w[1], w[2]). By Lemma 2.13 fp/q,pq(Qw) ⊆ Qp,q(b).
To prove equality it is sufficient to show that
∣∣fp/q,pq(Qw)∣∣ = q, but this follows
from Lemma 2.10.
Consider two configurations that represent the same number in base 6, e.g.
· · · 000.300 · · · and · · · 000.255 · · · that represent the number 1/2. From the
facts that Π3/2,6 is bijective and maps finite configurations to finite configura-
tions it follows that these two configurations are mapped to · · · 000.4300 · · · and
· · · 000.4255 · · · respectively, i.e. to the two base-6 representatives of the number
3/4. In this case one can also observe that the infinite sequences 300 · · · and
255 · · · are shifted by one position to the right by the action of Π3/2,6. This
observation is generalized in the following lemma and its corollary.
Lemma 2.15. Let Q = {np | 1 ≤ n < q} ⊆ Σpq. For any s ∈ Q, j ∈ Z define
es,j , es−1,j ∈ ΣZpq by
es,j [i] =
{
s when i = j,
0 when i > j, es−1,j [i] =
{
s− 1 when i = j,
pq − 1 when i > j
(their values at i < j are irrelevant). For any x ∈ ΣZpq, s ∈ Q and j ∈ Z there
exist x′ ∈ ΣZpq and s′ ∈ Q such that
Πp,pq(x⊗j es,j) = x′ ⊗j es′,j and Πp,pq(x⊗j es−1,j) = x′ ⊗j es′−1,j .
Proof. Denote x1 = Πp,pq(x⊗j es,j) and x2 = Πp,pq(x⊗j es−1,j). Clearly x1[i] =
x2[i] for i ≤ j − 2. The claim that x1[i] = 0 and x2[i] = pq − 1 for i > j follows
by checking that gp,pq(0, 0) = 0 and gp,pq(pq− 1, pq− 1) = pq− 1. It remains to
show that x1[j − 1] = x2[j − 1], x1[j] = s′ and x2[j] = s′ − 1 for some s′ ∈ Q.
Let us write x[j−1] = a1q+a0, s = s1q+s0 and s−1 = s1q+(s0−1) where
a1, s1 ∈ Σp and a0, s0, s0 − 1 ∈ Σq: this is possible because s is not divisible by
q. Then
x1[j − 1] = gp,pq(x[j − 1], s) = a0p+ s1 = gp,pq(x[j − 1], s− 1) = x2[j − 1],
x1[j] = gp,pq(s, 0) = gp,pq(s1q + s0, 0q + 0) = s0p + s′ ∈ Q,
x2[j] = gp,pq(s− 1, pq − 1) = gp,pq(s1q + (s0 − 1), (p− 1)q + (q − 1))
= (s0 − 1)p+ (p− 1) = s′ − 1.
13
Corollary 2.16. Using the notation of the previous lemma, for any x ∈ ΣZpq,
s ∈ Q and j ∈ Z there exist x′ ∈ ΣZpq and s′ ∈ Q such that
Πp/q,pq(x⊗j es,j) = x′⊗j+1 es′,j+1 and Πp/q,pq(x⊗j es−1,j) = x′⊗j es′−1,j+1.
3 Traces of Fractional Multiplication Automata
In this section we assume that p > q > 1 are coprime integers unless otherwise
specified. We will prove our main results: the trace subshift Ξ(Πp/q,pq) is not
synchronizing and its intersection with ΣZp is not sofic.
To simplify the notation, we will denote for coprime s, t > 1 (not necessarily
s > t) Trs/t,I(x) = TrΠs/t,st,I(x), Ξs/t = Ξ(Πs/t,st), L(s/t) = L(Ξs/t) and
preds/t = predΞs/t . We will abuse notation and define the trace with respect to
Πs/t,st also for positive real numbers.
Definition 3.1. For ξ ∈ R>0 we call sequence
Trs/t(ξ) = Trs/t(configst(ξ))
the trace s/t-representation of ξ.
Since configst(R>0) is a dense subset of ΣZst, it follows that Ξs/t is the topo-
logical closure of Trs/t(R>0).
Following [1], let ψp/q : R>0 → Z be the function defined by
ψp/q(ξ) = q
⌊
p
q
ξ
⌋
− pbξc = p frac(ξ)− q frac
(
p
q
ξ
)
.
This function is periodic of period q and for every ξ ∈ R>0, ψp/q(ξ) belongs to
the set
Σ−q,p + {−(q − 1), . . . , 0, 1, . . . (p− 1)}.
Definition 3.2. For every ξ ∈ R>0, the infinite sequence ϕp/q(ξ) ⊆ ΣZ−q,p
defined by
ϕp/q(ξ)[i] = ψp/q
((
p
q
)i
ξ
)
for every i ∈ Z
is called the companion p/q-representation of ξ. The topological closure of
ϕp/q(R>0) ⊆ ΣZ−q,p is a subshift denoted by Yp/q.
The subscript p/q is omitted from all notations when it is clear from the
context.
The name “companion p/q-representation” was introduced in [1], probably
to signify its connection to another type of a number representation system
considered in the same paper. We adopt the same name because it will turn
out that the companion p/q-representations are also strongly connected to trace
p/q-representations. The earliest occurrence of the sequence ϕ(ξ) seems to be
in a paper of Forman and Shapiro [7] (where it has not been named). This
representation, and its generalizations, also comes up in a sequence of papers
by Dubickas starting from [5].
The following lemma from [1] shows that ϕ(ξ) really is in some sense a
representation of ξ in base p/q.
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Lemma 3.3. frac(ξ) = 1p
∑∞
i=0
(
q
p
)i
ϕ(ξ)[i] for every ξ ∈ R>0.
Proof. For i ∈ N denote yi = frac((p/q)iξ) and si = ϕ(ξ)[i] = pyi− qyi+1. From
this we can solve
y0 =
1
p
s0 +
q
p
y1 =
1
p
s0 +
1
p
q
p
s1 +
(
q
p
)2
y2 = · · · = 1
p
∞∑
i=0
(
q
p
)i
si.
Definition 3.4. For n > 1 define Mdn : Z→ Σn by
Mdn(m) = m− nbm/nc,
i.e. Mdn(m) is the remainder of m divided by n. It can be extended to a
function ZZ → ΣZn by coordinatewise application.
Definition 3.5. For every x ∈ ΣZpq define the bi-infinite sequence Φ(x) by
Φ(x)[i] = qMdp(x[i+ 1])− pMdq(x[i]) for every i ∈ Z.
The map Φ connects the two different p/q representations.
Theorem 3.6. Φ(Tr(ξ)) = ϕ(ξ) for every ξ ∈ R>0.
Proof. For every i ∈ Z we can write(
p
q
)i
ξ = niq + ai + ξi,
where ni ∈ N, ai ∈ Σq and ξi ∈ [0, 1) are unique. Then(
p
q
)i+1
ξ = nip+
p
q
(ai + ξi) = nip+ bi + ξ′i
for unique bi ∈ Σp and ξ′i ∈ [0, 1), because pq (ai + ξi) ∈ [0, p). Thus
ϕ(ξ)[i] = ψp/q
((
p
q
)i
ξ
)
= q
⌊(
p
q
)i+1
ξ
⌋
− p
⌊(
p
q
)i
ξ
⌋
= qbnip+ bi + ξ′ic − pbniq + ai + ξic = qbi − pai
= qMdp(Tr(ξ)[i+ 1])− pMdq(Tr(ξ)[i]) = Φ(Tr(ξ))[i].
The correspondence between the two p/q representations extends to the level
of the induced subshifts Ξp/q and Yp/q.
Theorem 3.7. Φ : Ξp/q → Yp/q is a conjugacy.
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Proof. We first prove that Φ is injective on ΣZpq. To see this, assume that
x, y ∈ ΣZpq are elements such that Φ(x) = Φ(y) and let i ∈ Z. Then
Φ(x)[i− 1] = Φ(y)[i− 1]
=⇒ qMdp(x[i])− pMdq(x[i− 1]) = qMdp(y[i])− pMdq(y[i− 1])
=⇒ qMdp(x[i]) ≡ qMdp(y[i]) (mod p) =⇒ x[i] ≡ y[i] (mod p)
and
Φ(x)[i] = Φ(y)[i]
=⇒ qMdp(x[i+ 1])− pMdq(x[i]) = qMdp(y[i+ 1])− pMdq(y[i])
=⇒ pMdq(x[i]) ≡ pMdq(y[i]) (mod q) =⇒ x[i] ≡ y[i] (mod q).
Because x[i], y[i] ∈ Σpq, it follows that x[i] = y[i] for all i ∈ Z.
Since Φ : ΣZpq → Φ(ΣZpq) is a continuous injective map on a compact metriz-
able space, it is a homeomorphism. Using the previous theorem we can deduce
that
Φ(Ξp/q) = Φ(Trp/q(R>0)) = Φ(Trp/q(R>0)) = ϕ(R>0) = Yp/q :
because Φ is a homeomorphism, we can change the order of taking a topological
closure and applying Φ. Therefore the restriction map Φ : Ξp/q → Yp/q is
continuous and bijective.
Consider now Φ restricted to Ξp/q. To conclude, we need to show that
Φ ◦ σΞp/q = σYp/q ◦Φ. But this follows directly from Definition 3.5, which gives
Φ as a sliding block code.
A special case of Lemma 1 in [5] says that ϕp/q(ξ) is not eventually periodic
for ξ ∈ R>0. The last two theorems together with Proposition 2.8 yield an
alternative proof of this fact.
We begin to examine the properties of the language L(p/q) with the aim of
proving that Ξp/q is not sofic or synchronizing.
Lemma 3.8. If a1, a2, b1, b2 ∈ Σpq, w ∈ Σnpq for some n, a1 6≡ a2 (mod q) and
b1 6≡ b2 (mod p), then {aiwbj | i, j ∈ {1, 2}} 6⊆ L(p/q).
Proof. Assume to the contrary that {aiwbj | i, j ∈ {1, 2}} ⊆ L(p/q). Without
loss of generality mq = Mdq(a2)−Mdq(a1) > 0 and mp = Mdp(b1)−Mdp(b2) >
0. Let ξ1, ξ2 ∈ R>0 be such that Tr(ξi)[0, n+ 1] = aiwbi for i ∈ {1, 2}. For any
ξ ∈ R>0 we have
1
qn+1
ψpn+1/qn+1(ξ) =
⌊(
p
q
)n+1
ξ
⌋
−
(
p
q
)n+1
bξc
=
n∑
i=0
(
p
q
)i(⌊(
p
q
)n−i+1
ξ
⌋
−
(
p
q
)⌊(
p
q
)n−i
ξ
⌋)
= 1
q
n∑
i=0
(
p
q
)i
ϕp/q(ξ)[n− i]
T3.6= 1
q
n∑
i=0
(
p
q
)i
(qMdp(Tr(ξ)[n− i+ 1])− pMdq(Tr(ξ)[n− i])),
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and because Tr(ξ1)[1, n] = Tr(ξ2)[1, n], it follows that
ψpn+1/qn+1(ξ1)− ψpn+1/qn+1(ξ2)
= qn
(
qMdp(Tr(ξ1)[n+ 1])−
(
p
q
)n
pMdq(Tr(ξ1)[0])
)
− qn
(
qMdp(Tr(ξ2)[n+ 1])−
(
p
q
)n
pMdq(Tr(ξ2)[0])
)
= qn
(
qmp +
(
p
q
)n
pmq
)
= qn+1mp + pn+1mq ≥ qn+1 + pn+1
which contradicts the fact that ψpn+1/qn+1(ξ) ∈ Σ−qn+1,pn+1 for all ξ ∈ R>0.
Lemma 3.9. Let s, t > 1 be coprime (we do not assume that s > t). If
wa ∈ L(s/t) for some w ∈ Σ+st and a ∈ Σst, then wQs,t(a) ⊆ L(s/t).
Proof. Let x ∈ ΣZst such that Trs/t(x)[0, |wa| − 1] = wa and for every d ∈ Σst
let xd ∈ ΣZst be such that xd(−|w|) = d and xd[i] = x[i] for i 6= −|w|. Then
{Trs/t(xd)[0, |wa| − 1] | d ∈ ΣZst} = wQs,t(a)
by repeated application of Proposition 2.14.
Lemma 3.10. For any a ∈ Σpq it holds that∣∣fq/p,pq(0, a,Σpq)∣∣ = { 2 when Mdp(aq) ∈ {p− i | 1 ≤ i ≤ q − 1},1 otherwise.
Moreover, in the first case, there are da, ba,1, ba,2 = ba,1 + 1 ∈ Σpq such that ba,2
is divisible by p and fq/p,pq(0, a, ba,1) = da, fq/p,pq(0, a, ba,2) = da + 1.
Proof. For a, b ∈ Σpq write a = a1p+ a0 and b = b1p+ b0. Then
fq/p,pq(0, a, b) = gq,pq(gq,pq(0, a), gq,pq(a, b)) = gq,pq(a1, a0q+b1) = Mdp(a1)q+d,
where d =
⌊
a0q+b1
p
⌋
. If b ranges over Σpq, then b1 ranges over Σq and d can attain
two distinct values if and only if Mdp(aq) = Mdp(a0q) ∈ {p− i | 1 ≤ i ≤ q− 1}.
If d can attain two distinct values, then there is a unique c ∈ Σq \ {q − 1}
such that
⌊
a0q+c
p
⌋
<
⌊
a0q+(c+1)
p
⌋
. Then we can choose ba,1 = cp + (p − 1) and
ba,2 = (c+ 1)p.
Lemma 3.11. For any a ∈ Σpq there is a d ∈ Σpq such that
predp/q(a) =
{
Qq,p(d) ∪Qq,p(d+ 1) if Mdp(aq) ∈ {p− i | 1 ≤ i ≤ q − 1},
Qq,p(d) otherwise.
In particular,
∣∣∣predp/q(a)∣∣∣ is equal to 2p or p respectively.
Proof. If Mdp(aq) ∈ {p− i | 1 ≤ i ≤ q−1}, then by the previous lemma there is
a partition B1 ∪B2 = Σpq such that fq/p,pq(0, a, B1) = d and fq/p,pq(0, a, B2) =
d + 1 for some d ∈ Σpq. Then by applying Proposition 2.14 it follows that
fq/p,pq(Σpq, a, B1) = Qq,p(d) and fq/p,pq(Σpq, a, B2) = Qq,p(d + 1), so we have
predp/q(a) = Qq,p(d) ∪ Qq,p(d + 1). This is a set of cardinality 2p. The proof
for Mdp(aq) /∈ {p− i | 1 ≤ i ≤ q − 1} is similar.
17
Lemma 3.12. For any w ∈ L(p/q) \ {} there is a d ∈ Σpq such that either
predp/q(w) = Qq,p(d) ∪ Qq,p(d + 1) or predp/q(w) = Qq,p(d). In particular,∣∣∣predp/q(w)∣∣∣ is equal to 2p or p.
Proof. Consider an arbitrary word w = av ∈ L(p/q), where v ∈ Σ∗pq and a ∈
Σpq. Evidently predp/q(av) 6= ∅ and by the previous lemma predp/q(av) ⊆
predp/q(a) ⊆ Qq,p(d) ∪ Qq,p(d + 1) for some d ∈ Σpq. Then from Lemma 3.9
it follows that predp/q(av) =
⋃
i∈I Qq,p(d + i) for some nonempty set I ⊆
{0, 1}.
Based on this lemma we define two sets of words for every n ∈ N+:
W1,n =
{
w ∈ L(p/q) ∩ Σnpq |
∣∣∣predp/q(w)∣∣∣ = p}
W2,n =
{
w ∈ L(p/q) ∩ Σnpq |
∣∣∣predp/q(w)∣∣∣ = 2p} .
These form a partition L(p/q)∩Σnpq = W1,n∪W2,n. In the next two lemmas we
show how to find all elements of W2,n in the traces of suitable configurations.
Lemma 3.13. Let s ∈ Q and es,0 be as in Lemma 2.15. Then we have
Trp/q(x⊗0 es,0)[1, n] ∈W2,n for every x ∈ ΣZpq and n ∈ N+.
Proof. Let w = Trp/q(x⊗0 es,0)[1, n]. By Corollary 2.16
Trp/q(x⊗0 es,0)[1, n] = Trp/q(x⊗0 es−1,0)[1, n],
so we have sw, (s− 1)w ∈ L(p/q). By Lemma 3.9 predp/q(w) contains at least
2p words, so w ∈W2,n.
Lemma 3.14. Let Q = {np | 1 ≤ n < q} and fix n ∈ N+. For every s ∈ Q the
set
Ws = {Trp/q(x)[1, n] | x ∈ ΣZpq, x[0] = s, x[i] = 0 for i > 0} ⊆W2,n
contains qn elements, W2,n =
⋃
s∈QWs and |W2,n| = qn(q − 1).
Proof. Denote W =
⋃
s∈QWs. We begin by showing that W ⊆ W2,n and that
|W | = qn(q − 1). First, Ws ⊆ W2,n follows from the previous lemma, and by
repeated application of Proposition 2.14 it follows that |Ws| = qn. To prove
that |W | = qn(q − 1) it is enough to show that Ws ∩ Ws′ = ∅ for distinct
s, s′ ∈ Q. This in turn follows by showing that fp/q,pq(a, s, 0) 6= fp/q,pq(b, s′, 0)
for all a, b ∈ Σpq. Therefore let a = a1q + a0, b = b1q + b0, s = s1q + s0 and
s′ = s′1q + s′0. Let d1, d′1 ∈ Σp and d0, d′0 ∈ Σq be such that s0p = d1q + d0 and
s′0p = d′1q+d′0. Since s, s′ ∈ Q, we have s 6≡ s′ (mod q) so the values s0, s′0 ∈ Σq
are distinct. Then |s0p− s′0p| ≥ p > q, so d1 6= d′1. We compute
fp/q,pq(a, s, 0) = gp,pq(gp,pq(a, s), gp,pq(s, 0)) = gp,pq(a0p+ s1, s0p)
= Mdq(a0p+ s1)p+ d1 6≡ Mdq(b0p+ s′1)p+ d′1 = fp/q,pq(b, s′, 0) (mod p).
To prove the inclusion W2,n ⊆ W it is now sufficient to show that |W2,n| =
qn(q − 1). The proof is by induction. The case n = 1 follows from Lemma
3.11, so let us assume that the claim holds for some n ∈ N+. By the previous
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paragraph |W2,n+1| ≥ qn+1(q − 1), so let us assume contrary to our claim that
|W2,n+1| > qn+1(q − 1). Every element of W2,n+1 is of the form wa where
w ∈ W2,n and a ∈ Σpq, so by pigeonhole principle there exist w ∈ W2,n and
letters a1, a2, . . . , ak ∈ Σpq with k > q such that wai ∈W2,n+1 for all 1 ≤ i ≤ k.
Without loss of generality a1 6≡ a2 (mod p) and predp/q(wa1) = predp/q(w) =
predp/q(wa2), which contradicts Lemma 3.8.
This characterization of the set W2,n will be of use in proving that Ξp/q is
not sofic or synchronizing. As a byproduct we found the cardinality of W2,n,
which allows us to compute the complexity function of Ξp/q.
Theorem 3.15. PΞp/q (n) = pq(pn−1 − qn−1) q−1p−q + pnq for every n ∈ N+.
Proof. The proof is by induction. In the case n = 1 the expression equals pq,
so let us assume that the equation holds for some n ∈ N+. Then
PΞp/q (n+ 1) = 2p|W2,n|+ p|W1,n| = 2p|W2,n|+ p(PΞp/q (n)− |W2,n|)
= p(|W2,n|+ PΞp/q (n)) = p
(
qn(q − 1) + pq(pn−1 − qn−1)q − 1
p− q + p
nq
)
= pqn(q − 1)p− q
p− q + p
2q(pn−1 − qn−1)q − 1
p− q + p
n+1q
=
(
pqn(p− q) + p2q(pn−1 − qn−1)) q − 1
p− q + p
n+1q
=
(
p2qn − pqn+1 + pn+1q − p2qn) q − 1
p− q + p
n+1q
= pq(pn − qn)q − 1
p− q + p
n+1q.
Example 3.16. For p/q = 3/2, this is 6(3n−1 − 2n−1) + 3n · 2 = 4 · 3n − 3 · 2n.
The first few terms are 6, 24, 84, 276, 876, . . .
Lemma 3.17. Let Q = {np | 1 ≤ n < q}, j ∈ Z and x ∈ ΣZpq such that x[j] ∈ Q
and x[i] = 0 for i > j. Then Trp/q(x) is not eventually periodic.
Proof. Assume to the contrary that there are i0 ∈ N, P ∈ N+ such that
Trp/q(x)[i] = Trp/q(x)[i + P ] for i ≥ i0. By Lemma 2.16 we can see that
ΠMp/q,pq(x)[j +M ] ∈ Q and ΠMp/q,pq(x)[i+M ] = 0 for any M ∈ N and for i > j,
so without loss of generality (by considering the configuration ΠMp/q,pq(x) instead
of x for sufficiently large M if necessary) i0 = 0 and j ≥ 0.
For each n ∈ N+ let xn = 0Z ⊗−((n+1)P+1) x, so for every 0 ≤ i ≤ nP + 1 it
holds that
Trp/q(xn)[i] = Trp/q(x)[i] = Trp/q(x)[i+ P ] = Trp/q(xn)[i+ P ].
By Theorem 3.6 Φ(Tr(xn)) = ϕ(real(xn)), so it follows that
ϕ(real(xn))[i] = ϕ(real(xn))[i+ P ] = ϕ
((
p
q
)P
real(xn)
)
[i] for 0 ≤ i ≤ nP,
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which by Lemma 3.3 implies that
∣∣frac(real(xn))− frac((p/q)P real(xn))∣∣ =
O((q/p)nP ). On the other hand, by Lemma 2.16
xn[j] ∈ Q, ΠPp/q,pq(xn)[j + P ] ∈ Q, xn[i] = ΠPp/q,pq(xn)[i+ P ] = 0 for i > j.
Since xn and ΠPp/q,pq(xn) are base-pq representations of the numbers real(xn)
and (p/q)P real(xn), it follows that∣∣frac(real(xn))− frac((p/q)P real(xn))∣∣ ≥ (pq)−(j+P ),
a contradiction for sufficiently big n ∈ N+.
Theorem 3.18. The subshift Ξp/q ∩ ΣZp is not sofic.
Proof. Assume to the contrary that Ξp/q ∩ ΣZp is sofic. We define z ∈ ΣZpq as
follows. First let z[0] = p and z[i] = 0 for i ∈ N+. Now let i ∈ N+ and assume
that z[0], . . . , z[−(i − 1)] have been defined. By the permutivity property of
Proposition 2.14 we can define z[−i] in such a way that Trp/q(z)[i] ∈ Σp. By
Lemma 3.14 the inclusion Trp/q(z)[1, n] ∈W2,n holds for all n ∈ N+. A compact-
ness argument together with Lemma 3.12 shows that predp/q(Trp/q(z)[1,∞]) =
Qq,p(d) ∪ Qq,p(d + 1) for some d ∈ Σpq. We can choose a ∈ Qq,p(d) ∩ Σp and
b ∈ Qq,p(d+ 1) ∩ Σp so in particular a 6≡ b (mod q).
We define x1, x2 ∈ Ξp/q as follows. First let x1[0,∞] = aTrp/q(z)[1,∞]
and x2[0,∞] = bTrp/q(z)[1,∞]. Now let i ∈ N+ and assume inductively that
x1[0], . . . , x1[−(i−1)] have been defined so that all prefixes of x[−(i−1),∞] are in
L(Ξp/q)∩Σ∗p. By Lemma 3.9 and by compactness there exists e ∈ Σpq such that
Qq,p(e) ⊆ predp/q(x[−(i− 1),∞]). Then choose arbitrarily x[i] ∈ Qq,p(e) ∩ Σp.
All the subwords of x1 belong to L(Ξp/q) ∩ Σ∗p and therefore x1 ∈ Ξp/q ∩ ΣZp .
By the same argument we define x2 so that x2 ∈ Ξp/q ∩ ΣZp .
Define x ∈ (Ξp/q∩ΣZp)×(Ξp/q∩ΣZp) ⊆ (Σ2p)Z by x[i] = (x1[i], x2[i]) for i ∈ Z.
Since (Ξp/q ∩ ΣZp)× (Ξp/q ∩ ΣZp) is also sofic, by the pumping lemma of regular
languages there exist N,P ∈ N+ such that
yi = xi[−∞, N − 1]xi[N,N + P − 1]∞ ∈ Ξp/q for i ∈ {1, 2}.
Because y1[0] = x1[0] = a 6≡ b = x2[0] = y2[0] (mod q) and y1[i] = y2[i] for
i > 0, it follows that y1[1, n] ∈ W2,p for every n ∈ N+, so by compactness and
by Lemma 3.14 there exists y ∈ ΣZpq such that y[0] ∈ Q = {np | 1 ≤ n < q},
y[i] = 0 for i > 0 and Trp/q(y)[1,∞] = y1[1,∞]: in particular Trp/q(y)[i] =
Trp/q(y)[i+ P ] for every i ≥ N , which contradicts the previous lemma.
Corollary 3.19. The subshift Ξp/q is not sofic. In particular, the CA Πp/q,pq
is not regular.
Proof. Assume to the contrary that Ξp/q is sofic. Then Ξp/q ∩ ΣZp is also sofic
as the intersection of two sofic subshifts, but this is impossible by the previous
theorem.
The subshift Ξp/q is an example of a non-sofic subshift factor of Πp/q,pq, so
it cannot be regular.
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We mention in passing that Jalonen and Kari show in Proposition 6 of [10]
that there exists a reversible CA on a full shift which is left expansive (stated
in [10] for right expansive CA) and has a non-sofic trace subshift. The pre-
vious corollary gives an alternative proof of this fact, because it follows from
Proposition 2.7 that Πp/q,pq is left expansive.
The fact that Ξp/q is not sofic was presented as a corollary of Theorem 3.18.
We proved the theorem on the subshift Ξp/q ∩ ΣZp due to the its connection to
Mahler’s 3/2-problem. If we had no interest in the restriction of the subshift
Ξp/q to the alphabet Σp, then it would have been easier to prove Corollary 3.19
directly.
Our result has room for refinement. To ask further questions, let us gener-
alize the language theoretical classification of CA. Instead of the class of sofic
subshifts, one can consider an arbitrary class C of subshifts and ask whether all
subshift factors of a CA F belong to the class C. If X is a subshift factor of F
and Y is a subshift factor of X, then Y is also a factor of Y . Therefore it really
makes sense to only consider classes C that are closed with respect to taking
subshift factors: as noted in Section 1, sofic subshifts form one such class.
Another class which is closed with respect to taking subshift factors is the
class of coded subshifts. They can be characterized precisely as the possible fac-
tor subshifts of synchronizing subshifts [2], and in particular this class properly
contains all transitive sofic subshifts. We therefore ask the following.
Problem 3.20. Are all subshift factors of Πp/q,pq coded subshifts?
We guess that the answer to this problem is negative. The next result gives
further evidence to support our guess.
Theorem 3.21. The subshift Ξp/q is not synchronizing.
Proof. Assume to the contrary that Ξp/q has a synchronizing word w 6= .
By [14] the CA Πp/q,pq is transitive, so Ξp/q is also transitive as a factor of
Πp/q,pq. In particular there is a word u ∈ L(Ξp/q) such that wuw ∈ L(Ξp/q)
and a word v′ ∈ Σ2n−1pq with n = |wuw| > 1 such that Trp/q(y)[0, n− 1] = wuw
whenever y ∈ Cyl(v′,−n+ 1). Let v = v′1.
Let z′ = · · · 000p.000 · · · and let zi = σi(Πip/q,pq(z′)) for i ∈ N. By Corol-
lary 2.16 there are si ∈ Q = {np | 1 ≤ n < q} ⊆ Σpq for every i ∈ N such that
zi[0,∞] = si0∞. The sequence (zi)i∈N has a converging subsequence with limit
z′ ∈ ΣZpq. By [8] the orbit of any aperiodic configuration is dense under the ac-
tion of the additive monoid Z×N via the maps σj ◦Πtp/q,pq, where (j, t) ∈ Z×N.
In particular, there are t ∈ N and j′ ∈ Z such that Πtp/q,pq(z′) ∈ Cyl(v, j′). The
configuration z = σt(Πtp/q,pq(z′)) is also a limit point of (zi)i∈N and it satisfies
z ∈ Cyl(v, j) for j = j′ − t. Because the last letter of v is 1, it follows from
z[1,∞] = 0∞ that j ≤ −2n. Since z is a limit point of (zi)i∈N, it follows that
zi ∈ Cyl(v, j) for arbitrarily large i ∈ N. Fix some such i with the additional
property that i+ j + n− 1 ≥ 0 and let k = i+ j + n− 1. Then i− k > 0 and
Πi−kp/q,pq(zk) = σ−(i−k)(zi) ∈ Cyl(v, j + (i− k)) = Cyl(v,−n+ 1). It follows that
Trp/q(zk)[0,∞] has a prefix of the form sw′wuw for s = sk and w′ ∈ L(Ξp/q).
By Lemma 3.14 the inclusion Trp/q(z)[1, n] ∈ W2,n holds for all n ∈ N+.
A compactness argument together with Lemma 3.12 can be used to show that
predp/q(Trp/q(z)[1,∞]) = Qq,p(d) ∪ Qq,p(d + 1) for some d ∈ Σpq. Because w
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is synchronizing, there are x1, x2 ∈ Ξp/q such that x1[0,∞] = dw′(wu)∞ and
x2[0,∞] = (d+ 1)w′(wu)∞. It follows that x1[1, n] ∈W2,p for every n ∈ N+, so
by compactness and by Lemma 3.14 there exists x ∈ ΣZpq such that x[0] ∈ Q =
{np | 1 ≤ n < q}, x[i] = 0 for i > 0 and Trp/q(x)[1,∞] = x1[1,∞]: in particular
Trp/q(x) is eventually periodic, which contradicts Lemma 3.17.
4 Realization of Complexity Functions by Sofic
Subshifts
One may ask whether the computation of the complexity function of Ξp/q in
Theorem 3.15 would alone be sufficient to conclude that it is not sofic. The
answer turns out to be negative: there is a (non-transitive) sofic subshift that
has the same complexity function.
Definition 4.1. The generating function of a function S : N→ C is the formal
power series f(z) =
∑∞
n=0 S(n)zn.
Note that for any m ∈ N+ the complexity function of the regular language
Σ∗m is PΣ∗m(n) = m
n and its generating function is
∑∞
i=0m
nzn = (1−mzn)−1.
We first compute the generating function of PΞp/q (n).
Theorem 4.2. The generating function of PΞp/q is fp/q(z) =
1+(pq−p−q)z
(1−pz)(1−qz) for
coprime p > q > 1.
Proof. We can write PΞp/q (n) = P1(n)(q − 1) + P2(n), where P1(n) = (qpn −
pqn)/(p− q) and P2(n) = pnq. The generating function of P1 is
f1(z) =
q/(1− pz)− p/(1− qz)
p− q =
q − q2z − p+ p2z
(1− pz)(1− qz)(p− q) =
(p+ q)z − 1
(1− pz)(1− qz)
and the generating function of P2 is
f2(z) =
q
1− pz =
q − q2z
(1− pz)(1− qz) ,
so the generating function of PΞp/q is
fp/q(z) =
((p+ q)z − 1)(q − 1) + (q − q2z)
(1− pz)(1− qz)
= ((1− q) + (−p− q + pq + q
2)z) + (q − q2z)
(1− pz)(1− qz) =
1 + (pq − p− q)z
(1− pz)(1− qz) .
Theorem 4.3. For all coprime p > q > 1 there is a sofic subshift Zp/q such
that PZp/q (n) = PΞp/q (n) for every n ∈ N.
Proof. To construct a sofic shift Zp/q whose complexity function is PΞp/q , we
construct a factorial extendable regular language whose complexity function has
the generating function fp/q. To achieve this, first let P,Q and R be disjoint
alphabets such that |P | = p, |Q| = q and |R| = pq − p − q. Then the regular
languages L1 = P ∗, L2 = Q∗ and M =  ∪ R have complexity functions with
generating functions (1− pz)−1, (1− qz)−1 and 1 + (pq − p− q)z respectively.
It is easy to see that L1ML2 is a factorial extendable regular language, so there
is a sofic shift Zp/q such that L(Zp/q) = L1ML2.
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Figure 7: A transitive sofic subshift X satisfying PX(n) = 4 · 3n − 3 · 2n.
5 Conclusions
In this paper we have studied the trace subshift Ξp/q of the multiplication au-
tomaton Πp/q,pq for coprime p > q > 1. As a result of this study we have shown
that Ξp/q is not sofic and not even synchronizing, i.e. Πp/q,pq is not simple
according to the language theoretical classification of CA. The subshift Ξp/q
remains yet to be completely understood.
Problem 5.1. What is the “correct” class of subshifts in which Ξp/q belongs?
Is Ξp/q a coded subshift? Elements of L(p/q) are easily computable by applying
the CA Πp/q,pq, but is there a more conceptual characterization of the language
L(p/q)?
We also showed that computing the complexity function of Ξp/q is not suf-
ficient to conclude that it is not sofic. This was done by constructing a (non-
transitive) sofic subshift having the same complexity function, and in fact the
constructed subshift is of finite type. Mike Boyle has shown in a private commu-
nication that in the special case p/q = 3/2 the complexity function PΞp/q (n) can
also be realized by a transitive sofic shift. We briefly present his construction.
Let X be the sofic subshift on the alphabet A = {a, b, c, d, e} consisting of
the labels of all bi-infinite paths on the graph presented in Figure 7. The total
number of paths of length n (not taking the labeling into account) is equal
to 4 · 3n. To count the number of possible labels for these paths, note that a
sequence w ∈ An is a label for multiple paths if and only if w ∈ {a, b}n, and
there are 2n such sequences. Any such sequence w is a label of precisely 4 paths
on the graph (each path starting at a different vertex). By subtracting the 3
extra paths for each w we can conclude that PX(n) = 4 · 3n− 3 · 2n = PΞ3/2(n).
Problem 5.2. For which values of p/q does the exist a transitive sofic shift
that has the same complexity function as Ξp/q?
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