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ABSTRACT
Fluid flow through fractured rock occurs in geotechnical, mining and petroleum
engineering applications. Engineering concerns for the fields of geotechnical and
mining engineering, long-term safety assessment in underground waste storage, et al.
have promoted research interest in this discipline. Due to the phenomenon
complexity caused by the fracture roughness and flow tortuosity, attempts are still
ongoing to improve the understanding of this flow process for geoengineering
guidance. In this study, hydraulic behaviour and the flow regime of rock fractures is
investigated and a model is proposed to capture the role of fracture roughness and
tortuosity in the process of water flow through rough rock fractures.
To fulfil the study of this thesis, the upgrading of the existing triaxial flow testing
system was performed by the author at the University of Wollongong. A large
triaxial cell was redesigned and fabricated for coupled water flow tests on rock
fractures. The issue of air dissolving into the pressurised water inside the water
vessel was solved by introducing a new water vessel with an in-built high-strength
bladder. Optical laser sensors were introduced to capture the normal deformation of
the rock fracture.
With this innovated triaxial flow testing system, the hydraulic behaviour of
sandstone, granite and limestone fractures was experimentally investigated with the
coupling of normal confining stress. The results show that, for both mated and nonmated fractures, the volumetric flow rate decreases with the increase in the normal
stress, but the decreasing trends of the flow rate tend to be smaller under higher
confining stress. Due to fracture roughness, the closure of the mechanical aperture is
much larger than that of the hydraulic aperture.
iii

iv

Subsequently, the flow regime of water flow through rock fractures was extensively
investigated in the laboratory. The results of macroscopic flow tests show that the
linear Darcy’s flow occurs for mated rock fractures due to the small aperture, while
the nonlinear deviation flow occurs at relatively high Reynolds number in non-mated
rock fractures. The analyses show that Izbash’s law can provide an excellent
description for this nonlinear flow process as well as the Forchheimer equation. For
the first time, the nonlinear factor b of Forchheimer equation was quantified with the
increase of normal stress. The nonlinear factor b increases with normal confining
stress, indicating that appreciable nonlinear effect occurs at lower volumetric flow
rates for rock fracture of smaller true transmissivity. A factor E, which is defined as
the ratio of pressure loss dissipated by the nonlinear term of the Forchheimer
equation to the total pressure loss, was introduced to determine the critical Reynolds
number for the initiation of significant nonlinear flow. The experimental data of both
mated and non-mated fracture flow show that the confining stress does not
necessarily change the linear and nonlinear flow patterns, however, it has a
significant effect on flow characteristics.
The nonlinear flow deviation source was identified by conducting microfluidic flow
tests based on advanced microfluidic fabrication technology. With the fluorescence
labelling approach, the trajectory of water flow when it passes over the cavity under
different flow velocities was captured by the microscope digital camera. The results
indicate that the gradual reduction of flow trajectory within the channel adjacent to
the cavity and the growth of eddy inside the cavity reflect the evolution of
microscopic viscous and inertial forces as flow velocity increases. The eddy formed
inside the cavity does not contribute to the total flow flux, but the running of the
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eddy consumes the flow energy. This amount of pressure loss due to eddies could
contribute to the nonlinear deviation of fracture fluid flow from linear Darcy’s law.
To understand the flow process in rock fracture, the pressure head loss of water flow
through rough rock fractures was studied using the friction factor. Water flow tests
were conducted through rock fractures with JRC from 5.5 to 15.4 under changing
normal stresses from 0.5 to 3.5 MPa. The friction factor was formulated as a function
of two independent variables: Reynolds number and relative roughness. Relative
roughness is defined as the ratio of average peak asperity height to the equivalent
hydraulic aperture. Sensitivity analyses show that in general, the proposed friction
factor increases with the relative roughness of confined fractures. The large
difference of friction factor induced by relative roughness occurs when the Reynolds
number is lower than unity, especially for Re < 0.2.
Based on the proposed friction factor, an explicit mathematical model was derived
for water flow through rock fractures. The model can be regarded as a modified
cubic law extended by taking the relative roughness as the correction variable. The
comparison of the normalized flow rate predicted by the proposed model and cubic
law shows that the error of the predicted value by the model of parallel planar plates
can be up to 10% when the relative roughness approaches 63.5, and the normalized
flow rate is approximately 64% of the predicted value by cubic law for tight rock
fracture with relative roughness up to 300. In order to examine the general suitability
of the proposed model, the verification of the proposed friction factor to water flow
through granite and limestone fractures was carried out. The results show that the
proposed friction factor can describe the experimental data well.
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1. INTRODUCTION
1. 1 Background
Rock fractures commonly exist in geological fields, and determine the mechanical
behaviour of the fractured rock. The appearance of water flow in rock fractures
becomes a concern of engineering stability in the field of underground openings,
rock slope and water dam foundations. The fluid flow through rock fractures also
correlates with economic production in the field of mining, petroleum exploitation
and geothermal extraction. In radioactive waste storage, fractures could provide
possible pathways for the inflow of groundwater to the storage repository, and also
serve as the potential pathway for buried nuclear waste escaping (van Golf-Racht
1982; Grant et al. 1982; Nelson 1985; Pruess et al. 1990; Zimmerman and
Bodvarsson 1996; National Research Council (U. S.) Committee on Fracture
Characterization and Fluid Flow 1996). This flow phenomenon has attained great
scientific research interest and has been intensively researched for several decades
(Gangi 1978; Witherspoon et al. 1980; Tsang and Witherspoon 1981; Barton et al.
1985).
The mechanical and hydraulic behaviour of rock fractures is interdependent. The
flow characteristics of fractured rock are sensitive to mechanical deformation. For
example, increase in confining stress would result in fracture closure and more of the
fracture surface area in contact. As a result, the flow pathway becomes narrower and
more tortuous. On the other hand, the pore pressure within the void domain of the
fracture tends to open up the fracture and hence “stiffen” the fracture against the
external normal confining stress. Even though the early study of hydromechanical
behaviour of fractured rock was initiated several decades ago (Louis 1969; Kelsall et
1

al. 1984; Oda 1985; Zimmerman et al. 1990), the hydromechanical study of fractured
rock is still incomplete due to the complexity of this flow phenomenon related to the
surface roughness, strength and spatial distribution of asperities, separation, nonmated geometry and in-fill material (Giwelli et al. 2009; Zhao et al. 20011; Liu et al.
2012).
In a description of hydromechanical behaviour of fractured rock, the determination
of governing flow law is important for engineering prediction. Conventionally, linear
Darcy’s law is assumed to be valid for laminar flow at low velocity. The cubic law is
derived by idealising the fracture consisting of parallel planar plates. The cubic law
explicitly expresses the volumetric flow rate linearly proportional to cubed hydraulic
aperture ( eh3 ). However, real fractures are rough, and sometimes, the two confined
fracture surfaces are in contact at discrete points, instead of being always open.
Hence, the parallel planar model oversimplifies the flow situation in rock fractures.
On the other hand, the flow rate is not always in a linear relation with the pressure
loss as expressed by Darcy’s law. Nonlinear flow has been observed at relatively
higher Reynolds numbers, usually approximately 10 (Mei and Auriault 1991;
Zimmerman et al. 2004; Chaudhary et al. 2011). Initially, the nonlinear flow regime
was attributed to turbulence, but subsequent studies have shown that the flow
velocity can sometimes be too low to cause turbulence, but can still be categorised as
being nonlinear (Skjetne et al. 1999). The flow regime in porous media has been
widely studied, especially in the discipline of petroleum engineering. Despite that
considerable attention has been paid to fluid flow regime in rock fractures in recent
years (Zimmerman et al. 2004; Ranjith and Darlington 2007), the description of this
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flow process has not always been satisfactory due to the complexity caused by
fracture roughness and contact area.
During the fluid flow through rock fractures, the fluid pressure reduces due to flow
resistance. This pressure loss can be calculated using the principles of momentum
conservation, also known as Navier-Stokes equations. However, the nonlinearity of
Navier-Stokes equations makes the computation time-consuming for engineering
problems. With the mathematical derivation, the friction factor for fluid flow in
parallel planar plates has been derived as a function of Reynolds number. For fluid
flow through rough rock fractures, Nazridoust et al. (2006) numerically investigated
the friction factor for fluid flow through a rock fracture for the case of Re ≤ 10 and
approximately corrected the friction factor using a term expressed by Reynolds
number. However, the roughness has not been considered and the applicability of
their proposed friction factor is limited for engineering problems.
To improve the understanding of the hydromechanical behaviour of fluid flow
through rock fractures, the study is concentrated on the single rock fracture, which is
the basic unit of the natural fracture network. This research includes the
hydromechanical behaviour of fractured sandstone, granite and limestone,
measurement of fluid flow regimes in deformable rock fractures, nonlinear fluid flow
characteristics in rock fractures and friction factor of water flow in rough rock
fractures. Based on the laboratory test results, a semi-empirical mathematical flow
model for rock fracture was developed. This research provides a significant
improvement in fundamental understanding of fluid flow in the fractured strata.
Inclusion of fracture roughness in calculating the friction resistance to fluid flow in
rough rock fractures and the influence of normal stress to the fractures is a major step
3

towards more accurate predictions of fluid flow in underground fracture networks.
As a correction of the classic cubic law, the proposed flow model can be used for
macroscopic flow prediction and flow characteristic evaluation of rock fractures.
1. 2 Objectives and methodology
This thesis aims to improve the fundamental understanding of the water flow process
through a single rock fracture. In order to extend this field, this research has
addressed many complex issues associated with fracture flow mechanics including:
roughness, asperity contact areas, mechanical deformation measurements and
subsequent comparison between the hydraulic and mechanical apertures,
investigation of flow regimes in mated and non-mated fractures, evaluation and
measurements of flow friction factor in fractures, linear and nonlinear flow regime
characteristics and nonlinear deviation source identification.
This study is limited to water flow through a single clean rock fracture, where infilling material is not considered. Tasks undertaken in this study are outlined in detail
as:


A literature review on fluid flow through rock fractures, including the

coupled hydromechanical characteristics, flow regimes, especially
nonlinear flow regimes and prediction models.


Laboratory testing of physical, mechanical properties and coupled

hydromechanical characteristics of fine sandstone, granite and limestone
fractures.


Investigations of water flow regimes through deformable rock

fractures. In this section, criterion for flow regime judgement is developed
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for the fluid flow prediction. Extensive study of the nonlinear flow
characteristics is carried out in conjunction with fracture surface
roughness measurement. Nonlinear flow deviation source is identified by
conducting microfluidic flow tests based on advanced microfluidic
fabrication technology.


Investigations of pressure head loss mechanism of water flow through

rock fractures. The friction factor which determines the pressure loss is
formulated as a function of two independent variables: Reynolds number
and relative roughness.


An explicit mathematical model is developed for water flow in rough

rock fractures based on the proposed friction factor.
1. 3 Organisation of thesis
The thesis contains eight chapters:
The thesis starts with the introductory Chapter 1. A brief description of research
background, objectives and approach are presented.
Chapter 2 consists of a critical literature review of fluid flow through rock fractures.
The review initially focuses on the existing study of hydromechanical behaviour of
fractured rock, then analyses factors influencing coupled hydromechanical behaviour
of rock fractures. Finally it addresses the fluid flow regimes in fractured rock, and
fluid flow models used in engineering prediction. The literature review shows that
the substantial amount of the historical studies of the fluid flow in rock fractures is
incomplete due to complexity of this subject.
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Chapter 3 summarises characterisation techniques for hydromechanical description
of fractured rock. The physical and mechanical properties of sandstone, granite and
limestone used for water flow study were measured according to the ISRM suggested
methods and summarised in this chapter. Subsequently, the main features of the
upgraded flow testing systems, detailed testing techniques and procedures, together
with essential calibration work done before the start of flow tests are described. The
equipment used for fracture surface roughness characterisation is also introduced
here. In addition, a microfluidic flow testing system was introduced to study the
viscous and inertial forces variations in locally-varied micro flow channel.
Chapter 4 investigates hydraulic and mechanical behaviour of sandstone, granite and
limestone fractures experimentally by conducting water flow tests in a triaxial cell.
The hydromechanical characteristics of mated and non-mated fractures are discussed.
Chapter 5 focuses on the investigations of the flow regimes through deformable rock
fractures. The experimental study was conducted on both mated and non-mated
fractured sandstone, granite and limestone rock. The criterion to distinguish the flow
regime with the increase of the Reynolds number for both mated and non-mated
fracture samples is discussed. The effect of the confining stress on the flow regime is
also considered. At the same time, the nonlinear flow characteristics and also the
effect of the confining stress on nonlinear flow characteristics are presented. Finally,
the source of the nonlinear flow deviation was identified based on experimental
observations from microfluidic testing.
Chapter 6 concentrates on the friction factor of fracture flow, which describes the
pressure head loss mechanism. Firstly, the flow tests were performed in the
laboratory. The friction factor was formulated in terms of Reynolds number and
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relative roughness of fracture surfaces. The comparison of the proposed friction
factor with other previously developed models is discussed and the advantage of the
proposed model is illustrated. Finally, the discrepancies of the friction factor due to
the different relative roughness of the fracture surface are presented by performing
parametric sensitivity analysis.
Chapter 7 presents an empirical model for water flow through rock fractures based
on the previously proposed friction factor equation. The model can be regarded as a
modified cubic law extended by taking the relative roughness of rock fracture as the
correction variable. The comparison of the normalized flow rate predicted by the
proposed model and cubic law are performed. Further, the verification of the
empirical friction factor to water flow through granite and limestone fractures is
carried out.
Chapter 8 summarises the main conclusions and highlights the findings in this
research. The recommendations for further research to extend this work are
incorporated in this section.
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2

LITERATURE REVIEW

2. 1 Introduction
This chapter reviews existing literature studies on fluid flow through rock fractures.
Investigations of coupled hydromechanical behaviour of rock fractures are firstly
reviewed. Further, factors impacting the mechanical and hydraulic characteristics of
rock fractures are categorised and discussed. The review of fluid flow numerical
computation methods through rock fractures is then carried out. Finally, the flow
regimes in porous and fractured media, including linear and nonlinear flow
governing equations, are reviewed.
2. 2 Coupled hydromechanical behaviour of rock fracture
With regard to coupled hydromechanical behaviour, the confining stress and
associated shear displacement have a significant influence on flow characteristics of
rock fractures. The study of coupled hydraulic and mechanical behaviour of fractured
rock was initiated several decades ago (Gangi 1978). Since then, laboratory studies
on hydromechanical behaviour of fractured rock have been extensively performed
based on cubic law of constant or spatially-varied aperture.
2.2.1

Hydromechanical behaviour coupled with normal stress

Rock fractures tend to close nonlinearly with normal loading (Goodman 1980).
Normal stress-normal displacement curves of intact and fractured rock are shown in
Fig. 2.1. At low stress, the Young’s modulus of fractured rock is much smaller than
that of intact rock, however, with an increase of normal stress, the modulus increases
and asymptotically approaches the value of intact rock (Tsang and Witherspoon
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1981). With the increase in normal stress, the slope of normal stress versus normal
closure curve of rock fractures becomes steeper, and develops into virtually straight
lines at high confining stress. This straight line is approximately parallel to the
compressive curve of the intact rock. The non-linear normal closure trend is due to
the increase of contact area as fracture aperture decreases. Therefore, fractured rock
gradually becomes stiffer with an increase of normal stress (Goodman 1976;
Witherspoon et al. 1980).

Normal stress

Intact
rock

Jointed
rock

Normal displacement
Fig. 2.1 Normal stress-normal displacement curves of intact and fractured rock (after Tsang
and Witherspoon 1981)

Using the maximum amount of normal closure, Goodman (1974) proposed an
empirical hyperbolic function to describe this nonlinear closure trend of rock fracture:
V j
n i
(
)
i
Vm  V j

(2.1)

where V j is the fracture closure under a given normal stress  n , Vm is the
maximum closure and  i is the initial stress. Later, Goodman (1976) improved the
Eq. (2.1) to:
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 V j 
n i
C

i
Vm  V j 

t

(2.2)

where C and t are model constants.
Based on normal deformability tests on fresh and weathered rock fractures, Bandis et
al. (1983) proposed to use another hyperbolic function to describe this normal
closure behaviour:

n 

V j
a  b V j

(2.3)

where a and b are model constants, which can be obtained empirically.
When unloaded in the normal direction, fractured rock shows markedly hysteretic
behaviour (Bandis et al. 1983). Barton et al. (1985) suggested that normal
deformability of in-situ rock samples may be following a manner similar to the third
or fourth cycle of normal loading and unloading.
The hydraulic and mechanical behaviour of rock fractures is interdependent. It has
been known that in-situ stress has a direct influence on fracture aperture and hence
flow characteristics (Barton et al. 1985; Roman et al. 2012). On the other hand, the
pore pressure provides a resistance against normal closure of rock fracture when
subjected to normal compaction. The early experimental study of the coupled
hydromechanical behaviour of rock fractures was initiated several decades ago at the
laboratory scale (Gangi 1978). Since then, extensive studies of coupled
hydromechanical behaviour with normal stress have been carried out experimentally
and theoretically (Mourzenko et al. 1997; Lee and Cho 2002; Sisavath et al. 2003;
Bart et al. 2004; Cammarata et al. 2007; Matsuki et al. 2008).
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For the relationship of permeability with normal confining stress, Gangi (1978) used
a “bed of nails” model to describe the variation of fracture permeability with normal
confining pressure:



k ( P )  k 0 1  ( P P1 ) m



3

(2.4)

where k0 is the permeability at zero confining pressure, P is the effective confining
pressure and equals the difference between confining pressure and pore pressure, P1
is the effective modulus of the asperities and m is a constant that characterises the
distribution of asperity lengths. However, Walsh (1981) found that the effective
pressure P for permeability measurement is not simply equal to the difference
between the confining pressure and pore pressure:
P  Pc  sPp

(2.5)

where Pc is the confining pressure, Pp is the pore pressure of flowing fluid and s is a
coefficient depending on the topography of fracture surface and rock type, varying
between 0.5 and 1.0 in their study.
Tsang and Witherspoon (1981) developed a physical model to improve the “bed of
nails” model for coupled hydromechanical behaviour under normal stress. They
attributed the fracture normal closure to the deformation of voids between the
asperities. Thereafter, they used the void model to describe the normal closure
behaviour and the asperity model to describe the flow through rough rock fractures.
A mathematical relation was generated between the void model and the asperity
model to enable the flow rate as a function of confining stress.
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Alternatively, assuming the validity of cubic law for rock fracture of apertures from
250 µm down to 4 µm, Barton et al. (1985) empirically expressed the permeability of
rock fractures in terms of the mechanical aperture and JRC:

k

e2
12

(2.6)

where e is the hydraulic aperture obtained by equalising the flow through two smooth
parallel plates. The hydraulic aperture e is empirically modelled as:
e  JRC 2.5 E e 

2

(2.7)

in which E is the mechanical aperture and JRC is the Joint Roughness Coefficient.
The hydraulic and mechanical apertures, e and E, are in microns. In their study,
Bandis’s hyperbolic model (1983) expressed by Eq. (2.3) was used to describe the
normal closure behaviour of rock fracture.
In field tests, Cornet et al. (2003) investigated the influence of mechanical opening
on flow distribution in a single natural fracture approximately 1.0 m long and found
that the hydraulic aperture and mechanical opening becomes equivalent only when
the mechanical aperture is larger than 15 μm, indicating that the influence of rough
fracture surface on flow becomes negligible. With field experiments of water flow
through a well-connected fracture network consisting of low permeable bed plane
and high permeable fault, Cappa et al. (2005) found that interdependent
hydromechanical responses tend to be highly variable and hydromechanical response
of a single discontinuity inside the fracture network is significantly influenced by
boundary conditions. This seems to be different from the behaviour observed at the
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laboratory scale. With numerical method, Cappa et al. (2009) estimated the fracture
flow parameters through in-situ pulse modelling.
2.2.2

Hydromechanical behaviour coupled with shear displacement

Rock fracture exhibits a nonlinear shear stress - shear displacement relationship
when it is under shearing. Bandis (1980) experimentally found that a shear stress
versus shear displacement curve can change from the classical peak-residual bi-linear
curve to a quite smooth hyperbolic curve. The influence of sample size on shear
stress - shear displacement curves is illustrated in Fig. 2.2 (Barton et al. 1985). The
peak-residual behaviour typically appears in rock fractures of small size, rough
fracture surface under the low ratio of  n JCS , where σn denotes normal confining
stress and JCS represents the fracture wall compressive strength measured with a
Schmidt hammer.

Fig. 2.2 An illustration of the size dependence of shear stress-shear displacement
response (after Bandis 1980)
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While undergoing shear displacement, three modes of failure would possibly occur
(Patton 1966; Bandis 1980):
(1) Dilation by sliding over the asperities of the fracture surface under low
normal stress;
(2) Shearing through the asperities under high normal stress; and
(3) Mixed failure mode of the two above while the normal stress is moderate.
The peak shear strength has been experimentally investigated and theoretically
modelled (Lajtai 1969; Barton 1973; Barton 1976; Saeb and Amadei 1992).
Maksimovic (1996) attributed the shear strength to three components - friction,
dilation and breakage of asperities and derived functional expression for each
component.
The shear stiffness plays a key role in determining shear behaviour of rock fractures.
Clough and Duncan (1969) used a special approach to describe the variation of shear
stiffness and developed a hyperbolic stress-dependent tangent shear stiffness
relationship, which can evaluate tangent shear stiffness for any level of normal stress
and shear stress until failure:

K st  K si (1 

  R fj
)2
c j   n tan  j

(2.8)

where K st is the tangent shear stiffness, K si is the initial tangent shear stiffness,  is
mobilised shear stress with shearing, R fj is failure ratio of deviator stress to that
predicted by the hyperbola,  n is the normal stress acting on the discontinuity, c j is
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discontinuity cohesion and  j is friction angle of discontinuity. They also presented
that K si varies linearly with  n at the logarithmic scale, leading to the equation:

K si  K j  w (

n
Pa

) nj

(2.9)

where Kj is stiffness number, nj is stiffness exponent, Pa is atmospheric pressure and

 w is the unit weight of water.
Hungr and Coates (1978) used the following hyperbolic function to describe the
variation of shear stiffness of rock fracture:

  ut t    u

(2.10)

s

where  s is the shear displacement, u and t are constants having the dimensions of
force per length squared and length, respectively. This hyperbola is defined by
making the following two assumptions:
(a) The proposed function passes through the yield point (  y ,  s, y ); and
(b) The function attains maximum curvature at the yield point.
According to the two assumptions, u and t are obtained by:

 2y
u 


 s , y ( y  b)

 s, y

 yb

t  

y

( y  b)
  s , y  s , y

(2.11)
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where b   s  s , y . Hence, the secant and tangent stiffness can be expressed
respectively as:

K ss 


1 ut
 (
 u)
s s t  s

(2.12)

K ss 

d
ut

d  s (t   s ) 2

(2.13)

For fluid flow through a rock fracture undergoing shear, the associated dilation,
asperity degradation and induced gouge infill impact the flow characteristics. Two
kinds of shear test were conducted in investigating the flow characteristics of rock
fractures undergoing shear: rotary shear test with radial flow and direct shear test
with straight flow.
Combined direct shear-flow tests were widely used to capture the flow characteristics
of rock fractures undergoing shear (Yeo et al. 1998; Esaki et al 1999; Lee and Cho
2002; Li et al. 2008; Matsuki et al. 2010). Based on coupled shear-flow tests, Esaki
et al. (1999) observed that the hydraulic conductivity increases quickly by about 1.21.6 orders of magnitude within 5 mm of shear displacement, and gradually stabilises
when the residual shear stress is achieved. This is in good agreement with the
experimental study conducted by Lee and Cho (2002). Experimental studies carried
out by Yeo et al. (1998) revealed that the mean and standard deviation of aperture
increases

with

the

shear

displacement.

With

shear

displacement,

the

hydromechanical behaviour of rock fracture tends to be heterogeneous and
anisotropic. As to the flow, the fracture becomes more permeable along the direction
perpendicular to the shear displacement. However, no asperity degradation is
involved in their experimental arrangement.
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The number of coupled rotary shear - flow tests reported in the literature is limited.
Olsson and Brown (1993) conducted coupled rotary shear-flow tests and concluded
that relative shear displacement can cause order-of-magnitude of the change inflow
rate, which is much higher than that of change due to normal stress only. This change
of flow characteristic is the same as that observed in the coupled direct shear - flow
test reported by Esaki et al. (1999). Compared to the coupled direct shear - flow test,
the rotary shear-flow test has the advantage of having fewer boundary conditions.
Olsson and Barton (2001) extended the existing model for coupled mechanical and
hydraulic aperture change under normal loading and unloading to incorporate
shearing process:
e  JRC 2.5 E e  , u s  0.75u sp
2

e

E
2
JRC mob
, u s  u sp
e

(2.14)

(2.15)

where us represents the shear displacement, usp represents the shear displacement at
the peak shear stress and JRCmob is the mobilised fracture roughness coefficient
during the shear.
2. 3 Factors impacting the hydromechanical behaviour of rock fractures
For fluid flow through rock fractures, cubic law in which volumetric flow rate is
expressed in terms of cubed hydraulic aperture is widely used in hydraulic studies
(Zimmerman and Bodvarsson 1996). The cubic law is derived by assuming that
linear Darcy’s law is valid and simplifying the fracture consisting of two smooth
parallel plates. In reality, the fracture surfaces are rough and in contact at discrete
points, distinctly different from the smooth parallel plate assumption.
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Based on the coupled flow tests under normal loading and shearing, it has been
noticed that the surface roughness and flow path tortuosity have a significant
influence on flow characteristics (Tsang and Witherspoon 1981; Lee and Cho 2002;
Li et al. 2008). Existing study of the influence of the fracture surface roughness and
contact area on hydromechanical behaviour is reviewed here.
2.3.1

Fracture surface roughness

2.3.1.1 Roughness description techniques
In fracture roughness characterisation, 2D and 3D sampling describer are used
(Rasouli 2002). The relevant techniques for fracture roughness description are
described below.
(a) JRC
The term of JRC was firstly introduced to quantify the fracture surface
roughness in studying shear strength of fractured rock. For a specific rock
fracture, it is defined by (Barton 1973):

JRC 

tan 1 (  n )  b
log10 ( c  n )

where  c

(2.16)

is the uniaxial compressive strength of the rock and  n is the

normal confining stress.
To predict the shear strength with estimated JRC, Barton and Choubey (1977)
outlined ten standard fracture profiles with JRC ranging from 0 to 20. This
fracture profile set was recommended by International Society of Rock
Mechanics (ISRM) (1978) to be part of the standard method to quantitatively
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describe discontinuity roughness. The standard fracture profiles were plotted
as shown in Fig. 2.3.

Fig. 2.3 Standard fracture profiles (Barton and Choubey 1977)
(b) Statistical approach
Statistical approaches have been used to estimate the rough surfaces (Myer
1962; Krahn 1974; Sayles and Thomas 1977; Tse and Cruden 1979). Basic
estimators to characterise rock fracture roughness are root mean square
(RMS), RMS of the first derivation (Z2), RMS of the second derivation (Z3),
auto-correlated function (ACF) and structure function (SF). The mathematical
expressions of these statistical estimators can be referred to standard
textbooks, e.g. Riley and Hobson (2011).
Myer (1962) experimentally studied the correlations of RMS, Z2 and Z3 with
the friction angle for steel disc and found that Z2 has the best correlation
relationship with the friction angle. For rock fracture surfaces, Krahn (1974)
experimentally found that the friction is linearly proportional to the variable
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of Z2. To improve the precision and reduce the subjectivity in JRC estimation,
Tse and Cruden (1979) experimentally observed that two statistical
parameters, RMS and Z2 have a strong relationship with the JRC, and follow
empirical relations described below:
JRC  32.2  32.47 log Z 2

(2.17)

JRC  37.28  16.58log RMS

(2.18)

Brown et al. (1987) suggested that the correlation between fracture surfaces
should be considered in investigating the mechanical and flow characteristics
of rock fractures.
(c) Fractal analysis
Fractal analysis methods have been used to describe the fracture surface
roughness over the past two decades in light of the subject development of
fractal geometry (Lee et al. 1990; Huang et al. 1992; Ghosh and Daemen
1993; Xie 1993; Seidel and Haberfield 1995; Perfect 1997; Belem et al. 1997).
Fractal dimension is a measure of the fractal property, which was introduced
by Mandelbrot (1977 and 1983) based on the idea of fractured dimension in
physics and mathematics. Properties of fractal geometry are usually described
by the concept of self-similarity and self-affine. For rock fractures, the latter
is usually used in profile description (Seidel and Haberfield 1995).
Lee et al. (1990) correlated the fractal dimension D with the JRC and
empirically proposed a relationship between these two parameters:
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 D 1 
 D 1 
JRC  0.87804  37.7844 
  16.9304 

 0.015 
 0.015 

2

(2.19)

The correlation between JRC and D is shown in Fig. 2.4, which clearly shows
that rougher fracture has a higher value of fractal dimension. On the other
hand, the fractal dimension D of rock fracture surface roughness is scaledependent. Fardin et al. (2001) experimentally investigated the scale
dependency of fracture surface roughness and found that the fractal
dimension D decreases with the increase of sample size when the size of
samples is smaller than a threshold value. For samples larger than this
threshold, estimated fractal dimension D stays almost unchanged.

Fig. 2.4 Correlation between JRC and fraction dimension D
(d) Spectrum analysis
Using the Fast Fourier Transform (FFT) method, Durham and Bonner (1985)
analysed the power spectral density of digitised data of three Westerly granite
fracture surfaces, which can be calculated by:
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Gi ( f ) 

l
2
Zi ( F )
L

(2.20)

where the function Gi ( f ) denotes the power spectral density of the fracture
surface,

Z i ( f ) is the FFT of the digitised surface data, l and L are

sampling interval and fracture length, respectively. Chae et al. (2004)
performed spectral analysis on granite fracture surfaces to identify influential
frequency using FFT and found that low frequencies are dominant in the
fracture surfaces.
Spectral analysis methods have demonstrated good capability to analyse the
complicated fracture surface and void variation (Price 2005). However, how
to apply the results of spectral analysis to study the mechanical and hydraulic
behaviour of rock fractures is still not properly solved, and much more efforts
is needed to apply the obtained results of spectral analysis to model
hydromechanical properties of rock fractures in the future.
(e) Fourier series
The Fourier series as a sum of sine and cosine series can be used to describe a
function when the following Dirichlet conditions are satisfied (Tolstov 1962):
(i)

The function must be periodic;

(ii)

It must be single-valued and continuous, except at a finite number of
finite discontinuities;

(iii)

The number of maxima and minima within one period (-T/2, T/2)
must be finite; and

(iv)

The integral over one period must converge.
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Fourier series can also express non-periodic functions within a certain range
by extending the function outside the range to make it periodic. Hence, the
Fourier series can be used to express the non-periodic function in a desired
range. The Fourier series expansion can be expressed by:

f ( x) 

a0 N h
2 nx
2nx
  [ a n cos(
)  bn sin(
)]
2 n 1
T
T

(2.21)

where an and bn are Fourier coefficients and given below:

an 

2
2n x
f ( x) cos(
)dx

T 0
T

(2.22)

bn 

2
2n x
f ( x) sin(
)dx

T 0
T

(2.23)

T

T

The Fourier series have been used to describe surface profiles by taking the
profile as a piecewise smooth function which may contain finite
discontinuous points (Raja and Radhakrishnan 1977). So far, the application
of the Fourier series to describe rock fracture surface roughness has been
used to study the mechanical properties of rock fractures, such as the peak
shear strength and dilation (Indraratna and Haque 2000).
2.3.1.2 The influence of roughness on mechanical behaviour

For a fracture consisting of two smooth planar halves (Fig. 2.5a), the shear strength τ
can be given by:

   n tan(b )

(2.24)
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where  n is the effective normal stress and b

is the basic friction angle. Smooth

and planar rock fractures hardly exist in real engineering practice. Newland and
Allely (1957) modified Eq. (2.24) for granular material:

   n tan(b  i )

(2.25)

For rock fractures, i is the average asperity angle. Prediction of Eq. (2.25) shows
good agreement with Patton’s (1966) shear test data on saw-tooth fracture (Fig. 2.5b).
Alternatively, based on experimental data on rough rock fractures as shown in Fig.
2.5c, Barton (1973, 1976) improved Eq. (2.25) as:


 JCS  
 

  n 

   n tan  b  JRC log10 


(2.26)

where JRC is the joint roughness coefficient and JCS is the joint wall compressive
strength, Eq. (2.26) has been widely used in joint engineering application to estimate
the stability of engineering projects.
The matching degree of the two fracture surfaces also has significant influences on
both mechanical and hydraulic properties, such as stiffness, shear strength and
hydraulic conductivity. Joint Matching Coefficient (JMC) was proposed to qualify
the matching state of two fracture halves which is defined as the ratio of contact area
to the total fracture surface (Zhao 1997 a and b). Zhao (1997) modified Eq. (2.26) to
incorporate the influence of the matching degree of the two fracture halves:


 JCS  
 


 n 

   n tan  b  JRC  JMC log10 


(2.27)
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where JMC ranges from 0.3 to 1.0 for natural rock fractures. For any fracture where
measured JMC is smaller than 0.3, JMC is set as 0.3.

Fig. 2.5 Schematics of planar and non-planar rock fractures
2.3.1.3 The influence of roughness on hydraulic behaviour
Conventionally, based on the assumption that the linear Darcy’s law is valid, and
idealising that the fracture physically consists of two smooth parallel plates,
volumetric flow rate (Q) is derived to be linearly proportional to the cubed hydraulic
aperture e:

Q

we3 dp
12 dx

(2.28)

where w is the width of fracture, µ is the dynamic viscosity of fluid and dp is the
pressure difference along the flow length dx. Due to convenience in application, Eq.
(2.28) has been used in the hydraulic characterisation of rock fractures and also
implemented in some commercial simulation software, such as UDEC. Experimental
observations show that the back-calculated hydraulic aperture e is smaller than the
mechanical aperture, and this discrepancy value becomes larger with rougher fracture
surfaces (Barton et al. 1985; Cook et al. 1990). The relation between hydraulic
aperture e and mechanical aperture E has been empirically studied over the past six
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decades by many researchers. Lomize (1951), Louis (1969) and Qudros (1982)
empirically expressed the hydraulic aperture as a function of the relative fracture
roughness. Patir and Cheng (1978) used the variation coefficient of the mechanical
aperture to describe the hydraulic aperture. Barton et al. (1985) developed an
empirical model for hydraulic aperture using fracture roughness coefficient. Olsson
and Barton (2001) extended this empirical model to represent the coupled shear-flow
cases. Based on CFD simulation over 100 JRC channels, Rasouli and Hosseinian
(2011) developed a correlation between the geometrical and hydraulic properties of
rock fracture. All these proposed hydraulic aperture models are summarised in Table
2.1.
Table 2.1 Empirical models of hydraulic aperture with fracture roughness
Empirical expression
Denotation
Reference
1. 5
hA is the absolute asperity Lomize (1951)
e  E[1.0  6.0(hA E ) ]
height
1. 5
ha is the average asperity Louis (1971)
e  E[1.0  8.8(hA E ) ]
height and D is the
hydraulic diameter
1 .5
Qudros (1982)
e  E[1.0  20.5(hA E ) ]
e  E[1.0  exp(  0.56 CV )1.5 ]

e  E 2 JRC 2.5
e  E 2 JRC 2.5 , us  0.75usp

12
 e  E JRCmob , us  usp

3

 
e
   1  2.25 
e
E

is
a
parameter
Cv
characterising
the
variation of mechanical
aperture
JRC is joint roughness
coefficient
JRCmob is the mobilised
JRC in shearing, us is the
shear displacement and
is
the
shear.
usp
displacement
corresponding to peak
shear stress
σ is the standard deviation
of JRC.
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Patir and Cheng
(1978)

Barton et al.
(1985)
Olsson
and
Barton (2001)

Rasouli
and
Hosseinian
(2011)

Lomize (1951) modified the cubic law of Eq. (2.28) for fluid flow through open
rough-walled rock fractures:

dp
12 Q

dx
weh3

(2.29)

where λ is a correction factor describing the effect of un-planar fracture wall on fluid
flow and equals (1  6.0( eh )1.5 ) , in which ε is the peak asperity height. The influence
of surface roughness on flow was also studied by other researchers, such as Brown
(1987).
2.3.2

Contact area

For a simple flow channel, such as a pipe with two different cross sections as shown
in Fig. 2.6, the pressure loss due to sudden change of flow channel can be calculated
by:
1
p  v 2
2

(2.30)

where  is the pressure loss coefficient, ρ is the fluid density and v is the flow
velocity before entering the pipe section of different cross area.

Fig. 2.6 Fluid flow through a pipe with cross section change
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The appearance of contact asperities makes the flow path become tortuous for fluid
flow through rough rock fractures. Under this situation, the preferred flow channel is
much more complicated than that illustrated in Fig. 2.6.
Many attempts have been made to investigate the role of contact area in flow
characteristics. Witherspoon et al. (1980) conducted laboratory flow tests on both
open and closed fractures with apertures ranging from 4 to 250 µm. They observed
that Eq. (2.29) is valid and the deviation factor λ falls in a range from 1.04 to 1.65.
Tsang (1984) found the tortuous flow path makes the flow rate lower than that
described by parallel plate model. Cook et al. (1990) extended Eq. (2.29) to account
for the effect of tortuosity on fracture flow by introducing a ratio related to the
contact area:
dp
1  c 12 Q

dx
1  c weh3

(2.31)

where c is the contact ratio, defined as the contact area divided by whole fracture
area. With numerical, analogue and analytical approaches and assuming that the local
cubic law is valid, Zimmerman et al. (1992) idealized the rock fracture consisting of
two parallel plates propped open by isolated contact asperities and found that the
fracture permeability is not only influenced by the amount of contact area, but also
by the shape of contact asperities. The influence of circular contact asperity on
permeability is shown in Fig. 2.7. It can be seen that the permeability decreases with
the increase in contact ratio.
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The investigation of validity of cubic law in local void space between two fracture
surfaces was conducted by Oron and Berkowitz (1998). By performing a twodimensional order-of-magnitude analysis of the Navier-Stokes equations, they found
that even small contact ratios down to 0.03-0.05 can have a significant impact on
fluid flow. The hydraulic conductivity decreased faster than that described by the
cubic law with the decrease of fracture aperture. Further discussions of the effect of
contact area and tortuosity on fluid flow in rock fractures were conducted by Yeo
(2001), Murata et al. (2003), and Murata and Saito (2003). Li et al. (2008)
experimentally found that the contact ratio of rock fracture changes inversely with
the transmissivity when undergoing shear.

Fig. 2.7 The influence of circular contact asperity on permeability of rock fracture
(data from Zimmerman et al. 1992)
2. 4 Numerical computation methods for fracture flow

In the geological environment, numerous rock discontinuities exist in rock mass and
consist of a fracture network. A single rock fracture is just the basic unit of a fracture
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network. The overall hydraulic properties of a fracture network have attracted many
researchers’ interest (Hestir and Long 1990; Zimmerman and Bodvarsson 1996;
Brown 1998; de Dreuzy et al. 2001 a and b). In numerical computation, two
approaches are generally used in the study of flow characteristics of porous and
fractured rock. These two methods are described below.
2.4.1 Equivalent continuum method
The equivalent continuum approach hypothesised that the mechanism of fluid flow
through a rock mass is similar to that occurring in porous media (Long et al. 1982;
Oda 1986; Lee and Farmer 1993). When fracture density is high and, comparatively,
the size of rock block is small, the equivalent continuum approach is suitable. In the
prediction of water ingress into coal mine roadway, Wei et al. (1988) argued that an
equivalent permeability is valid if the tunnel diameter intersects five continuous
fractures, and an equivalent continuum approach can be adopted if the smallest
dimension of an underground structure intersects 5-10 fractures.
Two kinds of models are mainly used with the equivalent continuum approach:
(a) Single porosity model;
The single porosity model considers fluid flow through intergranular pores. In
numerical calculation procedures, such as finite difference method and finite element
method, a grid is superimposed on the flow domain and values of permeability are
assigned to each grid. Therefore, the rock mass is represented by a limited number of
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hydrological units, which is homogeneous (National Research Council (U. S.)
Committee on Fracture Characterization and Fluid Flow 1996).
(b) Dual porosity model.
The dual-porosity model assumes that fluid flows through both interconnected
fractures and intergranular pores of the rock matrix, while intra-aggregate pores
represent immobile pockets that can exchange, retain and store fluid, but convective
flow is not allowed. The dual porosity model has been used to account for the release
of fluid from storage in the matrix blocks (intra-aggregate pores) into the fracture
zone. The proportion of fracture network flow and rock matrix flow can be
determined by solving two sets of flow equations using coupling parameters to
represent flow between the matrix and fractures. The head and flux should be
balanced in these two flow domains (Shapiro and Andersson 1983; Rasmussen 1988;
Lee and Farmer 1993). The total flow at an intersection point i can be expressed
(Indraratna and Ranjith 2001) by:
Qi   Q j  Qm

(2.32)

where Qi is the flow flux at the intersection point i ,

Q

j

is the flow summation at

point i via various fracture channels, and Qm is the flow through the rock matrix.
2.4.2 Discrete fracture network method
In nature, discontinuities, such as fractures, joints and faults, commonly exist in rock
masses. With an increase in the size of the region of interest, the number of
discontinuities tends to increase. To account for the site geological conditions, such
as fracture geometry, orientation, trace length, spacing, density as well as
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connectivity among individual fractures, discontinuity approach becomes such a
good option.
One way to fulfil this requirement is to use Discrete Element Method (DEM), of
which the theoretical foundation is to solve motion equations of rigid and deformable
bodies. Detailed description of the DEM approach can be found in Jing and
Stephansson (2007). The DEM method has been used to simulate coupled
hydromechanical processes in fractured rocks over past decades (Lemos 1988; Jing
et al. 1995). In application of DEM to fracture flow, the first step is to generate the
geometrical model to represent the geometry of the connected fractures and the rock
blocks. The solution of flow through the fractures can be achieved using special
numerical or analytical methods. Hence, the flow field in each fracture is obtained
(Long et al. 1982). So far, discrete fracture flow models have been developed in both
two dimensions (Long and Witterspoon 1985; ITASCA 1996) and three dimensions
(Huang and Evans 1985; Dverstorp and Andersson 1989). Two dimensional models
are of the limitation at certain aspects because the generated fractures cannot
effectively represent the actual spatial fracture pattern, such as fracture shape.
Compared to the equivalent continuum method, one advantage of the discrete
fracture approach is that volume-averaging approximations are avoided at the scale
of the fracture network. However, the disadvantages of discrete fracture network
simulation are threefold (Committee on Fracture Characterization and Fluid Flow
and US National Committee for Rock Mechanics 1996):
(a) The method requires geological statistical information which is difficult to
obtain in practice;
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(b) It is difficult to separate the conductive fracture geometry from the
nonconductive fracture geometry as fracture network in geological environment is
invisible; and
(c) The model can be complex and computationally intensive for natural fracture.
2. 5 Flow regimes of fracture flow

2.5.1 Linear flow in rock fracture
Darcy (1856) proposed a linear relationship to describe water flow through a sand
bed:

Q

CAh
L

(2.33)

where Q is flow rate of water through the filter bed; C is a characteristic property of
the sand; A is the cross area perpendicular to the flow direction, h is the hydraulic
height difference between the inlet and outlet of the bed and L is the length of the
filter bed. This relationship is well known as Darcy’s law. More generally, Darcy’s
law is expressed as:

q

kA dp
 dx

(2.34)

where k is the permeability of porous media and  is the viscosity of the fluid.
Darcy’s law is empirically proposed based on the following two assumptions:
(a) The flow is laminar or viscous flow of creep velocity, and the inertial effect is
negligible;
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(b) For porous media, a large surface area is exposed to fluid flow, which
indicates that viscous resistance will greatly exceed acceleration forces in the
fluid.
Even though Darcy’s law is proposed based on experimental observation, many
attempts have been successfully made to theoretically prove the validity of Darcy’s
law using different mathematical techniques, such as the average approach used by
Neuman (1977) and Whitaker (1986), and the continuum method used by
Hassanizadeh and Gray (1987).
Assuming that Darcy’s law is valid, Lomize (1951) found that laminar flow through
two parallel glass plates depends on the cube of plate separation:

Q   Ke3

P
L

(2.35)

where K is equal to 1 12  , e is the vertical distance between parallel plates and p
is the pressure drop over the inlet and outlet. This relationship is derived from the
Reynolds equation for viscous flow between parallel planar plates and is known as
the cubic law. Since then, the applicability of the cubic law to flow through fractures
has been carried out both experimentally and analytically (Iwai 1976; Gangi 1978;
Witherspoon et al. 1980; Raven and Gale 1985; Zimmerman et al. 1991; Iwano 1995;
Pyrak-Nolte 1998; Indraratna et al. 2002; Indraratna et al. 2003).
According to the cubic law expressed by Eq. (2.35), the permeability k can be given
by:

k

e2
12

(2.36)
34

The cubic law is based on the assumption that the fluid flow channel consists of two
smooth parallel surfaces, and the two parallel surfaces are open and not in contact at
all. However, this kind of rock fracture doesn’t exist in practice. The natural rock
fracture surfaces are rough and there is a certain amount of contact area which is
discretely distributed between fracture surfaces. The deviation from cubic law due to
the high flow velocity, fracture surface roughness and tortuosity of flow channel has
been confirmed (Lomize 1951; Witherspoon et al. 1980; Tsang 1984; Cook et al.
1990; Zimmerman et al. 1992; Oron and Berkowitz 1998).
2.5.2 Nonlinear flow in rock fractures
It has been observed that nonlinear flow deviation from linear Darcy’s law occurs at
relatively high flow velocity. This nonlinear flow is initially attributed to the
turbulent flow which corresponds to high flow velocity. However, some researchers
rejected the notion that the nonlinear derivation from Darcy’s law is caused by
turbulence. They argued that fluid velocities are generally far too low to incur
turbulence when nonlinear flow occurs (Geertsma 1974; Katz and Forppzabado
1979).
Dybbs and Edwards (1984) experimentally studied the flow regimes in porous media
and concluded that the nonlinear flow was induced by the formation of a
hydrodynamic boundary layer near the solid-liquid interface and an inertial core in
the centre of the pores. Hassanizadeh and Gray (1987) mathematically argued that
the growth of microscopic viscous forces is the source of flow nonlinearity, which
dominate over macroscopic viscous and inertial forces. This was supported by joint
work of Ruth and Ma (1992) and Ma and Ruth (1993). Chaudhary et al. (2011)
numerically studied the water flow through porous media and attributed nonlinear
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deviation from Darcy’s law to the growth of eddies inside the pores. Detailed review
of flow transition from viscous via cross viscous-inertial to inertial patterns in porous
media can be referred to Hlushkou and Tallarek (2006).
For rock fractures, Zimmerman and Bodvarsson (1996) found that nonlinear flow
depends on not only Reynolds number but also fracture roughness, indicating that
nonlinear flow does not necessarily occur at high Reynolds number. Based on CFD
simulations, Panfilov et al. (2003) concluded that the nonlinear flow can be incurred
by a cross viscous-inertial effect at low Reynolds number. The nonlinear deviation
expressed by the quadratic Forchheimer equation is triggered by pure inertial effect
of eddies formed inside of locally-varied cavities at higher Reynolds number and
partially by inertia-viscous cross effect. Panfilov and Fourar (2006) further found
that the cross inertial-viscous forces of nonlinear flow, which are identified as a
source of nonlinear flow at weak inertial regime in a periodic flow channel,
disappear in non-periodic flow channels. Even though numerical attempts to identify
the source of flow nonlinearity have been made, laboratory studies of the influence
of the irregular fracture wall and the flow velocity on flow patterns, at the micro
scale, have not been reported.
With regard to the macroscopic governing equation for nonlinear flow, Forchheimer
(1901) used a zero-intercept quadratic equation to describe this nonlinear flow
phenomenon when studying gas flow through a coal bed:
P  v

 bv 2
L k d

(2.37)
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where p L is the pressure gradient;  is the fluid viscosity; v is the fluid flow
velocity; k d is the Darcy permeability and b is constant. Cornell and Katz (1953)
rewrote Eq. (2.37) as:
P  v

  v 2
L kd

(2.38)

where  is the inertial flow coefficient and  is fluid density. The second term in
Eq. (2.38) accounts for the additional pressure drop due to the acceleration and
deceleration effects of the fluid flowing through tortuous pathways. Eq. (2.38) is
widely known as the Forchheimer Equation.
Eq. (2.38) can also be written as:

p 


k0 A

Q 1  F0 

(2.39)

where Fo is the Forchheimer number, defined as F0 

k0bv



, in which v is the velocity

of flowing fluid. Eq. (2.39) states that the Forchheimer Eq. (2.38) can be taken as a
correction of Darcy’s law by adding a nonlinear term, and reducing to Darcy’s law
when the nonlinear effect is negligible, i. e., F0  0 .
Even though the Forchheimer equation was developed based on experimental
observation, substantial efforts have been successful in theoretical derivation using
dimensional analysis (Ward 1964), average method (Ahmed and Sunada 1969; Ruth
and Ma 1992), hybrid mixture theorem (Hassanizadeh and Gray 1987), volume
average method (Whitaker 1996) and matched asymptotic expansion method (Giorgi
1997). Using derived general momentum and energy dissipation theorems from flow
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through strictly periodic media to estimate the pressure loss, Skjetne and Auriault
(1999) concluded that the quadratic deviation of Eq. (2.38) of laminar fluid flow in
rock fracture is due to the development of strong localised dissipation zones. The
applicability of the Forchheimer equation was numerically examined by simulating
Navier-Stokes equations and confirmed that the quadratic term expressed in Eq.
(2.38) appears at low Reynolds number as the non-periodicity of flow structure
increases (Lucas et al. 2007). For real rough rock fracture, Nowamooz et al. (2009)
experimentally observed that the Forchheimer Eq. (2.38) describes the nonlinear
flow well when the volumetric flow rate is over 2  10 5 m3/s. In application of the
Forchheimer equation, Moutsopoulos and Tsihrintzis (2005) derived approximate
analytical solutions for nonlinear flow of porous aquifer.
Alternatively, Izbash (1931) introduced a generalised power law to describe this
nonlinear flow process, which is also known as Izbash’s law (Chauveteau and
Thirriot 1967; Border and Zimmer 2000):
p   Q m

(2.40)

where  and m are empirical coefficients. Izbash’s law reduces to Darcy’s law when
m=1 for laminar flow at low velocity, and the condition where m=2 representing a
fully turbulent flow situation. For nonlinear flow yet to approach fully turbulent state,
m falls in the range between 1 and 2 (Bordier and Zimmer 2000). Izbash’s law is
empirically based but different from the Forchheimer equation, its theoretical
background is not yet established. Izbash’s law has been shown as an excellent
description for nonlinear flow in porous media (Moutsopoulos et al. 2009). The
application of Izbash’s law to describe the nonlinear fluid flow in rock fractures has
not been reported.
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In the Forchheimer Eq. (2.38), the nonlinear factor,  , is called beta factor,
accounting for the inertial effect on fluid flow pressure drop. A lot of research work
has been done to study the beta factor for fluid flow through porous media. Some
researchers, such as Jones (1987) and Barree and Conway (2004) have observed that

β is not a constant and will tend to decrease with the increase in flow rate (Kollbotn
and Bratteli 2005).
The proposed expression for the beta factor falls into two broad categories:
theoretical and empirical methods. The theoretical method is further categorised into
parallel and serial models. The parallel model assumes that porous medium consists
of straight capillary bundles with uniform diameter, while the series model assumes
that the void of the porous space is serially lined up and capillaries of different pore
types are aligned in series. One representative formula of the beta factor of the
parallel model is given by Li and Engler (2001):



c

(2.41)

k 

0.5 1.5

An expression of beta factor of series model is expressed by



c '
k

(2.42)

where k is permeability,  is porosity and c is a constant,  is tortuosity of porous
media flow channel and c ' is a constant related to pore size distribution.
Empirical correlation formulas of beta factor for fluid flow in porous media are
summarised in Table 2.2 (Kollbotn et al. 2005; Amao 2007).
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Table 2.2 Empirical correlation formulas of Beta factor for Forchheimer equation
Definition
Expression
Researcher
Parameters
Type
Permeability
Defined Beta
Factors



6.15 1010
k 1.55



4.8  1012
k 1.176

Jones
(1987)

  bk  a

Permeability
and Porosity
Defined Beta
Factors

Permeability,
Porosity and
Tortuosity
Defined Beta
Factors

  ab

1

2

(10 8 k )

1

5



  1.82  108 k



0.005
k 0.5 5.5



8.91 108
k

4

2



3

3

2

4

k and β are in
milidarcy and 1 ,
ft
individually.
Pacal et al. k and β are in md and
(1980)
1 , individually.
m
Cooke
a and b, are constants
(1973)
determined
by
experiments based on
proppant type.
Egun
a=1.75, b=150, k is in
(1949)
Darcy and β in 1/cm.
k is in milidarcy and β
Janicek
and Katz is in 1 .
cm
(1955)
Geertsma
k is in cm and β is in
(1974)
1 .
cm
Liu et al. k is in milidarcy and β
(1995)
in 1/ft.

k is in darcy and β is in
Thauvin
1/cm.
and
Mohanty
(1998)
Note: k denotes permeability;  denotes tortuosity and  denotes porosity.



1.55  10 4 3.35
k 0.98 0.29

For nonlinear fluid flow through rock fractures, the study of beta factor has not been
reported. Even for experimental and analytical studies on nonlinear flow through
rock fracture, the number of the studies reported in the literature is limited. Recently,
some researchers started to focus on this area and relevant studies are reviewed
below.
Based on CFD simulation and laboratory experiment, Zimmerman et al. (2004)
found that there exists a weak inertial regime for Reynolds numbers within the range
of 1-10, in which the relationship is expressed by:
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dp Q

 aQ 3
dL T0 w

(2.43)

However, the Reynolds number range of this weak inertia regime is fairly short and
is probably not important for engineering purpose (Zimmerman et al. 2004). For flow
of greater Reynolds numbers, they found that the Forchheimer Equation could fit
experimental and computational data well. Ranjith and Darlington (2007)
experimentally examined the nonlinear flow regime of rock fracture with water and
air as the flow medium, respectively. The results show that the Forchheimer equation
fits experimental data well for single-phase water flow at the confining stress of 0.0,
0.55, 1.0 and 2.0 MPa; for single-phase air flow, the Forchheimer equation is in good
agreement with flow data at low confining stress, while at higher confining stress, the
Forchheimer equation could not provide a good description.
In fluid mechanics and dynamics, The Reynolds number (Re) is widely used to judge
the flow pattern. For fluid flow through rock fracture, the Reynolds number can be
defined as:

Re 

ue


(2.44)

where  is the fluid density, e is the mean aperture of the fracture, and u  Q wh is
the mean velocity. For sufficiently low Reynolds number (Re<<1), the steady flow
of incompressible fluids through fractures may be described by Darcy’s law; for
higher Reynolds numbers (Re>>1), the laminar flow may go to a nonlinear phase.
Zimmerman et al. (2004) suggested that the nonlinear effects could become
appreciable at Reynolds number of ten in engineering applications.
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2. 6 Chapter summary

A comprehensive literature review on the discipline of fluid flow through rock
fractures has been carried out in this chapter. The coupled hydromechanical
behaviour of rock fractures with normal stress and shear displacement was analysed,
which shows interdependent impact. Subsequently, the factors influencing the
coupled hydromechanical behaviour of rock fractures - surface roughness and
contact area, are distinguished based on experimental evidence. Then the
qualification techniques for the fracture roughness reported in existing publications
was firstly reviewed, and the roles of fracture roughness and contact area in the
mechanical and hydraulic behaviour of rock fracture critically discussed. In the
subsequent section, the development of numerical computation methods for coupled
fluid flow in rock fractures are described, including equivalent continuum method
and discrete fracture network method. Finally, the review focuses on the fluid flow
regime in porous and fractured rock. For porous rock, extensive studies of fluid flow
regime through pores have been performed, covering the linear and nonlinear flow
phases. Comparatively, the reported studies on nonlinear flow regime occurring in
the rough rock fractures are limited. This comprehensive literature review opens up
the way to carry out further investigations of hydromechanical behaviour and
nonlinear flow characteristics of rock fractures presented in the following chapters.
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3

CHARACTERISATION OF FRACTURED ROCK AND

LABORATORY TRIAXIAL FLOW TESTING TECHNIQUE
3. 1 Introduction

Rock discontinuities determine the overall behaviour of the fractured rock mass.
Among different sizes of rock discontinuities, rock fracture is the most common type
encountered in the rock engineering applications. To optimise engineering design in
geotechnical and mining engineering, the knowledge of physical and mechanical
properties of rock and rock discontinuity needs to be first established. In the
fractured rock engineering fields coupled with fluid flow, such as mining, petroleum
exploitation, geothermal extraction and rock slope, the hydraulic and mechanical
properties need to be estimated to predict the overall hydromechanical behaviour of
the fractured rock. In this chapter, characterisation techniques for physical,
mechanical and hydraulic properties of fractured rock are described. Typical
properties of fractured rock including density, rock strength, Young’s modulus,
Poisson’s ratio and fracture wall compressive strength were measured in the
laboratory according to suggested methods of International Society of Rock
Mechanics (ISRM), and summarised in this chapter.
3. 2 Physical and mechanical properties of rock used for flow tests

3.2.1 Mechanical strength
3.2.1.1 Uniaxial compressive strength (UCS)
The UCS of rock sample was measured using Instron loading apparatus without
lateral confinement (Fig. 3.1). Intact cylindrical rock samples 54 mm in diameter
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were firstly cored from a rock block with the drill rig. The cored samples were cut to
have a ratio of height to diameter of approximately 2.6:1 using the diamond saw. The
two ends of all cored cylindrical samples, including sandstone, granite and limestone,
were polished to be parallel and smooth with the lapping machine. UCS tests were
then carried out on the prepared samples according to the ISRM suggested methods
(Ulusay and Hudson 2007). The sandstone failure pattern of UCS tests is shown in
Fig. 3.2. The measured UCS for sandstone, granite and limestone are summarised in
Table 3.1.

Fig. 3.1 The UCS tests on used rock
As reported in many rock mechanics publications, the sample size has a significant
influence on the UCS of rock. Generally, the UCS decreases with the increase in
sample size. Based on the analysis of the published data, Hoek and Brown (1980)
suggested that the UCS of rock with d in diameter can be calculated with reference to
the UCS of rock 50 mm in diameter:

 cd

 50 
  50  
d 

0.18

(3.1)
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where the size effect on UCS is graphed in Fig. 3.3. More imperfections are included
in larger size sample, hence the rock sample has a greater opportunity to fail at
relatively lower external stress.

(a)

(b)
Fig. 3.2 Uniaxial compression failure of sandstone: (a) failed samples after testing,
(b) failure pattern configuration
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Table 3.1 Summary of the physical and mechanical properties of used rock
Value
Properties
Notation
Sandstone Granite Limestone
Density (kg/m3)
Young’s modulus (GPa)
Poisson’s ratio (-)
Tensile strength (MPa)
UCS (MPa)
Cohesion (MPa)
Residual cohesion (MPa)

2546
17.06
0.28
3.89
52.16
5.67
1.23

ρ
E
v
σt
σc
c
cr

2732
56.63
0.21
10.59
160.27
---

2796
42.85
0.26
8.21
105.93
---

Fig. 3.3 Size effect on UCS of rock sample (after Hoek and Brown 1980)
In rock engineering practice, the strength of the rock mass also varies with the size
due to the existence of rock discontinuities, such as microcracks, fractures and faults.
In fractured rock strata, the number of fractures increases as the dimension of
interested region increases (Fig. 3.4). It is general knowledge that, under the same
stress condition, the loading capacity of rock mass tends to decrease as the included
fracture number increases.
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Fig. 3.4 The appearance of rock discontinuities due to the size change of interested
area
3.2.1.2 Triaxial compressive strength
In the presence of surrounding rock, the loading capacity of rock mass is much
higher than that of the unconfined rock. To determine the compressive strength of
rock when confined by the surrounding rock, triaxial compressive tests were
conducted in the laboratory.
To measure the triaxial compressive strength of sandstone used for the experimental
study of water flow in fractures, compressive tests were conducted using the HoekBrown triaxial cell (Fig. 3.5). The results of triaxial compressive strength and
residual triaxial compressive strength of sandstone are presented in Table 3.2.
The triaxial compressive strength test is similar to the UCS test but with confining
stresses applied to the sides of the sample (Fig. 3.6). There are two kinds of triaxial
compressive tests – true triaxial compressive test and traditional triaxial compressive
test. In true triaxial compressive tests, two horizontal confining stresses are applied
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independently and different magnitude can be assigned. This is similar to the
practical stress situation. However, the true triaxial compressive apparatus is fairly
expensive and the preparation of the test is also time-consuming. In traditional
triaxial compressive tests, the sample is usually confined by pressurised oil and the
two confining stresses are equal in magnitude.

Fig. 3.5 The performance of traditional triaxial test with Hoek-Brown cell

(a)

(b)

Fig. 3.6 Failure of sandstone in triaxial strength tests: (a) failed sample after testing,
(b) failure pattern configuration
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Fig. 3.6 shows the failed configuration and pattern, indicating that the failure pertains
to the compressive shear mode. The influence of the confining stress on triaxial
strength and residual triaxial strength is shown in Fig. 3.7. It can be seen that the
confining stress has a great influence on the peak and residual triaxial strength. Fig.
3.7 also shows that the triaxially loaded rock retains its residual strength after failure,
however, the cohesion becomes very low or approximately zero.
Table 3.2 Triaxial strength and residual triaxial strength of sandstone
Triaxial strength
Resiual strength
Confining stress
Sample No.
(MPa)
(Mpa)
σ1= σ2 (Mpa)
1
0.5
52.98
12.16
1.0
56.89
16.50
2
0.5
34.74
8.69
1.0
36.47
13.90
3
0.5
--10.42
1.0
43.43
14.77
1.5
47.77
18.24
2.0
-20.85
4
0.5
13.90
1.0
60.80
20.85
1.5
69.49
28.66
2.0
74.70
34.74
5
0.5
-9.55
1.0
61.67
14.77
1.5
69.49
18.67
2.0
75.57
19.98
6
0.5
-6.080
1.5
52.11
9.99
1.5
61.23
13.03
2.0
-15.20
7
0.5
-10.42
1.0
51.25
13.90
1.5
60.80
17.37
2.0
67.75
19.11

49

Fig. 3.7 The influence of confining stress on triaxial peak and residual strength
Triaxial compressive strength of used sandstone was measured under the confining
stress of 1.0, 1.5 and 2 MPa where σ2=σ3. The residual triaxial compressive strength
was also obtained under the confining stress of 0.5 MPa, 1.0 MPa, 1.5 MPa and 2
MPa. The average cohesion and residual cohesion under low confining stress were
obtained and summarised in Table 3.1.
3.2.1.3 Tensile strength
For rock material, tensile strength is usually much lower than its compressive
strength due to existence of micro-cracks and weakness planes. Several methods are
available to test tensile strength of rock. The Brazilian test, which is an indirect
tensile test, is commonly used to obtain the tensile strength of rock. The Brazilian
test is schematically shown in Fig. 3.8. Detailed testing procedures can be found in
the ISRM suggested methods compiled by Ulusay and Hudson (2007). The
sandstone, granite and limestone used for the fracture flow were tested using the
Brazilian test described here. The average tensile strength of sandstone, granite and
limestone are listed in Table 3.1. The specific tensile strength of each sandstone
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sample are summarised in Table 3.3. Comparing the UCS to the tensile strength
listed in Table 3.1 demonstrates that the UCS is approximately 13.4, 15.1 and 12.9
times of the tensile strength for sandstone, granite and limestone, respectively.

P

Rigid Platen
Spherical Seating
Rock Specimen

P

Fig. 3.8 Schematics of Brazilian test
Table 3.3 Indirect tensile strength of sandstone
Thickness Diameter Tensile strength Average Tensile strength
Specimen No.
mm
mm
MPa
MPa
1
27.01
54.00
2.86
2
27.73
54.00
2.96
3
27.95
54.00
3.65
3.89
4
26.94
54.08
4.81
5
28.35
54.04
5.11
6
27.37
54.02
4.35
7
28.16
54.03
3.48
3.2.2 Deformability
Deformability accounts for the deformation characteristics of a material when loaded.
Young’s modulus and Poisson’s ratio of the rock were measured by conducting
uniaxial compressive tests as shown in Fig. 3.9. Axial and diametric strains were
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measured with four electrical resistance strain gauges. The failure patterns of the
deformability tests are shown in Fig. 3.10.

Fig. 3.9 Deformability test in the laboratory

Fig. 3.10 Failure of sandstone samples
3.2.2.1 Stress-strain curves
The applied axial stress on a test sample is calculated by:



P
A0

(3.2)
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and the stress-strain curves were plotted for three tested samples as shown in Fig.
3.11, where A1 and A2 represent two measured axial stress-strain curves,
respectively. D1 and D2 represent two radial stress- strain curves, respectively. For
sample 2, the axial stress-strain curve A2 is incorrect due to the strain gauge damage
during the test.

(a)Sample 1

(b) Sample 2

(c) Sample 3
Fig. 3.11 Stress-strain curves of used sandstone
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3.2.2.2 Poisson’s ratio
Poisson’s ratio υ is the ratio of diametric strain to the axial strain in the direction of
the applied load. In this study, the Poisson’s ratio was obtained from the obtained
stress-strain curve:

υ

Ka
Kd

(3.3)

where K a is the slope of axial stress-axial strain curve and K d is the slope of axial
stress-diametric strain curve. The measured Poisson’s ratio of sandstone, granite and
limestone are listed in Table 3.1
3.2.2.3 Deformation modulus
Young’s modulus, E , is a measure of stiffness of an elastic material. It describes the
material’s response to the strain. In addition, shear modulus G and bulk modulus K
are also used to describe the deformability of rock media: shear modulus describes a
material’s response to shear strain, while bulk modulus describes a material’s
response to uniform pressure. The shear modulus, G , and bulk modulus, K , can be
functionally expressed by Young’s modulus and Poisson’s ratio by:

G

E
2(1   )

(3.4)

K

E
3(1  2 )

(3.5)

According to stress-strain curves of tested rock, the mean values of Young’s modulus
were obtained and summarised in Table 3.1, together with other measured properties.
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3. 3 Physical description of rock discontinuity

3.3.1 Discontinuity orientation
The discontinuity orientation describes the attitude of discontinuity in space, usually
defined by the dip direction and dip angle (Fig. 3.12). The orientation of
discontinuity can be measured using stratum compass.

Fig. 3.12 Dip direction and dip angle of discontinuity
3.3.2 Discontinuity persistence
Discontinuity persistence is the length of discontinuity trace as observed in an
exposure. A crude measure can be obtained using the areal extent or penetration
length of a discontinuity.
3.3.3 Discontinuity spacing
Discontinuity spacing is the perpendicular distance between two adjacent
discontinuities.
3.3.4 Discontinuity surface roughness
Surface roughness is used to describe the unevenness and waviness of a discontinuity
surface relative to the mean plane of the discontinuity. Surface roughness has a
significant influence on both mechanical and hydraulic behaviour of fractured rock.
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The waviness relates to the dilation angle and determines the fracture closure or
opening during shearing. The appearance of the surface unevenness and waviness
results in extra flow resistance for fluid flow.
3.3.5 Discontinuity infill
The in-fill material between two discontinuity walls tends to separate the
discontinuity. Soft infilling materials such as gouge, clay and sand, weaken the
stiffness of the discontinuity and influence the friction angle of the discontinuity. The
thickness of the in-fill material impacts the normal and shear behaviour of infilled
rock fractures. For fluid flow through infilled rock discontiniuty, multiphase (particle
and fluid) flow may occur.
3. 4 Mechanical properties of rock discontinuity

3.4.1 Joint wall compressive strength
Joint wall compressive strength (JCS) is the compressive strength of the adjacent
fracture walls. It is an important component related to the shear strength and
deformability of the rock fracture. For un-weathered rock fractures, JCS is equal to
UCS of the intact rock (  c ). For natural rock fractures of physical or chemical
weathering, their JCS is somewhat lower than the UCS due to different degree of
weathering.
In this study, a spring-loaded Schmidt rebound hammer was used to measure the JCS
of used sandstone (Fig. 3.13). Rock sample was firstly secured in a circular steel base
with V-slot. Then ten tests were conducted at different positions. The average of
rebound reading was taken as the JCS. Any results with occurrence of movement or
crack of the sample in test were discarded. The weight of the steel base was up to 30
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kg to prevent any movement while the plunger impacted the test rock. Detailed test
procedure can be referred to ISRM suggested methods (Ulusay and Hudson 2007).

Fig. 3.13 Joint wall compressive strength measurement
3.4.2 Fracture wall stiffness
Stiffness is usually used to describe deformability of rock fracture. Normal stiffness
kn is defined as the ratio of the incremental normal displacement to incremental
normal stress, while shear stiffness ks is defined as the ratio of incremental shear
displacement to incremental shear stress.
3.4.3 Fracture dilation angle
With relative shear displacement between two fracture halves, dilation occurs with
the overriding. The opening of the fracture during shearing is described by dilation
angle, which is defined as the ratio of incremental shear displacement and
incremental normal displacement.
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3. 5 Hydraulic properties of rock discontinuity

Hydraulic properties, i.e., hydraulic aperture, permeability, conductivity and
transmissivity, are briefly introduced here while details obtained as part of the study
are evaluated in the relevant chapters.
3.5.1 Fracture aperture
Aperture is the perpendicular distance between two adjacent discontinuity walls.
Two kinds of aperture are widely used and discussed in the hydromechanical
behaviour study of fractured rock - mechanical and hydraulic aperture. Mechanical
aperture is defined as the real perpendicular distance between two confined fracture
walls, while hydraulic aperture is an equivalent aperture calculated by equating fluid
flow through rough-walled rock fractures as fluid flow through two parallel plates.
For rough-walled rock fractures, the mechanical aperture is difficult to measure as
asperity height changes along the fracture surface. The relationship between
hydraulic aperture and mechanical aperture has been presented in Chapter 2.
3.5.2 Fracture permeability
Fracture permeability is a measure of the ability to transmit fluid through the fracture.
It depends only on the fracture flow pathway structure, having no relation to the flow
media. If the flow in the fracture follows linear Darcy’s law, permeability k is a
constant and can be calculated by rearranging Eq. (3.6):

Q

kA dp
 dx

(3.6)
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where Q is the flow rate, A is the flow area which is perpendicular to the flow
direction, µ is the absolute viscosity of the flow media and dp/dx is the pressure
gradient along the flow direction.
Permeability can be expressed as a function of the hydraulic aperture by equating the
laminar fracture flow as fluid flow through two parallel plates:

k

eh2
12

(3.7)

where eh is the equivalent hydraulic aperture.
3.5.3 Hydraulic conductivity
Hydraulic conductivity K, similar to permeability, is also a measure of the fracture’s
ability to transmit fluid when subjected to a hydraulic gradient. The hydraulic
conductivity can be given by:

K

kg

(3.8)



where ρ is the density of fluid and g is the gravitational acceleration. Eq. (3.8)
indicates that fracture conductivity not only depends on the confined fracture
pathway but also relates to the type of fluid.
3.5.4 Hydraulic transmissivity
Hydraulic transmissivity is calculated by multiplying the hydraulic permeability of a
rock fracture by flow area:
T  kA

(3.9)
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Transmissivity is an effective parameter for the description of hydraulic property of
rock fractures as the specific flow area, which is invisible in geological engineering
and difficult to measure, is not needed.
3. 6 Triaxial flow testing technique

Traditional triaxial apparatus was developed in the 1930’s to investigate stress-strain
behaviour and compressive shear strength of soil, rock and other solid materials.
Different kinds of triaxial cells have been designed to mimic practical stress
situations. As part of this study, a large-size triaxial cell was redesigned by the author
based on previous work by researchers at the University of Wollongong (Indraratna
and Haque 1999; Indraratna and Haque 2000; Indraratna and Ranjith 2001). A new
pressurised water supply unit was developed to prevent air from dissolving into
water under high fluid pressure. After upgrading, the flow test capability of the
testing system was largely enhanced. In this chapter, the main features of this
upgraded triaxial flow testing system are described, including calibration of
measurement instruments and specific testing techniques. A 3D non-contact laser
scanner, which is used to characterise the fracture roughness, is also introduced. To
study the influence of void space on microscopic behaviour of water flow through
rock fractures, a microfluidic testing system is described in detail.
The triaxial flow testing system consists of five main units as schematically
illustrated in Fig. 3.14:
(1) triaxial cell;
(2) loading unit;
(3) water supply unit;
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(4) monitoring unit;
(5) computer-aided data-acquisition unit.

Fig. 3.14 Schematics of triaxial water flow testing set-up
The loading unit includes the sets for both axial and lateral loading. The axial loading
has two operational options and can be applied by either stress control or velocity
control, while the lateral confinement is applied via silicone oil pressurised by a
servo-controlled hydraulic pump. Using the measuring unit, the axial and lateral
deformations of rock sample are monitored by a Linear Variable Differential
Transducer (LVDT) and a pair of optical fibre laser sensors, respectively. The
confining oil pressure and water pressure at the inlet and outlet are monitored by
individual pressure transducer.
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Fig. 3.15 shows a photo of the assembled testing system. Different from previous
Two-Phase High-Pressure (TPHP) triaxial apparatus developed by previous
researchers at the University of Wollongong (Indraratna and Haque 1999; Indraratna
and Haque 2000; Indraratna and Ranjith 2001), a servo-controlled hydraulic pump
was introduced in place of the old manual hydraulic pump, which can provide stable
confining oil pressure and flexible adjustment of the confining stress. This makes it
superior over the previous manual pump by providing stable confining pressure over
the long time period during the test. Each part of this upgraded triaxial flow testing
system is described in detail.

Fig. 3.15 Assembled testing system
3.6.1 Triaxial cell
The triaxial cell used for the study of water flow through rock fractures was
redesigned by the author with the commercial software - AutoCAD and fabricated by
the laboratory technical officers at the workshop of University of Wollongong (Fig.
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3.14). The connection parts of the triaxial cell were sealed by O-ring rubbers as
shown in Fig. 3.14, which sit in the designed grooves.
The triaxial cell was fabricated using high-strength stainless steel, which can
withstand a maximum pressure of 150 MPa. The assembled cell consists of hollow
cylindrical wall, axial loading piston, cell base, and top and bottom caps of sample as
shown in Fig. 3.14. The interior diameter of the triaxial cell is 130 mm. The cell can
accommodate the samples 54.0 and 61.5 mm in diameter and 90-120 mm in height
by fabricating top and bottom caps of compatible size. An overflow valve was
designed at the top of the triaxial cell to expel entrapped air from in-filled silicone oil.
The flow inlet and outlet are located at the base of the triaxial cell. This is the same
system as the old TPHP triaxial cell. Inside the cell, a spiral copper tube 10 mm in
diameter is used to connect the top cap of the sample to the triaxial base to let the
water flow out.
3.6.2 Deformation measurement
3.6.2.1 Normal displacement of fracture
The hydraulic properties are significantly influenced by mechanical deformation of
rock fractures. With an increase in normal stress, the asperity tips may be crushed
and more asperities will be in contact as a result of accumulated fracture closure. For
clean artificial and natural rock fracture surfaces, the aperture variation is fairly
small and can be up to 10 μm. With the coupling of water flow in rock fractures,
pressurised water tends to open up the fracture and hence “stiffen” the rock fracture.
To effectively capture the variation of fracture aperture, a pair of non-contact optical
Fibre Laser Sensors (FLS) was introduced, which was mounted on the cell wall as
shown in Fig. 3.14. The utilised FLS, as shown in Fig. 3.16, consists of fibre cable,
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core and collar. Since the laser sensor is highly sensitive to the displacement and
temperature change, the precision in displacement measurement is greatly enhanced.
The input voltage of the optic sensor is 12 V and the displacement resolution is  3
microns.

(a) Optical laser sensor

(b) Sensor tips
Fig. 3.16 Optical laser sensor and sensor tips
Optical fibre is made of transparent glass to transmit coherent laser light. Once the
emitted laser light is reflected from the target object to the sensor tip, the distance to
the target object can be determined from the reflected laser beam. However, the
reflected beam scatters at the target object surface influencing the measurement
precision. For this reason, a small piece of square aluminium foil was pasted on the
target object to improve the light reflectivity and hence measurement precision (Fig.
3.17).
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Fig. 3.17 Schematic view of displacement measuring system
Calibration of the optical sensor was performed before use. The experimental set-up
for calibration is shown in Fig. 3.18. A stainless steel cuboid was fabricated to mount
the optical sensor and vernier. The top of the cuboid was designed to be open for the
convenience of operation. The tip of the vernier was covered by a small piece of
aluminium foil to improve reflectivity in a similar manner to that used in the triaxial
cell. After the optical sensor and vernier were mounted on the cuboid, the optical
sensor was connected to the Datalogger DT500 for digital recording of voltage
reading. Silicone oil was filled into the cuboid and the calibration process was started
by manually adjusting the vernier using 0.5 mm intervals while monitoring the
voltage output. The voltage-displacement calibration factor was then determined.
To amplify the output signal and hence improve measurement precision, the output
voltage limit of the fibre optic sensor was adjusted to 5.0 V when the gap between
the sensor tip and measuring surface was 5 mm. The output signal was amplified
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with a potentiometer before connection to the Datalogger following the circuit as
illustrated in Fig. 3.19.

Fig. 3.18 Calibration set-up for optical sensor in silicone oil

Fig. 3.19 Electronic circuit of the optical sensor
The voltage variations due to the change of the gap between sensor tip and
measuring target are shown in Fig. 3.20. It can be seen that the voltage change
follows a nonlinear relationship with the gap from 0 to 4 mm. Best-fit regressions
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were conducted using least-square approach to finalise the probe calibration. In Fig.
3.20, solid lines represent best-fit regression for sensors 1 and 2, respectively:



V1  665.26211  5870.1012 / 1  100.20883(3.8611 d )





V2  325.26127  18488.93503 / 1  100.20633(7.90793 d )

(3.10)



(3.11)

where subscripts 1 and 2 denote sensors 1 and 2, respectively, and d represents the
gap between sensor tip and measuring target surface. Here, the voltage V is in unit of
mV and deformation d in mm, respectively. The quality of data fitting, R-square, for
both calibrated sensors is greater than 0.99, indicating excellent precision of the
system for real application.

Fig. 3.20 Calibration of the optic sensor to the aluminium foil surface in silicone oil
Based on the laboratory calibration of the optical sensor, the normal deformation of
the fracture can be precisely captured by limiting the gap between sensor tip and
measuring surface to no more than 4 mm. With one sensor on each side of the
fracture, the measuring range can span up to 8 mm (see Fig. 3.17).
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Due to the importance of normal deformation in hydraulic behaviour of rock
fractures, the normal deformation was also measured using a pair of strain gauged
cantilever beam transducers used as a ‘backup’ system. The cantilever beam
transducer is made of a brass tip, flexible steel strip and a strain gauge as shown in
Fig. 3.21. The strain gauge is pasted at the bottom part of the steel strip as shown in
Fig. 3.21. The cantilever beams were mounted on the triaxial cell base. In testing, the
brass pin must touch the membrane of the sample.

Fig. 3.21 Experimental set-up for cantilever beam transducer calibration
The calibration of the cantilever transducers is similar to that of the optical laser
sensor and is shown in Fig. 3.21. The stainless steel cantilevers were firstly mounted
inside the cuboid and the silicone oil was poured into the cuboid to submerge the
cantilever beam transducers. Initially, the vernier tip was adjusted to just touch the
brass tip and the recorded value was set to zero at this instant. The vernier was then
adjusted to deform each cantilever beam using 0.5 mm intervals until 5.0 mm was
reached.
68

Fig. 3.22 shows the voltage variation due to the displacement change, revealing good
linearity between the displacement and the output voltage. The strain gauge
cantilevers were ready to be applied to monitor the normal deformation of fracture.
The best-fit line is given in solid line with R-square greater than 0.99. The best-fit
equations for each cantilever are given below:

V1  2345.15455  45.87636d

(3.12)

V2  2485.54  59.31333d

(3.13)

where subscripts 1 and 2 represents transducer 1 and 2, respectively. The voltage of
V and the gap d are in volts and mm, respectively.

Fig. 3.22 Calibration of the cantilever beam transducers in silicone oil
3.6.2.2 Axial deformation
The axial deformation is measured using LVDT. The LVDT is placed on the top of
the loading piston with the transducer tip touching the top platen of the triaxial cell.
Assuming that the position of the top platen during the test is constant, the axial
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displacement is then captured by LVDT. Since the piston moves with the sample
without any relative movement, the reading variation of the LVDT is equal to the
vertical displacement of the tested sample.
3.6.3

Pressure measurement

During the flow tests, the confining pressure, water pressure at inlet and outlet are
carefully monitored by individual pressure transducers and digitally recorded by the
Datalogger as illustrated in Fig. 3.14.
3.6.4 Water supply unit
In the water supply unit, the water was pressurised by compressed air from
compressed air cylinder, and then injected into the rock fracture. A multi-function
board was used to adjust and maintain stable water pressure in the test. To prevent
the air from dissolving into the pressurised water, a high-strength rubber bladder was
used inside the water vessel to separate water from compressed air. The detail of the
introduced water supply unit is schematically shown in Fig. 3.14. Compared to the
old water vessel, which was used by previous studies at the University of
Wollongong (Indraratna and Ranjith 2001), the new one can not only effectively
eliminate the problem of air dissolution in water, but also the size of new water
vessel is much bigger allowing greater flows associated with bigger apertures.
3.6.5 Data acquisition
Deformation sensors and pressure transducers are connected to Datalogger DT500 to
consecutively record the deformation and pressure at a frequency of one reading per
second. The recording time interval can be adjusted according to practical
requirement. Recorded data are stored into a memory card in ASCII form. After the
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flow becomes stable, the outflow water is collected and weighed against time with a
sensitive scale balance with a precision of ±0.01 g. The volumetric flow rate is used
as the basic characteristic parameter to study hydraulic characteristics and properties
of rock fractures. It is calculated using the weight of collected water divided by the
water density and time in Excel worksheet.
3. 7 Triaxial testing techniques

3.7.1 Sample preparation
Cylindrical rock samples of approximately 54 mm in diameter, i.e., sandstone,
granite and limestone, were cored from the rock blocks in the laboratory using a drill
rig. A diamond saw was used to trim cored sample to approximately 110 mm in
height. The two ends of the sample were polished to achieve smooth and parallel
ends with the lapping machine. Intact cylindrical rock samples were split into two
halves using different splitting techniques to obtain different fracture profiles. One
method of splitting the sample is similar to the indirect tensile strength test as shown
in Fig. 3.23; the other is to split the cylindrical sample using sharp wedges. In order
to get a wider range of fracture profiles, straight and sinusoidally-curved steel
wedges were fabricated in the workshop. The wedge was loaded by compressive
apparatus similar to Brazilian test for indirect tensile strength (Fig. 3.24).
The real splitting process with the sharp wedges is vividly shown in Fig. 3.25. A
holding gadget was designed to guide the movement of the splitting wedge and
prevent fractured sample falling onto the loading platform in case of sample damage.
The granite and limestone fractures with the fabricated steel wedges are shown in Fig.
3.26.
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Fig. 3.23 Schematic process of fracture propagation in the Brazilian tensile test

Fig. 3.24 Splitting process of intact cylindrical sample
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(a) Split loading

(b) Split sample

Fig. 3.25 Practical fracture splitting process

Fig. 3.26 Obtained granite and limestone fractures using the splitting wedge
3.7.2 Sample membrane
For the water flow through rock fractures conducted in the triaxial cell, the fractured
rock is enclosed tightly by the membrane for two purposes. One is to separate the test
sample from pressurised confining oil, similar to the conventional triaxial test; the
other is to prevent water from mixing with the oil. This is very important to the
hydraulic behaviour study of rock fractures as the pressure of confining oil is much
higher than that of flowing water.
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In triaxial tests, silicone, latex and polyurethane membranes are usually used.
Generally speaking, the material of the membrane must be of a certain strength to
prevent failure under the applied pressure. Also it should be flexible so that no extra
confinement is applied by the membrane. Silicone membrane is usually chosen for
low confining pressure, especially when testing soils, since the soil strength is
relatively low. Latex membrane can withstand higher confining stress than silicone
membrane. Among the membranes, polyurethane membrane is the strongest. For
triaxial test on rock, higher loading is usually applied to simulate the stress state at
great depth. In addition, the rock material is coarse, making the membrane “jacket”
easy to be punctured if the membrane is too weak. Hence, polyurethane membrane is
preferred in triaxial tests of rock mechanics. Sleeve membrane of different thickness
can be chosen to satisfy specific requirements of different triaxial tests, usually
ranging from 0.2 to 3.0 mm. Thin membrane can be easily punctured by the gradual
increase in confining stress, especially for coarse samples. Membrane puncture
results in test failure and thus delays. With the increase in membrane thickness, the
loading capability of the test can be improved. However, thick membrane could
provide large errors in lateral deformation measurement. In some cases, extra
confinement provided by stretching of the thick membrane needs to be considered.
Hence, the selection of suitable membrane becomes crucial in the triaxial test.
The membrane itself should be water-proof and should not react with chemicals
involved in the test. In the triaxial flow testing system used for this research,
confining pressure was applied using Dow Corning 200 silicone oil. There was no
chemical reaction between polyurethane membrane and the silicone oil.
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In this study, polyurethane membrane is preferred and was cast in the laboratory by
the author. The membrane was cast in a Perspex mould, which consists of an inner
and outer part of the mould cell, and the mould base as shown in 3.27. To suit the
rock sample, the interior diameter of membrane was designed as 53.5 mm, which
was slightly smaller than the diameter of the rock sample. The diameter of the core
was the same as the interior diameter of the membrane at 53.5 mm. The outer
diameter of the mould cell depends on the required membrane thickness. Prior to
casting, all surfaces of the mould were cleaned and pre-coated with silicone release
agent, for the purpose of easy removal of the membrane from the casting mould
without damage.

Fig. 3.27 Membrane casting moulds and membrane samples
Considering the flexibility, hardness and tear strength, polyurethane F-50 from Barns,
Australia, was chosen for membrane casting. Polyurethane F-50 includes two parts:
part A and part B. In casting, the part A and part B were firstly mixed by weight ratio
of 1:2. Quick stirring was essential to ensure even mixture in a short time. The
mixture was then placed into the vacuum chamber for approximately three minutes
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to remove entrapped air bubbles in the mixture (Fig. 3.28). This step is crucial for
successful casting, as the mixture is fairly dense and it is difficult to remove
entrapped air bubbles any other way. The mixture is then slowly injected into the
mould through a bottom hole using a plastic syringe as show in Fig. 3.29. After 24
hours, the sleeve membrane can be taken off from the mould. The membrane was
kept for three to five days at room temperature before usage so that the polyurethane
strength could reach its maximum. If any air bubbles are entrapped in the membrane
during casting, membrane failure can occur as the presence of air bubbles can largely
reduce the membrane integrity and overall strength during testing.

Fig. 3.28 Vacuum chamber used to remove entrapped air bubbles

Fig. 3.29 Injection of the polyurethane mixture into the membrane mould with plastic
syringe
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3.7.3 Calibration of membrane deformation
The membrane of 1.0 mm in thickness was used in the triaxial flow tests. To reduce
the influence of membrane deformation on the fracture deformation measurement,
the correction was carried out. The fracture aperture variation E is corrected by:

E  E0  Em

(3.14)

where E0 is the total normal deformation measured with the optical sensor, Em is
the deformation of membrane due to confining pressure and E is the corrected
aperture variation. The deformation of membrane under different confining stress
was measured by replacing the fractured rock by a steel cylindrical sample of the
same size (54 mm diameter). The deformation of the cylindrical steel sample under
the maximum confinement of 6 MPa is approximately 1.62 µm and can be assumed
to be zero. Therefore the membrane deformation measured by the optical sensors is
completely contributed by the polyurethane compression.
The steel cylinder was jacketed with the membrane and seated in the triaxial cell as
shown in Fig. 3.30. The enclosed steel cylinder was fixed to top and bottom sample
caps with hose clamps. The triaxial cell was manually filled with silicone oil and
connected to the hydraulic pump. During the test, the confining stress was applied to
the membrane at small increments from 0 to 6.0 MPa. The lateral deformation was
continuously monitored by optical sensors. The measured membrane deformation is
plotted in Fig. 3.31 as a function of applied confining stress.
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Membrane

Fig. 3.30 Schematic of membrane deformability test
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Fig. 3.31 Membrane deformation as a function of confining stress
Fig. 3.31 shows that the relation between the normal strain of the membrane and
confining stress is nonlinear. By regression fitting, the relation can be mathematically
expressed by:

 mem  0.0489 ln( conf )  0.2117

(3.15)
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where  mem is the normal strain of the casted membrane and  conf corresponds to
applied confining stress in units of kPa.
The total deformation of the membrane perpendicular to the fracture surface is
required so that fracture aperture variation can be corrected by Eq. (3.14). Fig. 3.32
describes the total deformation of membrane as a function of confining stress. By
regression analysis, the total deformation of membrane from two opposite sides can
be given by:

d mem  0.1963ln( conf )  0.8511

(3.16)

where d mem is the deformation of membrane in mm, and  conf is confining stress in
kPa. Substituting Eq. (3.16) into Eq. (3.14), fracture aperture change can be
calculated by:

  d g  0.1963ln( conf )  0.8511

(3.17)

where  is fracture aperture change in mm.
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Fig. 3.32 Total deformation of membrane as a function of confining stress
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3.7.4 Triaxial testing procedure
As part of this research, the water flow tests were conducted through axially
fractured rock samples in the triaxial cell with the coupling of normal confining
stress. A specific testing procedure is followed here. Prepared samples were
encapsulated with polyurethane membrane, and centralised on the bottom seating of
the triaxial cell. The top and bottom ends of the membrane were fixed to the top and
bottom caps of the specimen using hose clamps (Fig. 3.14). Two rubber O-ring seals
50 mm in diameter were placed between the membrane and clamps so that no
silicone oil leakage occurs. A copper spiral tube was used to connect the sample top
cap to the base to guide the water flow to the outlet. The triaxial cell was then
assembled and all the bolts were tightened. Subsequently, the two optical sensors for
the normal deformation measurement were mounted on the triaxial cell walls and the
silicone oil was manually poured into the cell to submerge the rock sample. The
overflow valve was kept open to expel any possibly entrapped air. After that, the
overflow valve was closed off and the triaxial cell was connected to the servocontrolled hydraulic pump to apply confining stress. Finally, all the measuring units
were connected to the computer.
At the start of the flow test, the silicone oil within the cell was pressurised to the
desired value. Water was then fed into the sandstone fracture via specially designed
plates of centrally located oval slots at the top and bottom of the rock sample, which
enabled water to flow through the whole fracture width without any blockage (Fig.
3.14).
It must be noted that, at the start of each flow test, confining silicone oil pressure was
applied prior to the circulation of pressurised water through the fracture to prevent
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opening of the fractured sample inside the triaxial cell. At any time during testing,
water pressure was always kept lower than the confining oil pressure.
3. 8 Flow capability of triaxial system

The used triaxial flow testing system was upgraded by the author from the previous
TPHP triaxial apparatus (Indraratna and Haque 1999; Indraratna and Haque 2000;
Indraratna and Ranjith 2001). The channels for water outflow in the top cap, and
water inflow and outflow at the triaxial cell base were made of the same size being 6
mm in diameter. To be consistent, the spiral copper tube inside the triaxial cell,
which is used to guide the water outflow from the top cap to the outlet of the triaxial
base, was also 6 mm in diameter. After upgrading, the capability of water flow
through the fittings with the new water supply unit was evaluated. A cylindrical steel
annulus of 54 mm in outside diameter and 50 mm in interior diameter was used in
place of fractured rock for evaluation (Fig. 3.33). The steel annulus was enclosed by
polyurethane membrane and fixed on the top and bottom platen with individual hose
clamps. In the test, the confining oil pressure was applied and maintained as 1.0 MPa.
The outlet was left open. Hence, the pressure transducer reading of the outlet was
approximately zero. The flow capability of the upgraded flow testing system was
assessed by increasing the water pressure to 226 kPa step by step.
Fig. 3.34 shows the flow rate as a function of applied pressure drop. It can be
observed that the flow rate can be up to approximately 6.5 ml/s when the water
pressure is low and equal to 20 kPa. The flow rate increased linearly with the water
pressure, approaching 52.5 ml/s at water pressure of 226 kPa.
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Fig. 3.33 Experimental set-up to test water flow capability

Fig. 3.34 Volumetric flow rate as a function of applied water pressure
3. 9 Laser scanner for roughness measurement

A non-contact three-dimensional laser scanner was employed to generate
topographic data of the surface roughness (Fig. 3.35), which utilises a slit laser beam
to scan the fracture. A Charge Coupled Device (CCD) camera, located at the top of
the instrument, is used to capture reflected light from the target object. Based on the
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laser beam light sectioning technology, 640×480 individual points can be obtained.
Using a triangulation light block method to determine distance information, the three
dimensional (3D) data of rock fracture surface are obtained. For different scan
purposes, three light-receiving lenses are available with focal distances of 8 mm, 14
mm and 25 mm, respectively. The scan range with these lenses can be up to 0.6 - 2.5
m. In this scanner, high-speed image processing chips are integrated for rapid
measurement. This makes the scan in 2.5 seconds and attains a precision of ±0.22mm
in the X, ±0.16mm in the Y and ±0.10mm in the Z direction. This method is far
superior over a conventional contact coordinate machine.

Fig. 3.35 Non-contact 3D laser scanner
The scan process can be controlled manually or by computer. The assembled
measurement system is shown in Fig. 3.36. A polygon editing software is preinstalled on the computer to assist the scanning. With this editing tool, multiple scans
from different angles of view can be conducted and merged into one to improve the
measurement precision. The generated rock fracture surface and the characterisation
of the fracture surface are presented in the following chapters.
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Fig. 3.36 Non-contact laser scanning system
3. 10 Microfluidic testing system

3.10.1 Testing set-up
A microfluidic testing system is used to investigate micro behaviour of water flow
through locally varied void space of rock fractures. The microfluidic flow testing
system consists of four main parts as illustrated in Fig. 3.37: (1) flow supply unit
including syringe and syringe pump, (2) microscope, (3) outflow collection unit and
(4) computer for digital imaging.
Using the fluorescence labelling method, the influence of void space on water flow
under different flow velocities was captured by microscope digital camera equipped
in a microscope (Olympus CKX41). To start the flow test, the fluorescent water
supplied from the syringe pump firstly enters the flow channel, then goes through the
flow channel and arrives at the outlet via two plastic tubes. The flow was conducted
by controlling the pump driving speed according to the standard size of the syringe.
It must be noted that the fluorescent particles with diameter over 4.0 μm are not
recommended for water flow behaviour study, as stratified flow between water and
fluorescent particles would occur inside the microfluidic channel. The diameter of
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water molecules is approximately 10 nm and the diameter of used fluorescent
particle for labelling is of a diameter of 1.0 ± 0.5 μm and 100 ± 10 nm.

Fig. 3.37 Microfluidic testing system
3.10.2 Flow channel fabrication
In the micro flow behaviour study, the fluorescent water is designed to flow through
glass-polydimethylsiloxane-glass (glass-PDMS-glass) channel. The successful
fabrication of microfluidic channel is the key step important in this type of flow test,
which contains four main steps in time sequence as shown in Fig. 3.38:
(1) PDMS layer coating;
(2) Channel patterning;
(3) Confined glass processing; and
(4) Bonding process.
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Fig. 3.38 Fabrication process of microfluidic flow channel
In channel fabrication, a PDMS layer was firstly coated on the bottom glass plate.
This layer serves as the transferring layer in the later stage of fabrication.
Subsequently, this PDMS layer was covered by Teflon and then another thin PDMS
layer was coated over the Teflon, which is used for flow structure fabrication and
also serves as the bonding medium at the bonding stage. The channel was patterned
in the coated thin PDMS layer with a CO2 laser cutter (Universal Laser Systems,
Model VLS3.50 of dimension of 609mm x 302mm). Before forming the flow path
channel pattern, the channel was designed with commercial software of AutoCAD
2010 and sent to the laser cutter. The PDMS layer was then patterned by the motion
of laser following the design. The glass processing step sequentially involves inlet
and outlet holes drilled with DREMEL 220, glass washed in acetone, rinsed in
distilled water and dried in nitrogen flow for cleaning purposes. Finally, the two
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halves of the flow channel were bonded together to finalise the channel fabrication as
shown in Fig. 3.38. The detailed fabrication process is described by Kockmann
(2006).
Five types of flow channel were fabricated to simulate micro behaviour of water flow
through rock fractures with spatially varied void space and are described in Chapter 5.
3. 11 Chapter summary

Physical and mechanical properties are very important for understanding the flow
process of fracture flow. In real engineering situations, the mechanical and hydraulic
behaviour of rock fractures have a mutual influence. In this chapter, physical and
mechanical characterization techniques for intact rock are briefly described,
including UCS, tensile strength and triaxial strength. Relevant properties of the rock
used for flow study were measured in the laboratory according to the ISRM
suggested methods.
The mechanical and hydraulic description such as JCS, wall stiffness, permeability,
conductivity and transmissivity are briefly addressed, while details obtained in the
specific flow study are evaluated in the correlated chapters.
The main components and specific testing techniques of the upgraded triaxial flow
testing system are introduced in detail. This modified system is based on previous
work of researchers’ at the University of Wollongong. The flow capability of the
upgraded instrument satisfied the requirements of high water flow rate in non-mated
rock fractures.
In this triaxial flow testing system, the normal fracture deformation was precisely
monitored by a pair of calibrated optical laser sensors. The calibration of the optical
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laser sensors shows that the optical fibre sensors can precisely measure normal
deformation of the fracture by limiting the distance between sensor tip and
measuring surface to no more than 4.0 mm. As a supplement, a pair of cantilever
beam transducers was used to measure normal deformation using the strain gauge.
The issue of air dissolving in the pressurised water was eliminated by introducing a
new water vessel with in-built high-strength bladder to separate compressed air and
water. The rock “jacket” was casted in the laboratory using Polyurethane F-50 and
the deformation of the membrane was calibrated with vernier. The flow capability of
upgraded triaxial flow testing system was assessed by replacing the fractured rock
with a cylindrical steel annulus of 52 mm in interior diameter.
A non-contact three-dimensional laser scanner was introduced to generate the
topography of rock fracture surface for roughness characterisation. The scanner can
perform one scan in 2.5 seconds, which makes it far superior over the conventional
contact coordinate machine.
A microfluidic flow testing system was introduced to study the influence of void
space on the water flow through locally-varied fracture channels. A digital camera
equipped in the microscope was used to capture the trajectory of the fluorescent
water. The flow channel was fabricated using the polydimethylsiloxane material and
confined by two parallel glass sheets. The fabrication method of the flow channel
was essential for the microfluidic flow tests and is described in detail in Chapter 5.
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4

THE COUPLING OF WATER FLOW THROUGH ROCK
FRACTURES WITH APPLIED NORMAL STRESS

4. 1 Introduction

Mechanical deformation of rock fractures has a great influence on the hydraulic
characteristics of fractured rock. Changes in confining stress can cause fracture
deformation. For example, increase in normal stress would result in smaller aperture
and make more asperities to be in contact, therefore the flow becomes more tortuous.
The flow characteristics are very sensitive to the aperture changes. The cubic law for
water flow in fractures states that the flow rate per unit pressure gradient is
proportional to the hydraulic aperture cubed.
The hydraulic behaviour of sandstone, granite and limestone fractures was
experimentally studied with the coupling of the normal stress. To simulate
mismatched rock fractures that are typically experienced in the field, non-mated rock
fractures were prepared to study the hydromechanical behaviour of water flow within
enlarged aperture. By changing the normal stress and keeping the water pressure
constant in the flow tests, the coupled mechanical and hydraulic responses of the
rock fractures were investigated.
4. 2 Sample preparation

Fine sandstone with permeability of approximately 0.27 milidarcy was used. The
permeability of rock matrix for granite and limestone is much lower than that of fine
sandstone being approximately 10-17 and 10-19 m2 respectively. The physical and
mechanical properties of used rock were measured in the laboratory according to
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ISRM suggested methods (Ulusay and Hudson 2007) and illustrated in Table 3.1 of
Chapter 3.
The rock fractures were obtained by splitting the cored cylindrical rock into two
halves using the two methods detailed in Chapter 3. A photo of a typical sandstone
fracture is shown in Fig. 4.1.

Fig. 4.1 Tensile sandstone fracture obtained in laboratory splitting
Mated and non-mated fractures are extensively used to study the coupled
hydromechanical behaviour of rock fractures. Mated fracture refers to the two halves
of the fracture fully matched, while the non-mated fracture refers to the two halves of
the fracture mismatched to some extent. In the non-mating process, the two halves of
the fracture were firstly displaced by 2 mm along the sample axis after splitting.
Then the extruding ends of the non-mated specimens were cut off and polished to be
smooth and parallel with the lapping machine. The preparation process for the nonmated sandstone fracture is schematically shown in Fig. 4.2. The geometrical
dimensions of the tested samples are summarised in Table 4.1.
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Fig. 4.2 Preparation process of non-mated fracture specimen
Table 4.1 Geometrical parameters of fractured rock
Specimen No. Specimen Height Fracture Width Mated type Rock type
1
2
3
4
5
6

(mm)

(mm)

97.23
102.12
95.42
105.79
105.10
102.97

53.70
53.95
53.98
54.03
54.05
54.56

mated
mated
non-mated
mated
mated
Mated

Sandstone
Sandstone
Sandstone
Granite
Granite
Limestone

4. 3 Results and discussion

The Reynolds number (Re), which is a measure of the ratio of inertial forces to the
viscous forces, is usually used to differentiate between flow patterns. The Reynolds
number is defined by:

Re 

V D

(4.1)



where V is the mean velocity of water flow, ρ is the water density, µ is the dynamic
viscosity of water and D is the characteristic dimension.
Macroscopically, the mean flow velocity is expressed by:
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V

Q
A

(4.2)

where Q is the flow rate, A is the flow area perpendicular to the flow direction and
equals the product of fracture width and hydraulic aperture, i.e. A  We . The
hydraulic aperture e is taken as the characteristic dimension to calculate the Reynolds
number.
Substituting Eq. (4.2) into Eq. (4.1), the Reynolds number can be rewritten as:

Re 

Q
w

(4.3)

For calculation of the Reynolds number, the triaxial flow tests are assumed to be
conducted at room temperature, i.e., isothermal environment. The water density is
taken as 1000 kg/m3 and the dynamic viscosity of the water 1.0×10-3 N·s/m2. Using
Eq. (4.3), the maximum Re measured for mated and non-mated specimens was less
than 14 and 107, respectively, which was much less than the critical value for
turbulent flow (Zimmerman and Bodvarsson 1996). Hence, the water flow can be
considered as laminar. Allowing for the small permeability of the fine sandstone,
granite and limestone, the rock matrix was deemed to be impermeable and the flow
was assumed to be through the fractures only.
According to the category of mated and non-mated fracture type, the experimental
data are discussed with respect to the following aspects:
(a) Flow rate versus confining stress; and
(b) Aperture change versus confining stress.
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4.3.1 Mated fractures
Fig. 4.3 shows the variation of the volumetric flow rate as a function of confining
stress for the two mated sandstone specimens. It can be seen that the flow rate
initially decreased sharply during the increase of confining stress (from 0.7 to 3.0
MPa), and approached a small value when the confining pressure reached 5.0 MPa.
This change in flow rate reflects the closure of the fracture aperture due to increased
normal confining stress.

Fig. 4.3 Volumetric flow rate as a function of confining stress for mated sandstone
fracture
Assuming that the cubic law is valid, the hydraulic aperture e can be calculated by:

12  Q
e
 dp
w
dx


 







1

3

(4.4)

where dp/dx is the pressure gradient and macroscopically equal to (pi-po)/L, in which
pi is the inlet pressure, po is the outlet pressure, and L is the length of the flow path.

The hydraulic aperture e and the closure of the mechanical aperture ∆E of mated
sandstone fractures are illustrated in Fig. 4.4 as a function of confining stress.
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Obviously, the hydraulic aperture e decreased with the increase in confining stress.
However, the decreasing rate of hydraulic aperture becomes smaller at higher
confining stress. The mechanical aperture closure, as shown in Fig. 4.4 (b), follows a
similar nonlinear trend with the hydraulic aperture. Comparison between the
variation of hydraulic aperture and the mechanical aperture shows that the closure of
mechanical aperture is much larger than that of equivalent hydraulic aperture. This is
due to the fracture wall roughness and contact areas as their presence make flow
resistance higher than that of a parallel planar plate channel. In this study, the
mechanical closure of sandstone fracture is approximately 10 times that of hydraulic
aperture.

(a)

(b)

Fig. 4.4 Hydraulic aperture and mechanical aperture closure as a function of
confining stress for mated sandstone fractures
The normal behaviour of rock fractures coupled with water flow is usually studied in
terms of effective confining stress, which is defined by:

 ne   n  p

(4.5)

where  ne is the effective confining normal stress,  n is applied confining stress and

p is the water pressure. The effective confining stress versus mechanical aperture
94

closure is plotted in Fig. 4.5. Bandis (1980) proposed an empirical normal closure
model using a hyperbolic function:

 ne 

E
a  b E

(4.6)

where a and b are constants. Fig. 4.5 shows that this hyperbolic normal closure
model works well to describe the nonlinear normal closure trend of sandstone
fracture.

Fig. 4.5 The normal closure of mated sandstone fractures
Fig. 4.6 illustrates the flow rate of two mated granite fractures as a function of
confining stress. For specimen 4, the flow rate decreases nonlinearly with the
confining stress and the decreasing rate becomes much smaller when confining stress
is higher than 3.0 MPa. However, the decreasing trend of specimen 5 seems different
from specimen 4. This is due to the relatively small initial flow rate compared to
specimen 4. The flow rate of limestone fracture against confining stress shown in Fig.
4.7 reveals a similar decreasing trend to the granite specimen 4. Comparison of
results presented in Figs. 4.6 and 4.7 to the results in Fig. 4.3 shows that the flow rate
of different rock fractures is of the similar nonlinear decreasing trend with the
increase in confining stress, irrespective of the rock type.
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Fig. 4.6 Volumetric flow rate as a function of confining stress for mated granite
fracture

Fig. 4.7 Volumetric flow rate as a function of confining stress for mated limestone
fracture
Using Eq. (4.4), the hydraulic aperture of granite and limestone fractures are
evaluated for each specific confinement condition and plotted in Fig. 4.8. Generally,
the hydraulic aperture e decreased nonlinearly and the decreasing rate gradually
diminished with the increase in confining stress, especially for granite specimen 4
and limestone specimen 6. This indicates that the flow rate within the fracture
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approaches residual value. For granite specimen 5, the decreasing trend of hydraulic
aperture seems different from the others. This may be caused by the small initial
aperture state. When replotted individually as shown in Fig. 4.8, the general
decreasing trend of hydraulic aperture is quite similar to specimens 4 and 5. The
specific difference of curves plotted in Fig. 4.8 may be caused by the normal
stiffness variation.

Fig. 4.8 Hydraulic aperture as a function of confining stress for granite and limestone
fractures
4.3.2 Non-mated fracture
Three tests were performed on the non-mated fracture specimen, and the change of
flow rate with the confining stress is shown in Fig. 4.9. Even though the same
specimen was used, three tests illustrated distinctly different flow rates under the
same confinement. This probably occurred, because each half of the specimen in
subsequent tests was placed slightly away from their original position when seated in
the triaxial cell at the start of the flow test. On the other hand, the results indicate that
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the flow characteristics are very sensitive to the fracture aperture. Despite the
difference of flow rate among the three tests, the change in flow rate versus the
confining stress is similar. Initially, the flow rate decreased sharply when the normal
confining stress increased from 0.7 to 1.0 MPa. Accompanying further increase in
confining stress towards 5 MPa, more gradual reduction of water flow rate was
experienced. When compared to the mated case discussed previously, the magnitude
of flow rate of the non-mated specimen is much higher. This is due to the enlarged
aperture by the non-mated process (riding over asperities along the flow direction).

Fig. 4.9 Volumetric flow rate as a function of confining stress for non-mated fracture
The hydraulic apertures for each test were calculated using the cubic law defined by
Eq. 4.4, and the results together with closure of the mechanical aperture are
presented in Fig. 4.10. It can be observed that the normal closures of the three tests
follow the same trend, even though the original matching state of the two fractured
halves was slightly different. The total normal closure ∆e and ∆E were equal to 0.03
mm and 0.26 mm, respectively, when the confining pressure increased from 0.7 to
5.0 MPa. Similarly to the variation trend of the flow rate, the decreasing rate of
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hydraulic aperture tends to be smaller with the increase in confining pressure from
0.7 to 5.0 MPa.

Fig. 4.10 Hydraulic aperture and mechanical aperture closure as a function of
confining stress
Comparison between the data presented in Fig. 4.10 and Fig. 4.4 shows that the total
amount of fracture closure in the non-mated specimen was slightly larger than that of
the mated specimens. This is probably due to the reduced contact area between the
non-mated fracture surfaces when compared to the mated situation. The contact areas
between the confined fracture surfaces were checked by painting the fracture surface
with permanent ink at the start of the flow tests (blue ink for two mated specimens
and brown ink for non-mated specimen as shown in Fig. 4.11). After the tests, the
contact area became white due to asperity damage by normal compaction. It can be
observed that, for mated specimen, numerous asperities in contact are evenly
distributed on the whole fracture surface. However, for non-mated fracture 3, the
number of contact asperities sharply reduced and contact areas became concentrated
and unevenly distributed along the fracture surfaces.
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(a) Mated specimen 1

(b) Non-mated specimen 3
Fig. 4.11 Contact patterns of mated and non-mated sandstone fractures
4. 4 Chapter summary

Rock fractures provide natural flow pathways for groundwater. This study
experimentally investigated hydraulic and mechanical behaviour of sandstone,
granite and limestone fractures by conducting triaxial water flow tests. It provides an
insight for understanding and predicting the water inflow into an underground
excavation.
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To study the hydraulic behaviour of the matched and mismatched rock fractures
which commonly exist in engineering fields, both mated and non-mated specimens
of fractured rock were used to perform triaxial tests with water flow under the
confining stress 0.7-5.0 MPa. Non-mated fractures were simulated by slightly
displacing the two fracture halves of the specimen along the flow direction. The
laboratory triaxial tests reported here indicate that the volumetric flow rate decreased
nonlinearly accompanying the increase of confining normal stress for both mated and
non-mated fractures. The decreasing rate of water flow tends to be smaller at higher
confining stress, indicating that a small residual value may exist at higher confining
stress. The magnitude of the mechanical aperture closure is much larger than that of
hydraulic aperture variation due to fracture surface roughness.
In spite of the same non-mated specimen being used for three tests, the flow rates
were different from each other as it was impossible to match the same position of the
two fracture halves at the start of each test. However, all the flow rates showed
similar decreasing flow rate trends with the increase in confining stress, resulting in
the plotted data being almost parallel to each other. Despite the difference in initial
fracture displacement, both the magnitude and trends of the mechanical aperture
closure are similar for the three non-mated flow tests. As expected, the flow rate and
total closure of mechanical aperture of non-mated specimen were higher than that of
mated specimens, because of the greater fracture aperture and reduced contact area
caused by the non-mating process.
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5

FLUID FLOW REGIME IN ROCK FRACTURES

5. 1 Introduction

Flow regimes macroscopically govern the flow process. Hence, the determination of
the flow regime is the most basic and significant issue in hydrodynamics and is also
the starting point of multiphase flow. Conventionally, it is assumed that the linear
Darcy’s law holds for laminar flow at low velocity. Taking the Reynolds number as a
measure, it is known that nonlinear flow occurs at relatively high flow velocity.
Initially, the nonlinear flow regime was attributed to turbulence, but subsequent
studies have shown that the flow velocity can sometimes be too low to incur
turbulence. Hassanizadeh and Gray (1987) suggested that not only microscopic
inertial forces, but also increased viscous forces may also trigger the nonlinear
deviation. Experimental and numerical investigations using Navier-Stokes equations
have shown that nonlinear deviation appears within the laminar flow pattern (Skjetna
and Auriault 1999).
In this chapter, the flow regime of water flow through rock fractures was extensively
studied. The linear and nonlinear flow characteristics were further discussed based
on flow data in rock fractures of a wider range of fracture profiles. For the first time,
Forchheimer’s nonlinear factor b describing water flow in non-mated fractures has
been quantified under variable confining stress. With the introduced microfluidic
flow testing system, the nonlinear flow deviation source was later identified for water
flow through locally varied channels at the micro scale.
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5. 2 Flow regimes in mated and non-mated rock fractures

The fluid flow behaviour in rock fractures was experimentally investigated at the
macroscopic scale considering the surface roughness and trying to improve the
understanding of fluid flow pattern in rock fractures. Water flow tests through mated
and non-mated tensile rock fractures were conducted in the triaxial cell under normal
stress levels from 0.5 to 3.0 MPa.
5.2.1 Theories relevant to governing equations
At the microscopic scale, incompressible Newtonian flow is governed by the wellknown Navier-Stokes equations:

 U

 U U   p   2U  F
 t




(5.1)

where ρ is the fluid density, U is the velocity vector of flow particle,  p is the
pressure gradient and F is the body force vector. The terms 

U
t

and U  U

represent force components caused by the rate of momentum change and convective
acceleration, respectively. These two terms together represent force from inertial
effect, while the term  2U represents viscous force. Although Navier-Stokes
equations describe the incompressible Newtonian flow very well, the convective
term U U renders the equations to be nonlinear and make them time-consuming
in numerical computation. For convenience of engineering design, macroscopic
empirical governing equations have been proposed.
Linear Darcy’s law has been used to describe the laminar flow at low velocity and
can be expressed by:
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p 


k0 A

Q

(5.2)

where k 0 is the permeability and A is the flow area.
Two equations have been used to describe the nonlinear flow phenomenon in
fractured porous media ignoring the transition process from linear to nonlinear flow.
Forchheimer (1901) used a zero-intercept quadratic equation to macroscopically
characterise the nonlinear flow process and can be given by:

p  aQ  bQ 2

(5.3)

where a and b are model coefficients, representing pressure drop components caused
by linear and nonlinear effects, respectively, in which a 


k0 A

. Eq. (5.3) can also be

written as:
p 


k0 A

Q 1  F0 

(5.4)

where Fo is the Forchheimer number, defined as F0 

k0bv



, in which v is the velocity

of flowing fluid. Eq. (5.4) indicates that the Forchheimer law can be seen as a
correction of Darcy’s law by adding a nonlinear term. It reduces to Darcy’s law when
the nonlinear effect is negligible, i. e., F0  0 .
Another form of macroscopic nonlinear flow equation is Izbash’s law described by
(Izbash 1931):

p  Q m

(5.5)

where  and m are empirical coefficients. Izbash’s law reduces to Darcy’s law when

m=1 for laminar flow at low velocity, and the condition where m=2 represents fully
turbulent flow. For nonlinear flow yet to approach a fully turbulent state, m falls in a
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range between 1 and 2 (Bordier and Zimmer 2000). Izbash’s law is empirically
developed but different from the Forchheimer equation, its theoretical background is
not established yet. Izbash’s law has been shown to be an excellent description for
nonlinear flow in porous media (Moutsopoulos et al. 2009). In this study, the
feasibility of Izbash’s law to describe nonlinear flow through rough rock fractures
was examined for the first time.
Reynolds number is used to distinguish the flow regime in rock fracture and
expressed by:

Re 

 ve


(5.6)

where ρ is fluid density and e is hydraulic aperture. With the relations Q  vA and
A  we , the Reynolds number can be rewritten as:

Re 

Q
w

(5.7)

where w is the fracture width.
5.2.2 Sample information
Three sandstone fractures numbered 1, 2 and 3 were used to conduct the triaxial
water flow tests. The preparation process and information of these three fractures can
be referred to Fig. 4.2 and Table 4.1 of Chapter 4.
The fracture topography is digitally regenerated using a non-contact 3D laser scanner
(VIVID 910) in fine scanning mode and is shown in Fig. 5.1. After scanning, the
entire fracture surface was equally divided into ten parts along the width, and nine
fracture profiles along the longitudinal direction were then extracted (Fig. 5.2).
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Representative surface profiles are shown in Fig. 5.3. By comparing and matching
with standard sets of typical profiles (Fig. 5.4), the JRC of specimens 1, 2 and 3 are
evaluated to be 8, 10 and 10, respectively.

(a) Mated specimen 1

(b) Mated specimen 2

(c) Non-mated specimen 3
Fig. 5.1 Digitised fracture surfaces used for water flow tests

Fig. 5.2 Profile extraction lines
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97.23 mm

(a) Mated specimen 1

102.12 mm

(b) Mated specimen 2

95.42 mm

(c) Non-mated specimen 3

Fig. 5.3 Representative profiles of fracture specimen at the 1Vertical/1Horizontal
scale

Fig. 5.4 Typical rock fracture profiles (Barton and Choubey 1977)
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5.2.3 Test results and discussion
Similar to the study presented in Chapter 4, the fine sandstone matrix is assumed to
be impervious. Water density was taken to be 1.0 103 kg/m3 and dynamic viscosity

1.0 103 N·s/m2 in the data analysis. The triaxial flow tests were conducted under
room temperature and assumed to be isothermal.
Fig. 5.5 shows the raw data of triaxial flow tests in terms of pressure gradient versus
Reynolds number and volumetric flow rate.

(a)

(b)

(c)
Fig. 5.5 Pressure gradient as a function of Re and Q under confining stress of 0.5, 1.0,
2.0 and 3.0 MPa: (a) mated sample 1, (b) mated sample 2, (c) non-mated sample 3
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Fig. 5.5 shows a good linearity for mated samples 1 and 2 with the Reynolds number
in the range of 0  Re  16 and 0  Re  8 , respectively. For non-mated fracture
(sample 3), the flow pattern in the lower Reynolds number range within 0  Re  32
was also linear. However, a nonlinear flow zone was observed for Reynolds number
larger than 32.
To further investigate macroscopic fluid flow patterns, the pressure gradient per unit
flow rate versus Reynolds number as well as confining stress (  3 ) was used to
analyse the experimental data and expressed by:

r

p
 p

Q  w Re

(5.8)

where Q is the total flow rate and r is denoted as flow resistance for convenience.
The pressure gradient p is equal to pressure drop divided by flow length
( p  ( pi  po ) / L ), in which pi and po is the fluid pressure at the inlet and outlet,
respectively. From Eq. (5.8), flow resistance r can be regarded as normalised
reciprocal of hydraulic conductivity when the flow follows the linear Darcy’s law.
The measured flow resistance r versus Reynolds number Re and volumetric flow rate

Q is plotted as a function of confining stress in Fig. 5.6. Figs. 5.6a and 5.6b show that,
for mated samples, the flow resistance initially decreases with the increase in
Reynolds number and reaches a stable state for Reynolds number larger than unity,
which can be summarised below:
(a)

Zone I. The decrease of flow resistance with Reynolds number

indicates that the maximum power n of the flow rate Q in the generalised
flow law p  f (Q ) is smaller than unity ( n  1 ). Zone I approximately
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covers the Reynolds number range of 0  Re  1 for sample 1, and

0  Re  0.5 for sample 2.
(b)

Zone II. The relatively stable state implies that the maximum power n

has approached unity ( n  1 ). Irrespectively of the confining pressure, the
flow resistance in Zone II seems to be independent of Reynolds number,
indicating constant flow resistance.
Due to rapid water flow at confining pressure of 0.5 MPa, the pre-linear flow phase
(n<1) appearing in Zone I could not be established for mated samples 1 and 2. This
was expected as a relatively large initial aperture is presented at low confining stress
that allows relatively quick water flow.
For non-mated sample 3 (Fig. 5.6c), flow resistance shows a similar trend to mated
samples for Reynolds number smaller than 32, and maintains a minimum in
Reynolds number range within 3  Re  32 . However, when Reynolds number is
larger than 32, the flow resistance r starts to increase again following an apparent
non-linear trend. Thus, three flow zones can be identified for non-mated fracture
sample and summarised below:
(a)

Zone I ( Re  3 ). The flow resistance drops sharply with Re implying

that the maximum power n of Q in Eq. (5.5) is smaller than unity ;
(b)

Zone II ( 3  Re  32 ). The flow resistance reduces to a minimum and

seems independent of Reynolds number, indicating that the flow follows
linear Darcy’s law, i.e. n=1.
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(c)

Zone III (Re>32). The increasing flow resistance with Re indicates

that the power index of Q in macroscopic flow law is greater than unity
( n  1 ).

(a)

(b)

(c)
Fig. 5.6 Flow resistance as a function of Re and Q under confining stresses of 0.5, 1.0,
2.0 and 3.0 MPa: (a) mated sample 1, (b) mated sample 2, (c) non-mated sample 3
Fig. 5.6 clearly shows that the increase in confining stress does not change the flow
resistance trend for both mated and non-mated samples. However, the magnitude of
flow resistance increases with confining stress for all cases. This is expected as the
increased confining pressure results in further fracture closure, thereby increasing the
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resistance to flow. It is worth noticing that the flow regime may change under high
confining stress as small apertures would greatly reduce the flow in practice.
The appearance of nonlinear deviation Zone III may be due to increased inertial
forces as the velocity increases. At this stage, the mechanism of nonlinear flow in
Zone I is not understood. The factors that may contribute to the non-linear behaviour
in Zone I may include: the entrance and exit effects of a very low flow which cannot
be eliminated in the laboratory tests, instrument errors, testing system errors. The
entrance and exit effects result in a smaller hydraulic conductivity. The pressure drop
by the entrance and exit effects may dominate the flow process at low Reynolds
number. In addition, the range of Reynolds number described by Zone I is quite low
and relatively short (Fig. 5.6). Hence, linear Darcy’s law can be taken as the
governing equation of fracture flow at low Reynolds number for real engineering
applications, i.e. constant conductivity.
In this linear Darcy’s flow Zone, the hydraulic aperture e under specific confining
stress was calculated assuming the validity of cubic law (Eq. (2.28)) and plotted in
Fig. 5.7. It can be seen that the hydraulic aperture of mated sample 2 is smaller than
that of mated sample 1. This supports the fact that sample 2 has a greater JRC than
that of sample 1, hence higher flow resistance. By contrast, the hydraulic aperture of
non-mated sample 3 is approximately twice that of the mated sample. Therefore, the
flow resistance of non-mated sample is expected to be much smaller than that of the
mated samples. This leads to the conclusion that the appearance of Zone III
(increasing r with Re) is attributed to enlarged aperture due to overriding fracture
surfaces, which allows quicker water flow under the same hydraulic pressure
gradient.
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Fig. 5.7 also shows that sample 1 and 2 has a similar trend in terms of the hydraulic
aperture closure but different from non-mated sample 3. This may occur because
both samples 1 and 2 belong to the mated-type and the contact patterns between two
confined fracture walls are almost the same. This reflects the similarity of
mechanical response, such as normal stiffness.

Fig. 5.7 Hydraulic aperture change as a function of confining normal stress
To check the nonlinear flow pattern in Zone III, the concept of apparent
transmissivity was used. Zimmerman et al. (2004) transformed Eqs. (5.3) and
transient regime equation to Eqs. (5.9) and (5.10) without loss of any information:

T0 Tap  1
Re
T0 Tap  1
Re



(5.9)

  Re

(5.10)

where T0 is true transmissivity and equals the transmissivity of flow following
Darcy’s law, Tap is the apparent transmissivity and is calculated by Tap  
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Q
p

,

 and  are nonlinear deviation factors. The experimental data are plotted in the
form of the ratio on the left hand side of Eqs. (5.9) and (5.10) against Reynolds
number in Fig. 5.8. Obviously, the ratio on the left-hand side of Eqs. (5.9) and (5.10)
approaches a constant and becomes independent of Reynolds number for Re>32.
Hence, it can be concluded that the quadratic form of Forchheimer Eq. (5.3) is
applicable to describe this nonlinear flow.

Fig. 5.8 Apparent transmissivity of water flow through non-mated sample 3
In summary, it can be seen that linear Darcy’s law holds for water flow through
mated rock fractures when flow velocities are low. For non-mated rock fracture,
nonlinear flow was observed under relatively high Reynolds number (Re>32).
Data analyses show that quadratic-termed Forchheimer equation describes this
nonlinear deviation very well. In addition, the increase in confining stress results in
fracture closure, thus increasing the flow resistance for both mated and non-mated
samples, but does not necessarily change the type of macroscopic flow pattern.
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5. 3 Linear and nonlinear flow characteristics

Flow regimes have been discussed in the last section. Here, the linear and nonlinear
flow characteristics are studied extensively using a wider range of fracture profiles.
5.3.1 Sample preparation
Fractures with a wider range of JRC are prepared for the triaxial flow tests. The
cored rock samples were split into halves using straight and sinusoidal curved
splitting wedges to achieve a wider range of fracture profiles. The split samples were
initially used to study the fluid flow through mated fractures, and then the two
fracture halves were displaced by 2 mm along the flow direction to study the
influence of enlarged aperture on flow patterns typically experienced in practice. For
mated fracture, numerous asperities of two confined fracture walls were in contact
and the contact asperities can be approximately considered as evenly-distributed over
the whole fracture surface; while for non-mated fractures, the number of contact
asperities was largely reduced due to relative movement of the two fracture surfaces,
and the distribution was fairly discrete. Four samples are numbered and their
geometrical dimensions listed in Table 5.1. Note that, in Table 5.1, diameter D
represents the diameter of cored cylindrical sample before splitting, and Df represents
the diameter of the whole fractured sample which was measured along the direction
perpendicular to the fracture surface under zero confining stress.
Based on scan data, the fracture surfaces of four samples were digitised and shown in
Fig. 5.9. Nine fracture profiles were obtained by dividing the fracture surface into
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nine equally spaced parts along the direction parallel to the flow. Peak asperity
height  was averaged over the nine profiles.
Table 5.1 Geometrical parameters and roughness of fractured samples
Sample

Diameter

Diameter of

Fracture

Fracture length

Peak

No.

of intact

fractured

width

L (mm)

asperity

core

rock

W (mm)

D (mm)

Df (mm)

1

54.32

54.69

54.31

104.81

101.05

1.43

5.5

2

54.47

54.55

54.20

106.21

102.40

1.84

7.0

3

54.45

54.61

54.30

106.85

103.31

2.46

9.2

4

54.34

54.61

54.21

106.29

102.55

4.08

15.4

mated

non-mated

JRC

height
a (mm)

(a) Sample 1

(b) Sample 2

(c) Sample 3

(d) Sample 4

Fig. 5.9 Digitised fracture surfaces of four samples
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The JRC was estimated according to Barton and de Quadros’s empirical equation
(1997) using the mean value of  and given by:
JRC  400



(5.11)

L

where L is fracture length and the measured  and estimated JRC values are as
listed in Table 5.1.
5.3.2 Test results and discussion
Linear and nonlinear flow characteristics of fracture flow were studied using both
raw and transformed experimental data. The water was assumed to be incompressible
and the flow tests were performed under isothermal conditions of room temperature
at approximately 15 °C. True transmissivity was calculated using T = k0 A and
Reynolds number was established using water density   1.0 103 kg/m3 and
dynamic viscosity   1.0 103 Pa·s.
Fig. 5.10 shows the relationship between the pressure gradient and volumetric flow
rate for water flow through four mated fractures subjected to confining stresses
ranging from 1.0 to 3.5 MPa. The dp/dx represents macroscopic pressure gradient
along the flow direction and equals pressure drop between inlet and outlet divided by
fracture length L. It can be seen that the pressure gradient is approximately linearly
proportional to the measured flow rate for all cases under changing confining stress.
The best-fit regression analyses were conducted on experimental data using the zerointercept linear function and shown as solid lines in Fig. 5.10. The quality of best-fit

R-square for each case is listed in Table 5.2. The tests indicate that the linear Darcy’s
law fits the experimental data well. Fig. 5.10 also indicates that the variation of
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confining stress does not change the linearity of the flow regime. However, with
increase of confining stress, the slope of the pressure gradient versus the flow rate
becomes steeper, indicating higher flow resistance. Hence, more flow energy is
required to achieve the same flow rate under higher confining stress. It is anticipated
that the increase in flow resistance is caused by fracture closure under high confining
stress.
It must be noted that in all mated fracture samples the flow velocity is very low. The
maximum measured flow rate was approximately 0.19 ml/s for a fluid pressure drop
of 600 kPa across the fracture (Fig. 5.10). The data indicate that the low-velocity
flow was caused by high flow resistance due to the small aperture and high tortuosity
of the flow path in the mated specimen, as the two fracture walls were closely
matched and therefore most areas of the fracture surface would have been in contact.
Similar experiments conducted by Ranjith and Darlington (2007) were data limited
using one mated granite fracture specimen only. Linear flow trend was not found in
their test which does not seem to agree with the study here. It appears that their flow
rates were much greater than those reported here; therefore their fracture geometry
may not be fully mated. The experiments reported here confirm the validity of
Darcy’s law for fracture flow in tightly mated specimens where low velocity flow is
experienced.
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Fig. 5.10 Pressure gradient as a function of experimentally measured flow rate and
linear Darcy’s law fit
To further investigate the change of flow characteristics caused by confining stress,
the true transmissivity To, which reflects both flow capability and geometric
characteristics of fracture, was calculated using Eq. (5.2) and listed in Table 5.2. It
indicates that the transmissivity is very small ranging from 0.104×10-17 to 3.109×1017

m4.
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Table 5.2 Summary of linear Darcy’s fit of experimental flow data for mated fracture
samples
Confining
Sample Hydraulic Mechanical Transmissivity Coefficient of
determination

stress

To (m4x10-17)

R2

σ3 (MPa)

36.34

3.096

0.99685

1.0

11.07

28.02

0.611

0.99774

1.5

1

9.44

25.88

0.380

0.99470

2.0

1

8.15

24.05

0.234

0.97983

2.5

1

6.94

22.19

0.151

0.99951

3.0

1

6.14

20.87

0.104

0.99849

3.5

2

17.67

47.86

2.650

0.99885

1.0

2

16.06

45.63

1.890

0.99104

1.5

2

14.45

43.28

1.389

0.99543

2.0

2

13.59

41.97

1.125

0.99371

2.5

2

12.3

39.93

0.864

0.98280

3.0

2

11.34

38.34

0.648

0.99561

3.5

3

18.95

69.75

3.109

0.99716

1.0

3

16.66

65.40

2.082

0.99693

1.5

3

15.01

62.08

1.526

0.99747

2.0

3

13.24

58.30

1.059

0.99772

2.5

3

12.05

55.62

0.795

0.99773

3.0

3

10.84

52.75

0.577

0.99682

3.5

4

16.58

124.22

2.290

0.99587

1.0

4

14.81

117.40

1.508

0.99844

1.5

4

13.74

113.08

1.150

0.99348

2.0

4

12.93

109.70

0.956

0.99129

2.5

4

11.89

105.20

0.772

0.99299

3.0

4

11.21

102.14

0.596

0.96536

3.5

aperture

aperture

e (μm)

E (μm)

1

18.61

1

No.

From Fig. 5.11a, we can see that the transmissivity decreases hyperbolically with the
increase of normal confining stress. The rate of decrease tends to be large for lower
confining stress starting at 1.0 MPa, but reduces for higher confining stress. This
120

trend is consistent with normal deformation mechanism of interlocked rock fracture
described by Bandis et al. (1983). The initial decreasing trend of transmissivity of
sample 1 seems different from the other three samples (Fig. 5.11a) within the range
of confining stress between 1.0 MPa to 1.5 MPa. This may be due to small relative
movement between two halves of the fracture when initially placed in the triaxial cell.

(a)

(b)

(c)
Fig. 5.11 Flow characteristic and mechanical aperture variation of mated fracture
samples with the increase of confining stress from 1.0 to 3.5 MPa: (a) variation of
transmissivity, (b) deformation of hydraulic aperture, and (c) deformation of
mechanical aperture
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Based on the cubic law, the equivalent hydraulic aperture e for each flow case was
calculated by equalising rock fracture consisting of parallel plates, and the
mechanical aperture E was estimated using an empirical equation proposed by
Barton et al. (1985):

e = E2/JRC2.5

(5.12)

where the hydraulic aperture e and mechanical aperture E are in microns. The
calculated hydraulic and mechanical apertures are listed in Table 5.2. Comparing the
peak asperity height of each fracture surface listed in Table 5.1, it can be seen that,
for mated fracture specimens, the magnitude of peak asperity height is approximately
100 times larger than that of the hydraulic aperture. The deformations of the aperture

e and E in terms of different confining stresses are plotted in Fig. 5.11b and 5.11c,
respectively.
For non-mated fracture flow, the graphs show that doubling the water pressure does
not produce double flow rate, indicating a nonlinear relationship between pressure
gradient and volumetric flow rate (Fig. 5.12). Hence, it is inappropriate to use linear
Darcy’s law to describe this flow process as discussed in the previous subsection.
The regression line using the best-fit analysis of data shows that the Forchheimer Eq.
(5.3) fits the flow data very well. Based on the Forchheimer equation (5.3), the
regression coefficients a and b for all tests were calculated and are presented in Table
5.3. It shows that both coefficients a and b increase with confining stress. The
increase of the coefficient a value is due to fracture closure induced by confining
stress.
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Fig. 5.12 Regression analysis of pressure gradient as a function of measured flow
rate using Forchheimer equation
The data presented in Table 5.3 also reveal that, for each fracture, the coefficient b
value increases with the decrease in true transmissivity. Hence, with the same flow
rate, the pressure drop contributed by the nonlinear term of Forchheimer equation
(bQ2) increases with the decrease in transmissivity. The effects of confining stress on
linear coefficient a and nonlinear coefficient b were examined. Fig. 5.13 shows the
linear and nonlinear coefficients as a function of confining stress. It can be found that
the linear coefficient a increases with the confining stress; for nonlinear coefficient b,
it increases with the confining stress, however, the rate of its increase steadily
diminishes.
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Table 5.3 Summary of fit parameters of quadratic Forchheimer equaiton for flow in
non-mated rock fractures
Sample

Coefficient
-4

Coefficient
2

-7

Transmissivity
4

-14

Confining

determination

stress

R2

σ3 (MPa)

a (Pa·s·m

b (Pa·s ·m

x1012)

x1018)

1

0.0120

0.00670

8.334

0.99680

1.0

1

0.0127

0.00920

7.831

0.96721

1.5

1

0.0128

0.01100

7.813

0.99565

2.0

1

0.0181

0.01120

5.537

0.98788

2.5

1

0.0251

0.01130

3.984

0.99705

3.0

1

0.0273

0.01140

3.662

0.99444

3.5

2

0.0228

0.00347

4.392

0.98402

1.0

2

0.0252

0.00392

3.965

0.98052

1.5

2

0.0301

0.00393

3.326

0.97374

2.0

2

0.0346

0.00395

2.886

0.99209

2.5

2

0.0347

0.00441

2.882

0.99722

3.0

2

0.0350

0.00449

2.856

0.99876

3.5

3

0.0428

0.00341

2.338

0.99935

1.0

3

0.0431

0.00414

2.320

0.99555

1.5

3

0.0439

0.00434

2.276

0.99106

2.0

3

0.0452

0.00452

2.214

0.99423

2.5

3

0.0468

0.00479

2.138

0.99451

3.0

3

0.0503

0.00489

1.986

0.97967

3.5

4

0.0235

0.00626

4.246

0.99244

1.0

4

0.0236

0.00812

4.237

0.98403

1.5

4

0.0281

0.00900

3.560

0.97812

2.0

4

0.0294

0.00950

3.405

0.99383

2.5

4

0.0299

0.00978

3.348

0.96854

3.0

4

0.0438

0.01000

2.286

0.98032

3.5

No.

To (m x10 )

Coefficient of

Note: The units for dp/dx and Q are in MPa/m and ml/s respectively, when
performing best-fit regressions.

124

(a)

(b)

Fig. 5.13 Variation of linear and nonlinear factor a and b with the increase of
confining stress
For fluid flow through fractured and porous media, apparent transmissivity has been
used to estimate the nonlinear flow regime. By analogy with linear Darcy’s law, the
apparent transmissivity Ta is defined by:

p 


Ta

(5.13)

Q

If nonlinear deviation (bQ2) is insignificant and can be neglected, Ta would be equal
to the true transmissivity T0 of Darcy’s law. Using Eq. (5.13), apparent
transmissivities were calculated from raw experimental data and plotted as a function
of Reynolds number in Fig. 5.14. Clearly, apparent transmissivity is not constant and
follows a decreasing trend with increase of Reynolds number. This indicates that the
apparent transmissivity is a function of Reynolds number, further confirming the
presence of nonlinear deviation.
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Fig. 5.14 Apparent transmissivity as a function of Reynolds number for all nonmated fracture flow under confining stresses from 1.0 MPa to 3.5 MPa
For a fixed flow channel, it has been known that the effect of nonlinear deviation
becomes more significant under higher flow velocity. To quantitatively estimate the
nonlinear flow effect in fluid flow through rock fractures, a factor E is introduced to
estimate the nonlinear flow effect (Zeng and Grigg 2006), which is defined as:

E

bQ 2
P

(5.14)

Eq. (5.14) indicates that E is the ratio of pressure gradient dissipated by the nonlinear
effect and the total pressure gradient.
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Substituting Eq. (5.3) into Eq. (5.14) yields:

E

bQ 2
aQ  bQ 2

(5.15)

Using the regression coefficients a and b listed in Table 5.3, the factor E was
calculated and plotted in terms of Reynolds number and flow rate as shown in Fig.
5.15.

Fig. 5.15 Factor E versus the Reynolds number and volumetric flow rate
For engineering purposes, the nonlinear effect can be assumed to be appreciable and
cannot be neglected if 10% of the total pressure drop is attributed to the nonlinear
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term (bQ2), i. e., E = 0.1 (Zimmerman et al. 2004; Zeng and Grigg 2006). A critical
Reynolds number to define the start of significant nonlinear flow can then be
determined for a specific flow case. Fig. 5.15 indicates that the critical Reynolds
number for non-mated fracture samples 1, 2, 3 and 4 falls within a range of 3.5-4.5,
13.1-17.6, 19.3-24.8 and 6.3-8.6, respectively, under changing confining stress from
1.0 MPa to 3.5 MPa. It can be seen that the critical Reynolds number for significant
nonlinear effect is not necessarily around ten. In petroleum extraction, where
nonlinear flow situations commonly occur, the critical Reynolds number for
significant inertial effect r needs to be evaluated for specific flow cases and the factor

E may be a good option.
Previous analyses have shown that the Forchheimer Eq. (5.3) fits the nonlinear
experimental flow data very well and can be successfully used for nonlinear flow
description. Here, the feasibility of Izbash’s law expressed by Eq. (5.5) for nonlinear
fracture flow was investigated by conducting best-fit regression analysis. The
regression parameters are summarised in Table 5.4. In Fig. 5.16, the scatter points
represent experimental data of flow tests and the solid lines represent regression
equations in the form of Izbash’s law. Referring to the Quality of regression R-

square summarized in Table 5.4, it can be seen that Izbash’s law can provide an
excellent description for nonlinear fracture flow as well.
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Table 5.4 Summary of fit parameters of Izbash’s law for flow in non-mated rock
fractures
Sample

Coefficient

Coefficient

Coefficient of

Confining

No.

λ

m

determination

stress

R2

σ3 (MPa)

1

0.01295

1.81491

0.99769

1.0

1

0.01305

1.90694

0.96605

1.5

1

0.01337

1.95483

0.99630

2.0

1

0.01358

1.96815

0.98561

2.5

1

0.01395

1.97074

0.99182

3.0

1

0.01400

1.97273

0.99200

3.5

2

0.00795

1.81547

0.98237

1.0

2

0.00875

1.81605

0.97688

1.5

2

0.00915

1.81825

0.97090

2.0

2

0.00935

1.82315

0.98983

2.5

2

0.00952

1.83104

0.98828

3.0

2

0.00983

1.83952

0.99612

3.5

3

0.01534

1.66173

0.99956

1.0

3

0.01601

1.68464

0.99781

1.5

3

0.01688

1.68549

0.99131

2.0

3

0.01792

1.68613

0.99508

2.5

3

0.01939

1.68952

0.98306

3.0

3

0.01958

1.69195

0.99243

3.5

4

0.01207

1.84009

0.99282

1.0

4

0.01243

1.89948

0.98539

1.5

4

0.01357

1.92161

0.98232

2.0

4

0.01488

1.92231

0.96012

2.5

4

0.01557

1.92398

0.98497

3.0

4

0.01601

1.92931

0.99609

3.5

Note: The units for dp/dx and Q are in MPa/m and ml/s respectively, when
performing best-fit regressions.
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Fig. 5.16 Izbash’s law describing nonlinear fracture flow
The performance of the Forchheimer equation and Izbash’s law to describe nonlinear
flow were compared in terms of R-square in Fig. 5.17. It shows that the Forchheimer
equation and Izbash’s law are of similar capability to describe nonlinear flow
deviation in rough rock fractures. However, as Moutsopoulos et al. (2009) stated: “it
is generally accepted that the two coefficients of Izbash’s law are velocity dependent,
but this dependency is still under investigation.” Hence, further study is needed for
the applicability of Izbash’s law on nonlinear fracture flow.
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Fig. 5.17 R-square value of data regression analysis using Forchheimer equation and
Izbash's law
5. 4 Nonlinear source identification

With the increase of flow velocity, nonlinear deviation occurs from the linear
Darcy’s law. The nonlinear governing equations, either Forchheimer Eq. (5.3) or
Izbash’s law expressed by Eq. (5.5), indicate that more pressure loss would be
dissipated to overcome all the flow resistance in a nonlinear flow situation. To
examine the real micro behaviour of fluid flow through rock fractures, a fluorescence
labelling method was used to capture detailed water flow trajectory when it passes
through spatially-varied channels based on advanced fabrication technology of
microfluidic channel (Whitesides 2006; Plecis and Chen 2007).
The flow tests were conducted using the microfluidic flow testing system, which
consists of (1) flow supply unit including syringe and syringe pump, (2) microscope
(Olympus CKX41), (3) outflow collection unit, and (4) computer for digital imaging.
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The details of this flow system are introduced in Chapter 3. The flow tests were
conducted under room temperature and assumed to be isothermal.
5.4.1 The influence of the void shape
With the advanced microfluidic channel fabrication technology, four different flow
channels were designed to simulate micro behaviour of water flow over non-planar
walls of different shapes of void. The fabricated microfluidic channels are illustrated
in Fig. 5.18. The width of the straight part of the micro-channel was 50 µm, which
was measured along the direction parallel to the plane of the glass; and the aperture
of the channel was 70 µm, i. e., the thickness of PDMS layer for channel fabrication
or the vertical distance of two confined glass plates. Other geometrical dimensions of
flow channel are schematically shown in Fig. 5.18.

Fig. 5.18 Schematics of flow channels and their geometrical dimensions
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Fig. 5.19 shows the trajectory change of the fluorescent water under different inflow
velocities when it passed over the locality of a semicircular cavity. At the low flow
velocities of 50 µl/min and 100 µl/min, the flow trajectory deviated towards the
interior of the cavity due to channel boundary variation. With the increase in flow
velocity from 50 to 300 µl/min, the degree of this flow trajectory deviation reduced.
With further increase in flow velocity up to 600 µl/min, the trajectory deviation for
flow near the straight parallel channel almost disappeared. Accompanying the
reduction of trajectory deviation near the straight parallel channel, a small eddy was
formed inside the semicircular void. The size of the eddy increased with the flow
velocity, and finally it occupied the whole semicircular area. At the same time, the
intensity of the eddy increased along with its size enlargement.

V=50 μl/min

V=100 μl/min

V=200 μl/min

V=300 μl/min

V=400 μl/min

V=500 μl/min

V=600 μl/min

Fig. 5.19 Micro flow pattern evolution of water passing over semicircular void with
an opening size of 900 μm under different flow velocities

133

From Fig. 5.19, another phenomenon that can be observed is that, with the increase
in flow velocity, the initial reduction of flow trajectory starts at the corner near the
void entrance (right-hand side), and the small eddy also initiates at this corner.
The trajectory of the fluorescent water under different inflow velocities when passing
through the locality of triangular void is shown in Fig. 5.20. It clearly shows a
similar variation trend of flow trajectory under different flow velocities to the flow
case of semicircular cavity (Fig. 5.20) while flow velocity increased from 50 to 600
µl/min. It is noted that in Fig. 5.20, the initiation of the eddy from the right corner of
the void entrance is not captured. The reasons, whether it is related to the shape of
the void or it is due to the experimental problem, are not yet clear at this stage.

V=50 μl/min

V=100 μl/min

V=200 μl/min

V=300 μl/min

V=400 μl/min

V=500 μl/min

V=600 μl/min

Fig. 5.20 Micro flow pattern evolution of water passing over triangular void with an
opening size of 900 μm under different flow velocities
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The change in flow trajectory under different flow velocities reflects the evolution of
microscopic viscous and inertial forces as the flow velocity increased from 50 to 600
µl/min. At low flow velocity, the flow trajectory of fluorescent water was greatly
dragged to the interior of the cavity due to microscopic viscous forces when water
passes over the semicircular or triangular cavity. The microscopic inertial forces of
the flowing water tend to increase along with the flow velocity. This is why the
trajectory deviation of the water near the straight parallel channel gradually reduces.
When the flow velocity of the water increases over a certain value, the microscopic
inertial forces dominate the flow process and the water motion near the straight
parallel channel is not influenced by the void anymore and the streamline of the
water flow (trajectory) becomes straight and completely parallel to the channel. The
formation of eddy inside the cavity is due to inertial drag by the water flow. Inertial
forces of water flow caused the formation of an adverse pressure gradient inside the
void and hence the eddy.
Figs. 5.19 and 5.20 clearly show that there was no water exchange between eddy and
the flow area near the straight parallel channel zone. The eddy formed inside the
cavity is denoted as the dead flow zone, as it has no contribution to the total flow
flux, while the total flow flux is only contributed by the flow near the straight
parallel channel and is therefore denoted as the active flow zone here. To keep the
running of the eddy inside the void, extra flow energy would be dissipated. With the
increase in flow velocity, more flow energy would be required for the eddy as its size
and intensity would increase. Hence, the running of the eddy inside the void would
cause pressure loss, but this amount of pressure loss has no contribution to the total
flow flux. It could contribute to the nonlinear flow deviation occurrence of fluid flow
in rock fractures from linear Darcy’s law.
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Figs. 5.21 and 5.22 illustrate the trajectory change of fluorescent water when it
passes over rectangular and pentagonal voids of an opening size of 450 μm under
different flow velocities, respectively. It can be seen that, similarly to the tests of
semicircular and triangular, the active flow zone reduces with the increase in flow
velocity and tends to be straight near the straight channel area. The lessening of the
active flow zone initiates from the near corner of the void entrance. With the increase
in flow velocity, the eddy grows and finally occupies the whole cavity area. However,
by comparing the flow trajectory of water passing over the void of opening size 450
μm (Figs. 5.21 and 5.22) to the flow cases of opening size 900 μm (Figs. 5.19 and
5.20), it can be seen that eddy initiates at lower flow velocities for the cavity with
smaller opening size. For the flow cases with semicircular and triangular cavities, the
eddy firstly appeared at the flow velocity of 400 μl/min; while for the flow cases
with rectangular and pentagonal cavities, the eddy firstly appeared at the flow
velocity of 300 μl/min and the size of the eddy is also larger than that of flow case of
longer opening size.
V=50 μl/min

V=200 μl/min

V=100 μl/min

V=300 μl/min

V=400 μl/min

Fig. 5.21 Micro flow pattern evolution of water flow passing over rectangular cavity
with an opening size of 450 μm under different flow velocities
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V=50 μl/min

V=200 μl/min

V=100 μl/min

V=300 μl/min

V=400 μl/min

Fig. 5.22 Micro flow pattern evolution of water flow passing over pentagonal cavity
with an opening size of 450 μm under different flow velocities
5.4.2 The influence of void opening size
To study the influence of opening size of void space on the trajectory of water flow
through void area, a flow channel with rectangular void of four different opening
sizes was fabricated and shown in Fig. 5.23.

Fig. 5.23 Microfluidic flow channel with rectangular void of different opening
dimensions
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The flow trajectory evolution due to different flow velocities when water passes
through a channel with rectangular voids is shown in Fig. 5.24.

Fig. 5.24 Flow trajectory when water passes through channel with rectangular voids
under different flow velocities
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In Fig. 5.24, the photos are numbered as ai, bi, ci and di, where a, b, c and d denote the
size of the cavity opening and is equal to 150, 300, 450 and 600 µm, respectively; the
subscript i represents the flow velocity value.
From Fig. 5.24, it can be seen that the deviation of flow trajectory near the straight
parallel channel reduced with the increase in flow velocity with tendency being
parallel to the straight channel. This is similar to the tests of the pentagonal cavity
(Fig. 5.22). Accompanying this reduction of flow trajectory, an eddy appeared inside
the void. The size of the eddy increased with the flow velocity, and finally it
occupied the whole area of the void. Along with the eddy enlargement, its intensity
also increased. Fig. 5.24 also reveals that the reduction of flow trajectory starts from
the corner near the void entrance (right-hand side).
From the flow test of rectangular void with an opening size of 600 µm, another
phenomenon was observed showing that the small eddy initially appeared at the
same corner near the void entrance. With continual increase in flow velocity, its size
and intensity gradually grew to occupy the whole void area. For other sizes of
opening rectangular cavity, the initiation of the eddy at the corner near the void
entrance was not captured. This may be due to the small cavity size.
The evolution of flow trajectory due to different flow velocities reflects the dynamic
variation of microscopic viscous and inertial forces of fluid flow. At low flow
velocity, the fluorescent water was greatly dragged to the interior of cavity by
microscopic viscous forces when it passed over the void cavity. The microscopic
inertial forces of the flowing water increased with the flow velocity. This may be the
reason why the trajectory deviation of the water near the straight parallel channel
gradually reduced. When the flow velocity of water increases over a certain value,
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the microscopic inertial forces dominate the flow process. The water motion near the
straight parallel channel does not appear to be influenced by the void any more and
the streamline of the water flow (trajectory) becomes straight and almost parallel to
the channel. The formation of eddy inside the cavity is due to inertial drag by the
water flow. Inertial forces of water flow in the straight channel zone may cause an
adverse pressure gradient inside the void cavity and hence drive the eddy to occur.
The microfluidic flow tests show that the deviation of flow trajectory due to channel
change by cavity diminishes with the increase in flow velocity. Driven by inertial
flow forces within the straight channel, a dead flow zone is formed inside the void
cavity at high flow velocity. Experiments show that there is no flow exchange
between the dead flow zone and the flow in a straight parallel channel. The dynamic
evolution of the flow trajectory in the active flow zone and the formation of eddy in
the dead flow zone reflect the change of microscopic viscous and inertial forces.
5. 5 Chapter summary

The flow regime of water flow through rock fractures was experimentally studied at
both the macroscopic and microscopic scales. Linear and nonlinear flow
characteristics of rock fractures are extensively discussed. For the first time, Izbash’s
law was introduced to describe the nonlinear flow in rock fractures. Also, for the first
time, advanced microfluidic technology was introduced to examine the variation of
microscopic viscous and inertial effects due to different flow velocities. The reason
for deviation of nonlinear flow from linear Darcy’s law was identified by conducting
microfluidic flow tests.
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Triaxial flow tests on mated and non-mated rock fractures indicate that linear
Darcy’s law holds for water flow through mated rock fractures where flow velocities
are low. For non-mated rock fracture, nonlinear flow was observed at relatively high
Reynolds number. Flow regime tests show that quadratic-termed Forchheimer
equation describes the nonlinear deviation very well. In addition, the increase in
confining stress affects fracture closure, thus increasing the flow resistance for both
mated and non-mated samples, but does not necessarily change the type of
macroscopic flow pattern.
In the linear and nonlinear flow characteristic study, water flow tests through mated
and non-mated sandstone fractures were conducted in a triaxial cell under changing
confining stress from 1.0 MPa to 3.5 MPa. For water flow through mated fractures,
the change of confining stress does not change the linear flow pattern. However, the
slope of pressure gradient in terms of flow rate becomes steeper due to normal
fracture closure under increasing confining stress. The water flow data through nonmated fracture show that apparent transmissivity is not constant and follows a
decreasing trend with the increase of Reynolds number due to nonlinear flow
deviation. The experimental flow data indicate that at the same flow rate the
nonlinear effect becomes more pronounced for rock fractures of smaller true
transmissivity. The effect of confining stress on the nonlinear deviation
characteristics in non-mated specimens was investigated and reported here. The
confining stress has a significant effect on the Forchheimer’s nonlinear coefficient b
where its rate of increase gradually reduces with increase of confining stress.
Assuming that the flow can be described by linear Darcy’s law when the pressure
loss due to nonlinear term bQ2 to the total pressure loss is less than 10%, the critical
Reynolds number was estimated using a factor E. This method is confirmed to be
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effective in determining critical Reynolds numbers for significant nonlinear flow
through rock fractures in specific flow cases.
The experimental data from the nonlinear flow study also shows that Izbash’s law
can also offer an excellent description for this nonlinear flow. However, further work
is needed to study the dependency of the two coefficients of Izbash’s law on flow
velocity.
The nonlinear flow source was identified by carrying out the microfluidic flow tests.
The flow trajectory of water through locally varied channel was captured by the
fluorescent particle at the micro scale. The results of microfluidic flow tests show
that the deviation of flow trajectory due to channel change by cavity diminishes with
the increase in flow velocity. Driven by inertial flow forces within the straight
channel, a dead flow zone is formed inside the void cavity at high flow velocity.
Experiments show that there is no flow exchange between the dead flow zone and
the flow in straight parallel channel. The dynamic evolution of the flow trajectory in
the active flow zone and the formation of eddy in the dead flow zone reflect the
change of microscopic viscous and inertial forces. The appearance of eddy in the
void may incur the nonlinear flow, as the running of the eddy consumes the flow
energy, but does not have any contribution to the total flow rate. Suggested further
work could involve analytical/numerical investigation to study the difference
between the frictional resistance generated within the cavity wall and the straight
channel wall. Such study could describe the flow resistance behaviour of irregular
rock fractures where voids are commonly present.
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6

PRESSURE HEAD LOSS MECHANISM OF WATER FLOW
THROUGH ROCK FRACTURES

6. 1 Introduction

When water flows through the rock fractures, flow energy is dissipated to overcome
the flow resistance. For water flow through smooth pipe, the flow resistance mainly
comes from the liquid-solid interaction and is given by:

f 

8 w
V 2

(6.1)

where f is the so-called Darcy friction factor,  w is the shear stress due to the liquid
and pipe wall interaction during the flow, ρ is the density of flow medium and V is
the flow velocity. Eq. (6.1) is proposed based on dimensional analysis (White 2004).
The friction factor for smooth and rough pipe has been extensively studied and
established, especially the well-known Moody pipe friction factor (Moody and
Princeton 1944).
In a similar manner to the pipe flow, the pressure head loss of water flow through
rock fractures was studied using the so-called friction factor. The fracture surface and
tortuosity were considered when conducting water flow tests through tensile
sandstone fractures with JRC ranging from 5.5 to 15.4. The effect of fracture
aperture change on friction factor was investigated by performing the tests under
changing normal stresses from 0.5 to 3.5 MPa. Using the experimental results, the
friction factor of fluid flow through rock fractures of different roughness was
formulated by the author as a function of Reynolds number and relative roughness of
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fracture surface. The discrepancies among the proposed predictor, parallel-plate
model and Nazridoust et al.’s (2006) model were analysed by conducting parametric
sensitivity analysis.

6. 2 Formulation

The pressure head loss due to flow resistance can be calculated using the principles
of momentum conservation, expressed by the well-known Navier-Stokes equation.
The pressure head loss described by Eq. (5.1) is a variable of interest in
computational fluid dynamics. For one-dimensional laminar flow through parallel
plates with parabolic velocity profile along the z-axis (Fig. 6.1), the friction factor f
can be derived using the principles of momentum conservation with no-slip boundary
conditions:

f 

96
Re

(6.2)

where Re is Reynolds number (   um Dh   2  Q  w ), describing the ratio of
inertial forces to viscous forces within the fluid, Q is volumetric flow rate, w is the
width of flow channel along the direction perpendicular to the flow and Dh is the
hydraulic aperture being two times the gap between the two parallel plates. Eq. (6.2)
is derived for the flow situation when the gap h between the parallel pates is much
smaller than the flow length L.
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Fig. 6.1 Schematic representation of fluid flow through smooth parallel plates
Due to the simplicity and easy application, Eq. (6.2) has been used to describe the
pressure head loss of fracture flow (Wittke and Sykes 1990). However, the parallelplate model, which is distinctly different from the flow situation in real rock fractures,
over-simplifies the flow conditions by neglecting the existence of rock fracture
roughness and discretely distributed contact areas.
Nazridoust et al. (2006) numerically investigated the friction factor for fluid flow
through a rock fracture for the case of Re ≤ 10. In their Computational Fluid
Dynamics (CFD) simulation, the flow domain consisted of numerous local parallelplate channel segments. By performing best-fit regression on the simulated data, they
formulated the friction factor as:

f 

123
(1  0.12 Re0.687 ),
Re

Re  10

(6.3)

Crandall et al. (2010) modified Eq. (6.3) and formulated the friction factor for
fractured rock with appreciable matrix permeability k by assuming that the flow
follows Darcy’s law in the surrounding permeable matrix:

145

f 

123
1  0.12 Re0.687
Re 1  61.5(1   )(1  0.12 Re0.687 )kh

m

H

(6.4)

3

where θ is the tortuosity of the fracture flow, hm is the formation height of permeable
matrix and

is the effective fracture aperture. For fracture flow with impermeable

rock matrix (i.e. k  0 ), Eq. (6.4) reduces to Eq. (6.3) which is developed by
Nazridoust et al. (2006). The past and present studies of surface roughness effect on
micro-fluidic channel were reported by Taylor et al. (2006). They also visualized
possible approaches that will be used in the future.
Even though the fluid flow through rough rock fractures has been numerically
studied by Nazridoust et al. (2006), the effect of different rock fracture profiles on
friction factor was neglected. On the other hand, the increase or decrease in normal
confining stress varies the fracture aperture and hence the flow characteristics
(Barton et al. 1985; Makurat et al. 1990; Olsson and Barton 2001). As CFD
numerical code, such as FLUENTTM employed by Nazridoust et al. (2006), focuses
mainly on the flow field, the influence of stress on friction factor was not considered.
For steady laminar flow through rock fractures, the complex process of pressure loss
can be categorised into two types:
(a) Pressure loss due to water-wall interaction along the flow path;
(b) Pressure loss due to sudden change of flow path.
The former can be calculated by Darcy’s friction factor, which is valid for laminar
and turbulent flow. Due to the discrete distribution of contact area between the two
confined fracture walls, the latter is considered globally in Darcy’s friction factor.
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The total friction factor resulting in the two pressure loss components can be globally
expressed by the Darcy-Weisbach equation:

p  f



L



1

Dh 2

(6.5)

 um
2

where the friction factor f is experimentally calculated by choosing hydraulic
aperture as the characteristic length instead of hydraulic diameter so that the study of
friction factor is consistent with the expression of Reynolds number as mentioned
previously, and given as:

f 
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(6.6)

where eh is the equivalent hydraulic aperture by idealising fracture flow as flow
through smooth parallel plates. Hence, eh is equal to the equivalent perpendicular
distance of smooth parallel plates h as shown in Fig. 6.1. Eq. (6.6) was used to
calculate the friction factor from raw flow data obtained from laboratory tests.

6. 3 Sample information

Sandstone fractures are used to conduct water flow tests with the upgraded triaxial
flow testing system. Relevant physical and mechanical properties of used sandstone
were listed in Table 3.1 of Chapter 3. Four fractured samples with JRC ranging from
5.5 to 15.4 that were described in Chapter 5, which were split from cored rock
cylinder with straight- and sinusoidally-curved steel wedges as shown in Fig. 4.11
For convenience of reference, the geometric parameters of the fracture samples used
are presented here again in Table 6.1. Note that, in Table 6.1, D denotes the diameter
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of intact cylindrical samples before splitting, and Df denotes the diameter of mated
fractured samples under zero normal stress after splitting. Df was measured along the
direction perpendicular to the fracture surface. D and Df were measured using
electronic digital vernier callipers with a precision of ±0.01 mm.
Table 6.1 Geometric dimensions of fractured samples and estimated JRC

54.31

Peak
Diamter of Diameter of
asperity
intact rock
fractured rock
height
D (mm)
Df (mm)
a (mm)
54.32
54.69
1.43

5.5

106.21

54.20

54.47

54.55

1.84

7.0

3

106.85

54.30

54.45

54.61

2.46

9.2

4

106.29

54.21

54.34

54.61

4.08

15.4

Sample
No.

Fracture
length
L (mm)

Fracture
width
W (mm)

1

104.81

2

JRC

The friction factor of rough pipe is much larger than that of smooth one. Since the
natural rock fractures are always rough, the fracture wall roughness becomes a
significant parameter in characterising flow resistance. In a similar way to previous
chapters, the fracture roughness of the samples used is characterised with the noncontact 3D laser scanner. The surface profiles of four samples are shown in Fig. 6.2.
Representative fracture profiles of four fracture samples are shown in Fig. 6.3 at the
scale of 1 horizontal to 1 vertical.

The peak asperity height a, was determined for each extracted profile and the
average value of peak asperity height over the ten profiles was used to estimate JRC
according to Barton and Quadros’s (1997) empirical equation:

JRC  400

a
L

(6.7)
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Measured peak asperity height a and estimated JRC are listed in Table 6.1.

(a) Sample 1

(b) Sample 2

(c) Sample 3

(d) Sample 4

Fig. 6.2 Fracture surface topography of used samples

Fig. 6.3 Representative fracture profiles of four fracture samples
at 1 vertical to 1 horizontal scale
149

The flow tests on fractured sandstone were performed using the upgraded triaxial
flow testing system illustrated in Chapter 3. Before flow testing, the fractured
samples were normally loaded and unloaded from 0 to 3.5 MPa three times so that
the sample behaves in a manner similar to the in situ fractured rock (Barton et al.
1985).

6. 4 Results and discussion

In this study, isothermal fracture flow was considered by conducting the flow tests
under room temperature. Referring to the low permeability of sandstone matrix being
approximately 0.27 milidarcy, the sandstone matrix was assumed to be impermeable.
For water, a density of 1.0 103 kg/m3 and a dynamic viscosity of 1.0 103 N·s/m2
were assumed. After testing, the flow regimes and the hydromechanical behaviour
were analysed, and the friction factor was studied in terms of Reynolds number and
relative roughness.
6.4.1 Hydromechanical behaviour
The measured volumetric flow rate versus pressure gradient is plotted in Fig. 6.4 as a
function of confining normal stress from 0.5 to 3.5 MPa. As expected, the flow rate
rises with the increase in water pressure gradient; however, the values of flow rate do
not strictly follow a linear trend with pressure changes, especially for the situation
where the confining stress exceeds 2.0 MPa. With the increase in normal confining
stress, the flow rate decreases under the same water pressure due to the closure of the
fracture aperture. The slope of volumetric flow rate versus pressure gradient reduces
with the increase of confining stress.
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Fig. 6.4 Volumetric flow rate as a function of pressure gradient
The flow characteristics influenced by the increased normal stress for the flow case
where inlet water pressure was maintained at 300 kPa are shown in Fig. 6.5. The data
indicates that the flow rate decreases while the confining stress increased from 0.5 to
3.5 MPa, and the decreasing rates of volumetric flow rate become smaller under
higher confining pressure for all tested samples. This change trend is similar to the
hydromechanical responses stated in the previous chapters.
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Fig. 6.5 Flow rate change as a function of confining stress
To precisely judge the flow pattern of all test cases, the flow data are plotted in terms
of normalised pressure gradient against flow rate, where the pressure gradient is
normalised by flow rate and is a measure of flow resistance denoted by R in this
study.

For fluid flow through smooth parallel plates, the laminar flow follows linear
Darcy’s law for Re ≤ 2000 (White 2003). For fluid flow through real rough rock
fractures, nonlinear flow usually occurs at low Reynolds number and the flow can
still be categorised as laminar flow (Kohl et al. 1997). In order to qualitatively
analyse the flow pattern of all test cases, Izbash’s law (1931) was used as the
governing equation of macroscopic flow regimes:

p  CQ n

(6.8)
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where C and n are constants. The condition where n = 1 represents linear Darcy’s
flow, while n  1 represents non-linear flow. The parameter n is used to examine
flow patterns in this study based on flow resistance R analysis.
Using Eq. (6.8), the defined flow resistance R can be expressed by:

R 

p
 C Q n 1
Q

(6.9)

Fig. 6.6 illustrates the curves of R as a function of Q for all test cases. As shown in
Fig. 6.6, flow resistance R exhibits an obvious two-stage pattern with variation of
flow rate. With the increase in flow rate, R initially decreases sharply; however, R
appears to be a constant at higher flow rates. From Eq. (6.9), it can be seen that the
decreasing trend of flow resistance R describes the flow situation where n < 1 (“prelinear flow phase”), whereas constant flow resistance R depicts the flow case where n
= 1, i.e., linear Darcy’s law.

In the linear Darcian flow phase, the hydraulic aperture eh under specific confining
stress was calculated using the cubic law, i.e. Eq. (2.28) and is listed in Table 6.2.
The curves of hydraulic aperture change with confining stress are shown in Fig. 6.7,
and indicate that the fracture closure follows a hyperbolic function trend. It can also
be seen that samples 2, 3 and 4 follow a similar fracture closure trend while the
fracture closure trend of fractured sample 1 is different. The hydraulic aperture of
sample 1 changed rapidly when confining stress increased from 0.5 to 1.5 MPa. This
is consistent with the decreasing curve trend of the flow rate shown in Fig. 6.5.
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Fig. 6.6 Flow resistance variation as a function of flow rate
Table 6.2 Hydraulic aperture of tested sample
Sample No. 1
2
3
4
σ3 (MPa)

JRC

5.5

7.0

9.2

15.4

---

eh (µm)

24.72 18.74 20.73 19.43 0.5
18.61 17.67 18.95 16.58 1.0
11.07 16.06 16.66 14.81 1.5
9.44

14.45 15.01 13.74 2.0

8.15

13.59 13.24 12.93 2.5

6.94

12.3

6.14

11.34 10.84 11.21 3.5
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12.05 11.89 3.0

Fig. 6.7 Hydraulic aperture closure as a function of confining stress
6.4.2 Friction factor of water flow through rock fracture

Both Darcian and non-Darcian phases were considered in the proposed friction factor
analysis. The appearance of pre-linear non-Darcian flow phase has been discussed in
Chapter 5. The overall trend of flow rate versus pressure gradient tends to be linear
as shown in Fig. 5.4. The pre-linear non-Darcian flow changes to linear Darcian flow
with the increase of Reynolds number. For the pre-linear non-Darcian flow phase,
the hydraulic aperture eh is assumed to be equal to that of the linear Darcian flow
phase, as the confining stress is kept constant for a specific flow test.
Dimensional analysis by White (2003) shows that the friction factor of fluid flow
through rough-walled pipe can be related to two independent variables: Reynolds
number and relative roughness of the channel wall. In this study, relative roughness
of confined fracture walls is characterised using the ratio of peak asperity height to
hydraulic aperture a/eh. To improve the model precision, peak asperity height over
nine profiles extracted from the whole fracture surface is used here. The
experimental results of friction factor as a function of two independent variables, i.e.
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Reynolds number Re and relative roughness of fracture surface a/eh, are illustrated in
Fig. 6.8 using filled scatter points. Fig. 6.8 shows that the friction factor sharply
reduced with the increase of Reynolds number 0.5 to 3.5 MPa up to two. At the low
Reynolds number, the friction factor is very high, approximately 100 times of that at
Reynolds number of ten.

Fig. 6.8 Friction factor as a function of Reynolds number and relative surface
roughness
Based on commercial mathematical software - Mathematica 8 (Wolfram 2006), bestfit regression was performed over experimental results using the least square method.
The best-fit equation is given by:

f 
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1.1172
[1  9.57115 104  a eh 
],
Re

Re  10

(6.10)

After the analysis, the quality of the regression using R-square was estimated as:
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where fi E is the value of the experimental results, fi is the predictor value by
regression described by Eq. (6.10), f E is the mean value of the experimental results
and m is the number of data sets. In this study, m = 156 and the calculated quality of
determination measure R 2  93.1% .
The proposed predictor of friction factor Eq. (6.10) was compared with experimental
data, parallel-plate and Nazridoust et al.’s (2006) formulae in Fig. 6.9 in the form of
the Moody-type diagram. The friction factor is calculated by Eq. (6.10) using the Re
and a/eh from the conducted experimental tests. It can be seen in Fig. 6.9 that the
calculated predictor of friction factor fits the data very well. The comparison
indicates that the parallel-plate model Eq. (6.2) underestimates experimental results,
especially for Re < 1, and it fits the experimental data well when Re > 1. Nazridoust
et al.’s (2006) model expressed by Eq. (6.3), can approximately fit the experimental
results when Re < 1, however, the discrepancy becomes large for Re > 1.

Fig. 6.9 Comparison of the derived friction factor equation from the experimental
data with parallel-plate model and Nazridoust et al. (2006) model
157

Performance comparison of parallel-plate and Nazridoust et al.’s (2006) models to
the new friction predictor with the incorporated relative roughness a/eh being 0.01, 1,
10, 100 and 300 are plotted in Figs. 6.10 (a) and (b). The results indicate that the
proposed friction factor increases with the relative roughness. For large values of Re,
the friction factor variation is small, however, for small Reynolds number, especially
for Re < 0.2, large differences can be observed between the models as well as for
various a/eh values.

(a) Comparison for 0 < Re < 10

(b) Comparison for 0 < Re < 1
Fig. 6.10 Comparison of proposed friction factor model with parallel-plate and
Nazridoust et al.’s (2006) models
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The variation of friction factor for different a/eh values dramatically increases as Re

< 0.2, which can be clearly visible in Fig. 6.11. This rapid increase in friction factor
for Reynolds number below 0.2 is attributed to relative roughness.

Fig. 6.11 Parametric sensitivity analysis of proposed friction factor model
The condition a/eh = 0.01 represents the flow where the equivalent hydraulic aperture
is 100 times larger than the maximum asperity height of the confined fracture surface.
The fracture is open with no contact asperities, and the boundary layer formed in the
vicinity of the bounding surface due to the viscosity effect is very thin when
compared to its hydraulic aperture. Hence the influence of fracture roughness on the
friction resistance is small at this flow condition. However, the condition a/eh =300
represents the flow case where the equivalent hydraulic aperture is much smaller
than the maximum asperity height. In this situation, the two confined fracture
surfaces are tightly in contact with numerous contact points (such as the mated rock
fracture in this study) and the flow path becomes extremely tortuous. Therefore
friction resistance becomes much larger for a/eh =300. This practical example
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illustrates the importance of considering the relative roughness when calculating the
friction factor for small values of Re.

6. 5 Chapter summary

The experimental data of water flow through rough-walled sandstone fractures were
used to study the friction factor of fracture flow. Four samples with JRC ranging
from 5.5 to 15.4 and negligible matrix permeability were chosen to focus on the
effect of the fracture surface roughness on friction factor. The effect of fracture
aperture change on the friction factor was considered by performing the tests under
changing normal stress from 0.5 to 3.5 MPa. To describe the friction factor, relative
roughness of the fracture surface, which is defined as the ratio of average peak
asperity height to equivalent hydraulic aperture, was introduced.
The flow patterns for all tests were analysed using a measure of flow resistance
defined as pressure gradient normalised by flow rate. The results show that the flow
initially follows a pre-linear trend at very low Reynolds number, and then enters the
linear Darcian flow zone for higher Reynolds number. Assuming that in the Darcian
flow zone the cubic law is valid, the results show that the hydraulic aperture closure
follows a hyperbolic function trend as the confining stress increases.
Using the experimental data, the friction factor of fluid flow through rough rock
fractures was formulated in terms of two independent variables, Reynolds number
and relative roughness. The proposed predictor can fit the experimental results very
well with coefficient of determination R2 > 0.93. By comparison, the results show
that the smooth parallel-plate physical model underestimates the friction factor
predictor, especially for Re < 1. The Nazridoust et al.’s (2006) formula can
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approximate the friction factor for Re < 1, however, when the Re exceeds unity, the
discrepancy increases. Sensitivity analyses on the proposed friction factor predictor
show that the friction factor increases with the value of relative roughness of fracture
flow path. For Reynolds number larger than unity, the difference of friction factor
induced by relative roughness is smaller however, for Reynolds number lower than
unity, the difference of friction factor induced by relative roughness is large,
especially for Reynolds numbers smaller than 0.2.
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7

MODEL DEVELOPMENT FOR WATER FLOW THROUGH
ROUGH ROCK FRACTURES

7. 1 Introduction

Motivated by engineering interests, the coupling study of fluid flow through
fractured rock was initiated several decades ago (Gangi 1978; Tsang and
Witherspoon 1981; Barton et al. 1985; Olsson and Barton 2001). This study is still
ongoing due to the complexity of the fracture flow phenomenon, which is caused
mainly by the roughness of the confined fracture walls and tortuosity of flow path
caused by discretely-distributed contact asperities as shown in Fig. 7.1 (Witherspoon
et al. 1980; Zimmerman et al. 1992). The role of fracture surface roughness and
contact area determines the confidence level of fracture flow models (Jing and
Stephansson 2007).

Fig. 7.1 Schematic representation of one-dimensional water flow through a natural
rough rock fracture: (a) top view of the fracture flow; (b) side view of the fracture
flow in local void space from the direction perpendicular to flow

162

To effectively characterise the role of fracture surface roughness and tortuosity in a
governing equation of fracture flow, a previously proposed friction factor equation,
which macroscopically considers the fracture relative roughness and tortuosity, is
used to develop an explicit water flow model for rock fracture. The proposed friction
factor model, i.e., Eq. (6.10), which was formulated using the results from the
sandstone fractures, is compared here to the friction factor obtained from the granite
and limestone fractures.
7. 2 Existing fracture flow models

For water flow through rough rock fractures, the motion of water obeys the basic
principles of fluid dynamics, i.e. the mass, momentum and energy conservation. At
the microscopic scale, the well-known Navier-Stokes equations can accurately
describe the travel of the fluid in geomaterials and have been used as governing
equations in CFD numerical simulations (Al-Yaarubi et al. 2005; Lucas et al. 2007).
For incompressible flow of Newtonian fluids, such as water and air, the NavierStokes equations are given by Eq. (6.1).
where ρ is the fluid density, V is the velocity vector of flow particle equal to

 vx , vy , vz  in the Cartesian coordinate system, p is the pressure gradient, µ is the
dynamic viscosity of fluid, and F is the body force vector. The Navier-Stokes Eq.
(6.1) is another form of the linear momentum conservation law. Even though the
Navier-Stokes equations can describe the motion of fluid well at the differential scale,
the nonlinearity of Navier-Stokes equations makes the computation time-consuming.
To make the engineering prediction convenient, empirical macroscopic governing
laws have been proposed. For example, linear Darcy’s law has been commonly used
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to describe the laminar flow at low flow velocity (Brown 2002). With the assumption
that the linear Darcy’s law is valid and simplifying rock fracture consisting of
parallel planar plates (Fig. 7.2a), the flow rate per unit pressure gradient is derived as
a linear function of cubed hydraulic aperture, which is known as the cubic law. For
one-dimensional flow, the cubic law is given by Eq. (2.28).
Lomize (1951) experimentally confirmed the validity of cubic law for laminar flow
through parallel glass plates. However, smooth planar fractures are rarely found in
geological fields; instead, natural rock fractures are usually rough and of spatiallyvaried aperture. Hence, parallel planar plate model oversimplifies the flow situation
in natural rock fracture.
Many attempts have been made to extend the parallel-plate model by incorporating
the surface roughness in open and closed rock fractures. Based on experimental
observation, Lomize (1951) modified the cubic law for fluid flow through open
rough-walled rock fractures:

dp
12 Q

dx
weh3

(7.1)

where λ is a correction factor describing the effect of a non-planar fracture wall on
fluid flow and equals (1  6.0( eh )1.5 ) , in which ε is the peak asperity height. In
practice, the two bounded fracture surfaces are sometimes in contact at discrete
points rather than always open. Cook et al. (1990) extended Eq. (7.1) to account for
the effect of tortuosity on fracture flow by introducing a ratio related to the contact
area:
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dp
1  c 12 Q

dx
1  c weh3

(7.2)

where c is the contact ratio, defined as the contact area divided by whole fracture
area.
To improve the simplified physical model of rock fracture, Neuzil and Tracy (1981)
approximately equalized the fracture as a series of parallel plate openings with
different aperture values (Fig. 7.2b) and mathematically derived a modified cubic
flow law by incorporating aperture frequency distribution of fracture:
dp
12  Q


dx w e3 f (e )de
 h h h

(7.3)

0

where f (eh ) represents the distribution of aperture frequency. Further, Cammarata et
al. (2007) idealized the rock fracture consisting of regional parallel plates and
isolated contact zones (Fig. 7.3c) and mathematically derived Reynolds lubricationtyped equation for steady fracture flow by performing averaging operation over mass
conservation equation:

d  3 dp 
 eh
0
dx  dx 

(7.4)

where x is the coordinate in accordance with the flow direction. By performing
integration over Eq. (7.4), it is shown that:

dp C

dx eh3

(7.5)
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where C is a constant and can be empirically determined for a specific fracture flow.
Comparison of Eq. (7.5) with Eq. (2.28) indicates that Eq. (7.4) is actually equal to
the assumption that the cubic flow law is locally valid within the void of rock
fracture.

Assuming that Reynolds lubrication Eq. (7.4) is valid, Brown (1987)

numerically examined the effects of surface roughness on fluid flow and found that
the actual flow rate of rough surfaces is about 70-90% of that predicted by the
parallel plate model.

Fig. 7.2 Development of physical model of rock fracture: (a) idealization of fracture
as smooth parallel plates; (b) idealization of fracture as a set of local parallel plates
(after Nuezil and Tracy 1981); (c) idealization of fracture as a set of local parallel
plates isolated by contact zones (after Cammarata et al. 2007)
Mathematically, Zimmerman and Yeo (2000) reviewed the governing equations of
one-phase Newtonian fluid flow in a single rough rock fracture. Order-of-magnitude
analysis showed that the nonlinear Navier-Stokes equations can be linearized to
Stokes equation when Reynolds number is smaller than ten. With the wave length of
the dominant aperture variations being approximately three times larger than the
166

mean aperture, Stokes equation can be further simplified to Reynolds lubrication Eq.
(7.5), which is equal to the assumption that the cubic law is valid in local void space.
7. 3 Theoretical model development

With the basic laws of fluid dynamics, three approaches have been mainly adopted in
model development for fluid flow: integral method, differential method and
dimensional analysis method. The integral method is usually conducted over a
controlled volume by assuming the velocity field of fluid flow, while the differential
method focuses on small scale analysis of fluid flow to achieve the velocity field
(Wallis 1969). Due to invisibility of flow boundary in geological environment and
coupling complexity of fluid flow in rock fractures, the capability of integral and
differential methods to model the fracture flow is quite limited. In this study, the
dimensional analysis method, which is also known as the experimental method, is
used in model development. According to the dimensional analysis of the friction
factor of fluid flow in rough channels, experiments were designed and conducted to
formulate this parameter, and used for model development of fracture flow.
A rock fracture inclined at an angle β to the horizontal is considered to extend the
model generality (Fig. 7.3). The mechanical deformation of rock fracture has a
significant effect on flow characteristics. The action of external stresses can make a
change in aperture and hence flow characteristics (Fig. 7.4). In Fig. 7.3, the fracture
maintains the initial state at the instant t. With the increase in external stresses at the
instant t׳, an increment  n is gained in the normal stress component and produces an
amount of aperture closure eh  eh  eh' . In Fig. 7.3, the wall roughness and flow
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path tortuosity are not illustrated, but are considered in the flow model development
by the friction factor and will be described later.

Fig. 7.3 Schematics of a single rock fracture inclined at an angle β to the horizontal:
(a) at the instant t, (b) at the instant t '  t  t

Fig. 7.4 Stress state of a single rock fracture inclined at an angle β to the horizontal
For one-dimensional water flow in the inclined rock fracture as shown in Fig. 7.3a,
the continuity equation and conservation law of linear momentum can be expressed
respectively as:
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p P
  '  l  s   g sin 
'
A
x 
x

(7.7)

where ρ is the water density, v is the flow velocity, x ' is the local coordinate in the
flow direction, A is the cross-sectional area of flow perpendicular to the flow,
p x ' is the pressure gradient along the direction of local x ' axis, P is the perimeter

of flow domain boundary,  w s is the shear resistance stress due to water and fracture
wall interaction, and g is the gravitational acceleration.
The compressibility of water is a function of pressure and temperature. Under a
temperature of 20 degree and pressure of 1MPa, the compressibility of water is
approximately 0.0004579 MPa-1. Therefore, the water can be assumed to be
incompressible in the isothermal condition and the density is taken as invariable
within the void domain of rock fracture. Another assumption is that the gravitational
force is the only source of body force of the flowing water. For one-dimensional
steady water flow in rock fractures, the Eqs. (7.6) and (7.7) can be rewritten as:
W   vA  const

v

(7.8)

dv
dp P
  '  w s   g sin 
'
A
dx
dx

(7.9)

where W is the mass flow rate.
Eq. (7.9) can be rewritten as:



dp
dv P
  v '  l  s   g sin 
'
A
dx
dx

(7.10)
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where Q stands for volumetric flow rate as mentioned before and is equal to

W A.

In

Eq. (7.10), the negative sign implies that the direction of the pressure gradient is
opposite to the flow direction. Eq. (7.10) identifies the total pressure loss of fracture
flow into three sources: the component Q dv dx' represents the pressure loss due to
local velocity variation caused by the tortuosity of flow path; the component P w  s A
represents the pressure loss due to friction resistance of fracture walls; and the term
 g sin  accounts for the pressure loss due to elevation change of the fluid between

the two confined fracture walls.
The pressure loss pa caused by flow acceleration Q dv dx' while passing through
spatially varied flow channel can be calculated by:

 pa



1
2

 v

2

(7.11)

and the pressure loss caused by the wall friction P w s A can be calculated according
to Darcy–Weisbach equation:

p



l



1

Dh 2

2

 um

(7.12)

where  is the resistance coefficient due to local flow velocity change,  is the
resistance coefficient due to fracture wall roughness, l is the length of flow path and
Dh is

the hydraulic diameter and equals two times of hydraulic aperture for fracture

flow.
In Chapter 6, the pressure loss components due to fracture wall and flow passage
tortuosity were combined together as a global friction factor f :
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4p f  eh
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4p f  w2 eh 3

(7.13)

 LQ 2

By performing a series of flow tests on rock fractures with Fracture Roughness
Coefficient (JRC) ranging from 5.5 to 15.4, the authors formulated friction factor f in
terms of two independent variables and given by Eq. 6.10. The change in friction
factor f with the Reynolds number for rock fractures of different relative roughness is
illustrated at the logarithmic scale in Fig. 7.5. For water flow through a rock fracture
of relative roughness smaller than 10, the influence of relative roughness on water
flow is negligible. However, for water flow in a rock fracture of relative roughness
larger than 10, the influence of relative roughness on water flow become significant
and the classic cubic law based on the assumption of parallel planar plates becomes
inappropriate. In practice, small relative roughness ratio usually occurs in open rock
fractures with no contact points, and large relative roughness ratio usually represents
tight rock fractures with discrete contact asperities. This addresses the significant
influence of flow path tortuosity on fluid flow through rock fractures.

Fig. 7.5 The change in friction factor f with the Reynolds number for rock fractures
of different relative roughness
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Substituting Eq. (6.10) into Eq. (7.13) to eliminate the variable f yields:

dp f
dx '




 1  9.57115  10

4

 a eh 

1.1172

 12  Q ,
 we 3
h

Re  10

(7.14)

The total volumetric flow rate Q can be obtained by substituting Eq. (7.14) into Eq.
(7.10):

Q

1
1  9.57115 10

4


weh3  dp

 '   g sin   ,
1.1172

 a eh 

12  dx



Re  10

(7.15)

Fig. 7.6 reveals the influence of the relative fracture roughness on the normalized
flow rate for water flow through a horizontal rock where the inclined angle β
becomes zero. When the relative roughness is much smaller than unity, the deviation
of the normalized flow rate from the theoretical value predicted by the cubic law is
very small and can be ignored. With the increase in relative roughness which usually
represents tight or very tight rock fractures (Barton 1974; Lee and Farmer 1993), the
deviation due to relative roughness becomes larger. When the relative roughness
approaches approximately 63.5, the deviation from the theoretical value predicted by
the cubic law can be up to 10%. For close fracture with relative roughness up to 300,
the normalized flow rate is much smaller at approximately 64% of the theoretical
value predicted by the cubic law (Fig. 7.6).
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Fig. 7.6 The comparison of the influence of relative roughness on normalized flow
rate between the proposed model and cubic law
The proposed flow model expressed by Eq. (7.15) is of the similar form to the
Lomize’s model (Lomize 1951) and can be regarded as a corrected form of cubic law.
The author’s opinion is that the λ in Lomize’s model (Eq. (7.1)) may become too
large for tight rough fractures and ratio of  eh for tight rock fractures is greater than
1 therefore λ would become too large. Hence, Lomize’s model (Lomize 1951) may
only apply to fluid flow in open rock fractures of relative roughness much smaller
than 1. Witherspoon et al. (1980) observed that the induced actual pressure drop is
1.04-1.65 times the theoretical value predicted by cubic law for fractures of aperture
within 4-250 µm. This corresponds to flow cases of relative roughness
a eh approximately from 28.43 to 342.98 in the proposed model.
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7. 4 Comparison of theoretical and experimental friction factor

The theoretical friction factor that was proposed in Chapter 6 and expressed by Eq.
(6.10) was compared with the measured friction factor in granite and limestone
fractures. Two granite and one limestone fractures were prepared and water flow
tests carried out.

7.4.1 Sample description
Cored cylindrical samples of granite and limestone were prepared in the laboratory
and trimmed to the required length with the diamond saw. The two ends of each
sample were smoothed with the lapping machine for siting in the triaxial cell.
According to the ISRM suggested methods (Ulusay and Hudson 2007), the physical
and mechanical properties of granite and limestone were measured and listed in
Table 3.1. The tensile strength of each rock sample was measured using the Brazilian
splitting approach. Tensile fractures were created and used for flow tests. The intact
cylindrical samples were split into two halves along the axial-direction using two
splitting wedges in the uniaxial compressive apparatus as described in Chapter 3. The
geometrical dimensions of the tested rock samples were measured with the electronic
digital vernier calipers and given in Table 7.1. Note that, in Table 7.1, G and L
represent granite and limestone, respectively. The diameter of fractured sample Df
was measured along the direction normal to the fracture surface under zero confining
stress.
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Table 7.1 Geometric dimensions of fractured samples and estimated JRC
Sample Sample
Fracture
Diameter of Diameter
Peak asperity
No.
length
width
intact sample of
height
JRC
fractured
L (mm)
W (mm)
D (mm)
a (mm)
sample
Df (mm)
G1

105.79

54.03

54.05

54.30

2.32

8.8

G2

105.10

54.05

54.10

54.38

3.14

12.0

L1

102.97

54.56

54.74

55.36

4.05

15.7

The characterisation of fracture roughness was performed using a 3D non-contact
laser scanner VIVID 910. The generated 3D data were imported into the commercial
software - Geoqualify 12, for further roughness characterisation. The digitised
topography of fracture surfaces are shown in Fig. 7.7.
Using the same method as described in Chapter 6 nine profiles were extracted for
each fracture surface. Representative fracture profiles are illustrated in Fig. 7.8.
Using the post processing software - Geoqualify 12, the peak asperity height of each
fracture profile was measured and the average value a of the peak asperity height
over the nine profiles was evaluated to estimate JRC (Barton and de Quadro 1997):
JRC  400

a
L

(7.16)

The average peak asperity a and estimated JRC for each sample are listed in Table
7.1.
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Fig. 7.7 Digitised fracture surfaces of tested fracture samples

Fig. 7.8 Representative fracture profiles of tested fracture samples at the
1 vertical to 1 horizontal scale
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7.4.2 Experimental procedure
The flow tests were conducted in the upgraded triaxial cell as shown in Fig. 7.9. The
whole testing system additionally includes water supply and data acquisition units as
described together with the procedure in Chapter 3. In testing, the water enters the
fracture through the bottom base of the triaxial cell, then goes through the fracture
and flows out via the top cap of the sample. The outlet is left open during the test and
the outlet pressure is zero. Before water injection, the fractured samples are normally
loaded and unloaded from 0 to 3.5 MPa three times so that the sample behaves in a
manner similar to the in situ rock fracture as suggested by Barton et al. (1985). When
the flow is stable, the outflow water is collected outside the triaxial cell and weighed
against the time using an electronic scale balance.

Fig. 7.9 Upgraded triaxial base for tests of water flow in vertically fractured rock
7.4.3 Results and discussion
The flow tests were conducted at room temperature and is taken as isothermal. Since
the matrix of granite and limestone is of very low permeability, approximately 10-17
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and 10-19 m2. It was assumed that the water flows out only through the rock fracture
and the rock matrix is impermeable. In data handling, the density and dynamic
viscosity of water are given the value of 1.0  103 kg/m3 and 1.0  103 Ns/m2,
respectively. Due to the small size of the tested sample, the pressure loss due to
elevation change was ignored compared to the applied high water pressure.
Fig. 7.10 illustrates the flow data in terms of flow rate and Reynolds number versus
pressure gradient under the confining stresses changing from 1.0 to 3.5 MPa. The
Reynolds number is linearly proportional to the volumetric flow rate and is
calculated by 2  Q  w for a specific flow case. Obviously, higher flow rate is
achieved with the increase of the water pressure. With the increase in the normal
confining stress, the flow rate becomes smaller due to fracture closure. Fig. 7.10
shows a roughly linear relationship between flow rate and pressure gradient.
However, the intercept would be non-zero for the sample G1 at the confining stresses
of 1.0 and 1.5 MPa and sample L1 at the confining stresses of 1.0, 1.5, 2.0, 2.5 and
3.0 MPa, indicating that linear Darcy’s law becomes inappropriate in describing this
flow process.
It has been known that nonlinear flow occurs at relatively higher flow velocity in a
single rock fracture (Zimmerman et al. 2004; Ranjith and Darlington 2007) and was
studied by the author in Chapter 5. The analysis of flow regime was conducted for
later verification of the proposed friction factor.
The concept of apparent transmissivity is used to examine the pattern of flow regime:



dp 
 Q
dx Ta

(7.17)
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where Ta is the apparent transmissivity. If the fracture flow obeys the linear Darcy’s
law, the apparent transmissivity is invariable and equal to the true transmissivity that
can be expressed by the product of permeability and flow cross-sectional area; if the
fracture flow is nonlinear, the apparent transmissivity becomes a function of flow
rate in Eq. (7.17) and changes with the flow rate Q as discussed in Chapter 5.

Fig. 7.10 The volumetric flow rate and Reynolds number as a function of pressure
gradient along the flow direction under the confining stresses ranging from
1.0 to 3.5 MPa
In Fig. 7.11, the flow data is shown in terms of apparent transmissivity versus
Reynolds number. It clearly shows that the apparent transmissivity decreases with
the increase of the Reynolds number for the sample G1 at the confining stresses of
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1.0 and 1.5 MPa and sample L1 at the confining stresses of 1.0, 1.5, 2.0, 2.5 and 3.0
MPa, indicating that the maximum power index of flow rate in the governing
equation is higher than unity and identifies the occurrence of nonlinear deviation
from linear Darcy’s law.
To be consistent with the proposed model, the flow data with Reynolds numbers
smaller than ten were considered for friction factor verification. The flow data for the
sample G1 at the confining stresses of 1.0 and 1.5 MPa and sample L1 at the
confining stresses of 1.0, 1.5, 2.0, 2.5 and 3.0 MPa are excluded in this model
verification, since Re>10. According to the constant trend of apparent transmissivity
as shown in Fig. 7.11, the hydraulic aperture for each specific flow case was
calculated according to the relationship Ta  T0  weh3 12 and is listed in Table 7.2.

Table 7.2 Hydraulic aperture of tested samples
Sample No. G1
G2
L1
σ3 (MPa)
JRC

8.8

12.0

15.7

---

eh (µm)

---

39.37 ---

1.0

---

32.09 ---

1.5

38.94 28.98 ---

2.0

31.58 22.95 ---

2.5

24.23 18.01 ---

3.0

21.34 17.30 42.74 3.5
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Fig. 7.11 The change of apparent transmissivity as a function of Reynolds number
Fig. 7.12 shows hydraulic aperture as a function of normal confining stress. It shows
that the fracture aperture decreases with the increase of confining stress and the
decreasing rate becomes smaller at relatively higher confining stress value. This is
consistent with the study reported by Barton et al. (1985).

Fig. 7.12 The change of hydraulic aperture as a function of confining stresses
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The measured friction factor from experimental tests was calculated using the Eq.
(7.13) and the predicted friction factor was calculated using the previously proposed
Eq. (6.10). Fig. 7.13 shows the comparison of the predicted and measured friction
factor for sample G1 under the confining stresses of 2.0, 2.5, 3.0 and 3.5 MPa,
sample G2 under the confining stresses from 1.0 to 3.5 MPa and sample L1 at the
confining stress of 3.5 MPa. In Fig. 7.13, fm represents the predicted value using the
Eq. (6.10) and fe denotes the measured friction factor from experimental tests. It can
be seen that the predicted friction factor fits the experimental flow data fairly well,
especially for the sample G1 and L1.

Fig. 7.13 Comparison of measured and predicted friction factor
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The good fit of the experimental data and the calculated friction factor indicates the
general validity of the proposed friction factor equation for different types of rock
fractures. More experimental data of varied rock fracture types would be desirable to
see for what other rock types the derived friction factor is applicable.
The difference between the predicted and measured friction factor is further
evaluated using the relative error estimator defined by:

E

fm  fe
fe

(7.18)

where E is the error between the predicted and measured value. Fig. 7.14 shows the
distribution of the error in predicting the friction factor with the Eq. (6.10). It shows
that the prediction error is approximately within 20% for sample G1 and L1 as
highlighted in the light blue rectangle. However, for flow data of sample G1 at
Reynolds number less than three, the prediction error for some points is higher with
the maximum error of approximately 45%. For Reynolds number greater than three,
the prediction error becomes smaller and less than 20%. The relatively large
difference between the predicted and measured friction factor at the Reynolds
number less than three is probably caused by measurement instrument error,
involving the water pressure and very small outflow water mass quantity. It is known
that this kind of measurement error could be large for very small/creeping flow in
fractures.
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Fig. 7.14 Discrepancy distribution in the prediction of friction factor
using the Eq. (6.10)
7. 5 Chapter summary

An explicit model for water flow through rock fractures was derived based on the
proposed friction factor in sandstone fractures. The advantage of this macroscopic
model for fracture flow is that it combines the effects of surface roughness and
tortuosity together therefore separate consideration of these two factors is not needed.
The comparison of the proposed model and traditional cubic law shows that the error
of the predicted flow rate by cubic law can be up to 10% when the relative roughness
approaches 63.5 and the flow rate is approximately 64% of that predicted by cubic
law for tight rock fractures of relative roughness up to 300.
The general suitability of the proposed model for other types of rock fractures was
verified using the flow data of granite and limestone fractures under changing
confining stresses. The fracture surfaces were digitized with a 3D non-contact laser
scanner. With the concept of apparent transmissivity, the data show that the apparent
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transmissivity decreases with the Reynolds number for the sample G1 at the
confining stresses of 1.0 and 1.5 MPa and sample L1 at the confining stresses of 1.0,
1.5, 2.0, 2.5 and 3.0 MPa, indicating that nonlinear flow occurs at relatively higher
Reynolds number. The flow data with Reynolds number smaller than ten is used for
model verification. The results show that the proposed friction factor can closely fit
experimental data.
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8

CONCLUSIONS AND RECOMMENDATIONS

The following conclusions were drawn:
8. 1 Upgraded triaxial flow testing system

The existing triaxial flow testing system was upgraded by the author to satisfy the
study requirements proposed in this thesis. This included introduction of a larger
triaxial cell, a new water flow system providing high volume water quantities, a pair
of optical laser sensors for normal deformation measurement and a servo-controlled
oil pump to supply stable confining stress.
The new triaxial cell design has proven to cope with the experimental procedures as
there was a much larger size range in the rock samples in comparison to the previous
design. The water flow capability of the new system was quantified, showing it to be
adequate to study flow in non-mated rock fractures of enlarged aperture when
compared to the mated fracture.
The introduced optical laser sensors were indispensible for accurate measurements of
normal deformation in rock fractures while an auxiliary system consisting of a pair of
strain gauged cantilever beam transducers was also used as a backup. Polyurethane
F50 that was used to cast rock sample sleeves was thin but strong enough to
effectively separate the fractured rock from confining oil without leakage. The
difficulty in preventing air dissolving into pressurised water was solved by
introducing an in-built high strength bladder to separate water and air within the
vessel. The size of the new water vessel was designed to be much larger than the
previous pressure bottle to ensure quick water flow in dilated rock fractures.
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The laser scanner was introduced to characterise the fracture surface roughness. The
state-of-art non-contact laser scanner enabled fast and precise measurements of
fracture surface roughness enhancing the data obtained for this study. For the first
time a microfluidic flow testing system was introduced as an innovative technique to
study the trigger of the nonlinear flow deviation from linear Darcy’s law. The latest
fabrication technology was used to manufacture microfluidic channels.
8. 2 Hydraulic flow behaviour in fractures under variable normal stress

The hydromechanical behaviour of three types of rock fractures was investigated by
carrying out triaxial flow tests through sandstone, granite and limestone fractures
under various confining stress levels. The reported data of the hydromechanical
response to the increase in normal confining stress provides an insight to understand
and predict the water inflow into an underground excavation where a variable stress
distribution exists.
The results of water flow tests in fractures indicate that the volumetric flow rate
decreases nonlinearly with the increase of confining normal stress for both mated and
non-mated fractures, irrespective of the rock types. The decreasing trend of the flow
rate appears to be approaching a constant value at higher confining stress, indicating
that small residual apertures and therefore small constant flow may exist in fractures
located at great depth. The tests further indicated that the magnitude of the
mechanical aperture closure is much larger than the hydraulic aperture closure for
rough rock fractures.
Three tests were performed on a non-mated specimen where the fractured surfaces
were displaced by 2 mm at the start of the test. The results showed that the three tests
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using the same non-mated specimen had different flow due to a minute contact
differences. However, the trends in the measured flow rates with increase of
confining stress were similar. Together with mechanical aperture closure, the
variation of hydraulic aperture was analysed based on cubic law, which shows a
similar changing trend with flow rate as confining pressure increased from 0.7 to 5.0
MPa. However, due to rough fracture surfaces the closure of the mechanical aperture
was much larger than that of the corresponding hydraulic aperture.
8. 3 Water flow regimes in rock fractures

8.3.1 Flow regime
To study the fluid flow regime through rock fractures, triaxial water flow tests were
conducted on mated and non-mated sandstone fractures under normal stress levels
from 0.5 to 3.0 MPa. Under a specific confining stress, each test was performed by
gradually increasing water pressure.
Experimental data show that linear Darcy’s law holds for water flow through mated
rock fractures in which flow velocities are low. This low-velocity flow is caused by
high flow resistance due to small aperture and high tortuosity of flow path in the
mated rock fracture.
Compared to flow tests in mated fractures, the flow velocity in non-mated fractures
is much higher. With the increase of flow velocity in non-mated rock fractures,
nonlinear deviation occurred from the linear Darcy’s law. This relatively highvelocity is attributed to the dilated aperture caused by the fracture shearing process.
The measured data also showed that quadratic-termed Forchheimer equation
describes this nonlinear flow process very well.
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The experiments show that with the increase in normal confining stress a reduction in
both mechanical and hydraulic apertures occurs. To achieve the same flow rate at
higher normal confining stress, higher water pressure is needed. However, the
increase of confining stress does not necessarily change the pattern of macroscopic
flow regime.
This flow regime study is essential for more accurate estimation of hydromechanical
characteristics while improving the fundamental understanding of the possible
fracture flow pattern.
8.3.2 Linear and nonlinear flow characteristics
The linear and nonlinear flow characteristics were extensively studied by performing
water flow tests through four sandstone fractures of a wider JRC range from 5.5 to
15.4 under confining stresses from 1.0 to 3.5 MPa. For the first time, the
Forchheimer’s nonlinear coefficient b describing flow in non-mated fractures under
variable confining stress has been quantified.
The results show that the change in confining stress does not change the linear flow
pattern in mated fractures. However, the curve slope of pressure gradient versus flow
rate becomes steeper as the applied confinement load closes the fracture, thus
indicating greater flow resistance under higher normal confining stress.
Using the Forchheimer equation, the change in linear and nonlinear factors, a and b,
was measured with the increase of normal confining stress. It clearly shows that both
the coefficients a and b increase with the normal confining stress. This indicates that
the nonlinear coefficient b increases with the decrease in true transmissivity.
Therefore, the nonlinear effect is more significant in rock fractures of smaller
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aperture when is of the same flow rate. With the increase in Reynolds number the
apparent transmissivity of nonlinear flow reduces and follows a nonlinear decreasing
trend.
Assuming that the flow can still be described by Darcy’s law when the pressure loss
caused by nonlinear term bQ2 is less than 10% of the overall pressure loss, the
critical Reynolds number can be estimated by a factor E where E is defined as the
ratio of pressure loss dissipated by the nonlinear term bQ2 to the overall pressure loss.
This has proved to be effective in determining critical Reynolds numbers for a
specific nonlinear flow case. The conducted experimental data of nonlinear flow
show that Izbash’s law can also provide an excellent description for the nonlinear
flow.
8.3.3 Nonlinear flow source identification
Based on advanced microfluidic channel fabrication technology, microfluidic flow
tests were carried out to identify the deviation source of nonlinear flow. This is the
first time that advanced microfluidic technology was introduced to examine the
variation of microscopic viscous and inertial effects with the increase in flow
velocities.
Four shapes of micro flow channels of semicircular, triangular, rectangular and
pentagonal cavities were fabricated to simulate the different void shape between rock
fracture surfaces. A flow channel with rectangular void of opening sizes ranging
from 150 to 600 µm was fabricated to study the influence of opening size of void
space on the flow pattern.
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The dynamic evolution of the flow trajectory of water when passing over different
shapes and sizes of voids under different flow velocities was observed. The dynamic
change of flow trajectory under different flow velocities reflects the evolution of
microscopic viscous and inertial forces. At low flow velocity, the flow trajectory of
water deviates towards the interior of the cavity. With an increase in flow velocity,
the deviation in flow trajectory within the adjacent cavity decreases. At higher flow
velocity, a small eddy appeared at the corner near the entrance to the void. With
further increase in flow velocity, the size and intensity of the eddy grew larger inside
the void. The significance of this work is that the occurrence of non-Darcy’s flow
may be attributed to the pressure loss caused by formation of the eddy inside the void
and thus offers a new way to fundamentally understand the non-Darcian flow at the
micro scale.
8. 4 Friction factor describing pressure loss of water flow through rock
fractures

In this study, the friction factor of water flow through rough rock fractures was
investigated by experimenting with the triaxial flow in four rock fractures with JRC
ranging from 5.5 to 15.4.
Relative roughness of the fracture surface defined as the ratio of average peak
asperity height to equivalent hydraulic aperture was introduced to quantify the
friction factor. Using the experimental data, the friction factor of water flow through
rough rock fractures was formulated in terms of two independent variables Reynolds number and relative roughness. The results show that the proposed friction
factor predictor can fit the experimental data with regression R2 greater than 0.93.
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When comparing the experimental data to the parallel planar plate model and
Nazridoust et al.’s (2006) formula, the results show that the smooth parallel-plate
physical model underestimates the friction factor predictor, especially for Re < 1,
while the Nazridoust et al.’s (2006) formula can approximate the friction factor for
Re < 1. However, the discrepancy increases when the Reynolds number exceeds

unity. Sensitivity analyses on the proposed friction factor predictor show that the
friction factor increases with the relative roughness of rock fracture. For Reynolds
number larger than unity, the influence of different relative roughness on flow
resistance within rock fractures becomes small. However, for Reynolds number
lower than unity, the variation of friction factor induced by different relative
roughness is significant, especially for Reynolds numbers smaller than 0.2.
8. 5 Friction factor based fracture flow model

Based on the proposed friction factor in sandstone fractures, a new explicit
mathematical model was developed to describe water flow through rock fractures.
The advantage of this new fracture flow model is that it unifies the effects of surface
roughness and tortuosity, therefore individual consideration becomes unnecessary.
The proposed flow model can be regarded as a correction form of the classic cubic
law due to the deviation caused by fracture surface roughness and flow tortuosity.
The comparison between the proposed model and classic cubic law can be
demonstrated by an example where the predicted flow rate by cubic law is 10%
larger for rock fractures of relative roughness equal to 64, while for rock fractures of
relative roughness equal to 300, the flow rate is approximately 64% of that predicted
by the classic cubic law. The experimental data of water flow through granite,
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limestone and sandstone fractures verified that the new proposed model is suitable
for most fracture types.
8. 6 Significant contributions to water flow prediction in rock fractures

The major achievements of this research are:
a) The development of a new way of measuring mechanical deformation of
rock fractures subject to confining stress,
b) The measurement of changes in flow regime due to changing hydraulic
and mechanical apertures size and applied water pressure,
c) The formulation of the friction factor of water flow in fractures in terms
of Reynolds number and relative roughness to describe the water pressure
loss,
d) Development of a new way to study the deviation source of nonlinear
flow by experimenting with advanced microfluidic technology and
observing the variation of microscopic viscous and inertial effects in
micro-cavities of various shapes, and
e) Derivation of a new equation describing the fracture flow model to
account for the deviation from classic cubic law due to irregular fracture
roughness, asperity contact areas and variable stress.
8. 7 Recommendations for future research

Suggested future research can focus on the following aspects:
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(a) With the upgraded triaxial flow testing system, multiple tests will be
conducted upon the same specimen to estimate the hydraulic
property of rock fractures. Statistic analyses are recommended to
improve the reliability of experimental data.
(b) Providing a larger triaxial cell may be needed to extend the study
into the sample size effect on the flow characteristics and linear and
nonlinear fracture flow characteristics over a much wider range of
flow velocities associated with larger apertures.
(c) Numerical analyses using CFD software to compute fluid flow
through standard sets of fracture profiles. Even though it is timeconsuming to numerically solve the Navier-Stokes equations, CFD
simulation can conveniently isolate different impact factors of
fracture flow, such as contact area, aperture and fracture roughness.
Hence,

numerical

experiments

can

greatly

improve

the

understanding of fluid flow through natural rock fractures.
(d) The validation of the proposed fracture flow model for fracture
network at Reynolds number smaller than ten will be performed with
CFD modeling technique.
(e) Further experimental studies of nonlinear flow coefficient b in the
Forchheimer equation. The nonlinear coefficient b has been
functionally described for porous media in terms of hydraulic and
geometrical variables however, this has not been done for flow in
rock fractures.
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(f) The micro water flow pattern through complicated microfluidic
channel needs to be further investigated to obtain the real flow
characteristics of rock fractures by embracing rough channel
boundary and contact areas. For 3-dimensional study, numerical
modelling using CFD software may be of use. Suggested further
work could involve analytical/numerical investigation to study the
difference between the frictional resistance generated within the
cavity wall and the straight channel wall. Such study could describe
the flow resistance behaviour of irregular rock fractures where voids
are commonly present.
(g) Considering the probable nonlinear flow, extension of the proposed
fracture model for flows with Reynolds numbers greater than ten.
(h) The application of Izbash’s law that was revised to describe the
nonlinear flow in rock fractures needs to be studied further. Even
though this concept is introduced here for the first time, further
studies of the parameters in the Izbash’s law are needed to be useful
in engineering applications.
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