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Quantum versus classical chirps in a Rydberg atom
Tsafrir Armon and Lazar Friedland∗
The interplay between quantum-mechanical and classical evolutions in a chirped driven Rydberg
atom is discussed. It is shown that the system allows two continuing resonant excitation mecha-
nisms, i.e., a successive two-level transitions (ladder climbing) or a continuing classical-like nonlinear
phase locking (autoresonance). The persistent 1 : 1 and 2 : 1 resonances between the driving and
the Keplerian frequencies are studied in detail and characterized in terms of two dimensionless pa-
rameters P1,2 representing the driving strength and the nonlinearity in the problem, respectively.
The quantum-mechanical rotating wave and the classical single resonance approximations are used
to describe the regimes of efficient classical or quantum-mechanical excitation in this two-parameter
space.
I. INTRODUCTION
Rydberg atoms posses many unique properties. With
their large principal quantum number n, they exhibit
long radiative lifetime (scaling as n3), large orbital radius
and dipole moment (scaling as n2) and more (See [1] and
references therein). As a result, they show great promise
in many applications including quantum non-demolition
measurements of photons [2], digital communication [3],
measurement of microwave fields [4, 5] quantum informa-
tion (see [6] for a comprehensive review) and more. The
ability to manipulate and control Rydberg atoms is thus
of great importance.
Of particular interest are circular Rydberg states
(CRS), i.e Rydberg atoms in states with l = n − 1,
where l is the orbital quantum number. Such states have
the largest radiative lifetime and magnetic moment [7]
which makes them better suited for many applications.
Various techniques for the creation of CRS have been
proposed and implemented over the years [7–10]. CRS
were already used in several innovative advances in cav-
ity quantum electrodynamics [11, 12] and are proposed
for future applications like quantum simulators of many-
body physics [13].
In recent years, chirped frequency drives were studied
as a tool for control and manipulation of various oscilla-
tory systems, including Rydberg atoms [14–18]. In many
cases, the response of the system to the chirped drive
could take a quantum-mechanical, classical or mixed
form. In the classical limit, a persistent nonlinear phase
locking between the driver and the system, known as
autoresonance (AR) [19], yields a continuing excitation.
In contrast, in the quantum limit, the system under-
goes successive Landau-Zener (LZ) transitions [20, 21],
i.e., the quantum energy ladder climbing (LC). Both
regimes of operation were demonstrated and used in
atoms and molecules [22–26], Josephson junctions [27],
plasma waves [28, 29], discrete nonlinear systems [30],
and cold neutrons [31].
In this work, we study the effects of a linearly polar-
ized, chirped frequency electric field on a Rydberg atom
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initialized in a CRS. While the capability of such a drive
was studied classically in [15, 32], the quantum-classical
interplay in this chirped system was not discussed to
date. We will describe the characteristics and conditions
for both the quantum-mechanical and classical continu-
ing resonance regimes, focusing on the efficiency of the
excitation, which plays a key role in the ability to ma-
nipulate the system. The persistent 1 : 1 and 2 : 1 reso-
nances between the driving and the Keplerian frequency
of the atom will be discussed in detail. The scope of the
paper will be as follows: In Sec. II, we introduce the
model and its parametrization. Section III characterizes
the resonant structure of the problem and Section IV an-
alyzes the quantum and classical resonant regimes and
the associated parameter space for the 1 : 1 resonance.
Section V builds on Sec. IV and analyzes the 2 : 1 reso-
nance, while our conclusions are summarized in Sec. VI.
II. THE MODEL & PARAMETERIZATION
We consider a Rydberg atom driven by an oscillating
electric field of constant amplitude and a down chirped
frequency ωd such that dωd/dt = −α, with α being a
constant chirp rate. The Hamiltonian of the problem
Hˆ = Hˆ0 + Uˆ includes the usual unperturbed part
Hˆ0 =
~ˆp2
2me
− e
2
rˆ
, (1)
and the driving part Uˆ = ε cosφdzˆ, where me and e are
the electron’s mass and charge, ε and φd =
∫
ωddt are
the driving amplitude and phase respectively, and the
driving field is in the z direction. The operator zˆ is di-
mensionless, with the normalization constant included in
ε. The eigenfunctions |n, l,m〉 of Hˆ0 (m being the mag-
netic quantum number) satisfy Hˆ0 |n, l,m〉 = En |n, l,m〉
where En = −Ryn−2 and Ry is the Rydberg energy.
Note that we neglected the corrections to the energy
due to other quantum defects [33, 34], as they are fairly
constant and don’t have notable consequences for this
work. As an initial condition we will consider a single
|n0, n0 − 1,m〉 CRS.
2The resonances in the problem will be studied in detail
in Sec. III, but their nature is important for the choice of
a suitable parametrization. These resonances correspond
to a q : 1 ratio between ωd and the Keplerian frequency
(approximately given by dEndn /~), and they affect tran-
sitions between the states |n, l,m〉 ↔ |n+ q, l + 1,m〉,
which are coupled due to the driving field via normalized
coupling coefficients
c±qn,l,m =
〈n, l,m |zˆ|n± q, l ± 1,m〉
C0
, (2)
where C0 = |〈n0, n0 − 1,m |zˆ|n0 + q, n0,m〉|. Note that
because of the z-polarization of the driving field,m is con-
served throughout the evolution while l is only coupled
to l ± 1. Due to the strong nonlinearity of the coupling
coefficients and En with respect to n, many quantities in
the problem may change by orders of magnitude when n
varies. Therefore, every parametrization will always be,
in some sense, local - helping one to study the vicinity of
a specific value of n.
For the initial condition comprised of a single
|n0, n0 − 1,m〉 CRS, one can identify three time scales
in the initial setting of the problem, i.e., the nonlinear-
ity time scale Tnl = q
2
∣∣∣d2En0dn2
0
∣∣∣ /~α approximating the
time between the first two successive transitions, the fre-
quency sweep time scale Ts = α
−1/2 and the Rabi time
scale TR = 2~/C0ε. Using these three timescales we de-
fine the dimensionless time τ = t/Ts = t
√
α and two
dimensionless parameters
P1 =
Ts
TR
=
C0ε
2~
√
α
, (3)
P2 =
Tnl
Ts
=
6q2Ry
~
√
αn40
, (4)
characterizing the driving strength and the nonlinearity
in the problem, respectively. Parameters P1,2 fully de-
fine the evolution of the system. Indeed, upon expan-
sion of the wave function in terms of the eigenfunctions
|ψ〉 =∑n,l,m an,l,m |n, l,m〉 one can write the dimension-
less Schrodinger equation for the coefficients an,l,m
i
dan,l,m
dτ
= Enan,l,m + 2P1 cosφd
∑
n′
∑
∆l=±1
cn
′,l′
n,l,man′,l′,m,
(5)
where now En is the dimensionless energy −P2n40/6q2n2,
l′ = l + ∆l and the summation over n′,∆l follows the
restrictions on the quantum numbers, i.e, n′ ≥ 1, 0 ≤
l′ < n′, |m| ≤ l′.
The resonant dynamics emerging from Eq. (5) will be
the main focus of this work, and it is helpful to first ex-
amine the different types of evolutions one can expect
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FIG. 1. Quantum mechanical numerical simulation of the
1 : 1 resonance dynamics for an initial CRS with n0 = 40,
m = 39. The parameters are P1 = 1,P2 = 30. (a) The expec-
tation value of the unperturbed energy as function of time,
normalized by the magnitude of the initial energy (solid black
line). The dashed red line represents the resonance condition
(7). The inset magnifies the region in the dotted box. Dot-
ted lines in the inset mark the normalized energy of states
n0, n0 +1, n0 +2. (b) The population of states with different
n, for six different times during the evolution as defined in
panel (a).
when changing the parameters P1,2. As a representa-
tive example, we choose the 1 : 1 resonance, with a sin-
gle CRS initial condition: n0 = 40, l0 = n0 − 1 = 39,
m = l0 = 39. Figure (1) shows the numerical solution of
Eq. (5) for P1 = 1, P2 = 30 (For details on the numer-
ical simulations see App. B). At time τ = 0 the driving
frequency passes the resonance with the Keplerian fre-
quency dEn/dn associated with n0.
Figure (1a) shows the average unperturbed energy〈
En
〉
=
∑
n,lEn |an,l,m|2 normalized with respect to the
initial energy
∣∣En0∣∣, as a function of time and one can see
a continuing increase in the energy of the system at later
times. Furthermore, the initial growth of the energy pro-
ceeds in sharp ”jumps” as highlighted by the inset. The
dashed lines in the inset show the unperturbed energies
En0 , En0+1, En0+2 normalized by
∣∣En0∣∣. The sharp tran-
sitions between these energy values indicate a full popula-
tion transfer between neighboring n states. As a further
illustration, panel (b) shows the distribution of the pop-
ulation between the different n values Pn =
∑
l |an,l,m|2,
at six specific times, corresponding to markers 1,2,..,6 in
panel (a). Comparing the distributions at times 1 and 2
in the figure, one can observe a full population transfer
between n0 and n0 + 1 states. This trend continues at
time 3 which is in the middle of a two-level transition.
However, later on, the energy growth smooths, and the
distribution P (n) broadens - revealing multilevel transi-
tions in the system.
Next, we compare the results in Fig. (1) with those in
3FIG. 2. The same as Fig. (1), but for P2 = 0.6. The shaded
gray area in panel (a) is comprised of 100 classical trajectories
with corresponding classical initial conditions, and uniformly
distributed initial driving phases.
Fig. (2), corresponding to the same initial conditions and
parameters, but P2 = 30 instead of 0.6. Fig. (2a) still ex-
hibits energy increase, but no sharp ”jumps” associated
with two-level transitions are observed. Additionally, the
distributions P (n) in Fig. (2b) become wide shortly after
the beginning of the process and much wider than in Fig.
(2b) at final times. Such wide distributions are indica-
tive of classical-like behavior. This is illustrated in Fig.
(2a), where the shaded gray area represent 100 classi-
cal trajectories with the corresponding initial conditions
and uniformly distributed initial driving phases (the de-
tails of the classical simulation are given in App. B) and
one observes that the quantum-mechanical energy of the
system with P2 = 30 follows closely the classical evolu-
tion. It should be noted that the oscillations visible in
the quantum-mechanical solution in this case have twice
the driving frequency, and thus represent a non-resonant
effect.
In the following Sections we will show that indeed the
dynamics in Fig. (1) represents a quantum-mechanical
LC process, while that of Fig. (2) corresponds to the
classical AR. We will describe how Eq. (5) yields the
aforementioned two types of evolutions and discuss the
resonant excitation efficiency in the problem in our P1,2
parameter space.
III. RESONANT STRUCTURE
We have illustrated above that the response of our sys-
tem to the chirped drive is dominated by resonant inter-
actions. These resonances can be studied conveniently
via transformation to a rotating frame of reference, and
application of the rotating wave approximation (RWA)
to neglect all rapidly oscillating terms in Eq. (5). To
this end, we define bn,l,m = an,l,me
ilφd which transforms
Eq. (5) into:
i
dbn,l
dτ
≈ −Γn,lbn,l + P1
[
c+qn,lbn+q,l+1 + c
−q
n,lbn−q,l−1
]
,
(6)
where index m was omitted for brevity and Γn,l = En +
lωd. In this rotating frame of reference only the states
with similar pseudo-energies Γn,l are resonant, while all
other states oscillate rapidly and can be neglected. The
resonance condition between states n, l and n+ q, l+1 is
then given by equating Γn,l = Γn+q,l+1. In the limit of
large n, one finds this condition to be
ωd ≈ q dEn
dn
, (7)
which as mentioned above, corresponds to a q : 1 ratio be-
tween the driving frequency and the Keplerian frequency
dEn/dn. Since ωd = ω0 − τ (here and below we use ωd
and ω0 normalized by 1/Ts =
√
α), it is possible to solve
for the value of n satisfying the resonance condition (7)
as a function of time and use it to define the resonant
value for the energy. The dashed red lines in Figs. (1-2)
show this resonant energy as a function of time and we
observe that the evolution of the energy of the system
follows closely the resonant energy.
When neglecting rapidly oscillating terms in Eq. (6),
one must verify that other pseudo-energy crossings (for
different resonance ratios q) do not interfere with the
desired resonant chain. To this end, we define the time τqn
when the resonance condition (7) is met for the transition
n, l↔ n+q, l+1. Note that since dEn/dn is monotonic in
n, the resonant transitions along a given resonant chain
are ordered consecutively (i.e τqn < τ
q
n+q). Nevertheless,
if τq+1n+q is larger than τ
q
n, but smaller than τ
q
n+q, the two
resonant chains will mix. This leads to two conditions
which must be met to avoid this mixing, i.e., τq+1n+q > τ
q
n
and τqn+q < τ
q+1
n+q . One can show that the first condition
is always met, while the second is only true starting from
some minimal n value. This minimal n can be found
numerically, and above this n the resonant chains don’t
mix. For example, the minimal n is 6, 17 and 34 for
q = 1, 2, 3, respectively [35]. Within the RWA, when
the resonant chains are separated, one can study them
individually, and this is what we do next.
IV. 1:1 RESONANCE
Section II illustrated that parameter P2 may change
the nature of the evolution of the system. To further
understand this effect, we will now discuss the excita-
tion efficiency of the process, i.e., examine the fraction
of excited population with n exceeding a certain thresh-
old value nth at the final time of evolution. We proceed
with the 1 : 1 resonance, and show the numerical so-
lution of Eq. (6) for the distribution of the excitation
4efficiency in P1,2 parameter space in Fig. (3a). The driv-
ing frequency in these simulations starts at n = 29→ 30
transition and ends at n = 59 → 60 transition, while
nth = 50 and the initial condition is a single CRS with
n0 = 40 and m = l0 = 39. As expected, the higher the
driving amplitude (characterized by P1), the higher the
excitation efficiency, up to 100%. However, the gradual
transition from no excitation to full excitation happens
in the vicinity of two distinct lines in the parameter space
represented by the dashed diagonal line and the dashed-
dotted vertical line. Clearly, this hints at two different
resonant mechanisms in play and their study is our next
goal.
A. Quantum Mechanical Ladder-Climbing
Motivated by the two-level transitions seen in Fig. (1),
we analyse Eq. (6) again, but this time for two neigh-
boring levels only.
i
d
dτ
(
bn
bn+1
)
=
(
En − (n− 1) τ P1c+1n
P1c
+1
n En+1 − nτ
)(
bn
bn+1
)
,
(8)
where index l was omitted because the difference n− l is
conserved at 1 along the 1 : 1 resonance chain starting
from a CRS. The initial driving frequency was omitted
from ωd in (8) for brevity, as it could be canceled by
shifting time. Equation (8) describes a two-level Landau-
Zener transition [20, 21]. If the transitions’ times, as
found from Eq. (7), are well separated the system will
undergo successive LZ transitions, commonly known as
quantum energy LC. This explains the initial dynamics
observed in Fig. (1a). To see the relevance of the LC
process to the parameter space of Fig. (3a) one needs
to examine the efficiency of the process. The efficiency
of a single LZ transition, i.e the fraction of the popu-
lation transferring from level n to level n + 1, depends
on P1 only and is given by the Landau-Zener formula
1− exp
[
−2π (P1c+1n )2]. Indeed, one can see in Fig. (3a)
that for large values of P2, the efficiency of the excita-
tion is independent of P2. Furthermore, one can find
the efficiency of the full LC process, by multiplying the
efficiencies of successive single transitions:
P =
nth∏
n=n0
1− exp
[
−2π (P1c+1n )2]. (9)
By setting Eq. (9) equal to 1/2 we can define the thresh-
old value PLC1,th for which half the population will reach
the target state nth. In principle, this value depends
on nth, but for the parameters of this problem within
a few transitions c+1n scales as n
2/n
3/2
0 , so the product
(9) converges rapidly and only weakly depends on nth.
One finds numerically that PLC1,th ≈ 0.39, and this value
is plotted as a dashed-dotted line in Fig. (3a), showing a
good agreement with the numerical simulations when P2
is sufficiently large.
It should be noted that our choice of initial condi-
tions in a circular state is not incidental. Indeed, since
m = n0 − 1 is conserved, the n0 CRS is not ”connected”
from below to any other state (it is the ”ground state”
of the resonant chain). Therefore, the LZ transitions can
only transfer the population up the resonant chain. How-
ever, if the initial conditions were chosen such that there
existed a state below n0, the sweeping driving frequency
would have driven the population down to this state, and
the excitation process would have stopped.
Lastly, one still needs to find the values of P2 for which
the LC framework is applicable. As mentioned above, the
LZ transitions must be well separated in time so they
could be treated as separate two-level transitions. To
check when this condition is met, we follow the footsteps
of [25, 36] and compare the time between two succes-
sive LZ transitions and the time-width of a single tran-
sition. The width of a single LZ transition can be esti-
mated as ∆τLZ = 1+P1c
+1
n [36], while the time between
two successive transitions can be found using Eq. (7)
yielding ∆τbetween ≈ d2En/dn2. Therefore, condition
∆τbetween ≫ ∆τLZ guarantees that the transitions are
well separated. Explicitly, the condition reads:
P2
(n0
n
)4
≫ 1 + P1c+1n , (10)
where again index l was omitted. For several initial LZ
steps starting from some n0 ≫ 1, this condition can be
relaxed by substituting n0 for n and recalling that by
construction c+1n0 = 1 :
P2 ≫ 1 + P1. (11)
The solid line in the parameters space in Fig. (3a) rep-
resents P2 = 1 + P1 and one can see that above this line
the efficiency depends only on P1, while P
LC
1,th (dashed-
dotted line in the Figure) bounds the region of an efficient
LC process. Returning to Fig. (1) which exhibited the
LC- type evolution, one can see that its P1,2 parameters
are well inside the quantum region (the parameters are
marked by a square marker in Fig. [3a]). If condition
(11) is not satisfied, the transitions are not well sepa-
rated and many states mix. This type of evolution was
demonstrated in Fig. (2) where the parameters are well
below the separation line (marked by a diamond marker
in Fig. [3a]). The nature of the evolution in this case is
studied next.
B. Classical Autoresonance
Simultaneous mixing of many states marks the emer-
gence of classical dynamics, so when condition (11) is
violated, the classical equations of motion can be consid-
ered. The analysis of this dynamics was done in [15] and
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FIG. 3. The numerical simulations in the 1 : 1 resonance case. (a) Solution of Eq. (6) for the fraction of population with
n > 50 when starting from a CRS with n0 = 40 and m = 39. The circle (diamond) mark the parameters used in Fig. 1 (2). (b)
Solution of the classical equations of motion for the fraction of initial conditions with corresponding actions leading to I¯3 > 50
when starting from a circular orbit with I¯3,0 = 40 and I¯1,0 = 40. (c) Same as (b) but for the fraction of initial conditions
leading to ionization. In all simulations the initial (final) driving frequency matches the resonant frequency at n = 30 (n = 60).
we will present the main results here for completeness.
The classical problem of the driven atom is conveniently
analyzed using the three pairs of action-angle variables of
the unperturbed problem. The actions I2, I1 are associ-
ated with the total angular momentum and its projection
on the z axis, respectively, while the action I3 character-
izes the unperturbed Hamiltonian which is proportional
to I−23 . The semi-classical approximation then yields
I3 ≈ ~n, I2 ≈ ~l, I1 ≈ ~m. For a clearer comparison be-
tween the quantum mechanical and the classical pictures,
we will employ a quantum mechanical parametrization in
the classical problem, where the actions are normalized
by ~ (I¯1,2,3 = I1,2,3/~), time is normalized by 1/
√
α and
distances are normalized with respect to Bohr’s radius
a0. The classical Hamiltonian then depends on the same
parameters P1,2 as in the quantum mechanical analysis.
Indeed, it was shown in [15] by using the single resonance
approximation (a classical analog of the RWA) that the
problem is reduced to the dynamics governed by Hamil-
tonian
H
(
Θ1,2,3, I¯1,2,3
)
= −P2n
4
0
6I¯23
+
√
2P1
n
3/2
0
I¯23 sin i sinΦ, (12)
where i is the inclination angle (sin i = I1/I2) and
Φ = Θ3 + Θ2 − φd with Θ2,3 being the angle variables
corresponding to actions I2,3. The physical meaning of
the phase mismatch Φ is revealed when examining its
temporal derivative
dΦ
dτ
=
dΘ3
dτ
+
dΘ2
dτ
− ωd ≈ dΘ3
dτ
− ωd +O (P1) . (13)
If dΦ/dτ ≈ 0, the orbital frequency dΘ3/dτ approxi-
mately follows the driving frequency. This classical reso-
nance condition is actually the same as the quantum one
(7) within the semi-classical approximation. It is shown
in Ref. [15] that if the driving frequency starts suffi-
ciently far from the resonance Hamiltonian (12) yields
a continued phase-locking Φ ≈ 0 after passage through
resonance provided (using our parametrization)√
P2P1 > 0.41. (14)
If this sharp threshold condition is satisfied, the resulting
phase locking yields a continuous increase of the energy
as the system self-adjusts to stay in resonance for an ex-
tended period of time. Note that the form of the left
hand side in the classical threshold condition (14) could
have been predicted even without the detailed analysis
of [15], as it is the only combination of parameters P1,2
which doesn’t depend on ~ (which cancels out after we
replace n0 with the initial dimensionless I3). We illus-
trate the sharp threshold phenomenon of the classical
autoresonance in Fig. (3b) showing the excitation effi-
ciency as a function of parameters P1,2 using the exact
classical equations of motion (for details on these simula-
tions see App. B). In order to check the independence of
the capture of the system in autoresonance on the initial
phase mismatch, we started the simulation on a circular
orbit with spherical angles ϕ = θ = 0, and averaged over
the initial driving phase between 0 and 2π. All other
parameters are the same as in Fig. (3a) (the two fig-
ures have the same scale and reference lines). On can
see that both the classical and the quantum simulations
correctly recreate the threshold condition (dashed line)
even though the threshold region is much narrower in the
classical results. Naturally, the classical simulations en-
tirely ignore the quantum-classical separation (solid line)
given by condition (11) further demonstrating the quan-
tum nature of the evolution above the separation line,
6and identifying the dashed line as the classical threshold.
The broadening of the threshold region in Fig. (3a) can
be attributed to quantum fluctuations of the initial state,
which were absent in the classical simulations.
The previous and current subsections describe purely
LC or AR evolutions. However, as mentioned above, one
must also consider an intermediate case where the ini-
tial evolution is of LC nature (i.e., condition [11] is met),
but in the final evolution stage condition (10) is violated
and we expect a dynamical transition from LC to AR at
later times. In fact, this situation was relevant to prac-
tically all of the region in Fig. (3a) above the quantum-
classical separation line. Nevertheless, as demonstrated
in Fig. (1b), the efficiency of the excitation remains high
and smooth despite the transition from LC to AR. The
reason for this smooth transition can be explained by
observing that the LC process closely follows the reso-
nance with the drive. In turn, this also means that at the
transition to the classical regime, the evolution is phase-
locked to the drive and the classical phase mismatch Φ
remains bounded. This guarantees smooth transition to
the AR regime as the classical dynamics emerges during
the chirped excitation process.
Finally, one can see in the lower right part in Fig. (3b)
that the transition region to efficient excitation is not
as narrow. We attribute this effect to the breaking of
the SRA when parameter P1 becomes large, as will be
discussed in the next section.
C. The braking of the single resonance
approximation and ionization
Our quantum-mechanical model does not include ion-
ization channels, so we discuss the problem of ionization
within the classical theory. Classically, the ionization
in the driven-chirped problem can occur when the SRA
loses its validity. This effect was studied in [15], where it
is shown that the breakdown of the SRA happens when
the frequency of oscillations of Φ in autoresonance be-
come of the order of the driving frequency and other res-
onant terms become important. When this happens the
dynamics is not dominated by the 1 : 1 resonance, and
ionization may soon follow via chaotic dynamics. Based
on [15] the condition for breakdown of the SRA is
P1
P2
> γ
n
7/2
0
9
√
2
√
1− (mn )2n4
, (15)
where we used the semi-classical approximation for the
dimensionless actions and γ is a numerical factor smaller
than one. Condition (15) is again local, and gets easier
to satisfy for higher n. Therefore, for estimation, we
substitute n = nf in (15), where nf is the resonant value
of n at the end of the excitation process. Figure (3c)
shows the classical ionization probability for the same
parameters as in Fig. (3b). The dotted diagonal line in
the figure is given by Eq. (15) for n = nf and γ = 1. One
can see that the ionization regime is centered around this
line. Furthermore, our quantum-mechanical simulations
in Fig. (3a) are performed in the portion of the parameter
space for which no ionization happens classically. In this
part of the parameter space we do not expect ionization
to occur.
V. 2:1 RESONANCE
Section IV revolved around analytic and numerical re-
sults for the 1 : 1 resonance, but the analysis is not lim-
ited to this choice. In this section, we will show that the
same considerations could be applied to the 2 : 1 reso-
nance, leading to similar results. Consider a CRS initial
condition defined by n0 and m, such that |m| < n0. The
driving frequency now sweeps through twice the Kep-
lerian i.e., 2dEn0/dn0, and the resonant transitions are
n, l,m ↔ n+ 2, l + 1,m. The analysis again starts with
Eq. (6), but now for q = 2, so a 2-level description simi-
lar to Eq. (8) follows immediately. The width of a single
LZ transition and the time between two transitions are
found similarly to Sec. (IV) and the quantum-classical
separation criterion is found to be
P2
(n0
n
)4
≫ 1 + P1c+2n,l. (16)
As with the 1 : 1 resonance, the initial stages of the evo-
lution are the most important and condition (16) could
be replaced by its version for n = n0 yielding the same
result as Eq. (11). Figure (4) shows numerical simula-
tions for the efficiency of excitation by passage throgh the
2 : 1 resonance. The left panel shows quantum mechani-
cal simulations for n0 = 90,m = 0, while the right panel
shows classical simulations for the corresponding initial
condition with I¯3 = I¯2 = 90 and I¯1 = 0. In the quantum
simulations the efficiency is determined by the fraction of
population exceeding n = 100, while for the classical sim-
ulations it is defined by the fraction of initial conditions
out of a uniformly distributed initial phases that reach fi-
nal unperturbed energy corresponding to I¯3 > 100. Note
that the range of P1,2 in Fig. (4) is the same as that of
Fig. (3a).
The solid lines in Figs. (4a-b) separate the quantum
and classical regions of the evolution. One can again ob-
serve the two different regimes in Fig. (4a) separated
by this line, and the absence of this separation in the
classical simulation of Fig. (4b). The efficiency of the
LC process above this separation line could be calcu-
lated similar to Eq. (9) by successively multiplying the
efficiencies of individual LZ transitions. Once again, be-
cause the coupling coefficients grow rapidly, the threshold
value PLC1,th for which the total efficiency is 0.5 depends
only weakly on the number of transitions. It also de-
pends rather weakly on the value of m. For example,
the parameters n0 = 90, m = 0 as in Fig. (4), yield
710-1 10-0.5
100
101
0
0.2
0.4
0.6
0.8
1
10-1 10-0.5
100
101
0
0.2
0.4
0.6
0.8
1
(a) (b)
FIG. 4. Numerical simulations of the 2 : 1 resonance. (a) Solution of Eq. (6) for the fraction of population with n > 100 when
starting from a circular state with n0 = 90 and m = 0. (b) Solution of the classical equations of motion for the fraction of
initial conditions leading to I¯3 > 100 when starting from a circular orbit with I¯3,0 = 90 and I¯1,0 = 0. In all simulations the
initial (final) driving frequency matches the resonant frequency at n = 80 (n = 110).
PLC1,th ≈ 0.39 (same as in Sec. IV), but when m = 89,
PLC1,th ≈ 0.34. The value of PLC1,th is represented in Fig.
(4a-b) by vertical dashed-dotted lines. One can observe
good agreement between the predictions of the quantum
mechanical simulation and this line in Fig. (4a).
It should be noted that like the 1 : 1 resonance of
Sec. IV, the CRS studied here has the property that it
is not ”connected” from below to any other state along
the resonant chain. The state below the initial condition
in the chain would have had n = n0 − 2 = l which is not
a physical state. Since this is true for every m, the 2 : 1
LC continuing excitation process could be applied to any
m, unlike the 1 : 1 LC.
When condition (11) is violated, the classical dynamics
emerges and one can use the results of [15] to find that
the capture into classical AR is only possible when
√
P2P1 > 0.41. (17)
The dashed lines in Fig. (4) show the threshold
√
P2P1 =
0.41 for efficient excitation. The classical simulations ex-
hibit a sharp transition at this line, except for low P2
as one gets closer to the breaking of the SRA (the cor-
responding breaking line, as in Fig. [3] is outside the
range of the P1,2 values in Fig. [4]). In the quantum me-
chanical simulations, the classical threshold is retrieved
below the quantum-classical separation line (11), but is
broadened compared to the classical simulations due to
quantum fluctuations.
VI. SUMMARY
In conclusion, we have studied the problem of resonant
excitation of a Rydberg atom starting in a CRS using
chirped drive. Based on three characteristic timescales
in the problem, we introduced two dimensionless param-
eters P1,2 (Eqs. [3-4]), and studied the resonant nature of
the problem in this parameters space within the rotating-
wave approximation. We have shown how this approxi-
mation allows one to reduce the three dimensional prob-
lem to one dimensional resonant interactions character-
ized by q : 1 ratio (q = 1, 2) between the driving and the
Keplerian frequencies. The 1 : 1 and 2 : 1 resonances
were studied in detail each showing two distinct persis-
tent resonance regimes, i.e., the quantum-mechanical lad-
der climbing and the classical autoresonance. The major
criteria (borderlines) in the P1,2 parameter space were
discussed, including (a) separation line between the two
regimes and (b) regions of efficient excitation in the two
regimes. In both regimes very high efficiencies (∼ 100%)
are possible, but the LC process yields significantly nar-
rower (in n) excited wave packets. Our analytic results
were supported by classical and quantum-mechanical nu-
merical simulations demonstrating the validity of our the-
oretical approach, as well as the quantum-classical cor-
respondence, and other effects such as quantum fluctua-
tions. The ionization process in the chirped driven excita-
tion was discussed classically in the framework of break-
ing of the single resonance approximation in the problem.
It was shown that the ionization effect is negligible in the
areas of interest in our quantum-mechanical simulations.
The results of this work extend previous studies of the
chirped-driven Rydberg atom into the boundary between
the quantum and classical evolution. From a broader
perspective, it is also the first use of the formalism for
studying such quantum-classical transitions in a three-
dimensional problem. The processes described in this
work enlarge the tool-box for the control and manipu-
lation of Rydberg atoms, and may lead to new applica-
tions. It will be interesting to study this problem for
8other initial conditions which are not CRS in the future.
Generally speaking, such initial conditions should not ex-
hibit sharp thresholds for capture into AR, but rather
a different capture process which could be conveniently
studied in phase-space [16, 37]. Quantum-mechanically,
such initial conditions will not be the ”ground state” of
their resonant chain, so the climb up the energy ladder
would require starting close to the resonance rather than
sweeping through it. Another avenue for research could
be studying time varying chirp rates. The time between
LZ transitions reduces by orders of magnitude as one
climbs up the energy ladder and, thus, lowering chirps in
time may allow to prolong the LC process and reduce the
possibility of ionization.
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Appendix A: Coupling Coefficients
In computing the coupling coefficients
〈n, l,m |zˆ|n′, l′,m′〉 we used spherical coordinates
r, θ, ϕ and separated the integral for the coefficients
into the radial and angular parts. The angular part
is found by expressing z as a function of r and the
spherical harmonic Y 01 (θ, ϕ). The functions ψn′,l′,m′ and
ψ∗n,l,m contribute two more spherical harmonics, and the
product of the three could be integrated in terms of the
Wigner 3j symbol, yielding the angular contribution, as
well as the selection rules m = m′ and l = l′± 1. For the
radial part we first normalize r by mea0/2µ, where a0 is
Bohr’s radius and µ the reduced mass (the normalization
factor is absorbed into ε). The radial integral is then
given by
∫ ∞
0
r3R∗n,l (r)Rn′,l′ (r) dr,
Rn,l (r) =
√
(n− l − 1)!
2n4 [(n+ l)!]
e−
r
2n
( r
n
)l
L2l+1n−l−1
( r
n
)
,
where Lba is the generalized Laguerre polynomial. Note
that Lba is a polynomial of order a, and therefore the
product r3R∗n,l (r)Rn′,l′ (r) could be broken into a sum
of (n − l − 1) × (n′ − l′ − 1) terms proportional to
rke−rp, where k, p > 0. The integral for each term yields
p−1−kΓ (1 + k), with Γ the Euler Gamma function. The
final result reads
cn
′,l+1
n,l,m =
1
2
√
(l −m+ 1) (l +m+ 1)
(2l+ 3) (2l+ 5)
×
×
√
(n− l − 1)! (n′ − l − 2)! (n+ l)! (n′ + l + 1)!×
×
n−l−1∑
i=0
n′−l−2∑
j=0
fn,li f
n′,l+1
j D,
where
D =
(
2nn′
n+n′
)2l+5+i+j
(2l+ 4 + i+ j)!,
fn,li = (−1)i
[
ni+l+2 (n− l − 1− i)! (2l+ 1 + i)! (i)!]−1 .
These cn
′,l+1
n,l,m were computed using a symbolic software,
to avoid numerical accuracy issues. Note that the cou-
pling of CRS to other CRS, or nearly circular states,
contains only a small number of contributions and can
by calculated explicitly. Namely, in the limit n0 ≫ 1
the value of C0 is
√
2n
3/2
0 for the 1 : 1 resonance with
m = n0 − 1, and
√
1− (m/n0)2n3/20 /
√
2 for the 2 : 1
resonance.
Appendix B: Numerical Simulations
The quantum mechanical simulations in Figs. (1-2)
use Eq. (5). The maximal value of n and n− l was cho-
sen such that only a negligible portion of the population
reaches the states along those numerical boundaries in
the Hilbert space. The simulations in Figs. (3(a)) and
(4(a)), however, are based on the RWA [Eq. (6)], i.e in-
clude only the states which are connected to the initial
condition through the resonant interaction. This validity
of this assumption improves as P2 increases and breaks
down completely in the portion of the parameter space
where ionization occurs. For this reason the quantum
mechanical simulations are limited to the region of the
parameter space where no ionization is observed (classi-
cally). For the 1 : 1 resonance we have also tested the
effect of the RWA by solving the same equation set with
more states outside the resonant chain (i.e states with
higher values of n − l) and found no significant changes
in the results presented in Fig. 3(a).
Our classical simulations are based on solving the clas-
sical Hamilton equations for the Hamiltonian:
H =
P2n
4
0
6q2
[
p2r +
p2θ
r2
+
p2φ
r2 sin2 θ
− 2
r
]
+
2P1
C0
cosφdr cos θ,
where r, θ, φ are spherical coordinates and pr, pθ, pφ their
conjugate momenta. Naturally, the quantum mechanical
initial condition does not translate directly to a classical
initial condition. We used initial conditions correspond-
ing to a classical circular Keplerian case, but averaged
9over the initial driving phase φd between 0 and 2π in
Fig. (3b-c) and over θ between 0 and π in Fig. (4b)
for testing the validity of the single resonance approxi-
mation. One can observe that in both figures all initial
conditions yield the same results except for the bottom-
right corner of the parameter space where the SRA is not
valid.
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