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Transfer Maps, sometimes called normmaps, for Milnor’s K-theory
were ﬁrst deﬁned by Bass and Tate [H. Bass, J. Tate, The Milnor ring
of a global ﬁeld, in: Algebraic K-theory, II: “Classical” algebraic K-
theory and connections with arithmetic, Proc. Conf., Seattle, Wash.,
Battelle Memorial Inst., 1972, Lecture Notes in Math., vol. 342,
Springer, Berlin, 1973, pp. 349–446] for simple extensions of ﬁelds
via tame symbol and Weil’s reciprocity law, but their functoriality
had not been settled until Kato [Kazuya Kato, A generalization of
local class ﬁeld theory by using K-groups. II, J. Fac. Sci. Univ. Tokyo
Sect. IAMath. 27 (3) (1980) 603–683]. On the other hand, functorial
transfermaps for the Goodwillie group are easily deﬁned.We show
that thesenatural transfermapsactually agreewith the classical but
difﬁcult transfer maps by Bass and Tate. With this result, we build
an isomorphism from the Goodwillie groups to Milnor’s K-groups
of ﬁelds, which in turn provides a description of joint determinants
for the commuting invertible matrices. In particular, we explicitly
determine certain joint determinants for the commuting invertible
matrices over a ﬁnite ﬁeld,Q,R andC into the respective group of
units of given ﬁeld.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
For a ﬁnite ﬁeld extension L/k, we have the norm map NL/k : L× → k×. In this article, we ﬁrst
show how to generalize the notion of the normmap to involve l-tuples of elements α1, . . .,αl ∈ L× or
more generally l-tuples of commuting matrices A1, . . ., Al ∈ GLn(L). These generalizations are called
the transfer maps. For the case of l-tuples of elements in L×, the transfer map is deﬁned via Milnor’s
K-theory but it is somewhat difﬁcult to describe because, although these elements give commuting
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k-linear automorphisms on L, it is not easy to invent a process, which is ‘determinant’ in case of a single
element, to push them back to elements of k. Bass and Tate [1] were able to create a method for this
case and its validity was veriﬁed by Kato [3]. For the case of l-tuples of commuting matrices in GLn(L),
the transfer map is deﬁned via the Goodwillie group. In this case, we just observe that commuting
matrices in GLn(L) give rise to commuting matrices in GLdn(k) by simply regarding L as d-dimensional
k-vector space and declare that this process gives rise to the transfer maps.
We ﬁnd that these two transfer maps are related and lots of ingredients involving determinants,
matrixmultiplicationsandKroneckerproductsplay roles in thedynamicsof transfermaps. The transfer
maps are the key ingredients connecting Milnor’s K-theory and the Goodwillie group. We remark
that the Goodwillie group is one way to describe ‘motivic cohomology’ of ﬁelds when the degree is
equal to the weight. Its natural generalization called Goodwillie–Lichtenbaum complex, after some
modiﬁcations, gives the motivic cohomology of arbitrary regular schemes in algebraic geometry. In
this regard, Theorem 6.7 may be viewed as a reproduction of Nesterenko–Suslin theorem [7] which
states that Milnor’s K-theory and the motivic cohomology of ﬁelds are isomorphic when the degree
is equal to the weight. In fact, we show that
⊕
l 0 K
M
l (k) and
⊕
l 0 GWl(k) are isomorphic as graded
rings with their respective product structures which are described in Sections 2 and 4, respectively.
Finally, this result leads to the conclusion that there does not exist an interesting ‘determinant’ D
for tuples of commuting invertible matrices over the usual ﬁelds considered in linear algebra. More
precisely, when l 2 and k is either Q, C or a ﬁnite ﬁeld, there is no map D of l-tuples of commuting
matrices over k onto k× which satisfy the following four conditions.When k = R, we also require that
D is a continuous map when restricted to the set of commuting matrices in GLn(R) for some n with
the usual topology.
(i) (Multilinearity) For l + 1 commuting invertible matrices A1, . . ., Al and B in GLn(k) for some
n 1, we have D(A1, . . .Ai−1, AiB, Ai+1, . . ., Al)=D(A1, . . ., Ai−1, Ai, Ai+1. . ., Al) · D(A1, . . ., Ai−1,
B, Ai+1. . ., Al).
(ii) (Block diagonal matrices) For commuting invertible matrices A1, . . ., Al ∈ GLm(k) and B1, . . ., Bl∈ GLn(k) for somem, n 1, we have
D
((
A1 0
0 B1
)
, . . .,
(
Al 0
0 Bl
))
= D(A1, . . ., Al) · D(B1, . . ., Bl).
(iii) (Similar Matrices) For commuting matrices A1, . . ., Al ∈ GLn(k) and any S ∈ GLn(k), we have
D(SA1S
−1, . . ., SAlS−1) = D(A1, . . ., Al).
(iv) (Polynomial Homotopy) For commuting A1(t), . . ., Al(t) ∈ GLn(k[t]), we have D(A1(0), . . .,
Al(0)) = D(A1(1), . . ., Al(1)).
The case where k is either Q, R or a ﬁnite ﬁeld, respectively, is stated in Corollaries 7.4, 7.3 and 7.5,
respectively. The case k = C is not stated as a separate corollary, but the nonexistence of ‘determinant’
follows immediately from Theorem 7.2 and the fact that KMl (C) is uniquely divisible when l 2. More
precise description is provided in Section 7.
2. Some computations in Milnor’sK-groups
The basic references for this section are [5,1], but some computations later in the section are new
and are to be used later to prove the compatibility of transfer maps between the Milnor’s K-groups
and the Goodwillie groups.
For a ﬁeld k, we deﬁne Milnor’s K-groups KMn (k) of k as follow.
Deﬁnition 2.1. The nth Milnor’s K-group KMn (k) is the additive quotient group of the tensor product
(k×)⊗n = k× ⊗ k× ⊗ · · · ⊗ k× (n-times) by the subgroup generated by the elements of the form
a1 ⊗ a2 ⊗ · · · ⊗ an ∈ (k×)⊗n where ai + aj = 1 for some 1 i < j n.We denote by {a1, a2, . . ., an},
called a Milnor symbol, the image of a1 ⊗ a2 ⊗ · · · ⊗ an ∈ (k×)⊗n in KMn (k).
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In particular, KM1 (k)  k×, but the group operation is written additively so that {a} + {b} = {ab}
and we set KM0 (k) = Z. The following properties are some of basic relations for symbols in KM2 (k).
Lemma 2.2. Suppose that a, b and c are arbitrary nonzero elements of k.
(i) (Multilinearity) {ab, c} = {a, c} + {b, c}. In particular, {a, 1} = 0 for any a ∈ k×.
(ii) (Skew-symmetry) {a, b} = −{b, a}.
(iii) {a,−a} = 0.
Proof. (i) Multilinearity is already part of the deﬁnition of tensor products.
(iii) 0 = {a, 1 − a} + {a−1, 1 − a−1} = {a, 1 − a} + {a, (1 − a−1)−1}={a, (1 − a)(1 − a−1)−1}
= {a,−a}.
(ii) 0 = {ab,−ab} = {a,−ab} + {b,−ab} = {a,−a} + {a, b} + {b, a} + {b,−b} = {a, b} + {b, a}
by (iii). 
Thanks to Lemma 2.2,
⊕
l 0 K
M
l (k) may be given an anti-commutative graded ring structure by
deﬁning the product by the rule {a1, . . ., ap}·{b1, . . ., bq} = {a1, . . ., ap, b1, . . ., bq}. In particular, sup-
pose that 1 n l and a1, . . ., an are nonzero elements of k such that {a1, . . ., an} = 0 in KMn (k). Then,
we have {a1, . . ., an, bn+1, . . ., bl} = 0 in KMl (k) for arbitrary nonzero elements bn+1, . . ., bl of k.
Lemma 2.3. Let c and d be arbitrary nonzero elements of a ﬁeld k. Then, we have the following relations
in KM2 (k).
(i) {c, d} =
{
c
d
, d − c
}
+ {−1, d}.
(ii) {c, d} =
{
− c
d
, d + c
}
.
Proof. (i) 0 =
{
c
d
, 1 − c
d
}
=
{
c
d
, d−c
d
}
=
{
c
d
, d − c
}
− {c, d} + {d, d}. But, {d, d} = {−1, d} + {−d, d}
= {−1, d} by Lemma 2.2 (iii).
(ii) follows quickly from (i) by substituting −c for c in the equality. 
Now let us prove the following key relation which will be used later in the proof of Lemma 6.4.
Proposition 2.4. Suppose that l 1 and that l + 1 elements x0, x1, x2, . . ., xl of a ﬁeld k is such that xi −
xj /= 0, whenever i /= j modulo l + 1, where the indices are considered modulo l + 1. Then we have, in
KMl (k),
l∑
i=0
(−1)l(i+1){xi+1 − xi, xi+2 − xi, xi+3 − xi, . . ., xi+l − xi} = {−1,−1,−1, . . .,−1}.
Proof. We proceed by induction on l. The case l = 1 is straightforward since −{x1 − x0} + {x0 −
x1} =
{
x0−x1
x1−x0
}
= {−1} in K1(k).
To prove the proposition we aim to prove by induction the following equality:
{x1 − x0, x2 − x0, x3 − x0, x4 − x0, . . ., xl − x0}
= {x0 − x1, x2 − x1, x3 − x1, x4 − x1, . . ., xl − x1}
− {x0 − x2, x1 − x2, x3 − x2, x4 − x2, . . ., xl − x2}
+ {x0 − x3, x1 − x3, x2 − x3, x4 − x3, . . ., xl − x3} − · · ·
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+ (−1)i+1 {x0 − xi, x1 − xi, x2 − xi, . . ., xi−1 − xi, xi+1 − xi, . . ., xl − xi} + · · ·
+ (−1)l+1 {x0 − xl , x1 − xl , x2 − xl , x3 − xl , x4 − xl , . . ., xl−1 − xl}
+ {−1,−1,−1, . . .,−1}. (1)
Once the relation (1) is proved, we deduce by Lemma 2.2(ii) that
{x1 − x0, x2 − x0, x3 − x0, x4 − x0, . . ., xl − x0}
+ (−1)l {x2 − x1, x3 − x1, x4 − x1, . . ., xl − x1, x0 − x1}
+ {x3 − x2, x4 − x2, x5 − x2, . . ., x1 − x2}
+ (−1)l {x4 − x3, x5 − x3, x6 − x3, . . ., x2 − x3} + · · ·
+ {x0 − xl , x1 − xl , x2 − xl , . . ., xl−1 − xl} = {−1,−1,−1, . . . ,−1}
and the proof of the proposition will be complete if we multiply both sides by (−1)l since {−1,−1,
. . .,−1} is 2-torsion.
By the inductive hypothesis on l − 1, we have
{x1 − x0, x2 − x0, x3 − x0, x4 − x0, . . ., xl−1 − x0}
= {x0 − x1, x2 − x1, x3 − x1, x4 − x1, . . ., xl−1 − x1}
− {x0 − x2, x1 − x2, x3 − x2, x4 − x2, . . ., xl−1 − x2}
+ {x0 − x3, x1 − x3, x2 − x3, x4 − x3, . . ., xl−1 − x3} − · · ·
+ (−1)i+1 {x0 − xi, x1 − xi, x2 − xi, x3 − xi, . . ., xi−1 − xi, xi+1 − xi, . . ., xl−1 − xi}
+· · · + (−1)l {x0 − xl−1, x1 − xl−1, x2 − xl−1, x3 − xl−1, x4 − xl−1, . . ., xl−2 − xl−1}
+ {−1,−1,−1, . . .,−1}. (2)
Multiply on the right by xl − x0 and we get
{x1 − x0, x2 − x0, x3 − x0, x4 − x0, . . ., xl−1 − x0, xl − x0}
= {x0 − x1, x2 − x1, x3 − x1, x4 − x1, . . ., xl−1 − x1, xl − x0}
− {x0 − x2, x1 − x2, x3 − x2, x4 − x2, . . ., xl−1 − x2, xl − x0}
+ {x0 − x3, x1 − x3, x2 − x3, x4 − x3, . . ., xl−1 − x3, xl − x0} − · · ·
+ (−1)i+1{x0 − xi, x1 − xi, x2 − xi, x3 − xi, . . .,
xi−1 − xi, xi+1 − xi, . . ., xl−1 − xi, xl − x0}
+· · · + (−1)l{x0 − xl−1, x1 − xl−1, x2 − xl−1, x3 − xl−1,
x4 − xl−1, . . ., xl−2 − xl−1, xl − x0}
+ {−1,−1,−1, . . .,−1, xl − x0}.
Applying Lemma 2.3(ii) to the ﬁrst and the last coordinates, each of the terms
{x0 − xi, x1 − xi, x2 − xi, x3 − xi, . . ., xi−1 − xi, xi+1 − xi, . . ., xl−1 − xi, xl − x0}
(i = 1, 2, . . ., l − 1) in the right hand side can be rewritten as{
x0 − xi
x0 − xl , x1 − xi, x2 − xi, . . ., xi−1 − xi, xi+1 − xi, . . ., xl−1 − xi, xl − xi
}
= {x0 − xi, x1 − xi, x2 − xi, . . ., xi−1 − xi, xi+1 − xi, . . ., xl−1 − xi, xl − xi}
− {x0 − xl , x1 − xi, x2 − xi, . . ., xi−1 − xi, xi+1 − xi, . . ., xl−1 − xi, xl − xi} .
S. Myung / Linear Algebra and its Applications 431 (2009) 1633–1651 1637
Hence, we have
{x1 − x0, x2 − x0, x3 − x0, . . ., xl−1 − x0, xl − x0}
=
l−1∑
i=1
(−1)i+1{x0 − xi, x1 − xi, x2 − xi, . . ., xi−1 − xi,
xi+1 − xi, . . ., xl−1 − xi, xl − xi}
−
l−1∑
i=1
(−1)i+1{x0 − xl , x1 − xi, x2 − xi, . . ., xi−1 − xi, xi+1 − xi, . . ., xl−1 − xi,
xl − xi} + {−1,−1,−1, . . .,−1, xl − x0}.
Therefore, to prove (1) by induction on l, it sufﬁces to show the equality
−
l−1∑
i=1
(−1)i+1 {x0 − xl , x1 − xi, x2 − xi, . . ., xi−1 − xi, xi+1 − xi, . . ., xl−1 − xi, xl − xi}
+ {−1,−1,−1, . . .,−1, xl − x0}
= (−1)l+1 {x0 − xl , x1 − xl , x2 − xl , . . ., xl−1 − xl} + {−1,−1,−1, . . .,−1,−1} ,
or equivalently, as any Milnor symbol having −1 as a coordinate is 2-torsion,
l∑
i=1
(−1)i+1 {x0 − xl , x1 − xi, x2 − xi, . . ., xi−1 − xi, xi+1 − xi, . . ., xl−1 − xi, xl − xi}
= {x0 − xl ,−1,−1,−1, . . .,−1} .
But, this equality is obtained by replacing x0, x1, . . ., xl−1 with x1, x2, . . ., xl in the inductive hypoth-
esis (2) as
{x2 − x1, x3 − x1, x4 − x1, . . ., xl − x1}
= {x1 − x2, x3 − x2, x4 − x2, . . ., xl − x2}
− {x1 − x3, x2 − x3, x4 − x3, . . ., xl − x3}
+ {x1 − x4, x2 − x4, x3 − x4, . . ., xl − x4}
−· · · + (−1)i+1 {x1 − xi, x2 − xi, . . ., xi−1 − xi, xi+1 − xi, . . ., xl − xi} + · · ·
+ (−1)l {x1 − xl , x2 − xl , x3 − xl , x4 − xl , . . ., xl−1 − xl}
+ {−1,−1,−1, . . .,−1}
and then multiplying on the left by x0 − xl . 
3. Transfer maps for Milnor’sK-groups
Let us recall a deﬁnitionof the transfermap forMilnor’sK-groups. Let k beanyﬁeld and letK = k(X)
be the ﬁeld of rational functions of the projective line P1k over k. A discrete valuation v of the ﬁeld
K = k(X), which vanishes on k, is called a discrete valuation of K/k. For each discrete valuation v of
K/k, let πv be a uniformizing parameter and kv = Rv/(πv) be the residue ﬁeld of the valuation ring
Rv = {r ∈ K|v(r) 0}.
There are two types of discrete valuations of K/k. For each monic irreducible polynomial πv of the
polynomial ring k[X], we can associate a unique valuation v of K such that v(πv) = 1. The other type
is v∞ where πv = 1/X , i.e., v(f ) = − deg f (X) whenever f (X) is a polynomial in k[X].
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The higher tame symbol ∂v : KMl+1(K) → KMl (kv) is deﬁned as follows (see [1] or [3] for more
details).
Deﬁnition 3.1. The tame symbol ∂v : KMl+1(K) → KMl (kv) is the unique epimorphism such that
∂v({u1, . . ., ul , y}) = v(y) {u1, . . ., ul} ,
whenever u1, . . ., ul are units of the valuation ring Rv.
Let v∞ be the discrete valuation of K = k(X), which vanishes on k, such that v∞(X) = −1. In
particular, v∞(f ) = − deg(f ) if f ∈ k[X] is a polynomial of degree deg(f ). Every simple algebraic
extension L of k is isomorphic to kv for some discrete valuation v /= v∞ which corresponds to a prime
ideal p of k[X]. Conversely, every discrete valuation v /= v∞ of K/k gives rise to a simple algebraic
extension L of k. This factmotivates the following deﬁnition of the transfermaps for simple extensions,
which is due to Bass and Tate [1].
Deﬁnition 3.2. The transfermapsNkv/k : KMl (kv) → KMl (k)are theuniquehomomorphismssuch that,
for every w ∈ KMl+1(k(X)),
∑
v Nkv/k(∂vw) = 0 where the sum is taken over all discrete valuations of
k(X)/k including v∞ on k(X). For v = v∞, we take Nv∞ = Id.
Kato [3, Section 1.7] has shown that these maps, if deﬁned as compositions of transfer maps for
simple extensions for a given tower of simple extensions, depend only on the ﬁeld extension L/k, i.e.,
that it enjoys functoriality. See also [9]. Therefore, the transfer map is well deﬁned for arbitrary ﬁnite
extension L/k and functorial for compositions of ﬁnite ﬁeld extensions.
We would like to mention some useful lemmas before we go onto the next section.
Lemma 3.3. Let v be the discrete valuation of K = k(X) associated with a monic irreducible polynomial
πv of degree d. Denote by α the image of X in the residue ﬁeld kv = k[X]/(πv). Then the group KMl (kv)
is generated by the symbols of the form {a1, a2, . . ., al−r , f1(α), f2(α), . . ., fr(α)} , where a1, a2, . . ., al−r
are elements of k× and f1, . . ., fr are monic irreducible polynomials in k[X] with 0 < deg f1 < deg f2 <· · · < deg fr < d.
Proof. Any element w ∈ KMl (kv) can be written as w = {g1(α), . . ., gl(α)} = ∂v({g1, . . ., gl ,πv}) for
some polynomials g1, . . ., gl ∈ k[X] of degree less than d. So, it sufﬁces to prove that if {g1, . . ., gl}
is a symbol in KMl (K) where g1, . . ., gl ∈ k[X] are of degree less than d, then it can be written as a
sum of symbols of the form {a1, a2, . . ., al−r , f1, f2, . . ., fr}where a1, a2, . . ., al−r are elements of k× and
f1, . . ., fr are monic irreducible polynomials in k[X] with 0 < deg f1 < deg f2 < · · · < deg fr < d.
First of all, bymultilinearity ofMilnor symbols,wemay suppose that g1, . . ., gl aremonic irreducible
polynomials in k[X].
Now let us assume that f and g are monic irreducible polynomials of the same degree, say,m > 0.
Write f = g + h where deg h is less than m. In case f = g, {f , g} = {−f , f } + {−1, f } = {−1, f } in
KM2 (K). In other cases, h /= 0 andwe have gf + hf = 1. Hence
{
h
f
,
g
f
}
= 0. If we expand out the symbol
using the multilinearity, then we get {f , g} = {h, g} − {h, f } + {f , f } = {h, g} − {h, f } + {−1, f }. In
both cases, we can always rewrite {f , g} as a sum of symbols of the form {φ,ψ} where φ and ψ
are polynomials of k[X] with deg φ < degψ m.
The proof follows inductively from this observation and we are done. 
Lemma3.4 (Inductive formula forNkv/k). For agenerator x = {a1, a2, . . ., al−r , f1(α), f2(α), . . ., fr(α)} ∈
KMl (kv) in Lemma 3.3, we may express Nkv/k(x) as a sum of ±{−1,−1, . . .,−1} and Nvi(xi) in KMl (k),
for i = 1, 2, . . ., r, where degπvi < degπv and xi ∈ KMl (kvi) for each i.
Proof. Let d be the degree of the monic irreducible polynomial πv in k[X]. By Lemma 3.3, KMl (kv) is
generated by symbols of the form
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x = {a1, a2, . . ., al−r , f1(α), f2(α), . . ., fr(α)} ,
where a1, a2, . . ., al−r are elements of k× and f1, . . ., fr are monic irreducible polynomials in k[X]
with 0 < deg f1 < deg f2 < · · · < deg fr < d. Let v1, v2, . . ., vr be the discrete valuations of K = k(X)
associatedwith f1, f2, . . ., fr , respectively.Writey = {a1, a2, . . ., al−r , f1, f2, . . ., fr ,πv} ∈ KMl+1(K) so that
∂v(y) = x. ThenNkv/k(x)appears as a term in theWeil reciprocity law
∑
w Nw(∂w(x)) = 0.But,wehave
∂w(y) = 0unlessw is equal to either v, vi for some i ∈ {1, 2, . . ., r}or v∞. Note that∂vi(y) = (−1)r−ixi,
where xi = {a1, a2, . . ., al−r , f1(αi), . . ., fi−1(αi), fi+1(αi), . . ., fr(αi),πv(αi)} andαi is the image of X in
kv under the identiﬁcation kv = k[X]/(fi). Also,wehave ∂v∞(y)=(−1)r+1 deg(f1)· · · deg(fr) deg(πv){−1,−1, . . .,−1}. Therefore,
Nkv/k(x) = (−1)r deg(f1)· · · deg(fr) deg(πv) {−1, . . .,−1} −
r∑
i=1
(−1)rNvi(xi).
Note that each xi may be written explicitly once x is known. 
4. The Goodwillie groups
We deﬁne the lth Goodwillie group GWl(k) for l 1 as follows when k is a ﬁeld.
Deﬁnition 4.1. GWl(k) is the abelian group generated by l-tuples of commuting matrices (A1, . . ., Al)
(A1, . . ., Al ∈ GLn(k) for various n 1), subject to the following four kinds of relations.
(i) (Identitymatrices) (A1, . . ., Al) = 0whenAi for some i is equal to the identitymatrix In ∈ GLn(k).
(ii) (Similar matrices) (A1, . . ., Al) = (SA1S−1, . . ., SAlS−1) for commuting A1, . . ., Al ∈ GLn(k) and
any S ∈ GLn(k).
(iii) (Direct sum) (A1, . . ., Al) + (B1, . . ., Bl)=
((
A1 0
0 B1
)
, . . .,
(
Al 0
0 Bl
))
for commuting A1, . . ., Al∈
GLn(k) and commuting B1, . . ., Bl ∈ GLm(k).
(iv) (Polynomial Homotopy) (A1(0), . . ., Al(0)) = (A1(1), . . ., Al(1)) for commuting matrices
A1(t), . . ., Al(t) in GLn(k[t]), where k[t] is the polynomial ring over k with the indeterminate t.
The motivic cohomology HdM (Spec k,Z(l)), which appear in various literatures and deﬁned in
many different ways although most of them turned out to be isomorphic, is in fact isomorphic to
the Goodwillie group GWl(k) when the degree d is equal to the weight l (see [10]).
It is immediate from the deﬁnition that, for an arbitrary ﬁeld extension k ⊂ L, we have a natural
homomorphism iL/k : GWl(k) → GWl(L) of groups.
Let us denote by GL(k) = ⋃n 1 GLn(k) the set of invertible matrices of ﬁnite ranks over k, where
two matrices A and B are considered equal if A =
(
B 0
0 I
)
for some identity matrix I, or the other way
around. Then GW1(k) can be thought of as generated by elements of GL(k), because of the relations (i)
and (iii).
The following lemma is easily proved using the deﬁnition of GW1(k).
Lemma 4.2. (i) Every elementary matrix represents 0 in GW1(k).
(ii) (A) + (B) = (AB) for A, B ∈ GLn(k) in GW1(k)
Proof. (i) An immediate consequence of the relation (iv) is that the element of GW1(k) represented
by a 2 × 2 block matrix
(
A C
0 B
)
is equal to the one represented by
(
A 0
0 B
)
. To see this, simply take
the invertible polynomial matrix
(
A Ct
0 B
)
which have entries in k[t] and put t = 0 and t = 1. By the
same reason, we see that an elementary matrix Eij ∈ GLn(k), whose diagonal entries and (i, j)-th term
are 1 and other entries are all 0, represents 0 in GW1(k).
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(ii) In GW1(k), we have(
B 0
0 A
)
=
(
B I
0 A
)
=
(
I 0
B I
)(
B I
0 A
)(
I 0
−B I
)
=
(
0 I
−AB A + B
)
On the other hand, we also have
(AB) =
(
I 0
0 AB
)
=
(
I I
0 AB
)
=
(
I 0
I I
)(
I I
0 AB
)(
I 0
−I I
)
=
(
0 I
−AB I + AB
)
.
But, by letting t = 0 and t = 1 in the polynomial homotopy(
0 I
−AB t(A + B) + (1 − t)(I + AB)
)
∈ GL2n(k[t]),
we see that(
0 I
−AB A + B
)
=
(
0 I
−AB I + AB
)
in GW1(k)
and we are done. 
Corollary 4.3. Every element of GW1(k) can bewritten as (A) for some single invertible matrix A ∈ GL(k).
Proof. This follows from the simple observation that (A) − (B) = (A) + (B−1) =
(
A 0
0 B−1
)
in
GW1(k). 
Proposition 4.4. We have GW1(k)  k×, the multiplicative group of units in k.
Proof. Deﬁne the map φ : GW1(k) → k× by φ (∑i ni(Ai)) = ∏i(det Ai)ni . Then, φ is easily checked
to be well-deﬁned using Deﬁnition 4.1 and is clearly surjective.
On the other hand, let (A), where A is an invertible matrix in GL(k), be an arbitrary element in the
kernel of φ (c.f. Corollary 4.3). When the determinant of A is 1, it is well-known (c.f. 2.2.6 and 2.3.2 in
[8]) that A is a product of elementary matrices, which are trivial in GW1(k) by Lemma 4.2(i). 
To understand the Goodwillie group GWl(k) as a homology group of a complex, we introduce the
following notation.
Deﬁnition 4.5. C(k[t1, . . ., kd], l)(d 0, l 1) is deﬁned to be the abelian group generated by l-tuples
(A1, . . ., Al) = (A1(t1, . . ., td), . . ., Al(t1, . . ., td)) where A1 = A1(t1, . . ., td), . . ., Al = Al(t1, . . ., td) are
commutingmatrices inGLn(k[t1, . . ., td]) for various n 1, subject to the following 3 kinds of relations.
(i) (Identity matrices) (A1, . . ., Al) = 0when Ai, for some i, is equal to the identity matrix In of rank
n.
(ii) (Similar matrices) (A1, . . ., Al) = (SA1S−1, . . ., SAlS−1) for any S ∈ GLn(k[t1, . . ., td]).
(iii) (Direct sum) (A1, . . ., Al) + (B1, . . ., Bl) =
((
A1 0
0 B1
)
, . . .,
(
Al 0
0 Bl
))
for commuting A1, . . ., Al
∈GLn(k[t1, . . ., td]) and commuting B1, . . ., Bl∈GLm(k[t1, . . ., td]).
Our main interest in this article is when d = 0 and d = 1. When d = 1, we set t = t1 and we de-
ﬁne the boundary map ∂ : C(k[t], l) → C(k, l) by sending (A1(t), . . ., Al(t)) in C(k[t], l) to (A1(1), . . .,
Al(1)) − (A1(0), . . ., Al(0)) in C(k, l). Then, the Goodwillie group GWl(k) is nothing but the cokernel
of the map ∂ : C(k[t], l) → C(k, l). We will denote by the same notation (A1, . . ., Al) the element in
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C(k, l)/∂C(k[t], l) = GWl(k) represented by (A1, . . ., Al), by abuse of notation, whenever A1, . . ., Al are
commuting matrices in GLn(k).
Before we proceed to the next section, we deﬁne products in the Goodwillie groups. Recall that,
for A = (aij) ∈ GLm(k) and B = (bij) ∈ GLn(k), the Kronecker product A ⊗ B is deﬁned to be a block
matrix in GLmn(k) whose (i, j)-th block (1 i, jm) is given by aijB, i.e.,
A ⊗ B =
⎛
⎜⎜⎝
a11B · · · a1mB
...
. . .
...
am1B · · · ammB
⎞
⎟⎟⎠ .
One of the basic properties of the Kronecker product of matrices is that (A ⊗ B)(C ⊗ D) = AC ⊗ BD
when A, C ∈ GLm(k) and B,D ∈ GLn(k) and thus (A ⊗ B)−1 = A−1 ⊗ B−1.
Deﬁnition 4.6. A product · : GWp(k) × GWq(k) → GWp+q(k) for p, q 1 is deﬁned as follows. For
commuting matrices A1, . . ., Ap ∈ GLn(k) and commuting matrices B1, . . ., Bq ∈ GLm(k), (A1, . . ., Ap) ·
(B1, . . ., Bq) ∈ GWp+q(k) is represented by the symbol (A1 ⊗ In, . . ., Ap ⊗ In, Im ⊗ B1, . . ., Im ⊗ Bq)
where Im and In are the identity matrices of rankm and n, respectively.
Let us verify that theproduct · : GWp(k) × GWq(k) → GWp+q(k) iswell-deﬁned. First of all,Ai ⊗ In
and Im ⊗ Bj (1 i p, 1 j q) are easily seen to be commuting. If either the ﬁrst factor from GWp(k)
or the second factor from GWq(k) is in one of the relations in Deﬁnition 4.1, let us check that their
product as in Deﬁnition 4.6 is also in the relations. We will check this fact only when the ﬁrst factor
from GWp(k) is in the relations.
(i) If, say, Ai is the identity matrix, then Ai ⊗ In is the identity matrix.
(ii) If S is in GLm(k), then we have, for T = S ⊗ In,(
(S−1A1S) ⊗ In, . . ., (S−1ApS) ⊗ In, Im ⊗ B1, . . ., Im ⊗ Bq
)
=
(
T−1(A1 ⊗ In)T ⊗ In, . . ., T−1(Ap ⊗ In)T ,
T−1(Im ⊗ B1)T , . . ., T−1(Im ⊗ Bq)T
)
.
(iii) For commuting A1, . . ., Ap ∈ GLm(k), commuting C1, . . ., Cp ∈ GLr(k), and commuting B1, . . ., Bq∈ GLn(k), we have((
A1 0
0 C1
)
⊗ In, . . .,
(
Ap 0
0 Cp
)
⊗ In, Im+r ⊗ B1, . . ., Im+r ⊗ Bq
)
=
((
A1 ⊗ In 0
0 C1 ⊗ In
)
, . . .,
(
Ap ⊗ In 0
0 Cp ⊗ In
)
,
(
Im ⊗ B1 0
0 Ir ⊗ B1
)
, . . .,
(
Im ⊗ Bq 0
0 Ir ⊗ Bq
))
.
(iv) If A1(t), . . ., Ap(t) are commuting matrices in GLm(k[t]), then A1(t) ⊗ In, . . ., Ap(t) ⊗ In, Im ⊗
B1, . . ., Im ⊗ Bq are commutingmatrices inGLmn(k[t]) and it is equal to (A1(0) ⊗ In, . . ., Ap(0) ⊗
In, Im ⊗ B1, . . ., Im ⊗ Bq) and (A1(1) ⊗ In, . . ., Ap(1) ⊗ In, Im ⊗ B1, . . ., Im ⊗ Bq)when t = 0 and
t = 1, respectively.
We remark that, for commuting matrices A, B ∈ GLm(k), it is not necessarily true that (A) · (B) =
(A, B) in GW2(k) unless A and B are 1 × 1 matrices.
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For the next lemma, we set GW0(k) = Z, the ring of integers. Then the products · : GW0(k) ×
GWl(k) → GWl(k) and · : GWl(k) × GW0(k) → GWl(k), for l 0 can be naturally deﬁned by consid-
ering each GWl(k) as a Z-module which arises from its abelian group structure.
Lemma 4.7. The product · : GWp(k) × GWq(k) → GWp+q(k) makes⊕l 0 GWl(k) into a graded ring.
Proof. To show that it is a graded ring,we need to check that the product is associative and distributive
with respect to theaddition.Associativity is easilyveriﬁedusing theproperty (A ⊗ B) ⊗ C = A ⊗ (B ⊗
C) of the Kronecker product of matrices.We already have the distributive law during the construction.

5. Some properties of Goodwillie groups
The basic reference for this section is [6].
Lemma 5.1. The following equalities hold in GWl(k).
(i) (BC, A2, . . ., Al) = (B, A2, . . ., Al) + (C, A2, . . ., Al), for commuting matrices B, C, A2, . . ., Al∈ GLn(k);
Also, (A1, . . ., Ai−1, BC, Ai+1, . . ., Al) = (A1, . . ., Ai−1, B, Ai+1, . . ., Al) + (A1, . . ., Ai−1, C, Ai+1, . . .,
Al) for commuting matrices B, C, A1, . . ., Ai−1, Ai+1, . . ., Al in GLn(k);
(ii) (A1, . . ., Ai, . . ., Aj , . . ., Al) = −(A1, . . ., Aj , . . ., Ai, . . ., Al), for commuting matrices A1, . . ., Al ∈
GLn(k);
(iii) (A1, . . ., Ai, . . ., Aj , . . ., Al) = 0, whenever Ai = −Aj for commuting A1, . . ., Al ∈ GLn(k);
(iv) (c1, . . .,α, . . ., 1 − α, . . ., cl) = 0 in GWl(k), for α ∈ k − {0, 1} and ci ∈ k× for each app-
ropriate i.
Proof. (i) Let H(t) be the 2n × 2nmatrix(
0 In−BC t(In + BC) + (1 − t)(B + C)
)
.
Then, H(t) is in GL2n(k[t]), and the image of (H(t), A2 ⊕ A2, . . ., Al ⊕ Al) under ∂ : C(k[t], l) →
C(k, l) is (In ⊕ BC, A2 ⊕ A2, . . ., Al ⊕ Al) − (B ⊕ C, A2 ⊕ A2, . . ., Al ⊕ Al) = (BC, A2, . . ., Al) − (B, A2,
. . ., Al) − (C, A2, . . ., Al).
The proof is similar for the other cases.
(ii) We let H(t) be the matrix(
0 In−AB t(In + AB) + (1 − t)(A + B)
)
.
Then the image of (A1 ⊕ A1, . . .,H(t), . . .,H(t), . . ., Al ⊕ Al) under ∂ is
(A1, . . ., AiAj , . . ., AiAj , . . ., . . ., Al) − (A1, . . ., Ai, . . ., Ai, . . ., Al)
− (A1, . . ., Aj , . . ., Aj , . . ., Al)
= ((A1, . . ., Ai, . . ., Ai, . . ., Al) + (A1, . . ., Ai, . . ., Aj , . . ., Al)
+ (A1, . . ., Aj , . . ., Ai, . . ., Al) + (A1, . . ., Aj , . . ., Aj , . . ., Al))
− (A1, . . ., Ai, . . ., Ai, . . ., Al) − (A1, . . ., Aj , . . ., Aj , . . ., Al)
= (A1, . . ., Aj , . . ., Ai, . . ., Al) + (A1, . . ., Aj , . . ., Ai, . . ., Al) in GWl(k) by (i).
(iii) Let A = −Ai = Aj . It sufﬁces to show that (−A, A) = 0 in GW2(k) as the other cases with l 3
follow from this fact and (ii) using the product structure in Deﬁnition 4.6. The image of
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((−A 0
0 −A
)
,
(
0 In−A t(A + In)
))
under ∂ is equal to((−A 0
0 −A
)
,
(
0 In−A A + In
))
−
((−A 0
0 −A
)
,
(
0 In−A 0
))
=
((−A 0
0 −A
)
,
(
A In
0 In
))
−
((−A 0
0 −A
)
,
(
0 In−A 0
))
= (−A, A) −
((−A 0
0 −A
)
,
(
0 In−A 0
))
.
So it is enough to show that the element((−A 0
0 −A
)
,
(
0 In−A 0
))
vanishes in GWl(k). But it is equal to((
0 In−A 0
)2
,
(
0 In−A 0
))
= 2
((
0 In−A 0
)
,
(
0 In−A 0
))
,
which vanishes in GWl(k) by (ii) above.
(iv) First, we show that, in GWl(k),
(c1, . . ., b, . . ., 1 − b, . . ., cl) = (c1, . . ., a, . . ., 1 − a, . . ., cl) (3)
for a, b ∈ k − {0, 1} and ci ∈ k× for each appropriate i. To show (3), it sufﬁces to show that (a, 1 − a) =
(b, 1 − b) in GW2(k) as the other cases follow from this fact by multiplying by (c1, . . ., cl) (with an
appropriate omission of indices) using the product structure in Deﬁnition 4.6. Let us take
A(t) =
⎛
⎝0 0 −ab1 0 at + b(1 − t)
0 1 a(1 − t) + bt
⎞
⎠
to be the companion matrix of the monic polynomial X3 + (a(t − 1) − bt)X2 + (b(t − 1) − at)X +
ab with coefﬁcients in k[t]. Then, both A(t) and I3 − A(t) are in GL3(k[t]) with determinant −ab
and (1 − a)(1 − b), respectively. Note also that the eigenvalues of A(0) and A(1) are a,√b,−√b and
−√a,√a, b, respectively, in some suitable algebraic extension of k. Take z = 2 (A(t), I3 − A(t)). By
the theory of rational canonical form, ∂z is equal to
2
(
(b, 1 − b) +
((
0 1
a 0
)
,
(
1 −1
−a 1
)))
−2
(
(a, 1 − a) +
((
0 1
b 0
)
,
(
1 −1
−b 1
)))
= −2(a, 1 − a) + 2(b, 1 − b)
−
((
0 1
b 0
)2
,
(
1 −1
−b 1
))
+
((
0 1
a 0
)2
,
(
1 −1
−a 1
))
=
((
b 0
0 b
)
,
(
1 − b 0
0 1 − b
))
−
((
b 0
0 b
)
,
(
1 −1
−b 1
))
−
((
a 0
0 a
)
,
(
1 − a 0
0 1 − a
))
+
((
a 0
0 a
)
,
(
1 −1
−a 1
))
=
((
b 0
0 b
)
,
(
1 − b 0
0 1 − b
)(
1 −1
−b 1
)−1)
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−
((
a 0
0 a
)
,
(
1 − a 0
0 1 − a
)(
1 −1
−a 1
)−1)
=
((
b 0
0 b
)
,
(
1 1
b 1
))
−
((
a 0
0 a
)
,
(
1 1
a 1
))
=
⎛
⎝(b 0
0 b
)
,
( −b
1−b
1
1−b
0 1
)(
1 1
b 1
)( −b
1−b
1
1−b
0 1
)−1⎞⎠
−
⎛
⎝(a 0
0 a
)
,
( −a
1−a
1
1−a
0 1
)(
1 1
a 1
)( −a
1−a
1
1−a
0 1
)−1⎞⎠
=
((
b 0
0 b
)
,
(
0 1
b − 1 2
))
−
((
a 0
0 a
)
,
(
0 1
a − 1 2
))
.
By taking image under ∂ of the element((
b 0
0 b
)
,
(
0 1
b − 1 (2 − b)t + 2(1 − t)
))
−
((
a 0
0 a
)
,
(
0 1
a − 1 (2 − a)t + 2(1 − t)
))
,
we see that
∂z=
((
b 0
0 b
)
,
(
0 1
b − 1 2 − b
))
−
((
a 0
0 a
)
,
(
0 1
a − 1 2 − a
))
=
((
b 0
0 b
)
,
(
1 − b 0
0 1
))
−
((
a 0
0 a
)
,
(
1 − a 0
0 1
))
=(b, 1 − b) − (a, 1 − a)
in GWl(k). Therefore, the equality (3) holds in GWl(k).
Now we give a proof of (iv). As in the proof of the equality (3) above, it sufﬁces to prove that
(α, 1 − α) = 0 in GW2(k)when α ∈ k× − {1}. When k is the ﬁeld F2 with 2 elements, it is a vacuous
statement. If k is the ﬁeld F3 with 3 elements, α = 2 is the only choice and (2, 1 − 2) = (2, (−2)2) =
2(2,−2) = 0 by (iii). Therefore, we may assume that k has more than three elements and there exists
an element e ∈ k such that e3 − e /= 0. By the equality (3), with a = e, b = 1 − e, we have (e, 1 −
e) − (1 − e, e) = 2(e, 1 − e) = 0 in GW(k). With a = −e, b = 1 + e in (3), we have 2(e, 1 + e) =
2(−e, 1 + e) = 0. Hence, (e2, 1 − e2) = 2(e, 1 − e) + 2(e, 1 + e) = 0.
On theotherhand,by theequality (3)witha = α, b = e2, awesee that (α, 1 − α) = (e2, 1 − e2) =
0 in GW(k) and we are done. 
Corollary 5.2. (Multilinearity and Skew-symmetry for GWl(k))
(i) (A1, . . ., Ai−1, BC, Ai+1, . . ., Al) = (A1, . . ., Ai−1, B, Ai+1, . . ., Al) + (A1, . . ., Ai−1, C, Ai+1, . . ., Al)
in GWl(k), for arbitrary commuting matrices B, C, A1, . . ., Ai−1, Ai+1, . . ., Al
in GLn(k),
(ii) (A1, . . ., Ai, . . ., Aj , . . ., Al) = −(A1, . . ., Aj , . . ., Ai, . . ., Al) in GWl(k) for arbitrary commuting A1,
. . ., Al ∈ GLn(k)
If A1, . . ., Al and A
′
1, . . ., A
′
l are l-tuples of commuting matrices in GLn(k) and GLm(k), respectively,
then (A1, . . ., Al) + (A′1, . . ., A′l) = (A1 ⊕ A′1, . . ., Al ⊕ A′l) inGWl(k). Therefore,weobtain the following
result from Corollary 5.2, which may be viewed as a generalization of Corollary 4.3.
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Corollary 5.3. Every element in GWl(k) can be written as a single symbol (A1, . . ., Al), where A1, . . ., Al
are commuting matrices in some GLn(k).
Corollary 5.4. The graded ring
⊕
l 0 GWl(k) in Lemma 4.7 is anti-commutative.
Proof. Note that, when A ∈ GLm(k) and B ∈ GLn(k), then the matrix A ⊗ B is similar to B ⊗ A by
the similarity matrix S which is given by a base change which sends the (i, j)th canonical vector to
(j, i)th canonical vector for each i = 1, . . .,m and j = 1, . . ., n. Therefore, for commuting A1, . . ., Ap ∈
GLm(k) and commuting B1, . . ., Bq ∈ GLn(k), we have (A1, . . ., Ap) · (B1, . . ., Bq) = (A1 ⊗ In, . . ., Ap ⊗
In, Im ⊗ B1, . . ., Im ⊗ Bq) = (In ⊗ A1, . . ., In ⊗ Ap, B1 ⊗ Im, . . ., Bq ⊗ Im) by Deﬁnition 4.1 (ii). But, by
Corollary 5.2, it is equal to (−1)pq(B1 ⊗ Im, . . ., Bq ⊗ Im, In ⊗ A1, . . ., In ⊗ Ap) = (−1)pq(B1, . . ., Bq) ·
(A1, . . ., Ap). 
In fact, this corollary can be also deduced from Lemma 2.2(ii) and Theorem 6.7, which is proved
later. Thanks to Lemma 5.1, wemay now construct amap from theMilnor’s K-groups to the Goodwillie
groups.
Proposition 5.5. The assignment {a1, a2, . . ., al} →(a1, a2, . . ., al) for eachMilnor symbol {a1, a2, . . ., al}
gives rise to a homomorphism ρl from theMilnor’s K-group K
M
l (k) to GWl(k) for any ﬁeld k. In fact, it gives
a graded ring homomorphism from
⊕
l 0 K
M
l (k) to
⊕
l 0 GWl(k).
Proof. The case l = 1 is treated inProposition4.4. Sowemaysuppose that l 2. Thanks toCorollary5.2
(i), it sufﬁces to show that for everyα ∈ k − {0, 1} and cr ∈ k× for 1 r  l, r /= i, j, (c1, . . .,α, . . ., 1 −
α, . . ., cl) is in ∂C(k[t], l). But, this is already done in Lemma 5.1(iv). The fact that the ρl gives rise to a
graded ring homomorphism follows from the deﬁnition of products. 
6. Transfer maps for Goodwillie groups and relations with Milnor’sK-groups
In case of the Goodwillie groups, there is an immediate functorial deﬁnition of the transfer maps
for any ﬁnite ﬁeld extension k ⊂ L.
Deﬁnition 6.1. If A1, . . ., Al are commuting invertible matrices of rank n with coefﬁcients in L[t] (re-
spectively, L), then by identifying L[t] (respectively L) as a free k[t]-module (respectively k-module) of
rank d = [L : k], wemay considerA1, . . ., Al as commuting invertible linearmaps on L[t]n (respectively
Ln), i.e., commuting invertible linear maps on k[t]nd (respectively, knd). So, they are associated with
certain commuting invertible matrices A′1, . . ., A′l of rank nd with coefﬁcients in k[t] (respectively,
k). This gives a map C(L[t], l) → C(k[t], l) (see Deﬁnition 4.5) (respectively, a map C(L, l) → C(k, l)).
These maps are compatible with the boundary map ∂ and thus they induce a homomorphism NL/k :
GWl(L) → GWl(k), which is called the transfer map for the Goodwillie group.
For convenience, we deﬁne NL/k : GW0(L) = Z → GW0(k) = Z to be a multiplication by the de-
gree [L : k] of the ﬁeld extension. It is immediate from the deﬁnition that NL′/L ◦ NL/k = NL′/k when-
ever we have a tower of ﬁnite ﬁeld extensions k ⊂ L ⊂ L′.
If d = [L : k], L is isomorphic to k⊕d as k-vector space. So, a multiplication by a matrix A of rank n
with entries in k induces a k-linear map on L, which is associated with the matrix A ⊗ Id of rank nd
whose diagonal blocks are equal to A. Therefore, the composition
GWl(k)
iL/k−→ GWl(L) NL/k−→ GWl(k)
where the ﬁrst map iL/k is induced by the inclusion of the ﬁelds k ⊂ L, is just a multiplication by d.
More generally, we have the following projection formula.
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Lemma 6.2 (Projection formula). For z ∈ GWp(k) and w ∈ GWq(L), we have NL/k(iL/k(z) · w) = z ·
NL/k(w) in GWp+q(k), where the products · are deﬁned as in Deﬁnition 4.6.
Proof. Wemay assume that z = (A1, . . ., Ap) and w = (B1, . . ., Bq) for some commuting A1, . . ., Ap ∈
GLm(k) and commuting B1, . . ., Bq ∈ GLn(L).
For a ﬁxed basis of L as a k-vector space, let B′1, . . ., B′q be the commutingmatrices in GLnd(k)which
are associated with the commuting invertible linear maps induced by B1, . . ., Bq on L
n  knd. Then we
have
NL/k
(
(A1, . . ., Ap) · (B1, . . ., Bq))
= NL/k (A1 ⊗ In, . . ., Ap ⊗ In, Im ⊗ B1, . . ., Im ⊗ Bq)
=
(
(A1 ⊗ In) ⊗ Id, . . ., (Ap ⊗ In) ⊗ Id, Im ⊗ B′1, . . ., Im ⊗ B′q
)
= (A1, . . ., Ap) · NL/k ((B1, . . ., Bq)) .
The case when p = 0 (or q = 0) is already shown above and the proof is complete. 
Note that we also have NL/k(w · iL/k(z)) = NL/k(w) · z by Corollary 5.4. By Proposition 4.4, every
element in GWl(k) can be identiﬁed with a symbol represented by its determinant, so we have the
following corollary from the projection formula.
Corollary 6.3. Suppose that α1, . . .,αl ∈ k× and β ∈ L×. Then
NL/k (α1, . . .,αl ,β) = (α1, . . .,αl ,NL/k(β)) ,
where NL/k(β) ∈ k× is the image of β under the usual norm map NL/k : L× → k×. By Corollary 5.2 (ii),
even if β is not located in the last coordinate, a similar equality holds.
On the other hand, we have seen that the transfer maps NL/k : KMl (L) → KMl (k) for the Milnor’s
K-groups are deﬁned whenever L/k is a ﬁnite ﬁeld extension in Section 3.
We will need the following lemma to prove the compatibility between the two transfer maps.
Lemma 6.4. For monic irreducible polynomials f0(X), . . ., fl(X) in k[X], which are relatively prime, we
have
∑
v Nkv/k(ρl∂v {f0(X), . . ., fl(X)}) = 0,where the sum is taken over all discrete valuations, including
v∞ on k(X), which vanish on k.
Proof. Since f0(X), . . ., fl(X) are monic, we have, in K
M
l (k),
∂v∞ {f0(X), . . ., fl(X)} = (−1)l+1 deg f0(X). . . deg fl(X) {−1,−1, . . .,−1} .
So we need to show that∑
v /=v∞
Nkv/k (ρl∂v {f0(X), . . ., fl(X)}) = (−1)l deg f0(X). . . deg fl(X) (−1,−1, . . .,−1) .
Weﬁrst illustrate the case l = 2. Let f (X), g(X), and h(X) bemonic irreducible polynomials in k[X].
Then ∂v {f (X), g(X), h(X)}, when v /= v∞, vanishes unless v is one of the discrete valuations vf , vg , and
vh associated with f (X), g(X), and h(X), respectively.
Write f (X) = ∏mi=1(X − αi), g(X) = ∏ni=1(X − βi), and h(X) = ∏qi=1(X − γi) with α = α1,β =
β1, γ = γ1. Then ∂vf {f (X), g(X), h(X)} = {g(X), h(X)} in KM2 (L), where L = k[X]/(f (X))  k(α).
Hence, ∂vf {f (X), g(X), h(X)} = {g(α), h(α)}.
Let us show that the following equality is true in GW2(k).
Nkvf /k
(g(α), h(α)) = deg f (X) deg g(X) deg h(X)[k(α,β , γ ) : k] Nk(α,β ,γ )/k(α − β ,α − γ ). (4)
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We ﬁrst observe that if K/k is a ﬁnite ﬁeld extension and φ : K → K ′ is a k-linear ﬁeld isomor-
phism, thenNK/k(a, b) = NK ′/k(φ(a),φ(b)) since it is true when K is a simple extension by deﬁnition.
Next, we factor g(X) = g1(X)· · ·gs(X) and h(X) = h1(X)· · ·ht(X) where g1, . . ., gs are monic irre-
ducible ink(α)[X]andh1, . . ., ht aremonic irreducible ink(α,β)[X] so that t = deg(g)/[k(α,β), k(α)]
and s = deg(h)/[k(α,β , γ ), k(α,β)]. By rearranging βi and γj if necessary, let β1 = β ,β2, . . .,βs
and γ1 = γ , γ2, . . ., γt be roots of g1, g2, . . ., gs and h1, h2, . . ., ht , respectively. These elements re-
side in an algebraic closure of k. By the above observation, we see that Nk(α,β ,γ )/k(α − β ,α − γ ) =
Nk(α,βi ,γj)/k(α − βi,α − γj) for each i = 1, . . ., s and j = 1, . . ., t. Hence, by Corollaries 6.3 and 5.2(i),
stNk(α,β ,γ )/k(α − β ,α − γ ) =
∑
i=1,...,s
∑
j=1,...,t
Nk(α,βi ,γj)/k(α − βi,α − γj)
= ∑
i=1,...,s
∑
j=1,...,t
Nk(α,βi)/k
(
Nk(α,βi ,γj)/k
(
α − βi, hj(α)))
= ∑
i=1,...,s
∑
j=1,...,t
Nk(α)/k
(
Nk(α,βi)/k(α)
(
α − βi, hj(α)))
= ∑
i=1,...,s
∑
j=1,...,t
Nk(α)/k
(
gi(α), hj(α)
)
= Nk(α)/k (g(α), h(α)) .
Since st = deg(h)[k(α,β ,γ ),k(α,β)] deg(g)[k(α,β),k(α)] = deg f (X) deg g(X) deg h(X)[k(α,β ,γ ):k] , we have veriﬁed the equality (4). Sim-
ilarly, we have
Nkvg /kρ2∂vg {f (X), g(X), h(X)}
= deg f (X) deg g(X) deg h(X)[k(α,β , γ ) : k] Nk(α,β ,γ )/k(β − γ ,β − α) and
Nkvh/k
ρ2∂vh{f (X), g(X), h(X)}
= deg f (X) deg g(X) deg h(X)[k(α,β , γ ) : k] Nk(α,β ,γ )/k(γ − α, γ − β).
Therefore, by Proposition 5.5 and by the fact that the transfer map is just a multiplication by the
degree [k(α,β , γ ) : k] of the ﬁeld extension for the elements contained in the base ﬁeld, it sufﬁces
to show that {α − β ,α − γ } + {β − γ ,β − α} + {γ − α, γ − β} = {−1,−1} in KM2 (k(α,β , γ )).
But, since
α−β
γ−β + α−γβ−γ = 1, we have
{
α−β
γ−β ,
α−γ
β−γ
}
= 0. Hence, {α − β ,α − γ } − {α − β ,β − γ } −
{γ − β ,α − γ } = 0 and we are done since−{α − β ,β − γ } = {β − γ ,α − β} = {β − γ ,β − α}
+ {β − γ ,−1}, −{γ − β ,α − γ } = {α − γ , γ − β} = {γ − α, γ − β} + {−1, γ − β}, and {β −
γ ,−1} + {−1, γ − β} = {β − γ ,−1} − {γ − β ,−1} = {−1,−1}.
For l 3, ifwego througha similar argumentwhich is onlynotationallymore complicated, theproof
boils down to the computation of the following element in the Milnor’s K-group: (−1)l
{ϑ0 − ϑ1,ϑ0−ϑ2, . . .,ϑ0 − ϑl−1,ϑ0−ϑl} +{ϑ1 − ϑ2,ϑ1−ϑ3, . . .,ϑ1 − ϑl ,ϑ1−ϑ0} + (−1)l {ϑ2−ϑ3,ϑ2 − ϑ4, . . .,ϑ2 − ϑ0,ϑ2 − ϑ1} + . . . + {ϑl − ϑ0,ϑl − ϑ1, . . .,ϑl − ϑl−2,ϑl − ϑl−1}, where
none ofϑi (i = 0, . . ., l) and their differences are 0. Note that the signs for the (l + 1)-terms are all plus
if l is even and alternating if l is odd. We claim that this expression is equal to {−1, . . .,−1} in KMl (L),
where L = k(ϑ0, . . .,ϑl).
We regard the indices modulo l + 1 and write xi = ϑ0 − ϑi. Then the i-th term (i = 0, 1, . . ., l) in
the above expression, if we disregard signs, becomes {xi+1 − xi, xi+2 − xi, xi+3 − xi, . . ., xi+l − xi}.
Therefore, the proof is complete by Proposition 2.4. 
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The following key result shows the compatibility between these two types of transfer maps.
Proposition 6.5. For every ﬁnite ﬁeld extension k ⊂ L,wehave the following commutative diagram,where
the vertical maps are the transfermaps and the horizontalmaps are the homomorphisms in Proposition 5.5:
KMl (L)
ρl−→ GWl(L)↓ NL/k ↓ NL/k
KMl (k)
ρl−→ GWl(k)
Proof. Because of the functoriality properties of the transfer maps for both Milnor’s K-groups and
Goodwillie groups, we may assume that L = k(α) is a simple extension of k.
Weneed to prove that, for each generator x = ∂v(y) ∈ KMl (kv) as in Lemma3.3,we have an equality
Nkv/k(ρl(x)) = ρl(Nkv/k(x)) inGWl(k). For suchageneratorx ∈ KMl (kv), byLemma3.4,wemayexpress
Nkv/k(x) = Nkv/k(∂v(y)) as a sum of ±{−1,−1, . . .,−1} and Nk(vi)/k(xi) in KMl (k), for i = 1, 2, . . ., r,
where degπvi < degπv and xi ∈ KMl (kvi) for each i. Note also that, for such a generator x = ∂v(y),
∂w(y) vanishes if deg(w) deg(v) unless w is equal to v or v∞. Thanks to Deﬁnition 3.2 and Lemma
6.4, we have
∑
v ρl
(
Nkv/k (∂v(y))
) = 0 and∑v Nkv/k (ρl (∂v(y))) = 0. So, the proof of our proposition
is complete by induction on the degree of L/k as the proposition holds trivially when L = k. 
The following lemma essentially gives a procedure to associate Milnor symbols to a given tuple of
commuting matrices and will be used to construct the inverse to the map ρl in Proposition 5.5.
Lemma 6.6. For any ﬁeld k and commutingmatrices A1, . . ., Al ∈ GLn(k), there exist ﬁnite ﬁeld extensions
L1, . . ., Lr of k and αij ∈ GL1(Lj) = L×j (1 i l, 1 j r) such that
∑r
j=1 NLi/k(wj) = (A1, . . ., Al) in
GWl(k), where wj = (α1j , . . .,αlj) ∈ GWl(Lj) (j = 1, . . ., r). Moreover, the choices of the ﬁelds Li (i =
1, . . ., r) and the elements αij ∈ L×j can be made canonically so that it depends only on given A1, . . ., Al.
Proof. Let us write z = (A1, A2, . . ., Al), where A1, A2, . . ., Al are commuting matrices in GLn(k). We
then consider the vector space E = kn as a k[t1, . . ., tl]-module, onwhich ti acts as Ai. Since E is of ﬁnite
rank over k, it has a composition series 0 = E0 ⊂ E1 ⊂ · · · ⊂ Er = Ewith simple factors Lj = Ej/Ej−1
(j = 1, . . ., r).
For each j, there exists a maximal idealmj of k[t1, . . ., tl] such that Lj  k[t1, . . ., tl]/mj . So we can
see that Lj is a ﬁnite extension of k, and z = ∑rj=1(A1|Lj , . . ., Al|Lj), where Ai|Lj is the invertible linear
map from Lj onto itself induced by Ai.
Let us denote by αij the element of L
×
j which corresponds to ti (mod mj) for i = 1, . . ., l, then
(A1|Lj , . . ., Al|Lj) = NLj/k((α1j , . . .,αlj)). Take wj = (α1j , . . .,αlj) and we are done.
Finally, note that the ﬁelds Li (i = 1, . . ., r) and the elements αij ∈ L×j do not change except for the
order if we choose a different composition series, e.g., by Jordan Hölder theorem. 
Now, we show that Milnor’s K-groups are isomorphic to Goodwillie groups, which is similar to a
theorem by Nesterenko–Suslin in [7] which states that Milnor’s K-gruops and certain Bloch’s higher
Chow groups are isomorphic
Theorem 6.7. For any ﬁeld k, the assignment {a1, . . ., al} → (a1, . . ., al) for each Milnor symbol
{a1, . . ., al} gives an isomorphism ρl : KMl (k) ∼→ GWl(k) for l 1. In fact, it gives rise to a graded ring
isomorphism between
⊕
l 0 K
M
l (k) and
⊕
l 0 GWl(k).
Proof. The case l = 1 is done in Proposition 4.4. By Proposition 5.5, the assignment {a1, a2, . . ., al} →
(a1, a2, . . ., al)gives rise to a homomorphism ρl from the Milnor’s K-group K
M
l (k) to the Goodwillie
group GWl(k). We will construct the inverse map φl : GWl(k) → KMl (k) for l 2 as follows.
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For each commutingmatricesA1, . . ., Al inGLn(k), by Lemma6.6,wemaycanonicallyﬁndﬁniteﬁeld
extensions L1, . . ., Lr of k and elementsαij of L
×
j (1 i l, 1 j r) such that (A1, . . ., Al) =
∑r
j=1 NLj/k(
(α1j , . . .,αlj)
)
in GWl(k). We set
φl(A1, . . ., Al) =
∑
j
NLj/k
({
α1j , . . .,αlj
})
,
where
{
α1j , . . .,αlj
}
is aMilnor symbol andNLj/k : KMl (Lj) → KMl (k) is the transfermap for theMilnor’s
K-groups. By Lemma 6.6, φl gives a map from the set of l-tuples of commuting matrices into K
M
l (k).
Then, it is immediate that ρl(φl(A1, . . ., Al)) = (A1, . . ., Al) in GWl(k) by Proposition 6.5. In particular,
ρl is surjective.
To show that φl actually gives a map from GWl(k) into K
M
l (k), it remains to show that φl vanishes
on the relations (i), (ii), (iii) and (iv) in Deﬁnition 4.1. But, φl clearly vanishes on the relations of type
(i), (ii) and (iii) and thus φl gives rise to a homomorphism from C(k, l) onto K
M
l (k). To verify it for the
relation (iv), let A1(X), . . ., Al(X) be commuting matrices in GLn(k[X]), where X is an indeterminate.
Then M = k(X)n can be considered as k(X)[t1, . . ., tl]-module, on which ti acts as Ai(X). Then ﬁnd a
composition series 0 = M0 ⊂ M1 ⊂ · · · ⊂ Mr = M with simple factors Qj = Mj/Mj−1 (j = 1, . . ., r)
and maximal ideals nj of k(X)[t1, . . ., tl] such that Qj  k(X)[t1, . . ., tl]/nj . We also denote by βij the
element of Q
×
j which corresponds to ti (mod nj) for i = 1, . . ., l and j = 1, . . ., r. Each Qj is a ﬁnite
extension ﬁeld of k(X) and let x = ∑rj=1 NQj/k(X)(β1j , . . .,βlj) ∈ KMl (k(X)).
Now consider y = {x, (X − 1)/X} in KMl+1(k(X)), where {x, (X − 1)/X} is a symbol representing∑
u {x1u, . . ., xlu, (X − 1)/X} if x = ∑u {x1u, . . ., xlu} in KMl (k(X)). Using the product formula for Mil-
nor’s K-groups [9] and by the fact that the monic irreducible polynomials of βij over k(X) have their
coefﬁcients in k[X] and thus constant terms in k ⊂ k(X), we may deduce that x can be written
as a sum of Milnor symbols whose coordinates are in k ⊂ k(X). Consequently, the image ∂v(y) is
zero unless v is the valuation associated with either πv = X − 1 or πv = X . Also note that ∂v(y) =
φl ((A1(0), . . ., Al(0))) if πv = X and ∂v(y) = φl ((A1(1), . . ., Al(1))) if πv = X − 1. By Deﬁnition 3.2,
we see that φl ((A1(0), . . ., Al(0))) = φl ((A1(1), . . ., Al(1))). Therefore, φl gives a well-deﬁned map
from GWl(k) onto K
M
l (k).
Finally, we note that φl ◦ ρl is also the identity map on KMl (k) since each Milnor symbol is ﬁxed by
it and the proof is complete. 
Corollary 6.8. Every element of GWl(k) can be written as (A1, . . ., Al), where each Ai is a diagonal matrix
in GLn(k) for some n 1.
Proof. This statement is an immediate consequence of the fact that ρl in Theorem 6.7 is surjective.

7. Joint determinants
We ﬁrst state a suitable set of axioms for joint determinants.
Deﬁnition 7.1. A joint determinant D (= Dl) (l 1) is a map from the set of l-tuples of commuting
matrices in GLn(k) (n 1) into some abelian group (G,+) which satisﬁes the following properties.
(i) (Multilinearity) For l + 1 commutingmatrices A1, . . ., Al and B inGLn(k) for some n 1,we have
D(A1, . . ., AiB, . . ., Al) = D(A1, . . ., Ai, . . ., Al) + D(A1, . . ., B, . . ., Al).
(ii) (Block diagonalmatrices) For commuting A1, . . ., Al∈GLm(k) and commuting B1, . . ., Bl∈GLn(k)
for somem, n 1, we have
D
((
A1 0
0 B1
)
, . . .,
(
Al 0
0 Bl
))
= D(A1, . . ., Al) + D(B1, . . ., Bl).
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(iii) (Similar matrices) For commuting matrices A1, . . ., Al ∈ GLn(k) and any S ∈ GLn(k), we have
D(SA1S
−1, . . ., SAlS−1) = D(A1, . . ., Al).
(iv) (Polynomial homotopy) For commuting A1(t), . . ., Al(t) ∈ GLn(k[t]), we have D(A1(0), . . .,
Al(0)) = D(A1(1), . . ., Al(1)).
For example, theusual determinant is a jointdeterminantwith l = 1andG = k×, themultiplicative
group of units in k.
We also note that (iii) and (iv) in Deﬁnition 7.1 are automatically satisﬁed if we require D to satisfy
the following much stronger condition:
(iii′) (Compatibility with the usual determinant) For commuting matrices A1, . . ., Al ∈ GLn(k)
and commuting matrices B1, . . ., Bl ∈ GLn(k) such that det Ai = det Bi for i = 1, . . ., l, we have
D(A1, . . ., Al) = D(B1, . . ., Bl).
The following theoremstates that themap from the set of l-tuples of commuting invertiblematrices
to theMilnor’sK-group,which isdeﬁnedvia the inverse toρl inTheorem6.7, is theuniversal oneamong
all possible joint determinants.
Theorem 7.2. There is a one-to-one correspondence between the set of joint determinants from the set of
l-tuples of commuting invertible matrices into an abelian group G and the set of group homomorphisms
from KMl (k) into G.
Proof. We ﬁrst note that the condition (i) in Deﬁnition 7.1 can be replaced by the following condition:
(i′) (Identity Matrices) For commuting matrices A1, . . ., Al ∈ GLn(k) with Ai = In for some i, we
have D(A1, . . ., Al) = 0.
(i) clearly implies (i′) and conversely, if a map D from the set of l-tuples of commuting invertible
matrices into G satisﬁes (ii), (iii) and (iv) in Deﬁnition 7.1 and (i′) above, then D gives rise to a homo-
morphism from GWl(k) into G by Deﬁnition 4.1. Then Corollary 5.2 shows that D should satisfy (i) in
Deﬁnition 7.1.
Now the one-to-one correspondence between these two sets is immediate from Deﬁnition 4.1 and
Theorem 6.7. In particular, a joint determinant is deﬁned via φl in the proof of Theorem 6.7 followed
by a homomorphism from KMl (k) into G. 
Now we investigate the case where the target abelian group G is equal to the multiplicative group
k× as in case with the usual determinant. We refer [2] for an overview of explicit computations of
some Milnor’s K-groups.
Corollary 7.3. For l 2, there exists only one nontrivial joint determinant Dl from the set of l-tuples of
commuting invertiblematrices overR intoR×,which is continuouswhen restricted to the set of commuting
matrices in GLn(R), for each n, with the usual topology. In this case, we have Dl(−1,−1, . . .,−1) = −1
and the image of Dl is equal to {±1} .
Proof. By [4],wehaveKMl (R)  (Z/2) ⊕ H, where theﬁrst direct factorZ/2 is generated by {−1, . . .,−1} and H is a uniquely divisible group. Then any homomorphism from H intoR× under our interest
should be trivial by Theorem A.1. of [5] when l = 2 and the proof of it can be generalized easily for
the case l > 2. Therefore, the only nontrivial continuous joint determinant is given by the projection
KMl (R) → Z/2 followed by Z/2 ∼→{±1} ⊂ R×. Note that, when l = 2, the only nontrivial continu-
ous joint determinant is essentially the isomorphism φl : GWl(R) ∼→ KMl (R) followed by the Hilbert
symbol (,) R. 
Corollary 7.4. For l = 2, there are countably many nontrivial joint determinants from the set of pairs of
commuting invertible matrices over Q into Q×. In all cases, the image of a nontrivial joint determinant
is {±1}. For l 3, there is only one nontrivial joint determinant from the set of l-tuples of commuting
invertible matrices over Q into Q.
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Proof. By Theorem11.6 of [5],wehaveKM2 (Q)  (Z/2)
⊕
p prime(Z/p)
×. Since it is a torsion group,we
immediately notice that any nontrivial joint determinant from the set of pairs of commuting invertible
matrices overQ intoQ× should bemappedonto {±1}. The ﬁrst direct factor is generated by theMilnor
symbol {−1,−1} and the projection KM2 (Q) → Z/2 followed by an isomorphism Z/2 ∼→{±1} is
nothing but the Hilbert symbol (,) R. For each direct factor (Z/p)
×, we have a unique homomorphism
onto {±1} which is given by the quadratic residue (
p
) and it corresponds to the Hilbert symbol (,) Qp
for each prime p (See Theorem 4.4.9 of [8]). Therefore, any homomorphism from KMl (Q) onto {±1} is
a ﬁnite product of these Hilbert symbols and there are countably many possibly choices.
For l 3, we have KMl (Q)  Z/2 (See [1]) and the proof is complete. 
Corollary 7.5. For a ﬁnite ﬁeld k and l 2, there exists no nontrivial joint determinant Dl from the set of
l-tuples of commuting invertible matrices over k into k×.
Proof. This follows from the fact that KMl (k)  0 when k is a ﬁnite ﬁeld and l 2 (Example 1.5 of [4]).

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