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1. Two books on continued fractions
Continued fractions have a very long history since, for example, Euclid’s algorithm for
computing the g.c.d. of two integers is nothing else than the expansion of their ratio into a
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terminating continued fraction. Nowadays, continued fractions still form a quite active field of
research, and they appear in many applications. These applications range from pure analysis
(Hilbert acknowledged the work of Stieltjes on continued fractions in his spectral theory of
operators), set theory (Cantor’s first proof that a segment and a square have the same cardinality
is based of them), numerical analysis and special functions to number theory. Continued fractions
have applications or are related to extrapolation methods, Pade´ approximation, orthogonal
polynomials, numerical linear algebra, to mention a few of their connections.
A continued fraction is an expression of the form
C = b0 + a1b1 + a2b2+ a3
b3+
a4
...
where the ai ’s and bi ’s are real or complex numbers (arithmetical continued fraction) or functions
of a real or complex variable z (analytical continued fraction). For obvious typographical reasons,
a continued fraction is written as
C = b0 + a1b1 +
a2
b2
+ a3
b3
+ · · · ,
or as
C = b0 +K∞i=1(ai/bi ).
Truncating this continued fraction after the term of index n (as one does in the case of a series)
leads to a number or a function of z called a convergent of C (even if the sequence (Cn) does
not converge) and denoted by Cn . The direct analogy is when a series is cut after its term of
index n, and called a partial sum. The main theoretical problem is to study the convergence of
the sequence (Cn), and the main practical one is to obtain bounds on the error |Cn − C |.
Two books dealing with continued fractions have just appeared: the first one is more
theoretical, while the second one is mostly devoted to the practical computation of special
functions by means of continued fractions. In some senses, both books are complementary
since the results presented in the second one would never have been obtained without the theory
given in the first one. Of course, even in extensive monographs, some topics are missing or not
sufficiently developed. In these two books, this is the case for the choice of converging factors
for accelerating the convergence of continued fractions, an important practical concern. And the
property that a continued fraction is converging linearly if and only if it is limit periodic is not
mentioned, a result which makes them easy to accelerate, for example, by Aitken’s ∆2 process.
Let us mention that the famous book by Oskar Perron, Die Lehre von den Kettenbru¨chen,
published in 1913, has been translated into English, and will be published soon by Springer.
Continued Fractions, L. Lorentzen, H. Waadeland. Convergence Theory, 2nd edition,
Vol. 1. Atlantis Press/World Scientific, Paris, (2008). 320 pp., ISBN: 987-90-78677-07-9,
$118.00
This book is the second (enlarged) edition of a book first published in 1992 by Elsevier. Of
course, many new results have been obtained since then, and new proofs of old ones have been
included, which makes the interest of this second edition. After an introductory chapter giving
the basic definitions and results, the convergence of continued fractions is extensively studied in
the following two chapters. Value sets and element sets, tails (a tail is the part of a continued
fraction which has been neglected), and truncation error bounds receive particular attention
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(the many contributions of the authors to these topics are well known). Periodic and limit
periodic continued fractions form the subject of the fourth chapter. The numerical computation
of continued fractions is discussed in the next chapter. Finally, the continued fraction expansions
of some interesting elementary and special functions are given.
The book is clearly written and well presented. It also contains many examples to illustrate
the results. Although each chapter ends with problems, I found this book more suitable for
researchers than for students. This is not a criticism, but it only follows from the fact that the
material presented in the book is too vast and too detailed for students to find their own way
without guidance. But, for an expert or a researcher, it is a gold mine! Readers who already know
its first edition will certainly find this volume much interesting.
The second volume (to appear) will focus on the continued fraction expansion of analytic
functions.
Handbook of Continued Fractions for Special Functions, A. Cuyt, V. Brevik Petersen, B.
Verdonk, H. Waadeland, W.B. Jones. Springer. Berlin (2008). 431 pp., ISBN: 978-1-4020-
6948-2, $119.00
Special functions arise in many branches of applied sciences and industry. Their practical
computation could be quite tricky and difficult, and they have to be approximated by several
techniques. One of them is their expansion into a continued fraction. But, when using a continued
fraction approximation, several major issues have to be under control. The first one is to obtain
such an expansion. Then, it is necessary to study the convergence of the continued fraction. If it
converges, a stopping criterion for its convergents has to be used. This means that a priori and a
posteriori error bounds have to be known. The tail of the continued fraction has to be estimated
since it could be used to accelerate the convergence of the continued fraction. Finally, the error
due to the finite precision of the computer’s arithmetic have to be taken into account. Thus,
from this description, it is easy to understand that the computation of a special function by its
development into a continued fraction requires many steps, and that it needs a deep knowledge
of theory and practice.
The purpose of this handbook is to present the efforts in this direction made by a group of
scientists from different universities who have collaborated in the project for many years. I must
say that the result is very impressive.
The first part of the book contains the basic theory of analytic continued fractions: definitions,
recurrence relations, properties, contractions and extensions, connection to series, periodicity,
tails, etc. Then, the authors discuss the different ways of representing functions by continued
fractions. The most classical convergence criteria are given. The close relation between Pade´ ap-
proximants, orthogonal polynomials and continued fractions is presented. The moment problem
is also treated.
The second part of the book deals with the numerical computation of continued fractions. The
different ways of constructing a continued fraction approximation of a function, which depends
on the information on it, are presented. For obtaining the desired accuracy, the truncation error
bounds have to be known. This is the subject of the next chapter. The last chapter is devoted to
the effects of the finite precision on the evaluation of the convergents of a continued fraction.
The last part of the book is the most developed one. It contains the continued fraction
approximation of many mathematical constants, and elementary (trigonometric, exponential,
hyperbolic, logarithmic,. . . ) and special functions such as the gamma function, the error function,
the exponential integrals, the hypergeometric functions, the Bessel functions, the probability
functions, etc.
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I highly recommend this monograph, a masterpiece, to all those who are interested in contin-
ued fractions. It should be on the shelves of every library.
Claude Brezinski
Professor Emeritus, Universite´ des Sciences et Technologies de Lille
Numerical methods for special functions, A. Gil, J. Segura, N.M. Temme. SIAM,
Philadelphia, (2007). 431 pp., ISBN: 978 0 898716 34 4, $99.00
Although there is no strict definition of a “special function”, it is generally understood which
subsets of the mathematical functions are considered “special”. The authors define them as
those functions which are widely used in scientific computing and technical applications, and
of which many useful properties are known. These functions feature in all kinds of problems in
applied mathematics, statistics, physics and engineering. Sometimes they help to find a numerical
solution, and sometimes they give a closed form solution or help to derive properties (e.g.
asymptotic behavior) of the solution.
Obviously, when reading the title, a mental link with the classical Handbook of Mathematical
Functions by Abramowitz and Stegun [1], or with the digital version [6], will be made
spontaneously. Unlike the original Handbook, that had a lot of tables, in more recent versions
and in many other books that have appeared since then, the tables were replaced by algorithms
and software that computes the numbers on the fly whenever they are needed.
This book does not only describe the software for computing a set of special functions, nor
do the authors claim to provide all that is needed to compute each and every special function. It
gives a relatively broad view on the numerical methods and the necessary analytical background
needed to deal with these functions in all the applied problems where they are needed. In the
words of the authors: it is their main purpose to describe methods . . . which, according to our
own experience, appear most frequently in the computation of special functions. Consequently,
it looks at first sight more like a course in numerical analysis, although with a strong focus on
special functions. Their hope is that it will be of interest to a broader numerical audience than
just the special functions community. In fact, parts of the book are well suited to be included as
case studies in a general advanced numerical analysis course.
There are four distinct parts in the book. The first part describes the truly basic methods,
which include convergent and divergent series, Chebyshev expansions, recurrence relations and
quadrature formulas. The choice of these topics illustrates the focus of the book on special
functions, but at the same time, each of these topics has a general interest and is relevant
in problems quite remote from special functions too. This part also starts by making the link
with differential equations. An approximate solution, possibly around a singular point, is often
obtained using a series expansion, and in many courses, this is where special functions show
up for the first time. Special functions and differential equations live like birds of a feather: one
helps computing and understanding properties of the other. Therefore differential equations pop
up now and then throughout the book. Of course the topics in this part are related: (three term)
recurrence relations, continued fractions, orthogonal polynomials, numerical (Gauss) quadrature
etc. are all part of a well-known circle of ideas. Somewhat less expected is that the quadrature
part does not only treat the usual rules for one-dimensional real integration, but also contour
integration in the complex plane. The treatment in the first part is, like in the whole book, easy
reading, emphasizing the practical aspects and avoiding too much formal theory, with only a few
essential proofs explicitly included.
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The second part adds more tools, which are somewhat more specialized, well known by the
“special functions in-crowd”, but not as generally used by the “broader audience”. It contains
more methods that are especially useful when applied to particular special functions. A first
chapter deals with continued fractions (numerical evaluation, convergence domains, expansions
for some special functions). Some less-known evaluation methods, originally designed for special
functions, turn out to be useful for the general evaluation of continued fractions. A second
chapter treats the computation of zeros of special functions. Any general method can be applied,
of course, but knowledge of the approximate location of the zeros is sometimes necessary
for convergence. Asymptotic expansions are an essential tool here, but this is also one of the
rare instances in this book where linear algebra plays a role (when zeros are characterized as
eigenvalues of a matrix). Uniform asymptotic expansions, discussed in the next chapter, are
important for coping with rapidly changing behavior like Airy functions or Bessel functions
(from highly oscillating to exponentially decaying) or the incomplete gamma function (with
a steep transition from zero to one). These two examples are treated in detail with quite
impressive results. The final chapter of this part discusses miscellaneous techniques like Pade´
approximation, sequence transformations, best rational approximation, Taylor series methods
for differential equations, and more advanced quadrature methods.
The first two parts form the larger part of the book. Part three is much more specialized,
treating specific examples like the (asymptotic) inversion of distribution functions, in particular
gamma and beta distributions, and various topics like Euler summation, computation of
symmetric elliptic integrals and numerical inversion of the Laplace transform.
The fourth and final part describes specific algorithms that implement the methods described
previously. The Fortran software can be downloaded from functions.unican.es, where
for the moment one can find the code of some of the items of the Collected Algorithms
of the ACM (described in Transactions on Mathematical Software) and links to algorithms
published in Computer Physics Communications Program Library (described in Computer
Physics Communications) by Elsevier. The site will be updated as new or updated software
becomes available. Also corrections to the printed version are posted there. Of course there is
a lot of other software available for which references are given.
To summarize, we can say that this book is a rather broad approach to a specialized topic.
There is a multitude of topics that are discussed, and one cannot expect that each of these is
treated in detail. For example, on Pade´ approximation and continued fractions alone, many books
have appeared, sometimes having a chapter or chapters devoted to special functions [3–5], and
there are numerous books devoted to special functions, e.g. [2], but usually leaving the numerical
aspects aside. Of course, a lot has changed since the third author published [7] (a reference that is
for some reason not mentioned in the otherwise quite extensive list of references), so an update is
certainly welcome. Because of the cascading from general to more specific as one steps from one
part to the next, readers may be somewhat confused and get the impression that they are wading
through an ocean of techniques which finally result in specific methods for specific functions.
But that is a choice made by the authors: to keep their methods as broad as possible, but when it
comes down to a practical example, one has to give up on generality and the available methods
for each problem are indeed quite diverse. It is certainly a must-have book for researchers doing
the actual computations involving special functions, but they should preferably have had some
separate numerical training. Subtitles like “for the impatient” or “for dummies” certainly do not
apply in this case. For the general numerical analyst, it contains very interesting case studies and
applications.
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Generalized Hypergeometric Functions, L.J. Slater. Cambridge University Press,
Cambridge (2008). 288 pp., Paperback, ISBN: 978-0-521-09061-2, $37.00
The present work is a digitally reprinted version. It was first printed in 1966, and should really
be attributed to W.N. Bailey and the author. It is still an important contribution to the field of
special functions, especially since it contains many historical remarks and detailed proofs. Not all
topics on generalized hypergeometric functions are covered, but the topics that are included are
put in a historical context. In fact, the book mainly covers identities involving (basic) generalized
hypergeometric functions with a special argument, but for these identities this book is still one
of the most important sources.
The topics are (generalized) hypergeometric functions, bilateral series, Appell series, and
their q-generalizations. The definitions are accompanied by useful examples and important
observations. For instance, when Pochhammer’s symbol (a)n := a(a+1)(a+2) · · · (a+n−1) =
Γ (a + n)/Γ (a) is introduced, examples are given, and it is explained what to do when a is
a negative integer. Moreover, the first part of the appendix contains a very impressive list of
identities for Pochhammer’s symbols, and their q-generalizations, which are useful for anyone
working in the field.
In the first chapter the Gauss function is introduced, and all the usual topics are included,
except that the quadratic transformations are missing, and integral representations are not being
used to give (shorter) proofs of many of the results. For the quadratic transformations I like to
refer the reader to [1].
The generalized hypergeometric functions p Fq are defined in Chapter 2, where, especially,
a lot of attention is focussed on identities involving q+1 Fq with argument unity. The proofs are
given and the identities are classified. This chapter also contains a good coverage of products
of hypergeometric functions, and partial series of hypergeometric series. It is surprising that the
simple identity
n∑
k=0
(a)k (b)k
(c)k k!
zk = (a)n (b)n z
n
(c)n n! 3
F2
( −n, 1, 1− n − c
1− n − a, 1− n − b ;
1
z
)
,
or its generalization seems to be missing. Finally, details on the asymptotics of generalized
hypergeometric functions of large argument are missing, and I refer the reader to [2].
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In Chapter 3, the basic hypergeometric functions are discussed. The q-generalizations of the
results in the first two chapters are given. The main theorems for p+1φp, with p large, are well
labeled, but the simple results for the ‘simple’ functions, say 2φ1, are given at intermediate places,
and are not as easy to find. One part of the appendix contains copies of many, but not all, of the
identities.
Integrals are used in the next two chapters to construct many identities that are similar to those
in Chapters 2 and 3. This book is a really good source of relations involving two or three 3 F2 of
argument unity, and of similar results involving q+1 Fq of argument unity.
In the next two chapters, bilateral series are discussed, and the results are generalized to
basic bilateral series, which contain the theta functions as a special case. The final results
in these chapters are many identities of multiple products containing products of the form∏∞
n=1
(
1− qan+b).
The final two chapters are relatively short, and they contain the main results for the Appell
series and their q-generalizations. These functions contain more than one variable, satisfy pdes
instead of odes, and are closely related to the hypergeometric functions.
References
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Cambridge University Press, 1999.
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The University of Edinburgh
Handbook of Special Functions. Derivatives, Integrals, Series and Other Formulas, Yu.A.
Brychkov. Chapman & Hall/CRC, (2008). 704 pp., ISBN: 978-1-58488-956-4, $100.00
The MathSciNet gives 21 hits to “Yu. Brychkov, Books”, all of them handbooks and tables of
special functions, integrals and series. The first one dates back to more than 30 years ago, and
the most renowned ones, the series of five volumes of “Integrals and series” by A.P. Prudnikov,
Yu.A. Brychkov, O.I. Marichev, were published by Gordon and Breach from 1986 to 1992.
But, as the author points out in the Preface, “the theory of special functions is under permanent
development”, so there was a need for updates.
This Handbook does not pretend to replace the classics such as Abramowitz and Stegun,
Gradshteyn and Ryzhik, or the Bateman Project. It is a complement to “Integrals and series”
and focuses on new results (some of them are not so new, but included for completeness), and
on differentiation with respect to the parameters, as well as on the connection and conversion
formulas.
Chapter 1 is devoted to expressions of the nth derivative of special (and elementary) functions,
with respect to both the argument and the parameters. A short Chapter 2 gathers some limits
of special functions with respect to their parameters. In Chapters 3–6 we find new integration
and summation formulas (both finite sums and series), while Chapters 7–8 contain connection
formulas (expression of a function in terms of functions from another family). In particular,
Chapter 8 focuses on the hypergeometric and the Meijer G-functions.
The list of references is relatively short for a handbook, 85 titles, many of them quite recent.
The structure is identical to that of previous books of the author: a one-column list of formulas,
with no comments, proofs or bibliographic references for individual formulas. However, this
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makes it easier to look up an expression. The typography is neat and clear, and in general handling
this book is pleasant, despite its size. It will definitely be a useful reference for researchers
working for instance in Approximation Theory, Mathematical Physics, and Computer Algebra,
to mention a few.
Andrei Martı´nez-Finkelshtein
University of Almerı´a
Special Functions for Applied Scientists, A.M. Mathai, H.J. Haubold. Springer, Berlin
(2008). 470 pp., Hardcover, ISBN: 978-0-387-75893-0, $99.00
This book is based on selected lectures given by several speakers at the Centre for
Mathematical Sciences during five S.E.R.C. Schools in Pala Campus (Kerala, India) from 1995
to 2007. By their name, the schools were devoted to “Special Functions and Functions of Matrix
Argument” but not narrowly restricted to these topics. The acronym S.E.R.C. stands for “Science
and Engineering Research Council” of the Government of India. In the present book these
lectures are written up in a style for self-study by scientists, engineers and mathematicians
interested in applications, and in this published version they preserve the vivid classroom
atmosphere. There are many exercises (a lot of them with worked-out solutions and instructive
examples), and ample references are given for readers wanting to dig deeper. To give an idea on
the impressive variety of treated fields let me quote the headings of the chapters with some notes
related to the personal expertise of the reviewer.
Contents
Chapter 1 (A.M. Mathai): Basic Ideas of Special Functions and Statistical Distributions: pages
1–78. Chapter 1 introduces not only the classical special functions as Gamma, Beta, psi, zeta
and hypergeometric functions but also their generalizations to Meijer G- and Fox H -functions.
Discussion is confined to basic properties and selected applications. Introduction to statistical
distribution theory is provided. Some recent extensions of Dirichlet integrals and Dirichlet
densities are discussed. A glimpse into multivariable special functions such as Appell functions
and Lauricella functions is provided. Special functions as solutions of differential equations are
examined as well.
Chapter 2 (R.K. Saxena): Mittag-Leffler Functions and Fractional Calculus; pages 79–134.
This chapter covers two topics that only in recent decades are becoming increasingly important,
having been neglected too long. In the past, Mittag-Leffler functions have been unjustly ignored
by most authors on special functions (e.g. Abramowitz and Stegun). However, we have to note
that these functions were considered in the last chapter devoted to Miscellaneous functions in
the third volume of the 1953–55 Handbook of the Bateman Project (edited by Erdelyi). Indeed
in those times the Fox H -functions had not yet been introduced, so, only in the 1960’s was it
understood that the functions of Mittag-Leffler type are particular examples of H -functions. For
the benefit of users, I would like to stress that, when the number of parameters is restricted to
1, 2 or 3, the relation of these functions with the cumbersome H -function is redundant and not
necessary. In this chapter, however, both elementary and general treatments of these functions are
available with special regard to their Laplace transforms. Furthermore, the relation with fractional
integrals and derivatives is pointed out to some extent. However, in this respect, the treatment of
the regularized or Caputo fractional derivative is surprisingly very short. For more details the
interested reader is referred to special treatises on fractional calculus, especially to the more
recent ones by Podlubny and by Kilbas, Srivastava and Trujillo.
Chapter 3 (R. Jagannathan) An Introduction to q-Series: pages 135–157. The development of
quantum groups and their applications in mathematics and physics, starting from 1980’s, has led
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to renewed interest in the subject. In this chapter the author provides an elementary approach to
q-series.
Chapter 4 (S. Bhargava) Ramanujan’s Theories of Theta and Elliptic Functions: pages 159–
209. The purpose of this chapter is to introduce some selected parts (milestones) in Ramanujan’s
development of the theories of theta and elliptic functions. The chapter also covers the topic of
basic hypergeometric functions.
Chapter 5 (H.L. Manocha, K.S.S. Nambooripad, E. Krishnan) Lie Groups and Special
Functions: pages 211–245. After a general introduction to group theory the authors deal with
Lie algebra and Lie groups, and with special functions relevant for these topics.
Chapters 6 to 9 are devoted to applications of special functions in several areas.
Chapter 6 (K.K. Jose) Applications to Stochastic Process and Time Series: pages 247–295.
After a discussion of some elementary theory of stochastic processes and time series modelling,
the author deals with some modern concepts in distribution theory and with stationary time series
models.
Chapter 7 (S.B. Provost) Applications of Density Functions: pages 296–309. It is shown that
the probability density functions of random variables can be approximated in terms of orthogonal
polynomials.
Chapter 8 (Y. Thomas) Applications to Order Statistics: pages 311–340. Order statistics deals
with the properties and applications of ordered random variables and their functions. In this
chapter the author provides some theoretical results and discusses some examples.
Chapter 9 (H. Haubold) Applications to Astrophysics Problems: pages 341–387. This chapter
is particularly interesting for applications in physics. We find more considerations of stochastic
processes including fractional diffusion models governed by differential equations of fractional
order.
Chapter 10 (D.V. Pai) Introduction to Wavelet Analysis: pages 389–408. In this chapter the
author provides the essentials of wavelet analysis.
Chapter 11 (A.M. Mathai) Jacobians of Matrix Transformations: pages 409–428. Here the
author provides a basic but general theory for functions of matrix argument.
Chapter 12 (A.M. Mathai): Special Functions of Matrix Argument: pages 429–455. This
chapter can be considered as a continuation of the previous one, focusing on real scalar functions
of matrix argument, when the matrices are real. Special functions of hypergeometric type are
considered in detail.
Praise and critics
Who can profit from this book? Physicists, engineers, other scientists, applied mathematicians,
economists, looking for a well-readable introduction and the scope of useful modern mathemat-
ical theories and methods. Furthermore, mathematicians involved in teaching such theories in
a concise way, without dwelling and insisting on superstructures like functional analysis and
measure theory that are apt to deter non-mathematicians.
Commenting on this aspect, let me say that this book contains introductions to several fields,
which are developed at different levels of rigour and completeness, according to the individual
styles of the authors, and sometimes without explanations of the concepts used. However, the
reader having got an appetite for a special field is helped by references to where to learn more.
Clearly, its origin in lecture notes explains some of the deficiencies. Some chapters should
have been reworked more carefully before publication in the form of a book. However, this book
is surely recommended to open-minded researchers in any scientific and technical area, because
they could find some chapters inspiring for further research.
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Francesco Mainardi
University of Bologna
Jack, Hall–Littlewood and Macdonald polynomials, V.B. Kuznetsov, S. Sahi (Eds.).
Contemporary Mathematics, Vol. 417. American Mathematical Society (2006). 360 pp.,
ISBN: 978-0-8218-3683-5, $99.00
The book under review contains the Proceedings of a Workshop held in 2003 in Edinburgh,
UK. This workshop paid attention to (in fact, celebrated) the pioneering work by the
mathematicians Henry Jack, Philip Hall and D.E. Littlewood1 on two new families of symmetric
polynomials, and to the magnificent job done by Ian Macdonald to bring these two classes of
polynomials together in a more general family of symmetric polynomials. But most lectures
described new developments involving these polynomials. Jack, Hall and Littlewood all lived
and worked in England, Scotland or Wales, as does Macdonald, so it was very appropriate to
hold this workshop in the UK. The remarkable story about the life and work of these four people
fills the first 125 pages of the volume. The remaining two thirds of the volume is filled with 13
papers describing recent research. All authors of the research papers have earlier made important
contributions to the development of the subject.
I will pay most attention in this review to the first, historical part of the volume. It contains
short biographies of the four main characters, reprints of the original papers introducing the
various polynomials, including an unpublished manuscript by Jack followed by comments by
Macdonald. Some relevant letters are also included.
It is striking to read in the biographies about the isolation of Jack, Hall and Littlewood. Jack
was a Reader in Dundee, Scotland. He never ventured far from Scotland and he did not attend
conferences (except for ICM, Amsterdam, 1954). Hall was the only algebraist in Cambridge.
He was reticent and cared little for large gatherings. Littlewood was a full professor in Bangor,
Wales. He also kept away from mathematical meetings. He never met Hall. Eventually he stopped
publishing because “there is no point in writing papers of which nobody takes any notice”.
The Hall algebra and Hall–Littlewood symmetric functions
Let λ be a partition, i.e., a finite sequence of integers (λ1, λ2, . . . , λr ) such that λ1 ≥ λ2 ≥
· · · ≥ λr > 0. Then |λ| := λ1 + · · · + λr is the weight of the partition λ. Let p be a prime
number. By a finite abelian p-group of type λ we mean a group G which is isomorphic to
Zpλ1 × Zpλ2 × · · · × Zpλr (a direct product of specific cyclic groups). If H is a subgroup of
G then H and G/H are again finite abelian p-groups. For G of type λ, let gλµν(p) denote the
number of distinct subgroups H of G such that H has type µ and G/H has type ν. For instance,
G = Zp × Zp has p + 1 distinct subgroups H which are isomorphic to Zp, and for all such
1 Dudley Littlewood, http://www-history.mcs.st-andrews.ac.uk/Mathematicians/Littlewood Dudley.html, should not
be confused with John E. Littlewood, http://www-history.mcs.st-andrews.ac.uk/Mathematicians/Littlewood.html, the
well-known collaborator of G.H. Hardy (Note by the Editor).
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H we have that G/H is isomorphic to Zp. Hence g(1,1)(1)(1) = p + 1. Philip Hall showed in 1955
(lectures in St. Andrews at a Colloquium of the Edinburgh Mathematical Society, short account
published in 1957) that gλµν(p) is a polynomial function of p with integer coefficients. These
polynomials gλµν are called the Hall polynomials. If g
λ
µν(p) 6= 0 then |λ| = |µ| + |ν|. Next, as
observed by Hall, we can build for each prime p a commutative, associative ring H(p) with a
Z-basis (uλ(p)) with index λ running through the set of all partitions such that the gλµν(p) are
the structure coefficients for the multiplication:
uµ(p) uν(p) =
∑
λ
gλµν(p) uλ(p).
This ring is called the Hall algebra.
Hall also realized the Hall algebra (extended to an algebra over Q) within the algebra of
symmetric functions (they are called functions rather than polynomials because they are in
infinitely many variables). He did this by identifying with pr(r−1)/2u(1r )(p) the elementary
symmetric function er , defined by er (x) := ∑i1<i2<···<ir xi1 xi2 . . . xir . This will implicitly
determine, for each partition λ, some symmetric function corresponding to uλ(p) under this
identification. A few years later, in 1961, D.E. Littlewood found an elementary explicit
expression for this function. In fact, he obtained a symmetric function Pλ(x; t) in x1, x2, . . .
which is a polynomial with integer coefficients in the parameter t such that uλ(p) =
p−n(λ)Pλ( . ; p−1), where n(λ) is defined as∑i≥1(i−1)λi . I.G. Macdonald introduced the name
Hall–Littlewood symmetric functions for the functions Pλ( . ; t). They interpolate between the
monomial symmetric functions (t = 1) and the Schur functions (t = 0). Macdonald also found
an interpretation for the functions λ 7→ Pλ(x1, . . . , xn; p−1) as zonal spherical functions on the
homogeneous space GLn(Qp)/GLn(Zp), where Qp is the field of p-adic numbers and Zp the
ring of p-adic integers. His monograph Symmetric functions and Hall polynomials appeared in
1979.
It turned out later that Hall’s work was preceded in 1900 by E. Steinitz. The only source is a
summary of a lecture by him, not containing any proofs.
Jack symmetric functions
Somewhat later than the work by Hall and Littlewood, and with a very different motivation,
Henry Jack introduced in 1970 a class of symmetric polynomials with a parameter which are now
called the Jack polynomials, J (α)λ . Here λ is a partition and α is the parameter. Jack was inspired
by work in multivariate statistics, for instance by A.T. James. A recurring theme in Jack’s work
was analytic methods of group theory to evaluate certain integrals over matrix spaces. The Jack
polynomials contain as special cases the Schur functions sλ (α = 1) and the zonal polynomials
Zλ (α = 2) introduced by James. These latter polynomials have an interpretation as zonal
spherical functions on the homogeneous space GLn/On .
Macdonald polynomials
In 1987 I.G. Macdonald, in a grand synthesis, unified the Hall–Littlewood symmetric
functions and Jack’s symmetric functions into a class of symmetric functions Pλ(x; q, t)
depending on two parameters q, t . When q = t , they reduce to the Schur functions sλ, and
when q = 0 to the Hall–Littlewood functions Pλ(x; t). Jack’s symmetric functions J (α)λ are
obtained as the limit Pλ(x; tα, t) for t → 1. The symmetric functions Pλ(x; q, t) became
known as Macdonald polynomials. A much extended second edition of Macdonald’s monograph
Symmetric functions and Hall polynomials appeared in 1995, and it incorporated these functions
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Pλ(x; q, t). The two-variable case of these polynomials (homogeneous, so essentially depending
on one variable) reduces to the q-ultraspherical polynomials.
It should be emphasized, certainly for a readership of analysts, that Macdonald polynomials
form an orthogonal system, as do the Hall–Littlewood and Jack polynomials. However, in the
usual algebraic–combinatorial approach, the scalar product 〈 . , . 〉 for which the polynomials are
orthogonal is defined in an indirect way in terms of the symmetric functions pλ = pλ1 pλ2 . . .,
where pr := ∑i xri is the r th power sum. Then one defines the inner product by requiring that〈pλ, pµ〉 = 0 if λ 6= µ and by specifying 〈pλ, pλ〉. Certainly, and importantly for the analytic
approach, there is another expression for the scalar product in the form of an integral with explicit
weight function. Then one has to fix a finite number of variables (x1, . . . , xn) and one has to
require that 0 < q < 1 and −1 < t < 1.
Macdonald’s symmetric functions had a great impact in many different fields such as
combinatorics, representation theory, special functions and theoretical physics. At the moment,
“Macdonald polynomials” in the Anywhere field of the MathSciNet search form yields 242 hits.
Many of these hits concern Macdonald’s symmetric functions, but a considerable amount deals
with the more general Macdonald polynomials associated with root systems, also introduced by
Macdonald in 1987. The functions Pλ(x; q, t) are the Macdonald polynomials for root system
An . By a similar limit as above to Jack’s symmetric functions, one arrives, for each root system
from the Macdonald polynomials, to the Jacobi polynomials for the root systems, which were
introduced by Heckman and Opdam in 1987.
In particular, much attention has been paid to the root system BCn . The Macdonald
polynomials for that root system have three parameters, apart from q. For n = 1, only two
parameters remain and one arrives at the continuous q-Jacobi polynomials, a subclass of the
four-parameter Askey–Wilson polynomials. In 1992, the reviewer introduced a five-parameter
class of orthogonal polynomials associated with root system BCn which reduce to the Askey–
Wilson polynomials for n = 1 and which contain the Macdonald polynomials for BCn as a
subclass. In later work it turned out that probably a full analogue of the (q-)Askey scheme of
(q-)hypergeometric orthogonal polynomials exists for BCn .
There were two other important developments during the 1990’s. First, Macdonald poly-
nomials for special root systems and parameters were interpreted as zonal spherical functions on
special quantum symmetric pairs (work by Noumi and others, later followed up by G. Letzter).
Second, Macdonald polynomials were given a new setting on double affine Hecke algebras by
Cherednik. There it was possible to consider non-symmetric (i.e., not Weyl group invariant)
Macdonald polynomials which are joint eigenfunctions of certain q-difference reflection
operators. These operators, in turn, form a far-reaching generalization of the Dunkl operators
(introduced by Dunkl in 1989). By this new approach, Cherednik was able to prove Macdonald’s
conjectures for the Macdonald polynomials in a unified way, at once for all root systems.
The research papers
Eight of the 13 research papers deal with various aspects, mostly analytic, of Macdonald and
Jack polynomials. A newer development, which is nowadays very active, is the elliptic general-
izations of the various families of polynomials. This started in the one-variable case in 1997 with
the paper by Fenkel and Turaev. The power series coefficients of elliptic hypergeometric func-
tions involve products of theta functions rather than (q-)shifted factorials. Three of the research
papers in the volume address the multivariable elliptic case. Two papers of quite algebraic or
algebraic topological nature deal with Cherednik algebras. These are a “rational” degeneration
of Cherednik’s double affine Hecke algebra, and they have become in the present century an ob-
Book reviews / Journal of Approximation Theory 162 (2010) 869–889 881
ject of intensive study. Some of the research papers are quite technical, but for those with some
knowledge of the subject much of interest can be read here.
Conclusion
The volume editors are Vadim B. Kuznetsov and Siddharta Sahi. Very sadly, Vadim Kuznetsov
died in 2005, before the volume was published. The volume concludes with an obituary about
him.
Altogether, I can recommend the book very much for a wide audience because of the first
historical part. For a smaller readership there is a lot of important material in the research papers
in the second part.
Tom H. Koornwinder
University of Amsterdam
Asymptotics and Borel Summability, O. Costin. Hall/CRC Monographs ans Surveys in
Pure and Applied Mathematics, Vol. 141. CRC Press, Boca Raton, FL (2009). 256 pp.,
Paperback, ISBN: 978–1420070316, $90.00
Asymptotic analysis is the study of mathematical problems involving small or large
parameters, in which it is frequently natural to seek solutions in the form of a series of
successively smaller and smaller terms. Long ago it was observed that the series that arise from
the formal procedure of substitution and collection of terms of the same order of magnitude
typically require careful interpretation because they cannot be summed in the usual sense:
the limit of the sequence of partial sums does not exist. The now classical approach to these
divergent series was discovered by Poincare´: one does not obtain greater accuracy for a fixed
value of the (say small) parameter by adding up more terms, but rather one improves accuracy
by fixing the number of terms in the partial sum and then allowing the small parameter to tend
to zero. Moreover, the more terms one keeps in the partial sum, the faster the errors vanish as
the parameter tends to zero. But this approach to divergent series reveals other difficulties: for
example, many different functions can share the same asymptotic expansion (as the divergent
series are now usually called), and the same function can have different asymptotic expansions
as the small parameter tends to zero from different directions in the complex plane (the so-called
Stokes phenomenon).
A more modern approach to the subject takes the point of view that, if the class of functions
to be approximated is suitably narrowed (say by working within the class of solutions of a
certain differential equation with analytic coefficients) while at the same time the notion of
what constitutes an asymptotic expansion is suitably expanded, then formal series and functions
can be placed into a (nearly) one-to-one correspondence. The appropriate generalizations of
asymptotic expansions are called transseries, which may be thought of as consisting of terms
that may include as elementary objects exponentials of transseries of a lower “level”, with the
most primitive level consisting of elementary asymptotic expansions in the usual sense. These
generalized objects are designed precisely to capture the terms lying “beyond all orders” that
lead to two different functions having the same (classical) asymptotic expansion.
The association of a transseries with a function is a problem of analysis, while the correspond-
ing problem of synthesis is to reconstruct a/the function from a given transseries. The tool here
is the generalized Borel transform. In the simplest case, one begins with a divergent power series
in ascending integer powers of z, say with coefficients bounded by factorials, and observes that if
one could divide out by the factorials term by term the resulting series would have a finite radius
of convergence. But the formal procedure of dividing out the factorials corresponds to taking the
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inverse Laplace transform term by term, and the Borel transform is the procedure of assigning
to the divergent power series the analytic function (of a dual variable, say p) obtained by sum-
ming the term-by-term inverse Laplace transformed series. One then may attempt to reconstruct
genuine functions of z corresponding to the divergent series by analytically continuing the Borel
transform to a radial line and taking the Laplace transform of it along this line. This procedure
is called Borel summation. In cases when the original divergent series was obtained by formal
expansion of solutions of a differential equation it is often possible to prove that the Borel sum
is well defined and corresponds to a true solution of the differential equation at hand.
Until the welcome publication of Ovidiu Costin’s textbook on the subject, this more modern
approach to asymptotic analysis was only accessible via original research papers and a few
technical lecture note publications [1–3]. The book begins with a review of traditional asymptotic
analysis, including the Poincare´ theory, and then, after recalling some tools of complex analysis,
continues with a description of the standard methods of asymptotic expansion of integrals:
Watson’s Lemma, Laplace’s method, Kelvin’s stationary phase method, and the steepest descent
method (which embraces the others in the case of analytic integrands). Also covered in this part
of the book are expansion methods for solutions of differential equations, including singular
perturbation methods like the WKB method. Throughout his tour of this standard material, the
author emphasizes the more modern point of view that will be taken throughout the book, that
of transseries and Borel summation. Students studying this subject for the first time may find it
useful to read this part of Costin’s book along with one of the more traditional references, but
the author’s perspective provides some key new insights not found in those books. For example,
he explains how to establish the existence of a formal series solution of a differential equation
by setting up the iterative process of collecting terms of the same magnitude as a fixed-point
problem for a map on an appropriate space of formal series. The interesting thing about this is
that the map involves differentiation, which while very badly behaved on spaces of functions is
much better on spaces of series (with an appropriately weakened topology), so much so that in
this context the map is a contraction, ensuring the existence of a unique fixed point obtainable by
iteration. The remainder (and bulk) of the book, Chapters 4–8, are devoted to the development of
the theory of transseries and generalized Borel summability, and the application of this theory to
various problems.
In the Preface, the author accurately points out that the level of difficulty is uneven. While
not a problem for those using the book as a reference, this may make the book challenging to
use as a text in a course, although some of the harder sections are marked with asterisks, making
them easy to find and work around if necessary. One of the great strengths of this book is its
use of many examples to illustrate general theory. Some of these examples are quite remarkable;
for instance, in Chapter 7 there is an elementary example showing how the Borel transform can
be applied in the context of partial differential equations to convert the parabolic heat equation
into the hyperbolic wave equation. A good first course on the subject of transseries and Borel
summation could be designed around these examples. But such a course would likely come as a
sequel to a first course on classical asymptotic methods and analysis, which could be built from
the material in Chapters 1–3 and perhaps other references. And well-prepared students will have
to have first finished a serious course in complex analysis (graduate level in the US).
The author maintains a comprehensive list of corrections organized by page number on the
web,2 including for each listed correction a pdf image showing the look of the modified page,
which should be very helpful to readers.
2 http://www.math.ohio-state.edu/∼costin/aberratum/.
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In summary, as one of a small number of experts in the subject of transseries and Borel
summation, Ovidiu Costin has written a book that will be a fundamental reference to researchers
and students interested in going beyond the standard classical methods of asymptotic analysis.
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Peter Miller
University of Michigan
Integrable Systems and Random Matrices: In Honor of Percy Deift, Jinho Baik,
Thomas Kriecherbauer, Luen-Chau Li, Kenneth T-R McLaughlin, Carlos Tomei (Eds.).
Contemporary Mathematics, Vol. 458. American Mathematical Society, Providence, RI
(2008). 430 pp., ISBN: 978-0821842409, $109.00
This volume contains the proceedings of a conference held in New York in May 2006,
celebrating the sixtieth birthday of Percy Deift. The more than 400-page volume reflects only
in part Deift’s wide interests. The introductory paper, “Percy Deift at integer times” by C. Tomei,
concentrates on Percy’s contributions to scattering theory and integrable systems (up to the early
1990’s). Unfortunately, the reader will miss, for instance, a description of Deift’s role in the
development of the Riemann–Hilbert method and orthogonal polynomials, that was originally
planned for a second paper, which eventually did not form part of this volume.
Roughly speaking, the first third of the book contains several papers dealing with integrable
systems (KdV, Camassa-Holm, nonlinear Schro¨dinger, Toda), inverse scattering, and nonlinear
special functions (Painleve´). Asymptotic methods (steepest descent, and especially, Riemann–
Hilbert analysis) are described in another three papers. The second half of the book is devoted
to orthogonal polynomials (in two variables and on the circle) and to applications in stochastic
processes, Random Matrix Theory (RMT) and in determinantal point processes, such as the
totally asymmetric simple exclusion processes (TASEPs) and last-passage percolation models,
among others. The main focus is on asymptotic behavior and universality.
The last contribution of this volume is a short account by Deift himself of some of his favorite
open problems, those he “would very much like to see solved”. There are 16 problems of different
scale; some of them are actually big projects. I believe that Percy is pleased to acknowledge
that in the short period of time since the celebration of the conference there have been visible
advances, for instance, in the multi-matrix and external field models or in the universality results
for the RMT.
Andrei Martı´nez-Finkelshtein
University of Almerı´a
On L1-approximation, Allan Pinkus. Cambridge University Press (2008). 252 pp., ISBN:
978-0-521-05769-1, $50.00
This monograph presents a comprehensive modern study of the qualitative theory of best
L1-approximation from finite-dimensional subspaces. The corresponding theory of best uniform
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approximation (sometimes called Chebyshev or Haar theory) is well studied in the literature. In
the case of L1-approximation, some basic classical problems were resolved only recently, in the
past 20–30 years, which justified the appearance of this monograph in 1989. The publication of
a review was long overdue.
The first introductory chapter treats the usual questions of existence, characterization,
uniqueness and strong uniqueness of the best approximation in general normed linear spaces.
This is accomplished with the help of the so-called τ -functional (the directional derivative of the
norm). Then this general approach is applied for the L1-norm yielding corresponding results for
the best L1-approximation. The basic difficulty arising here is the question of uniqueness, since
the L1-norm is not strictly convex. Recall that a subspace U of a normed linear space X is called
a unicity subspace if every element of X possesses a unique best approximation in U . The author
presents first various negative nonuniqueness results in L1(K ). In particular, a classical result
of Krein on the nonexistence of unicity spaces in L1(K ) endowed with non-atomic measure is
proved. Moreover, it is shown that when the measure is non-atomic even a continuous selection
for the operator of the best L1-approximation is not possible.
The above negative results do not mean however that a meaningful Haar-type theory of best
L1-approximation cannot be developed in the case of L1-approximation. It has been known for
some time that nice L1-unicity spaces exist if we restrict our attention to continuous functions
only. This leads to the natural question of considering the problem of approximation in the
space C1(K , µ) consisting of functions continuous on the compact K and endowed with the L1-
norm corresponding to some admissible measure µ. Chapter 3 contains various characterizations
and examples of unicity spaces in C1(K , µ) for a fixed measure µ. However, the criteria of
uniqueness with a fixed measure µ have considerable drawbacks: they depend substantially on
the measure µ appearing in the L1-norm and therefore are difficult to verify. This motivates
the need for a measure independent approach. Thus in Chapter 4 the so-called A-spaces are
introduced. Given a finite-dimensional subspace U in C(K ), denote U∗ := {g ∈ C(K ) :
|g| = |u| for some u ∈ U }. Furthermore, the subspace U is called an A-space if, for each
g ∈ U∗, g 6= 0 there exists a u ∈ U, u 6= 0 such that u = 0 a.e. (with respect to the Lebesgue
measure on K ∈ Rd ) on the set Z(g) := {x ∈ K : g(x) = 0} and gu ≥ 0 on K . The A-
property is really an intrinsic property of U which essentially does not depend on the measure.
It turns out that in order for a subspace U to be a unicity subspace of C1(K , µ) for every µ
in a certain class of admissible measures, it is necessary and sufficient that U is an A-space.
This is one of the central results proved in the monograph. The author proceeds then to totally
characterizing A-spaces on the real line. It turns out that A-spaces essentially include T-spaces
(linear spans of T-systems) and piece-wise T-spaces glued together in a certain way. A significant
example of these glued together T-spaces is provided by various families of spline functions. In
the case when K ∈ Rd , d > 1 the problem of understanding the constructive properties of A-
spaces is still open, and few interesting A-spaces are known. The main non-trivial example of a
multivariate A-space discussed in the book is the space of piece-wise linear splines with regular
triangulation on polygonals K ∈ R2.
Chapter 5 is devoted to the study of best one-sided L1-approximation from finite-dimensional
subspaces U ⊂ C(K ). Here the function f ∈ C(K ) is approximated by elements of U ( f ) :=
{u ∈ U : u ≤ f } in the L1-norm, and the usual questions of characterization and uniqueness of
best one-sided L1-approximation are considered. Again, like in the previous chapter, a measure-
independent approach yields a more meaningful theory. First a negative result is derived: it turns
out that measure-independent one-sided L1-unicity spaces of C(K ) are trivial in the sense that
they possess a basis consisting of functions with disjoint support. A richer more interesting theory
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transpires when the same approximation problem is considered with respect to the smaller class
of differentiable functions. Denote by C1(K ) the space of differentiable functions on the set
K . For f ∈ C1(K ) the set Z1( f ) consists of those zeros of f which are also zeros of its
derivative (in case of interior points of K ). Then a finite-dimensional subspace U of C1(K )
is said to satisfy property B if to each u ∈ U, u 6= 0 there exists a v ∈ U, v 6= 0, v ≥ 0
such that Z1(u) ⊆ Z1(v). It turns out that just like in the case of two-sided L1-approximation
where property A is necessary and sufficient for measure-independent uniqueness of the best
approximation, property B does the same job for one-sided L1-approximation in C1(K ). The
author proceeds then by presenting different interesting examples of spaces with property B (e.g.
extended Chebyshev systems, splines, etc.)
While in the previous chapters best L1-approximation was considered with respect to non-
atomic measures, in Chapter 6 the author considers the same questions for purely atomic mea-
sures, namely lm1 -approximation in the vector space R
m , where both two-sided and one-sided
approximation problems are considered. The theory obtained is essentially a mix of some of the
results of Chapters 2–5; however, some properties are lost, but some new results are also obtained.
Then in Chapter 7 the author describes some ideas and procedures for calculating two-sided and
one-sided L1-approximants numerically.
The monograph ends with two appendices. Appendix A collects various useful facts
concerning T-systems and WT-systems. The aim was not to provide a comprehensive study of
this topic but rather to collect the main basic facts needed in the monograph. It should be noted
that in contrast to the qualitative theory of best uniform approximation where T-systems play
the central role, in the case of L1-approximation WT-systems play a more fundamental part.
Therefore a greater emphasis of this appendix is on WT-systems.
Appendix B is concerned with the remarkable relationship between best two-sided and one-
sided L1-approximation and interpolation of functions. A key result in developing this theory
is the Hobby–Rice Theorem, stating that, given a non-atomic measure µ on [a, b] and an n-
dimensional subspace U ⊂ L1([a, b], µ), there exist points a = x0 < x1 < · · · < xm < xm+1 =
b,m ≤ n such that
m+1∑
j=1
(−1) j
∫
[x j−1,x j ]
udµ = 0, u ∈ U.
It turns out that the two-sided L1-approximation problem in the convexity cone of U can be
reduced to interpolation on the set of canonical points x j , 1 ≤ j ≤ m given by the Hobby–
Rice Theorem. This leads to the natural question of uniqueness of these canonical points,
also discussed by the author. Again the main theme here just like in the previous chapters
is the discussion of measure-independent uniqueness. (Note that this problem was completely
resolved shortly after the publication of the monograph in A. Kroo´, M. Sommer and D. Schmidt,
On A-spaces and their relationship to the Hobby–Rice Theorem, Journal of Approximation
Theory, 69(1992), 136–154.) A similar relationship between best one-sided L1-approximation
and interpolation of functions is also considered.
Every chapter of the monograph is concluded by a set of exercises which provide additional
insight into the material of the chapter. In addition, each chapter contains at the end a
comprehensive historical and bibliographical summary.
The exposition of the material is very thorough and elegant, which makes the book an
enjoyable read. It would certainly be useful for those who wish to get acquainted with the
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qualitative theory of best L1-approximation, and it also could be a suitable textbook for advanced
courses.
Andra´s Kroo´
Alfred Re´nyi Mathematical Institute of the Hungarian Academy of Sciences
2. Other proceedings and compilations
Difference Equations, Special Functions and Orthogonal Polynomials, Proceedings of the
International Conference, Munich, Germany, 25–30 July 2005, S. Elaydi, J.M. Cushing,
R. Lasser, A. Ruffing (Eds.). World Scientific (2007). 778 pp., ISBN: 978-981-270-643-0,
$229.00 (E-book also available)
FROM THE WORLD SCIENTIFIC WEBSITE: This volume contains talks given at a joint
meeting of three communities working in the fields of difference equations, special functions
and applications (ISDE, OPSFA, and SIDE). The articles reflect the diversity of the topics in
the meeting but have difference equations as common thread. Articles cover topics in difference
equations, discrete dynamical systems, special functions, orthogonal polynomials, symmetries,
and integrable difference equations.
Contents:
• Pascal Matrix, Classical Polynomials and Difference Equations (L. Aceto and D. Trigiante)
• Logarithmic Order and Type of Indeterminate Moment Problems (C. Berg and H.L. Pedersen)
• A System of Biorthogonal Trigonometric Polynomials (E. Berriochoa et al. )
• On Two Problems in Lacunary Polynomial Interpolation (M.G. de Bruin)
• A Myriad of Sierpinski Curve Julia Sets (R.L. Devaney)
• The Comparative Index for Conjoined Bases of Symplectic Difference Systems (J.V.
Elyseeva)
• A Renaissance for a q-Umbral Calculus (T. Ernst)
• Fourth-Order Bessel-Type Special Functions: A Survey (W.N. Everitt)
• On the Asymptotic Behavior of Solutions of Neuronic Difference Equations (Y. Hamaya)
• Computer Algebra Methods for Orthogonal Polynomials (W. Koepf )
• Riemann–Hilbert Problem for a Generalized Nikishin System (A.F. Moreno)
• Ideal Turbulence and Problems of Its Visualization (A.N. Sharkovsky)
• Fine Structure of the Zeros of Orthogonal Polynomials: A Review (B. Simon)
• (2 + 1) Dimensional Lattice Hierarchies Derived from Discrete Operator Zero Curvature
Equation (Z.-N. Zhu)
and other papers.
Representations, Wavelets and Frames. A Celebration of the Mathematical Work of
Lawrence Baggett, P.E.T. Jorgensen, K. Merrill, and J. Packer (Eds.). Applied and
Numerical Harmonic Analysis Series, Birkha¨user Verlag (2008). 324 pp., ISBN: 978-0-
8176-4682-0, $80.00 (online version available)
FROM THE BIRKHA¨USER VERLAG WEBSITE: The work of Lawrence Baggett has had a
profound impact on the field of abstract harmonic analysis and the many areas of mathematics
that use its techniques. His sphere of influence ranges from purely theoretical results regarding
the representations of locally compact groups to recent applications of wavelets and frames to
problems in sampling theory and image compression. Contributions in this volume reflect this
broad scope, and Larry’s unusual ability to bring together techniques from disparate fields.
Book reviews / Journal of Approximation Theory 162 (2010) 869–889 887
Topics in theoretical harmonic analysis, wavelets and frames include: groups with atomic
regular representations, Gelfand pairs associated with finite Heisenberg groups, convergence of
Riemann sums, the density theorem for Gabor frames, applications of sampling in multiresolu-
tion spaces, and oblique extension principles on dual wavelet frames.
Contributors include: C. Benson, M. Bownik, V. Furst, V. Guillemin, B. Han, C. Heil, J.
Hogan, P. Jorgensen, K. Kornelson, J. Lakey, D.R. Larson, K.D. Merrill, J.A. Packer, G. Ratcliff,
K. Shuman, M.-S. Song, D.W. Stroock, K.F. Taylor, E. Weber, X. Zhang.
Wavelet Analysis and Applications, T. Qian, X. Yuesheng (Eds.). Applied and Numerical
Harmonic Analysis Series, Birkha¨user Verlag (2007). 574 pp. with CD, ISBN 978-3-7643-
7777-9, $175.00
FROM THE BIRKHA¨USER VERLAG WEBSITE: This volume reflects the latest developments
in the area of wavelet analysis and its applications. Since the cornerstone lecture of Yves Meyer
presented at the ICM 1990 in Kyoto, to some extent, wavelet analysis has often been said to be
mainly an applied area. However, a significant percentage of contributions now are connected to
theoretical mathematical areas, and the concept of wavelets continuously stretches across various
disciplines of mathematics.
Key topics:
• Approximation and Fourier Analysis
• Construction of Wavelets and Frame Theory
• Fractal and Multifractal Theory
• Wavelets in Numerical Analysis
• Time-Frequency Analysis
• Adaptive Representation of Nonlinear and Non-stationary Signals
• Applications, particularly in image processing
Through the broad spectrum, ranging from pure and applied mathematics to real applications,
the book will be most useful for researchers, engineers and developers alike.
Infinite dimensional harmonic analysis IV: on the interplay between representation theory,
random matrices, special functions, and probability, Proceedings of the Fourth German–
Japanese Symposium, The University of Tokyo, Japan, 10–14 September 2007, J. Hilgert,
A. Hora, T. Kawazoe, M. Voit (Eds.) World Scientific (2008). 336 pp., ISBN 978-981-283-
281-8, $127.00 (E-book also available).
FROM THE WORLD SCIENTIFIC WEBSITE: The Fourth Conference on Infinite Dimensional
Harmonic Analysis brought together experts in harmonic analysis, operator algebras and
probability theory. Most of the articles deal with the limit behavior of systems with many degrees
of freedom in the presence of symmetry constraints. This volume gives new directions in research
bringing together probability theory and representation theory.
Contents:
• A Variant of the Frobenius Reciprocity for Restricted Representations on Nilpotent Lie
Groups (A. Baklouti et al.)
• Transforms, Polynomials and Integrable Models Associated with Reflection Groups (C.F.
Dunkl)
• Positive and Negative Definite Functions on Hypergroup and Its Dual (H. Heyer)
• Towards Projective Representations and Spin Characters of Finite and Infinite Complex
Reflection Groups (T. Hirai et al.)
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• Extensions of Commutative Hypergroups (S. Kawakami)
• Semi-bounded Unitary Representations of Infinite Dimensional Lie Groups (K.-H. Neeb)
• Limit Theorems for Radial Random Walks on Homogeneous Spaces with Growing
Dimensions (M. Voit)
and other papers.
Multiscale, Nonlinear and Adaptive Approximation, Dedicated to Wolfgang Dahmen on the
Occasion of his 60th Birthday, R. DeVore, and A. Kunoth (Eds.). Springer Verlag (2009).
659 pp., ISBN: 978-3-642-03412-1, $169.00 (online version also available).
FROM THE SPRINGER WEBSITE: The book of invited articles offers a collection of high-
quality papers in selected and highly topical areas of Applied and Numerical Mathematics and
Approximation Theory which have some connection to Wolfgang Dahmen’s scientific work. On
the occasion of his 60th birthday, leading experts have contributed survey and research papers
in the areas of Nonlinear Approximation Theory, Numerical Analysis of Partial Differential and
Integral Equations, Computer-Aided Geometric Design, and Learning Theory. The main focus
and common theme of all the articles in this volume is the mathematics building the foundation
for most efficient numerical algorithms for simulating complex phenomena.
Contributors: R.A. DeVore, A. Kunoth, C. de Boor, D. Braess, W. Hackbusch, A. Cohen,
J.-M. Mirebeau, S. Dekel, P. Petrushev, N. Dyn, P. Oswald, H. Harbrecht R. Schneider, G.
Kerkyacharian, M. Mougeot, D. Picard, K. Tribouley, A. Kunoth, S. Mu¨ller, R.H. Nochetto,
K.G. Siebert , A. Veeser, R. Stevenson, J. Xu, L. Chen.
Coimbra Lecture Notes on Orthogonal Polynomials, A. P. Foulquie Moreno, A.J.P.
Lopes Branquinho (Eds.). Advances in the Theory of Special Functions and Orthogonal
Polynomials series, Nova Publishers (2008). 233 pp., Hardcover, ISBN 978-1600219726,
$149.00.
BOOK DESCRIPTION: The topic of this book ,“Orthogonal Polynomials and Special
Functions” (OPSF), has a very rich history, going back to the 19th century, when mathematicians
and physicists tried to solve the most important differential equations of mathematical physics.
The Hermite–Pade´ approximation was also introduced at that time, to prove the transcendence of
the remarkable constant e (the basis of the natural logarithm). Since then, OPSF have developed
to a standard subject within mathematics, which is driven by applications. The applications are
numerous, both within mathematics (e.g. statistics, combinatorics, harmonic analysis, number
theory) and other sciences, such as physics, biology, computer science, and chemistry. The main
reason for the fact that OPSF have been so successful over the centuries is their usefulness in
other branches of mathematics and physics, as well as other sciences. There are many different
aspects of OPSF. Some of the most important developments for OPSF are related to the theory of
rational approximation of analytic functions, in particular the extension to simultaneous rational
approximation to a system of functions. Important tools for rational approximation are Riemann–
Hilbert problems, the theory of orthogonal polynomials, logarithmic potential theory, and
operator theory for difference operators. This new book presents the latest research in the field.
There were seven series of lectures within 60 hours. Christian Berg discusses matrix poly-
nomial orthogonality: complex measures and matrix measures, compact sets of positive matrix
measures on the real line, Krein’s theorem characterizing matrix moment sequences, matrix inner
products and orthonormal matrix polynomials, and some consequences of the three-term recur-
rence relation. Guillermo Lo´pez discusses the classical constructive theory of approximation,
which is basic for the understanding of several important and classical results from this theory of
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orthogonal polynomials and the spectral theory of infinite-dimensional matrices. Francisco Mar-
cella´n presents a self-contained survey of recent results on Sobolev orthogonal polynomials. The
topics covered are standard orthogonal polynomials, Sobolev inner products: the multiplication
operator, coherent pairs of measures, and analytic properties of Sobolev orthogonal polynomi-
als. Franz Peherstorfer discusses inverse images of polynomial mappings that are the basis for
investigations in polynomial iteration, which often leads directly to an understanding of the be-
haviour of the iterates and the extremal properties of the iterates. The purpose of these notes is
to give basic material on the structure and the geometry of inverse polynomial images and on the
behaviour of extremal polynomials on such sets, including several intervals or arcs, lemniscates,
Julia sets of Cantor types, dendrites, etc. In particular, many examples are given. Walter van
Assche discusses some aspects of analytic number theory, in particular rational approximation of
irrational numbers, irrationality proofs, and transcendence proofs. Quite often the construction of
rational approximants to real numbers is by means of continued fractions, Pade´ approximation or
Hermite–Pade´ approximation, showing that rational approximation and special functions have in-
teresting applications in analytic number theory. Semyon Yakubovich give a short introduction to
the theory of integral transforms in Lebesgue spaces, which are associated with hypergeometric
functions as their kernels. We deal with a class of the so-called Kontorovich–Lebedev-type inte-
gral transforms, which includes, in particular, the familiar Kontorovich–Lebedev, Mehler–Fock,
Olevskii and Lebedev transforms. Joaquin Bustoz discusses Hausdorff summability, the q-theory
of Hausdorff summability, and potential applications to unsolved problems. The lectures notes
are aimed at graduate students and post-docs, or anyone who wants to have an introduction to
(and learn about) the subjects mentioned. Each of the contributions is self-contained, and con-
tains up-to-date references to the literature, so that anyone who wants to apply the results to their
own advantage has a good starting point. The knowledge required for the lectures is real and
complex analysis, some basic notions of algebra and discrete mathematics, and some elementary
facts of orthogonal polynomials. A computer equipped with Maple software is useful to work on
the exercises. So having mastered the lectures notes gives a good level to read research papers in
this field, and to start doing research as well.
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