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Abstract
In this paper, we establish the moderate deviations for occupation times of Markov processes
under the conditions given in Darling–Kac (1957. Trans. Amer. Math. Soc. 84, 444–458).
When applied to the law of the iterated logarithm, our results generalize those obtained in
Marcus–Rosen (1994a. Ann. Probab. 22, 626–658; 1994b. Ann. Inst. Henri Poincar7e Probab.
Statist. 30, 467–499) for Levy processes and random walks, and those obtained recently by
the author (1999. Ann. Probab. 27, 1324–1346) for Harris recurrent Markov chains. c© 2001
Elsevier Science B.V. All rights reserved.
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1. Introduction and results
In their remarkable paper, Darling and Kac (1957) compute the limit distribution for
the occupation time
n∑
k=1
f(Xk); n= 1; 2; : : : ;
under some suitable normalization, where {Xn}n¿0 is a Markov chain with the state
space (E;E) and f¿ 0 is a bounded and measurable function on (E;E). Under the
uniformity assumption (D–K) and regularity (1.4) given below, they prove that the
occupation time converges to Mittag–LeAer distribution after a suitable rescaling. Their
work has inspired many interesting developments in this line. The reader is referred to
a recent survey paper by Fitzsimmons and Pitman (1999) for a historic account and a
variety of methods developed in the Beld.
Our goal is to study the asymptotic behaviors of
logP
{
n∑
k=1
f(Xk)¿ 	a
(
n
bn
)
bn
}
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under Darling–Kac’s condition, where a(·) is the partial Green function associated with
P(x; A) (see below for detail) and {bn} is a positive sequence satisfying
bn →∞ and bn=n→ 0; n→∞: (1.1)
To emphasize the diJerence between our study and Donsker–Varadhan large devia-
tions where the normalizer has a diJerent scale, our form is called moderate deviation,
which is given in Theorems 1 and 2 below. Its application to the law of the iterated
logarithm is given in Theorem 3. By a routine practice through skeleton approximation,
these results will be passed to the Markov processes with continuous time.
The moderate deviations arise from the needs for tail control in the study of the
strong limit theorems such as the law of the iterated logarithm. See, for example,
Chung and Hunt (1949), ErdKos and Taylor (1960), Jain and Pruitt (1983), R7ev7esz
(1990), Marcus and Rosen (1994a, b) for the results in the context of recurrent Levy
processes and random walks, and Gantert and Zeitouni (1998), Chen (1999) for those
in the case of recurrent Markov processes. In many existing papers, f is the indicator
function of a single state (so the occupation time is in fact a local time). By ergodic
theorem, these results are extended to the class of functions integrable with respect
to the invariant measure, which exists uniquely (up to a constant multiple) in the
recurrent case. When the Markov process is not recurrent, however, both existence and
uniqueness of invariant measure become question and, the occupation times may behave
quite diJerently for diJerent f due to the absence of ergodic theorem. By imposing
assumptions only on the partial Green function, Darling–Kac’s theorem allows the
Markov process to be transient, and the function f to be unintegrable with respect
to the invariant measure. This work is to establish moderate deviations for occupation
times under their conditions.
Throughout, {Xn}n¿0 is a Markov chain with the state space (E;E) and transition
probability P(x; A). We always assume that the -algebra E is countably generated and
that f ¿ 0 is a bounded, measurable function on E. DeBne S as the support of f:
S = {x ∈ E;f(x)¿ 0}:
The following Darling–Kac type condition will be adopted in our results: There is a
non-decreasing positive function a(t) on [1;∞) such that a(t) ↑ ∞ and
(D–K) lim
n→∞
1
a(n)
n∑
k=1
Pkf(x) = 1 uniformly on x ∈ S
where Pk(x; A) is the kth step transition.
In this paper, {bn} is a positive sequence satisfying (1.1).
Theorem 1. Under (D–K);
lim sup
n→∞
1
bn
log sup
x∈E
Px
{
n∑
k=1
f(Xk)¿ 	a
(
n
bn
)
bn
}
6 −1− log 	
4
(	¿ 0): (1.2)
On the other hand; for every 0¡	¡ 1;
lim inf
n→∞
1
bn
log inf
x∈S
Px
{
n∑
k=1
f(Xk)¿ 	a
(
n
bn
)
bn
}
¿ −log 1 + 	
1− 	 : (1.3)
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To get sharp constant, we assume that the function a(t) is regularly varying at
inBnity: there is a p¿ 0 such that
lim
	→+∞
a(	t)=a(	) = tp ∀t ¿ 0: (1.4)
Notice that f is bounded. So a(t) cannot increase faster than a linear function. Hence
we always have 06 p6 1.
Theorem 2. Under assumptions (D–K) and (1:4);
(1) if 06 p¡ 1;
lim sup
n→∞
1
bn
log sup
x∈E
Px
{
n∑
k=1
f(Xk)¿ 	a
(
n
bn
)
bn
}
= lim inf
n→∞
1
bn
log inf
x∈S
Px
{
n∑
k=1
f(Xk)¿ 	a
(
n
bn
)
bn
}
=− (1− p)
(
pp	
(p+ 1)
)(1−p)−1
(	¿ 0) (1.5)
where we interpret pp = 1 when p= 0;
(2) if p= 1;
lim sup
n→∞
1
bn
log sup
x∈F
Px
{
n∑
k=1
f(Xk)¿ 	a
(
n
bn
)
bn
}
=−∞ ∀	¿ 1; (1.6)
lim inf
n→∞
1
bn
log inf
x∈S
Px
{
n∑
k=1
f(Xk)¿ 	a
(
n
bn
)
bn
}
= 0 ∀	¡ 1: (1.7)
To apply Theorems 1 and 2 to the laws of the iterated logarithm we deBne
R(S) =
{
x ∈ E; lim
n→∞
1
a(n)
n∑
k=1
Pkf(x) = 1
}
: (1.8)
From (D–K), we have S ⊂ R(S).
Theorem 3. Under (D–K);
e − 1
e + 1
6 lim sup
n→∞
n∑
k=1
f(Xk)
/
a
(
n
log log a(n)
)
log log a(n)6 4 a:s:; (1.9)
provided X0 ∈ R(S). Further; if assumption (1:4) is also satis4ed then
lim sup
n→∞
n∑
k=1
f(Xk)
/
a
(
n
log log a(n)
)
log log a(n) =
(p+ 1)
pp(1− p)1−p a:s:; (1.10)
where 00 ≡ 1.
To understand the condition (D–K), we Brst consider the case when {Xn}n¿1 is
Harris recurrent, which means that
Px{Xn ∈ A inBnitely often}= 1; x ∈ E
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for each A ∈ E satisfying (A)¿ 0, where  is the invariant measure. Recall (Cogburn,
1975) that a set U ∈ E is said to be uniform, if (U )¿ 0 and if
lim
t→∞ supx∈U
Px{A ¿ t}= 0 (1.11)
for each A ⊂ U with (A)¿ 0, where A = inf{k ¿ 1;Xk ∈ A}. Uniform set always
exists when {Xn}n¿1 is Harris recurrent. As a matter of fact (Proposition 2:3 in Cogburn
(1975)), there is a sequence {Un}n¿1 of uniform sets such that

(( ∞⋃
n=1
Un
)c)
= 0:
We claim that the condition (D–K) is fulBlled if f ¿ 0 is bounded and S is uniform.
In particular, Theorems 1–3 hold for the indicator function f= IS if S ⊂ E is uniform.
Indeed, by recurrence
a(n) ≡
n∑
k=1
Pkf(x0)→∞ (n→∞);
where x0 ∈ E is Bxed. Notice that the uniform set S is a D-set (Orey, 1971), which
means that it satisBes
sup
x∈S
Ex
A∑
k=1
IS(Xk)¡+∞ for each A ⊂ S with (A)¿ 0:
By the ergodic theorem given in Orey (1971, Theorem 2, Chapter 2),
1
a(n)
n∑
k=1
Pkf(x)→ 1 (n→∞) x ∈ E:
Hence one can Bnd A ⊂ S with (A)¿ 0 such that above sequence converges to 1
uniformly on A. By the Brst-entrance decomposition
Pkf(x) = Exf(Xk)I{A¿k} +
k−1∑
j=1
Ex(I{A=j}P
k−jf(XA)) (k ¿ 1):
Summing up we have
n∑
k=1
Pkf(x) = Ex
n∧A∑
k=1
f(Xk) +
n−1∑
j=1
Ex
(
I{A=j}
n−j∑
k=1
Pkf(XA)
)
for each n¿ 1. Hence, for 16 N 6 n,(
1− sup
x∈S
Px{A ¿ N}
)
inf
x∈A
n−N∑
k=1
Pkf(x)
6 inf
x∈S
n∑
k=1
Pkf(x)6 sup
x∈S
n∑
k=1
Pkf(x)
6 ‖f‖∞ sup
x∈S
Ex
A∑
k=1
IS(Xk) + sup
x∈A
n∑
k=1
Pkf(x):
So our assertion follows from (1.11) (with U = S).
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In connection with the law of the iterated logarithm established in Chen (1999) for
Harris recurrent Markov chain {Xn}n¿0, we Bx an uniform set U and a point x0 ∈ U ,
and write
Pa(t) = (U )−1
[t]∑
k=1
Pk(x0; U ); t ¿ 0:
By ergodic theorem (Orey, 1971, Theorem 2, Chapter 2) Pa(t) is asymptotically in-
dependent of the choice of U and x0 as t → ∞. The chain {Xn}n¿0 is said to be
p-regular (06 p6 1) in Chen (1999) if Pa(t) satisBes (1.4).
The following corollary slightly improves the law of the iterated logarithm we ob-
tained in Chen (1999) by giving the bounds in non-regular case.
Corollary 1. Let {Xn}n¿0 be a Harris recurrent with invariant measure . Then there
is a constant (e − 1)=(e + 1)6 L6 4 such that
lim sup
n→∞
n∑
k=1
f(Xk)
/
Pa
(
n
log log Pa(n)
)
log log Pa(n) = L
∫
f(x)(dx) a:s:
for every initial distribution of X0 and for every non-negative function f ∈L1(E;E; ).
Further; if {Xn}n¿0 is p-regular;
L=
(p+ 1)
pp(1− p)1−p :
Proof. By Chacon–Ornstein ergodic theorem (see, e.g., Theorem 17:3:2 in Meyn and
Tweedie (1993)) we may assume f= IU for an uniform set U . According to Theorem
17:3:2 in Meyn and Tweedie (1993), the algebra A of invariant sets is a.s. trivial: for
every A ∈ A, P·(A) is identically zero or one. Consequently, the statement given in
the corollary is independent of the choice of the initial distribution and L is either a
constant or ∞. Hence the desired conclusion follows from Theorem 3 and the above
discussion.
Through the above discussion we have seen that our main results essentially cover
the case when {Xn}n¿1 is (Harris) recurrent and when f is integrable with respect
to the invariant measure , including various classic laws of the iterated logarithm
for the local times of recurrent random walks. The other interesting situations are the
case when {Xn}n¿1 is recurrent but f is not integrable, and the case when {Xn}n¿1 is
transient. To the author’s best knowledge, little has been done in these two remaining
cases. The full investigation on this topic is beyond the reach of this work. However,
our results do apply to some of these models. The simplest example is the case when
f ≡ 1, in which the conditions given in Corollary 1 is not satisBed if the Markov
chain is not positive recurrent. Besides, we give the following two examples.
Example 1. Let(
#n $n
0 %n
)
; n= 1; 2; : : : ;
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be an i.i.d. sequence of 2 × 2 random matrices such that #1; %1; $1 are independent
random variables with
P{#1 =±1}= P{%1 =±1}= 12
and with $1 being integer valued. We assume that 0¡2 ≡ E$21¡∞ and that the
support of $1 generates the entire group of integers under addition.
Set
Wn =
(
#1 $1
0 %1
)(
#2 $2
0 %2
)
· · ·
(
#n $n
0 %n
)
; n= 1; 2; : : : :
Then {Wn}n¿1 is a right random walk (see, cf. Revuz (1975)) on the non-Abelian
group
G =
{(
a c
0 b
)∣∣∣∣∣ a=±1; b=±1 and c is an integer
}
:
Clearly, {Wn}n¿1 is not supported by any proper sub-group of G. Let {W ′n}n¿1 be an
independent copy of {Wn}n¿1. In this example we apply our results to the Markov
chain
Xn = (Wn;W ′n); n= 1; 2; : : :
and the function f :G2 → R given by f(x; y) = I{x=y} for x; y ∈ G.
First, if E ≡ G2 is taken as the state space then {Xn} is irreducible and has the
counting measure  on E as its invariant measure. As the indicator function of an
inBnite set, f is not integrable with respect to .
Second, by induction one can show that
Wn =
(
#1 · · · #n *n
0 %1 · · · %n
)
; n= 1; 2; : : : ; (1.12)
where
*n =
n∑
k=1
(
k−1∏
i=1
#i
) n∏
j=k+1
%j

 $k :
For any given n, in particular, all entries in the matrix *n are independent and
*n
d=
n∑
k=1
#k$k : (1.13)
(Please notice, however, that {*n}n¿1 is not a random walk.)
Let e be the 2× 2 identity matrix. By (1.12) we have
Pn((e; e); (e; e)) = (P{Wn = e})2 = 14 (P{*n = 0})2:
In view of (1.13) we obtain by Proposition 2:4 in Le Gall and Rosen (1991) that
P{*m = 0}= 0 for m ≡ 0 mod() and P{*n = 0} ∼
√
√
2
1√
n
(1.14)
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as n→∞, where ¿ 1 is the period of the random walk
Sn =
n∑
k=1
#k$k ; n= 1; 2; : : : : (1.15)
In particular,∑
n
Pn((e; e); (e; e)) =∞:
Thus {Xn} is recurrent.
For any x ∈ G and any n¿ 1, by (1.12) and (1.13)
Pnf(x; x) = P{xWn = xW ′n}= P{Wn =W ′n}= 14P{S2n = 0}:
According to (2:j) in Le Gall and Rosen (1991),
a(n) ≡
n∑
k=1
Pkf(x; x) ∼ 1
8
√

n∑
k=1
1√
k
=
1
4
√

√
n (n→∞)
and therefore conditions (D–K) and (1.4) (where p = 1=2) are satisBed. Thus, by
Theorems 2 and 3,
lim
n→∞
1
bn
logP
{
n∑
k=1
I{Wk=W ′k } ¿ 	
√
nbn
}
=−162	2 (	¿ 0); (1.16)
lim sup
n→∞
n∑
k=1
I{Wk=W ′k }
/√
n log log n=
1
4
a:s: (1.17)
Example 2. Let the random walk {Wn}n¿1 and the group G be given as in Example
1 and, let {W ′n}n¿1 and {W ′′n }n¿1 be two independent copies of {Wn}n¿1. We now
consider the triple intersection time given by
In =
n∑
k=1
I{Wk=W ′k=W ′′k }; n= 1; 2; : : : :
As an application of Theorems 2 and 3, we shall prove
lim
n→∞
1
bn
logP
{
In ¿ 	bn log
(
n
bn
)}
=−128
√
32	 (	¿ 0); (1.18)
lim sup
n→∞
In
(log n)log log log n
=
1
128
√
32
a:s: (1.19)
Write
Xn = (Wn;W ′n;W
′′
n ); n= 1; 2; : : : :
Then {Xn} is an irreducible Markov chain with state space
E ≡ {(x; y; z); x; y; z ∈ G}:
By (1.12) we have
P2n((e; e; e); (e; e; e)) = (14P{*n = 0})3;
which implies, in view of (4:14), that∑
n
Pn((e; e; e); (e; e; e))¡∞:
Hence {Xn} is transient.
58 X. Chen / Stochastic Processes and their Applications 94 (2001) 51–70
To apply our main results to this example, we take f(x; y; z)= I{x=y=z} (x; y; z ∈ G).
Given x ∈ G, by (1.12) and (1.13) we have
Pnf(x; x; x) = P{xWn = xW ′n = xW ′′n }
= P{Wn =W ′n =W ′′n }= 142P{Sn = S ′n = S ′′n };
where {Sn}n¿1 is given in (1.14) and {S ′′n }n¿1, {S ′′n }n¿1 are independent copies of
{Sn}n¿1. By (2.j) in Le Gall and Rosen (1991)), conditions (D–K) and (1.4) (where
p= 0) are satisBed with
a(n)≡
n∑
k=1
Pnf(x; x; x) =
1
42
n∑
k=1
P{Sk − S ′′k = 0; S ′k − S ′′k = 0}
∼ 1
42
n∑
k=1
1
2
√
122
1
k
=
1
128
√
32
log n (n→∞):
Hence, (1.18) and (1.19) follow from Theorems 2 and 3, respectively.
Without assumption on recurrence, the method presented in this work is radically
diJerent from the one we proceeded in Chen (1999), where regeneration argument is
essential. We prove Theorem 1 in Section 2. The approach for the upper bounds is
moment estimation, which is learned from Marcus and Rosen (1994b). The key to the
lower bounds is the estimate given in (2.6) below. We prove Theorem 2 in Section 3.
It appears to be diScult, if not impossible, to obtain exact constant given in Theorem 2
by the method carried out in Section 2 if p = 0. The treatment for the case 0¡p6 1
is a Feynman–Kac type estimation, which, on the other hand, is not applicable in our
way to the case p=0 (so these two approaches are complementary to each other in this
paper). In Section 4, we prove Theorem 3 by modifying the Borel–Cantelli Lemma.
In Section 5, we point out some analogues for the Markov processes with continuous
time.
2. Proof of Theorem 1
Without loss of generality, we assume that bn; (n¿ 1) are integers. We Brst prove
the upper bound. DeBne
S =
{
inf{k ¿ 1; Xk ∈ S} if Xk ∈ S for some k ¿ 1;
+∞ otherwise:
(2.1)
Then for each x ∈ E,
Px
{
n∑
k=1
f(Xk)¿ 	a
(
n
bn
)
bn
}
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=Px
{
n∑
k=1
f(Xk)¿ 	a
(
n
bn
)
bn; S 6 n
}
6
n∑
j=1
Px{S = j} sup
y∈S
Py
{n−j∑
k=1
f(Xk)¿ 	a
(
n
bn
)
bn − ‖f‖∞
}
6 sup
y∈S
Py
{
n∑
k=1
f(Xk)¿ 	a
(
n
bn
)
bn − ‖f‖∞
}
: (2.2)
Hence, we only need to establish the upper bound for
sup
x∈S
Px
{
n∑
k=1
f(Xk)¿ 	a
(
n
bn
)
bn
}
:
We Brst give the following lemma without proof, as it is similar to the one given
in (2.6) in Marcus and Rosen (1994b).
Lemma 2.1. For any integers m¿ 1 and n¿ 1;
sup
x∈S
Ex
(
n∑
k=1
f(Xk)
)m
6 m!
(
‖f‖∞ + sup
x∈S
n∑
k=1
Pkf(x)
)m
:
Lemma 2.1 cannot be directly applied to the occupation time. Here is how we utilize
it. Let .¿ 0 be Bxed and let
q=
[
n
.bn
]
+ 1 and Sk =
kq∑
j=(k−1)q+1
f(Xj); k = 1; 2; : : : :
Then for each x ∈ S, and each integer m¿ 1,
Ex
(
n∑
k=1
f(Xk)
)m
6 Ex
(q[.bn]∑
k=1
f(Xk)
)m
=
∑
k1+···+k[.bn ]=m
m!
k1! · · · k[.bn]!
Ex(S
k1
1 · · · Sk[.bn ][.bn] )
6
∑
k1+···+k[.bn ]=m
m!
k1! · · · k[.bn]!
sup
x∈S
ExS
k1
1 · · · sup
x∈S
ExS
k[.bn ]
1
6 m!
(
‖f‖∞ + sup
x∈S
q∑
k=1
Pkf(x)
)m ∑
k1+···+k[.bn ]=m
1
=m!
(
‖f‖∞ + sup
x∈S
q∑
k=1
Pkf(x)
)m(m+ [.bn]− 1
m
)
=
(m+ [.bn]− 1)!
([.bn]− 1)!
(
‖f‖∞ + sup
x∈S
q∑
k=1
Pkf(x)
)m
: (2.3)
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Let m= bn and .= 1. By (D–K) and Chebyshev’s inequality,
sup
x∈S
Px
{
n∑
k=1
f(Xk)¿ 	a
(
n
bn
)
bn
}
6 (	bn)−bn(1 + o(1))bn
(2bn − 1)!
(bn − 1)!
∼ (	bn)−bn(1 + o(1))bn
√
2bn − 1
bn − 1
(
2bn − 1
e
)2bn−1( e
bn − 1
)bn−1
6
(
(1 + o(1))
	e
4
)−bn
(n→∞);
where the second step follows from the Stirling formula. This, together with (2.2),
gives the upper bound (1.2).
We now come to the lower bound. We Brst prove
Lemma 2.2. For any s¿ 0 and x ∈ E;
Ex



 n∑
j=1
f(Xj)

 I{∑n
j=1 f(Xj)¿s
}


6

s+ ‖f‖∞ + sup
y∈S
n∑
j=1
Pjf(y)

Px


n∑
j=1
f(Xj)¿ s

 :
Proof. DeBne
Ts =


inf

k ¿ 1;
k∑
j=1
f(Xj)¿ s

 if
k∑
j=1
f(Xj)¿ s for some k ¿ 1;
+∞ otherwise:
(2.4)
Notice that XTs ∈ S if Ts ¡+∞. By Markov property,
Ex



 n∑
j=1
f(Xj)

 I{∑n
j=1 f(Xj)¿s
}


6
n∑
k=1
Ex



s+ ‖f‖∞ + n∑
j=k+1
f(Xj)

 I{Ts=k}


6
n∑
k=1

s+ ‖f‖∞ + sup
y∈S
n∑
j=1
Pjf(y)

Px{Ts = k}
=

s+ ‖f‖∞ + sup
y∈S
n∑
j=1
Pjf(y)

Px


n∑
j=1
f(Xj)¿ s

 :
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Let 0¡	¡ 1 be Bxed. Taking s= 	
∑n
j=1 P
jf(x) in Lemma 2.2 gives
(1− 	)
n∑
k=1
Pkf(x)6 Ex



 n∑
j=1
f(Xj)

 I{∑n
j=1 f(Xj)¿	
∑n
k=1 P
kf(x)
}


6

‖f‖∞ + (1 + 	) sup
y∈S
n∑
j=1
Pjf(y)


×Px


n∑
j=1
f(Xj)¿ 	
n∑
k=1
Pkf(x)

 :
In view of (D–K) we have
inf
x∈S
Px


n∑
j=1
f(Xj)¿ (1 + o(1))	a(n)

¿ (1 + o(1))1− 	1 + 	 ; (2.5)
as n→∞.
For each x ∈ S,
Px
{
n∑
k=1
f(Xk)¿ 	a
(
n
bn
)
bn
}
=Px{T	a(nb−1n )bn 6 n}
¿ Px{T	a(nb−1n )(bn−1) 6 n(1− b−1n ); T	a(nb−1n )bn − T	a(nb−1n )(bn−1) 6 nb−1n }:
Notice that
T
	a(nb−1n )bn∑
j=T
	a(nb−1n )(bn−1)
+1
f(Xj) =
T
	a(nb−1n )bn∑
j=1
f(Xj)−
T
	a(nb−1n )(bn−1)∑
j=1
f(Xj)
6 	a(nb−1n )bn + ‖f‖∞ − 	a(nb−1n )(bn − 1)
= 	a(nb−1n ) + ‖f‖∞:
Therefore,
T	a(nb−1n )(bn−1) + T	a(nb−1n )+‖f‖∞ ◦ 2
T
	a(nb−1n )(bn−1)
= inf

k ¿ T	a(nb−1n )(bn−1) + 1;
k∑
j=T
	a(nb−1n )(bn−1)
+1
f(Xj)¿ 	a(nb−1n ) + ‖f‖∞


¿ T	a(nb−1n )bn ;
where 2 is the shift operator of the Markov chain {Xn}n¿0. Hence by Markov property,
Px{T	a(nb−1n )(bn−1) 6 n(1− b−1n ); T	a(nb−1n )bn − T	a(nb−1n )(bn−1) 6 nb−1n }
¿ Px{T	a(nb−1n )(bn−1) 6 n(1− b−1n ); T	a(nb−1n )+‖f‖∞ ◦ 2
T
	a(nb−1n )(bn−1) 6 nb−1n }
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¿ Px{T	a(nb−1n )(bn−1) 6 n(1− b−1n )} infy∈S Py{T	a(nb−1n )+‖f‖∞ 6 nb
−1
n }
=Px{T	a(nb−1n )(bn−1)6 n(1−b−1n )} infy∈S Py


[nb−1n ]∑
j=1
f(Xj)¿ 	a
(
n
bn
)
+‖f‖∞

 :
Iterating this procedure one obtains
inf
x∈S
Px
{
n∑
k=1
f(Xk)¿ 	a
(
n
bn
)
bn
}
¿

inf
y∈S
Py


[nb−1n ]∑
j=1
f(Xj)¿ 	a
(
n
bn
)
+ ‖f‖∞




bn
: (2.6)
Hence, the lower bound (1.3) follows from (2.5).
3. Proof of Theorem 2
The estimate for the upper bounds given in Section 2 is sharp in the case p=0 (we
do not see, on the other hand, how it leads to exact constant when p¿ 0). Indeed,
since a(t) is slowly varying, by conditions (D–K) and (2.3) we have for each .¿ 0,
and m= bn
sup
x∈S
Ex
(
n∑
k=1
f(Xk)
)bn
6
(bn + [.bn]− 1)!
([.bn]− 1)!
(
(1 + o(1))a
(
n
bn
))bn
(n→∞):
So by Chebyshev’s inequality and Stirling’s formula we have
sup
x∈S
Px
{
n∑
k=1
f(Xk)¿ a
(
n
bn
)
bn
}
6
(
(1 + o(1))
(
1 + .
.
). e
1 + .
)−bn
(n→∞):
Since . can be arbitrarily small,
lim sup
n→∞
1
bn
log sup
x∈S
Px
{
n∑
k=1
f(Xk)¿ a
(
n
bn
)
bn
}
6 −1:
Replacing bn by 	bn yields the desired upper bound.
On the other hand, by the weak law given in Darling and Kac (1957),
inf
y∈S
Py
{
n∑
k=1
f(Xk)¿ 	a(n)
}
→ e−	 (n→∞)
for each 	¿ 0. Combining this with (2.6) gives the lower bound.
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We now consider the case when 0¡p6 1. We Brst show
lim sup
n→∞
1
bn
log sup
x∈S
Ex exp
{
t
a(nb−1n )
n∑
k=1
f(Xk)
}
;
lim inf
n→∞
1
bn
log inf
x∈S
Ex exp
{
t
a(nb−1n )
n∑
k=1
f(Xk)
}
=((p+ 1)t)1=p t ¿ 0: (3.1)
Let t ¿ 0 be Bxed and deBne
un(x) =
∞∑
k=0
exp
{
− tkbn
n
}
Pkf(x); x ∈ E:
Then,
Pun(x) = exp
{
tbn
n
}(
1 +
f(x)∑∞
k=1 exp{−tkbn=n}Pkf(x)
)−1
un(x); x ∈ E:
By Tauberian’s theorem and condition (D–K),
∞∑
k=1
exp
{
− tkbn
n
}
Pkf(x) ∼ t−p(p+ 1)a
(
n
bn
)
(3.2)
uniformly over x ∈ S as n→∞. Therefore,
Pun(x) = exp
{
− (1 + o(1))t
p
(p+ 1)a(nb−1n )
f(x) +
tbn
n
}
un(x);
where the quantity o(1) tends to 0 uniformly over x ∈ E as n → ∞. Iterating this
relation gives us a Feynman–Kac type formula
Ex
(
exp
{
n∑
k=1
(
(1 + o(1))tp
(p+ 1)a(nb−1n )
f(Xk)− tbnn
)}
un(Xn+1)
)
= Pun(x)
or
Ex
(
exp
{
(1 + o(1))tp
(p+ 1)a(nb−1n )
n∑
k=1
f(Xk)
}
un(Xn+1)
)
= Pun(x) exp{tbn}:
Let
E0 = 1 and Ek = exp

 (1 + o(1))t
p
(p+ 1)a(nb−1n )
k∑
j=1
f(Xj)

 ; k = 1; 2; : : : ; n:
Then the left-hand side of above equation is equal to
Exun(Xn+1) +
n∑
k=1
Ex((Ek − Ek−1)un(Xn+1))
=Pn+1un(x) +
n∑
k=1
Ex((Ek − Ek−1)Pn+1−kun(Xk)):
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Hence
Pn+1un(x) +
n∑
k=1
Ex((Ek − Ek−1)Pn+1−kun(Xk)) = Pun(x) exp{tbn}: (3.3)
Write, for each y ∈ S,
ay(k) =
k∑
j=1
Pjf(y); k = 1; 2; : : : :
Then for each 06 k 6 n and .¿ 0,
Pn+1−kun(y) =
∞∑
j=0
exp
{
− tjbn
n
}
Pj+n+1−kf(y)
=
((
1− exp
{
− tbn
n
}))
×
∞∑
j=0
exp
{
− tjbn
n
}
(ay(j + n+ 1− k)− ay(n− k))
¿
((
1− exp
{
− tbn
n
}))
×
∞∑
j=[.n]
exp
{
− tjbn
n
}
(ay(j + n+ 1− k)− ay(n− k)):
By condition (D–K) and regularity (here is why we need p¿ 0) there is a constant
4¿ 0 such that for large n
ay(j + n+ 1− k)− ay(n− k)¿ 4a(.n); y ∈ S
for all j ¿ [.n] and 06 k 6 n. Consequently,
Pn+1−kun(y)¿ 4a(.n) exp{−.tbn}; y ∈ S:
Hence for each x ∈ S, the left-hand side of (3.2) is minorized by
4a(.n) exp{−.tbn}
(
1 +
n∑
k=1
Ex(Ek − Ek−1)
)
= 4a(.n) exp{−.tbn}Ex exp
{
(1 + o(1))tp
(p+ 1)a(nb−1n )
n∑
k=1
f(Xk)
}
:
In view of (3.3), we thus have
sup
x∈S
Ex exp
{
(1 + o(1))tp
(p+ 1)a(nb−1n )
n∑
k=1
f(Xk)
}
6 exp{(1 + .)tbn}
for suSciently large n. Since . is arbitrary a simple variable substitution gives
lim sup
n→∞
1
bn
log sup
x∈S
Ex exp
{
t
a(nb−1n )
n∑
k=1
f(Xk)
}
6 ((p+ 1)t)1=p: (3.4)
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On the other hand, notice that for all 06 k 6 n,
Pn+1−kun(y)6
(
1− exp
{
− tbn
n
}) ∞∑
j=0
exp
{
− tjbn
n
}
a(j + n+ 1)
∼
∫ ∞
0
e−xa
(
xn
tbn
+ n
)
dx 6 Ma(n)
for some big constant M ¿ 0. Hence, from (3.2) and (3.3), there is a 4¿ 0 such that
inf
x∈S
Ex exp
{
(1 + o(1))tp
(p+ 1)a(nb−1n )
n∑
k=1
f(Xk)
}
¿ 4
a(nb−1n )
a(n)
exp{tbn}:
A suitable substitution gives
lim inf
n→∞
1
bn
log inf
x∈S
Ex exp
{
t
a(nb−1n )
n∑
k=1
f(Xk)
}
¿ ((p+ 1)t)1=p: (3.5)
Therefore, (3.1) follows from (3.4) and (3.5).
We now deal with the case 0¡p¡ 1. Let R be a Rademacher random variable:
P{R=−1}= P{R= 1}= 1=2:
We assume that R is independent of {Xn}n¿0. DeBne
Yn = R
n∑
k=1
f(Xk)
/
a
(
n
bn
)
bn; n= 1; 2; : : : :
One can easily see from (3.1) that for each t ∈ R,
lim sup
n→∞
1
bn
log sup
x∈S
Ex exp{bntYn}
= lim inf
n→∞
1
bn
log inf
x∈S
Ex exp{bntYn}
=((p+ 1)|t|)1=p:
By GKartner–Ellis theorem (see, e.g., Theorem 2:3:6 in Dembo and Zeitouni (1993)),
{Yn} obeys the large deviation governed by the rate function Ip determined by
Ip(	) = sup
t∈R
{	t − ((p+ 1)|t|)1=p}= (1− p)
(
pp|	|
(p+ 1)
)(1−p)−1
:
More precisely, for each open subset G and closed subset F of R,
− inf
	∈G
Ip(	)6 lim inf
n→∞
1
bn
log inf
x∈S
Px{Yn ∈ G}
6 lim sup
n→∞
1
bn
log sup
x∈S
Px{Yn ∈ F}6 − inf
	∈F
Ip(	):
In particular, for each 	¿ 0,
lim sup
n→∞
1
bn
log sup
x∈S
Px{|Yn|¿ 	}= lim inf
n→∞
1
bn
log inf
x∈S
Px{|Yn|¿ 	}=−Ip(	):
In view of (2.2), this is equivalent to (1.5).
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Finally, we take p=1. From (2.2) and (3.4), a standard estimate through Chebyshev’s
inequality yields the upper bound (1.6). The lower bound (1.7) follows from (2.6) and
the fact (Darling and Kac, 1957) that
lim
n→∞ infy∈S
Py
{
n∑
k=1
f(Xk)¿ 	a(n)
}
= 1 (	¡ 1):
4. Proof of Theorem 3
We only prove (1.10), as the proof of (1.9) is analogous. We Brst show that for
every x ∈ S,
Px
{
lim sup
n→∞
n∑
k=1
f(Xk)
/
a
(
n
log log a(n)
)
log log a(n) =
(p+ 1)
pp(1− p)1−p
}
= 1:
(4.1)
Given a 	¿(p+ 1)=pp(1− p)1−p, by Theorem 2 there is a .¿ 0 such that
Px
{
n∑
k=1
f(Xk)¿ 	a
(
n
log log a(n)
)
log log a(n)
}
6
1
log1+.a(n)
for suSciently large n. Let $¿ 1 be Bxed and take a subsequence {mk} such that
a
(
mk
log log a(mk)
)
log log a(mk) ∼ $k :
Then,
∑
k
Px


mk∑
j=1
f(Xj)¿ 	a
(
mk
log log a(mk)
)
log log a(mk)

¡+∞:
By the Borel–Cantelli lemma, under Px
lim sup
k→∞
mk∑
j=1
f(Xj)
/
a
(
mk
log log a(mk)
)
log log a(mk)6 	 a:s:
Since 	 and $ can be arbitrarily close to, respectively, (p+ 1)=pp(1− p)1−p and 1,
Px
{
lim sup
n→∞
n∑
k=1
f(Xk)
/
a
(
n
log log a(n)
)
log log a(n)6
(p+ 1)
pp(1− p)1−p
}
= 1:
(4.2)
On the other hand, take the subsequence {nk} such that
a
(
nk
log log a(nk)
)
log log a(nk) ∼ kk ;
Bx 	¡(p+ 1)=pp(1− p)1−p; .¿ 0, and let
ck = 	a
(
nk
log log a(nk)
)
log log a(nk);
Ak = {Tck+1 − Tck 6 (1− .)nk+1} and Bk = {Tck 6 .nk+1};
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where Ts is deBned by (2.4). Notice that ck = o(a(nk+1)). In view of (2.5) we have
Px(Bk) = Px


[.nk+1]∑
j=1
f(Xj)¿ ck

→ 1 (k →∞): (4.3)
Besides, since
Tck + Tck+1 ◦ 2 Tck ¿ Tck+1
we have
Ak ⊃ {Tck+1 ◦ 2 Tck 6 (1− .)nk+1}:
Let N ¿ 1 be an integer. We have
Px
( ∞⋃
k=N
AkBk
)
=
∞∑
k=N
Px

Ak ∩

Bk \ k−1⋃
j=N
AjBj




¿
∞∑
k=N
Px

Bk \ k−1⋃
j=N
AjBj

 inf
y∈S
Py{Tck+1 6 (1− .)nk+1}
¿
∞∑
k=N

Px(Bk)− Px

 ∞⋃
j=N
AjBj



 inf
y∈S
Py{Tck+1 6 (1− .)nk+1}:
(4.4)
Take .¿ 0 so small that (1− .)−1	¡(p+1)=pp(1−p)1−p. By Theorem 2 there
is a 4¿ 0 such that
inf
y∈S
Py{Tck+1 6 (1− .)nk+1}
= inf
y∈S
Py


[(1−.)nk+1]∑
j=1
f(Xj)¿ ck+1


¿
1
log1−4a(nk+1)
∼ 1
(k + 1)1−4log1−4(k + 1)
for suSciently large k. Consequently,∑
k
inf
y∈S
Py{Tck+1 6 (1− .)nk+1}=+∞:
Therefore, from (4.3) and (4.4),
Px

 ∞⋃
j=N
AjBj

= 1; N ¿ 1;
which gives
Px{AkBk i:o:}= 1:
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Notice that

nk∑
j=1
f(Xj)¿ ck

 ⊃ AkBk
and that 	 can be arbitrarily close to (p+ 1)=pp(1− p)1−p. We must have
Px
{
lim sup
n→∞
n∑
k=1
f(Xk)
/
a
(
n
log log a(n)
)
log log a(n)¿
(p+ 1)
pp(1− p)1−p
}
= 1:
(4.5)
Hence, (4.1) follows from (4.2) and (4.5).
It remains to show that (4.1) holds for all x ∈ R(S). It suSces to show, in the light
of (4.1), that
Px{S ¡+∞}= 1; x ∈ R(S): (4.6)
Indeed, by the Brst-entrance decomposition
Pkf(x) = Exf(Xk)I{S=k} +
k−1∑
j=1
Ex(I{S=j}P
k−jf(XS )); (k ¿ 1)
where S is deBned in (2.1). Therefore for each n¿ 1,
n∑
k=1
Pkf(x) = Exf(XS )I{S6n} +
n−1∑
j=1
Ex
(
I{S=j}
n−j∑
k=1
Pkf(XS )
)
6
(
‖f‖∞ + sup
y∈S
n∑
k=1
Pkf(y)
)
Px{S 6 n};
which gives (4.6) as n→∞.
5. Results for the Markov processes with continuous times
Let {Xt ; t ¿ 0} be a continuous time Markov process with the state space (E;E)
and transition semigroup Pt (t ¿ 0). Let f be a measurable, bounded and non-negative
function on E and write S={x ∈ E; f(x)¿ 0}. The analogue of the condition (K–D) is
(D–K′) lim
t→∞
1
a(t)
∫ t
0
Psf(x) ds= 1 uniformly on x ∈ S;
where a(t) is a non-negative function on [0;∞) such that a(t) ↑ ∞ as t →∞.
Let {bt ; t ¿ 0} be a positive function satisfying
bt →∞ and bt=t → 0; t →∞:
Applying our results in Section 1 to the Markov chain given by(
Xn;
∫ n
n−1
f(Xs) ds
)
(n¿ 0)
and to the canonical projection fˆ : E × R+ → R+ gives the following:
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Theorem 4. Under (D–K)′; for given 	¿ 0
lim sup
t→∞
1
bt
log sup
x∈E
Px
{∫ t
0
f(Xs) ds¿ 	a
(
t
bt
)
bt
}
6 −1− log 	
4
:
On the other hand; for every 0¡	¡ 1;
lim inf
t→∞
1
bt
log inf
x∈S
Px
{∫ t
0
f(Xs) ds¿ 	a
(
t
bt
)
bt
}
¿ −log 1 + 	
1− 	 :
Theorem 5. In addition to (D–K)′; if we assume that a(t) is regularly varying at ∞
with index p (in which case 06 p6 1); then
(1) if 06 p¡ 1,
lim sup
t→∞
1
bt
log sup
x∈E
Px
{∫ t
0
f(Xs) ds¿ 	a
(
t
bt
)
bt
}
= lim inf
t→∞
1
bt
log inf
x∈S
Px
{∫ t
0
f(Xs) ds¿ 	a
(
t
bt
)
bt
}
=− (1− p)
(
pp	
(p+ 1)
)(1−p)−1
;
(2) if p= 1,
lim sup
t→∞
1
bt
log sup
x∈F
Px
{∫ t
0
f(Xs) ds¿ 	a
(
t
bt
)
bt
}
=−∞ ∀	¿ 1;
lim inf
t→∞
1
bn
log inf
x∈S
Px
{∫ t
0
f(Xs) ds¿ 	a
(
t
bt
)
bt
}
= 0 ∀	¡ 1:
DeBne
R(S) =
{
x ∈ E; lim
t→∞
1
a(t)
∫ t
0
Psf(x) = 1
}
:
Theorem 6. Under (D–K)′;
e − 1
e + 1
6 lim sup
t→∞
∫ t
0
f(Xs) ds
/
a
(
t
log log a(t)
)
log log a(t)6 4 a:s:
provided X0 ∈ R(S). Further; if a(t) is also regularly varying at ∞ with index 0 6
p6 1 then
lim sup
t→∞
∫ t
0
f(Xs) ds
/
a
(
t
log log a(t)
)
log log a(t) =
(p+ 1)
pp(1− p)1−p a:s:
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