We propose a novel system-level error tolerance approach specifically targeted for multimedia compression algorithms. 
Introduction
Widespread deployment of multimedia applications is continuing to create a need for highly integrated chips which support various multimedia functionalities. Also, as technologies advance the dimension of chips tends to decrease, which leads to increases in the effects of manufacturing defects and reductions in yield rate. Low yield rates can increase the cost of chips and delay their mass production stage [6] . To address these problems, fault tolerance (FT) techniques have been proposed to provide reliable operations in the presence of faults or errors. Defect tolerance (DT) techniques enhance the yield rate by using redundancy (spares) and/or defect avoidance techniques in layout and circuit design, etc. Examples of FT schemes are [8, 2, 16, 14] . Some approaches [8, 2] are based on algorithmic level computations using redundant data. In other cases [16, 14] , the algorithm itself is modified to enable fault location and correction. In these systems the goal is to compensate the effect of the faults so that a system that contains a faulty subsystem behaves exactly as a fault-free one. In [1] a system-level error tolerance (ET) scheme was proposed to increase effective yield. ET is a new design and test paradigm, which takes into consideration whether erroneous outputs of defective circuits produce acceptable results. ET classifies a chip as being acceptable/unacceptable by estimating the performance degradation due to faults, rather than relying solely on the conventional perfect/imperfect classification. ET analyzes the system-level effects of faults, and accepts chips if the performance degradation they lead to is within some, application-specific, ranges of acceptability.
A common characteristic of all compression standards for digital video (and indeed for images, speech, or audio) is that they rely on lossy compression, that is, the decoded video is not an exact copy of the original. Thus, in this work, we view the effect of faults as potential additional distortion suffered by the decoded video. This added distortion will in some cases still lead to an acceptable output. Therefore, multimedia compression systems are good applications for ET techniques. For example, our analysis of a complete video compression system [5] indicates that numerous errors at the encoder are non-catastrophic, i.e., a valid bitstream is generated and can be decoded, so that the impact of the faults can be measured in terms of video quality degradation.
In this paper, we propose an ET scheme specifically targeted for the motion estimation (ME) subsystem in video compression systems, as this is one of the most challenging subsystems in terms of both computation and memory requirements. While our focus is system-level analysis of ME techniques for acceptable degradation, testing can also be applied to lower level components of a system [10] and to other subsystems within a video encoder [3] . Our proposed schemes are aimed at separating the systems being tested into four classes, namely, (i) fault-free systems, (ii) faulty systems such that a simple programmable algorithmic level compensation can make them error-free (i.e., the output will then be the same as that of a fault-free system), (iii) faulty systems producing acceptable quality degradation, and (iv) faulty systems producing unacceptable quality degradation. Only systems in the last class will be discarded. Thus the main novelty of our approach is to identify systems in the third class, which do not produce an output identical to that of a fault-free system, but can still be used. Also, we provide a novel FT scheme for the second class. To achieve the proposed goal, we first analyze and model the system level effect of faults within the ME process (Section 2). We then propose test vector generation and testing algorithms for the proposed ET scheme (Section 3).
System Level Error Tolerance for Motion Estimation
For each block of size N × N pixels in the current frame (the reference macroblock X), ME seeks to find the best match among all the blocks (candidate macroblocks Y i ) in a search window located in the previous and/or future frames. ME algorithms include a search strategy and a matching metric computation. The search strategy (e.g., full search, three-step search [11] , and two-dimensional logarithmic search [9] ) decides the set of candidate blocks to be tested and the order in which their metrics should be computed. The matching metric (e.g., the sum of absolute differences (SAD) or the sum of square differences (SSD) between a candidate block and the reference block) is computed for successive candidate blocks, until a sufficiently good candidate block has been found, i.e., one whose SAD or SSD with respect to the reference block is sufficiently low. The encoder then subtracts this chosen candidate from the reference block and transmits the resulting difference data (i.e., the prediction residual) to the decoder (as long as the energy in the difference is sufficiently low this leads to better compression efficiency than sending the reference block directly.)
It is important to note that even if the encoder does not choose the "best" candidate block (e.g., the one having the lowest possible SAD among all the candidates for a given reference block), encoding and decoding are still possible. There is a penalty in compression performance (i.e., more bits are needed to represent the residual signal when a sub-optimal candidate block is chosen) but otherwise the encoder and decoder operate normally. This is a key of observation in our analysis of motion estimation hardware: we will seek to estimate the impact of faults on the accuracy of the metric computation and hence on the quality of the candidates chosen by the encoder. Acceptable hardware faults will be such that the optimal candidate may not always be chosen, but such that, in general, sufficiently good candidates are chosen instead. It is important to note that the exact computed SAD metric is itself of little concern; what is important is the relative ranking of the candidate blocks. Thus, certain faults in the matching metric computation result in no error in the resulting video encoding. If the faulty systems only rarely affect the block ranking during ME, then the coding penalty is likely to be minimal.
Examples of implementation architectures with different levels of parallelism for the metric computation are illustrated by Fig. 1 [13] . While we focus our analysis on the architectures shown in Figure 1 , and assume full search block matching with SAD metric, the results can be applied to other implementation structures as well.
We also make the following assumptions. First, all the outputs of AD (absolute difference) processing elements (AD-PEs) and adders are 16 bit wide. Usually ME is performed on 16 × 16 luminance macroblocks, where each luminance pixel is represented with 8 bits. Thus the absolute difference between two luminance values can also be represented by 8 bits. Therefore, the maximum SAD value when combining the ADs of N 2 pixels can represented using 16 bits 1 . Second, our work is focused on the interconnect faults that affect the data transfer between PEs. Therefore, we assume that the absolute difference operation and the carry generation process in an adder are error-free. These error-free processes can be achieved by well-known self checking design techniques [15, 7, 12] . Third, we assume that the faults in the interconnect between processing elements are stuck-at-0 (SF0) or stuck-at-1 (SF1) faults, which cause the given data line to produce a constant value (0/1) independent of other signal values in the circuit. Fourth, in our yield-rate analysis, we assume uniform spatial distribution of faults and use the Poisson distribution model.
Tree structured model of matching metric computation architectures
In a matching metric computation (MMC) architecture, the main component for each PE is an adder that computes the absolute pixel difference for the current pixel and adds it together with one or more partial SAD values. MMC architectures can be viewed as arrays of cascaded adders and represented as tree graphs (see Figure 2) , where each node represents an adder, and edges connecting two nodes represent a data bus (i.e., a set of data lines). Tree graphs similar to that in Figure 2 can be constructed for all non-recursive architectures in Figure 1 , i.e., all except Type 4. Under our assumption that numerical operations are correct, this tree model will be used to determine the errors caused at the output by faults in the data transfer between PEs.
Depending on the architecture used, the set of possible outputs of each PE is different. Here we define the dynamic range as the set of all possible signal values in a given data bus. Clearly, since the system computes the total SAD by adding partial SAD values, the dynamic range of nodes closer to the final output node (i.e., the root node) will tend to be larger. This can be seen in Figure 2 where we include the bit-width needed to represent the output dynamic range of each node in the fault-free case. The dependence graphs and the tree graph models can be constructed in a similar way for other (non-recursive) architectures.
Fault effect modeling for the matching process
Let us first analyze a single stuck-at fault in an m-bit data bus, where data line 0 corresponds to the LSB. Let x andx denote the input and output of the data bus, respectively, and let the error in the data bus be e =x − x. If there is a single SF1 fault in the p-th data line then we have that:
A similar relationship can be derived for the case of SF0 fault. As can be seen from (1), a single stuck-at fault causes some inputs to be shifted by a constant amount, while some other inputs remain unchanged. Thus all inputs belonging to an interval
are shifted by the same amount (2 p if k is even, 0 if odd). We will call I(k, p) the uniform offset intervals for a fault at data line p.
Note that if all the inputs to a faulty data-line are shifted by the same amount (i.e., the dynamic rage of the input falls within one of these I(k, p)), then the ranking of values at the output remains unchanged in spite of the fault. This is illustrated by Fig. 3 , where Fig. 3(a) represents the fault-free case and Fig. 3(b) shows the case when all input values are equally shifted. Conversely, when the input dynamic range is not completely enclosed in one of the I(k, p), a non-uniform offset of the inputs is introduced (see Fig. 3(c) and (d) ), which can lead to changes in the ranking at the output. Note that in the fault-free case the lower bound of all dynamic ranges is zero, but this is no longer the case if faults occur.
For the multiple fault case, the problem becomes more complex. At each individual node, the dynamic ranges are transformed by the mechanism shown in Figure 3 , but the effect of multiple faults located in different data buses is not necessarily the sum of the effects of each individual fault. We denote L F (η) the width of the uniform offset interval at node η, e.g., L F (η) = 2 p − 1 if p-th data line is the least significant faulty data line. If all faults present in the system lead to uniform shifts, then the ranking at the output will not be affected and the outcome of ME will be the same as in a fault-free system. Note that if the MMC architecture contains data lines that exceed the maximum dynamic range (for example there may be 16 data lines for an operation which is known to have only 12 bit outputs), then faults in these unused data lines do not affect the ME outcome (since clearly the dynamic range is always included within a uniform offset interval in this case). Note, that this may occur when the MMC system is designed using a single standard module for all AD operations. To illustrate the impact on the ME output of those faults that produce non-uniform shifts as in Figs. 3(c) and (d), we simulated an MPEG-2 encoder using Type-2 MMC. In the results shown in Table 1 , the same video sequence is repeatedly encoded at the same bit-rate, 400kbps, with each table entry representing the result when a single faults affects a given PE (from rightmost, Column 0, to leftmost horizontal PE in Figure 2) and for SF1 at different bit positions. In the table, decreases in peak signal to noise ratio (PSNR) correspond to reduction in decoded video quality and are due to changes in the candidate ranking with respect to the fault free system. These results demonstrate that many faults have minimal impact on video quality 2 Since the actual degradation depends on both the video content and the type of fault, an accurate estimate of the effect of of a fault on the video output is not easy to obtain. Instead, we propose to use an upper-bound for ∆ D , the matching metric error, and use this to determine fault acceptability. Assume that there are multiple faults in the data path leading from a leaf node to the root node. The worst case is when all these faults affect the data in the path. Since each fault at bit-line p produces an offset 2 p , the maximum error introduced in the matching metric will be bounded as follows:
where Θ f is the set of faulty nodes and B f (η) is the set of faulty data lines of node η. When the upper bound associated with a particular fault is relatively small (e.g., smaller than the lowest SAD values encountered during the search), then the resulting performance degradation is likely to be negligible. This will be used to design our testing algorithm.
Test Vector Generation and Testing Algorithm
In our testing we distinguish the lossless case, where all faults introduce uniform offsets, and the lossy case, where some non-uniform offsets occur. In-range faults are defined as faults occurring in data lines within the dynamic range of data being transferred. Note that even in the lossy case not all metric rankings are necessarily affected by the faults.
Our proposed testing algorithm is structured as follows. First, based on the tree graph corresponding to the MMC architecture, we compute the minimum size of the uniform offset interval for each node that guarantees lossless operation. Second, for each node, we test for potential in-range faults. Third, if there are no in-range faults, then the size of the uniform offset interval is larger than that of the input dynamic range. Therefore, input dynamic ranges overlap with at most two Figure 1 .
Type -1 Type-2 Type-3  Proposed  2051  1091  512  Exhaustive  7682  5738  4606 uniform offset intervals. Thus, we need to check if the minimum and maximum outputs are shifted by the same amount. If they are, the dynamic range will be completely embedded within a single uniform offset interval. Otherwise, non-uniform offsets will occur, potentially leading to errors at the output. Let D max (η) and D min (η) be the observed distortion values at the root node when we apply to node η the maximum and minimum inputs, respectively. Following step three above, we propose to use D max (η) − D min (η) as the metric for the proposed testing algorithm. Note that, in contrast, most existing testing algorithms compare, for each node, the observed output values D(η) at the root node with the expected output values, and if those are different, then mark the chip as a faulty circuit.
Testing algorithm: lossless case
For the lossless case, there should be no in-range faults, and the following condition should hold for each node η:
where M η is the number of leaf nodes (inputs) contained in the subtree of η. This equation guarantees that the minimum and maximum outputs are contained in the same uniform offset interval. D max (η) is only observed at the root node, therefore, we need to test the data path from the parent node of η to the root node before we test for η. Thus our testing algorithm operates in a top-down manner, where the top is the root node, and the bottom contains the leaf-nodes. More specifically, the least significant k bit data lines of a given node are tested after all the data lines connecting these k bit lines to the root node need have been tested. In Figure 4 (a), we show a flow chart of the proposed testing algorithm for the lossless case. "Low-in-range" bits are the 8 least significant bits, which are enough to represent the dynamic range of leaf nodes. "Hig-in-range" bits are those bit-lines above the 8th most significant one that are within the dynamic range of the node. We first test low-in-range bits (low 8 bit) in top-down manner to ensure that all the low 8 bit data path from the leaf nodes to the root node are fault-free. Low-in-range bits are needed to excite high-in-range bits.
Testing for high-in-range bits for each node is performed from lower significance to higher significance bits and also in a top-down manner. To excite n = p bit (n = 0 is LSB) for a node, α(p) consecutive inputs in one subbranch of the node are excited to the maximum value 0xF F , where
, and · is the ceiling operation. A detailed algorithm description and a pseudo-code implementation can be found in [4] .
An input vector is composed of 0x00s and 0xF F s because the proposed testing metric is D max (η)− D min (η). For low-in-range bit testing, from the top node to leaf-nodes, a single node is excited to the maximum input(0xF F ) in top-down manner. Because a single input is excited, the expected output is 0xF F . For high-in-range bit testing, the test input sequence depends on how we traverse nodes and data buses for the tree graph model during testing. The expected response is determined by the expected size of the dynamic range of each node, which is determined by the number of excited leaf-nodes α(p) for each step.
In Table 2 , we show the number of tests for the proposed testing and exhaustive testing for Type-1, Type-2, and Type-3 architectures in Figure 1 . In this table the exhaustive testing method is not based on an analysis of the ME system and therefore, it views the given system as a black box, and checks for the correctness of each bit, so that the number of tests is proportional to the number of data lines which can be excited separately. Clearly, our proposed technique can be implemented with limited test complexity, as compared to exhaustive testing. Moreover, for the proposed testing algorithm, all inputs applied during testing are either the minimum (0x00) or maximum (0xF F ) value, so that we can represent each node test input with a single bit, and then generate the corresponding test by using a multiplication by 0xF F in the testing hardware. Therefore, our proposed testing algorithm requires small storage space for the test vectors.
Testing algorithm: lossy case
To further increase the yield-rate, we will accept low-in-range faults which result in acceptable performance degradation. If maximum increase in the metric ∆ D for a given fault is less than a threshold T h D , this fault will be acceptable. For single fault cases, ∆ D can be estimated using the proposed testing algorithm. However, because the testing algorithm is based on the observed output at the root node, multiple faults in the same bit positions at different nodes in the subtree may not be discriminated because our low-in-range testing uses maximum and minimum inputs for each node. Denote δ D (η) the maximum distortion increase in the matching metric for a node η. During the low-in-range bit test, if we detect a single fault, then the upper-bound
where N s (η) is the number of nodes in the subtree of η and p is the bit position of the fault. This means that the effect of the single fault is weighted by the number of sub-tree inputs. Then, the upper-bound ∆ D of ∆ D in (1) can be estimated as:
where Θ f is the set of faulty nodes which are first detected through top-down testing, that is, for the same bit fault, Θ f only includes the nodes closest to the root node. B f (η) is the set of faulty data lines of node η. Therefore, if ∆ D ≤ T h D , then we can guarantee that the performance degradation is less than T h D . In Figure 4 (b), we show the flow chart of the proposed testing algorithm for the lossy fault tolerance case. The only difference between lossless and lossy cases is the dynamic range distortion checking routine: the test vectors used are the same.
Performance of the proposed fault tolerance scheme
In this section, we evaluate the yield-rate increase achievable with our proposed error tolerance techniques. In our evaluation we assume uniform spatial distribution of faults, a Poisson distribution model, and stuck-at faults and affecting only the data buses. Table 3 , shows the percentage of acceptable faults using the proposed lossless and/or lossy techniques. For the lossy scheme, we set the threshold T H D as 64 which is observed to result in less than 0.1 dB degradation as can be seen from Table 1. Note that the proposed testing scheme accepts a significant portion of chips which should have been discarded otherwise. Also, one can notice that the percentage of acceptance is much higher for Type-2 & Type-3 architectures than for Type-1 architecture. This can be explained as follows: First, due to the lack of parallelism of Type-1 architecture, there are fewer redundant data buses, therefore, the percentage of acceptable faults is lower for Type-1 architecture. By employing variable width data line, we can completely remove the redundant out-range data buses. In this case lossless error tolerance cannot be achieved. Second, for lossy error tolerance, from (6), the upper-bound of performance degradation is proportional to the number of nodes N s (η) in the subtree. For Type-1 architecture due to the serial connection of all nodes, N s (η) is larger, therefore, fewer in-range faults are accepted.
Conclusion
In this paper, a novel application oriented design and test scheme is proposed and applied to the motion estimation process used in video compression. The proposed scheme, shows promising results in terms of yield rate improvement.
