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Рассматривается задача построения оптимального расписания обслуживания требований 
двумя параллельными приборами. В качестве целевой функции применяется линейная комбинация 
взвешенной суммы моментов завершения обслуживания требований и суммарной стоимости исполь-
зования временных интервалов. В случае заданных для каждого из приборов линейно убывающих или 
постоянных последовательностей стоимостей временных интервалов предлагается точный псевдо-
полиномиальный алгоритм динамического программирования.  
 
Введение 
 
В различных практических задачах качество расписания s обслуживания требований прибо-
рами может определяться целевой функцией вида F1(s) + F2(s). Функция F1(s) – это какая-либо тра-
диционная функция, рассматриваемая в теории расписаний, которая зависит от моментов заверше-
ния обслуживания требований, функция F2(s) – суммарная стоимость использования приборов 
в конкретные моменты времени. Например, стоимость заявки, выполненной во внеурочное время, 
будет выше. Стоимость доставки продуктов, заказанных в сетевом интернет-магазине, выше в ве-
чернее время и выходные дни. Стоимость телевизионной рекламы зависит не только от длительно-
сти рекламного ролика, но и от времени суток трансляции ее в эфире. В облачных вычислениях 
разные вычислительные ресурсы (оборудование) имеют различную стоимость использования [1], 
причем пользователям могут предлагаться и различные схемы оплаты, зависящие от времени су-
ток выполнения работ на удаленном сервере [2].  
 
1. Постановка задачи и предварительные результаты 
 
Разные задачи построения расписаний обслуживания множества требований одним прибо-
ром, минимизирующих функцию вида F1(s) + F2(s), исследовались в работах [3, 4]. В настоящей 
статье обратимся к модели с параллельными приборами. Рассмотрим следующую задачу. 
Множество {1, 2, ..., }N n  требований необходимо обслужить на M  параллельных при-
борах. Для каждого требования i N  заданы длительность его обслуживания 0ip  , где ip  – 
целое число, и весовой коэффициент 0iw  . Каждый прибор не может одновременно обслужи-
вать более одного требования. Если в расписании s  обслуживание требования i  начинается на 
каком-либо приборе в момент времени ( )ir s , то оно протекает непрерывно на этом приборе 
и завершается в момент времени ( ) ( )i i iC s r s p  . Будем рассматривать 1
1
( ) ( )
n
i i
i
F s wC s

 .  
Пусть горизонт планирования состоит из K  интервалов единичной длины. Предполо-
жим, что ip K  для каждого требования i N . Кроме того, предположим, что число K  дос-
таточно велико, так что все требования могут быть обслужены без прерываний на M приборах 
в пределах горизонта планирования. Интервал ( 1, ]k k  назовем k -м интервалом, 1, 2, ...,k K . 
Введем следующие обозначения: πLk  – стоимость использования k-го интервала времени     
прибором L , 1 L M  ; ( )LN s  – множество требований, назначенных на прибор L  в распи-
сании ;s  ( ), ( )i i
L
r s C s  – общая стоимость использования требованием  ( )Li N s  временных       
интервалов для рассматриваемого горизонта планирования при расписании s , т. е. 
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( ), ( ) ( ), ( )i i i i i
L L
r s C s r s r s p    ( ) 1π i
L
r s   ( ) 2π i
L
r s   ( )... π i i
L
r s p , где ( )ir s  – момент начала обслуживания тре-
бования i  в расписании s . Тогда общая стоимость использования временных интервалов для 
рассматриваемого горизонта планирования при расписании s  будет задана функцией 
2 ( ), ( )
1 ( )
( )
i i
L
M
L
r s C s
L i N s
F s
 
   .  
Расписание s  определяется указанием для каждого требования i N  прибора L , на ко-
тором оно будет обслужено, и момента ( )ir s  начала его обслуживания на приборе (либо, что то 
же самое, момента ( )iC s  окончания его обслуживания). Заметим, что при расписании s  воз-
можны простои приборов между интервалами времени, используемыми для обслуживания тре-
бований.  
Необходимо построить расписание * ,s  минимизирующее функцию  
1 2( ) ( )F s F s 
1
( )
n
i i
i
wC s

 ( ), ( )
1 ( )
i i
L
M
L
r s C s
L i N s 
  . 
Обозначим эту задачу 
,/ / ( )i i
L
i i r CPM slotcost wC   . Аналогичная задача обслуживания 
требований одним прибором в работе [4] обозначена ,1/ / ( )i ii i r Cslotcost wC   .  
Предположим, что стоимость использования временных интервалов не принимается 
во внимание. В этом случае задача 2 / / i iP wC для двух параллельных приборов является     
NP-трудной [5]. Для задачи / / i iPM wC  известен псевдополиномиальный алгоритм [6]. 
В монографии [7] отмечается, что задача / / i iP wC  с произвольным числом приборов являет-
ся NP-трудной в сильном смысле. 
Для задачи ,1/ / ( )i ii i r Cslotcost wC    в работах [3, 4] получены следующие результаты.  
Теорема 1 [3]. Задача ,1/ / ( )i ii r Cslotcost C    является NP-трудной в сильном смысле. 
Свойство 1 [3]. Если последовательность {π }, 1, 2, ..., ,k k K  неубывающая, то задача 
,1/ / ( )i ii i r Cslotcost wC    сводится к классической задаче 1/ / i iwC . 
Действительно, для минимизации регулярного критерия, каким является крите-
рий i iwC , требования должны быть обслужены как можно раньше, исключая простои на 
приборе. Этого же принципа в случае неубывающей последовательности {π }, 1, 2, ..., ,k k K  
следует придерживаться и с точки зрения минимизации общей стоимости использования вре-
менных интервалов. Поэтому приходим к выводу, что свойство, аналогичное свойству 1, может 
быть получено и для задачи 
,/ / ( )i i
L
i i r CPM slotcost wC   . 
Теорема 2 [4]. Если последовательность {π }, 1, 2, ..., ,k k K  невозрастающая, то задача 
,1/ / ( )i ii i r Cslotcost wC    является NP-трудной в сильном смысле.  
Рассмотрим задачу ,1/ / ( )i ii i r Cslotcost wC    при условии, что стоимость использова-
ния временных интервалов линейно убывает относительно индекса k , т. е. 1 , 0,k k       
для 1, 2, ..., 1k K  . 
Лемма 1 [4]. Если последовательность {π }, 1,2,..., ,k k K  линейно убывающая, то для за-
дачи ,1/ / ( )i ii i r Cslotcost wC    существует оптимальное расписание, в котором требования 
назначены на обслуживание в порядке 1 2
1 2
... n
n
ww w
p p p
   . 
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Лемма 2 [4]. Если ,i
i
w
p
   то в оптимальном расписании требование i  должно быть  
обслужено как можно раньше. Если ,i
i
w
p
   то в оптимальном расписании требование i  
должно быть  обслужено как можно позже. Если ,i
i
w
p
   то не имеет значения, в каком ин-
тервале времени обслуживается требование i . 
На основании лемм 1 и 2 для задачи ,1/ / ( )i ii i r Cslotcost wC    в случае линейно убы-
вающей последовательности стоимостей временных интервалов в [4] предложен алгоритм 
сложности ( log )O n n операций. 
 
2. Метод динамического программирования для двух приборов 
 
Пусть 2M  . Предположим, что приборы имеют постоянные или линейно убывающие 
последовательности 1{ }k  и 
2{ }k  стоимостей  временных интервалов: 
1 1
1 1k k     
и 2 2
1 2k k     для 1, 2, ... 1k K  , причем 1 20     .  
Разобьем множество N  требований на три подмножества: 
1 2{ : },
i
i
w
J i
p
    
2 1{ : } и
i
i
w
J i
p
    3 1 2{ : }.
i
i
w
J i
p
     Для непустого множества , 1 3,jJ j   полагаем 
,j jn J  
j
j i
i J
P p

 , в противном случае 0, 0.j jn P   
Упорядочим и перенумеруем требования следующим образом: 
11 1 2
{ , ,..., }nJ i i i                    
и 1 2 1
1 2 1
2... ;
n
n
ii i
i i i
ww w
p p p
      
22 1 2
{ , ,..., }nJ k k k  и 
1 2 2
1 2 12
1... ;
n
n
kk k
k k k
ww w
p p p
      
33 1 2
{ , ,..., }nJ l l l                 
и  2 
31 2
1 2 3
1... .
n
n
ll l
l l l
ww w
p p p
      
Для решения задачи в случае 2M   предлагается алгоритм динамического программи-
рования DPLinDec2, состоящий из трех этапов. 
На этапе 1 алгоритм DPLinDec2 назначает на обслуживание требования из множест-
ва 1.J  
Пусть 1J  . Положим 1 2
(1) ...
mm i i i
p p p p    для 11, 2, ...,m n ; 1
(1)
1 nP p . Рассмотрим 
подзадачу составления расписания для  требований 1 2, ,..., mi i i из множества 1J . Предположим, 
что приборы начинают обслуживание требований в момент времени 0. Пусть 1( , )f x m  – наи-
меньшее значение целевой функции при условии, что прибор 1 завершает обслуживание 
в момент времени 1, 0 min{ , }x x P K  . Тогда прибор 2 должен завершить обслуживание 
в момент времени (1)mp x . Функция 1( , )f x m вычисляется рекурсивно с учетом того, что требо-
вание mi обслуживается последним либо на приборе 1, либо на приборе 2: 
1
1 1 ,( , ) min{ ( , 1) ;m m imi i x p x
f x m f x p m w x        
(1) (1)
1
(1) 2
1 ,
( , 1) ( ) }
m mm
i m p x p x
f x m w p x
  
      . 
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Зададим начальные условия: 
1 1 1
1 1 11
2
0,
1
1 0,
, если 0,
( ,1)  , если ,
в противном случае.
i
i
i i p
i i p i
w p x
f x w p x p
   

   


 
Граничные условия определим следующим образом: 
1( , )f x m   для 0x  , либо 
(1)min{ , }mx K p , либо 
(1)
mp x K  . 
Для каждого значения 10, 1, ..., min{ , }x P K будем хранить значение функции 1 1( , )f x n  
и соответствующее ему расписание )х  . 
Если 1J  , то полагаем 10, (0,0) 0x f   и    – пустое расписание. 
Этап 1 алгоритма может быть выполнен за 1 1( )O n P операций. 
На этапе 2 алгоритм DPLinDec2 назначает на обслуживание требования из множест-
ва 2J . 
Пусть 2J  . Положим 1 2
(2) ...
mm k k k
p p p p    для 21, 2, ...,m n ; 2
(2)
2 nP p . Рассмот-
рим подзадачу составления расписания для требований 1 2, ,..., mk k k  из множества 2J . Пусть 
2 ( , )f y m – наименьшее значение целевой функции при условии, что прибор 2 начинает обслу-
живание некоторых из этих требований в момент времени y . Тогда прибор 1 начинает обслу-
живание оставшихся требований в момент времени (2)2 mK y p  . Оба прибора завершают об-
служивание требований в момент времени K . Функция 2 ( , )f y m  вычисляется рекурсивно 
с учетом того, что требование mk обслуживается первым  либо на приборе 2, либо на приборе 1: 
2
2 2 ,( , ) min{ ( , 1) ( ) ,m m m kmk k k y y p
f y m f y p m w y p         
(2)(2)
1
(2) 1
2 1 2 ,2
( , 1) (2 ) }.
m m m
k m K y p K y p
f y m w K y p

    
       
Зададим начальные условия: 
1 11
1 1
2
,
1
2 ,
, если ,
( ,1)  , если ,
в противном случае.
k
k
k K p K k
k K p K
w K y K p
f y w K y K


    

   


 
Граничные условия определим следующим образом: 
2 ( , )f y m    для y K , либо 
(2)max{0, }my K p  , либо 
(2)2 0mK y p   . 
Для каждого значения 2, 1,...,max{0, }y K K K P   будем хранить значение функ-
ции 2 2( , )f y n  и соответствующее ему расписание ( )y . 
Если 2J  , то полагаем 2, ( ,0) 0y K f K   и ( )K  – пустое расписание. 
Этап 2 алгоритма может быть выполнен за 2 2( )O n P операций. 
Этап 3 алгоритма выполняется для всех возможных значений переменных x и y, 
1 20 min{ , },max{0, }x P K K P y K     .  
Рассмотрим конкретные значения переменных x и y из указанных диапазонов. Сначала 
алгоритм проверяет существование допустимого расписания , )х у , в котором требования 
множеств 1J  и 2J  выполняются в тех же интервалах времени и на тех же приборах, что             
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и в расписаниях ( )x  и ( )y . Расписание  ( , )x y  будет допустимым, если на каждом прибо-
ре в любой момент времени обслуживается не более одного требования. Чтобы убедиться,    
что расписание ( , )x y  допустимо, достаточно проверить выполнение неравенства 
1 22P y x K y P     . Если расписание ( , )x y  допустимо, алгоритм вставляет в него требова-
ния множества 3J . 
Пусть 3J  . Положим 1 2
(3) ...
mm l l l
p p p p    для 31, 2, ...,m n ; 3
(3)
3 nP p . Рассмотрим 
подзадачу составления расписания для требований 1 2, ,..., ml l l  из множества 3J . Известно, что 
прибор 1 начинает обслуживание некоторых из этих требований в момент времени x  и закан-
чивает в момент времени z , в то время как прибор 2 начинает обслуживание оставшихся тре-
бований в момент времени u . Пусть 3( , , , , )f x y z u m  – наименьшее значение целевой функции 
при условии, что прибор 1 завершает обслуживание  части требований множества 3J  в момент 
времени z , а прибор 2 завершает обслуживание остальных требований множества 3J  в момент 
времени 
(3) ( )mu p z x   . Функция 3( , , , , )f x y z u m   вычисляется рекурсивно с учетом того, 
что ml  – это последнее требование из множества 3J , обслуженное либо на приборе 1, либо 
на приборе 2: 
1
3 3 ,( , , , , ) min{ ( , , , , 1) ;m m lml l z p z
f x y z u m f x y z p u m w z        
(3) (3)
1
(3) 2
3 ( ), ( )
( , , , , 1) ( ( )) }.
m mm
l m u p z x u p z x
f x y z u m w u p z x
     
        
Зададим начальные условия: 
1 1 11
1 1 11
2
,
1
3 , 2
( ) , если и ,
( , , , ,1)  ( ) , если 2 ,
в противном случае.
l
l
l l u u p l
l l x x p l
w u p z x u p y
f x y z u w x p z x p K y P




     

       


 
Граничные условия определим следующим образом: 
3( , , , , )f x y z u m    для z x , либо 
(3)
2min{2 , }mz K y P x p    ,                                   
либо 
(3) ( ) .mu p z x y     
Таким образом, для допустимого расписания ( , )x y  алгоритм DPLinDec2 строит семей-
ство расписаний ( , , , )x y z u , 3 2min{ ,2 },x z x P K y P      3 1max{ , }y P P x u y    . Каждому 
расписанию ( , , , )x y z u  соответствует значение целевой функции 3 3( , , , , )f x y z u n . 
Если 3J  , полагаем 3, , ( , , , ,0) 0z x u y f x y x y   . В этом случае соответствующее 
расписание ( , , , )x y x y совпадает с расписанием ( , )x y . 
Отметим, что согласно лемме 2 в оптимальном расписании все требования множест-
ва 3 ,J  которые обслуживаются на приборе 2, должны быть обслужены как можно позже,          
т. е. прибор 2 должен начать их обслуживание в момент времени 3( ( ))u y P z x     и за-
вершить в момент времени y . Поэтому будем отбрасывать все расписания ( , , , )x y z u , у кото-
рых 3( ( ))u y P z x    . 
На каждом шаге этапа 3, определяемом конкретными значениями переменных , ,x y z , 
будем хранить только текущее расписание 3( , , , ( ( )))x y z y P z x     с минимальным значением 
целевой функции 1 1 2 2 3 3 3( , ) ( , ) ( , , , ( ( )), )f x n f y n f x y z y P z x n     , которое находится по всем 
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просмотренным к данному шагу значениям переменных , ,x y z . По окончании этапа 3 алгоритм 
находит оптимальное расписание обслуживания требований множества N . Этап 3 алгоритма 
может быть выполнен за ( )23 1 2 3O n PP P операций. 
Заметим, что если некоторые из подмножеств 1 2 3, ,J J J  требований являются пустыми, то 
это отразится на общей вычислительной сложности алгоритма DPLinDec2 (таблица). 
 
Общая вычислительная сложность алгоритма DPLinDec2 
Подмножества требований Вычислительная сложность 
1 2 3, ,J J J    
1 2 3, ,J J J    
1 2 3, ,J J J    
1 2 3, ,J J J    
1 2 3, ,J J J    
1 2 3, ,J J J    
1 2 3, ,J J J    
2
1 1 2 2 3 1 2 3( )O n P n P n PP P   
1 1 2 2 1 2( )O n P n P PP   
2
1 1 3 1 3( )O n P n PP  
2
2 2 3 2 3( )O n P n P P  
2
3 3( )O n P  
2 2( )O n P  
1 1( )O n P  
 
На всех этапах алгоритма объем памяти, требуемый для поддержания его работы, не пре-
вышает O(nK).  
 
Заключение 
 
В статье предложен точный псевдополиномиальный алгоритм динамического програм-
мирования для построения оптимального расписания обслуживания требований двумя парал-
лельными приборами при линейно убывающих или постоянных функциях стоимости времен-
ных интервалов.  
Отметим, что если у всех требований множества N  длительности обслуживания еди-
ничные, то для непустого множества , 1 3,jJ j   имеем j jP n . В этом случае алгоритм   
DPLinDec2 превращается в полиномиальный алгоритм с общей вычислительной сложностью 
2 2 3
1 2 1 2 3( )O n n n n n  . 
Работа выполнена при частичной финансовой поддержке проекта  № Ф15СО-043 
БРФФИ. 
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A.V. Kononov, I.N. Lushchakova 
 
SCHEDULING JOBS ON TWO PARALLEL MACHINES WITH LINEAR  
DECREASING TIME SLOT COSTS 
 
We consider a scheduling problem with two parallel machines to minimize the sum of total 
weighted completion time and total machine time slot costs. In the case of the constant or linear de-
creasing sequences of time slotcosts we suggest an exact pseudopolynomial DP algorithm. 
