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STUDY-TYPE DETERMINANTS AND THEIR PROPERTIES
NAOYA YAMAGUCHI
Abstract. In this paper, we define the concept of the Study-type determi-
nant, and we present some properties of these determinants. These properties
lead to some properties of the Study determinant. The properties of the Study-
type determinants are obtained using a commutative diagram. This diagram
leads not only to these properties, but also to an inequality for the degrees of
representations and to an extension of Dedekind’s theorem.
1. Introduction
In this paper, we define the concept of Study-type determinant, and we present
some properties of these determinants.
Let B be a commutative ring, let A be a ring1 that is a free right B-module,
and let L be a left regular representation from M(r, A) to M(m,M(r, B)), where
M(r, A) is the set of all r×r matrices with elements in A. We define the Study-type
determinant SdetBM(r,A) : M(r, A)→ B as
SdetBM(r,A) := Det
B
M(mr,B) ◦ ι ◦ L,
where ι is the inclusion map from M(m,M(r, B)) to M(mr,B). The Study-type
determinant has the following properties.2
For all α, α′ ∈M(r, A), the following hold:
(1) SdetBM(r,A)(αα
′) = SdetBM(r,A)(α) Sdet
B
M(r,A)(α
′);
(2) α is invertible in M(r, A) if and only if SdetBM(r,A)(α) is invertible in B;
(3) if α′ is obtained from α by adding a left-multiple of a row to another
row or a right-multiple of a column to another column, then we have
SdetBM(r,A)(α
′) = SdetBM(r,A)(α);
(4) if A/B is a group, then we have SdetBM(r,A)(α) ∈ Z(A) ∩B, where Z(A) is
the center of A.
In the following, we assume that B is a free right C-module of rank n and C is a
commutative ring. Then we have the following properties.
For all α ∈M(r, A), the following hold:
(5) SdetCM(r,A) = Sdet
C
B ◦ Sdet
B
M(r,A);
(6) if A/B is a group, then we have SdetCM(r,A)(α) =
(
SdetBM(r,A)(α)
)n
.
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1Here rings are assumed to possess a multiplicative unit.
2The set A/B is explained in Section 7.
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The Study-type determinant is a generalization of the Study determinant. The
Study determinant was defined by Eduard Study [13]. Let H be the quaternion
field. The Study determinant Sdet : M(r,H)→ C is defined using a transformation
from M(r,H) to M(2r,C). It is known that this determinant has the following
properties (see, e.g., Ref. [1]).3
For all α, α′ ∈M(r,H), the following hold:
(1’) Sdet(αα′) = Sdet(α) Sdet(α′);
(2’) α is invertible in M(r,H) if and only if Sdet(α) ∈ C is invertible;
(3’) if α′ is obtained from α by adding a left-multiple of a row to another row or
a right-multiple of a column to another column, then we have Sdet(α′) =
Sdet(α);
(4’) Sdet(α) ∈ Z(H) = R;
(5’)
(
DetRM(4r,R) ◦ φ2r ◦ ψr
)
(α) = Sdet(α)2.
The above properties can be derived from the properties of the Study-type deter-
minants.
Let L2 and L3 be left regular representations from B to M(n,C) and from
M(r, B) to M(n,M(r, C)), respectively. The following theorem plays an important
role in ascertaining the properties of the Study-type determinants.
Theorem 1.1. The following diagram is commutative:
M(r, B)
L3

DetBM(r,B)
// B
L2
// M(n,C)
DetCM(n,C)

M(n,M(r, C)) 

/ M(nr, C)
DetCM(nr,C)
// C
Theorem 1.1 leads not only to some properties of the Study-type determinant,
but also to Corollary 1.2 and Theorem 1.3. Let C be a commutative ring such that
C ⊂ C, let ρ be a ring homomorphism from A to M(r, B), and let X be the “general
element” (explained in Section 5). We assume that L3 ◦ ρ and L2 have the direct
sums
L3 ◦ ρ ∼ ϕ
(1) ⊕ ϕ(2) ⊕ · · · ⊕ ϕ(s), ϕ(i)(a) ∈M(ri, C),
L2 ∼ ψ
(1) ⊕ ψ(2) ⊕ · · · ⊕ ψ(t), ψ(j)(b) ∈M(nj , C),
where a ∈ A and b ∈ B. Then, we have the following corollary and theorem.
Corollary 1.2. The following holds:(
DetCM(nr,C) ◦ L3 ◦ ρ
)
(X) =
∏
1≤i≤s
(
DetC
M(ri,C)
◦ ϕ(i)
)
(X)
=
∏
1≤j≤t
(
DetC
M(nj ,C)
◦ ψ(j) ◦DetBM(r,B) ◦ ρ
)
(X).
Theorem 1.3. Let [t] = {1, 2, . . . , t}. If
(
DetC
M(ri,C)
◦ ϕ(i)
)
(X) is an irreducible
polynomial over C, then we have
degϕ(i) ≤ max
{
degψ(j) | j ∈ [t]
}
× deg ρ.
3The maps φr and ψr are explained in Section 8.
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Corollary 1.2 leads to an extension of Dedekind’s theorem, while Theorem 1.3
leads to an inequality characterizing the degrees of irreducible representations of
finite groups. Let Θ(G) be the “group determinant” of the finite group G, let
Ĝ be a complete set of inequivalent irreducible representations of G over C, let
{xg | g ∈ G} be independent commuting variables, let R = C[xg] = C [xg; g ∈ G]
be the polynomial ring in {xg | g ∈ G} with coefficients in C, let CG be the group
algebra of G over C, let RG = R⊗ CG =
{∑
g∈GAgg |Ag ∈ R
}
, let e be the unit
element of G, and let |G| be the order of G. The extension of Dedekind’s theorem
mentioned above is the following.
Theorem 1.4 (Extension of Dedekind’s theorem). Let G be a finite group, let H
be an abelian subgroup of G, and let Θ(G : H) denote SdetRHRG (X). Then we have
Θ(G)e =
∏
ϕ∈Ĝ
DetRM(degϕ,R)(ϕ(X))
degϕ
=
∏
χ∈Ĥ
χ (Θ(G : H)) ,
where we extend χ ∈ Ĥ to satisfy χ
(∑
g∈G cgg
)
=
∑
g∈G cgχ(g) (cg ∈ C[xg]).
The group determinant Θ(G) ∈ R is the determinant of a matrix with entries
in {xg | g ∈ G}. (It is known that the group determinant determines the group.
For the details, see Refs. [4] and [11].) Dedekind proved the following theorem
concerning the irreducible factorization of the group determinant for any finite
abelian group (see, e.g., Ref. [14]).
Theorem 1.5 (Dedekind’s theorem). Let G be a finite abelian group. Then, we
have
Θ(G) =
∏
χ∈Ĝ
∑
g∈G
χ(g)xg.
Frobenius proved the following theorem concerning the irreducible factorization
of the group determinant for any finite group; thus, he obtained a generalization of
Dedekind’s theorem (see, e.g., Ref. [3]).
Theorem 1.6 (Frobenius’ theorem). Let G be a finite group. Then its group
determinant has the irreducible factorization
Θ(G) =
∏
ϕ∈Ĝ
DetRM(degϕ,R)
∑
g∈G
ϕ(g)xg
degϕ.
Let H be an abelian subgroup of G and let [G : H ] be the index of H in G. The
following extension of Dedekind’s theorem, which is different from the theorem due
to Frobenius, is given in Ref. [15].
Theorem 1.7 (Extension of Dedekind’s theorem). Let G be a finite abelian group,
and let H be a subgroup of G. Then, for every h ∈ H, there exists a homogeneous
polynomial ah ∈ R such that deg ah = [G : H ] and
Θ(G)e =
∏
χ∈Ĥ
∑
h∈H
χ(h)ahh.
If H = G, we can take ah = xh for each h ∈ H.
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Theorem 1.7 is a special case of Theorem 1.4. Theorems 1.3 and 1.6 lead to the
following corollary.
Corollary 1.8. Let G be a finite group, and let H be an abelian subgroup of G.
Then, for all ϕ ∈ Ĝ, we have
degϕ ≤ [G : H ].
Note that Corollary 1.8 follows from Frobenius reciprocity, and it is known that
if H is an abelian normal subgroup of G, then degϕ divides [G : H ] for all ϕ ∈ Ĝ
(see, e.g, Ref. [9]).
This paper is organized as follows. In Section 2, we present an action of the
symmetric group on the set of square matrices, and we introduce two formulas for
determinants of commuting-block matrices. In addition, we recall the definition of
the Kronecker product, and we present a permutation using the Euclidean algo-
rithm. This permutation causes the order of the Kronecker product to be reversed.
These preparations are useful for proving Theorem 1.1. In Section 3, we recall the
definition of regular representations and invertibility preserving maps, and we show
that regular representations are invertibility preserving maps. The regular repre-
sentation is used in defining Study-type determinants. In addition, we define the
concept of a product of vectors, and we formulate a commutative diagram of regular
representations. This commutative diagram is also useful for proving Theorem 1.1.
In Section 4, we prove Theorem 1.1. In Section 5, we give a corollary concerning the
degrees of some representations contained in regular representations. In Section 6,
we define Study-type determinants and elucidate their properties. In addition, we
construct a commutative diagram for Study-type determinants. This commutative
diagram leads to some properties of Study-type determinants. In Section 7, under
the assumption that A/B is a group, we consider the images of regular representa-
tions in the case that the direct sum constructs a group. Through this investigation,
we obtain two expressions for regular representations, and we characterize the im-
ages of regular representations in the case that the direct sum forms an abelian
group. This characterization is the following.
Theorem 1.9. Let E be a basis of A as a B-right module. Then, if A/B is an
abelian group, we have
L(A) = {β ∈ M(m,B) | Jeβ = βJe, e ∈ E}.
In Section 8, we introduce the Study determinant and its properties, and we
derive these properties from the properties of the Study-type determinant. In ad-
dition, from Theorem 1.9, we obtain the following characterizations of φr and ψr.
(6’) φr(M(r,C)) = {γ ∈M(2r,R) | Jrγ = γJr};
(7’) ψr(M(r,H)) = {β ∈M(2r,C) | Jrβ = βJr}.
In the last section, we recall the definition of group determinants, and we give
an extension of Dedekind’s theorem and derive an inequality for the degree of
irreducible representations of finite groups.
2. Preparation
In this section, we present an action of the symmetric group on the set of square
matrices, and we introduce two formulas for determinants of commuting-block ma-
trices. In addition, we recall the definition of the Kronecker product, and we de-
termine a permutation using the Euclidean algorithm. This permutation reverses
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the order of the Kronecker product. These preparations are useful for proving
Theorem 4.4.
2.1. Invariance of determinants under an action of the symmetric group.
In this subsection, we present an action of the symmetric group on the set of square
matrices. This group action does not change the determinants of matrices.
Let R be a ring, which is assumed to have a multiplicative unit 1, let M(m,R) be
the set of all m×m matrices with elements in R, let X = (xij)1≤i,j≤m ∈M(m,R),
let [m] = {1, 2, . . . ,m}, and let Sm be the symmetric group on [m]. We express the
determinant of X from M(m,R) to R as
DetRM(m,R)(X) =
∑
σ∈Sm
sgn(σ)xσ(1) 1xσ(2) 2 · · ·xσ(m)m.
The group Sm acts on M(m,R) as σ ·X = (xσ(i)σ(j))1≤i,j≤m, where σ ∈ Sm. If R is
commutative, then the group action does not change the determinants of matrices
in M(m,R). In fact, we have
DetRM(m,R)(σ ·X) =
1
m!
∑
τ∈Sm
∑
τ ′∈Sm
sgn(τ)sgn(τ ′)xτ(σ(1)) τ ′(σ(1)) · · ·xτ(σ(m)) τ ′(σ(m))
=
1
m!
∑
τ∈Sm
∑
τ ′∈Sm
sgn(τ)sgn(τ ′)xτ(1) τ ′(1) · · ·xτ(m) τ ′(m)
= DetRM(m,R)(X).
2.2. Determinants of commuting-block matrices. In this subsection, we in-
troduce two formulas for determinants of commuting-block matrices.
Let X = (xij)1≤i,j≤mn ∈ M(mn,R). The mn×mn matrix X can be written as
X =
(
X(k,l)
)
1≤k,l≤n
, where X(k,l) are m ×m matrices. The following is a known
theorem concerning commuting-block matrices [8] and [10].
Theorem 2.1. Let R be a commutative ring, and assume that X(k,l) ∈ M(m,R)
are commutative. Then we have
DetRM(mn,R)(X) = Det
R
M(m,R)
(∑
σ∈Sn
sgn(σ)X(1,σ(1))X(2,σ(2)) · · ·X(n,σ(n))
)
=
(
DetRM(m,R) ◦Det
M(m,R)
M(mn,R)
)
(X).
We have the following lemma.
Lemma 2.2. Let R′ be a ring, let R be a commutative ring, let S be a subring
of R, and let η be a ring homomorphism from R′ to M(m,R). In this case, if(
DetRM(m,R) ◦ η
)
(xij) ∈ S for all 1 ≤ i, j ≤ n, then Det
R
M(mn,R)(η(xij))1≤i,j≤n ∈ S
holds.
Proof. (The method used here is based on that of the proof of Theorem 2.1 in
Ref. [10].) We prove this by induction on n. In the case n = 1, the statement is
obviously true. Then, assuming that the statement is true for n − 1, we prove it
for n.
6 N. YAMAGUCHI
Let yij = η(xij) for all 1 ≤ i, j ≤ n and let Y = (yij)1≤i,j≤n. Then we find that
the following equation holds:
Im 0 · · · 0
−y21 Im · · · 0
...
...
. . .
...
−yn1 0 · · · Im


Im 0 · · · 0
0 y11 · · · 0
...
...
. . .
...
0 0 · · · y11
Y =

y11 ∗ ∗ ∗
0 η(∗) · · · η(∗)
...
...
. . .
...
0 η(∗) · · · η(∗)
 ,
where Im is the identity matrix of size m. Therefore, if Det
R
M(m,R)(y11) is invert-
ible, then DetRM(mn,R) (Y ) ∈ S holds. Next, suppose that Det
R
M(m,R)(y11) is non-
invertible. We embed R in the polynomial ring R[x], and replace x11 by x + x11.
Then, because DetRM(m,R)(η(x + x11)) is neither zero nor a zero divisor, we have
DetRM(mn,R)(Y ) ∈ S[x]. Substituting x = 0 yields the desired result. 
2.3. Kronecker product and a permutation obtained using the Euclidean
algorithm. In this subsection, we recall the definition of the Kronecker product,
and then we determine a permutation σ(m,n) ∈ Smn using the Euclidean algo-
rithm. This permutation reverses the order of the Kronecker product.
Let X = (xij)1≤i≤m1,1≤j≤n1 be an m1 × n1 matrix and let Y be an m2 × n2
matrix. The Kronecker product X ⊗ Y is the (m1m2)× (n1n2) matrix
X ⊗ Y =

x11Y x12Y · · · x1n1Y
x21Y x22Y · · · x2n1Y
...
...
. . .
...
xm11Y xm12Y · · · xm1n1Y
 .
Next, we determine a permutation using the Euclidean algorithm. From the
Euclidean algorithm, we know that σ(m,n) : [mn] ∋ m(k− 1) + l 7→ n(l− 1) + k ∈
[mn] is a bijection map, where k ∈ [n] and l ∈ [m]. Thus, σ(m,n) ∈ Smn. We have
the following lemma.
Lemma 2.3. Let R be a commutative ring, let X ∈M(m,R), and let Y ∈ M(n,R).
Then we have σ(m,n) · (X ⊗ Y ) = Y ⊗X.
Proof. For any p, q ∈ [mn], by the Euclidean algorithm there exist unique integers
k, l ≥ 1 and s, t ∈ [m] such that p = m(k − 1) + s and q = m(l− 1) + t. Therefore,
we have
σ(m,n) · (X ⊗ Y )pq = (X ⊗ Y )n(s−1)+k n(t−1)+l
= (XstY )kl
= XstYkl.
On the other hand, we have
(Y ⊗X)pq = (Y ⊗X)m(k−1)+s m(l−1)+t
= YklXst.

The property described by the above lemma is a special case of a property of
the Kronecker product (see, e.g., Ref. [7]). We do not explain this general property,
because, for our purposes, it is simpler to use Lemma 2.3.
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3. On the left regular representation
In this section, we recall the definition of regular representations and invert-
ibility preserving maps, and we show that regular representations are invertibility
preserving maps. A regular representation is used in defining Study-type determi-
nants. In addition, we define the concept of a product of vectors, and we construct
a commutative diagram of regular representations. This commutative diagram is
also useful for proving Theorem 4.4.
3.1. Definition of the regular representation. In this subsection, we recall the
definition of regular representations, and we give three examples.
Let A and B be rings, let Z(A) be the center of A, and let A be a free right B-
module with an ordered basis ε = (e1 e2, · · · em). In other words, A =
⊕
i∈[m] eiB,
and B is a subring of A. Then, for all α ∈ A, there exists a unique bik ∈ B such
that
αei =
∑
i∈[m]
eibik.
Hence, we have αε = ε(bij)1≤i,j≤m. The injective Z(A)-algebra homomorphism Lε :
A ∋ α 7→ Lε(α) = (bij)1≤i,j≤m ∈ M(m,B) is called the left regular representation
from A to M(m,B) with respect to ε.
Let R be the field of real numbers, let C be the field of complex numbers, and
let H = {1a+ ib + jc + kd | a, b, c, d ∈ R} be the quaternion field. Below, we give
three examples of regular representations.
Example 3.1. Let A = M(r,C) and let B = M(r,R). Then A = B ⊕ iIrB. For
all β1 + iIrβ2 (β1, β2 ∈ B), we have
(β1 + iIrβ2)(Ir iIr) = (Ir iIr)
[
β1 −β2
β2 β1
]
.
Example 3.2. Let A = M(r,H) and let B = M(r,C). Then A = B ⊕ jIrB. For
all β1 + jIrβ2 (β1, β2 ∈ B), we have
(β1 + jIrβ2)(Ir jIr) = (Ir jIr)
[
β1 −β2
β2 β1
]
,
where β is the complex conjugate matrix of β ∈ B.
Example 3.3. Let G = Z/2Z = {0, 1} and let H = {0} be the trivial group. Then,
the group algebra CG is a finite dimension algebra over CH with basis {0, 1}. For
all x0 + y1 ∈ CG (x, y ∈ CH), we have
(x0 + y1)(0 1) = (0 1)
[
x0 y0
y0 x0
]
.
Next, we recall the definition of invertibility preserving maps. Usually, invert-
ibility preserving maps are defined for linear maps (see, e.g., Ref. [2]). However, we
do not assume that invertibility preserving maps are linear maps in this paper.
Definition 3.4 (Invertibility preserving map). Let R and R′ be rings, and let
η : R → R′ be a map. Assume that for any α ∈ R, the following condition holds:
α is invertible in R if and only if η(α) is invertible in R′. Then we call η an
“invertibility preserving map.”
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We recall that if A is an algebra over a commutative ring, then we do not need
to distinguish between left and right inverses.
In terms of the regular representation, we have the following lemma.
Lemma 3.5. If B is a commutative ring, then we have the following properties:
(1) The map DetBM(m,B) ◦ Lε is invariant under a change of the basis ε.
(2) A left regular representation is an invertibility preserving map.
Proof. First, we prove (1). Let Lε′ be another left regular representation from
A to M(m,B). Then for all α ∈ A, there exists Q ∈ M(m,B) such that Lε(α) =
Q−1Lε′(α)Q. Therefore, we have Det
B
M(m,B)◦Lε = Det
B
M(m,B)◦Lε′ . Next, we prove
(2). If α is invertible in A, then we have Lε(αα
−1) = 1. Next, note that because
Lε is a multiplicative map, Lε(α) is invertible. Conversely, if
(
DetBM(m,B) ◦ Lε
)
(α)
is invertible, then Lε(α) is invertible. Because 1 ∈ A, we can choose e1 = 1. Then,
we have αεLε(α)
−1 = εIm. Therefore, we obtain α
(∑
i∈[m] ek
(
Lε(α)
−1
)
k1
)
= 1.
Hence, α is invertible. This completes the proof. 
3.2. Commutative diagram of regular representations. In this subsection,
we define the concept of a product of vectors, and we present a commutative dia-
gram of regular representations.
First, we define a product of vectors. Let R be a ring, let V = (v1 · · · vk) ∈
R× · · · ×R = Rk, and let W = (w1 · · · wl) ∈ R
l. We define V ∗RW = V ∗W
as
V ∗R W = V ∗W := (v1w1 · · · vkw1 · · · v1wl · · · vkwl) ∈ R
k×l.
Now consider x ∈ R. We often regard V ⊗Ir as a map R
k ∋ V 7→ V ⊗Ir ∈M(r, R)
k.
Thus we have (V ⊗ Ir) ∗M(r,R) (W ⊗ Ir) = (V ⊗ Ir) ∗ (W ⊗ Ir) = (V ∗W ) ⊗ Ir ∈
M(r, R)kl. On the other hand, we often regard (W ⊗ Ik) as an element of k × kl
matrices with elements in R. Thus we have the matrix product V (W⊗Ik) = V ∗W .
Next, we formulate a commutative diagram for regular representations. Let
N = {1, 2, . . .} be the set of natural numbers, let C be a ring, and let B be a free
right C-module with an ordered basis ̥ = (f1 f2 · · · fn). Then we have the
direct sum
M(r, B) =
⊕
j∈[n]
(fj ⊗ Ir)M(r, C)
for any r ∈ N. We write the left regular representation from B to M(n,C) with
respect to ̥ as L̥ and that from M(m,B) to M(n,M(m,C)) with respect to ̥⊗Im
as L̥⊗Im . In terms of the regular representations, we have the following lemma.
Lemma 3.6. The following diagram is commutative:
A
Lε
//
Lε∗̥

M(m,B)
L̥⊗Im

M(mn,C) 

/ M(n,M(m,C))
STUDY-TYPE DETERMINANTS AND THEIR PROPERTIES 9
Proof. For all α ∈ A, we have
α(ε ∗̥) = αε(̥⊗ Im)
= εLε(α)(̥ ⊗ Im)
= ε(̥⊗ Im)L̥⊗Im(Lε(α))
= (ε ∗̥)(L̥⊗Im ◦ Lε)(α).
This completes the proof. 
Let r ∈ N and let Lε⊗Ir be the left regular representation from M(r, A) to
M(m,M(r, B)) with respect to ε⊗Ir. Then, from Lemma 3.6, we have the following
corollary.
Corollary 3.7. The following diagram is commutative:
M(r, A)
Lε⊗Ir
//
L(ε∗̥)⊗Ir

M(m,M(r, B))
L(̥⊗Ir)⊗Im

M(mn,M(r, C)) 

/ M(n,M(m,M(r, C)))
4. A commutative diagram on the regular representations and
determinants
In this section, we prove Theorem 4.4. This theorem provides a commutative
diagram on the regular representations and determinants. From this commutative
diagram, we are able to determine the properties of Study-type determinants, pre-
sented in Section 6. In addition, from this commutative diagram, we are able to
derive an inequality for the degrees of representations (Section 5) and an extension
of Dedekind’s theorem (Section 9).
Let Eij be the r × r matrix with 1 in the (i, j) entry and 0 otherwise. First, we
prove the following lemma:
Lemma 4.1. For any α ∈M(r, A), we have
Lε⊗Ir(α) =
∑
i∈[r]
∑
j∈[r]
Lε(aij)⊗ Eij .
Proof. We express (Lε(aij)kl)1≤i,j≤r as α
(k,l)
ε for any α = (aij)1≤i,j≤r ∈ M(r, A).
From aijel =
∑m
k=1 ekLε(aij)kl, we obtain
m∑
k=1
ekIrα
(k,l)
ε =
n∑
k=1
(ekLε(aij)kl)1≤i,j≤r
= (aijel)1≤i,j≤r
= αelIr .
Therefore, we have (ε⊗ Ir)
(
α
(k,l)
ε
)
1≤k,l≤m
= α(ε⊗ Ir). This completes the proof.

From Lemmas 2.3 and 4.1, we obtain the following lemma.
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Lemma 4.2. For any α = (aij)1≤i,j≤r ∈M(r, A), we have
σ(m, r) · Lε⊗Ir (α) =
∑
i∈[r]
∑
j∈[r]
Eij ⊗ Lε(aij) = (Lε(aij))1≤i,j≤r .
Next, from Lemmas 2.2 and 4.2, we obtain the following corollary.
Corollary 4.3. Let B be a commutative ring, let A be a ring that is a free right
B-module, let S be a subring of B, and let L and L′ be left regular representa-
tions from A to M(m,B) and from M(r, A) to M(m,M(r, B)), respectively. If(
DetBM(m,B) ◦ L
)
(a) ∈ S for all a ∈ A, then
(
DetBM(mr,B) ◦ L
′
)
(a′) ∈ S for all
a′ ∈M(r, A).
In the following, we assume that B and C are commutative rings. Then we have
the following theorem.
Theorem 4.4 (Section 1, Theorem 1.1). Let B and C be commutative rings, let
B be a free right C-module, and let L and L′ be left regular representations from
B to M(n,C) and from M(r, B) to M(n,M(r, C)), respectively. Then the following
diagram is commutative:
M(r, B)
L′

DetBM(r,B)
// B
L
// M(n,C)
DetCM(n,C)

M(n,M(r, C)) 

/ M(nr, C)
DetCM(nr,C)
// C
Proof. Let β = (bij)1≤i,j≤r ∈ M(r, B). Then, L̥ is a ring homomorphism and B
is a commutative ring, from Theorem 2.1 and Lemma 4.2, we have(
DetCM(nr,C) ◦ L̥⊗Ir
)
(β) =
(
DetCM(nr,C) ◦ σ(n, r) · L̥⊗Ir
)
(β)
= DetCM(nr,C)((L̥(bij))1≤i,j≤r)
= DetCM(n,C)
(∑
σ∈Sr
sgn(σ)L̥(b1 σ(1)) · · ·L̥(br σ(r))
)
=
(
DetCM(n,C) ◦ L̥
)(∑
σ∈Sr
sgn(σ)b1 σ(1) · · · br σ(r)
)
=
(
DetCM(n,C) ◦ L̥ ◦Det
B
M(r,B)
)
(β)
This completes the proof. 
5. Degrees of some representations contained in regular
representations
In this section, we give a corollary regarding the degrees of some representations
contained in regular representations.
Let R and R′ be rings, let V = {eifj | i ∈ [m], j ∈ [n]}, let [xv] = {xv | v ∈ V } be
a set of independent variables, let R[xv] be the polynomial ring in the variables [xv]
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with coefficients in R, and let X =
∑
v∈V vxv. We call X the general element. In
the following, we regard any ring homomorphism ρ ∈ Hom(R,R′) as a [xv]-algebra
homomorphism. From Theorem 4.4, for any ρ ∈ Hom(A,M(r, B)), we have(
DetCM(nr,C) ◦ L̥⊗Ir ◦ ρ
)
(X) =
(
DetCM(n,C) ◦ L̥ ◦Det
B
M(r,B) ◦ ρ
)
(X).
Let C be a commutative ring such that C ⊂ C, and let ρ ∈ Hom(A,M(r, B)). We
assume that L̥⊗Ir ◦ ρ and L̥ have the following direct sums:
L̥⊗Ir ◦ ρ ∼ ϕ
(1) ⊕ ϕ(2) ⊕ · · · ⊕ ϕ(s), ϕ(i)(a) ∈ M(ri, C),
L̥ ∼ ψ
(1) ⊕ ψ(2) ⊕ · · · ⊕ ψ(t), ψ(j)(b) ∈ M(nj , C),
where a ∈ A and b ∈ B. Then we have the following corollary from Theorem 4.4.
Corollary 5.1 (Section 1, Corollary 1.2). The following hold:(
DetCM(nr,C) ◦ L̥⊗Ir ◦ ρ
)
(X) =
∏
1≤i≤s
(
DetC
M(ri,C)
◦ ϕ(i)
)
(X)
=
∏
1≤j≤t
(
DetC
M(nj,C)
◦ ψ(j) ◦DetBM(r,B) ◦ ρ
)
(X).
Corollary 5.1 leads to the following theorem.
Theorem 5.2 (Section 1, Theorem 1.3). If
(
DetC
M(ri,C)
◦ ϕ(i)
)
(X) is an irreducible
polynomial over C, then we have
degϕ(i) ≤ max
{
degψ(j) | j ∈ [t]
}
× deg ρ.
Proof. If
(
DetC
M(ri,C)
◦ ϕ(i)
)
(X) is an irreducible polynomial over C, then we have
degϕ(i) = deg
((
DetC
M(ri,C)
◦ ϕ(i)
)
(X)
)
≤ max
{
deg
(
DetC
M(nj,C)
◦ ψ(j) ◦DetBM(r,B) ◦ ρ
)
(X) | j ∈ [t]
}
= max
{
degψ(j) × deg
(
DetBM(r,B) ◦ ρ
)
(X) | j ∈ [t]
}
= max
{
degψ(j) | j ∈ [t]
}
× deg ρ.
This completes the proof. 
6. On the Study-type determinant
In this section, we define the Study-type determinant, and we elucidate its prop-
erties. The Study-type determinant is a generalization of the Study determinant.
In addition, we present a commutative diagram characterizing Study-type determi-
nants. This commutative diagram allows us to determine some properties of the
Study-type determinant.
The following is the definition of the Study-type determinant.
Definition 6.1 (Study-type determinant). Let B be a commutative ring, let A be
a ring that is a free right B-module, and let L be a left regular representation from
M(r, A) to M(m,M(r, B)). We define the Study-type determinant SdetBM(r,A) as
SdetBM(r,A) := Det
B
M(mr,B) ◦ ι ◦ L,
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where ι is the inclusion map from M(m,M(r, B)) to M(mr,B).
A Study-type determinant is a multiplicative and invertibility preserving map,
because determinants and left regular representations are multiplicative and invert-
ibility preserving maps. Thus, we have the following lemma.
Lemma 6.2 (Section 1, properties (1) and (2)). Study-type determinants possess
the following properties:
(1) A Study-type determinant is a multiplicative map.
(2) A Study-type determinant is an invertibility preserving map.
In addition, we have the following lemma.
Lemma 6.3 (Section 1, property (3)). If α′ ∈M(r, A) is obtained from α ∈M(r, A)
by adding a left-multiple of a row to another row or a right-multiple of a column to
another column, then we have SdetBM(r,A)(α
′) = SdetBM(r,A)(α).
Proof. The property (1) in Lemma 6.2 can be restated as SdetBM(r,A)(Ir+aEij) = 1,
where a ∈ A. Then, from Theorem 2.1 and Lemma 4.1, we have
SdetBM(r,A)(Ir + aEij) = Det
B
M(mr,A) (Imr + Eij ⊗ Lε(a)) = 1.
This completes the proof. 
From Corollary 3.7 and Theorem 4.4, we obtain the following commutative dia-
gram:
M(r, A)
Lε⊗Ir
//
L(ε∗̥)⊗Ir

M(m,M(r, B))
L(̥⊗Ir)⊗Im



/ M(mr,B)
L̥⊗Imr

DetB
M(mr,B)
// B
L̥
// M(n, C)
DetC
M(n,C)

M(mn,M(r, C))


/ M(n,M(m,M(r, C)))


/ M(n,M(mr, C))


/ M(mnr, C)
DetC
M(mnr,C)
// C
From this, we obtain the following theorem.
Theorem 6.4 (Section 1, property (5)). Let B and C be commutative rings, let A
be a ring that is a free right B-module, and let B be a free right C-module. Then
we have
SdetCM(r,A) = Sdet
C
B ◦ Sdet
B
M(r,A).
7. Image of a regular representation when the direct sum forms a
group
In this section, we assume that there exists e−1i and eiB = Bei for all i ∈ [m]. In
other words, we assume that A/B = {eiB | i ∈ [m]} is a group, where the product
of eiB and ejB is (eiej)B. Then, we consider the image of a regular representation
in the case that the direct sum forms a group. Through this investigation, we
obtain two expressions for regular representations, and we characterize the image
of a regular representation in the case that the direct sum forms an abelian group.
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7.1. Characteristic polynomial and Cayley-Hamilton-type theorem for
the Study-type determinant. In this subsection, we give a Cayley-Hamilton-
type theorem for the Study-type determinant. This Cayley-Hamilton-type theorem
leads to some properties of Study-type determinants.
Let R be a ring, let x be an independent variable, and let R[x] be the ring
of polynomials over R, where we assume that x commutes with all elements of
R. We write (DetBA ◦ ι)(xIm − Lε(α)) as ΦLε(α)(x) for all α ∈ A, i.e., we express
the characteristic polynomial of Lε(α) as ΦLε(α)(x). Then we have the following
lemma.
Lemma 7.1. Let L be a left regular representation from A to M(m,B), and let
ΦL(α)(x) be the characteristic polynomial of L(α). If A/B is a group, then we have
ΦL(α)(x) ∈ (Z(A) ∩B)[x]. In particular, Sdet
B
A(α) ∈ Z(A) ∩B.
Proof. We show that e−1ΦLε(α)(x)e = ΦLε(α)(x) for all e ∈ E. Since A/B is a
group, for all e ∈ E, there exists an invertible element Q ∈M(m,B) such that εe =
εQ. Then, from αε = εee−1Lεαee
−1, we obtain αεQ = εQe−1Lε(α)e. Therefore,
we have αε = εQ−1eLε(α)eQ. Also, because Lε is injective, we have QLε(α)Q
−1 =
e−1Lε(α)e. Therefore, we have
e−1ΦLε(α)(x)e = Det
B
M(m,B)
(
xIm − e
−1Lε(α)e
)
= DetBM(m,B)
(
xIm −Q
−1Lε(α)Q
)
= ΦLε(α)(x).
This completes the proof. 
The following theorem is a Cayley-Hamilton-type theorem.
Theorem 7.2 (Cayley-Hamilton-type theorem). Let L be a left regular represen-
tation from A to M(m,B), and let ΦL(α)(x) = x
m + bm−1x
m−1 + · · · + b0 be the
characteristic polynomial of L(α). If A/B is a group, then we have
ΦL(α)(α) = α
m + bm−1α
m−1 + · · ·+ b0 = 0.
Proof. From the Cayley-Hamilton theorem for commutative rings and the identity
ΦLε(α)(x) = ΦL(α)(x), we have Lε(α)
m + bm−1Lε(α)
m−1 + · · · + b0Im = 0. Then,
because Lε is a Z(A)-algebra homomorphism, from Lemma 7.1, we obtain
Lε(α)
m + bm−1Lε(α)
m−1 + · · ·+ b0Im = Lε(α
m + bm−1α
m−1 + · · ·+ b0) = 0.
Finally, because Lε is injective, we have ΦL(α)(α) = 0. This completes the proof.

From Corollary 4.3 and Lemma 7.1, we obtain the following corollary.
Corollary 7.3 (Section 1, property (4)). If A/B is a group, then we have SdetBM(r,A)(a) ∈
Z(A) ∩B for all a ∈M(r, A).
Next, from Corollaries 4.3 and 7.3, we obtain the following corollary.
Corollary 7.4 (Section 1, property (6)). If A/B is a group, then for all α ∈
M(r, A), we have SdetCM(r,A)(α) =
(
SdetBM(r,A)(α)
)n
.
14 N. YAMAGUCHI
7.2. Two expressions for regular representations when the direct sum
forms a group. In this subsection, we give two expressions for regular represen-
tations.
Let E = {e1, e2, . . . , em}, and let P (ε) be the diagonal matrix diag(e1, e2, . . . , em) ∈
M(m,A). To obtain an expression for Lε, we define the indicator function 1B by
1B(α) :=
{
1 α ∈ B,
0 α 6∈ B.
We now formulate an expression for regular representations in terms of 1B.
Lemma 7.5. Let α =
∑
e∈E ebe ∈ A, where be ∈ B. Then we have
Lε(α)ij =
∑
e∈E
1B(e
−1
i eej)e
−1
i ebeej .
Proof. For all α =
∑
e∈E ebe ∈ A, we have
ε
(∑
e∈E
1B(e
−1
i eej)e
−1
i ebeej
)
1≤i,j≤m
=
 ∑
k∈[m]
∑
e∈E
1B(e
−1
k ee1)ebe1 · · ·
∑
k∈[m]
∑
e∈E
1B(e
−1
k eem)ebem

=
(∑
e∈E
ebe1 · · ·
∑
e∈E
ebem
)
= αε.
This completes the proof. 
Let LA/B be the regular representation of the group A/B. From LA/B(eB)ij =(
1B(e
−1
i eej)
)
1≤i,j≤m
, we can obtain an another expression for regular representa-
tions.
Corollary 7.6. Let α =
∑
e∈E ebe ∈ A, where be ∈ B. Then we have
Lε(α) = P (ε)
−1
(∑
e∈E
LA/B(eB)ebe
)
P (ε).
7.3. Characteristics of the image of regular representations when the
direct sum forms an abelian group. In this subsection, under the assumption
that A/B is an abelian group, we characterize the images of regular representations.
Let Je = P (ε)
−1
(
LA/B(eB)
)
P (ε) for all e ∈ E, and we write {ρ(s) | s ∈ S} as
ρ(S) for any map ρ and any set S. Under the assumption that A/B is an abelian
group, we show that β ∈ M(m,B) is an image of Lε if and only if β commutes with
Je for all e ∈ E.
Theorem 7.7 (Section 1, Theorem 1.9). If A/B is an abelian group, then we have
Lε(A) = {β ∈M(m,B) | Jeβ = βJe, e ∈ E}.
Proof. From Corollary 7.6, we have Lε(A) ⊂ {β ∈ M(m,B) | Jeβ = βJe, e ∈ E}.
We show that {β ∈ M(m,B) | Jeβ = βJe, e ∈ E} ⊂ Lε(A). For all β ∈ M(m,B),
there exists α ∈ A and bij ∈ B such that β = Lε(α) + β
′ where β′ = (bij)1≤i,j≤m
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and bk1 = 0 for all k ∈ [m]. Also from Corollary 7.6, we have β
′Je = Jeβ
′ for all
e ∈ E. Further, we know that for all j ∈ [m] \ {1}, there exists e ∈ E such that
(Je)11 = eje
−1
1 and (Je)i1 = 0 for all i 6= j. Therefore, we have
bijeje
−1
1 = β
′
ij(Je)j1
= (β′Je)i1
= (Jeβ
′)i1
= 0.
This implies β = Lε(α) ∈ Lε(A). This completes the proof. 
From Lemma 4.1 and Theorem 7.7, we obtain the following corollary.
Corollary 7.8. If A/B is an abelian group, then we have
Lε⊗Ir (M(r, A)) = {β ∈M(mr,B) | (Je ⊗ Ir)β = β(Je ⊗ Ir), e ∈ E}.
8. On the relationship between the Study-type and Study
determinants
In this section, we introduce the Study determinant and elucidate its properties.
We derive these properties from the properties of the Study-type determinant.
First, we recall that any complex r × r matrix can be written uniquely as β =
γ1 + iγ2, where γ1 and γ2 ∈ M(r,R), and any quaternionic r × r matrix can be
written uniquely as α = β1 + jβ2, where β1 and β2 ∈ M(r,C). We define φr :
M(r,C)→ M(2r,R) and ψr : M(r,H)→ M(2r,C) by
φr(γ1 + iγ2) =
[
γ1 −γ2
γ2 γ1
]
, ψr(β1 + jβ2) =
[
β1 −β2
β2 β1
]
,
respectively. The Study determinant Sdet is defined by
Sdet(α) =
(
DetCM(2r,C) ◦ ψr
)
(α)
for all α ∈ M(r,H). Let
Jr =
[
0 −Ir
Ir 0
]
.
Then the following are known (see, e.g., [1]):
(1) the maps φr and ψr are injective algebra homomorphisms;
(2) Sdet(αα′) = Sdet(α) Sdet(α′);
(3) α is invertible in M(r,H) if and only if Sdet(α) ∈ C is invertible;
(4) if α′ is obtained from α by adding a left-multiple of a row to another row or
a right-multiple of a column to another column, then we have Sdet(α′) =
Sdet(α);
(5) Sdet(α) ∈ Z(H) = R;
(6)
(
DetRM(4r,R) ◦ φ2r ◦ ψr
)
(α) = Sdet(α)
2
;
(7) φr(M(r,C)) = {γ ∈M(2r,R) | Jrγ = γJr};
(8) ψr(M(r,H)) = {β ∈M(2r,C) | Jrβ = βJr}.
These properties can be derived from results given in Sections 2–7. Let A = H,
let B = C, let C = R, let ε = (1 j), and let ̥ = (1 i). Then, from Examples 3.1 and
3.2, we have φr = ι ◦L̥⊗Ir and ψr = ι
′ ◦Lε⊗Ir , where ι and ι
′ are inclusion maps.
Therefore, (1) holds. Also, from Lemma 6.2, (2) and (3) hold. By Lemma 6.3, we
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have (4). From Corollary 7.3, the (5) holds. By Corollary 7.4, t(6) holds. Finally,
(7) and (8) can be derived from Corollary 7.8 and the fact that (jJr)β = β(jJr) if
and only if Jrβ = βJr.
9. On the relationship to the group determinant
In this section, we recall the definition of group determinants, and we give an ex-
tension of Dedekind’s theorem and derive an inequality for the degrees of irreducible
representations of finite groups.
First, we recall the definition of the group determinant. Let G be a finite group,
let [xg] = {xg | g ∈ G} be independent commuting variables, let R = C[xg] be the
polynomial ring in the variables [xg] with coefficients in C, and let |G| be the order of
G. The group determinant Θ(G) of G is given by Θ(G) = DetRM(|G|,R)
(
xgh−1
)
g,h∈G
,
where we apply a numbering to the elements of G (for details, see, e.g., Ref. [6]).
It is thus seen that the group determinant Θ(G) is a homogeneous polynomial of
degree |G|. In general, the matrix
(
xgh−1
)
g,h∈G
is covariant under a change in
the numbering of the elements of G. However, the group determinant, Θ(G), is
invariant. Frobenius proved the following theorem concerning the factorization of
the group determinant (see, e.g., Ref. [3]).
Theorem 9.1 (Frobenius’ theorem). Let G be a finite group. Then we have the
irreducible factorization
Θ(G) =
∏
ϕ∈Ĝ
DetRM(degϕ,R)
∑
g∈G
ϕ(g)xg
degϕ .
Let LG be a matrix form of the regular representation of the group G and let Ĝ =
{ϕ(1), ϕ(2), . . . , ϕ(s)} be a complete set of inequivalent irreducible representations
of G over C. It is easy to show that Θ(G) = DetRM(|G|,R)
(∑
g∈G xgLG(g)
)
(see e.g.,
Ref. [3]). Therefore, the above equation holds from the following theorem (which
is treated in detail in Ref. [12]).
Theorem 9.2. Let G be a finite group, let di = degϕ
(i), and let LG be the left
regular representation of G. Then we have
LG ∼ d1ϕ
(1) ⊕ d2ϕ
(2) ⊕ · · · ⊕ dsϕ
(s).
Let CG =
{∑
g∈G cgg | cg ∈ C
}
be the group algebra of G over C, let e be the
unit element of G, let H be an abelian subgroup of G, let [G : H ] be the index
of H in G, let A = R ⊗ CG, let B = R ⊗ CH , and let C = R ⊗ C{e}. Then,
from Lemma 7.5, we have Θ(G)e = SdetCA(X). Therefore, the following theorem is
deduced from Corollary 5.1.
Theorem 9.3 (Section 1, Theorem 1.4). Let G be a finite group, and let H be an
abelian subgroup of G. Then, writing SdetBA(X) as Θ(G : H), we have
Θ(G)e =
∏
ϕ∈Ĝ
DetRM(degϕ,R) (ϕ(X))
degϕ
=
∏
χ∈Ĥ
χ (Θ(G : H)) ,
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where we extend χ ∈ Ĥ to satisfy χ
(∑
g∈G cgg
)
=
∑
g∈G cgχ(g) (cg ∈ C[xg]).
The following is a special case of Theorem 9.3 [15].
Theorem 9.4 (An extension of Dedekind’s theorem). Let G be a finite abelian
group and let H be a subgroup of G. Then, for every h ∈ H, there exists a homo-
geneous polynomial Ah ∈ R such that degAh = [G : H ] and
Θ(G)e =
∏
χ∈Ĥ
∑
h∈H
χ(h)Ahh.
If H = G, then we can take Ah = xh for each h ∈ H.
From Theorems 5.2 and 9.4, we obtain the following corollary:
Corollary 9.5 (Section 1, Corollary 1.8). Let G be a finite group, and let H be an
abelian subgroup of G. Then, for all ϕ ∈ Ĝ, we have
degϕ ≤ [G : H ].
Note that Corollary 9.5 follows from Frobenius reciprocity, and it is known that
if H is an abelian normal subgroup of G, then degϕ divides [G : H ] for all ϕ ∈ Ĝ
(see, e.g, Ref. [9]).
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