Abstract. This paper records the path of a letter that Marty Isaacs wrote to a stranger. The tools in the letter are used to illustrate a different way of studying random walk on the Heisenberg group. The author also explains how the letter contributed to the development of super-character theory.
Introduction
Marty Isaacs believes in answering questions. They can come from students, colleagues, or perfect strangers. As long as they seem serious, he usually gives it a try. This paper records the path of a letter that Marty wrote to a stranger (me). His letter was useful; it is reproduced in the Appendix and used extensively in Section 3. It led to more correspondence and a growing set of extensions.
Here is some background. I am a mathematical statistician who, for some unknown reason, loves finite group theory. I was trying to make my own peace with a corner of p-group theory called extra-special p-groups. These are p-groups G with center Z(G) equal to commutator subgroup G equal to the cyclic group C p . I found considerable literature about the groups [2, Sect. 23] , [22, Chap. III, Sect. 13], [39, Chap. 4, Sect. 4] but no "stories". Where do these groups come from? Who cares about them, and how do they fit into some larger picture?
My usual way to understand a group is to invent a "natural" random walk and study its rate of convergence to the uniform distribution. This often calls for detailed knowledge of the conjugacy classes, characters, and of the geometry of the Cayley graph underlying the walk. On a whim, I wrote to Marty Isaacs. My letter has not survived, but it probably looked like this.
Dear Professor Isaacs, I am a mathematical statistician who is studying a probability problem involving random walk on the extra-special p-groups. Marty's wonderful answer is reproduced in the Appendix. It contains all that I needed to try going forward. I hit some snags, and just recently found a reasonably direct way to use the characters and comparison theory to solve the original problem. Since this combination, characters + comparison, is an absolutely basic approach to studying random walk, I have high hopes that this will be broadly useful.
Section 2 contains needed background on random walk on finite groups. Section 3 works things out for the Heisenberg group of 3 × 3 uni-upper-triangular matrices with entries in C p . Section 4 shows how the Heisenberg example and some known results about random walk on Abelian groups gives a complete solution for the extra-special groups. The final section outlines an approach to the open problem of extending the analysis to the group of n × n uni-upper-triangular matrices with coefficients in C p . This leads to the study of super-characters, a subject developed in later work with Marty.
What is the effect of kindness to strangers? This paper follows one of those threads. I think our subject is woven from these. Marty has spun out hundreds of threads which lead to all corners of group theory. We are in his debt.
Random walk on finite groups
Introductions to random walk on finite groups appear in [5, Chapt. 3] , [6] and [24] . The Fourier analytic approach based on characters and spherical functions is developed in [4] . Comprehensive surveys are in [20] and [33, 34] . All of these contain pointers to a growing literature.
This section sets up the basic problems and notation. It shows how characters can be used to give bounds for random walks generated by conjugacy classes. This is illustrated for two examples (used later) on C m . Finally, comparison theory is introduced and used in conjunction with character theory to give bounds on rates of convergence for general walks. These techniques are applied in the sections that follow.
2.1. Random walk. Let G be a finite group and S = S −1 a symmetric set of generators. To avoid parity problems, suppose id ∈ S. The set S may be used to run a random walk. Informally, pick s 1 , s 2 , s 3 , . . . uniformly at random from S (with replacement). The walk starts at id and proceeds as id, s 1 , s 2 s 1 , s 3 s 2 s 1 , . . . .
More formally, define
is the chance that the walk is at g after k steps. Denote the uniform distribution by U (g) = 1/|G|. Under our conditions, Q * k (g) → U (g) as k → ∞. The same result holds for any probability distribution Q which is not supported on a coset of a subgroup. Convergence is measured by total variation distance:
The first equality in (2.2) is a definition. The second equality is proved by noting that the maximum occurs at A = {g :
Taking f as the indicator function of this A proves the third equality.
With these definitions, we have a well-posed math problem: Given G, S and > 0, how large a k is required for Q * k − U < ? The references above contain many examples and techniques for studying this problem. The present paper focuses on analytic techniques involving characters and comparison.
Character theory.
Suppose that Q(g) is a class function, Q(g) = Q(h −1 gh). Then, for a character χ, the Fourier transform is defined byQ(χ) =
The basic upper bound lemma [5, p. 24] gives
The right side is a sum over non-trivial irreducible characters. It can sometimes be usefully approximated provided a detailed knowledge of the dimensions and other character values are available. This entails some analysis as well. The following simple example gives a picture of the work involved. It is a warm-up for the more difficult Example 2.3 which is used in Section 3 and Section 4. To save work, we will use the inequality cos(
we have
Clearly the right side tends to zero, exponentially fast, as c tends to infinity. This shows that k = cm 2 steps suffice for convergence. To show that this cannot be substantially improved, use (2.2) with f (j) = e 2πij/m . Then U (f ) = 0 and, using
This shows that no fixed multiple of m 2 will drive the total variation distance to zero.
Summarizing, we have proved the following.
Theorem 2.2. For m ≥ 3 and c > 0, the random walk on C m generated by {0, ±1} satisfies The program of proving sharp rates of convergence for random walk on finite groups using characters was first carried out for the random transpositions walk on the symmetric group S n [13] . See further [4, 5, 8, 23, 28, 32, 35] . It has been successful for random walk on Lie-type groups [1, 16, 17, 19, 25, 26, 29] . It has also been very useful for finite affine groups [3, 20, 21] .
It has not been so useful for p-groups, partially because the generating conjugacy classes are often huge (so the walk is random in a few steps and there is no asymptotics to do). Another problem is that the knowledge of conjugacy classes and characters is not available. Before turning to this, we treat a second example (used below) which shows that there is still a lot to do for finite Abelian groups. Example 2.3 (A faster walk on C m ). Take m = n 2 and S = {0, ±1, ±n}. The following argument shows that order cm steps are necessary and sufficient for convergence. A similar argument works for C p with p prime and generators {0, ±1 ± √ p }.
The quantity to be bounded is (2.5)
The sum is over 0 ≤ j 1 , j 2 ≤ n − 1 with 0 < j 1 + nj 2 ≤ n 2 − 1. Assume that k = cn 2 throughout. Because cos(x) = cos(−x), we may bound twice the sum over 0 < j < (n 2 − 1)/2. If cos 2πj n 2 ≤ 0, the term in the sum is at most . If j 1 ≥ n 1/4 , the term in curly brackets can be bounded by
Raising this to the power 2k = 2cn 2 gives a term at most e
this by the number of terms (n 2 − 1) gives something negligible. Hence it may be assumed that j 1 ≤ n 1/4 from now on. Similarly, if j 2 ≥ n 1/4 , write
Because as before. It thus follows that we may assume n 1/4 ≤ j 2 < n/4. These terms are bounded above by converges, and tends to zero as c → ∞, we have proved the upper bound in the following theorem. The lower bound is proved by using the test function e 2πij/n 2 as in Example 2.1.
Theorem 2.4. For n ≥ 5 and c > 0, the random walk on C n 2 generated by {0, ±1, ±n} after k = cn 2 steps satisfies
Theorems 2.2 and 2.4 may also be proved from results in [10, 11, 12] since C m is a nilpotent group of class 2 when the generating set is of bounded size. These papers show that for such walks, order (diam) 2 steps are necessary and sufficient for convergence. The diameter of C m in generators ±1 is at most m/2. The diameter of C m in generators ±1, ± √ m is of order √ m.
Comparison theory.
To study more general walks, comparison techniques are useful. These are introduced in [8] for random walk on groups, which is a good source for present purposes. Extensions to more general Markov chains and many examples are in [9, 15] . Suppose Q andQ are symmetric probability measures on G withQ a class function. Think of Q as the measure of interest and Q as a nice measure about which we know *everything*. The object is to study convolution powers of Q using our knowledge ofQ. To this end, let E be a symmetric generating set contained in the support of Q. For each g in the support of Q, choose and fix a respresentation g = e 1 e 2 . . . e l with e i ∈ E. This need not be minimal. Denote |g| = l. Let N (e, g) be the number of times e ∈ E appears in the representation for g. Note that N (e, g) ≤ |g|. Finally, let
This measures the average difficulty of expressing the steps ofQ by steps of Q.
In [8] , a variety of bounds appear relating convergence of Q andQ. The following is simple to use in present circumstances.
Proposition 2.5 ([8])
. Let Q andQ be symmetric probabilities on a finite group G withQ constant on conjugacy classes. Let E be a symmetric generating set contained in the support of Q. Then, with A from (2.3),
The first two terms on the right side come from parity and negative eigenvalues. They are usually trivial to deal with. The sum on the right is a bound on the convergence ofQ. Roughly, the proposition shows that if theQ walk is close to random after order l steps, the Q walk is close to random after order Al steps.
A useful corollary comes from takingQ = U , the always-available uniform distribution. ThenQ(χ) = 0 for χ non-trivial irreducible. Bounding A in (2.3) by (diam) 2 · max g∈sup Q 1/Q(g) gives the following.
Corollary 2.6. Let G be a finite group, Q a symmetric probability on G. Let A * = diam 2 · max Q(g)>0 n/Q(g) with diam the diameter of G using generating set the support of Q. Then, for k with k/A ≥ 1,
This is a very general bound which is usually useful but not perfect. For Example 2.1 above, with G = C m , Q uniform on 0, ±1, diam ≤ m/2, the bound gives
This shows that k of order m 2 log m steps suffice for randomness. The character theory estimates reduce this to a k of order m 2 which is best possible. Similar results hold for Example 2.3 and the Heisenberg group of the following section: there is an extra log |G| factor, and some extra work is required to get rid of it.
Consider the symmetric group S n with generating set {id, (1, 2), C, C −1 } with C the n-cycle (1, 2, . . . , n). Then diameter is of order n 2 and the bound shows order n 5 log n steps suffice. In [8] , comparison with the random transpositions walk is used to show that order n 3 log n steps suffice. Arguments of Wilson [41] show this is the right answer.
Here is one final example showing how Example 2.1 follows from the work done for Example 2.3. Working in C n 2 , here Q(s) = 1 3 for s ∈ {0, ±1},Q(s) = 1 5 for s ∈ {0, ±1, ±n}. Since the elements in sup(Q) can be represented using elements in sup(Q) with length at most n, the comparison constant A is at most 9n 2 . Using (2.7) and the calculations done in Example 2.3, we have, for k = cn 4 ,
This shows that cn 4 steps suffice for uniformity for the walk Q on C n 2 . There are now many examples of comparison arguments in the literature. One that I particularly like uses random walk on the hyperoctrahedral group to analyze a natural problem about mutations of DNA [36] .
The Heisenberg group
Let H(m 3 ) be the group of 3 × 3 uni-upper-triangular matrices with entries taken mod (m). These are denoted
A natural walk on H(m 3 ) is generated by The associated walk amounts to adding or subtracting a randomly chosen row to the row above, or doing nothing. This walk was introduced by Zack [43] who gives a connection to computer generation of random numbers. It has been solved by using the geometric theory of Markov chains in joint work with Laurent Saloff-Coste [10, 11, 12]. These papers use three different approaches; the first uses polynomial growth of the generating set in (3.1) (technically, a condition called moderate growth). The second paper uses Nash inequalities and eigenvalue estimates. The third lifts the walk to the free nilpotent group of class 2 on two generators, uses a central limit theorem of Hebisch-Saloff-Coste for the lifted walk, and then a Harnack inequality to transfer back to the finite group. I have been frustrated that I could not get the right convergence rate using character theory and comparison. The main new result in this paper is a method for doing this. Here is that result. The proof follows from knowledge of the conjugacy, characters, and a diameter bound for an enlarged generating set. These will be developed first. To begin, it is easy to check that the center Z(H(m 3 )) and commutator H (m 3 ) are isomorphic to C m = {[0, 0; z], z ∈ C m }. Marty's letter includes a self-contained proof of the following classical facts. The natural conjugacy-invariant walk results from simply conjugating the generators (3.1). This does not give a good result. The associated walk still takes order m 2 steps to become random. The added factor from comparison gives a bound of order m 3 for the original walk. The new idea in this section is to use an enlarged set of generators. These are described next. Proof of Theorem 3.1. For simplicity, take m = n 2 and α = n as in Example 2.3. LetQ be the measure putting mass 1/9 on the identity and measure 1/(9m) on each of the conjugates of the generators in (3.2). Using Proposition 3.2, the quantity A of (2.3) is bounded by 80n 2 (80 = 5 · 16) and N (e, y) ≤ |y|). The bound from Proposition 2.5 is
The first two terms of the bound come from the proposition. The third term comes from the Fourier transform ofQ at the n 2 − 1 of dimension n 2 . The sum comes from the Fourier transform at the non-trivial linear characters. Clearly the first three terms are negligible when k is of order n 4 . To bound the sum, note that if any of the four cosine terms is negative, the term inside the curly brackets is bounded in absolute value by 1/9. All of the terms can be bounded by m 
Extra-special p-groups
For p prime, a p-group with center isomorphic to commutator isomorphic to C p is called extra-special. Such a group turns out to have order p 2n+1 for some n ≥ 1 and lies in one of two non-isomorphic families.
The natural walks choose a generator (or the identity) uniformly. Call the associated measures Q H and Q M . Sharp results for these walks were obtained by Richard Stong [37] . Here is one of his results.
Theorem 4.1 (Stong) . Let Q be the natural random walk on H(p 2n+1 ) or M (p 2n+1 ).
• Suppose n → ∞. Let k = 2n log(2n)/(1 − cos(2π/p)) + cp 2 n. Then, there are positive constants C 1 , C 2 , C 3 , C 4 such that
• If n is fixed (or bounded), p → ∞ and k = cp 2 , there are positive constants
This gives a different proof of the results in Section 3. For n large, it shows that there is a cut-off in convergence to stationarity. The proof is a completely novel set of techniques involving a decomposition of the transition matrix into blocks which can themselves be interpreted as "twisted" random walks generated by a signed measure. The results do not follow from the geometric techniques and we failed in a direct Fourier attack. The following elementary argument works for both series but is presented for the Heisenberg group only.
Let H(m 2n+1 ) be the n + 2 × n + 2 uni-upper-triangular matrices with nonzero entries only in the top row or last column. Let Q be defined by choosing an entry (1, i), (n + 2, i) uniformly, 2 ≤ i ≤ n − 1, and changing that entry by adding 0, ±1 (chosen uniformly). Despite appearances, this is the random walk above on H(m 2n+1 ). The study of the walk generated by Q is carried out by combining the results of Section 3 (for H(p 3 )) with known results for a random walk on the Abelian group C 2n m generated by choosing a coordinate uniformly and changing it by adding 0, ±1 with probabiltiy 1/3. In [8, Sect. 6] , it is shown that order m 2 n log n steps are necessary and sufficient for this walk to be close to random in total variation. The following proposition allows combining results.
Proposition 4.2. Let µ and ν be probabilities on a finite set X . Let T : X → Y be given and suppose that
(1) For some > 0, A ⊆ X and all t ∈ Y, |µ(
It follows that |µ(A) − ν(A)| ≤ + δ.
Bounding the walk on H(m 2n+1 ). Write the steps of the walk as g 1 , g 2 , . . . , g k where g i are independent and identically distributed from Q on H(m 2n+1 ). Divide the steps into two types as they involve the (1, n + 1) or (n + 2, 2) coordinates (type I) or not (type II). Steps of type I generate a random walk on the subgroup H(m 3 ) spanned by coordinates (1, n + 1), (1, n + 2), (n + 2, 2). Steps of type II generate a random walk on the subgroup with pattern
Let B be the event that, with k = cm 2 n log n, the first k steps produce at least c 2 m 2 steps of type I and c 2 m 2 n log n steps of type II. By elementary large deviations bounds, this is an event of probability 1 − f (m, n, c) with f (m, n, c) → 0 as c → ∞. On the event B, the marginal distribution of coordinates in positions (1, i) and (n+2, i+1), 2 ≤ i ≤ n, are close to uniformly distributed by [8, Sect. 6 ]. Further, on B, the distribution of coordinates (1, n+1), (1, n+2), (n+2, 2) are close to uniformly distributed conditional on coordinates (1, i), (n + 2, i + 1), 2 ≤ i ≤ n, uniformly in the conditioning variables. Thus, Proposition 4.2 with µ(x) = Q * k (x|B) and ν(x) = U applies. The final result follows from
The full upper-triangular group
A problem extending the study of the groups H(m 2n+1 ) is the natural walk on the group U n (C m ), n × n uni-upper-triangular matrices with entries mod m. The walk can be described as: Pick row j, 2 ≤ j ≤ n, uniformly at random and add or subtract it to the row above it (or do nothing) with probability 1/3. The comparison approach to this walk, begun in [1] calls for the characters and conjugacy classes of U n (C m ). This is a well known wild problem and proveably intractable. In a series of papers, Carlos Andre followed by Ning Yan [42] found that by lumping together certain conjugacy classes (into super-classes) and taking sums of certain irreducibles (giving super-characters), an elegant theory remained where everything is explicitly computable. It turns out that the conjugacy classes containing the original generators are already super-classes and the cruder theory is all that is needed. This gave useful if not perfect results and improvements have recently emerged. See [1] for details and references to papers by Andre. Recent papers containing improved results are [31, 38] . It seems possible that the new idea of Section 3 can be applied here to improve the comparison bound.
The super-character theory is so elegant it cries out for generalization. I noticed that Marty was working on a class of p-groups called algebra groups, and together we extended things to an elegant super-character theory for these [7] . Nat Thiem and I [14] worked out quite explicit formulae for algebra groups and ThiemVenkateswaran [40] and Marberg-Thiem [27] have begun to develop restriction and induction formulae for subgroups of U n (F q ). The theory strongly reminds me of the combinatorial representation theory of the symmetric group. For S n , characters are indexed by partitions. For U n (F q ), characters are indexed by set partitions. There is very active work by a group of us that holds real promise. It is the subject of an A.I.M. conference set for May, 2010.
Marty has had two Ph.D. students who developed super-character theory in other directions. Anders Hendrickson [18] has begun the classification of Abelian super-character theories. Benjamin Otto has begun a detailed comparison of the super-characters and a collection of fascinating class functions studied by Krylov on U n (F q ) [30] . Carlos Andre and others have also made progress.
All of this work can be traced back to Marty's letter. We are still meeting, writing, and following the thread together. I am truly thankful.
If we write |P/Z| = p m , we have counted p m − 1 + p classes. Also, since P/Z is Abelian, there are exactly p m irreducible characters of degree 1. It follows that there are exactly p − 1 nonlinear irreducible characters. Since |P | is the sum of the squares of the degrees of all irreducible characters, it follows that the sum of the squares of the p − 1 nonlinear irreducible characters is |P | − p m = p m (p − 1). The average of the squares of the degrees of these characters is p m . If any of these degree squares is above average, it is at least p m+1 since it must be a p-power. This is too big, however, since the sum of all p − 1 degree squares is only p m (p − 1) < p m+1 . It follows that all of the degree squares are equal to p m exactly, and in particular, m must be even. We write now m = 2n so |P | = p 2n+1 .
Now let χ be a nonlinear irreducible character of P . Then χ(1) = p n and the sum of |χ(z)| 2 for z ∈ Z is p 2n+1 = |P |. Since the sum of |χ(x)| 2 over the whole group also equals |P |, we deduce that χ vanishes on all elements of P − Z.
To completely determine χ, we need to evaluate it on elements of Z. Since Z is central, we know that the restriction of χ to Z must be a multiple of a linear character λ of Z. This restriction χ Z is thus equal to p n λ. Moreover, λ can't be trivial because Z is not in the kernel of χ, as P/Z is Abelian. Now different nonlinear irreducible characters of P (recall: there are p − 1 of these) all vanish off of Z and so they differ on Z. It follows that their restrictions to Z are exactly the characters p n λ, as λ runs over the nonprincipal linear characters of Z. We can thus label the nonlinear characters of P as χ λ , where λ runs over the p − 1 nontrivial linear characters of Z. A complete description of χ λ is that its value on x in P − Z is zero and its value on z in Z is p n λ(z).
Of course, the linear characters of P are really just the linear characters of an elementary Abelian p-group of order p n . I doubt that there is anything I can tell you about those that you don't already know. Observe that the character table of P is completely determined without knowing the isomorphism type.
Let me say a bit about isomorphism type, without being as detailed as in my derivation of the character theory. First, a general fact: if x, y in P don't commute, then X =< x, y > is a little extraspecial subgroup of order p 3 . (And you know that there are exactly two isomorphism types of extra-special groups of order p 3 for each prime. For p = 2 these are D 8 and Q 8 and for p > 2, one has exponent p and one has exponent p 2 .) Suppose X < P and let Y be the centralizer in P of X. The fact is that XY = P and X intersects Y at Z. Also, Y is an extra-special group. It follows that P is the central product of X and Y . (This is the factor group of the direct product that identifies the centers.)
Repeating this process of splitting off the small group X, we see that P can be written as the central product of n extra-special groups of order p 3 . In particular, if P has exponent P , then all n pieces have exponent p and P is uniquely determined.
Let's investigate the central product of two extra-special groups of order p 3 . First assume p > 2. One can check that if A and B have exponent p 2 , then in their central product AB one can find two noncommuting elements of order p, and these generate (since p > 2) an extra-special group X of exponent p. It follows that the central product of two exponent p 2 groups is the same as the central product of one of exponent p and one of exponent p 2 . One thus never needs more than one exponent p 2 group to construct P and hence there are two types of P up to isomorphism, one of exponent p and one of exponent p 2 . For p = 2, the amazing fact is that the central product of two D 8 s is isomorphic to the central product of two Q 8 s. It follows that one never needs to use more than one Q 8 , and this yields at most two extra-special 2-groups of any given order. It is a fact (but I don't see a quick proof) that there actually are two different groups for any given order.
There is lots more known. There is information about subgroups and about automorphisms, for example, but I'll stop now. If there is anything else you would like to know, please ask. Marty
