Given a graph G = (V; E) and k positive integers n1; n2; : : : ; n k such that k i=1 ni = |V |, we wish to ÿnd a partition P1; P2; : : : ; P k of the vertex set V such that |Pi| = ni and Pi induces a connected subgraph of G for all i; 1 6 i 6 k. Such a partition is called a k-partition of G. A graph G with n vertices is said to be k-partitionable if there exists a k-partition of G for any partition of n into k parts. LovÃ asz (Acta Math. Acad. Sci. Hungar. 30 (1977) 241) showed that k-connected graphs are k-partitionable. In this paper we prove that plane triangulations are 6-partitionable. This result is the best possible as there exist plane triangulations which are not 7-partitionable.
Introduction
Let G = (V; E) be a graph with |V |=n. Let n = n 1 + n 2 + · · · + n k be an ordered partition of n into k parts, n i ¿1; 16i6k6n. A k-partition of G is a partition of V into k parts P 1 ; P 2 ; : : : ; P k such that |P i | = n i and P i induces a connected subgraph of G for all i; 16i6k: G is said to be k-partitionable if there exists a k-partition of G for every partition of n into k parts.
Let B = b 1 ; b 2 ; : : : ; b m be a sequence of distinct vertices of G with m6k. A k-partition of G with basis B is a k-partition with the additional restriction that b i ∈ P i , for 16i6m. A graph G is said to be k-partitionable with basis B if for every ordered partition of n into k parts there exists a k-partition of G with basis B. We say a graph is k-partitionable with m-basis, m6k, if for every sequence B of m distinct vertices the graph is k-partitionable with basis B.
Gy ori and LovÃ asz [2, 3] independently proved that a graph with at least k +1 vertices is k-partitionable with k-basis i it is k-connected. Thus graphs which are k-partitionable with k-basis can be recognized in polynomial-time. However, no polynomialtime algorithm is known for ÿnding a k-partition in a k-connected graph, with or without basis, for k¿4. A linear-time algorithm is known for 2-partitioning a 2-connected graph with 2-basis [5, 6] and an O(n 2 ) time algorithm is known for 3-partitioning a 3-connected graph with 3-basis [4] . A linear-time algorithm is also known for 4-partitioning a 4-connected planar graph if the four basis vertices are all on the boundary of one face [5] .
In contrast, recognizing even 2-partitionable graphs is NP-complete [1] . The main result in this paper is that plane triangulations are 6-partitionable. This result is the best possible since there exist triangulations which are not 7-partitionable. Moreover, there are triangulations which are not 6-partitionable with 1-basis. While proving the main result we also show that triangulations are 5-partitionable with 1-basis and 4-partitionable with 2-basis. We also show that near-triangulations (plane graphs with at most one face which is not a triangle) are 4-partitionable.
The paper is organized as follows. In Section 2 we introduce our notation and review some basic properties of plane triangulations and near-triangulations. In Section 3 we prove that near-triangulations are 4-partitionable. In Section 4 we prove that triangulations are 6-partitionable. We conclude in Section 5 by giving examples which show that these results cannot be improved in general and also suggest possible generalizations.
Notations and basic results
Let G = (V (G); E(G)) be a simple graph with vertex set V (G) and edge set E(G). An edge incident to vertices u and v is denoted by uv and the vertices u and v are said to be adjacent. A subgraph of G is a graph with vertex set ⊆V (G) and edge set ⊆ E(G). The subgraph induced by a subset S ⊆ V (G) is the maximal subgraph of G with vertex set S and is denoted by G [S] . If v ∈ V (G), the graph obtained by deleting vertex v is the subgraph of G induced by V (G)−{v} and is denoted by G −v. If S ⊂ V (G); G − S is the subgraph of G obtained by deleting all vertices in S. If uv∈E (G) , the graph G=uv is obtained by deleting uv, identifying the vertices u and v and removing any multiple edges. G=uv is said to be the graph obtained by contracting edge uv. The vertex in G=uv obtained by identifying u and v is denoted by uv. A graph G is said to be k-connected if it cannot be disconnected or made trivial (having only one vertex) by deleting ¡k vertices.
A graph is said to be planar if it can be embedded in the plane such that no two edges intersect except at a common endpoint. A plane graph is a planar graph with a ÿxed embedding in the plane. Any plane graph partitions the plane into connected regions called faces whose boundary is deÿned by a closed walk in the graph. In all the plane graphs that we consider, the boundary of every face is a simple cycle and we will identify a face with its boundary cycle. The unbounded face is called the external face and its boundary cycle is the external cycle. The edges and vertices in the external cycle are called external edges and vertices, respectively. All other edges, vertices and faces are said to be internal. Every simple cycle in a plane graph partitions the plane into two regions, one of which is bounded and is called the interior of the cycle and the unbounded region is the exterior. A cycle of length 3 is called a triangle.
A separating triangle is a triangle whose interior and exterior contain at least one vertex. The plane subgraph of a plane graph G induced by vertices in a triangle and its interior (resp. exterior) is called the internal (resp. external) subgraph of the triangle and is denoted by G I (resp. G E ). The number of vertices in G I and G E is denoted by n I and n E , respectively.
A chord is an edge joining two nonconsecutive vertices of the external cycle. Let w 0 ; w 1 ; : : : ; w m−1 be the vertices in clockwise order on the external cycle of a plane graph G and let w i w j be a chord with i¡j. The subgraph induced by vertices in the cycle w i ; w i+1 ; : : : ; w j−1 ; w j and its interior is called the right subgraph of the chord w i w j and is denoted by G R . The left subgraph is deÿned similarly and is denoted by G L . The number of vertices in G R and G L is denoted by n R and n L , respectively.
A triangulation is a simple planar graph which can be embedded in the plane such that every face is a triangle. Since such an embedding is deÿned uniquely (up to a choice of the external face), we will assume any such embedding when referring to a triangulation. A near-triangulation is a simple planar graph which can be embedded in the plane such that the external face is a simple cycle and all other faces are triangles. Note that a triangulation is also a near-triangulation. Again, this embedding is deÿned uniquely (with a choice of external face if it is a triangulation) and we will assume such an embedding when referring to a near-triangulation. In any triangulation G; G I and G E are also triangulations for any triangle. In a near-triangulation G; G I is a triangulation while G E is a near-triangulation for any triangle. G R and G L are neartriangulations for any chord in a near-triangulation G. We now prove a few simple properties of triangulations and near-triangulations which will be used in proving the main results. Lemma 1. Let u; v; w be a face in a triangulation G with at least 4 vertices. There exists a vertex x = v; w adjacent to u such that G=ux is also a triangulation.
Proof. The proof is by induction on the number of vertices in the triangulation. If there are exactly 4 vertices then G must be K 4 and we can choose x to be a vertex di erent from u; v; w. If there is a separating triangle T including u, we may assume without loss of generality that v and w are both contained in the external triangulation of T . Considering the internal triangulation of T and applying induction, we get a vertex x adjacent to u in the interior of T such that G=ux is a triangulation. If there is no separating triangle including u we may choose x to be any vertex adjacent to u and =v; w.
Lemma 2. Let u be any vertex in a triangulation G with at least 4 vertices. There are at least two edges uv; uw incident to u such that G=uv and G=uw are both triangulations.
Proof. If there is a separating triangle T including u, by applying Lemma 1 to the internal and external triangulation of T , we get vertices v and w adjacent to u in the interior and exterior of T , respectively, such that G=uv and G=uw are triangulations. If there is no separating triangle including u, contracting any edge incident to u will result in a triangulation and there are at least 3 such edges.
Lemma 3. Let u be any external vertex in a chordless near-triangulation G with at least 4 vertices. Then at least one of the following properties holds:
(i) There is an internal vertex v adjacent to u such that G=uv is a chordless near-triangulation; and (ii) Contracting any one of the external edges incident to u gives a chordless near-triangulation.
Proof. If there is a separating triangle T including u, by applying Lemma 1 to the internal triangulation of T , we get the required internal vertex v. If there is no separating triangle including u, contracting any one of the external edges incident to u will result in a chordless near-triangulation.
Near-triangulations are 4-partitionable
In this section, we prove that near-triangulations are 4-partitionable.
Lemma 4. Any near-triangulation is 2-partitionable with 2-basis.
Proof. Since a near-triangulation is 2-connected, this follows from the result in [6, 7] .
Lemma 5. Let uv be an external edge in a near-triangulation G. Then G is 3-partitionable with basis u; v.
Proof. The proof is by induction on the number of vertices. The result is trivially true for a near-triangulation with 3 vertices. Let G be a near-triangulation with n¿4 vertices and let n = n 1 + n 2 + n 3 be any ordered partition of n. Case 1: There is no chord incident to u. Let w be a vertex such that u; v; w is a face in G. The graph G − u is also a near-triangulation with the edge vw being an external edge. If n 1 = 1, let P 1 = {u} and 2-partition G − u into parts P 2 ; P 3 of sizes n 2 ; n 3 with basis v; w (Lemma 4). If n 1 ¿1, we can apply induction to 3-partition G − u into parts P 1 ; P 2 ; P 3 of sizes n 1 − 1; n 2 ; n 3 with basis w; v. Letting P 1 = P 1 ∪ {u}, we get the required 3-partition of G.
Case 2: There is a chord incident to u. We may assume that v is contained in G R for any chord incident to u, by labelling u as w 0 and v as w 1 . Let uw be a chord incident to u such that n R is minimum.
If n R 6n 2 + 1, by induction, we can 3-partition G L into parts P 1 ; P 2 ; P 3 of sizes n 1 ; n L − n 1 − n 3 ; n 3 with basis u; w. Letting P 2 = P 2 ∪ (V (G R ) − {u}) we get the required 3-partition of G.
If n 2 + 1¡n R 6n 2 + n 3 + 1, 2-partition G L into parts P 1 ; P 3 of sizes n 1 ; n L − n 1 with basis u; w. G R − u, which is either K 2 or a near-triangulation, can be 2-partitioned into parts P 2 ; P 3 of sizes n 2 ; n R − n 2 − 1 with basis v; w. Letting P 3 = P 3 ∪ P 3 , we get the required 3-partition of G.
If n 2 + n 3 + 1¡n R , 3-partition G R into parts P 1 ; P 2 ; P 3 of sizes n R − n 2 − n 3 ; n 2 ; n 3 with basis u; v.
Note that Lemma 5 also implies that any near-triangulation is 3-partitionable with basis u, for any external vertex u.
Theorem 6. Any near-triangulation with at least 4 vertices is 4-partitionable.
Proof. The result is trivially true for a near-triangulation with 4 vertices. Consider a near-triangulation G with n¿4 vertices. Let n = n 1 + n 2 + n 3 + n 4 be any partition of n. Since we are considering partitioning without basis, we may assume that n 1 is the smallest of the four numbers.
Case 1: G has a chord uv such that min(n R ; n L )¿n 1 + 2.
If n 1 + 26n R 6n 1 + n 2 + 1, 3-partition G R into parts P 2 ; P 3 ; P 1 of sizes n R − n 1 − 1; 1; n 1 with basis u; v (Lemma 5). Similarly, 3-partition G L into parts P 2 ; P 3 ; P 4 of sizes n L − n 3 − n 4 ; n 3 ; n 4 with basis u; v. Let P 2 = P 2 ∪ P 2 and ignore P 3 to get the required 4-partition of G.
If n 1 + n 2 + 1¡n R 6n 1 + n 2 + n 3 , then n 4 + 26n L 6n 4 + n 3 and we can ÿnd a 4-partition as above by interchanging G R and G L ; n 1 and n 4 , n 2 and n 3 .
If n 1 + n 2 + n 3 ¡n R , then n 1 + 26n L 6n 4 + 1 and we can ÿnd a 4-partition as above by interchanging G R and G L , n 2 and n 4 .
Case 2: G has no chord such that min(n R ; n L )¿n 1 + 2. Suppose w i w j and w k w l are two chords in G with n L ¡n 1 + 2. If one of the chords, without loss of generality w k w l , is contained in the right subgraph of w i w j then the left subgraph of w i w j is contained in the left subgraph of w k w l . If neither of the two chords is contained in the right subgraph of the other, the right subgraphs of the two chords can have at most one vertex in common and each contains at least n 2 + n 3 + n 4 + 1 vertices. This implies that n¿2(n 2 + n 3 + n 4 ) + 1 = 2(n − n 1 ) + 1 and hence n 1 ¿(n + 1)=2, contradicting the choice of n 1 as the smallest of the four numbers. Thus the left subgraphs of chords in G with n L ¡n 1 + 2 are totally ordered by the subgraph relation.
If there is a chord in G with n L ¡n 1 + 2, let uv be the unique chord in G such that n L ¡n 1 + 2 and n L is maximum amongst all such chords. All chords with n L ¡n 1 + 2 are contained in the left subgraph of uv. Let G be the right subgraph of the chord uv. If there is no chord in G with n L ¡n 1 + 2, let uv be the external edge w 0 w m−1 of G and let G = G. Note that G is a near-triangulation.
If G contains a chord w i w j then n R ¡n 1 + 2 for that chord and we delete all vertices in G R except w i ; w j from G . Thus the new G is the left subgraph G L of the chord w i w j in G . Repeat this process until there are no chords in G : G is now a chordless near-triangulation whose external edges are either chords or external edges of G.
Let u = w 0 ; w 1 ; : : : ; w m−1 = v be the external cycle of G in clockwise order. If w i−1 w i is a chord of G, let V i =V (G R ) else it will be an external edge of G and let V i = {w i−1 ; w i }; 16i¡m. If uv is a chord of G, let V m =V (G L ) else let V m = {u; v}. Note that |V i |¡n 1 + 2 for 16i6m. We construct the required 4-partition of G by ÿrst ÿnding the part P 1 and then 3-partitioning the rest of the graph. The procedure for ÿnding P 1 is given below.
If there is an internal vertex w in G adjacent to w 0 such that G =w 0 w is a chordless near-triangulation then P 1 := P 1 ∪ {w} G := G =w 0 w w 0 := w 0 w else {Let w i be the vertex following w 0 on the external cycle of G in clockwise order}
with basis w i−1 ; w i P 1 := P 1 ∪ P 1 end {Let w i be the vertex following w 0 on the external cycle of G in clockwise order} P 1 := P 1 and P 2 := V i − P 1 We note that at the end of this procedure |P 1 | = n 1 ; |P 2 |6n 1 6n 2 and the subgraph G of G obtained by deleting vertices in P 1 ∪ (P 2 − {w i }) is a near-triangulation. This follows from the fact that throughout the execution of the above procedure, G is a chordless near-triangulation (Lemma 3). 3-partition G into parts P 2 ; P 3 ; P 4 of sizes n 2 − |P 2 | + 1; n 3 ; n 4 with basis w i . Letting P 2 = P 2 ∪ P 2 , we get the required 4-partition of G. Fig. 1 illustrates the procedure for ÿnding P 1 with n 1 = 7. The vertices and edges in G are shown by solid circles and lines and the remaining vertices and edges of G by small circles and dashed lines. The edges of G which are contracted are shown by thick lines. Initially, P 1 ={w 0 ; v 6 }. When the external edge w 0 w 1 of G is contracted, all the vertices in V 1 ={w 0 ; w 1 ; v 1 } are added to P 1 . The edge w 1 w 2 is not contracted since the number of vertices in V 2 ={w 1 ; w 2 ; v 21 ; v 22 } is greater than the required number. In this case V 2 is 2-partitioned into parts P 1 = {w 1 ; v 21 } which is included in P 1 and the part P 2 ={w 2 ; v 22 } which is included in P 2 . The resulting set of vertices in P 1 is shown enclosed by a dotted curve in Fig. 1 . The interior of the external cycle of the near-triangulation G is shown shaded. Note that internal vertices of G have not been shown. 3-partitioning G with basis w 2 gives the required 4-partition of G.
Triangulations are 6-partitionable
In this section, we prove that plane triangulations are 6-partitionable. The proof is very similar to the proof of 4-partitionability of near-triangulations.
Lemma 7. Any triangulation G with at least 4 vertices is 4-partitionable with 2-basis.
Proof. The proof is by induction on number of vertices in G. If G has 4 vertices the result is trivial. Suppose |V (G)| =n¿4 and let n = n 1 + n 2 + n 3 + n 4 be any ordered partition of n. Let u; v be an arbitrary basis. If n 1 ¿1, let w be a vertex =v such that G=uw is a triangulation (Lemma 2). By induction, G=uw is 4-partitionable with basis uw; v and hence we can ÿnd a 4-partition of G=uw into parts P 1 ; P 2 ; P 3 ; P 4 of sizes n 1 − 1; n 2 ; n 3 ; n 4 with basis uw; v. Letting P 1 = (P 1 − {uw}) ∪ {u; w} we get the required 4-partition of G. If n 2 ¿1, we can apply the same argument by contracting an edge incident to v and not incident to u. If n 1 = n 2 = 1, let P 1 = {u} and P 2 = {v}. If v is an external vertex in the near-triangulation G − u, we can 3-partition G − u into parts P 2 ; P 3 ; P 4 of sizes 1; n 3 ; n 4 with basis v (Lemma 5). If v is an internal vertex in G − u, then (G − u) − v is a 2-connected graph and is thus 2-partitionable [5, 6] .
Lemma 8. Let u; v; w be a face in a triangulation G with at least 4 vertices. G is 4-partitionable with basis u; v; w.
Proof. The proof is again by induction on number of vertices in G. The result is trivial if G has 4 vertices. Suppose that G has n¿4 vertices and let n = n 1 + n 2 + n 3 + n 4 be any ordered partition of n. If n 1 = 1, let P 1 = {u}. G − u is a near-triangulation with vw as an external edge and is thus 3-partitionable with basis v; w (Lemma 5). If n 1 ¿1, let x = v; w be a vertex adjacent to u such that G=ux is a triangulation (Lemma 1). ux; v; w is a face in G=ux and hence, by induction, G=ux is 4-partitionable with basis ux; v; w. 4-partition G=ux into parts P 1 ; P 2 ; P 3 ; P 4 of sizes n 1 − 1; n 2 ; n 3 ; n 4 with basis ux; v; w. Let P 1 = (P 1 − {ux}) ∪ {u; x} to get the required 4-partition of G.
Lemma 9. Any triangulation G with at least 5 vertices is 5-partitionable with 1-basis.
Proof. If G contains 5 vertices, the result is trivial. Let G contain n¿5 vertices. Let n =n 1 + n 2 + n 3 + n 4 + n 5 be any ordered partition of n and u be any basis. If n 1 = 1 then let P 1 ={u}. G − u is a near-triangulation and is thus 4-partitionable (Theorem 6). If n 1 ¿1, let uv be an edge incident to u such that G=uv is a triangulation. Applying induction, G=uv is 5-partitionable with basis uv. 5-partition G=uv into parts P 1 ; P 2 ; P 3 ; P 4 ; P 5 of sizes n 1 − 1; n 2 ; n 3 ; n 4 ; n 5 with basis uv. Let P 1 =(P 1 − {uv}) ∪ {u; v} to get the required 5-partition of G.
Lemma 10. Let u; v; w be a face in a triangulation G with n¿5 vertices. For any ordered partition n − 1 =n 1 + n 2 + n 3 + n 4 , there is a 4-partition of either G − v or G − w with basis u.
Proof. The proof is again by induction and the result is trivially true if n = 5. If n 1 ¿1, let ux; x = v; w be an edge such that G=ux is a triangulation in which ux; v; w is a face (Lemma 1). By induction, there is a 4-partition of G=ux − v or G=ux − w into parts P 1 ; P 2 ; P 3 ; P 4 of sizes n 1 − 1; n 2 ; n 3 ; n 4 with basis ux. Letting P 1 = (P 1 − {ux}) ∪ {u; x} gives the required 4-partition of G − v or G − w.
If n 1 = 1 then P 1 ={u} and G − u is a near-triangulation G with vw as an external edge. If there is no chord incident to v in G then G − v is also a near-triangulation and is 3-partitionable. If there are chords in G incident to v, we can assume that w is contained in G R for every such chord. Let vx be a chord incident to v such that n R is minimum amongst all such chords. We note that G R − v is either K 2 or a near-triangulation for such a chord.
If n R 6n 2 + 2, 3-partition G L into parts P 2 ; P 3 ; P 4 of sizes n L − n 3 − n 4 ; n 3 ; n 4 with basis x; v (Lemma 5). Letting P 2 = P 2 ∪ (V (G R ) − {v; w}) gives the required 4-partition of G − w.
If n 2 + 2¡n R 6n 2 + n 3 + 1, 2-partition G R − v into parts P 3 ; P 2 of sizes n R − n 2 − 1; n 2 with basis x; w. G L can be 3-partitioned into parts P ; P 3 ; P 4 of sizes 1; n L − n 4 − 1; n 4 with basis v; x. Letting P 3 = P 3 ∪ P 3 and ignoring the part P containing just the vertex v, we get the required 4-partition of G − v.
If n 2 + n 3 + 1¡n R , 3-partition G R − v into parts P 4 ; P 2 ; P 3 of sizes n R − n 2 − n 3 − 1; n 2 ; n 3 with basis x. Letting P 4 = P 4 ∪ (V (G L ) − {v}), we get the required 4-partition of G − v.
Theorem 11. Any plane triangulation with at least 6 vertices is 6-partitionable.
Proof. The result is trivially true for a triangulation with 6 vertices. Let G be any plane triangulation with n¿6 vertices and let n = n 1 + n 2 + n 3 + n 4 + n 5 + n 6 be a partition of n. Since we are considering partitioning without basis, we can assume, without loss of generality, that n 1 is the smallest of the 6 numbers.
Case 1: G has a separating triangle u; v; w such that min(n I ; n E )¿n 1 + 3.
If n 1 + 36n I 6n 1 + n 2 + 2, 4-partition G I into parts P 2 ; P 3 ; P 4 ; P 1 of sizes n I − n 1 − 2; 1; 1; n 1 with basis u; v; w (Lemma 8). 5-partition G E into parts P 2 ; P 3 ; P 4 ; P 5 ; P 6 of sizes n 2 + n 1 + 3 − n I ; n 3 ; n 4 ; n 5 ; n 6 with basis u (Lemma 9). Letting P 2 = P 2 ∪ P 2 and ignoring the parts P 3 and P 4 , we get the required 6-partition of G.
If n 1 + n 2 + 2¡n I 6n 1 + n 2 + n 3 + 1, either G E − v or G E − w can be 4-partitioned into parts P 3 ; P 4 ; P 5 ; P 6 of sizes n E − n 4 − n 5 − n 6 − 1; n 4 ; n 5 ; n 6 with basis u (Lemma 10). Suppose, without loss of generality, that G E − v has the required 4-partition. G I − w is a near-triangulation and we can 3-partition it into parts P 3 ; P 1 ; P 2 of sizes n I − n 1 − n 2 − 1; n 1 ; n 2 with basis u. Letting P 3 = P 3 ∪ P 3 we get the required 6-partition of G.
If n 1 + n 2 + n 3 + 1¡n I then n E 6n 4 + n 5 + n 6 + 1. If n E ¿n 4 + 3, we can apply the above argument by interchanging G I and G E ; n 1 and n 4 ; n 2 and n 5 ; n 3 and n 6 . If n E ¡n 4 + 3, then n 1 + 36n E 6n 1 + n 4 + 2 and we can again apply the ÿrst argument above by interchanging G I and G E ; n 2 and n 4 .
Case 2: G has no separating triangle with min(n I ; n E )¿n 1 + 3. Suppose T 1 and T 2 are two triangles in G with n E ¡n 1 +3. If one of the triangles, say T 2 , is contained in the internal triangulation of T 1 then the external triangulation of T 2 contains the external triangulation of T 1 . If neither of the two triangles is contained in the internal triangulation of the other, the two internal triangulations can have at most two vertices in common and each of them contains at least n 2 + n 3 + n 4 + n 5 + n 6 + 1 vertices, a contradiction. This implies that the external triangulations of triangles in G with n E ¡n 1 + 3 are totally ordered by the subgraph relation. Since the external face of G has n E ¡n 1 + 3, there exists a unique triangle T in G with n E ¡n 1 + 3 such that n E is maximum amongst all such triangles. Any triangle in G with n E ¡n 1 + 3 must be contained in the external triangulation of T . Let G be the internal triangulation of T .
If there is a separating triangle T in G , then n I ¡n 1 + 3 for that triangle and we delete all vertices of G contained in the interior of T from G . The new G is thus the external triangulation G E of T in G . Repeat this process until G is a triangulation without separating triangles.
We can order the vertices of G as v 1 ; v 2 ; : : : ; v m such that G i , the subgraph of G induced by {v 1 ; v 2 ; : : : ; v i }, is a near-triangulation for 36i6m and G i , the subgraph of G induced by {v i+1 ; v i+2 ; : : : ; v m }, is also a near-triangulation, for 16i6m − 3. This is essentially the ordering used in [6] and it may be found as follows. If |V p ∪ V p1 |6n S , 2-partition G[(V p2 − {u p2 }) ∪ {w p2 }] into parts P 1 ; P 4 of sizes n S − |V p ∪ V p1 | + 1; |V p+1 | − n S + 1 with basis v p+1 ; w p2 . 3-partition G[V p ∪ V p1 ] into parts P 1 ; P 2 ; P 3 of sizes |V p ∪ V p1 | − n 2 − n 3 ; n 2 ; n 3 with basis v p+1 . Similarly, 3-partition
] into parts P 4 ; P 5 ; P 6 of sizes |V p+1 |−n 5 −n 6 ; n 5 ; n 6 with basis w p2 . Let P 1 = P 1 ∪ P 1 and P 4 = P 4 ∪ P 4 to get the required 6-partition of G. Fig. 3 illustrates the structure of the partitions found in the two cases with |V p+1 | = |V p | + 5. Fig. 3(a) illustrates a situation where n S = |V p | + 1 while in Fig. 3(b) n S = |V p+1 |−1. Note that V p1 ={u p1 ; v p+1 ; a; b} and V p2 = {u p2 ; v p+1 ; c; d}. In the ÿrst case G[V p1 ] is 2-partitioned into the parts P 1 = {u p1 ; a} and P 4 = {v p+1 ; b} shown by thick lines. In the second case G[(V p2 − {u p2 }) ∪ {w p2 }] is 2-partitioned into P 1 = {v p+1 ; c} and P 4 = {w p2 ; d}. The shaded regions represent the interiors of the external cycles of the two near-triangulations which are 3-partitioned. The internal vertices of the neartriangulations G[V p ] and G [V p+1 ] are not shown. The remaining edges of G joining external vertices of the near-triangulations are also not shown in Fig. 3 . Note that the external face of G will be an internal face of the near-triangulation
This completes the proof of Theorem 11.
Conclusion
We have proved that any plane triangulation is 6-partitionable, 5-partitionable with 1-basis and 4-partitionable with 2-basis. These results are the best possible since it is easy to construct a plane triangulation which is not 7-partitionable. Take any triangulation with 6 vertices, add a new vertex in each of the 8 faces and make it adjacent to the 3 vertices on the boundary of the corresponding face. The resulting triangulation does not have a perfect matching and hence is not 7-partitionable. Similarly, if we start with a triangulation with 5 vertices and insert a new vertex in each of the 6 faces, the resulting triangulation cannot be partitioned into parts of sizes 1; 2; 2; 2; 2; 2 with basis as any one of the 5 original vertices. If we delete any one of them, we get a near-triangulation with 10 vertices without a perfect matching and hence it is not 5-partitionable.
It seems possible to generalize these results further. In particular, it remains to be seen whether all planar 3-connected graphs are 6-partitionable. It is easy to verify that every planar 3-connected graph with 12 vertices has a perfect matching. It may be noted that planar 4-connected graphs are Hamiltonian [7] and hence k-partitionable for any k.
