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Abstract
We study a class of quantized enveloping algebras, called twisted Yangians, associated with the
symmetric pairs of types B, C, D in Cartan’s classification. These algebras can be regarded as coideal
subalgebras of the Yangian for orthogonal or symplectic Lie algebras. They can also be presented as
quotients of a reflection algebra by additional symmetry relations. We prove an analogue of the Poincare´–
Birkoff–Witt Theorem, determine their centres and study also extended reflection algebras.
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1 Introduction
Twisted Yangians are some of the most elegant examples of the infinite dimensional reflection algebras in-
troduced by E. Sklyanin in [Sk]. The name twisted Yangian is due to G. Olshanskii, who constructed the
first examples of such algebras for symmetric pairs of types AI and AII in [Ol] using the RTT -presentation
of Yangians [FRT]. It is known that those twisted Yangians can be presented in two different ways: as
abstract algebras defined by a reflection equation together with some additional relations, such as symmetry
and unitarity relations, or as coideal subalgebras of the Yangian Y (gln). Twisted Yangians have also been
shown to emerge in Drinfeld’s original presentation of Yangians [DMS], an approach which allows the con-
struction of generalized (or MacKay) twisted Yangians Y (g, k) for symmetric pairs (g, k) of arbitrary type
[Ma1]. Moreover, these twisted Yangians Y (g, k) have been shown to be an integral part of many models
of mathematical physics, such as open spin chains, vertex models, non-linear sigma models, and play an
important part in quantum field theory; see e.g. [Ma2] and references therein.
The algebraic properties of Yangians of type A and twisted Yangians of types AI and AII (corresponding
to the symmetric pairs (glN , soN) and (glN , spN), or with glN replaced by slN ) were thoroughly explored in
the survey paper [MNO] by A. Molev, M. Nazarov and G. Olshankii (see also the references therein). The
RTT -type relation gives the Yangian Y (glN ), while Y (slN ) is obtained by setting the quantum determinant
of Y (glN ) equal to the identity. For the case of the twisted Yangians of types AI and AII, the reflection
equation (in its twisted form) leads to an extended twisted Yangian; by introducing an additional symmetry
relation, the twisted Yangian is recovered. The analogue of the quantum determinant for the twisted Yangian
is called the Sklyanin determinant. Its coefficients generate the whole centre of the twisted Yangian and,
by setting it equal to 1, the special twisted Yangian, which is a coideal subalgebra of Y (slN ), is obtained.
Finite-dimensional irreducible representations of these algebras were classified in [Mo1] and their skew-
representations were explored in [Mo2]. Recent work of S. Khoroshkin and M. Nazarov (e.g. [KhNa1,
KhNa2, KhNa3, KNP] and related papers) provides explicit realizations of those representations for the
Yangians of type A and for the twisted Yangians of types AI and AII using the theory of Howe dual pairs
and Mickelsson algebras. There also exist symmetric pairs of type AIII, namely (glN , glp ⊕ glN−p): the
corresponding twisted Yangians were constructed by A. Molev and E. Ragoucy in [MoRa] who related them
also to reflection algebras and classified their finite-dimensional irreducible representations. In this case, the
reflection equation is used in its regular (non-twisted) form and the role of the symmetry equation is played
by the unitarity constraint.
The q-analogues of twisted Yangians of types AI and AII were constructed in [MRS] and of type AIII in
[CGM]. They can be called either twisted q-Yangians or twisted quantum loop algebras. Given a certain
involution ρ on g, twisted Yangians can be understood as flat deformations of the enveloping algebra of
the twisted (half-loop) current Lie algebra g[x]ρ (see below for its definition), and their q-analogues are
deformations of the enveloping algebra of the twisted loop Lie algebra g[x, x−1]ρ (where the involution on
C[x, x−1] is x 7→ x−1). Moreover, the defining relations of these algebras use a slightly different type of
reflection equations. The specialization of quantum loop algebras to Yangians was postulated by Drinfel’d
[Dr1], and was proven in [GTL, GuMa]. The proof relies of the Drinfeld’s second presentation of these algebras
[Dr3]; however, no analogue of this presentation is known for twisted quantum loop algebras and twisted
Yangians, but it is still possible to degenerate twisted quantum loop algebras to twisted Yangians using the
RTT -presentation in types AI and AII [CoGu]. Closure relations for twisted Yangians in Drinfeld’s first
presentation for symmetric pairs of general type were recently demonstrated in [BeRe]. Twisted quantum
loop algebras should fit in the more general framework of quantum symmetric pairs for Kac-Moody Lie
algebras developed in [Ko]. This last paper presents a generalization of the work of G. Letzter [Le], M. Noumi
and T. Sugitani on quantum symmetric spaces [NoSu].
An RTT -presentation of Yangians associated with the classical Lie algebras of types B, C, D is given
very explicitly by D. Arnoudon et al. in [AACFR], but the existence of such presentations has been known
since the foundational papers [Dr1, Dr2]. It was further explored in [AMR], where certain isomorphisms
between Yangians of low rank were constructed and the finite dimensional irreducible representations were
classified. In this case, the RTT -type relation defines an extended Yangian X(g), while the Yangian Y (g) is
obtained by taking the quotient of X(g) by the ideal generated by all non-scalar central elements.
The goal of this paper is to construct analogues of Olshanskii’s twisted Yangians for all symmetric pairs
of classical Lie algebras of types B, C, D and to describe fundamental properties of these new algebras. The
symmetric pairs are those given by Cartan’s classification of symmetric spaces (see [He], Chapter X):
BDI: (soN , sop ⊕ soq), CI: (spN , glN/2), CII: (spN , spp ⊕ spq), DIII: (soN , glN/2),
where p+ q = N , and p, q, N are all even in the CI, CII and DIII cases. For all of these cases, the twisted
Yangian can be understood as a quantization of the universal enveloping algebra Ug[x]ρ of the twisted current
Lie algebra g[x]ρ related to the pair (g, gρ), where ρ is an involution of g and gρ denotes the subalgebra of g
fixed by ρ. The twisted current algebra g[x]ρ is defined as the subspace of g[x] consisting of elements fixed
by the involution ρ extended to g[x] by ρ(Fp(x)) = ρ(F )p(−x) ∀F ∈ g, ∀ p(x) ∈ C[x].
We also construct twisted Yangians corresponding to trivial symmetric pairs, namely
BCD0: (g, g) for g = spN and g = soN .
In this case, the involution ρ acts trivially on g, but is non-trivially extended to the current Lie algebra, giving
g[x]ρ = g[x2]. Despite the fact that g[x2] ∼= g[x] as a Lie algebra, the quantization of the twisted current
algebra Ug[x2] is a twisted Yangian not isomorphic to Y (g). For Lie algebras of type A, the corresponding
twisted Yangian can be constructed as in [MoRa] for the extremal case p = N of the symmetric pair of
type AIII (glN , glp ⊕ glN−p). For symmetric pairs of types BDI and CII, we can also set p = N and q = 0.
However, as we will see in this paper, there are some important differences between the extremal and non-
extremal cases. This is in contrast to type AIII, where all of the twisted Yangians with p = 0, . . . , N obey
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relations of the same form. Our twisted Yangians of type BCD0 are very similar to the reflection algebra
defined in [IMO] - see Definition 3.1, Proposition 3.2 and the homomorphism (3.44) in loc. cit.
First, we define extended twisted Yangians X(g,G)tw as coideal subalgebras of the extended Yangians
X(g), and twisted Yangians Y (g,G)tw as quotients of the extended twisted Yangians by the unitarity con-
straint. The latter have no non-trivial central elements and are coideal subalgebras of the Yangians Y (g).
The construction of these coideal subalgebras is based on a matrix G(u), which is a solution of the reflec-
tion equation and is a rational function of the spectral parameter u and the matrix G. The corresponding
symmetric pair is (g, gρ) where gρ = {X ∈ g |X = GXG−1}, and all the symmetric pairs of types B, C and
D can be obtained this way. Moreover, the form of the rational matrix G(u) coincides with that of rational
K-matrices of the principal chiral model on the half-line found in [MaSho]. The differences are due to the
fact that for a given symmetric pair, the matrix G is not unique.
We show that Y (g,G)tw is isomorphic to a subalgebra Y˜ (g,G)tw of the extended Yangian and this leads
to the decomposition X(g,G)tw ∼= ZX(g,G)tw ⊗ Y˜ (g,G)tw where ZX(g,G)tw is the centre of X(g,G)tw: see
Theorem 3.1. We then prove an analogue of the Poincare´-Birkoff-Witt Theorem for the twisted Yangians
and their extended version (Theorem 3.2), and determine the centre of X(g,G)tw in Subsection 3.4. We also
explain how twisted Yangians provide a quantization of a left Lie coideal structure: see Theorem 3.3.
In Section 4, we show that twisted Yangians (extended or not) are isomorphic to a class of reflection
algebras satisfying additional symmetry and unitarity relations: see Theorems 4.1 and 4.2. In the following
section on the quantum contraction, we introduce extended reflection algebras and explain how the symmetry
and unitarity relations are equivalent to the vanishing of certain central elements: see Theorems 5.2 and 5.4.
These central elements are obtained as coefficients of certain even and odd power series. Similar results were
already known for twisted Yangians of types AI and AII [MNO].
Since sl2 is isomorphic to so3 and sp2, it is natural to ask if our twisted Yangians for g = so3 or g = sp2
are isomorphic to Olshanski’s twisted Yangians for sl2: this is indeed the case as proved in [GRW].
In a future work, we hope to explore q-analogues of our twisted Yangians and of the extended Yangians.
A word of explanation is necessary to clarify the terminology used in this paper. We use the name twisted
Yangian when referring to coideal subalgebras of a Yangian. We use the name reflection algebra for algebras
defined by a reflection equation. Twisted Yangians and reflection algebras are not isomorphic in general; they
become isomorphic by requiring additional (symmetry and/or unitarity) relations to hold.
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2 Extended Yangian
The extended Yangian X(g) was first introduced in [AACFR] and was studied furthermore in [AMR]. It
admits as quotients the standard (untwisted) orthogonal and symplectic Yangians Y (g): see the remark at
the end of Section 2 in [AMR]. In this section, we will summarize relevant definitions and results from
loc. cit., to which we refer the reader for detailed explanations.
Let n ∈ N and set N = 2n or N = 2n + 1. Then g will denote either the orthogonal Lie algebra soN
or the symplectic Lie algebra spN (only when N = 2n). These algebras can be realized as Lie subalgebras
of glN in the following way. Let us label the rows and columns of glN by the indices {−n, . . . ,−1, 1, . . . , n}
if N = 2n and by {−n, . . . ,−1, 0, 1, . . . , n} if N = 2n + 1. Set θij = 1 in the orthogonal case ∀ i, j and
θij = sign(i) · sign(j) in the symplectic case for i, j ∈ {±1,±2, . . . ,±n}. Let Fij = Eij − θijE−j,−i where
Eij is the usual elementary matrix of glN . Then g = spanC{Fij | −n ≤ i, j ≤ n}. These matrices satisfy the
relations
Fij + θijF−j,−i = 0, [Fij , Fkl] = δjkFil − δilFkj + θijδj,−lFk,−i − θijδi,−kF−j,l. (2.1)
All the tensor products in this paper will be over C, so ⊗ = ⊗C. We need to introduce some operators:
P ∈ EndCN ⊗EndCN will denote the permutation operator on CN ⊗CN , and Q will denote the transposed
projector on CN ⊗ CN , so
P =
∑n
i,j=−n Eij ⊗ Eji, Q =
∑n
i,j=−n θijEij ⊗ E−i,−j . (2.2)
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The operator Q is obtained from P by taking the transpose of either the first or the second matrix, namely
Q = P t1 = P t2 , the transpose t being the one with respect to the bilinear form on CN given by (u, v) = u′Bv
where B is the matrix with entries bij = sign(i) δi,−j in the symplectic case and bij = δi,−j in the orthogonal
case, and the primed notation u′ denotes the usual matrix transposition. The transposition t acts on the
basis elements by the rule (Eij)
t = θijE−j,−i. Let I denote the identity matrix. Then P 2 = I, and also
PQ = QP = ±Q and Q2 = NQ, which will be useful below. Here (and further in this paper) the upper sign
corresponds to the orthogonal case and the lower sign to the symplectic case.
Set κ = N/2∓ 1. The R-matrix R(u) that we will need is defined by:
R(u) = I − P
u
+
Q
u− κ. (2.3)
It is a solution of the quantum Yang-Baxter equation with spectral parameter,
R12(u)R13(u + v)R23(v) = R23(v)R13(u+ v)R12(u). (2.4)
We borrowed the matrix R(u) from [AACFR], but it actually appeared earlier in [ZaZa] and [KuSk].
Definition 2.1 ([AACFR, AMR]). The extended Yangian X(g) is the associative C-algebra with generators
t
(r)
ij for −n ≤ i, j ≤ n and r ∈ Z≥0, which satisfy the following relations:
R(u− v)T1(u)T2(v) = T2(v)T1(u)R(u− v), (2.5)
where T1(u) and T2(u) are the elements of EndC
N ⊗ EndCN ⊗X(g)[[u−1]] given by
T1(u) =
∑n
i,j=−n Eij ⊗ 1⊗ tij(u), T2(u) =
∑n
i,j=−n 1⊗ Eij ⊗ tij(u),
with the formal power series given by
tij(u) =
∑∞
r=0 t
(r)
ij u
−r ∈ X(g)[[u−1]], t(0)ij = δij .
In terms of the power series elements tij(u), the defining relations are
[ tij(u), tkl(v)] =
1
u− v
(
tkj(u) til(v)− tkj(v) til(u)
)
− 1
u− v − κ
n∑
a=−n
(
δk,−i θia taj(u) t−a,l(v)− δl,−j θja tk,−a(v) tia(u)
)
. (2.6)
The Hopf algebra structure of X(g) is given by
∆ : tij(u) 7→
∑n
k=−n tik(u)⊗ tkj(u), S : T (u) 7→ T−1(u), ǫ : T (u) 7→ I. (2.7)
Lemma 2.1 ([AMR, Proposition 3.11]). There exists an embedding Ug →֒ X(g) of the enveloping algebra
of g into the extended Yangian given by Fij 7→ 12 (t
(1)
ij − θijt(1)−j,−i).
Remark 2.1 ([AMR]). If i 6= j, then t(1)ij = −θijt(1)−j,−i, so the embedding sends Fij to t(1)ij . However,
t
(1)
ii = z1−t(1)−i,−i where z1 is a certain central element in X(g), so the previous embedding maps Fii to t(1)ii − z12 .
Next, we will state some properties of X(g) that we will require in further sections. Consider an arbitrary
formal series f(u) of the form
f(u) = 1 + f1u
−1 + f2u−2 + · · · ∈ C[[u−1]].
Let a ∈ C be an arbitrary constant and let A be a matrix with entries in C such that AAt = 1. Then each
of the maps in the first line below defines an automorphism of X(g) and each map in the second line defines
an anti-automorphism:
µf : T (u) 7→ f(u)T (u), τa : T (u) 7→ T (u− a), αA : T (u) 7→ AT (u)At, (2.8)
T (u) 7→ T (−u), T (u) 7→ T t(u), T (u) 7→ T−1(u). (2.9)
This is verified with the use of the following property of the R-matrix:
R(u)R(−u) = (1− u−2) · I, (2.10)
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and the fact that R(u) is stable under the composition of the transpositions in the first and the second copies
of EndCN : Rt1t2(u) = R(u).
Let ZX(g) denote the centre of X(g). Multiply both sides of (2.5) by u − v − κ and set u = v + κ.
Then upon replacing v by u one obtains QT1(u + κ)T2(u) = T2(u)T1(u + κ)Q. Recall that N
−1Q is a
projection operator to a one-dimensional subspace of CN ⊗ CN . Thus the expression above must be equal
to Q times a formal power series z(u). Using the definition of Q, one deduces that QT1(u) = QT
t
2(u) and
T1(u)Q = T
t
2(u)Q. From this, one can show that
T t(u+ κ)T (u) = T (u)T t(u+ κ) = z(u) · I, (2.11)
where z(u) = 1 +
∑
i≥1 zi u
−i is called the quantum contraction of the matrix T (u); its coefficients zi
generate the centre ZX(g) of X(g). This leads to the following tensor product decomposition of X(g)
[AMR, Theorem 3.1]:
X(g) = ZX(g)⊗ Y (g), (2.12)
where Y (g) is the Yangian of g. Y (g) is thus isomorphic to the quotient of X(g) by the ideal generated by
the central elements zi, that is, Y (g) ∼= X(g)/(z(u) − 1). It is also isomorphic to the subalgebra of X(g)
stable under all the automorphisms µf . Let us give a few more details which will be relevant later.
Let y(u) be the unique series such that z(u) = y(u) y(u+ κ). By (2.11) the automorphism µf takes y(u)
to f(u) y(u). The Yangian Y (g) ([AMR], Corollary 3.2) may be alternatively defined as the subalgebra of
X(g) stable under all the automorphisms µf given in (2.8), i.e. as the subalgebra Y˜ (g) generated by the
coefficients τ
(r)
ij of the series τij(u) = y
−1(u) tij(u) with −n ≤ i, j ≤ n and r ∈ Z≥0.
The generators τ
(r)
ij of Y˜ (g) satisfy the relations (2.6) with tij(u) replaced by τij(u) and the additional
relation ∑n
a=−n θak τ−a,−k(u+ κ) τal(u) = δkl. (2.13)
We can also express these as:
T (u) = y(u) T (u), T (u) T t(u + κ) = T t(u+ κ) T (u) = I (2.14)
where T (u) is the matrix with entries τij(u).
3 Twisted Yangians
The twisted Yangians of types AI and AII, corresponding to the symmetric pairs (gln, son), and (glN , spN)
and the twisted reflection equation were first introduced by G. Olshanskii in [Ol] and have been studied
extensively over the past twenty years (see e.g. [MNO] for a pedagogic exposition). Those of type AIII were
first investigated in [MoRa] where they were called reflection algebras since they can be defined using the
non-twisted reflection equation, and their twisted quantum loop analogues were introduced in [CGM]. In
this section, we introduce new twisted Yangians for the classical Lie algebras of types B, C and D: they
are in bijection with the symmetric pairs of types BDI, CI, CII and DIII. This notation refers to Cartan’s
classification of symmetric spaces. We also introduce twisted Yangians BCD0 of even levels that are analogues
of the even loop twisted Yangians of [BeRe] and the reflection algebras B(n, 0) of [MoRa].
3.1 Symmetric pairs of types B, C, D
The symmetric pairs we are interested in are of the form (g, gρ) where ρ is an involutive automorphism of g
given by Ad(G) where G ∈ G or √−1G ∈ G and
G = {A ∈ SLN(C) |A−1 = At} and g = {X ∈ slN |X +Xt = 0}.
The fixed-point subalgebra gρ is given by gρ = {X ∈ g |X = GXG−1} = span{X+GXG−1 |X ∈ g}. We will
denote by gˇρ the eigenspace of eigenvalue −1 of ρ and by gij the entries of G. The matrix G is not unique,
but gAd(G1) ∼= gAd(G2) implies that G1 and G2 are, up to a central element, conjugate to each other under G
as explained below, except in type D where ON (C) has to be considered instead of SON (C).
Let us consider each symmetric pair and one or two choices for the matrix G:
• BCD0 : G = IN , ρ is trivial and gρ = g.
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• CI : N is even, g = spN , G =
∑N
2
i=1(Eii − E−i,−i) and gρ ∼= glN
2
. In this case, it is
√−1G ∈ G.
• DIII : N is even, g = soN , G =
∑N
2
i=1(Eii − E−i,−i) and gρ ∼= glN
2
. In this case, it is
√−1G ∈ G.
• CII : N , p and q are even and > 0, N = p+ q, g = spN ,
G = −∑ q2i=1(Eii + E−i,−i) +∑N2i= q
2
+1
(Eii + E−i,−i)
and gρ = spp ⊕ spq. More precisely, the subalgebra of gρ spanned by Fij with − q2 ≤ i, j ≤ q2 is
isomorphic to spq and the subalgebra of g
ρ spanned by Fij with |i|, |j| > q2 is isomorphic to spp.
• BDI : g = soN , gρ = sop ⊕ soq where p > q > 0 if N is odd, and p ≥ q > 0 if N is even. (If q = 1,
then soq is the zero Lie algebra.) When N is even, p and q have the same parity and G is given by
G =∑ p−q2i=1 (Eii + E−i,−i) +∑N2i= p−q
2
+1
(E−i,i + Ei,−i).
When N is odd, p− q is odd and
G =∑ p−q−12
i=− p−q−1
2
Eii +
∑N−1
2
i= p−q+1
2
(E−i,i + Ei,−i).
To see that gρ ∼= sop ⊕ soq, we will adopt the more common point of view on soN , namely that it is
isomorphic to the the Lie algebra of matrices in slN skew-symmetric with respect to the main diagonal.
Let s˜oN = {X ∈ slN |X = −X ′}: here, X ′ is the standard transpose of X with respect to its main
diagonal. Let C be the matrix with non zero-entries given by cii = −
√−1√
2
, c−i,−i = 1√2 , c−i,i =
√−1√
2
, ci,−i =
1√
2
for 1 ≤ i ≤ N2 if N is even and for 1 ≤ i ≤ N−12 if N is odd; in the latter case, we also set c00 = 1.
Then CC′ = K where K is the antidiagonal matrix with entries kij = δi,−j . An isomorphism ϕ : s˜oN −→ g
is given by ϕ(X) = CXC−1. Indeed, if X = −X ′, then −ϕ(X)t = −K(CXC−1)′K = −K(C−1)′X ′C′K =
CXC−1 = ϕ(X), so ϕ(X) ∈ g.
If N is even and p > q, we let G˜ be the diagonal matrix with entries g˜ii = 1 for −N2 ≤ i ≤ p − N2 and
g˜ii = −1 for p− N2 + 1 ≤ i ≤ N2 . If N is even and p = q = N2 , we let G˜ be the diagonal matrix with entries
g˜ii = 1 for i < 0 and g˜ii = −1 for i > 0. If N is odd and p > q, we let G˜ be the diagonal matrix with
entries g˜ii = 1 for −N−12 ≤ i ≤ p− N+12 and g˜ii = −1 for p− N−12 ≤ i ≤ N−12 . Conjugation by G˜ defines an
automorphism ρ˜ of s˜oN with fixed-point subalgebra isomorphic to sop ⊕ soq. Using ϕ, we can transport it
to an automorphism ρ of g: ρ(X) = (ϕ ◦ ρ˜ ◦ ϕ−1)(X) = (CG˜C−1)X(CG˜C−1)−1. Observe that G = CG˜C−1
with G as given above, and ρ(X) = GXG−1: this proves that gρ ∼= sop ⊕ soq because gρ is isomorphic via ϕ
to s˜o
ρ˜
N .
When N , p and q are even, another possibility for G is∑N2i= q
2
+1(Eii+E−i,−i)−
∑ q
2
i=1(Eii+E−i,−i). When
N is odd, p is odd and q is even, another possibility for G is ∑N−12
i= p+1
2
(Eii + E−i,−i) −
∑ p−1
2
i=0 (Eii + E−i,−i).
The fixed-point subalgebra is also isomorphic to sop ⊕ soq. The main advantage of the first matrix G given
above in the BDI case is that it works for all possible parities of N , p and q.
The various matrices G chosen in the previous paragraphs will help us define the twisted Yangians that will
be of interest to us in the remainder of this article. They are not the only ones that we could use. Theorem
6.1 in [He] says that if ρ1 and ρ2 are two involutions of a simple Lie algebra g and if g
ρ1 is isomorphic to
gρ2 , then ρ1 and ρ2 are conjugate under Aut(g). When g is of type B or C, there are no Dynkin diagram
automorphisms and consequently Aut(g) consists of inner automorphisms. This means that there exists a
third matrix D in G such that Ad(G1) = Ad(D)Ad(G2)Ad(D)−1, hence G1 = ZDG2D−1 where Z is in the
centre of G. We can take G2 to be one of the matrices G above (in types BI or CII) or
√−1G (in type CI) and
conclude that if G1 is any other matrix such that Ad(G1) is an involution of g with fixed-point subalgebra
isomorphic to gρ, then G1 is in the orbit of G (or
√−1G) under the adjoint action of G, up to multiplication
by a central element in G. (The centre is trivial when G = SON (C) and N is odd, and it is equal to {±I}
when G = SON (C) with N even or G = SpN(C).) The orbit of G (or
√−1G) under the action of Aut(g) is
in bijection with Aut(g)/CentAut(g)(G) where CentAut(g)(G) is the centralizer of G in Aut(g). The centralizer
CentAut(g)(G) can be determined for the specific matrices G considered above and is a complex Lie subgroup
of G with Lie algebra gρ.
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3.2 Twisted Yangians as subalgebras and quotients of extended twisted Yan-
gians
We now introduce two types of twisted Yangians associated to the extended Yangian X(g). We will explore
their algebraic structure in the subsections bellow.
Definition 3.1. Let the matrix G be as described above. The extended twisted Yangian X(g,G)tw is the
subalgebra of X(g) generated by the coefficients of the entries of the S-matrix
S(u) = T (u− κ/2)G(u)T t(−u+ κ/2), (3.1)
where
• G(u) = G for cases BCD0, CI, DIII and DI, CII when p = q;
• G(u) = (I − c uG)(1− c u)−1 with c = 4p−q for cases BDI, CII when p > q.
We will further refer to the first case above as ‘G of the first kind’ and to the second case as ‘G of the second
kind’. We will use the same terminology for the matrices G(u) and S(u).
Remark 3.1. The BCD0 case was considered in [IMO] (see Definition 3.1 of their reflection algebra); those
authors used a slightly different formula for S(u) (see Proposition 3.2 in [IMO]). Our formula (3.1) is more
in line with the one used in [MNO]. The choice of G(u) is motivated by [MaSho]. The rational form of G(u)
is a new feature of twisted Yangians of types B,C,D which is not present in type A. The shift by κ/2 in (3.1)
is imposed upon us by (2.11). Shifting by κ/2 gives a more symmetric formula for S(u) and for the left-hand
side of (3.2), which is similar to the notation used in physics for the unitary condition.
Proposition 3.1. In the algebra X(g,G)tw, the product S(u)S(−u) is a scalar matrix
S(u)S(−u) = w(u) · I, (3.2)
where w(u) is an even formal power series in u−1 with coefficients wi (i = 2, 4, . . .) central in X(g,G)tw.
Proof. Recall that T t(u+ κ)T (u) = T (u)T t(u+ κ) = z(u) · I. Thus
S(u)S(−u) = z(−u− κ/2) z(u− κ/2) · I,
and w(u) = z(−u − κ/2) z(u − κ/2) is indeed an even series whose coefficients are central since so are the
coefficients of z(u) in X(g).
Let W (g,G)tw denote the commutative algebra generated by the coefficients of w(u). It will be proven
in Section 3.4 that W (g,G)tw is indeed the centre of X(g,G)tw.
Definition 3.2. The twisted Yangian Y (g,G)tw is the quotient of X(g,G)tw by the ideal generated by the
coefficients of the unitarity relation, i.e.,
Y (g,G)tw = X(g,G)tw/(S(u)S(−u)− I). (3.3)
The new Yangians, as Olshanskii’s twisted Yangians, are coideal subalgebras of a larger Yangian.
Proposition 3.2. The algebra X(g,G)tw is a left coideal subalgebra of X(g):
∆(X(g,G)tw) ⊂ X(g)⊗X(g,G)tw.
Proof. It is sufficient to show that ∆(sij(u)) ∈ X(g)⊗X(g,G)tw. Indeed,
sij(u) =
∑n
a,b=−n θjb tia(u− κ/2) gab(u) t−j,−b(−u+ κ/2).
and by (2.7),
∆(sij(u)) =
∑n
a,b=−n θjb tia(u − κ/2) t−j,−b(−u+ κ/2)⊗ sab(u), (3.4)
which completes the proof.
The elements wi are group-like in X(g,G)tw, that is, ∆ : w(u) 7→ w(u)⊗ w(u). This follows straightfor-
wardly since ∆ : z(u) 7→ z(u)⊗ z(u) (see (2.29) in [AMR]), which can be obtained from (2.11).
Now we show that Y (g,G)tw is isomorphic to a subalgebra of the extended twisted Yangian. Recall
that Y˜ (g) was defined as the subalgebra of X(g) generated by the coefficients τ
(r)
ij of the series τij(u) =
y−1(u) tij(u) with −n ≤ i, j ≤ n and r ∈ Z≥0; moreover, the τij(u) are matrix entries of T (u).
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Theorem 3.1. Let Y˜ (g,G)tw be the subalgebra of Y˜ (g) generated by the coefficients σij(u) of Σ(u) defined
by Σ(u) = T (u − κ/2)G(u)T t(−u + κ/2). Then Y˜ (g,G)tw is a subalgebra of X(g,G)tw and the quotient
homomorphism X(g,G)tw ։ Y (g,G)tw induces an isomorphism between Y˜ (g,G)tw and Y (g,G)tw. Moreover,
X(g,G)tw is isomorphic to W (g,G)tw ⊗ Y˜ (g,G)tw.
Proof. Set q(u) = y(u− κ/2)y(−u+ κ/2). Then Σ(u) = q(u)−1S(u) and w(u) = q(u)q(−u) = q(u)q(u+ κ).
It follows from the last equality using induction that the coefficients of q(u) can be expressed in terms
of the coefficients of w(u), hence belong to the centre of X(g,G)tw. The entries of Σ(u) are thus also in
X(g,G)tw, so Y˜ (g,G)tw is a subalgebra of X(g,G)tw. From the decomposition S(u) = q(u)Σ(u), it follows
that X(g,G)tw ∼= W (g,G)tw · Y˜ (g,G)tw . W (g,G)tw ⊂ ZX(g) since w(u) = z(−u − κ/2)z(u − κ/2) and
Y˜ (g,G)tw ⊂ Y˜ (g), where Y˜ (g) is the subalgebra of X(g) generated by the coefficients of T (u). (Y˜ (g) is
isomorphic to the Yangian Y (g) - see [AMR].) Therefore, since X(g) ∼= ZX(g)⊗ Y˜ (g) [AMR], X(g,G)tw is
isomorphic to W (g,G)tw ⊗ Y˜ (g,G)tw .
The kernel of the quotient homomorphism X(g,G)tw ։ Y (g,G)tw is generated by wi, i ≥ 1. It follows
from the decomposition X(g,G)tw ∼= W (g,G)tw ⊗ Y˜ (g,G)tw that X(g,G)tw ∼= ker ⊕ Y˜ (g,G)tw and thus
Y˜ (g,G)tw is isomorphic to the image of the quotient homomorphism, that is, to Y (g,G)tw.
Let f(u) be an invertible power series. The restriction of the map µf of X(g) (see (2.8)) to the subalgebra
X(g,G)tw provides an automorphism of the latter; we denote it by νg. Indeed, by (2.8) and (3.1) we have
µf : S(u) 7→ f(u− κ/2)T (u− κ/2)G(u) f(−u+ κ/2)T t(−u+ κ/2) = f(u− κ/2)f(−u+ κ/2)S(u).
From this we see that g(u) given by g(u) = f(u)f(−u) is an even series and νg(S(u)) = g(u− κ/2)S(u).
Corollary 3.1. The algebra Y˜ (g,G)tw is stable under all automorphisms of the form νg.
Proof. We know already that µf (T (u)) = T (u), from which it follows that µf (Σ(u)) = Σ(u). The same
holds for νg, since it is obtained from µf by restriction.
Corollary 3.2. The algebra Y (g,G)tw is a left coideal subalgebra of Y (g):
∆(Y (g,G)tw) ⊂ Y (g)⊗ Y (g,G)tw.
Proof. This follows by Theorem 3.1 and analogous computation as in the proof of Proposition 3.2
Remark 3.2. The following observation will be useful in further sections. Let A ∈ G. The automorphism
αA of X(g) (see (2.8)) restricts to an isomorphism between X(g,G)tw and X(g, AGAt)tw (see (3.1)). This
isomorphism descends to the quotients Y (g,G)tw and Y (g, AGAt)tw.
3.3 Poincare´–Birkhoff–Witt Theorem for twisted Yangians
We first formulate this theorem in terms of the associated graded algebra of a certain filtration on the twisted
Yangian and then in terms of a vector space basis. We first prove it for Y˜ (g,G)tw (and hence for Y (g,G)tw
by Theorem 3.1) and then for the extended twisted Yangian X(g,G)tw.
Since Y˜ (g,G)tw is a subalgebra of X(g,G)tw, it inherits its filtration, which in turn comes from the
filtration on X(g) obtained by setting deg t
(m)
ij = m − 1. As a subalgebra of X(g), Y˜ (g) also inherits a
filtration.
The following lemma will be useful in the proof of Proposition 3.3 and Corollary 3.4 below.
Lemma 3.1. Denote respectively by t¯
(m)
ij and s¯
(m)
ij the images of t
(m)
ij and s
(m)
ij in the (m−1)-th homogeneous
component of the associated graded algebra grX(g). Let τ¯
(m)
ij and, respectively, σ¯
(m)
ij denote the images of
τ
(m)
ij and σ
(m)
ij in the (m− 1)-st homogeneous component of gr Y˜ (g). Then the following equalities hold:
s¯
(m)
ij =
∑n
a=−n
(
t¯
(m)
ia gaj + (−1)mθjagiat¯(m)−j,−a
)
+ δm1g¯ij , (3.5)
σ¯
(m)
ij =
∑n
a=−n
(
τ¯
(m)
ia gaj + (−1)mθjagiaτ¯ (m)−j,−a
)
+ δm1g¯ij . (3.6)
where g¯ij = 0 if G(u) is of the first kind and g¯ij = (gij − δij)c−1 if G(u) is of the second kind.
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Proof. The proofs of both identities are very similar, so we consider only (3.5). Let gij(u) denote the matrix
elements of G(u). Then the matrix elements of S(u) are expressed as
sij(u) =
∑n
a,b=−n θjb tia(u− κ/2) gab(u) t−j,−b(−u+ κ/2). (3.7)
We have
tia(u − κ/2) =
∑
r≥0 t
(r)
ia (u − κ/2)−r = δia +
∑
r≥1
∑
s≥0 t
(r)
ia

s+ r − 1
s


(
κ
2
)s
u−s−r,
and
t−j,−b(−u+ κ/2) =
∑
r≥0(−1)rt(r)−j,−b(u− κ/2)−r = δjb +
∑
r≥1
∑
s≥0(−1)rt(r)−j,−b

s+ r − 1
s


(
κ
2
)s
u−s−r.
Set f (r)(u) =
∑
s≥0

s+ r − 1
s

(κ/2)su−s and f (0)(u) = 1. Let G(u) be of the first kind. Then G(u) = G and
gij(u) = gij , giving
sij(u) = gij +
∑n
a=−n
∑
r≥1
(
t
(r)
ia gaj + (−1)rθajgiat(r)−j,−a
)
f (r)(u)u−r
+
∑n
a,b=−n
∑
r,s≥1(−1)sθbjt(r)ia gabt(r)−j,−bf (r)(u)f (s)(u)u−r−s, (3.8)
and
s¯
(m)
ij =
∑n
a=−n
(
t¯
(m)
ia gaj + (−1)mθjagiat¯(m)−j,−a
)
for m ≥ 1.
Let G(u) of the second kind. Then
G(u) = (I − c uG)(1− c u)−1 = G + (G − I)∑t≥1 c−tu−t,
and
sij(u) = gij + g
′
ij
∑
t≥1 c
−tu−t +
∑n
a=−n
∑
r≥1
(
t
(r)
ia gaj + (−1)rθajgiat(r)−j,−a
)
f (r)(u)u−r
+
∑n
a=−n
∑
r,t≥1
(
t
(r)
ia g
′
aj + (−1)rθajg′iat(r)−j,−a
)
f (r)(u) c−tu−r−t
+
∑n
a,b=−n
∑
r,s≥1(−1)sθbjt(r)ia
(
gab +
∑
t≥1 g
′
abc
−tu−t
)
t
(s)
−j,−bf
(r)(u)f (s)(u)u−r−s, (3.9)
where g′ab = gab − δab. This time we get
s¯
(m)
ij =
∑n
a=−n
(
t¯
(m)
ia gaj + (−1)mθjagia t¯(m)−j,−a
)
+ δm1(gij − δij)c−1 for m ≥ 1.
The twisted current algebra g[x]ρ is defined as the subspace of g[x] consisting of elements fixed by the
involution ρ extended to g[x] by ρ(F ⊗ p(x)) = ρ(F ) ⊗ p(−x) for all F ∈ g. The next result is an analogue
for twisted Yangians of Theorem 3.6 in [AMR].
Proposition 3.3. The graded algebra gr Y˜ (g,G)tw is isomorphic to the enveloping algebra Ug[x]ρ of the
twisted current algebra g[x]ρ.
Proof. The Lie algebra g[x]ρ is the linear span of the elements
F
(ρ,m)
ij =
(
Fij − (−1)mGFijG−1
)
xm−1 with − n ≤ i, j ≤ n, m ≥ 1.
It is also spanned by the elements F
′(ρ,m)
ij defined by
F
′(ρ,m)
ij =
∑n
a=−n
(
Fiagaj − (−1)mgiaFaj
)
xm−1. (3.10)
Let us see why this is true. The (a, b) entry of GFijG−1 is
∑n
c,d=−n gac(Fil)cdgdb and (Fij)cd = (Eij −
θijE−j,−i)cd = δicδjd − δ−j,cδ−i,dθij , so
(a, b) entry of GFijG−1 =
∑n
c,d=−n gac(δicδjd − δ−j,cδ−i,dθij)gdb
=
∑n
c,d=−n δicδjdgacgdb −
∑
c,d δ−j,cδ−i,dθijgacgdb
= gaigjb − θijga,−jg−i,b.
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Therefore,
GFijG−1 =
∑n
a,b=−n(gaigjb − θijga,−jg−i,b)Eab
=
∑n
a,b=−n gaiEabgjb −
∑n
a,b=−n θijg−a,−jE−a,−bg−i,−b
=
∑n
a,b=−n gaiFabgjb =
∑n
a,b=−n giaFabgbj.
It follows that
∑n
b=−n F
′(ρ,m)
ib gbj = F
(ρ,m)
ij , which shows that
spanC{F (ρ,m)ij | − n ≤ i, j ≤ n} ⊂ spanC{F ′(ρ,m)ij | − n ≤ i, j ≤ n}.
Indeed, ∑n
b=−n F
′(ρ,m)
ib gbj =
∑n
a,b=−n(Fiagabgbj − (−1)mgiaFabgbj)xm−1
=
∑n
a=−n
(
Fiaδaj − (−1)m
∑n
b=−n giaFabgbj
)
xm−1 = F (ρ,m)ij .
Moreover,∑n
j=−n(Fij − (−1)mGFijG−1)gjkxm−1 =
∑n
a,j=−n F
′(ρ,m)
ia gajgjk =
∑n
a=−n F
′(ρ,m)
ia δak = F
′(ρ,m)
ik ,
which implies that
spanC{F ′(ρ,m)ij | − n ≤ i, j ≤ n} ⊂ spanC{F (ρ,m)ij | − n ≤ i, j ≤ n},
hence equality holds. It will be useful later to know that F
′(ρ,m)
−j,−i = (±) θij(−1)mF ′(ρ,m)ij .
By ([AMR], Theorem 3.6) there exists an isomorphism ψ : Ug[x]→ gr Y˜ (g), Fijxm−1 7→ τ¯ (m)ij . Using the
symmetry of τ¯
(m)
ij and (3.6), we can write
σ¯
(m)
ij =
∑n
a=−n
(
τ¯
(m)
ia gaj − (−1)mgiaτ¯ (m)aj
)
+ δm1g¯ij
and we have
ψ : F
′(ρ,m)
ij 7−→
∑n
a=−n
(
τ¯
(m)
ia gaj − (−1)mgiaτ¯ (m)aj
)
= σ¯
(m)
ij − δm1g¯ij . (3.11)
Since spanC{F (ρ,m)ij | − n ≤ i, j ≤ n} = spanC{F ′(ρ,m)ij | − n ≤ i, j ≤ n} and the elements σ(m)ij generate
Y˜ (g,G)tw, we can conclude the proof because we already know that ψ is an isomorphism, hence its restriction
to Ug[x]ρ must provide an isomorphism with gr Y˜ (g,G)tw .
Corollary 3.3. Set F ′ρij =
∑n
a=−n (Fiagaj + giaFaj). The assignment F
′ρ
ij 7→ σ(1)ij − g¯ij defines an embedding
Ugρ →֒ Y˜ (g,G)tw.
Remark 3.3. The algebra Y (g,G)tw may be considered as a flat deformation of the algebra Ug[x]ρ. Introduce
a formal deformation parameter ~. Let Y~(g,G)tw be the C[~]-subalgebra of Y (g,G)tw ⊗C C[~] generated by
s˜
(r)
ij = h
r−1s(r)ij for r ≥ 1. (Here we denote by s(r)ij also the image of s(r)ij under the quotient homomorphism
X(g,G)tw ։ Y (g,G)tw.) For a ∈ C×, Y~(g,G)tw/(~ − a)Y~(g,G)tw is isomorphic to Y (g,G)tw, whereas
Y~(g,G)tw/~Y~(g,G)tw is isomorphic to the enveloping algebra of g[x]ρ.
Now we formulate the Poincare´-Birkhoff-Witt property in terms of a vector space basis, which could be
useful for obtaining a basis of a Verma module as in Section 4.2 in [Mo3]. Suppose that G is a diagonal
matrix. Then we have:
σ¯
(m)
ij = (gjj − (−1)mgii) τ¯ (m)ij + δm1g¯ij .
Let G be in the BDI case. We write (assuming that g00 = 1 and g−j,j, gj,−j do not appear if j = 0)
σ¯
(m)
ij = τ¯
(m)
ij gjj + τ¯
(m)
i,−j g−j,j − (−1)mgii τ¯ (m)ij − (−1)mgi,−i τ¯ (m)−i,j + δm1g¯ij .
Define
Q± =
{
±
(
p−q−k
2 + 1
)
, . . . ,± (N−k2 )} , P = {− p−q−k2 , . . . , p−q−k2 } = P<0 ∪ P>0 or P<0 ∪ {0} ∪ P>0
where k = 0 if N is even and k = 1 if N is odd (i.e. gii = 1, gi,−i = 0 for i ∈ P and gii = 0, gi,−i = 1 for
i ∈ Q±).
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Then
σ¯
(m)
ij = τ¯
(m)
ij − (−1)mτ¯ (m)ij for i, j ∈ P , (3.12)
σ¯
(m)
ij − δm1g¯ij = τ¯ (m)i,−j − (−1)mτ¯ (m)−i,j for i, j ∈ Q±, (3.13)
σ¯
(m)
ij = τ¯
(m)
ij − (−1)mτ¯ (m)−i,j for i ∈ Q±, j ∈ P , (3.14)
σ¯
(m)
ij = τ¯
(m)
i,−j − (−1)mτ¯ (m)ij for i ∈ P , j ∈ Q±. (3.15)
Recall that a vector space basis of Y˜ (g) is provided by the ordered monomials in the generators τ
(r)
ij with
r ≥ 1 and i + j > 0 in the orthogonal case and i + j ≥ 0 in the symplectic case ([AMR], Corollary 3.7).
This together with what was considered above implies the following analogue of the Poincare´–Birkhoff–Witt
theorem for the algebra Y (g,G)tw.
Theorem 3.2. Given any total ordering on the set of generators σ
(r)
ij of Y˜ (g,G)tw, a vector space basis of
Y˜ (g,G)tw is provided by the ordered monomials in the following generators (r ≥ 1):
• BD0: σ(2r−1)ij with i+ j > 0.
• C0: σ(2r−1)ij with i+ j ≥ 0.
• CI: σ(2r−1)ij with i, j > 0; and σ(2r)ij with i+ j ≥ 0, ij < 0.
• DIII: σ(2r−1)ij with i, j > 0; and σ(2r)ij with i+ j > 0, ij < 0.
• CII: σ(2r−1)ij with i+ j ≥ 0 and |i|, |j| ≤ q2 or |i|, |j| ≥ q2 + 1;
and σ
(2r)
ij with i ≥ q2 + 1, − q2 ≤ j ≤ q2 or j ≥ q2 + 1, − q2 ≤ i ≤ q2 .
• BDI: σ(2r−1)ij with i + j > 0 and either i, j ∈ P, or i ∈ P>0, j ∈ Q+, or i ∈ Q+, j ∈ P>0 or
i = 0, j ∈ Q+ (in type BI only); we should also include σ(2r−1)ij when i > |j| and i, j ∈ Q±;
and σ
(2r)
ij with i + j > 0 and either i ∈ P>0, j ∈ Q+ or i ∈ Q+, j ∈ P>0 or i = 0, j ∈ Q+ (in
type BI only); we should also include σ
(2r)
ij when i ≥ |j|, i 6= j and i, j ∈ Q±.
Proof. This follows from Proposition 3.3. The Lie algebra g[x]ρ is spanned by the matrices F
′(ρ,m)
ij for
−n ≤ i, j ≤ n, so all we need to do is to extract a basis from this spanning set. This will lead via the
Poincare´-Birkhoff-Witt Theorem to a basis of Ug[x]ρ which, by Proposition 3.3, corresponds to a basis of
Y˜ (g,G)tw consisting of ordered monomials in some of the generators σ(r)ij .
Let’s explain a little bit how the basis is obtained in the BDI case. By considering the four cases i, j ∈ P ,
i, j ∈ Q±, i ∈ P , j ∈ Q± and i ∈ Q±, j ∈ P and using the anti-symmetry Fij = −F−j,−i, it can be checked
that gρ ⊗ Cx2r is spanned by F ′(ρ,2r)ij with i + j > 0 and either i, j ∈ P , or i ∈ P>0, j ∈ Q+, or i ∈ Q+,
j ∈ P>0, or i = 0, j ∈ Q+ (in type BI only), or i, j ∈ Q± with i > |j|. All these elements are linearly
independent and there are exactly p(p−1)+q(q−1)2 of them, which is the dimension of g
ρ. Indeed, there are
(p−q)2−(p−q)
2 with i, j ∈ P , q(p−q−k)2 with i ∈ P>0, j ∈ Q+ or i ∈ Q+, j ∈ P>0, and there are q2 − q with
i, j ∈ Q± and i > |j|.
As for gˇρ ⊗ Cx2r+1, it is spanned by F ′(ρ,2r+1)ij with i + j > 0 and either i ∈ P>0, j ∈ Q+, or i ∈ Q+,
j ∈ P>0, or i = 0, j ∈ Q+ (in type BI only), or i, j ∈ Q± with i ≥ |j|, i 6= j. These are all linearly
independent and there are pq such elements, which is the dimension of gˇ.
Corollary 3.4. Given any total ordering on the set of generators s
(r)
ij of X(g,G)tw, a vector space basis of
X(g,G)tw is provided by the ordered monomials in the generators wi with i = 2, 4, 6, . . ., and s(r)ij with r, i, j
satisfying the same constraints as in Theorem 3.2.
Proof. By Proposition 3.3, Theorem 3.1 and Corollary 3.5 (3) (to be proved below), the graded algebra
grX(g,G)tw is isomorphic to the tensor product of Ug[x]ρ and the polynomial algebra C[ξ2, ξ4, . . .] in the
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indeterminates ξi. Denote by w¯m the images of the elements wm in the (m− 1)-th homogeneous component
of grX(g,G)tw. Recall that
t¯
(m)
ij + θij t¯
(m)
−j,−i = δij z¯m and τ¯
(m)
ij =
1
2
(t¯
(m)
ij − θij t¯(m)−j,−i).
Moreover, we have w¯m = 2z¯m. Then, by (3.5), we see that the image of the element s
(m)
ij in the (m− 1)-th
component of grX(g,G)tw is given by
s¯
(m)
ij = σ¯
(m)
ij +
1
4
(1 + (−1)m)gijw¯m. (3.16)
Hence, by (3.11), we obtain an isomorphism
F
′(ρ,m)
ij 7→ s(m)ij −
1
4
(1 + (−1)m)gijwm − δm1g¯ij ,
with w¯m being the image of ξm. This concludes the proof.
3.4 The centre of twisted Yangians
In order to deduce thatW (g,G)tw is the centre ofX(g,G)tw, we will need to know that the centre of Y˜ (g,G)tw
is trivial. By the previous proposition, this reduces to the same problem for the enveloping algebra of the
twisted current algebra.
Proposition 3.4. The centre of the enveloping algebra of g[x]ρ is trivial.
Proof. Since g is a simple Lie algebra, gρ is reductive in g and it is equal to it own normalizer in g by
Theorem 1.13.3 in [Di]. It follows that if a non-zero element of g is invariant under the adjoint action of gρ,
then this element belongs to the normalizer of gρ, hence it belongs to the centre of gρ. Consequently, if the
centre of gρ is trivial, then g does not have any nonzero elements invariant under the adjoint action of gρ
and Theorem 2.8.1 in [Mo3] allows us to conclude that the enveloping algebra of g[x]ρ has no centre.
For the cases which interests us in this paper, the centre of gρ is non-trivial in types CI and DIII where
it happens to be one-dimensional and is spanned by the matrix J given by J =
∑n
i=1 Fii and [F∓i,±j , J ] =
±2F∓i,±j if i, j ≥ 1.
Let C be an element in the centre of Ug[x]ρ which is not a scalar. A basis of Ug[x]ρ is provided by
ordered monomials (in some fixed chosen order) of the elements Fijx
2m for i, j ≥ 1,m ≥ 0 and Fijx2m+1 for
ij < 0, i+ j ≥ 0,m ≥ 0 (except that F−i,i = 0 when g is of type DIII.) Therefore, we can write C as a sum
of such monomials.
Since C is in the centre of Ug[x]ρ, [Jxr, C] = 0 for all r ≥ 0 and it follows that the monomials in C cannot
include any Fijx
2m+1 with ij < 0, i + j ≥ 0,m ≥ 0. (This can be seen by taking r larger than any of the
exponents of x appearing in any of the monomials which add up to C.) Therefore, C is a central element
in Ugρ[x2] and it follows from Lemma 1.7.4 in [Mo3] that the centre of Ugρ[x2] is a polynomial ring in the
variables Jx2m, m ≥ 0. However, such an element cannot be in the centre of Ug[x]ρ unless it is zero, again
because [F∓i,±j , J ] = ±2F∓i,±j if i, j ≥ 1.
The next corollary is the analogue of Corollary 3.9 in [AMR] for the (extended) twisted Yangians.
Corollary 3.5. The following statements hold:
1. The centre of the algebra Y (g,G)tw is trivial.
2. The coefficients of the even series w(u) generate the whole centre ZX(g,G)tw of X(g,G)tw.
3. The coefficients w2i of the even series w(u) are algebraically independent, so the subalgebra ZX(g,G)tw
of X(g,G)tw is isomorphic to the algebra of polynomials in countably many variables.
Proof. 1 follows Propositions 3.3 and 3.4. By Theorem 3.1, the even coefficients of the series w(u) generate
the whole centre of X(g,G)tw, which proves 2.
As for 3, the algebraic independence of the w2i is a consequence of the algebraic independence of the
central elements zi and the fact that, since w(u) = z(−u − κ/2)z(u − κ/2), we have that w2i = 2zi +
p(z1, . . . , zi−1) for some polynomial p(z1, . . . , zi−1).
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Corollary 3.6. The algebra X(g,G)tw is isomorphic to the tensor product of its centre and the subalgebra
Y˜ (g,G)tw.
Proof. This is an immediate consequence of Theorem 3.1 and Corollary 3.5.
3.5 Quantization of a left Lie coideal structure
It was shown in ([AACFR], Theorem 3.3) that Y˜ (g) is a homogeneous quantization of a Lie bi-algebra
(g[x], δ) (see Definition 6.2.6 in [CP]), where δ is a cobracket on g[x] defined as follows. g[x] is equal to
spanC{F (r)ij |−n ≤ i, j ≤ n, r ≥ 1}, where F (r)ij = Fij xr−1 and the grading on g[x] is given by degF (r)ij = r−1.
(For convenience we set F
(0)
ij = 0.) Then
δ(F
(r)
ij ) =
∑n
a=−n
∑r−1
s=1
(
F
(r−s)
ia ⊗ F (s)aj − F (s)aj ⊗ F (r−s)ia
)
. (3.17)
Set T˜ (u) = (T (u/~)− I)/~ and let τ˜ij(u) denote the matrix elements of T˜ (u). Then, for the coefficient τ˜ (r)ij
of u−r in τ˜ij(u), set
δ(τ˜
(r)
ij ) =
1
~
(
∆(τ˜
(r)
ij )−∆op(τ˜ (r)ij )
)
.
Since ∆(τ˜
(r)
ij ) = τ˜
(r)
ij ⊗ 1 + 1⊗ τ˜ (r)ij + ~
∑n
a=−n
∑r−1
s=1
(
τ˜
(r−s)
ia ⊗ τ˜ (s)aj
)
, it follows that
δ(τ˜
(r)
ij ) =
n∑
a=−n
r−1∑
s=1
(
τ˜
(r−s)
ia ⊗ τ˜ (s)aj − τ˜ (s)aj ⊗ τ˜ (r−s)ia
)
. (3.18)
Using the generators τ˜
(r)
ij , we can define a flat deformation Y˜~(g) of Ug[x] and Y˜~(g)/~Y˜~(g)
∼= Ug[x] by
identifying τ˜
(r)
ij (mod ~) with τ¯
(r)
ij . (See Remark 3.3 where Y~(g,G)tw (∼= Y˜~(g,G)tw) is considered.) Upon
this identification, the cobracket (3.18) becomes (3.17).
We want to show that an analogous result holds for Y˜~(g,G)tw. It will be convenient for us to use
the language of twisted Manin triples and left Lie coideals as introduced by S. Belliard and N. Crampe in
([BeCr], Definitions 2.1 and 2.2). (What we call left Lie coideals are termed left Lie bi-ideals in loc. cit.)
Left Lie coideal structures for twisted current algebras were constructed by one of the current authors in
([BeRe], Section 4.2). Let g = gρ ⊕ gˇρ be the symmetric pair decomposition of g with respect to the
involution ρ. The standard Lie bialgebra structure on the current algebra g[x] comes from the Manin triple
(g((x−1)), g[x], g[[x−1]]) with the non-degenerate ad-invariant bilinear form 〈·, ·〉 given by 〈F1xr, F2x−s〉 =
κ(F1, F2)δ(r = s − 1) where κ(F1, F2) = 12Tr(F1F2). (In particular, κ(Fij , Fji) = 1 and κ(Fij , Fkl) = 0 if
(k, l) 6= (j, i) or (k, l) 6= (−i,−j).) The involution ρ can be naturally extended to g((x−1)) and we will denote
its extension also by ρ. The pairing 〈·, ·〉 is not ρ-invariant because
〈ρ(F1xr), ρ(F2x−r−1)〉 = −〈ρ(F1)xr, ρ(F2)x−r−1〉 = −κ(F1, F2) = −〈F1xr, F2x−r−1〉.
The map ρ can thus be viewed as an anti-invariant Manin triple twist in the terminology of [BeCr].
The cobracket δ associated to this Manin triple is ρ-anti-invariant in the sense that δ(ρ(Fxr)) =
− (ρ⊗ ρ) (δ(Fxr)):
〈δ(ρ(F1xr1)), (F2xr2)⊗ (F3xr3)〉 = 〈ρ(F1xr1), [F2xr2 , F3xr3 ]〉
= −〈F1xr1 , ρ([F2xr2 , F3xr3 ])〉
= −〈F1xr1 , [ρ(F2xr2), ρ(F3xr3)]〉 = −〈δ(F1xr1), ρ(F2xr2)⊗ ρ(F3xr3)〉.
It follows that δ(g[x]ρ) ⊂ (gˇ[x]ρ ⊗ g[x]ρ) ⊕ (g[x]ρ ⊗ gˇ[x]ρ). (Here gˇ[x]ρ is the eigenspace of g[x] for the
eigenvalue −1 of ρ.) The restriction of δ to g[x]ρ can thus be decomposed as δ = τ + τ ′ where τ is the
composite of δ with the projection onto gˇ[x]ρ ⊗ g[x]ρ and similarly for τ ′. (Note that τ ′ = −σ ◦ τ where
σ : a⊗ b 7→ b⊗ a is the flip operator. τ ′ yields a right Lie coideal structure.)
The Lie algebra g[x]ρ is spanned by the elements F
′(ρ,m)
ij and using (3.10) one can compute δ(F
′(ρ,m)
ij )
and find that
δ(F
′(ρ,r)
ij ) =
n∑
a=−n
r−1∑
s=1
(
F
(s)
ia ⊗ F ′(ρ,r−s)aj − (−1)sF (s)aj ⊗ F ′(ρ,r−s)ia
− F ′(ρ,r−s)aj ⊗ F (s)ia + (−1)sF ′(ρ,r−s)ia ⊗ F (s)aj
)
.
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It follows that
τ (F
′(ρ,r)
ij ) =
n∑
a=−n
r−1∑
s=1
(
F
(s)
ia ⊗ F ′(ρ,r−s)aj − (−1)sF (s)aj ⊗ F ′(ρ,r−s)ia
)
. (3.19)
Theorem 3.3. The algebra Y˜ (g,G)tw is a homogeneous quantization of the left Lie coideal (Ug[x]ρ, τ ).
Proof. We have to verify item (4 ) in Definition 5.3 of [BeRe]: for items (1 ) − (3 ), see [AACFR, Theorem 3.3],
Remark 3.3 and Corollary 3.2. Set Σ˜(u) = (Σ(u/~)− G(u/~))/~ and let σ˜ij(u) denote the matrix elements
of Σ˜(u). Then, for the coefficient σ˜
(r)
ij of u
−r in σ˜ij(u), set
τ˜ (σ˜
(r)
ij ) =
1
~
(
∆(σ˜
(r)
ij )−
(
φ(σ˜
(r)
ij )⊗ 1 + 1⊗ σ˜(r)ij
))
∈ Y~(g)⊗ Y˜~(g,G)tw [[u−1]].
In this proof, φ denotes the inclusion Y˜~(g,G)tw ⊂ Y˜~(g). Using (3.4), for r ≥ 1 we find
∆(σ˜
(r)
ij ) =
∑n
a=−n
(
τ˜
(r)
ia gaj + (−1)rθja gia τ˜ (r)−j,−a
)
⊗ 1 + 1⊗ σ˜(r)ij
+ ~ (r − 1) κ
2
∑n
a=−n
(
τ˜
(r−1)
ia gaj − (−1)rθja gia τ˜ (r−1)−j,−a
)
⊗ 1
+ ~
∑n
a,b=−n
∑r−1
s=1 θjb(−1)sτ˜ (r−s)ia gabτ˜ (s)−j,−b ⊗ 1
+ ~
∑n
a=−n
∑r−1
s=1
(
τ˜
(s)
ia ⊗ σ˜(r−s)aj + (−1)sθjaτ˜ (s)−j,−a ⊗ σ˜(r−s)ia
)
+O(~2), (3.20)
where O(~2) denotes elements of quadratic and higher order in ~. Then, by observing that, for r ≥ 1,
φ(σ˜
(r)
ij ) =
∑n
a=−n
(
τ˜
(r)
ia gaj + (−1)rθja gia τ˜ (r)−j,−a
)
+ ~ (r − 1) κ
2
∑n
a=−n
(
τ˜
(r−1)
ia gaj − (−1)rθja gia τ˜ (r−1)−j,−a
)
+ ~
∑n
a=−n
(
τ˜
(r−1)
ia g¯aj − (−1)rθaj g¯iaτ˜ (r−1)−j,−a
)
+ ~
∑n
a,b=−n
∑r−1
s=1 θjb(−1)sτ˜ (r−s)ia gabτ˜ (s)−j,−b +O(~2)
and using the symmetry relation τ˜
(r)
ij ≡ −θij τ˜ (r)−j,−i (mod ~), we obtain, for r ≥ 1,
τ˜ (σ˜
(r)
ij ) =
∑n
a=−n
∑r−1
s=1
(
τ˜
(s)
ia ⊗ (σ˜(r−s)aj − δs,r−1g¯aj)− (−1)sτ˜ (s)aj ⊗ (σ˜(r−s)ia − δs,r−1g¯ia))
)
+O(~).
Since τ˜
(s)
ia ≡ F (s)ia (mod ~) and σ˜(r−s)aj − δr−s,1g¯aj ≡ F ′(ρ,r−s)aj (mod ~) (see (3.11)), we can conclude from
(3.19) that τ˜ ≡ τ (mod ~).
4 Reflection algebras
In this section, we introduce a reflection algebra B(G) defined via the R-matrix given by (2.3), the matrix
G and an additional symmetry relation. We show that the extended twisted Yangian X(g,G)tw given by
Definition 3.1 is isomorphic to the algebra B(G), but first we prove a similar isomorphism for Y (g,G)tw and
a quotient of B(G). The usual notation ± and ∓ will distinguish orthogonal (upper sign) and symplectic
(lower sign) cases. The lower sign in (±) will distinguish the cases CI and DIII from the other cases.
Using solutions of the reflection equation, quantum analogues of symmetric spaces were introduced in
[NoSu]. By analogy, we may think of twisted Yangians as affine and quantized versions of symmetric spaces.
Definition 4.1. The reflection algebra B(G) is the unital associative algebra generated by elements s(r)ij for
−n ≤ i, j ≤ n, r ∈ Z≥0 satisfying the reflection equation
R(u− v)S1(u)R(u+ v)S2(v) = S2(v)R(u + v)S1(u)R(u− v), (4.1)
and the symmetry relation
St(u) = (±)S(κ− u)± S(u)− S(κ− u)
2u− κ +
tr(G(u))S(κ − u)− tr(S(u)) · I
2u− 2κ , (4.2)
where the S-matrix S(u) is defined by
S(u) =
∑n
i,j=−n Eij ⊗ sij(u) ∈ End(CN )⊗ B(G)[[u−1]], sij(u) =
∑∞
r=0 s
(r)
ij u
−r, s(0)ij = gij . (4.3)
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The reflection equation (4.1) is equivalent to the following set of relations:
[ sij(u), skl(v)] =
1
u− v
(
skj(u) sil(v) − skj(v) sil(u)
)
+
1
u+ v
n∑
a=−n
(
δkj sia(u) sal(v)− δil ska(v) saj(u)
)
− 1
u2 − v2
n∑
a=−n
δij
(
ska(u) sal(v) − ska(v) sal(u)
)
− 1
u− v − κ
n∑
a=−n
(
δk,−i θia saj(u) s−a,l(v)− δl,−j θaj sk,−a(v) sia(u)
)
− 1
u+ v − κ
(
θj,−k si,−k(u) s−j,l(v) − θi,−l sk,−i(v) s−l,j(u)
)
+
1
(u+ v)(u − v − κ) θi,−j
n∑
a=−n
(
δk,−i s−j,a(u) sal(v)− δl,−j ska(v) sa,−i(u)
)
+
1
(u− v)(u + v − κ) θi,−j
(
sk,−i(u) s−j,l(v) − sk,−i(v) s−j,l(u)
)
− 1
(u− v − κ)(u + v − κ) θij
n∑
a=−n
(
δk,−i saa(u) s−j,l(v)− δl,−j sk,−i(v) saa(u)
)
. (4.4)
The symmetry relation (4.2) is equivalent to
θijs−j,−i(u) = (±) sij(κ− u)± sij(u)− sij(κ− u)
2u− κ +
tr(G(u)) sij(κ− u)− δij
∑n
k=−n skk(u)
2u− 2κ . (4.5)
Remark 4.1. Let us comment on the choice of the reflection equation (4.1) for the algebra B(G). Consider
the twisted reflection equation
R(u− v)S′1(u)Rt(−u− v)S′2(v) = S′2(v)Rt(−u− v)S′1(u)R(u− v). (4.6)
Observe that Rt(u) = R(κ−u). Then it is possible to see that (4.6) is equivalent to (4.1) upon identification
S′(u) = S(u + κ/2). Moreover, the choice of (4.1) has motivated the form of the S-matrix S(u) in (3.1).
For the twisted reflection equation (4.6) the natural choice would be S′(u) = T (u)G(u + κ/2)T t(−u), the
unitarity relation would become S′(u)S′(−κ− u) = I.
Remark 4.2. The set of relations (4.4) and the symmetry relation (4.5) are the analogues of those obtained
in [MNO]. In particular, the first three lines of (4.4) coincide with (3.7.2) in loc. cit and the first three
terms of (4.5) with κ = 0 and the plus sign in (±) coincide with (3.6.4) in loc. cit. The additional terms
are essentially new features of the twisted Yangians of types B,C,D.
Consider an arbitrary even power series g(u) ∈ 1+u−2C[[u−2]] and a matrix A ∈ G such that AGAt = G.
The maps
νg : S(u) 7→ g(u− κ/2)S(u) and αA : S(u) 7→ AS(u)At, (4.7)
are automorphisms of B(G), as can be seen from the symmetry relation (4.2). Furthermore, the map S(u) 7→
St(u) is an anti-automorphism of B(G). This is verified by taking the transpose of the reflection equation
(4.1) and using the transpose symmetry of the R-matrix, Rt1t2(u) = R(u). The compatibility with the
symmetry relation (4.2) is straightforward.
By dropping the symmetry relations one obtains an extended reflection algebra XB(G). We will consider
this extension in Section 5. The following lemmas will be needed to establish a homomorphism from the
algebra B(G) to the extended twisted Yangian X(g,G)tw.
4.1 Solutions of the reflection and symmetry equations
Lemma 4.1. The matrix G(u) is a solution of the reflection equation
R12(u − v)G1(u)R12(u+ v)G2(v) = G2(v)R12(u + v)G1(u)R12(u− v). (4.8)
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Proof. Let G(u) be of the first kind. Then it is enough to prove the following equalities:(
1− P
u− v
)
G1
(
1− P
u+ v
)
G2 = G2
(
1− P
u+ v
)
G1
(
1− P
u− v
)
(4.9)
and
PG1QG2 = G2QG1P, QG1PG2 = G2PG1Q, (4.10)
G1QG2 = G2QG1, QG1G2 = G2G1Q, QG1QG2 = G2QG1Q. (4.11)
◦ (4.9) can be expanded and checked directly using PG1 = G2P , PG2 = G1P and G2 = I.
◦ (4.10) follows by similar arguments as (4.9) and PQ = QP .
◦ The first identity in (4.11) can be checked directly:
G1QG2 =
∑n
i,j=−n θijgiig−j,−jEij ⊗ E−i,−j =
∑n
i,j=−n θijg−i,−igjjEij ⊗ E−i,−j = G2QG1.
◦ The second identity in (4.11) is
QG1G2 =
∑n
i,j=−n θijgjjg−j,−jEij ⊗ E−i,−j = Q =
∑n
i,j=−n θijgiig−i,−iEij ⊗ E−i,−j = G2G1Q.
◦ For the third identity in (4.11), we have
QG1QG2 =
(∑n
i,j=−n θijgjjEij ⊗ E−i,−j
)(∑n
k,l=−n θklg−l,−lEkl ⊗ E−k,−l
)
=
∑n
i,l=−n
(∑n
j=−n θijθjlgjj
)
g−l,−lEil ⊗ E−i,−l , (4.12)
and similarly
G2QG1Q =
∑n
i,l=−n
(∑n
j=−n θijθjlgjj
)
g−i,−iEil ⊗ E−i,−l . (4.13)
Since θijθjl = θil, the sum
∑n
j=−n θijθjlgjj vanishes when G is traceless, which is true in cases CI, DIII and
also in cases DI, CII when p = q, so QG1QG2 = 0 = G2QG1Q in those cases. If G = I, we can see that
QG1QG2 = G2QG1Q is true also.
Now let G(u) be of the second kind, namely G(u) = (I − c uG)(1− c u)−1 with c = 4p−q and p > q. Then
it is enough to prove the following equalities:(
1− P
u− v
)
G1(u)
(
1− P
u+ v
)
G2(v) = G2(v)
(
1− P
u+ v
)
G1(u)
(
1− P
u− v
)
, (4.14)
and
G2QP +QPG2 = G2PQ+ PQG2, (4.15)
PG1QG2 +QG1PG2 = G2PG1Q+ G2QG1P, (4.16)
PG1QG2 + G2PG1Q = G2QG1P +QG1PG2, (4.17)
2QG1P + G2PQ+ G2QP = 2PG1Q+ PQG2 +QPG2, (4.18)
PQG2 +QPG2 + G2QQ = G2PQ+ G2QP + 2κ(G2Q−QG2) +QQG2, (4.19)
G2G1Q+ G1QG2 = G2QG1 +QG1G2, (4.20)
G2G1Q+ G2QG1 = G1QG2 +QG1G2, (4.21)
2Q(G1 + G2)− 2(G1 + G2)Q = c(G2PG1Q+ G2QG1P +QG1QG2
− PG1QG2 −QG1PG2 − G2QG1Q). (4.22)
◦ (4.14) can be expanded and checked directly using PG1 = G2P , PG2 = G1P .
◦ (4.15)-(4.18) follow by PG1 = G2P , PG2 = G1P , QP = PQ and G2 = I.
◦ By similar arguments (4.19) is equivalent to
2PQG2 − 2G2PQ = (N − 2κ)(QG2 − G2Q).
Recall that QP = PQ = ±Q and κ = N/2∓ 1. Thus 2PQ = ±2 = N − 2κ, and the equality holds
◦ (4.20) and (4.21) are essentially the same and can be checked directly. They are true if G is the diagonal
matrix in type CII. This follows by (4.11). We only need to show that they are true for the BDI case. Recall
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that G˜ = C−1GC is a diagonal matrix and observe that C−11 C−12 QC2C1 = Q˜ where Q˜ = P
′
2 = P
′
1 . (A′
denotes the transpose of the matrix A with respect to the main diagonal; the index in P
′
1 indicates on which
copy of End(CN ) the transpose is taken.) Indeed, using that K = CC′ and Q = P t2 = K2P
′
2K2, we obtain
C−11 C
−1
2 QC2C1 = C
−1
1 C
−1
2 K2P
′
2K2C2C1 = C
−1
1 C
−1
2 C2C
′
2P
′
2C2C
′
2C2C1
= C−11 C
′
2P
′
2(C−12 )
′
2C1 = (C
−1
1 C
−1
2 PC2C1)
′
2 = Q˜.
Conjugating (4.20) by C−11 and C
−1
2 , we deduce that it is equivalent to G˜2G˜1Q˜+ G˜1Q˜G˜2 = G˜2Q˜G˜1 + Q˜G˜1G˜2,
which can be checked as (4.11) since G˜ is diagonal with entries equal to ±1. The same argument gives (4.21).
◦ The last equality, (4.22), by similar arguments as before, is equivalent to
2Q(G1 + G2)− 2(G1 + G2)Q = c(QG1QG2 − G2QG1Q).
Conjugating by C−11 and C
−1
2 , we deduce that (4.22) is equivalent to
2Q˜(G˜1 + G˜2)− 2(G˜1 + G˜2)Q˜ = c(Q˜G˜1Q˜G˜2 − G˜2Q˜G˜1Q˜).
G˜ is diagonal with entries g˜ii = ±1. Then
2Q˜(G˜1 + G˜2)− 2(G˜1 + G˜2)Q˜ = 4Q˜G˜1 − 4G˜1Q˜ = 4
∑n
i,j=−n (g˜jj − g˜ii)Eij ⊗ Eij , (4.23)
Similarly to (4.12) and (4.13), we have
c(Q˜G˜1Q˜G˜2 − G˜2Q˜G˜1Q˜) = c
(∑n
k=−n g˜kk
)∑n
i,j=−n(g˜jj − g˜ii)Eij ⊗ Eij , (4.24)
and
∑n
k=−n g˜kk = p− q, so the equality holds if c = 4p−q .
Lemma 4.2. The S-matrix S(u) satisfies the reflection equation
R(u− v)S1(u)R(u+ v)S2(v) = S2(v)R(u + v)S1(u)R(u− v). (4.25)
Proof. The proof of (4.25) follows the standard method, see e.g. Section 3 of [MNO]. We will need the
following auxiliary relations:
T t1(−u+ κ/2)R(u+ v)T2(v − κ/2) = T2(v − κ/2)R(u+ v)T t1(−u+ κ/2), (4.26)
T1(u− κ/2)R(u+ v)T t2(−v + κ/2) = T t2(−v + κ/2)R(u+ v)T1(u− κ/2), (4.27)
R(u− v)T t1(−u+ κ/2)T t2(−v + κ/2) = T t2(−v + κ/2)T t1(−u+ κ/2)R(u− v). (4.28)
Let us show why these are true. The first relation is obtained by transposing the first factor of the ternary
relation (2.5) and using symmetry of the R-matrix Rt(u) = R(κ− u),
R(u− v)T1(u)T2(v) = T1(v)T1(u)R(u− v) =⇒ T t1(u)R(κ− u+ v)T2(v) = T2(v)R(κ− u+ v)T t1(u).
Then by substituting u→ −u+κ/2 and v → v−κ/2 we obtain (4.26). The second relation (4.27) is obtained
from (4.26) by conjugating with P ,
T t2(−u+ κ/2)R(u+ v)T1(v − κ/2) = T1(v − κ/2)R(u+ v)T t2(−u+ κ/2),
and interchanging u↔ v. The last relation (4.28) is obtained by transposing the first factor of (4.27), giving
R(κ− u− v)T t1(u− κ/2)T t2(−v + κ/2) = T t2(−v + κ/2)T1(u− κ/2)R(κ− u− v),
and substituting u→ −u+ κ. Now
R(u− v)S1(u)R(u+ v)S2(v)
= R(u− v)T1(u− κ/2)G1(u) (T t1(−u+ κ/2)R(u+ v)T2(v − κ/2))G2(u)T t2(−v + κ/2)
= (R(u− v)T1(u − κ/2)T2(v − κ/2))G1(u)R(u+ v)T t1(−u+ κ/2)G2(u)T t2(−v + κ/2) by (4.26)
= T2(v − κ/2)T1(u − κ/2) (R(u− v)G1(u)R(u+ v)G2(u))T t1(−u+ κ/2)T t2(−v + κ/2) by (2.5)
= T2(v − κ/2)T1(u − κ/2)G2(u)R(u+ v)G1(u) (R(u− v)T t1(−u+ κ/2)T t2(−v + κ/2)) by (4.8)
= T2(v − κ/2)G2(u) (T1(u− κ/2)R(u+ v)T t2(−v + κ/2))G1(u)T t1(−u+ κ/2)R(u− v) by (4.28)
= T2(v − κ/2)G2(u)T t2(−v + κ/2)R(u+ v)T1(u− κ/2)G1(u)T t1(−u+ κ/2)R(u− v) by (4.27)
= S2(v)R(u + v)S1(u)R(u− v).
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Lemma 4.3. The S-matrix S(u) satisfies the symmetry relation
St(u) = (±)S(κ− u)± S(u)− S(κ− u)
2u− κ +
tr(G(u))S(κ− u)− tr(S(u)) · I
2u− 2κ . (4.29)
Proof. By (3.1) we have
(St(u))ij = θijs−j,−i(u) =
∑n
a,b=−n θij θb,−i gab(u) t−j,a(u− κ/2) ti,−b(−u+ κ/2),
where gab(u) denotes the matrix elements of G(u). Using commutation relations (2.6) we find
t−j,a(u− κ/2) ti,−b(−u+ κ/2)
= ti,−b(−u+ κ/2) t−j,a(u− κ/2)
+
1
2u− κ
(
tia(u − κ/2) t−j,−b(−u+ κ/2)− tia(−u+ κ/2) t−j,−b(u− κ/2)
)
+
1
2u− 2κ
n∑
c=−n
(
δab θac ti,−c(−u+ κ/2) t−j,c(u− κ/2)− δij θ−j,c tca(u− κ/2) t−c,−b(−u+ κ/2)
)
.
Let G(u) be of the first kind. Then gab(u) = δab gaa and gaa = (±) g−a,−a. In this case we find
(St(u))ij =
n∑
a=−n
θj,−a gaa ti,−a(−u+ κ/2) t−j,a(u− κ/2)
+
1
2u− κ
n∑
a=−n
θj,−a gaa (tia(u− κ/2) t−j,−a(−u+ κ/2)− tia(−u+ κ/2) t−j,−a(u− κ/2))
+
1
2u− 2κ
n∑
a,b=−n
gaa (θj,−b ti,−b(−u+ κ/2) t−j,b(u− κ/2)− δij θab tba(u− κ/2) t−b,−a(−u+ κ/2))
= (±)(S(κ− u))ij ± (S(u))ij − (S(κ− u))ij
2u− κ +
tr(G(u)) (S(κ− u))ij − δij tr(S(u))
2u− 2κ , (4.30)
where in the second equality we have used the property θj,−a = ±θja and the fact that G(u) = G and
tr(G) = 0 for all of the first kind cases except BCD0.
Now let G(u) be of the second kind. We now have gab(u) = g−b,−a(u) and θab gbc(u) = θac gbc(u) giving
(St(u))ij =
n∑
a,b=−n
θj,−b gab(u) ti,−b(−u+ κ/2) t−j,a(u − κ/2)
+
1
2u− κ
n∑
a,b=−n
θj,−b gab(u) (tia(u− κ/2) t−j,−b(−u+ κ/2)− tia(−u+ κ/2) t−j,−b(u − κ/2))
+
1
2u− 2κ
n∑
a,b,c=−n
gab(u) (δab θj,−c ti,−c(−u+ κ/2) t−j,c(u − κ/2)
− δij θbc tca(u− κ/2) t−c,−b(−u+ κ/2))
=
(
T (−u+ κ/2)G(u)T t(u− κ/2))
ij
± 1
2u− κ
(
S(u)− T (−u+ κ/2)G(u)T t(u − κ/2))
ij
+
1
2u− 2κ
(
tr(G(u)) (T (−u+ κ/2)T t(u− κ/2))ij − δijtr(S(u))
)
. (4.31)
Observe that tr(G(u)) = (2κ± 2− 4u)(1− cu)−1 and use the relation
G(u) = G(κ− u) + c (2u− κ)(I − G)
(1− cu)(1− c (κ− u)) .
This gives the identity(
1∓ 1
2u− κ
)
G(u) + tr(G(u))
2u− 2κ =
(
1∓ 1
2u− κ +
tr(G(u))
2u− 2κ
)
G(κ− u) ,
that applied to (4.31) gives
(St(u))ij = (S(κ− u))ij ±
(S(u)− S(κ− u))ij
2u− κ +
tr(G(u))(S(κ − u))ij − δij tr(S(u))
2u− 2κ ,
which, combined with (4.30), proves the symmetry relation (4.29) in all cases.
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4.2 Isomorphism between twisted Yangians and reflection algebras
It follows by Lemmas 4.2 and 4.3 that the following formula does indeed define a homomorphism φ : B(G)→
X(g,G)tw which is surjective:
φ : B(G)→ X(g,G)tw, S(u) 7→ S(u) = T (u− κ/2)G(u)T t(−u+ κ/2), (4.32)
It will be proved in Theorem 4.2 below that φ is also injective. We will first establish an isomorphism
between their quotients by their ideals generated by non-scalar central elements. To achieve this, we start
with the next proposition which is suggested by the analogous result (Proposition 3.1) for the extended
twisted Yangian and will be needed to identify the quotient of B(G) isomorphic to the twisted Yangian
Y (g,G)tw.
Proposition 4.1. In the algebra B(G) the product S(u)S(−u) = w(u) · I is a scalar matrix, where w(u) is
an even formal power series in u−1 with coefficients wi (i = 2, 4, . . .) central in B(G).
Proof. By multiplying both sides of (4.4) by (u2 − v2) and setting v = −u, we have
δij
∑n
a=−n
(
ska(u) sal(−u)− ska(−u) sal(u)
)
= 2u
∑n
a=−n
(
δjk sia(u) sal(−u)− δil ska(−u) saj(u)
)
+
2u
2u− κ θi,−j
∑n
a=−n
(
δk,−i s−j,a(u) sal(−u)− δl,−j ska(−u) sa,−i(u)
)
. (4.33)
Suppose first that k 6= ±l. Set i = j = k in (4.33) to conclude that∑n
a=−n
(
ska(u) sal(−u)− ska(−u) sal(u)
)
= 2u
∑n
a=−n ska(u) sal(−u).
Setting i = j = l in (4.33) gives∑n
a=−n
(
ska(u) sal(−u)− ska(−u) sal(u)
)
= −2u∑na=−n ska(−u) sal(u), (4.34)
so
∑n
a=−n ska(u)sal(−u) = −
∑n
a=−n ska(−u)sal(u). Now let us set i = j = −k in (4.33) to obtain∑n
a=−n
(
ska(u) sal(−u)− ska(−u) sal(u)
)
= − 2u2u−κ
∑n
a=−n ska(u) sal(−u). (4.35)
(4.34) and (4.35) imply that
2u
2u− κ
∑n
a=−n ska(u) sal(−u) = 2u
∑n
a=−n ska(u) sal(−u)
and it follows that
∑n
a=−n ska(u) sal(−u) = 0 =
∑n
a=−n ska(−u) sal(u).
If j = k = l and i = −l in (4.33), then ∑na=−n s−l,a(u) sal(−u) = 0, and if i = k = l, j = −k, we obtain
that
∑n
a=−n sk,a(−u) sa,−k(u) = 0.
We have showed that S(u)S(−u) and S(−u)S(u) are diagonal matrices. If k = l, then setting i = j = k
in (4.33) shows directly that
∑n
a=−n
(
ska(u) sal(−u)− ska(−u) sal(u)
)
= 0, so S(u)S(−u) = S(−u)S(u).
If n ≥ 2, then we can choose i, j, k, l such that i = l, j = k and i 6= −j, in which case we find
from (4.33) that
∑n
a=−n sia(u) sai(−u) =
∑n
a=−n sja(−u) saj(u). If i = l = −j = −k, then we get also∑n
a=−n
(
sia(u) sai(−u)− s−i,a(−u) sa,−i(u)
)
= 0. Therefore, the diagonal entries of S(u)S(−u) are all equal.
The conclusion so far is that w(u) is an even series. Showing that w(u) is central in B(G) is exactly as in
Proposition 2.1 in [MoRa].
Definition 4.2. Let UB(G) be the quotient of the reflection algebra B(G) by the ideal generated by the entries
of S(u)S(−u)− I. We will call the relation
S(u)S(−u) = I. (4.36)
the unitarity constraint.
Theorem 4.1. The twisted Yangian Y (g,G)tw is isomorphic to UB(G).
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Proof. The homomorphism φ descends to φˆ : UB(G) −→ Y (g,G)tw and is surjective. We have to see why it
is injective. This will be a consequence of the Poincare´-Birkhoff-Witt Theorem for Y (g,G)tw. Let us also
denote by s
(m)
ij the images of these generators in the quotient UB(G). We have a filtration on UB(G) obtained
by assigning degree m− 1 to s(m)ij and φˆ becomes a filtered homomorphism.
Let s¯
(m)
ij denote the image of the abstract generator s
(m)
ij in the (m − 1)-th homogeneous component
of grUB(G). The symmetry relation (4.2) leads to the following relation in the (m − 1)-th homogeneous
component of the graded algebra:
θij s¯
(m)
−j,−i = (±)(−1)ms¯(m)ij + tr(G)(gij − δij)/2. (4.37)
The defining relation (4.4) implies that the following relation holds in grUB(G):
[¯s
(m1)
ij , s¯
(m2)
kl ] = gkj s¯
(m1+m2−1)
il − gil s¯(m1+m2−1)kj − (−1)m1
n∑
a=−n
(
δjk gia s¯
(m1+m2−1)
al − δil gaj s¯(m1+m2−1)ka
)
−
n∑
a=−n
(
δk,−iθia gaj s¯
(m1+m2−1)
−a,l − δl,−jθaj gia s¯(m1+m2−1)k,−a
)
+ (−1)m1
(
θj,−kgi,−k s¯
(m1+m2−1)
−j,l − θi,−lg−l,j s¯(m1+m2−1)k,−i
)
. (4.38)
It can be checked directly that exactly the same relation holds for the generators F
′(ρ,m)
ij of the Lie algebra
g[x]ρ. The equalities (4.37) and (4.38) imply that the elements s¯
(m)
ij satisfy all the defining relations of the
generators F
′(ρ,m)
ij of g[x]
ρ, so there exists a surjective algebra homomorphism ψ : Ug[x]ρ ։ grUB(G) given
by F
′(ρ,m)
ij 7→ s¯(m)ij − δm1g¯ij . (The relation (4.38) also holds when m = 1 and s¯(1)ij is replaced by s¯(1)ij − g¯ij .)
The composite of this homomorphism with gr φˆ : grUB(G)։ grY (g,G)tw is an isomorphism by Proposition
3.3. Therefore, ψ and gr φˆ must also be isomorphisms, and it follows that φ is an isomorphism.
Since φ(w(u)) = w(u) = q(u)q(−u) and the coefficients of q(u) can be expressed in terms of the coefficients
of w(u) (see the proof of Theorem 3.1), we can write w(u) = q(u)q(−u) with φ(q(u)) = q(u). The central
elements w2i, i = 1, 2, . . . are algebraically independent by Corollary 3.5 and φ(w2i) = w2i, so the central
elements w2i, i = 1, 2, . . . are also algebraically independent and φ provides an isomorphism between the
subalgebraWB(G) of B(G) generated by the elements w2i and the centre ZX(g,G)tw of X(g,G)tw according
to Corollary 3.5.
Let U˜B(G) denote the subalgebra of B(G) generated by the coefficients σ(r)ij of the series σij(u) =
gij +
∑
r≥1 σ
(r)
ij u
−r where σij(u) is the (i, j)th-entry of the matrix Σ = q(u)−1S(u). Observe that φ maps
U˜B(G) to Y˜ (g,G)tw. It follows from Proposition 4.1 that ∑na=−n σia(u)σaj(−u) = δij .
The next theorem provides the analogue of Theorem 3.1 for reflection algebras.
Theorem 4.2. The extended twisted Yangian X(g,G)tw is isomorphic via φ to the algebra B(G). The
restriction of φ to U˜B(G) provides an isomorphism between U˜B(G) and Y˜ (g,G)tw such that φ : Σ(u)→ Σ(u),
σij(u) 7→ σij(u). Furthermore, B(G) is isomorphic to WB(G) ⊗ U˜B(G) and the quotient homomorphism
B(G)։ UB(G) induces an isomorphism between U˜B(G) and UB(G).
Proof. We start by showing that B(G) ∼= WB(G) ⊗ U˜B(G) following the ideas in the proof of Theorem 3.1
in [AMR]. If f(u) is a power series in u−1 such that f(u) = f(κ− u), then the assignment S(u) 7→ f(u)S(u)
defines an isomorphism of the reflection algebra B(G). This isomorphism sends w(u) to f(u)f(−u)w(u).
Because w(u) = q(u)q(−u) = q(u)q(u + κ), it follows that it sends q(u) to f(u)q(u) and q(u + κ) to
f(u+ κ)q(u+ κ), which equals f(−u)q(u+ κ). U˜B(G) is thus invariant under such isomorphisms.
We have that B(G) = WB(G) · U˜B(G). We need to show that the elements w2i are algebraically inde-
pendent over U˜B(G). Suppose, on the contrary, that P (w2,w4, . . . ,w2n) = 0 for some polynomial P in n
variables with coefficients in U˜B(G). Since w(u) = q(u)q(u + κ), it is enough to show that the elements
q2i are algebraically independent over U˜B(G) (notice that q(−u) = q(u + κ) implies that the elements qj
with j odd can be expressed in terms of those with j even), so we can consider instead a relation of the
form P˜ (q2, q4, . . . , q2n) = 0 chosen so that n is minimal. Let f(u) =
(
1 + (−1)
nau−n
(κ−u)n
)
=
(
1 + au
−2n
(1−κu−1)n
)
, so
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f(u) = f(κ−u) and multiplication by f(u) on S(u) provides an isomorphism of B(G). Since this isomorphism
sends q(u) to f(u)q(u), it follows from P˜ (q2, q4, . . . , q2n) = 0 that P˜ (q2, q4, . . . , q2n + a) = 0 for any a ∈ C.
Therefore, P˜ does not depend on its last variable, which contradicts the choice of n. Consequently, the
elements w2i are algebraically independent over U˜B(G) and B(G) ∼=WB(G)⊗ U˜B(G).
Once the isomorphism B(G) ∼=WB(G)⊗ U˜B(G) has been established, it follows that the quotient homo-
morphism π1 : B(G)։ UB(G) restricts to an isomorphism between U˜B(G) and UB(G). Let π2 : X(g,G)tw ։
Y (g,G)tw be the quotient homomorphism, so π2 ◦ φ = φˆ ◦ π1. Since π2 induces an isomorphism between
Y˜ (g,G)tw and Y (g,G)tw by Theorem 3.1 and since φ maps U˜B(G) to Y˜ (g,G)tw, it follows from Theorem
4.1 that φ restricts to an isomorphism between U˜B(G) and Y˜ (g,G)tw . Putting all this information together
along with Theorem 3.1 allows us to conclude that X(g,G)tw is isomorphic via φ to B(G).
Corollary 4.1. WB(G) is the whole centre ZB(G) of B(G).
Proof. This is an immediate consequence of the previous theorem and Corollary 3.5.
5 Connection with quantum contraction
Here we use an alternative approach of investigating the algebraic properties of the reflection algebras and
twisted Yangians which was put forward in Section 6 in [MNO]. This approach is based on the use of the one-
dimensional projection operator Q. We construct certain series whose elements are central in the extended
reflection algebra defined by the reflection equation only. The new constructed series are in one-to-one
correspondence with the symmetry and unitarity relations.
In the computations below, we will use the following notation. Let {ei}ni=−n denote the standard basis
of CN . We have
P (ei ⊗ ej) = ej ⊗ ei, Q (ei ⊗ ej) = δ−i,j
∑
k θjk (e−k ⊗ ek).
These relations can be checked using the definitions (2.2). We also set ξ =
∑
k θk1 (e−k ⊗ ek) so that
Q (CN ⊗ CN ) = C ξ and Q (ei ⊗ ej) = δ−i,j θj1 ξ.
5.1 Extended reflection algebra
In this section, we define an extended reflection algebra XB(G) which depends on the R-matrix given by (2.3)
and the matrix G only. We then construct certain formal power series c(u) in u−1 with coefficients central
in XB(G). This is an analogue of the series δ(u) constructed in Section 6 in [MNO]. Then we show that the
algebra B(G) is isomorphic to the quotient of XB(G) by the ideal ZX (G) generated by the coefficients of the
series c(u), namely
B(G) ∼= XB(G)/(c(u)− 1),
or in other words, the constrain c(u) = 1 is equivalent to the symmetry relation of B(G). Moreover, we will
show that the following tensor product decomposition holds:
XB(G) ∼= ZX (G) ⊗ B(G).
Definition 5.1. The extended reflection algebra XB(G) is the unital associative C-algebra generated by
elements x
(r)
ij for −n ≤ i, j ≤ n, r ∈ Z≥0 satisfying the reflection equation
R(u− v)X1(u)R(u+ v)X2(v) = X2(v)R(u + v)X1(u)R(u− v), (5.1)
where the S-matrix X(u) is defined in the usual way:
X(u) =
∑n
i,j=−n
∑∞
r=0Eij ⊗ x(r)ij u−r, x(0)ij = gij .
In what comes next, the following observation will be useful. Let h(u) be a formal power series such that
h(u) ∈ 1 + u−1C[[u−1]] and A ∈ G a matrix such that AGAt = G. The maps
ν˜h : X(u) 7→ h(u)X(u), γ˜ : X(u) 7→ X−1(−u), α˜A : X(u) 7→ AX(u)At (5.2)
are automorphisms of XB(G).
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Lemma 5.1. The matrix G(u) satisfies the following identity
QG1(u)R(2u− κ)G−12 (κ− u) = G−12 (κ− u)R(2u− κ)G1(u)Q = p(u)Q, (5.3)
where
p(u) = (±) 1∓ 1
2u− κ +
tr(G(u))
2u− 2κ . (5.4)
Proof. Recall that the R-matrix R(u) has a simple pole at u = κ with res
u=κ
R(u) = Q. By multiplying both
sides of (4.8) with G−12 (v) we obtain
R(u+ v)G1(u)R(u− v)G−12 (v) = G−12 (v)R(u − v)G1(u)R(u+ v).
Now multiply both sides of the previous equality by u + v − κ and then set v = −u + κ. What remains is
the first equality in (5.3). To prove the second equality, we need to consider each kind of G(u) individually.
Let G(u) of the first kind. In this case, the left-hand side of (5.3) becomes
Q
(
(±) 1∓ 1
2u− κ
)
+
QG1QG2
2u− 2κ ,
because QG1PG−12 = QP = ±Q and QG1G−12 = QG1G2 = QGt2G2. By (4.12) and properties of G, it follows
that
QG1QG2 =
{
NQ = tr(G(u))Q for the BCD0 case,
0 for cases CI, DIII, DI and CII when p = q.
Now let G(u) of the second kind. By (4.12) we have QG1Q =
∑n
i=−n giiQ = (p − q)Q. Recall that
c = 4/(p − q), κ = N/2 ∓ 1 and tr(G(u)) = (N − 4u)(1 − cu)−1. Then a straightforward (but tedious)
calculation gives
Q
((
1∓ 1
2u− κ
)
G2(u)G2(u− κ) + (N − 4u)G2(u− κ)
(2u− 2κ)(1− cu)
)
= Q
((
1∓ 1
2u− κ
)
(1 + c2u(u− κ))I + c(κ− 2u)G
(1− cu)(1− c(u− κ)) +
(N − 4u)(I − c(u− κ)G)
(2u− 2κ)(1− cu)(1− c(u − κ))
)
= Q
(
1∓ 1
2u− κ +
tr(G(u))
2u− 2κ
)
.
By combining the expressions above, we find p(u) as given by (5.4).
Proposition 5.1. There exists a formal power series
c(u) = 1 + c1u
−1 + c2u−2 + . . . ∈ XB(G)[[u−1]]
such that the following identity holds
QX1(u)R(2u− κ)X−12 (κ− u) = X−12 (κ− u)R(2u− κ)X1(u)Q = p(u) c(u)Q. (5.5)
Proof. Multiply both sides of (5.1) by X−12 (v) and u + v − κ and then set v = κ − u. This gives the first
equality in (5.5). The second equality follows from the fact that Q/N is a projection operator to a one-
dimensional subspace of (CN )⊗2, thus the right-hand side must be equal to the operatorQ times some formal
power series c′(u) in u−1 with coefficients in XB(G). The coefficient of u0 in c′(u) must be (±)1 since the
coefficients of u0 in the series X1(u), X
−1
2 (κ − u) and R(2u − κ) are equal to G1, G−12 and I, respectively,
giving QG1G−12 = QGt2G2 = (±)Q. Now since p(u) given by (5.4) is invertible, we can set c(u) = p−1(u) c′(u).
This gives (5.5) as required.
Remark 5.1. The identity (5.5) together with (5.4) are the analogues of those obtained in [MNO]. In
particular, by setting κ = 0, choosing the plus sign in (±) and discarding the last term in (5.4) we recover
the identity (1) in Proposition 6.2 in loc. cit. (see also Remark 4.2 in Section 4 above).
Theorem 5.1. All the coefficients of the series c(u) are central in XB(G).
The proof of this theorem is similar to the one for Theorem 6.3 in [MNO].
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Proof. Proving that c(u) is central takes several steps. Consider the tensor space (EndCN )⊗3. Enumerate
the copies of EndCN by 0, 1, 2 and set
Rij = Rij(ui − uj), R′ij = Rij(ui + uj), Xi = Xi(ui), with 0 ≤ i < j ≤ 2.
We need to prove the identity
X0 c(u1)Q12 = c(u1)Q12 X0, (5.6)
which is equivalent to the statement that c(u) is central. First, we need some auxiliary identities. Consider
the following Yang-Baxter identities:
R12R02R01 = R01R02R12, (5.7)
R′12R
′
01R02 = R02R
′
01R
′
12, (5.8)
R′12R
′
02R01 = R01R
′
02R
′
12, (5.9)
R12R
′
01R
′
02 = R
′
02R
′
01R12. (5.10)
Here (5.7) is the Yang-Baxter equation (2.4) written in the new notation. The remaining identities follow by
transposing appropriate factors of the tensor space (EndCN )⊗3 and using the property Rt(u) = R(κ − u).
For example, to obtain (5.8), we need to transpose (5.7) with t0 and substitute u0 7→ κ − u0, u2 7→ −u2.
The remaining identities can be obtained in a similar same way. The reflection equation in the new notation
reads as
R12X1R
′
12X2 = X2R
′
12X1R12. (5.11)
By multiplying both sides with X−12 we get
R′12X1R12X
−1
2 = X
−1
2 R12X1R
′
12. (5.12)
These auxiliary identities are needed to prove the following relation:
R01R
′
02X0R02R
′
01X
−1
2 R12X1R
′
12 = X
−1
2 R12X1R
′
12R
′
01R02X0R
′
02R01. (5.13)
Indeed,
R01(R
′
02X0R02X
−1
2 )R
′
01R12X1R
′
12 = R01X
−1
2 R02X0(R
′
02R
′
01R12)X1R
′
12 by (5.12)
= R01X
−1
2 R02X0R12R
′
01R
′
02X1R
′
12 by (5.10)
= X−12 (R01R02R12)X0R
′
01R
′
02X1R
′
12
= X−12 R12R02(R01X0R
′
01X1)R
′
02R
′
12 by (5.7)
= X−12 R12R02X1R
′
01X0(R01R
′
02R
′
12) by (5.11)
= X−12 R12X1(R02R
′
01R
′
12)X0R
′
02R01 by (5.9)
= X−12 R12X1R
′
12R
′
01R02X0R
′
02R01 by (5.8),
thus proving (5.13). Now multiply both sides of (5.14) by u1 + u2 + κ and set u2 = κ− u1. By Proposition
5.1 we obtain
R01R
′
02X0R02R
′
01Q12 c(u1) = c(u1)Q12R
′
01R02X0R
′
02R01. (5.14)
We will use the following identities to simplify (5.14):
Q12R
′
01R02 = R02R
′
01Q12 = (1 − (u0 + u1 − κ)−2)Q12 , (5.15)
Q12R
′
02R01 = R01R
′
02Q12 = (1 − (u0 − u1)−2)Q12 , (5.16)
which follow from (5.10) and (5.7), respectively, after replacing u2 by −u2 and taking the residue at u1+u2 =
κ. Let us explicitly show how to obtain (5.15). Since Q/N is a one-dimensional projector it is sufficient to
consider the action of Q12R
′
01R02 on the basis vector η = ei ⊗ e−1 ⊗ e1 ∈ (CN )⊗3, since Q12 η = ei ⊗ ξ.
Define uij = ui − uj and vij = ui + uj . This gives
Q12R
′
01R02(ei ⊗ e−1 ⊗ e1)
= Q12R
′
01
(
ei ⊗ e−1 ⊗ e1 − 1
u02
e1 ⊗ e−1 ⊗ ei + δi,−1
u02 − κ
∑
j θ1j e−j ⊗ e−1 ⊗ ej
)
,
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which evaluates to
Q12(ei ⊗ e−1 ⊗ e1 − 1
u02
e1 ⊗ e−1 ⊗ ei + δi,−1
u02 − κ
∑
j θ1j e−j ⊗ e−1 ⊗ ej
− 1
v01
e−1 ⊗ ei ⊗ e1 + 1
v01u02
e−1 ⊗ e1 ⊗ ei − δi,−1
v01(u02 − κ)
∑
j θ1j e−1 ⊗ e−j ⊗ ej
± δi1
v01 − κ
∑
j θ1j e−j ⊗ ej ⊗ e1 ∓
1
u02(v01 − κ)
∑
j θ1j e−j ⊗ ej ⊗ ei
+
δi,−1
(v01 − κ)(u02 − κ)
∑
j θ1j e−j ⊗ ej ⊗ e−1)
=
∑
j θ1j ei ⊗ e−j ⊗ ej −
δi1
u02
∑
j θ1j e1 ⊗ e−j ⊗ ej +
δi,−1
u02 − κ
∑
j θ1j e−1 ⊗ e−j ⊗ ej
− δi,−1
v01
∑
j θ1j e−1 ⊗ e−j ⊗ ej ±
δi,−1
v01u02
∑
j θ1j e−1 ⊗ e−j ⊗ ej −
Nδi,−1
v01(u02 − κ)
∑
j θ1j e−1 ⊗ e−j ⊗ ej
+
δi1
v01 − κ
∑
j θ1j e1 ⊗ e−j ⊗ ej −
1
u02(v01 − κ)
∑
j θ1j ei ⊗ e−j ⊗ ej
± δi,−1
(v01 − κ)(u02 − κ)
∑
jθ1j e−1 ⊗ e−j ⊗ ej. (5.17)
After substituting u2 → κ− u1 most of the terms cancel each other. What remains is
(1− (u0 + u1 − κ)−2)
∑
j θ1j ei ⊗ e−j ⊗ ej = (1 − (u0 + u1 − κ)−2)(ei ⊗ ξ),
which implies (5.15). A similar calculation for Q12R
′
02R01 implies (5.16). These two relations applied to
(5.14) give (5.6). This proves the theorem.
Corollary 5.1. The odd coefficients c1, c3, . . . of the series c(u) are algebraically independent.
Proof. Consider the polynomial ring C[x1, x2, . . .] in infinitely many variables and set f(u) = 1+
∑∞
r=1 xru
−r.
We have that f(u)G(u) is a solution of the reflection equation by Lemma 4.1. It follows that the assign-
ment X(u) 7→ f(u)G(u) defines an algebra homomorphism βf : End(CN ) ⊗ XB(G)[[u−1]] −→ End(CN ) ⊗
C[x1, x2, . . .][[u
−1]]. Applying βf to both sides of (5.5), we obtain that f(u)f(κ−u)−1 = βf (c(u)) by Lemma
5.1. Therefore, βf (c2r+1) = 2x2r+1 + g2r where g2r is a polynomial in the variables x1, . . . , x2r. Since the
variables xi, i ≥ 1 are algebraically independent, so are βf (c2r+1) ∀ r ≥ 0, and the same must be true for
the central elements c2r+1 for all r ≥ 0.
Lemma 5.2. The S-matrix S(u) given in Definition 3.1 satisfies the symmetry relation
QS1(u)R(2u− κ)S−12 (κ− u) = S−12 (κ− u)R(2u− κ)S1(u)Q = p(u)Q. (5.18)
where p(u) is the power series given in (5.4).
Proof. The proof of the first equality is analogous to the one in the proof of the Proposition 5.1 above.
Proving the second equality requires the following auxiliary relation:
T t1(−u+ κ/2)R(2u− κ)T t2(u− κ/2)−1 = T t2(u− κ/2)−1R(2u− κ)T t1(−u+ κ/2), (5.19)
which is is obtained by multiplying both sides of (4.28) with T t2(−v + κ/2)−1 and substituting v 7→ −u+ κ.
Now recall that QT1(u) = QT
t
2(u) and G−1(u) = G(−u). We have
QS1(u)R(2u− κ)S−12 (κ− u)
= QT1(u− κ/2)G1(u) (T t1(−u+ κ/2)R(2u− κ)T t2(u − κ/2))−1 G2(u− κ)T−12 (−u+ κ/2)
= (QT1(u− κ/2)T t2(u − κ/2))−1 G1(u)R(2u− κ)T t1(−u+ κ/2)G2(u− κ)T−12 (−u+ κ/2) by (5.19)
= QG1(u)R(2u− κ)G2(u − κ)T t1(−u+ κ/2)T−12 (−u+ κ/2)
= p(u)Q T t1(−u+ κ/2)T−12 (−u+ κ/2) = p(u)Q by (5.3).
We have the following equivalence:
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Theorem 5.2. The relation c(u) = 1 is equivalent to the symmetry relation
Xt(u) = (±)X(κ− u)± X(u)− X(κ− u)
2u− κ +
tr(G(u))X(κ − u)− tr(X(u)) · I
2u− 2κ . (5.20)
Proof. Denote the matrix elements of X−1(u) by x′ij(u), −n ≤ i, j ≤ n, and apply the left-hand side of (5.5)
to the vector e−i ⊗ ej ∈ (CN )⊗2. This gives
QX1(u)R(2u− κ)X−12 (κ− u) (e−i ⊗ ej) = QX1(u)R(2u− κ)
∑n
k=−n x
′
kj(κ− u)(e−i ⊗ ek)
= QX1(u)
n∑
k=−n
(
x′kj(κ− u)
(
e−i ⊗ ek − 1
2u− κ ek ⊗ e−i
)
+
θik x
′
ij(κ− u)
2u− 2κ e−k ⊗ ek
)
= Q
∑
k,l
((
xl,−i(u) x′kj(κ− u) el ⊗ ek −
xlk(u) x
′
kj(κ− u)
2u− κ el ⊗ e−i
)
+
θik xl,−k(u) x′ij(κ− u)
2u− 2κ el ⊗ ek
)
=
∑
k
(
θk1 x−k,−i(u) x′kj(κ− u)−
θ−i,1 xik(u) x′kj(κ− u)
2u− κ +
θi1 x−k,−k(u) x′ij(κ− u)
2u− 2κ
)
ξ . (5.21)
For the right-hand side of (5.5) we have
p(u) c(u)Q (e−i ⊗ ej) = p(u) c(u) δij θi1 ξ. (5.22)
Recall that δij =
∑
k xik(κ − u) x′kj(κ− u) and set x′ij(κ − u) =
∑
k δik x
′
kj(κ− u). Then by comparing the
equalities (5.21) and (5.22) above we find
p(u) c(u) xik(κ− u) = θki x−k,−i(u)∓ xik(u)
2u− κ +
δik
∑
l xll(u)
2u− 2κ . (5.23)
By setting c(u) = 1 and using (5.4), the explicit form of p(u), we obtain the relation
θki x−k,−i(u) = (±) xik(κ− u)∓ xik(κ− u)− xik(u)
2u− κ +
tr(G(u)) xik(κ− u)− δik
∑
l xll(u)
2u− 2κ
which is equivalent to a matrix element of the symmetry relation (5.20). On the other hand, if (5.20) is
satisfied, then (5.23) for i = k = −1 becomes
p(u) c(u) x−1,−1(κ− u) = x11(u)∓ x−1,−1(u)
2u− κ +
∑
l xll(u)
2u− 2κ = p(u) x−1,−1(κ− u),
where we have used (5.20) to obtain the second equality. Since x−1,−1(κ− u) and p(u) are invertible power
series, it follows that c(u) = 1.
Corollary 5.2. The reflection algebra B(G) is isomorphic the quotient of XB(G) by the ideal generated by
the coefficients of the series c(u):
B(G) ∼= XB(G)/(c(u)− 1).
Proposition 5.2. The algebra B(G) is invariant under the automorphism ν˜h for any series h(u) satisfying
h(u)h−1(κ− u) = 1.
Proof. By (5.5) the image of c(u) under the automorphism ν˜h is h(u)h
−1(κ − u) c(u). If h(u) = h(κ − u),
then ν˜h(c(u) − 1) = c(u) − 1, so the ideal generated by the coefficients of c(u) is stable under ν˜h and this
automorphism descends to the quotient XB(G)/(c(u)− 1).
From (5.5), we quickly obtain
c(u)−1Q = p(u)QX2(κ− u)R−1(2u− κ)X−11 (u)
which, after conjugating by P , gives
c−1(u)Q = p(u)QX1(κ− u) R(κ− 2u)
1− (2u− κ)−2 X
−1
2 (u) =
p(u) p(κ− u)
1− (2u− κ)−2 c(κ− u)Q.
It can be checked that p(u) p(κ− u) = 1− (2u− κ)−2, so it follows that c(κ− u) = c−1(u).
Let v(u) be the unique invertible power series with constant term 1 such that c(u) = v2(u). Then
v−2(u) = c(κ− u) = v2(κ− u), hence v−1(u) = v(κ− u) because both have constant term 1. Thus it follows
that c(u) = v(u) v−1(κ− u).
For any power series h(u), we have ν˜h(c(u)) = h(u)h
−1(κ− u) c(u) (see (5.5)). If h(u) satisfies h−1(u) =
h(κ− u) with constant term 1, then we deduce that ν˜h(c(u)) = h2(u) c(u) and ν˜h(v(u)) = h(u) v(u).
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Theorem 5.3. Let B˜(G) be the subalgebra of XB(G) generated by the coefficients of the series s˜ij(u) =
v−1(u) xij(u). XB(G) is isomorphic to ZX (G)⊗B(G). Moreover, the quotient homomorphism XB(G)։ B(G)
induces an isomorphism between B˜(G) and B(G).
Proof. Since the coefficients of the series c(u) generate ZX (G), the same is true for the coefficients of v(u).
Consequently, since xij(u) = v(u) s˜ij(u), it follows that XB(G) ∼= ZX (G) · B˜(G). Moreover if h−1(u) =
h(κ − u) with constant term 1, the algebra B˜(G) is a ν˜h–stable subalgebra of XB(G). Indeed, ν˜h(˜sij(u)) =
ν˜h(v
−1(u)) ν˜h(xij(u)) = h−1(u) v−1(u)h(u) xij(u) = s˜ij(u). The isomorphism XB(G) ∼= ZX (G) ⊗ B˜(G) can
now be proved via the same argument as in Theorem 3.1 in [AMR] using instead of 1 + au−n the power
series (1 + a(κ− u)−n)/(1 + au−n) for an appropriate odd value of n and any a ∈ C. (When n is odd, it is
important that the first two terms of this power series are 1− 2au−n:
1 + a(κ− u)−n
1 + au−n
=
(
1− au
−n
(1− κu−1)n
)
(1− au−n + a2u−2n − · · · ) = 1− 2au−n + · · ·
The reason why n should be odd is that the odd coefficients of v(u) should be considered.) It follows that
the quotient XB(G)։ B(G) induces an isomorphism between B˜(G) and B(G).
Corollary 5.3. Given any total ordering, a vector space basis of XB(G) is provided by the ordered mono-
mials in the generators c1, c3, . . . and w2,w4, . . . and σ
(r)
ij with r, i, j satisfying the same constraints as in
Theorem 3.2.
5.2 Quantum contraction for reflection algebra
In this section, we define a certain series d(u), the image of γ˜(c(u)) in the algebra B(G). We call this series
the quantum contraction of the matrix S(u) in an analogy to the quantum contraction y(u) of the twisted
Yangian in [MNO]. We then show that d(u) is an analogue of the series w(u).
Proposition 5.3. The following identity holds in the algebra B(G):
Q S−11 (−u)R(2u− κ)S2(u − κ) = S2(u− κ)R(2u− κ)S−11 (−u)Q = p(u) d(u)Q. (5.24)
Proof. Apply the automorphism γ˜ to each part of (5.5) and take their image in the algebra B(G).
Theorem 5.4. The coefficients of the quantum contraction d(u) generate the whole centre ZB(G) of B(G).
Proof. Set d(u) = φ−1(d(u)) and let us apply the isomorphism φ : B(G) → X(g,G)tw to the left-hand side
of (5.24) to obtain
QT t1(u+ κ/2)
−1 G1(u)T−11 (−u− κ/2)R(2u− κ)T2(u− 3κ/2)G2(u− κ)T t2(−u+ 3κ/2)
= QT t1(u + κ/2)
−1 T2(u − 3κ/2)G1(u)R(2u− κ)G2(u− κ)T−11 (−u− κ/2)T t2(−u+ 3κ/2), (5.25)
where we have used G−1(−u) = G(u) and the identity
T−11 (−u− κ/2)R(2u− κ)T2(u− 3κ/2) = T2(u− 3κ/2)R(2u− κ)T−11 (−u− κ/2),
which is obtained by taking the inverse of (2.5), multiplying both sides with T2(v) and substituting u →
−u− κ/2, v → u− 3κ/2. Now recall that QT t2(u) = QT1(u). Then, by (2.11), it follows that (5.25) is equal
to
p(u)
y(u− 3κ/2) y(−u+ 3κ/2)
y(u+ κ/2) y(−u− κ/2) Q = p(u)
q(u− κ)
q(u)
Q,
which yields, after comparing with the right-hand side of (5.24) and using the symmetry q(u− κ) = q(−u),
d(u) =
q(−u)
q(u)
. (5.26)
Now since the coefficients of q(u) generate the whole centre ZX(g,G)tw, the same is true for the series d(u)
and, by the isomorphism φ, for d(u).
Corollary 5.4. We have XB(G) ∼= ZX (G)⊗ZB(G)⊗UB(G) and ZX (G)⊗ZB(G) is the centre of XB(G).
Proof. This follows from Theorem 5.3 and Theorem 4.2.
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