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Abstract
We construct “higher” motion planners for automated systems whose space of states are
homotopy equivalent to a polyhedral product space Z(K, {(Ski , ⋆)}), e.g. robot arms with
restrictions on the possible combinations of simultaneously moving nodes. Our construction
is shown to be optimal by explicit cohomology calculations. The higher topological complexity
of other families of polyhedral product spaces is also determined.
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1 Introduction
For a positive integer s ∈ N, the s-th (higher or sequential) topological complexity of a path
connected space X, TCs(X), is defined in [16] as the reduced Schwarz genus of the fibration
es = e
X
s : X
Js → Xs
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given by es(f) = (f1(1), . . . , fs(1)). Here Js denotes the wedge of s copies of the closed interval
[0, 1], in all of which 0 ∈ [0, 1] is the base point, and we think of an element f in the function
space XJs as an s-tuple f = (f1, . . . , fs) of paths in X all of which start at a common point.
Thus, TCs(X) + 1 is the smallest cardinality of open covers {Ui}i of X
s so that, on each Ui, es
admits a section σi. In such a cover, Ui is called a local domain, the corresponding section σi is
called a local rule, and the resulting family of pairs {(Ui, σi)} is called a motion planner. The
latter is said to be optimal if it has TCs(X) + 1 local domains.
For practical purposes, the openness condition on local domains can be replaced (without
altering the resulting numeric value of TCs(X)) by the requirement that local domains are
pairwise disjoint Euclidean neighborhood retracts (ENR).
Since es is the standard fibrational substitute of the diagonal inclusion
ds = d
X
s : X →֒ X
s,
TCs(X) coincides with the reduced Schwarz genus of ds. This suggests part (a) in the following
definition, where we allow cohomology with local coefficients:
Definition 1.1. Let X be a connected space and R be a commutative ring.
(a) Given a positive integer s, we denote by zcls (H
∗(X;R)) the cup-length of elements in the
kernel of the map induced by ds in cohomology. Explicitly, zcls (H
∗(X;R)) is the largest
integer m for which there exist cohomology classes ui ∈ H
∗(Xs, Ai), where X
s is the s-th
Cartesian power of X and each Ai is a system of local coefficients, such that d
∗
s(ui) = 0 for
i = 1, . . . ,m and 0 6= u1 ⊗ · · · ⊗ um ∈ H
∗(Xs, A1 ⊗ · · · ⊗Am).
(b) The homotopy dimension of X, hdim(X), is the smallest dimension of CW complexes
having the homotopy type of X. The connectivity of X, conn(X), is the largest integer c
such that X has trivial homotopy groups in dimensions at most c. We set conn(X) = ∞
when no such c exists.
Proposition 1.2. For a path connected space X,
zcls (H
∗(X;R)) ≤ TCs(X) ≤
s hdim(X)
conn(X) + 1
.
In particular for every path connected X,
TCs(X) ≤ s hdim(X).
For a proof see [2, Theorem 3.9] or, more generally, [17, Theorems 4 and 5].
The spaces we work with arise as follows. For a positive integer ki consider the minimal
cellular structure on the ki-dimensional sphere S
ki = e0 ∪ eki . Here e0 is the base point, which
is simply denoted by e. Take the product (therefore minimal) cell decomposition in
S(k1, . . . , kn) := S
k1 × · · · × Skn =
⊔
J
eJ
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whose cells eJ , indexed by subsets J ⊆ [n] = {1, . . . , n}, are defined as eJ =
∏n
i=1 e
di where
di = 0 if i /∈ J and di = ki if i ∈ J . Explicitly,
eJ =
{
(x1, . . . , xn) ∈ S(k1, . . . , kn) | xi = e
0 if and only if i /∈ J
}
.
It is well known that the lower bound in Proposition 1.2 is optimal for S(k1, . . . , kn); The-
orem 1.3 below asserts that the same phenomenon holds for subcomplexes. Note that, while
S(k1, . . . , kn) can be thought of as the configuration space of a mechanical robot arm whose i-th
node moves freely in ki dimensions, a subcomplex X of S(k1, . . . , kn) encodes the information
of the configuration space that results by imposing restrictions on the possible combinations of
simultaneously moving nodes of the robot arm.
Theorem 1.3. A subcomplex X of S(k1, . . . , kn) has TCs(X) = zcls(H
∗(X;Q)).
Our methods imply that Theorem 1.3 could equally be stated using cohomology with coeffi-
cients in any ring of characteristic 0.
We provide an explicit description of zcls(H
∗(X;Q)). The answer turns out to depend ex-
clusively on the parity of the sphere dimensions ki (and on the combinatorics of the abstract
simplicial complex underlying X). In order to better appreciate the phenomenon, it is con-
venient to focus first on the case where all the ki have the same parity
1. The corresponding
descriptions, in Theorems 2.7 and 2.23 as well as Corollary 2.11 in the next section, generalize
those in [6, 18]. The unrestricted description is given in Subsection 4.1 (see Theorem 4.1). In
either case, the optimality of the cohomological lower bound will be a direct consequence of the
fact that we actually construct an optimal motion planner. Our construction generalizes, in a
highly non-trivial way, the one given first by the third author ([19]) for s = 2 when X is an
arrangement complement, and then independently by Cohen-Pruidze ([6], as corrected in [12])
in a more general case.
By Hattori’s work [14], complements of generic complex hyperplane arrangements are up-to-
homotopy examples of the spaces dealt with in Theorem 1.3 (with ki = 1 for all i). Those spaces
are known to be formal, so their rational higher topological complexity has been shown in [3]
to agree with the cohomological lower bound. Of course, such an observation can be recovered
from Theorem 1.3 in view of the general fact that the rational topological complexity bounds
from below the regular one. In any case it is to be noted that the rational higher TC agrees
with the regular one for complements of generic complex hyperplane arrangements. Furthermore,
these observations apply also for complements of the “redundant” arrangements considered in [4],
as well as for Eilenberg-Mac Lane spaces of all Artin type groups for finite groups generated by
reflections, see [18]. In this direction, it is interesting to highlight that the agreement noted above
between the rational higher TC and the usual one does not hold for other formal spaces. For
instance, Lucile Vandembroucq has brought to the author’s attention the fact that the rational
TC2 of the symplectic group Sp(2) is 2, one lower than its regular topological complexity.
1An earlier version of the paper, signed by the current three authors, dealt only with the case when all the
ki have the same parity. The unrestricted case was worked out later by the second named author using a mild
variation of the original methods. Her results are included in the current updated version of the paper.
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The bounds in Proposition 1.2 for the higher topological complexity of a space easily yield
Theorem 1.3 when all the ki agree with a fixed even number. If all the ki are even (but not
necessarily equal), the result can still be proved with relative ease using the fact that the sectional
category of a fibration is bounded from above by the cone-length of its base (c.f. [11]). This idea
will be used in Section 5 in order to analyze the higher topological complexity of other polyhedral
product spaces. But insisting on obtaining the required upper bound from the construction of
explicit optimal motion planners (as we do) imposes a mayor task which, ironically, is much
more elaborate when all the ki’s are even. Yet, it seems to be extremely hard to give a proof of
Theorem 1.3 that does not depend on the construction of an optimal motion planner if at least
one of the ki’s is odd.
2 Optimal motion planners
In this section we construct optimal motion planners for a subcomplex X of S(k1, . . . , kn) when
all the ki’s have the same parity. We start by setting up some basic notation.
We think of an element (b1, b2, . . . , bs) ∈ X
s, with bj = (b1j , . . . , bnj) ∈ X ⊆ S(k1, . . . , kn), as
a matrix of size n× s whose entry bij belongs to S
ki for all (i, j) ∈ [n]× [s]. (Here and below, for
a positive integer m, [m] stands for the initial integer interval {1, 2, . . . ,m}, while [m]0 stands
for [m] ∪ {0}). Let
P = {(P1, . . . , Pn) | Pi is a partition of [s] for each i ∈ [n] }
be the set of n-tuples of partitions of the interval [s]. We assume that elements (P1, . . . , Pn) ∈ P
are “ordered” in the sense that, if Pi = {α
i
1, . . . , α
i
n(Pi)
}, then L(αik) < L(α
i
k+1) for k ∈ [n(Pi)− 1]
where L(αik) is defined as the smallest element of the set α
i
k. In particular 1 ∈ α
i
1. The norm of
each such P = (P1, . . . , Pn) ∈ P is defined as
(1) |P | :=
n∑
i=1
(n(Pi)− 1) =
n∑
i=1
|Pi| − n,
the sum of all cardinalities of the partitions Pi minus n. We let
XsP =
{
(b1, b2, . . . , bs) ∈ X
s
∣∣∣ for each i ∈ [n], bik = ±biℓ if and only if
both k and ℓ belong to the same part of Pi
}
,
and say that an element (b1, b2, . . . , bn) ∈ X
s
P has type P . Note that, if G := Z2 = {1,−1} acts
antipodally on each sphere Sk and, for x ∈ Sk, G · x stands for the G-orbit of x, then
(2) |Pi| = |{G · bij | j ∈ [s]}|
for (b1, . . . , bs) ∈ X
s
P and i ∈ [n]. In addition, we consider n-tuples β = (β
1, . . . , βn) of (possibly
empty) subsets βi ⊆ αi1 − {1} for i ∈ [n], and set
XsP,β = X
s
P ∩
{
(b1, b2, . . . , bs) ∈ X
s | bi1 = bik ⇔ k ∈ β
i, ∀ (i, k) ∈ [n]× ([s]− {1})
}
.
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Note that the disjoint union decomposition
(3) XsP =
⊔
β
XsP,β,
running over all n-tuples β = (β1, . . . , βn) as above, is topological, that is, the subspace topology
in XsP agrees with the so called disjoint union topology determined by the subspaces X
s
P,β. In
other words, a subset U ⊆ XsP is open if and only if each of its pieces U ∩X
s
P,β (for β as above)
is open in XsP,β. Needless to say, the relevance of this property comes from the fact that the
continuity of a local rule on XsP is equivalent to the continuity of the restriction of the local rule
to each XsP,β.
2.1 Odd case
Throughout this subsection we assume that all ki are odd. We start by recalling an optimal
motion planner for the sphere S(2d + 1) = S2d+1—for which TCs(S(2d + 1)) = s − 1 as well
known.
Example 2.1. Local domains for S(2d+ 1) in the case s = 2 are given by
A0 = {(x,−x) ∈ S(2d+ 1)× S(2d+ 1)} and A1 = {(x, y) ∈ S(2d+ 1)× S(2d+ 1) |x 6= −y}
with corresponding local rules φi (i = 0, 1) described as follows: For (x,−x) ∈ A0, φ0(x,−x)
is the path at constant speed from x to −x along the semicircle determined by ν(x), where ν
is some fixed non-zero tangent vector field of S(2d + 1). For (x, y) ∈ A1, φ1(x, y) is the path
at constant speed along the geodesic arc connecting x with y. To deal with the case s > 2, we
consider the domains Bj, j ∈ [s− 1]0, consisting of s-tuples (x1, . . . , xs) ∈ S(2d+ 1)
s for which
{ k ∈ {2, . . . , s} | x1 6= −xk }
has cardinality j, with local rules ψj : Bj → S(2d+ 1)
Js given by
ψj((x1, . . . , xs)) = (ψj1(x1, x1), . . . , ψjs(x1, xs))
where ψji(x1, xi) = φr(x1, xi) if (x1, xi) ∈ Ar. As shown in [16, Section 4], the family {(Bj , ψj)}
is an optimal (higher) motion planner for S(2d+ 1).
A well known chess-board combination of the domains Bj in Example 2.1 yield domains for an
optimal motion planner for the product S(k1, . . . , kn) (see for instance the proof of Proposition 22
in page 84 of [17]). But the situation for an arbitrary subcomplex X ⊆ S(k1, . . . , kn) is much
more subtle. Actually, as it will be clear from the discussion below, TCs(X) is determined by
the combinatorics of X which we define next.
First, for a given integer s > 1, the s-norm of a finite (abstract) simplicial complex K is the
integer invariant
Ns(K) := max {NK(J1, J2, . . . , Js) | Jj is a simplex of K for all j ∈ [s]},
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where
(4) NK(J1, J2, . . . , Js) :=
s∑
ℓ=2
(∣∣∣ ℓ−1⋂
m=1
Jm − Jℓ
∣∣∣+ ∣∣∣Jℓ∣∣∣
)
.
Now we notice some properties of the above formulas and give a simpler more symmetric
definition of NK. Start by observing that NK(J1, J2, . . . , Js) ≤ NK(J
′
1, J
′
2, . . . , J
′
s) provided Ji ⊆ J
′
i
for i ∈ [s]. Consequently
Ns(K) = max {NK(J1, J2, . . . , Js) | Jj is a maximal simplex of K for all j ∈ [s]},
a formula that is well suited for the computation of Ns(K) in concrete cases. Also let us put
Iℓ =
⋂ℓ−1
m=1 Jm − Jℓ for ℓ = 2, 3, . . . , s. Since
⋃s
ℓ=2 Iℓ ⊆ J1 with Im ∩ Im′ = ∅ for every m 6= m
′,
we have:
Lemma 2.2. For (not necessarily maximal) simplexes J1, J2, . . . , Js of K,
NK(J1, J2, . . . , Js) =
s∑
ℓ=2
∣∣∣Iℓ∣∣∣+ s∑
ℓ=2
∣∣∣Jℓ∣∣∣ ≤ s∑
ℓ=1
∣∣∣Jℓ∣∣∣.
Proposition 2.3. For J1, J2, . . . , Js as above
(5) NK(J1, J2, . . . , Js) =
s∑
ℓ=1
|Jℓ| −
∣∣∣ s⋂
ℓ=1
Jℓ
∣∣∣.
Proof. Due to Lemma 2.2 it suffices to prove the equality
s⋃
ℓ=2
Iℓ = J1 −
s⋂
ℓ=1
Jℓ.
An element x on the left hand side (LHS) satisfies x ∈ Iℓ for some ℓ ≥ 2 whence x 6∈ Jℓ. Thus x
lies on the right hand side (RHS). Conversely, for an element x on the RHS chose the smallest
ℓ ≥ 2 such that x 6∈ Jℓ. By the choice of ℓ and definition of Iℓ we have x ∈ Iℓ whence x lies on
LHS.
Corollary 2.4. NK(J1, J2, . . . , Js) does not depend on the ordering of the set of simplexes.
Now we apply the combinatorics we have developed to a CW subcomplex X ⊆ S(k1, . . . , kn).
Definition 2.5. The index of X is the (abstract) simplicial complex
KX = {J ⊆ [n] | eJ is a cell of X}.
For d ∈ [n], we say that X is d-pure (or simply pure, if d is implicit) if its index is d-pure in the
sense that all maximal simplexes of KX have cardinality d.
Remark 2.6. Using the terminology from [1], X is the polyhedral product space determined by
the set of pairs {(Sk1, e), . . . , (Skn , e)} and KX .
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We use the notation NX(J1, J2, . . . , Js) and N
s(X) for NKX (J1, J2, . . . , Js) and N
s(KX) re-
spectively.
Now we state one of the main results of the paper.
Theorem 2.7. Assume all of the ki are odd. A subcomplex X of the minimal CW cell structure
on S(k1, · · · , kn) has
TCs(X) = N
s(X).
The proof of Theorem 2.7 is deferred to the next sections; here we analyze its consequences
and interesting special instances, starting with the case when X is pure.
Corollary 2.8. Suppose all of the ki are odd and X is d-pure. Then
TCs(X) = sd−min
∣∣∣ s⋂
i=1
Ji
∣∣∣
where the minimum is taken over all sets {J1, . . . , Js} of maximal simplexes of KX . In particular
TCs(X) ≤ sd with equality if and only if
⋂s
i=1 Ji is empty for some choice of maximal simplexes
Ji’s.
Corollary 2.8 implies that, for X d-pure, TCs(X) growths linearly on s provided s is large
enough. More precisely, if w = w(KX) denotes the number of maximal simplexes in KX , then
(6) TCs(X) = d(s − w) + TCw(X)
for s ≥ w. More generally we have:
Proposition 2.9. Let w be as above, and set d = 1+dim(KX). Equation (6) holds for any (pure
or not) subcomplex X of S(k1, . . . , kn) as long as s ≥ w.
The proof of Proposition 2.9 uses the following auxiliary result:
Lemma 2.10. In the setting of Proposition 2.9, if J1, . . . , Jw are simplexes of KX such that
TCw(X) =
∑w
i=1 |Ji| −
∣∣∣⋂wi=1 Ji∣∣∣, then max{ |Ji| | i ∈ [w]} = d.
Proof. Assume for a contradiction that J1, . . . , Jw are simplexes of KX such that TCw(X) =∑w
i=1 |Ji| − |
⋂w
i=1 Ji| with |Ji| < d for all i ∈ [w]. Choose a simplex J0 of KX with |J0| = d, and
indexes i1, i2 ∈ [w], i1 < i2, with Ji1 = Ji2 . Set
(J ′1, . . . , J
′
w) := (J0, J1, . . . , Ji1−1, Ji1+1, . . . , Jw).
The contradiction comes from
NX(J
′
1, . . . , J
′
w) =
w∑
i=1
|J ′i | −
∣∣∣ w⋂
i=1
J ′i
∣∣∣ > w∑
i=1
|Ji| −
∣∣∣ w⋂
i=1
J ′i
∣∣∣ ≥ w∑
i=1
|Ji| −
∣∣∣ w⋂
i=1
Ji
∣∣∣ = TCw(X)
where the last inequality holds because
⋂w
i=1 J
′
i ⊆
⋂w
i=2 J
′
i =
⋂w
i=1 Ji.
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Proof of Proposition 2.9. Let s ≥ w. Choose maximal simplexes J ′1, . . . , J
′
s and J1, . . . , Jw of KX
with
Ns(X) =
s∑
i=1
|J ′i | −
∣∣∣ s⋂
i=1
J ′i
∣∣∣ and Nw(X) = w∑
i=1
|Ji| −
∣∣∣ w⋂
i=1
Ji
∣∣∣.
Assume without loss of generality (since s ≥ w) that {J ′1, . . . , J
′
s} = {J
′
1, . . . , J
′
w}. Then
TCs(X) =
s∑
i=1
|J ′i | −
∣∣∣ s⋂
i=1
J ′i
∣∣∣ = w∑
i=1
|J ′i | +
s∑
i=w+1
|J ′i | −
∣∣∣ w⋂
i=1
J ′i
∣∣∣
≤ TCw(X) +
s∑
i=w+1
|J ′i | ≤ TCw(X) + (s− w)d
where, as before, d = 1 + dim(KX). On the other hand, Lemma 2.10 yields an integer i0 ∈ [w]
with |Ji0 | = d. Set Jj := Ji0 for w + 1 ≤ j ≤ s. Then
TCw(X) + (s −w)d =
w∑
i=1
|Ji| −
∣∣∣ w⋂
i=1
Ji
∣∣∣ + s∑
i=w+1
|Ji| =
s∑
i=1
|Ji| −
∣∣∣ s⋂
i=1
Ji
∣∣∣ ≤ TCs(X),
completing the proof.
A more precise description of TCs(X) can be obtained by imposing conditions on X which
are stronger than purity. For instance, let S(k1, . . . , kn)
(d) stand for the d-pure subcomplex of
S(k1, . . . , kn) with index ∆[n − 1]
d−1, the (d − 1)-skeleton of the full simplicial complex on n
vertices. For instance, when ki = 1 for all i ∈ [n], S(k1, . . . , kn)
(d) is the d-dimensional skeleton
in the minimal CW structure of the n-torus—the n-fold Cartesian product of S1 with itself.
Corollary 2.11. If all of the ki are odd, then TCs
(
S(k1, . . . , kn)
(d)
)
= min{sd, (s − 1)n}.
In view of Hattori’s theorem ([14], see also [15, Theorem 5.21]), Corollary 2.11 specializes,
with ki = 1 for all i ∈ [n], to the assertion in [18, page 8] describing the higher topological
complexity of complements of complex hyperplane arrangements that are either linear generic,
or affine in general position (cf. [19, Section 3]). It is also interesting to highlight that the
“min” part in Corollary 2.11 (with d = 1) can be thought of as a manifestation of the fact that,
while the s-th topological complexity of an odd sphere is s − 1, wedges of at least two spheres
have TCs = s —just as any other nilpotent suspension space which is neither contractible nor
homotopy equivalent to an odd sphere ([13]). In addition, the “min” part in Corollary 2.11 detects
a phenomenon not seen in terms of the Lusternik-Schnirelmann category since, as indicated in
Remark 5.4 at the end of the paper, cat(S(k1, . . . , kn)
(d)) = d.
Proof of Corollary 2.11. Let X stand for S(k1, . . . , kn)
(d). For simplexes J1, . . . , Js of ∆[n−1]
d−1,
the inequality NX(J1, . . . , Js) ≤ min{sd, (s−1)n} follows from Corollary 2.8 and Lemma 2.2 since
|Iℓ| + |Jℓ| ≤ n. Thus TCs (X)) ≤ min{sd, (s − 1)n} (notice this holds for any d-pure X). To
prove the opposite inequality suppose first that sd ≤ (s − 1)n, equivalently n ≤ s(n− d). Then
there exist a covering {C1 . . . , Cs} of [n] with |Ck| = n − d for every k ∈ [s]. Put Jk = [n] − Ck
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and notice that Jk is a maximal simplex of ∆[n− 1]
d−1 for every k. Further
⋂s
k=1 Jk = ∅, so that
Corollary 2.8 yields
TCs (X) = sd = min{sd, (s − 1)n}.
Finally assume that (s− 1)n ≤ sd, i.e., s(n− d) ≤ n. Then there exists a collection {C1 . . . , Cs}
of mutually disjoint subsets of [n] with |Ck| = n − d for every k. Put again Jk = [n] − Ck. We
have
TCs (X) ≥
s∑
k=1
|Jk| −
∣∣∣ s⋂
k=1
Jk
∣∣∣ = sn− s∑
k=1
|Ck| −
∣∣∣ s⋂
k=1
Jk
∣∣∣ = sn− s∑
k=1
|Ck| − n+
∣∣∣ s⋃
k=1
Ck
∣∣∣.
The result follows since the latter term simplifies to (s− 1)n = min{sd, (s − 1)n}.
The higher topological complexity of a subcomplex X of S(k1, . . . , kn) whose index is pure
but not a skeleton depends heavily on the combinatorics of KX —and not just on its dimension.
To illustrate the situation, we offer the following example.
Example 2.12. Suppose the parameters are n = 4, d = 2, s = 3; K1 has the set of maximal
simplexes {{1, 2}, {2, 3}, {3, 4}} while K2 the set {{1, 2}, {1, 3}, {1, 4}}. Fix positive odd integers
k1, k2, k3, k4, and let Xi (i = 1, 2) be the CW subcomplex of S(k1, k2, k3, k4) having Ki as its
index. Then Corollary 2.8 gives TC3(X1) = 6 while TC3(X2) = 5.
Interesting phenomena can arise if X is not pure. This can be demonstrated by the following
examples:
Example 2.13. Take s = n. For i ∈ [n], let Ki = [n]− {i}, and for I ⊆ [n] , let
WI = S(k1, . . . , kn)
(n−1) −
⋃
i∈I
eKi ,
the subcomplex obtained from the fat wedge after removing the facets corresponding to vertices
i ∈ I. As before, we assume that all of the ki are odd. Note that WI is (n − 1)-pure if |I| ≤ 1,
in which case Corollary 2.8 gives
(7) TCn(WI) = n(n− 1)− |I|.
But the situation is slightly subtler when 2 ≤ |I| < n because, although the corresponding WI
all have the same dimension, they fail to be pure, in fact:
(8) TCn(WI) =
{
n(n− 1)− (δ + 1), if |I| = 2δ + 1;
n(n− 1)− δ, if |I| = 2δ.
Note however that, by Corollary 2.11, once all maximal simplexes have been removed from the
fat wedge, we find the rather smaller value TCn(W[n]) = n(n−2), back in accordance to (7). The
straightforward counting argument verifying (8) is left as an exercise for the interested reader;
we just hint to the fact that the set of maximal simplexes of KWI is
{Ki | i /∈ I } ∪ {J | [n]− J ⊆ I and |J | = n− 2 } .
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Example 2.14. Let c1 > c2 be positive integers and n = c1 + c2. Consider the simplicial
complex K = Kc1,c2 with vertices [n] determined by two disjoint maximal simplexes K1 and K2
with |K1| = c1 and |K2| = c2. Then, for any collection J1, . . . , Js of maximal simplexes of K,
where precisely s1 sets among J1, . . . , Js are equal to K1 with 0 ≤ s1 ≤ s, Proposition 2.3 yields
NK(J1, . . . , Js) =


(s− 1)c2, s1 = 0;
s1c1 + (s− s1)c2, 0 < s1 < s;
(s− 1)c1, s1 = s.
This function of s1 reaches its largest value when s1 = s − 1 whence N
s(K) = (s − 1)c1 + c2 =
sc1− (c1−c2). The latter formula shows that, as c1−c2 runs through the integers 1, 2, . . . , c1−1,
Ns(K) runs through sc1 − 1, sc1 − 2, . . . , (s − 1)c1 + 1. Whence, due to Theorem 2.7, the same
is true for TCs(X) where X = Xc1,c2 is the subcomplex of some S(k1, . . . , kn) (with all ki odd)
whose index equals K.
Remark 2.15. The previous example should be compared with the fact (proved in [2, Corol-
lary 3.3]) that the s-th topological complexity of a given path connected space X is bounded
by cat(Xs−1) from below, and by cat(Xs) from above. Example 2.14 implies that not only can
both bounds be attained (with Hopf spaces in the former case, and with closed simply connected
symplectic manifold in the latter) but any possibility in between can occur. Indeed, as indicated
in Remark 5.4 at the end of the paper, cat(Xpc1,c2) = pc1 for every positive integer p.
2.2 Proof of Theorem 2.7: the upper bound
The inequality Ns(X) ≤ TCs(X) will be dealt with in Section 3 using cohomological methods;
this subsection is devoted to establishing the inequality TCs(X) ≤ N
s(X) by proving that the
domains
(9) Dj :=
⋃
XsP , j ∈ [N
s(X)]0,
where the union runs over those P ∈ P with |P | = j as defined in (1), give a cover of Xs by
pairwise disjoint ENR subspaces each of which admits a local rule—a section for es.
It is easy to see that the Dj ’s are pairwise disjoint. On the other hand, it follows from
Proposition 2.17 below that (9) is a topological disjoint union, so that [7, Proposition IV.8.10]
and the obvious fact that each XsP is an ENR imply the corresponding assertion for each Dj .
Lemma 2.16.
Xs =
Ns(X)⋃
j=0
Dj .
Proof. Let b ∈ Xs, say b = (b1, . . . , bs) ∈ eJ1 × eJ2 × · · ·× eJs ⊆ X
s, where Jj ⊆ [n] for all j ∈ [s].
Recall G = Z2 which acts antipodally on each sphere S
ki . Note that
n∑
i=1
|{G · bij | j ∈ [2]}| − n = |{i ∈ [n] | bi1 6= ±bi2}| ≤ |J1 − J2|+ |J2|
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where the last inequality holds since {i ∈ [n] | bi1 6= ±bi2} ⊆ J1 ∪ J2. More generally,
(10)
n∑
i=1
|{G · bij | j ∈ [s]}| − n =
s∑
ℓ=2
|{i ∈ [n] | bit 6= ±biℓ for all 1 ≤ t < ℓ}|
where, for each 2 ≤ ℓ ≤ s,
(11) |{i ∈ [n] | bit 6= ±biℓ for all 1 ≤ t < ℓ}| ≤ |
ℓ−1⋂
t=1
Jt − Jℓ|+ |Jℓ|
since in fact
{i ∈ [n] | bit 6= ±biℓ for all 1 ≤ t < ℓ} ⊆
( ℓ−1⋂
t=1
Jt
)
∪ Jℓ.
Therefore, if P = (P1, . . . , Pn) ∈ P is the type of b, and we set j = |P |, then b ∈ X
s
P ⊆ Dj where
the inequality j ≤ Ns(X) holds in view of (2), (10), and (11).
Next, in order to construct a (well defined and continuous) local section of es over each Dj ,
j ∈ [Ns(X)], we prove that (9) is a topological disjoint union.
Proposition 2.17. For any pair of elements P,P ′ ∈ P with |P | = |P ′| and P 6= P ′ we have
(12) XsP ∩X
s
P ′ = ∅ = X
s
P ∩X
s
P ′ .
Proof. Write P = (P1, . . . , Pn) and P
′ = (P ′1, . . . , P
′
n) so that
n∑
i=1
|Pi| =
n∑
i=1
|P ′i |.
If there exists an integer j1 ∈ [n] with |Pj1 | > |P
′
j1
| (or |Pj1 | < |P
′
j1
|), then the hypothesis forces
the existence of another integer j2 ∈ [n] with |Pj2 | < |P
′
j2
| (|Pj2 | > |P
′
j2
|, respectively) and, in
such a case (12) obviously holds. Thus, without loss of generality we can assume |Pi| = |P
′
i | for
all i ∈ [n]. Since P 6= P ′, there exists k ∈ [n] such that Pk 6= P
′
k. Write Pk = {α1, . . . , αℓ0} and
P ′k = {α
′
1, . . . , α
′
ℓ0
}, both ordered in the sense indicated at the beginning of the section.
Assume there are integers t ∈ [ℓ0] with L(αt) < L(α
′
t), and let t0 be the first such t (necessarily
t0 > 1). Then any (b1, . . . , bs) ∈ X
s
P ′ must satisfy
bkL(αt0) = ±bkj0
for some 1 ≤ j0 ≤ L(α
′
t0−1) ≤ L(αt0−1) < L(αt0), condition that is then inherited by elements in
XsP ′ . However, by definition, any (b1, . . . , bs) ∈ X
s
P satisfies
bkL(αt0 ) 6= ±bkj
for all 1 ≤ j < L(αt0). Therefore X
s
P ∩X
s
P ′ = ∅. A symmetric argument shows X
s
P ∩ X
s
P ′ = ∅
whenever there are integers t ∈ [ℓ0] with L(α
′
t) < L(αt). As a consequence, we can assume,
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without loss of generality, that L(αj) ≤ L(α
′
j) for all j ∈ [ℓ0] —this looses the symmetry, so we
now have to make sure we show both equations in (12).
Case 1. Assume there are integers t ∈ [ℓ0] such that L(αt) < L(α
′
t), and let t0 be the largest
such t. We have already noticed that XsP ∩X
s
P ′ = ∅ is forced. Moreover, note that either t0 = ℓ0
or, else, L(αt0) < L(α
′
t0
) < L(α′t0+1) = L(αt0+1), but in any case we have
• if (b1, . . . , bs) ∈ X
s
P , then bkL(α′t0 )
= ±bkj0 for some 1 ≤ j0 < L(α
′
t0
), and
• if (b1, . . . , bs) ∈ X
s
P ′ , then bkL(α′t0 )
6= ±bkj for all 1 ≤ j < L(α
′
t0
).
Since the former condition is inherited on elements of XsP , we see X
s
P ∩X
s
P ′ = ∅.
Case 2. Assume L(αj) = L(α
′
j) for all j ∈ [ℓ0]. (Note that the symmetry is now restored.) Since
Pk 6= P
′
k, there is an integer j0 ∈ [ℓ0] with αj0 6= α
′
j0
. Without loss of generality we can further
assume there is an integer m0 ∈ αj0 − α
′
j0
(note m0 6= L(αj0), but once again the symmetry has
been destroyed). Under these conditions we have
• if (b1, . . . , bs) ∈ X
s
P , then bkL(αj0 ) = ±bkm0, and
• if (b1, . . . , bs) ∈ X
s
P ′ then bkL(αj0 ) = bkL(α
′
j0
) 6= ±bkm0 .
Since the former condition is inherited on elements of XsP , we see X
s
P ∩X
s
P ′ = ∅. Moreover, since
m0 /∈ α
′
j0
, there is d0 ∈ [ℓ0] with m0 ∈ α
′
d0
. Necessarily d0 6= j0 and m0 /∈ αd0 , so we now have
• if (b1, . . . , bs) ∈ X
s
P ′ , then bkL(α′d0 )
= ±bkm0, and
• if (b1, . . . , bs) ∈ X
s
P , then bkL(α′d0 )
= bkL(αd0 ) 6= ±bkm0,
implying XsP ∩X
s
P ′ = ∅.
Our only remaining task in this subsection is the construction of a local rule over Dj for
each j ∈ [Ns(X)]0. Actually, by (3), (9), and Proposition 2.17, the task can be simplified to
the construction of a local rule over each XsP,β. To fulfill such a goal, it will be convenient to
normalize each sphere Ski so to have great semicircles of length 1/2. Then, for x, y ∈ Ski , we let
d(x, y) stand for the length of the shortest geodesic in Ski between x and y (e.g. d(x,−x) = 1/2).
Likewise, the local rules φ0 and φ1 for each S
ki defined at Example 2.1 need to be adjusted—but
the domains Ai, i = 0, 1, remain unchanged—as follows: For i = 0, 1 and (x, y) ∈ Ai we set
τi(x, y)(t) =

φi(x, y)
(
1
d(x,y) t
)
, 0 ≤ t < d(x, y);
y, d(x, y) ≤ t ≤ 1.
Thus, τi reparametrizes φi so to perform the motion at speed 1, keeping still at the final position
once it is reached—which happens at most at time 1/2.
In what follows it is helpful to keep in mind that, as before, elements (b1, . . . , bs) ∈ X
s, with
bj = (b1j , . . . , bnj) for j ∈ [s], can be thought of as matrices (bi,j) whose columns represent the
various stages in X through which motion is to be planned (necessarily along rows). Actually, we
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follow a “pivotal” strategy: starting at the first column, motion spreads to all other columns—
keeping still in the direction of the first column. In detail, in terms of the notation set at the
beginning of the introduction for elements in the function space XJs , consider the map
(13) ϕ : Xs → S(k1, . . . , kn)
Js
given by ϕ ((b1, . . . , bs)) = (ϕ1(b1, b1), . . . , ϕs(b1, bs)) where, for j ∈ [s],
ϕj(b1, bj) = (ϕ1j(b11, b1j), . . . , ϕnj(bn1, bnj))
is the path in S(k1, . . . , kn), from b1 to bj , whose i-th coordinate ϕij(bi1, bij), i ∈ [n], is the path
in Ski , from bi1 to bij, defined by
ϕi,j(bi1, bij)(t) =
{
bi1, 0 ≤ t ≤ tbi1 ,
σ(bi1, bij)(t− tbi1), tbi1 ≤ t ≤ 1.
Here tbi1 =
1
2 − d(bi1, e
0) and
(14) σ(bi1, bij) =
{
τ1(bi1, bij), (bi1, bij) ∈ A1;
τ0(bi1, bij), (bi1, bij) ∈ A0.
Fix n-tuples P = (P1, . . . , Pn) ∈ P and β = (β
1, . . . , βn), with Pi = {α
i
1, . . . , α
i
n(Pi)
} and
βi ⊆ αi1 − {1} for all i ∈ [n]. Although ϕ is not continuous, its restriction ϕP,β to X
s
P,β is, for
then (14) takes the form
σ =
{
τ1, j /∈ α
i
1 or j ∈ β
i ∪ {1};
τ0, j ∈ α
i
1 and j /∈ β
i ∪ {1}.
Since ϕP,β is clearly a section for the end-points evaluation map e
S(k1,...,kn)
s , we only need to check
that ϕP,β actually takes values in X
Js , i.e. that our proposed motion planner does not leave X.
Remark 2.18. An attempt to verify the analogous assertion in [6, proof of Proposition 3.5]
(where s = 2), and the eventual realizing and fixing of the problems with that assertion, led to
the work in [12]. The verification in the current more general setting (i.e. proof of Proposition 2.19
below) is inspired by the one carefully explained in [12, page 7], and here we include full details
for completeness.
Proposition 2.19. The image of ϕ is contained in XJs .
Proof. Choose (b1, b2, . . . , bs) ∈ X
s where, as above, bj = (b1j , b2j , . . . , bnj) ∈ X. We need to
check that, for all j ∈ [s], the image of ϕj(b1, bj) : [0, 1] → S(k1, . . . , kn) lies inside X. By
construction, the path ϕj(b1, bj) runs coordinate-wise, from b1 to bj, according to the instructions
τk(bi1, bij) (k = 0, 1, i ∈ [n]), except that, in the i-th coordinate, the movement is delayed a
time tbi1 ≤ 1/2. The closer bi1 gets to e
0, the closer the delaying time tbi1 gets to 1/2. It is
then convenient to think of the path ϕj(b1, bj) as running in two sections. In the first section
(t ≤ 1/2) all initial coordinates bi1 = e
0 keep still, while the rest of the coordinates (eventually)
14 J. Gonza´lez, B. Gutie´rrez, and S. Yuzvinsky
start traveling to their corresponding final position bij. Further, when the second section starts
(t = 1/2), any final coordinate bij = e
0 will already have been reached, and will keep still
throughout the rest of the motion. As a result, the image of ϕj(b1, bj) is forced to be contained
in X. In more detail, let e(J1, . . . , Js) := eJ1 × eJ2 × · · · × eJs ⊆ X
s be the product of cells of
X containing (b1, b2, . . . , bs). Then, coordinates corresponding to indexes i ∈ [n] − J1 keep their
initial position bi1 = e
0 through time t ≤ 1/2. Therefore ϕj(b1, bj)[0, 1/2] stays within eJ1 ⊆ X.
On the other hand, by construction, ϕij(bi1, bij)(t) = bij = e
0 whenever t ≥ 1/2 and i ∈ [n]− Jj .
Thus, ϕj(b1, bj)[1/2, 1] stays within eJj ⊆ X.
2.3 Even case
We now turn our attention to the case when X is a subcomplex of S(k1, . . . , kn) with all the
ki even—assumption that will be in force throughout this subsection. As above, the goal is the
construction of an optimal motion planner for the s-th topological complexity of X. We start
with the following analogue of Example 2.1:
Example 2.20. Local domains for the sphere S(2d) = S2d in the case s = 2 are given by
B0 = {(e
0,−e0), (−e0, e0)} ⊆ S(2d)× S(2d),
B1 = {(x,−x) ∈ S(2d)× S(2d) |x 6= ±e
0}, and
B2 = {(x, y) ∈ S(2d)× S(2d) | x 6= −y} = S(2d)× S(2d)− (B0 ∪B1),
with corresponding local rules λi : Bi → S(2d)
[0,1] (i = 0, 1, 2) described as follows:
• λ0(e
0,−e0) and λ0(−e
0, e0) are the paths, at constant speed, from e0 to −e0 and from −e0
to e0, respectively, along some fixed meridian—thinking of e0 and −e0 as the poles of S(2d).
• For a fixed nowhere zero tangent vector field υ on S(2d)−{±e0}, λ1(x,−x) (with x 6= ±e
0)
is the path at constant speed from x to −x along the great semicircle determined by the
tangent vector υ(x).
• For x 6= −y, λ2(x, y) is the path from x to y, at constant speed, along the shortest geodesic
arc determined by x and y.
The generalization of Example 2.20 to the higher topological complexity of a subcomplex of
a product of even dimensional spheres is slightly more elaborate than the corresponding gener-
alization of Example 2.1 in the previous section due, in part, to the additional local domain in
Example 2.20. So, before considering the general situation (Theorem 2.23 below), and in order
to illustrate the essential points in our construction, it will be convenient to give full details in
the case of TCs(S(2d)).
Consider the sets
T0 = {(x1, . . . , xs) ∈ S(2d)
s | xj 6= ±e
0, for all j ∈ [s]},
T1 = {(x1, . . . , xs) ∈ S(2d)
s | xj = ±e
0, for some j ∈ [s]}
and, for each partition P of [s] and each i ∈ {0, 1},
S(2d)sP,i =
{
(x1, . . . , xs) ∈ S(2d)
s
∣∣∣ xl = ±xk if and only if k and l
belong to the same part in P
}
∩ Ti.
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The norm of the pair (P, i) above is defined as N(P, i) = |P | − i. Lastly, for k ∈ [s]0, consider
the set
(15) Hk =
⋃
N(P,i)=k
S(2d)sP,i.
Proposition 2.21. There is an optimal motion planner for S(2d) with local domains Hk, k ∈ [s]0.
Proof. The optimality of such a motion planner follows by the well known fact the s-th topological
complexity of an even sphere is s. On the other hand, it is obvious thatH0, . . . ,Hs form a pairwise
disjoint covering of S(2d)s. Since each S(2d)sP,i is clearly an ENR, it suffices to show that (15) is
a topological disjoint union (so Hk is also an ENR), and that each S(2d)
s
P,i admits a local rule
(all of which, therefore, determine a local rule on Hk).
Topology of Hk: For pairs (P, i) and (P
′, i′) as above, with N(P, i) = N(P ′, i′) and (P, i) 6=
(P ′, i′), we prove
(16) S(2d)sP,i ∩ S(2d)
s
P ′,i′ = ∅ = S(2d)
s
P,i ∩ S(2d)
s
P ′,i′ .
If i 6= i′, say i = 1 and i′ = 0, then the first equality in (16) is obvious, whereas the second
equality follows since |P | > |P ′|. On the other hand, if i = i′, then |P | = |P ′| with P 6= P ′, and
the argument starting in the second paragraph of the proof of Proposition 2.17 gives (16).
Local section on S(2d)sP,i: We assume the partition P = {α1, . . . , αn} is ordered in the sense
indicated at the beginning of this section. For each β ⊆ α1 − {1}, let
S(2d)sP,i,β = S(2d)
s
P,i ∩ {(x1, . . . , xs) ∈ S(2d)
s |x1 = xj ⇔ j ∈ β, ∀j ∈ [s]− 1}.
Since
S(2d)sP,i =
⊔
β⊆α1−{1}
S(2d)sP,i,β
is a topological disjoint union, it suffices to construct a local section on each S(2d)sP,i,β .
Case i = 0. As in the previous subsection, the required local section can be defined by the
formula σ(x1, . . . , xs) = (σ1(x1, x1), . . . , σs(x1, xs)) where
σj =
{
λ2, if j ∈ ([s]− α1) ∪ β ∪ {1};
λ1, otherwise.
Case i = 1. The required local section is now defined in terms of the decomposition
(17) S(2d)sP,i,β =
(
S(2d)sP,i,β ∩ T0(α1)
)
⊔
(
S(2d)sP,i,β ∩ T1(α1)
)
which will be shown in Lemma 2.22 below to be a topological disjoint union. Here
T0(α1) = {(x1, . . . , xs) ∈ S(2d)
s | xj 6= ±e
0, for all j ∈ α1}
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and
T1(α1) = {(x1, . . . , xs) ∈ S(2d)
s | xj = ±e
0, for some j ∈ α1}.
A local section on S(2d)sP,i,β ∩ T0(α1) is defined just as in the case i = 0, whereas a local section
on S(2d)sP,i,β ∩ T1(α1) is defined by the formula µ(x1, . . . , xs) = (µ1(x1, x1), . . . , µs(x1, xs)) where
µj =
{
λ2, if j ∈ ([s]− α1) ∪ β ∪ {1};
λ0, otherwise.
Lemma 2.22. The decomposition (17) is a topological disjoint union (recall i = 1).
Proof. The condition “xj = ±e
0 for some j ∈ α1” in T1(α1) is inherited by elements in its closure,
in particular (
S(2d)sP,i,β ∩ T0(α1)
)
⊔
(
S(2d)sP,i,β ∩ T1(α1)
)
= ∅.
On the other hand, since i = 1, the condition “xj = ±e
0 for some j 6∈ α1” is forced on elements
of S(2d)sP,i,β ∩ T0(α1) and, consequently, on elements of its closure. But the latter condition is
not fulfilled by any element in S(2d)sP,i,β ∩ T1(α1).
We now focus on the general situation.
Theorem 2.23. Assume all of the ki are even. A subcomplex X of the minimal CW structure
on S(k1, . . . , kn) has
TCs(X) = s(1 + dim(KX)).
The inequality s(1+dim(KX)) ≤ TCs(X) will be dealt with in Section 3 using cohomological
methods; in the rest of this subsection we prove the inequality TCs(X) ≤ s(1 + dim(KX)) by
constructing an explicit motion planner with 1 + s(1 + dim(KX)) local domains—given by the
sets in (18) below.
As in previous constructions, we think of an element (b1, . . . , bs) ∈ X
s with bj = (b1j , . . . , bnj),
j ∈ [s], as an n × s matrix whose (i, j) coordinate is bij ∈ S(ki). For P ∈ P and k ∈ [n]0, set
N(P, k) :=
∑n
i=1 |Pi| − k, the norm of the pair (P, k), and
XsP,k := X
s
P ∩
{
(b1, . . . , bs) ∈ S(k1, . . . , kn)
s
∣∣∣ (bi1, . . . , bis) ∈ T1,ki for
exactly k indexes i ∈ [n]
}
where T1,ki =
{
(x1, . . . , xs) ∈ S(ki)
s | xj = ±e
0, for some j ∈ [s]
}
. The local domains we propose
are given by
(18) Wr =
⋃
N(P,k)=r
XsP,k.
By (2), the norm N(P, k) is the number of “row” G-orbits different from that of e0 in any matrix
(b1, . . . , bs) ∈ X
s
P,k. Therefore the sets Wr with r ∈ [s(1 + dim(KX))]0 yield a pairwise disjoint
cover of Xs. Our task then is to show:
Proposition 2.24. Each Wr is an ENR admitting a local rule.
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Our proof of Proposition 2.24 depends on showing that (18) is a topological disjoint union
(Lemma 2.25 below) and that each piece XsP,k admits a suitably finer topological decomposition
((19), (21), and Proposition 2.26 below).
Lemma 2.25. For P,P ′ ∈ P and k, k′ ∈ [n]0 with N(P, k) = N(P
′, k′) and (P, k) 6= (P ′, k′),
XsP,k ∩X
s
P ′,k′ = ∅ = X
s
P,k ∩X
s
P ′,k′
Proof. Write P = (P1, . . . , Pn) and P
′ = (P ′1, . . . , P
′
n) so that, by hypothesis,
∑n
i=1 |Pi| − k =∑n
i=1 |P
′
i |−k
′. If k > k′, then XsP,k∩X
s
P ′,k′ = ∅, and since
∑n
i=1 |Pi| >
∑n
i=1 |P
′
i | is forced, we also
get XsP,k ∩X
s
P ′,k′ = ∅. If k = k
′, then |P | = |P ′| with P 6= P ′ and, just as for (16), the argument
starting in the second paragraph of the proof of Proposition 2.17 yields the conclusion.
Next we work with a fixed pair (P, k) ∈ P × [n]0 with P = (P1, . . . , Pn) and where each
Pi = {α
i
1, . . . , α
i
n(Pi)
} is ordered as described at the beginning of this section. For a subset
I ⊆ [n] consider the set TI = {(b1, . . . , bs) ∈ X
s | (bi1, . . . , bis) ∈ T1,ki if and only if i ∈ I}.
Then (3) yields a topological disjoint union
(19) XsP, k =
⊔
β,I
(
XsP,β ∩ TI
)
running over subsets I ⊆ [n] of cardinality k, and n-tuples β = (β1, . . . , βn) of (possibly empty)
subsets βi ⊆ αi1 − {1}. Besides, as suggested by (17) in the proof of Proposition 2.21, it is
convenient to decompose even further each piece in (19). For each i ∈ [n], let
T0(α
i
1) = {(b1, . . . , bs) ∈ X
s | bij 6= ±e
0 for all j ∈ αi1},
T1(α
i
1) = {(b1, . . . , bs) ∈ X
s | bij = ±e
0 for some j ∈ αi1}(20)
and, for I = {ℓ1, . . . , ℓ|I|} ⊆ [n] and ε = (t1, . . . , t|I|) ∈ {0, 1}
|I|,
Tε(I) = TI ∩
|I|⋂
i=1
Tti(α
ℓi
1 ).
In these terms there is an additional topological disjoint union decomposition
(21) XsP,β ∩ TI =
⊔
ε∈{0,1}|I|
(
XsP,β ∩ Tε(I)
)
.
Proposition 2.24 is now a consequence of (19), (21), Lemma 2.25, and the following result:
Proposition 2.26. For P , β, I, and ε as above, XsP,β ∩ Tε(I) is an ENR admitting a local rule.
Proof. The ENR property follow since, in fact, XsP,β ∩ Tε(I) is homeomorphic to the Cartesian
product of a finite discrete space and a product of punctured spheres. Indeed, the information
encoded by P and β produces the discrete factor, as coordinates in a single G-orbit are either
repeated (e.g. in the case of β) or sign duplicated. Besides, after ignoring such superfluous
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information as well as all e0-coordinates (determined by I and ε), we are left with a product of
punctured spheres.
The needed local rule can be defined following the algorithm at the end of Subsection 2.2.
Explicitely, let ρi (i = 0, 1, 2) denote the local rules obtained by normalizing the corresponding λi
(defined in Example 2.20) in the same manner as the local rules τi were obtained right after the
proof of Proposition 2.17 from the corresponding φi. Then consider the (non-continuous) global
section ϕ : Xs → S(k1, . . . , kn)
Js defined through the algorithm following (13), except that (14)
gets replaced by
σ(bi1, bij) = ρm(bi1, bij), if (bi1, bij) ∈ Bm for m ∈ {0, 1, 2}
where the domains Bm are now those defined in Example 2.20. As in the previous subsection,
the point is that the restriction of ϕ to XsP,β ∩ Tε(I) is continuous since, in that domain, the
latter equality can be written as
σ =


ρ2, if j ∈
(
[s]− αi1
)
∪ βi ∪ {1};
ρ1, if j ∈ α
i
1 −
(
βi ∪ {1}
)
and ti = 0;
ρ0, if j ∈ α
i
1 −
(
βi ∪ {1}
)
and ti = 1.
In addition, the proof of Proposition 2.19 applies word for word to show that the image of ϕ is
contained in XJs .
Remark 2.27. The gap noted in Remark 2.18 also holds in [6] when all the ki are even. The
new situation is subtler in view of an additional gap (pinpointed in [12, Remark 2.3]) in the proof
of [6, Theorem 6.3]. Of course, the detailed constructions in this section fix the problem and
generalize the result.
3 Zero-divisors cup-length
We now show that, for a subcomplex X of S(k1, . . . , kn) where all the ki have the same parity,
the cohomological lower bound for TCs(X) in Proposition 1.2 is optimal and agrees with the
upper bound coming from our explicit motion planners in the previous section. Throughout this
section we use cohomology with rational coefficients, writing H∗(X) as a shorthand of H∗(X;Q).
Recall H∗(S(k1, . . . , kn)) is an exterior algebra E(ǫ1, . . . , ǫn) where ǫi corresponds to the S(ki)
factor, so that deg(ǫi) = ki. For J = {j1, . . . , jk} ⊆ [n], let ǫJ = ǫj1 · · · ǫjk . The cohomology ring
H∗(X) is a quotient of E(ǫ1, . . . , ǫn):
Proposition 3.1. For a subcomplex X of the minimal CW-decomposition of S(k1 . . . , kn), the
cohomology ring H∗(X) is the quotient of the exterior algebra E(ǫ1, . . . , ǫn) by the monomial ideal
IX generated by those ǫJ for which eJ is not a cell of X.
For a proof (in a more general context) of this proposition see [1, Theorem 2.35]. In particular,
an additive basis for H∗(X) is given by the products ǫJ with eJ a cell of X. We will work with
the corresponding tensor power basis for H∗(Xs).
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Remark 3.2. In the next two results, the hypothesis of having a fixed parity for all the ki will
be crucial when handling products of zero divisors in H∗(Xs). Indeed, a typical such element
has the form
z = c1 · ǫi ⊗ 1⊗ · · · ⊗ 1 + c2 · 1⊗ ǫi ⊗ 1⊗ · · · ⊗ 1 + · · ·+ cs · 1⊗ · · · ⊗ 1⊗ ǫi
for i ∈ [n] and c1, . . . , cs ∈ Q with c1 + · · ·+ cs = 0. Then, by graded commutativity, z
2 is forced
to vanish when ki is odd. However z
s 6= 0 if ki is even and cj 6= 0 for all j ∈ [s].
Proposition 1.2 and the following result complete the proof of Theorem 2.7.
Proposition 3.3. Let X be as in Proposition 3.1. If all of the ki are odd, then
Ns(X) ≤ zcls(H
∗(X)).
Proof. Let HX = H
∗(Xs) = [H∗(X)]⊗s. For u ∈ H∗(X) and 2 ≤ ℓ ≤ s, let
u(ℓ) = u⊗ 1⊗ · · · ⊗ 1︸ ︷︷ ︸
s factors
− 1⊗ · · · ⊗ 1⊗
ℓ
u⊗ 1⊗ · · · ⊗ 1︸ ︷︷ ︸
s factors
∈ HX
where an ℓ on top of a tensor factor indicates the coordinate where the factor appears. Take a
cell eJ1 × eJ2 × · · · × eJs ⊆ X
s, J1, . . . , Js ⊆ [n]. For 2 ≤ ℓ ≤ s, let
γ(J1, . . . , Jℓ) =
∏
j∈
(⋂ℓ−1
m=1
Jm−Jℓ
)
∪Jℓ
ǫj(ℓ)
=
∑
φℓ⊆
(⋂ℓ−1
m=1
Jm−Jℓ
)
∪Jℓ
±ǫφc
ℓ
⊗ 1⊗ · · · ⊗ 1⊗
ℓ
ǫφℓ ⊗ 1⊗ · · · ⊗ 1
where φcℓ stands for the complement of φℓ in
(⋂ℓ−1
m=1 Jm − Jℓ
)
∪ Jℓ. It suffices to prove the
non-triviality of the product of NX(J1, . . . , Js) zero-divisors
(22) γ(J1, J2) · · · γ(J1, . . . , Js) =
∑
φ2,...,φs
±ǫφc
2
· · · ǫφcs ⊗ ǫφ2 ⊗ · · · ⊗ ǫφs
where the sum runs over all φℓ ⊆
(⋂ℓ−1
m=1 Jm − Jℓ
)
∪ Jℓ with 2 ≤ ℓ ≤ s. With this in mind, note
that the term
(23) ± ǫJ1−J2 · · · ǫ(J1∩···∩Jℓ−1)−Jℓ · · · ǫ(J1∩···∩Js−1)−Js ⊗ ǫJ2 ⊗ · · · ⊗ ǫJℓ ⊗ · · · ⊗ ǫJs ,
which appears in (22) with φℓ = Jℓ for 2 ≤ ℓ ≤ s, is a basis element because
ǫJ1−J2 · · · ǫ(J1∩···∩Jℓ−1)−Jℓ · · · ǫ(J1∩···∩Js−1)−Js = ǫJ0
with J0 ⊆ J1. The non-triviality of (22) then follows by observing that (23) cannot arise when
other summands in (22) are expressed in terms of the basis for HX . In fact, each summand
(24) ± ǫφc
2
· · · ǫφcs ⊗ ǫφ2 ⊗ · · · ⊗ ǫφs
in (22) is either zero or a basis element and, in the latter case, (24) agrees (up to sign) with (23)
only if φℓ = Jℓ for ℓ = 2, . . . , s.
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Likewise, the proof of Theorem 2.23 is complete by Proposition 1.2 and the following result:
Proposition 3.4. Let X be as in Proposition 3.1. If all of the ki are even, then
s(1 + dim(KX)) ≤ zcls(H
∗(X)).
Proof. For u ∈ H∗(X), set
u =
(
s−1∑
i=1
1⊗ · · · ⊗ 1⊗
i
u⊗ 1⊗ · · · ⊗ 1
)
− 1⊗ · · · ⊗ 1⊗ (s− 1)u ∈ HX .
Fix a maximal cell eL of X where L = {δ1, . . . , δℓ} ⊆ [n] (so ℓ = 1+dim(KX)). A straightforward
calculation yields, for i ∈ [ℓ],
(ǫδi)
s = (1− s)s!(ǫδi ⊗ · · · ⊗ ǫδi︸ ︷︷ ︸
s factors
),
so
ℓ∏
i=1
(ǫδi)
s = ((1− s)s!)ℓ ǫL ⊗ · · · ⊗ ǫL︸ ︷︷ ︸
s factors
which is a nonzero product of sℓ zero-divisors in HX .
Remark 3.5. The estimate s(1 + dim(KX)) ≤ TCs(X) can also be obtained by noticing that,
in the notation of the proof of Proposition 3.4, S(kδ1 , . . . , kδℓ)
∼= eL is a retract of X (c.f. [10,
proof of Proposition 4]).
It well known that, under suitable normality conditions, the higher topological complexity of
a Cartesian product can be estimated by
(25) zcls(H
∗(X)) + zcls(H
∗(Y )) ≤ zcls(H
∗(X × Y )) ≤ TCs(X × Y ) ≤ TCs(X) + TCs(Y ),
see [2, Proposition 3.11] and [5, Lemma 2.1]. Of course, these inequalities are sharp provided
TCs = zcls for both X and Y . In particular, for the spaces dealt with in Theorem 1.3, TCs is
additive in the sense that the higher topological complexity of a Cartesian product is the sum
of the higher topological complexities of the factors. This generalizes the known TCs-behavior
of products of spheres, see [2, Corollary 3.12]. However, if Cartesian products are replaced by
wedge sums, the situation becomes much subtler. To begin with, we remark that Theorem 3.6
and Remark 3.7 in [8], together with [9, Theorem 19.1], give evidence suggesting that a reasonable
wedge-substitute of (25) (for s = 2) would be given by
max{TC2(X),TC2(Y ), cat(X × Y )} ≤ TC2(X ∨ Y ) ≤ max{TC2(X),TC2(Y ), cat(X) + cat(Y )}.
We show that both of these inequalities hold as equalities for the spaces dealt with in the previous
section (c.f. [6, Proposition 3.10]). More generally:
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Proposition 3.6. Let X and Y be subcomplexes of S(k1 . . . , kn) and S(kn+1, . . . , kn+m) respec-
tively. If cat(X) ≥ cat(Y ) and all the ki have the same parity, then
TCs(X ∨ Y ) = max{TCs(X),TCs(Y ), cat(X
s−1) + cat(Y )}.
Proof. If all the ki are even, the conclusion follows directly from Theorem 2.23 and Remark 5.4
at the end of the paper. In fact TCs(X ∨ Y ) = TCs(X) under the present hypothesis.
Assume now that all the ki are odd, and think of X ∨ Y as a subcomplex of X × Y inside
S(k1, . . . , kn, kn+1, . . . , kn+m), so that KX∨Y is the disjoint union of KX and KY . Since cat(X) =
dim(KX) + 1 ≥ cat(Y ) = dim(KY ) + 1, for maximal simplexes J1, . . . , Js of KX∨Y we see
(26) NX∨Y (J1, . . . , Js) ≤


TCs(X), if J1, . . . , Js ⊆ [n];
TCs(Y ), if J1, . . . , Js ⊆ {n+ 1, . . . , n+m};
(s− 1) cat(X) + cat(Y ), otherwise.
Therefore TCs(X ∨ Y ) ≤ max{TCs(X),TCs(Y ), (s− 1) cat(X) + cat(Y )}. The reverse inequal-
ity holds since each of TCs(X), TCs(Y ), and (s − 1) cat(X) + cat(Y ) can be achieved as a
NX∨Y (J1, . . . , Js) for a suitable combination of maximal simplexes Ji of KX∨Y .
4 The unrestricted case
We now prove Theorem 1.3 in the general case, that is for X a subcomplex of S(k1, . . . , kn)
where all the ki are positive integers with no restriction on their parity. As usual, we start by
establishing the upper bound.
4.1 Motion planner
Consider the disjoint union decomposition [n] = JE ⊔ JO where JE is the collection of indices
i ∈ [n] for which ki is even (thus i ∈ JO if and only if ki is odd). For a subset K ⊆ JE and
P ∈ P, let XsP,K ⊆ X
s and N(P,K), the norm of (P,K), be defined by
• XsP,K = X
s
P ∩
{
(b1, . . . , bs) ∈ X
s
∣∣∣ for each (i, j) ∈ K × [s], bij 6= ±e0, while
for each i ∈ JE −K there is j ∈ [s] with bij = ±e
0
}
• N(P,K) = |P |+ |K| where |P | is defined in (1).
This extends the definitions of XsP,k and N(P, k) done when all the ki are even.
As in the cases where all the ki have the same parity, the higher topological complexity of a
subcomplex X of S(k1, . . . , kn), now with no restrictions on the parity of the sphere factors, is
encoded just by the combinatorial information on the cells of X. Consider
(27) N s(X) = max
{
NX(J1, . . . , Js) +
∣∣∣ s⋂
i=1
Ji ∩ JE
∣∣∣
∣∣∣∣∣ J1, . . . , Js ∈ KX
}
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where NX(J1, . . . , Js) is defined in (4) for K = KX . Since both NX(J1, . . . , Js) and |
⋂s
i=1 Ji∩JE |
are monotonically non-decreasing functions of the Ji’s, the definition of N
s(X) can equally be
given using only maximal simplexes Ji ∈ KX . Further, by (5), N
s(X) can be rewritten as
(28) N s(X) = max
{
s∑
i=1
|Ji| −
∣∣∣ s⋂
i=1
Ji ∩ JO
∣∣∣ | eJi is a cell of X, for all i ∈ [s]
}
.
Theorem 4.1. For a subcomplex X of S(k1, . . . , kn),
TCs(X) = N
s(X).
Theorem 4.1 generalizes Theorems 2.7 and 2.23. This is obvious when all the ki are odd for
then both N s(X) and Ns(X) agree with
max
{
s∑
i=1
|Ji| −
∣∣∣ s⋂
i=1
Ji
∣∣∣
∣∣∣∣∣ J1, . . . , Js ∈ KX
}
,
whereas if all the ki are even,
N s(X) = max
{
s∑
i=1
|Ji|
∣∣ J1, . . . , Js ∈ KX
}
= s(1 + dimKX).
The estimate N s(X) ≤ TCs(X) in Theorem 4.1 will be proved in the next subsection by
extending the cohomological methods in Section 4.2. Here we prove the estimate TCs(X) ≤
N s(X) by constructing an optimal motion planner withN s(X)+1 local rules. The corresponding
local domains will be obtained by clustering subsets XsP,K for which the pair (P,K) ∈ P × 2
JE
has a fixed norm. In detail, for j ∈ [N s(X)]0 let
(29) Gj :=
⋃
N(P,K)=j
XsP,K .
Lemma 4.2. The sets G0, . . . , GN s(X) yield a pairwise disjoint covering of X
s.
Proof. It is easy to see that Gj ∩Gj′ = ∅ for j 6= j
′. Let b = (b1, . . . , bs) ∈ eJ1 × · · · × eJs ⊆ X
s,
where Jj ⊆ [n] for j ∈ [s]. As in Lemma 2.16, we have
(30)
n∑
i=1
|{G · bij | j ∈ [s]}| − n ≤
s∑
j=1
|Jj | −
∣∣∣ s⋂
j=1
Jj
∣∣∣ = NX(J1, . . . , Js).
Moreover, it is clear that
(31)
∣∣∣ {i ∈ JE | bij 6= ±e0, ∀j ∈ [s]} ∣∣∣ ≤ ∣∣∣ s⋂
i=1
Ji ∩ JE
∣∣∣.
Thus, if P ∈ P is the type of b, and K ⊆ JE is determined by the condition that b ∈ X
s
P,K , then
N(P,K) = |P |+ |K| ≤ N s(X) in view of (2), (30) and (31).
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Lemma 4.3. (29) is a topological disjoint union. Indeed,
(32) XsP,K ∩X
s
P ′,K ′ = ∅ = X
s
P,K ∩X
s
P ′,K ′
for (P,K), (P ′,K ′) ∈ P × 2JE provided that (P,K) 6= (P ′,K ′) and N(P,K) = N(P ′,K ′).
The following observation will be useful in the proof of Lemma 4.3:
Remark 4.4. Let K,K ′ ⊆ 2JE and P,P ′ ∈ P. If there exists an index i ∈ K −K ′, then
• bij 6= ±e
0 for all j ∈ [s] provided b = (b1, . . . , bs) ∈ X
s
P,K .
• bij0 = ±e
0 for some j0 ∈ [s] provided b = (b1, . . . , bs) ∈ X
s
P ′,K ′.
Therefore, XsP,K ∩X
s
P ′,K ′ = ∅.
Proof of Lemma 4.3. There are three possibilities:
Case K = K ′. In this case, one conclude that P 6= P ′ with |P | = |P ′|, since (P,K) 6= (P ′,K ′)
and N(P,K) = N(P ′,K ′). The desired equalities follow from Proposition 2.17.
Case P = P ′. In this case we have K 6= K ′ with |K| = |K ′|. Then, there exist indexes i, i′∈ [n]
such that i ∈ K −K ′ and i′ ∈ K ′ −K. Therefore, equalities (32) follow from Remark 4.4.
Case P 6= P ′ and K 6= K ′. Without loss of generality we can assume |P | > |P ′|. Then there
exists i ∈ [n] such that |Pi| > |P
′
i |, thus X
s
P,K ∩X
s
P ′,K ′ = ∅. Moreover, since |K| < |K
′| is forced,
there exits i ∈ K ′ −K, so that XsP,K ∩X
s
P ′,K ′ = ∅ by Remark 4.4.
Lemmas 4.2 and 4.3 reduce the proof of Theorem 4.1 to checking that each XsP,K is an
ENR admitting a local rule. Thus, troughout the remaining of this subsection we fix a pair
(P,K) ∈ P × 2JE with P = (P1, . . . , Pn) and where each Pi = {α
i
1, . . . , α
i
n(Pi)
} is assumed to be
ordered as indicated at the beginning of Section 2.
Our analysis of XsP,K depends on establishing a topological decomposition of X
s
P,K . To start
with, note the topological disjoint union decomposition
XsP,K =
⊔
β
XsP,K ∩X
s
P,β
where the union runs over all β = (β1, . . . , βn) as in (3). But we need a further splitting of each
term XsP,K ∩X
s
P,β.
Let I = {ℓ1, . . . , ℓ|I|} stand for JE −K and, for each i ∈ [n], consider the subsets T0(α
i
1) and
T1(α
i
1) defined in (20). For each ǫ = (t1, . . . , t|I|) ∈ {0, 1}
|I| define
Tǫ =
|I|⋂
i=1
Tti(α
ℓi
1 ).
We then get a topological disjoint union decomposition
XsP,K ∩X
s
P,β =
⊔
ǫ∈{0,1}|I|
XsP,K ∩X
s
P,β ∩ Tǫ.
Therefore, the updated task is the proof of:
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Lemma 4.5. Each XsP,K,β,ǫ := X
s
P,K ∩X
s
P,β ∩ Tǫ is an ENR admitting a local rule.
Proof. The ENR assertion follows just as in the first paragraph of the proof of Proposition 2.26.
The construction of the local rule is also similar to the those at the end of Subsections 2.2 and 2.3,
and we provide the generalized details for completeness.
For i = 0, 1 and j = 0, 1, 2, let τi and ρj be the local rules, with corresponding local domains
Ai and Bj , obtained in Subsections 2.2 and 2.3 by normalizing the local rules φi and λj given in
Examples 2.1 and 2.20 —see the proof of Proposition 2.26 and the considerations following the
proof of Proposition 2.17.
As before, it is useful to keep in mind that elements (b1, . . . , bs) ∈ X
s, with bj = (b1j , . . . , bnj)
for j ∈ [s], can be thought of as matrices (bi,j) whose columns represent the various stages in
X through which motion is to be planned (necessarily along rows). Again, we follow a pivotal
strategy. In detail, in terms of the notation set at the beginning of the introduction for elements
in the function space XJs , consider the map
(33) ϕ : Xs → S(k1, . . . , kn)
Js
given by ϕ ((b1, . . . , bs)) = (ϕ1(b1, b1), . . . , ϕs(b1, bs)) where, for j ∈ [s],
ϕj(b1, bj) = (ϕ1j(b11, b1j), . . . , ϕnj(bn1, bnj))
is the path in S(k1, . . . , kn), from b1 to bj , whose i-th coordinate ϕij(bi1, bij), i ∈ [n], is the path
in Ski , from bi1 to bij, defined by
ϕi,j(bi1, bij)(t) =
{
bi1, 0 ≤ t ≤ tbi1 ,
σ(bi1, bij)(t− tbi1), tbi1 ≤ t ≤ 1.
Here tbi1 =
1
2 − d(bi1, e
0) and
(34) σ(bi1, bij) =


τ0(bi1, bij), if i ∈ JO and (bi1, bij) ∈ A0;
τ1(bi1, bij), if i ∈ JO and (bi1, bij) ∈ A1;
ρ0(bi1, bij), if i ∈ JE and (bi1, bij) ∈ B0;
ρ1(bi1, bij), if i ∈ JE and (bi1, bij) ∈ B1;
ρ2(bi1, bij), if i ∈ JE and (bi1, bij) ∈ B2.
Although ϕ is not continuous, its restriction ϕP,K,β,ǫ to X
s
P,K,β,ǫ is, for then (34) takes the
form
σ =


τ1, i ∈ JO, j /∈ α
i
1 or j ∈ β
i ∪ {1};
τ0, i ∈ JO, j ∈ α
i
1 and j /∈ β
i ∪ {1};
ρ2, i ∈ JE , j /∈ α
i
1 or j ∈ β
i ∪ {1};
ρ1, i ∈ JE , j ∈ α
i
1 −
(
βi ∪ {1}
)
and ti = 0;
ρ0, i ∈ JE , j ∈ α
i
1 −
(
βi ∪ {1}
)
and ti = 1.
Moreover, ϕP,K,β,ǫ is clearly a section for e
S(k1,...,kn)
s , while the fact that ϕP,K,β,ǫ actually takes
values in XJs is verified with an argument identical to the one proving Proposition 2.19.
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4.2 Zero-divisors cup-length
We next show that, for a subcomplex X of S(k1, . . . , kn) (with no restrictions on the parity of the
ki, i ∈ [n]), the cohomological lower bound for TCs(X) in Proposition 1.2 is optimal and agrees
with the upper bound coming from our explicit motion planner in the previous subsection. Here
we use same considerations and notation as in Section 3.
Proposition 4.6. A subcomplex X of S(k1, . . . , kn) has
N s(X) ≤ zcls(H
∗(X)).
Proof. We use the tensor product ring HX , and the elements u(ℓ) ∈ HX for u ∈ H
∗(X), as well
as the elements γ(J1, . . . , Jℓ) ∈ HX for J1, . . . , Jℓ ∈ KX defined for 2 ≤ ℓ ≤ s at the beginning
of the proof of Proposition 3.3 (but this time we will only need the latter elements in the range
3 ≤ ℓ ≤ s). In addition, let J ′ =
⋂s
j=1 Jj ∩ JE and consider
ǫ¯J ′ =
∏
j∈J ′
(ǫj ⊗ 1⊗ · · · ⊗ 1− 1⊗ ǫj ⊗ 1⊗ · · · ⊗ 1)
2(35)
= (−2)|J
′|ǫJ ′ ⊗ ǫJ ′ ⊗ 1⊗ · · · ⊗ 1
and
γ¯(J1, J2) =
∏
j∈(J1−J2)∪(J2−J ′)
ǫj(2)(36)
=
∑
φ2⊆(J1−J2)∪(J2−J ′)
±ǫφc
2
⊗ ǫφ2 ⊗ 1⊗ · · · ⊗ 1
where, as in the proof of Proposition 3.3, φc2 stands for the complement of φ2 in (J1−J2)∪(J2−J
′).
Then
(37) ǫ¯J ′ · γ¯(J1, J2) ·
s∏
ℓ=3
γ(J1, . . . , Jℓ) =
∑
φ2,...,φs
±2|J
′|ǫJ ′ǫφc
2
· · · ǫφcs ⊗ ǫJ ′ǫφ2 ⊗ ǫφ3 ⊗ · · · ⊗ ǫφs
where, for 3 ≤ ℓ ≤ s,
φℓ ⊆
( ℓ−1⋂
m=1
Jm − Jℓ
)
∪ Jℓ
with φcℓ standing for the complement of φℓ in
(⋂ℓ−1
m=1 Jm − Jℓ
)
∪ Jℓ —here we are using the
notation in Proposition 3.3. Recalling that
NX(J1, . . . , Js) =
s∑
ℓ=2
(∣∣∣ ℓ−1⋂
m=1
Jm − Jℓ
∣∣∣+ ∣∣∣Jℓ∣∣∣
)
,
we easily see that the left-hand side of (37) is a product of NX(J1, . . . , Js) + |
⋂s
j=1 Jj ∩ JE |
zero-divisors. Thus, by (27), it suffices to prove the non-triviality of the right-hand side of (37).
With this in mind, note that the term
(38) ± 2|J
′| ǫJ ′ ǫJ1−J2 ǫ(J1∩J2)−J3 · · · ǫ(J1∩···∩Js−1)−Js ⊗ ǫJ2 ⊗ · · · ⊗ ǫJs,
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which appears in (37) with φℓ = Jℓ for 3 ≤ ℓ ≤ s and φ2 = J2 − J
′, is a basis element because
ǫJ ′ · ǫJ1−J2 · · · ǫ(J1∩···∩Jℓ−1)−Jℓ · · · ǫ(J1∩···∩Js−1)−Js = ǫJ ′ · ǫ(J1−∩sj=1Jj) = ǫJ0
with J0 ⊆ J1. The non-triviality of (37) then follows by observing that (38) cannot arise when
other summands in (37) are expressed in terms of the basis for HX . In fact, each summand
(39) ± 2|J
′|ǫJ ′ǫφc
2
· · · ǫφcs ⊗ ǫJ ′ǫφ2 ⊗ ǫφ3 ⊗ · · · ⊗ ǫφs
in (37) is either zero or a basis element and, in the latter case, (39) agrees (up to sign) with (38)
only if φℓ = Jℓ for ℓ = 3, . . . , s, and φ2 = J2 − J
′.
Remark 4.7. The factors (35) and (36) adjust the product (22) of zero divisors in the proof of
Proposition 3.3 so to account for the differences noted in Remark 3.2.
We close the section by noticing that Proposition 3.6 holds without restriction on the parity
of the sphere dimensions k1, . . . , kn+m. That is:
Proposition 4.8. Let X and Y be subcomplexes of S(k1 . . . , kn) and S(kn+1, . . . , kn+m) respec-
tively. If cat(X) ≥ cat(Y ), then
TCs(X ∨ Y ) = max{TCs(X),TCs(Y ), cat(X
s−1) + cat(Y )}.
The argument given in the second paragraph of the proof of Proposition 3.6 applies word for
word in the unrestricted case (replacing, of course, NX∨Y (J1, . . . , Js) by
∑s
i=1 |Ji|−|
⋂s
i=1 Ji∩JO|
in (26) and in the last line of that proof).
5 Other polyhedral product spaces
Polyhedral product spaces have recently been the focus of intensive research in connection to toric
topology and its applications to other fields. In this section we determine the higher topological
complexity of polyhedral product spaces Z({(Xi, ⋆)},K) for which each factor space Xi admits
a TCs-efficient homotopy cell decomposition, concept that is defined next.
Recall that the spherical cone length of a path connected space Y , denoted here by cl(Y ), is the
least nonnegative integer c for which there is a length-c homotopy cell decomposition (Y0, . . . , Yc)
of Y , that is, a nested sequence of spaces Y0 ⊆ · · · ⊆ Yc so that Y0 is a point (the base point of all
the Yi’s), Yc has the (based) homotopy type of Y and, for 0 ≤ i < c, Yi+1 is the (reduced) cone
of a (based) map πi : Wi → Yi whose domain Wi is a finite wedge of spheres (of possibly different
dimensions). In such a situation, we refer to Yi, to Yi − Yi−1, and to πi, respectively, as the i-th
layer, the i-th stratum, and the i-th attaching map of the homotopy cell decomposition. If no
such integer c exists, we set cl(Y ) = ∞. In these terms we say that Y admits a TCs-efficient
homotopy cell decomposition when TCs(Y ) = s cl(Y ). The adjective “TCs-efficient” is motivated
by the following standard fact:
Lemma 5.1. For a path connected space X, TCs(X) ≤ s cl(X).
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The proof of Lemma 5.1 given below makes use of products of homotopy cell decompositions,
which is a standard construction in view of the finiteness condition on the number of cells in
a given strata. For instance, the product of two homotopy cell decompositions (Y0, . . . , Yc) and
(Z0, . . . , Zd), of Y and Z respectively, is the homotopy cell decomposition of Y × Z given by
the sequence (P0, . . . , Pc+d) with Pi =
⋃
j+k=i Yj × Zk and where we take the usual (Cartesian
product) attaching maps.
Proof of Lemma 5.1. Let (X0, . . . ,Xc) be a minimal homotopy cell decomposition of X. The
product decomposition on Xs has length sc, so the results follows from the fact that the sectional
category of a fibration is bounded from above by the spherical cone length of its base.
Known examples of spaces admitting a TCs-efficient homotopy cell decomposition are:
1. Wedge sums of spheres (with the single exception of a wedge with a single summand given
by an odd dimensional sphere).
2. Simply connected closed symplectic manifolds admitting a cell structure with no odd di-
mensional cells.
3. Configuration spaces on odd dimensional Euclidean spaces.
All such examples satisfy, in addition, the equality TCs = zcls, a condition that will be part
of Theorem 5.3 below. In particular, our result implies that the list of examples above can be
extended to polyhedral product spaces constructed from the three types of spaces already listed.
Definition 5.2. For an n tuple γ = (c1, . . . , cn) of nonnegative integers, we define the γ-weighted
dimension of an abstract simplicial complex K with vertices [n] as
dimγ(K) = max {ci1 + · · ·+ ciℓ | 1 ≤ i1 < · · · < iℓ ≤ n and {i1, . . . , iℓ} ∈ K} − 1.
Theorem 2.23 is generalized by:
Theorem 5.3. Let X = Z({(Xi, ⋆)},K) ⊆
∏n
i=1 Xi be the polyhedral product space associated
to a family of pointed spaces X1, . . . ,Xn, and an abstract simplicial complex K with vertices [n].
Assume that, for each i ∈ [n],
• TCs(Xi) = zcl(H
∗(Xi;Q)), and
• Xi admits a TCs-efficient (and necessarily minimal, in view of Lemma 5.1) homotopy cell
decomposition.
Then X also satisfies the two hypothesis above and, in addition, TCs(X) = s(1 + dimγ(K))
where γ = (cl(X1), . . . , cl(Xn)).
Proof of Theorem 5.3. For i ∈ [n] let (X0,i,X1,i, . . . ,Xci,i) be a TCs-efficient (and necessarily
minimal, in view of Lemma 5.1) homotopy cell decomposition of Xi. By the homotopy invariance
of the polyhedral product functor, we can assume that Xi = Xci,i for all i ∈ [n]. Let (P0, . . . , Pc)
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be the product homotopy cell decomposition on
∏
iXi where c =
∑
i ci, and let P
′
i = Pi ∩X for
i ∈ [c]0. Note that (P
′
0, . . . , P
′
c) is a homotopy cell decomposition of X for which
P ′1+dimγ(K) = P
′
2+dimγ(K) = · · · = P
′
c,
so TCs(X) ≤ s(1 + dimγ(K)) in view of Lemma 5.1. To see that this is an equality (so that
(P ′0 . . . , P
′
1+dimγ(K)
) is TCs-efficient), choose 1 ≤ i1 < · · · < iℓ ≤ n with {i1, . . . , iℓ} ∈ K and
ci1 + · · · + ciℓ = 1 + dimγ(K), and note that
TCs(X) ≥ TCs(Xi1 × · · · ×Xiℓ)
≥ zcls(H
∗(Xi1 × · · · ×Xiℓ ;Q))
≥
ℓ∑
j=1
zcls(H
∗(Xij ;Q))
= s
ℓ∑
j=1
cij
= s(1 + dimγ(K)).
The second and third inequalities hold by Proposition 1.2 and [5, Lemma 2.1], respectively,
whereas the first inequality holds since, as explained in the first paragraph of the proof of Propo-
sition 4 in [10], Xi1 × · · · × Xiℓ is (homeomorphic to) a retract of X. To complete the proof,
note that, as above, zcls(H
∗(X;Q)) is bounded from above by TCs(X) and from below by
zcls(H
∗(Xi1 × · · · ×Xiℓ ;Q))—and that the last two numbers agree.
Remark 5.4. The methods of this section can be applied to describe the category of suitably
efficient polyhedral products. For instance, without any restriction on the parity of the sphere
dimensions ki, any subcomplex X of S(k1, . . . , kn) has cat(X
s) = s(1 + dim(KX)). This is just
an example of a partial (but very useful) generalization of [10, Proposition 4].
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