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vRÉSUMÉ
Le contrôle partagé est l’une des plus importantes problématiques à laquelle les chercheurs
font face dans le domaine de l’interaction entre l’Homme et la machine. Il est souvent appliqué
pour les véhicules motorisés avec contrôle assisté tels que les fauteuils roulants électriques,
les marcheurs médicaux, les véhicules d’exploration spatiale et l’exploration sous-marine... Il
est aussi utilisé pour la robotique manipulatrice avec les modules de téléopération des bras
manipulateurs et des instruments chirurgicaux.
Le but de ce mémoire est le développement d’un système de contrôle collaboratif entre
un opérateur humain et un Fauteuil Roulant Motorisé Intelligent (FRMI) afin de faciliter
les tâches de navigation pour les personnes à mobilité réduite dont la maladie affecte leur
aptitude pour contrôler la machine d’une manière précise. Nous proposons donc un module de
navigation qui se base théoriquement sur les processus de décision de Markov afin d’estimer
d’une part l’intention du pilote et corriger d’autre part ses commandes dans le cas de danger.
Ce module donne une importance majeure aux signaux de contrôle de l’humain qui est
considéré dans tout le travail comme étant la source primaire de décision. Par conséquent,
le module se contente uniquement de l’assister. Deux modes de fonctionnement de notre
contrôleur collaboratif ont été créés afin de satisfaire divers styles de conduite et fournir
des degrés d’assistances différents. Pour le premier mode, l’utilisateur fixe une ou plusieurs
destinations sur la carte de l’environnement créée par le fauteuil en temps réel et ainsi pendant
qu’il navigue librement, la machine estime son intention en observant ses commandes pour
l’aider à atteindre la destination la plus probable en évitant tous les dangers. Par contre,
pour le deuxième mode de fonctionnement, nous présentons un degré d’assistance plus élevé,
autrement dit les rôles sont inversés et c’est le FRMI qui se chargera de toutes les tâches de
navigation (planification de trajectoire, détermination de commandes de vitesse, évitement
d’obstacle...). Le rôle du pilote se résume initialement dans l’expression d’une destination
finale mais il peut reprendre le contrôle à tout instant si par exemple il change d’avis pendant
la navigation et il veut atteindre un point intermédiaire sur la carte.
Notre travail contribue à l’amélioration de l’interaction entre l’humain et la machine en
partageant le contrôle pendant la navigation. Il assure aussi une sécurité supplémentaire en
prévoyant les risques d’accrochage pour réduire la vitesse en cas de danger non détecté par
l’usager. Les modules ont subi plusieurs tests avec des sujets humains et les résultats montrent
vi
que, dans divers scénarios notre système n’a engendré aucun conflit entre les deux entités.
En effet, les participants n’étaient pas capable de percevoir l’intervention du module et ils se
sentaient plus en sécurité en utilisant le mode collaboratif.
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ABSTRACT
Shared autonomy or shared control is one of the most important challenge that pushes
researchers to focus more and more on the application of this kind of concept in the assistive
technology. It adequately accommodates the living standards of the elderly and disabled
communities. It helps them to accomplish the daily tasks with comfort and no assistance.
To this end, we have chosen the Partially Observable Markov Decision Process in order
to formulate our shared control of the semi-autonomous module added to our SmartWheeler
in order to facilitate navigation tasks and to control the machine in a precise manner. Our
decision process estimates firstly the intention of the driver and then corrects all his com-
mands in case of danger. This gives the operator a lot of freedom in controlling the machine.
As we consider human mind as a very good item to resolve quickly complex problem, it
represents the primary source of decision in our work. Moreover, two modes of operation in
our collaborative controller have been created to suit the driving style and provide different
degrees of assistance.
The user has to set one or more goals in the map. Then, with the first mode, he/she can
navigate freely between all those goals. The SmartWheeler estimates his/her intention in
order to help him/her to reach the intended destination. For the second mode of operation,
we set a higher degree of assistance. The two controlling agents (human and machine) swap
roles, so that the collaborative module takes in charge all navigation tasks (path planning,
speed controls, obstacle avoidance...) and the pilot after choosing the final destination has to
let the machine do the job. However, he/she also can take control at any time he/she wants.
For example, if he/she changes his/her mind during the navigation and wants to reach an
other goal, he/she has to give some velocity commands with the joystick and the module
switches automatically to the first mode.
Our work contributes to the improvement of human-machine interaction. It provides ad-
ditional security by detecting collisions and dangerous scenarios. It reduces the speed and
corrects orientations.
We performed a user study to test our shared autonomy in several scenarios. The results
show that our system did not cause any conflict between the two controlling agents. The
subjects were not able to perceive the intervention of the module and they felt safer using
our algorithm.
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1CHAPITRE 1 INTRODUCTION
Quiconque a déjà rencontré dans sa vie quotidienne un utilisateur de Fauteuil Roulant Élec-
trique (FRE) ayant du mal à se déplacer dans un environnement contraint (couloir bondé de
personnes, porte très étroite...), trouve que ce type d’environnement demande généralement
une grande précision des manœuvres et donc une dextérité importante des manipulations.
Cependant, un bon pourcentage des personnes à mobilité réduite souffre de tremblement des
mains ce qui affecte leurs manières de contrôler les fauteuils motorisés avec le joystick. Ceci
implique une gêne dans l’accomplissement des Activités de la Vie Quotidienne (AVQ) qui
sont nécessaires au bien-être et à l’intégration sociale. En effet, la mobilité ou la capacité de
se déplacer sans assistance est fortement liée à l’indépendance et représente l’une des AVQ
les plus basiques telles que se nourrir, aller aux toilettes, s’habiller, se laver, etc. Pour les
adultes, la mobilité est un aspect important de l’amour propre et joue un rôle clé dans le
concept de "vieillissement en place" (Simpson, 2005). Par exemple, si les personnes âgées ont
de plus en plus de difficultés pour atteindre les toilettes, ils boiront moins (ce qui n’est pas
désirable) dans le but de réduire leurs fréquences de miction (Cortes et al., 2010). En outre,
la mobilité réduite implique souvent une diminution de la sociabilité de la personne, ce qui
conduit à l’isolement, l’anxiété et la dépression.
Pour améliorer la qualité de vie des personnes souffrant de handicap moteur, certaines
plates-formes robotiques sont dotées de modules autonomes ayant la capacité de naviguer
dans des environnements inconnus sans avoir besoin d’une intervention humaine (LURCH,
SmartWheeler, NavChair, FRMI...). Habituellement, les humains sont plus polyvalents que
les modules programmés et cela malgré les progrès technologiques en automation et en in-
telligence artificielle (IA) qui ont rendu les plates-formes mobiles plus précises. Donc, il est
intéressant d’affirmer que les agents de contrôle et les agents humains présentent des avan-
tages et des inconvénients complémentaires, et il serait plus réfléchi de ne pas exclure l’une
des deux entités, mais plutôt de chercher une coopération constructive entre les différentes
sources de commandes afin de tirer un avantage de cette mise en relation. C’est pourquoi
nous avons concentré notre attention sur le contrôle collaboratif et ses activités connexes
comme objectif pour garantir l’autonomie chez les personnes âgées et handicapées.
21.1 Cadre de la problématique
Notre recherche s’inscrit dans le domaine du contrôle partagé entre l’humain et la machine et
elle s’intéresse plus précisément à son application aux fauteuils roulants motorisés intelligents
FRMI et SmartWheeler. Sur la même plate-forme, l’opérateur fournit des signaux de contrôle
par un joystick et le module collaboratif permet ainsi de corriger ses entrées dans le but
d’assurer une navigation sécuritaire en tout moment.
Le système et l’opérateur, ne possédant pas forcément les mêmes ensembles d’observations
(obstacles dans l’environnement), réagissent de manière différente, voire contradictoire, en
cas de danger non détecté par l’une des deux entités. De plus, les utilisateurs des fauteuils
roulants électriques manifestent généralement des handicaps moteurs (tremblement essentiel,
mobilité réduite des bras...) qui diminuent leurs rapidités et leurs réflexes, ce qui engendre
une réduction de la dextérité et de la précision des manipulations. Ce genre de pathologies
entraîne parfois des incidents dangereux parce qu’elles affectent énormément leur aptitude
à la conduite. Les accidents seraient ainsi en augmentation tout comme le nombre de FRE,
d’où la nécessité du contrôle partagé pour sécuriser la navigation.
Figure 1.1 Plates-formes mobile : FRMI et SmartWheeler
Cette figure représente nos deux prototypes robotiques. Le FRMI (à gauche) est la plate-forme adaptée
pour les environnements intérieurs et équipée avec des télémètres Laser à faible portée et des sonars et le
fauteuil roulant SmartWheeler (à droite) doté de laser à grande portée et GPS utilisé pour les tests dans
des environnements extérieurs.
Pour résumer, nos robot mobiles (Figure 1.1) contiennent deux agents qui manifestent
la même importance au niveau du contrôle et qui doivent donc collaborer pour éviter les
scénarios dangereux. Cependant, ces deux entités ne partagent pas un ensemble unique d’ob-
3servation et leurs mécanismes de contrôle peuvent se contredire dans certains scénarios pour
diverses raisons. Donc, comment concevoir un module de partage de contrôle pour nos pro-
totypes mobiles de façon à éviter ces contradictions et trouver une commande collaborative
adéquate ?
1.2 Objectifs de recherche
En tenant compte de toutes les données des différents capteurs sensoriels du fauteuil et
des résultats des algorithmes de cartographie et de localisation instantanées, notre objectif
principal serait de développer un module collaboratif pour assurer la sécurité du pilote et de
la machine pendant la navigation. La réalisation de cet objectif passe plus spécifiquement
par les étapes de recherche suivantes :
• Étudier les algorithmes de partage de contrôle pour justifier nos choix et les hypothèses
que nous devrons fixer, comparer entre les différents projets de recherche de robot mobile
(fauteuil roulant électrique, marcheur médical, etc.) qui collabore avec les personnes à
mobilité réduite dans les tâches de navigation.
• Proposer et implémenter un module de commande collaborative assurant les points
suivants :
- Estimation de l’intention de l’opérateur pendant la phase de navigation en nous
basant sur la carte de l’environnement et sur les commandes du joystick pour
prédire la position finale (position et orientation) la plus probable. Cette dernière
fait partie d’un ensemble de points que nous appelons l’ensemble des destinations.
Elle est fixée et mise à jour par le pilote.
- Correction des commandes de l’opérateur pour atteindre l’un des points de desti-
nation.
- Évitement de collision pour la sécurité de l’utilisateur en cas de malfonctionnement
du système.
• Simuler et tester le module de partage de contrôle avec le simulateur Gazebo.
• Valider par le fonctionnement du module de commande collaborative sur les plates-
formes FRMI et SmartWheeler en réalisant des expérimentations avec des sujets hu-
mains.
4CHAPITRE 2 REVUE DE LITTÉRATURE - ARCHITECTURES DE
CONTRÔLE COLLABORATIF
2.1 Introduction
Dans le domaine de la robotique, les technologies assistées sont cruciales pour le bien-être
de la communauté âgée et handicapée. Il s’agit d’un moyen efficace pour accomplir les AVQ
avec un grand confort. Donc, ces communautés auront une meilleure qualité de vie, même
avec leurs handicaps.
En outre, environ 1.5% des personnes à mobilité réduite sont des utilisateurs de fauteuils
roulants électriques (FRE) et 75% ont une grande difficulté dans la manœuvre quotidienne
selon l’office des personnes handicapées au Québec 1. Et les statistiques les plus récentes 2
confirment que plus de 3.3 millions de personnes aux États-Unis d’Amérique sont des utili-
sateurs de fauteuils roulants et ce nombre croit à mesure que la population vieillit (attendu
de doubler entre 2000 et 2050 selon l’Organisation mondiale de la santé). C’est pour cela
que la recherche se concentre de plus en plus sur ce genre de technologies d’assistance dans
plusieurs domaines.
Dans ce chapitre nous détaillons trois projets (LURCH, Sharioto et SHARE-it) de contrôle
partagé appliqué aux mobiles médicaux qui ont précédés notre travail. L’étude de ces pro-
jets va nous aider à bien choisir l’architecture de contrôle la plus adéquate à notre cadre
d’étude, elle nous permettra de prévoir les avantages et les inconvénients de chaque théorie
de collaboration.
2.2 SHARE-it
2.2.1 Introduction
Ce projet a été développé en 2007 par la collaboration de 7 professeurs, ingénieurs et as-
sistants médicaux. Il représente donc une contribution assez importante dans le domaine
de l’intelligence artificielle et de la commande semi-autonome et assistée. Cette contribu-
tion touche non seulement les fauteuils roulants, mais aussi des marcheurs médicaux les plus
sophistiqués.
1. https ://www.ophq.gouv.qc.ca/faq/faq-statistiques.html
2. http ://kdsmartchair.com/blogs/news/18706123-wheelchair-facts-numbers-and-figures-infographic
52.2.2 Articles et publications
L’article (Cortes et al., 2010) est très complet pour bien découvrir ce projet (disponible
en-ligne).
2.2.3 Contribution du projet
Le projet SHARE-it offre aux personnes âgées et/ou à mobilité réduite une solution innovante
pour améliorer leurs qualités de vie et faciliter leurs intégrations au sein de la communauté.
Ceci permet aussi de surpasser quelques déficiences motrices et quelques troubles cognitifs
légers (MCI : mild cognitive impairments). Cette solution se résume dans la coopération
de plusieurs éléments matériels développés tels que les robots mobiles intelligents i-Walker,
Spherik, CARMEN et Rolland Wheelchair (Figure 2.1) et logiciels comme le composant AmI
ou l’architecture MAS (Figure 2.2) pour interagir, dans un premier temps, avec les diffé-
rents acteurs d’assistance médicale intérieurs et/ou extérieurs du système et pour analyser,
filtrer et combiner toutes les données collectées dans un deuxième temps. Finalement, le sys-
tème SHARE-it sera donc capable de détecter les situations urgentes et de choisir l’action
convenable pour assister l’utilisateur.
(a) Le marcheur médical : i-
Walker
(b) Le fauteuil roulant non ho-
lonome : CARMEN
(c) Le fauteuil roulant holo-
nome : Spherik
Figure 2.1 Les prototypes mobiles utilisés par le projet SHARE-it
Il s’agit des composants matériels utilisés comme agents véhicule dans le système global. Ils représentent
aussi des projets de recherche Spherik (Martínez et al., 2005), Rolland Wheelchair (Mandel et al., 2005),
i-Walker (Cortés et al., 2008)... Ces figures sont issues de l’article étudié suivant (Cortes et al., 2010).
Nous nous sommes surtout intéressés dans cette publication au contrôle collaboratif (voir
6page 52 Cortes et al., 2010). Pour mieux comprendre ce concept de commande, il existe une
description du système nous fournissant la composition matérielle détaillée (capteurs, laser,
ordinateur, sonar...) ainsi qu’une problématique qui nous permet d’aborder le cadre général
de l’utilité de ces recherches appliquées au domaine médical.
Figure 2.2 L’architecture MAS
Cette figure est aussi prise du même article (Cortes et al., 2010), elle décrit l’architecture intragicielle sur
laquelle le système SHARE-it se base.
2.2.4 Le contrôle collaboratif
Le fonctionnement du système est défini comme suit : le moteur du robot (prototype) exé-
cute les commandes reçues, et ces dernières ont une première composante provenant de la
consigne donnée par l’utilisateur via les différentes interfaces d’entrée (joystick, écran tactile,
boutons, manette...) et une deuxième composante fournie par les algorithmes des applications
programmées pour collecter les données des capteurs, planifier la trajectoire et conclure sur
sa faisabilité pour la tâche de navigation.
7Cependant, le problème qui peut se poser est que le système doit faire une réconciliation
entre deux objectifs qui peuvent être assez différents. Par exemple, éviter des obstacles et
se déplacer dans une direction particulière choisie par l’opérateur peut être complexe dans
certains scénarios où l’utilisateur ne prévoit pas les conséquences du danger. Donc le dispositif
doit de toute façon prendre la commande dans ce cas et redonner après la main à l’utilisateur,
mais cela ne doit pas s’effectuer d’une manière brusque.
L’idée globale sur laquelle se base la collaboration Humain-Machine dans le projet SHARE-
it se résume dans l’application de différents coefficients d’efficacité η qui s’adapteront pour
chaque utilisateur (selon le degré et le type de son handicap) et pour chaque environnement
(extérieur ou intérieur). La théorie s’appuie essentiellement sur la modification d’un Champ
de Potentiel Artificiel (CPA) qui définit les obstacles en tant que points de répulsion et les
objectifs en tant qu’attracteurs de mouvement.
Il est important de mentionner que la force répulsive globale du champ de potentiel pos-
sède plusieurs composantes selon le cas. Il généralise donc deux scénarios d’évitement de
collision qui sont le déplacement dans un couloir et le passage d’une porte. Pour le premier
cas, trois composantes sont utilisées ; une force de suivi parallèle des murs fpara, une force
de positionnement dans le couloir fdist et une force de répulsion de l’obstacle en face frep.
Pour le deuxième cas, deux forces sont présentes ; une composante permettant au mobile de
garder son orthogonalité avec la porte et une force de répulsion classique. Les pages 53 et 54
de l’article (Cortes et al., 2010) détaillent encore plus les expressions mathématiques de ces
forces. Ce cas conduit généralement à des oscillations du mobile.
La collaboration résulte donc d’une combinaison de la commande fournie par l’opérateur
et de la résultante du champ de potentiel. Ceci a l’avantage d’éviter les minima locaux qui
limitent les CPA. Pour accomplir une fusion entre les deux types de commandes assurant une
utilisation sécuritaire du prototype et une collaboration continue du robot au cours du temps,
SHARE-it adopte la notion d’efficacités et de poids pour avoir une commande moyenne te-
nant compte de la précision du robot et de la polyvalence du pilote.
La formulation mathématique de cette combinaison s’exprime comme suit :
{
vrS = ηR.vrR + ηH .vrH (2.1a)
vtS = ηR.vtR + ηH .vtH (2.1b)
Où vr vt sont les composantes de vitesse de rotation et de translation provenant de la com-
mande fournie soit par l’utilisateur H soit par le robot R. ηH et ηR représentent les termes
d’efficacité et caractérisent respectivement l’importance attribuée aux deux agents de contrôle
8(le robot et l’humain).
Afin de réussir une commande partagée préservant l’efficacité et la sécurité tout en dépen-
dant du style de conduite de chaque usager, les coefficients d’efficacité peuvent changer au
cours du temps. Il s’agit d’une fonction coût qui évalue le contrôle de l’opérateur, autrement
dit le pilote recevra une autonomie plus importante pour chaque entrée sécuritaire. Ainsi l’ef-
ficacité de la commande ηS est définie comme étant la moyenne des efficacités moy(ηR, ηH).
Les facteurs influençant ces variables varient entre les facteurs médicaux (type de handicap)
et les facteurs réactifs qui ont un rapport direct avec la navigation.
Chaque terme d’efficacité (Humain ou Robot) est obtenu à partir de la combinaison de trois
sous-termes d’efficacité ayant un effet immédiat sur la navigation. Le projet SHARE-it n’a
pas tenu compte des facteurs médicaux. Ces termes sont :
1- Régularité ηsf (Smoothness) : montre que les changements de direction vifs sont indé-
sirables pour la conduite.
2- Directivité ηtl (Directiveness) : montre que le mouvement rectiligne dans la direction
de la destination donne des plus courts chemins possibles.
3- Sécurité ηsc (Security) : montre qu’il faut mieux garder une distance minimale avec les
obstacles.
L’article développe aussi les expressions de ces efficacités à la page 55 en fonction des différents
angles. Puis il donne l’expression de l’efficacité globale en fonction des trois sous-termes :
η = ηsf + ηtl + ηsc3 (2.2)
Cette équation décide donc qui parmi l’humain et la machine sera le pilote à chaque instant.
Si l’efficacité de l’humain est plus importante, le mouvement obéit au conducteur sinon la
plateforme se déplace en toute autonomie. Cette autonomie s’appuie sur l’application de
l’algorithme du CPA précédemment mentionné.
2.2.5 Résultats expérimentaux
Des tests sur des participants avec différents degrés de handicap étaient faits et ont donné
des résultats intrigants. Tous les patients ont obtenu des valeurs d’efficacité qui dépassent les
70%. Et nous remarquons aussi que pour certains patients possédant des capacités physiques
et mentales réduites ont obtenu des valeurs d’efficacité plus importantes comparées au reste
des participants.
Pour mieux comprendre ces résultats, il y a eu recours à la vérification de la différence qui
9peut exister entre les entrées fournies par l’humain et la commande autonome générée par les
algorithmes. Ceci a montré que les aberrations dans ces résultats sont dues essentiellement au
fait que l’utilisateur dans certains scénarios ne coopère plus avec le fauteuil, mais lutte plutôt
contre ses commandes. Nous pouvons expliquer ceci par la différence du style de conduite qui
implique un choix de trajectoires qui restent sécuritaires, mais moins efficaces pour le robot.
2.2.6 Adaptation à l’utilisateur
À ce stade, le robot doit s’adapter à cette diversité des styles de conduites afin de diminuer
le désagrément responsable de la chute de l’efficacité de certains conducteurs. Elle doit for-
cément apprendre les différentes façons de conduire des patients. Pour cela, un système de
Raisonnement Par Cas a été mis en place pour cet apprentissage. L’article détaille aussi la
manière et les étapes sur lesquelles ce système se base. Pour résumer, le RPC permet grâce à
un algorithme particulier de regrouper les différents cas d’utilisation et créer ainsi une base
de cas (case base) dynamique. Donc, la machine est capable d’apprendre et de s’adapter à
chaque style de conduite. Il est intéressant de mentionner que les différents scénarios sont
couplés avec les sorties des interfaces de commande (joystick) et classés avec les trois termes
d’efficacité.
L’un des problèmes qui peuvent se poser est lorsque l’utilisateur conduit très mal le fauteuil.
Ces scénarios seront aussi appris par la plateforme et enregistrés dans la base. Pour éviter
ceci, chaque cas d’utilisation est modulé soit par l’algorithme CPA soit par une commande
efficace de l’utilisateur déjà existante dans la base des cas. S’il n’y a aucun cas semblable,
une fusion de la commande de l’utilisateur et du champ de potentiel est mise en place puis
le nouveau cas sera enregistré. Et dans le cas contraire, ce nouveau scénario est quand même
enregistré avec les entrées de commande du moteur. Ainsi, le robot tend progressivement à
s’adapter au style de conduite de chaque utilisateur (Figure 2.3).
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Figure 2.3 Collaboration Homme-Machine : Méthode RPC
Il s’agit de la figure 8 de la page 58 de la référence (Cortes et al., 2010) qui symbolise le système RPC qui
s’enrichit au cours du temps avec les différents opérateurs.
2.2.7 Expérimentation finale
Le SHARE-it a été testé en 2009 par 21 volontaires. Ces tests se sont déroulés dans un espace
nommé Casa Agevole conçu pour les personnes âgées. Ces tests se composent de plusieurs
scénarios différents.
Pour la majorité des participants, le système s’est avéré utile, surtout dans des environne-
ments étroits tels que le Casa Agevole où la navigation a pu s’effectuer en sécurité. En plus,
le fait que le fauteuil s’adapte avec chaque patient a été positivement perçu par les docteurs
et les assistants.
2.2.8 Conclusion
Cet article nous a permis d’élaborer une réflexion plus aboutie quant à la façon d’aborder
notre sujet de recherche. Le système RPC est très intéressant, car il peut être aussi utilisé
dans l’estimation de l’intention de l’utilisateur au vu du robot.
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2.3 LURCH
2.3.1 Introduction
LURCH est un projet de fauteuil roulant motorisé et autonome développé par AIRLab. Il
s’agit de l’acronyme Let Unleashed Robots Crawl the House (LURCH) qui veut dire en
français "Laisser des robots déchaînés ramper dans la maison". Son nom officiel est RoBy
Wheelchair ou RBWC.
Les objectifs principaux de ce projet se résument dans la liste suivante :
• Navigation semi-autonome avec un module d’évitement de collision.
• Planification de trajectoire et localisation temps réel pour la navigation autonome.
• Ajout des différents types d’interfaces de contrôle et de communication tels que les
joysticks, les contrôleurs vocaux et les outils de communication avec les muscles faciaux
et les signaux cérébraux.
• Intégrer des capteurs sensoriels aux fauteuils motorisés.
Ce projet a su donc développer quelques fonctions utiles pour faciliter les tâches de navi-
gation :
• Contrôle manuel avec la manette Bluetooth Logiteck.
• Détection d’obstacles et évitement de collision.
• Localisation dans les environnements intérieurs avec un système de marqueurs de re-
pères.
• Navigation autonome et planificateur de chemin.
• Système de navigation avec contrôle cérébral.
2.3.2 Articles et publications
L’article (Bonarini et al., 2012) présente le projet LURCH qui ressemble beaucoup à nos
deux prototypes FRMI et SmartWheeler.
Quant au contrôle collaboratif ou semi-autonome, ce projet adopte dans le même esprit le
projet SHARE-it (section 2.2) et ses problématiques. Par exemple, l’autonomie du dispositif
est un choix qui dépend du participant et son style de conduite. Cependant, le niveau d’au-
tonomie attribué à l’opérateur n’est plus un choix algorithmique, mais plutôt humain : c’est
l’utilisateur qui le fixe.
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2.3.3 Prototype
Dans le cadre de ce projet, nous remarquons que le dispositif (Figure 2.4) est bien équipé :
présence d’une manette Logitech, d’un écran tactile, d’une interface myographique et d’une
Interface Neuronale Directe (IND). Avec ces moyens, la prédiction de l’intention de l’utilisa-
teur en analysant ses signaux cérébraux serait donc possible. Ceci permet d’éliminer certains
types de handicaps et donne de nouvelles alternatives de navigation aux personnes âgées et
à mobilité réduite afin d’accomplir une tâche voulue sans effort et sans aide.
Figure 2.4 Le prototype LURCH
Cette figure a été téléchargée du site web de AIRLab, elle décrit le fauteuil roulant autonome LURCH et
présente ses équipements.
La particularité du système LURCH est qu’il est indépendant du prototype (Figure 2.5),
il était applicable au fauteuil électrique Rabbit de OttoBock. D’ailleurs, son fonctionnement
se résume à l’interception des signaux des interfaces de communication (joystick) afin de
générer un nouveau signal destiné au dispositif. Cette idée est aussi utilisée par notre groupe
de recherche afin de créer un système modulaire facile à intégrer sur des fauteuils électriques
commerciaux (voir 4.2).
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Figure 2.5 Architecture du système
Cette figure montre l’indépendance entre le système de navigation ou de contrôle et le fauteuil roulant. Elle
décrit aussi certains capteurs que nous trouvons sur le LURCH. Elle est issue de la référence (Bonarini
et al., 2012).
2.3.4 Contribution du projet
LURCH adopte l’approche modulaire qui est proposée dans Software Engeneering for Ex-
perimental Robotics qui constitue une excellente source dans le domaine. Cette approche
présente trois modules : un module de localisation permettant d’établir la cartographie de
l’environnement dans lequel se trouve le dispositif, un module de planification des tâches
demandées à la machine tout en appliquant les actions les plus appropriées pour atteindre
l’objectif et un module de contrôle contenant les actions les plus basiques.
En outre, la présence de certains modules dans le fonctionnement du système dépend essen-
tiellement du niveau d’autonomie recherché. Par exemple, le module de contrôle sera toujours
présent afin de corriger les commandes de l’utilisateur en cas de danger. Donc il s’agit d’une
autonomie contrôlée.
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2.3.5 Avantages et limites de ce projet
Le module de localisation du LURCH se base sur un système ARToolKitPlus, évoqué dans la
référence (Wagner et Schmalstieg, 2007), qui simplifie de manière considérable les problèmes
classiques de localisation des obstacles. En effet, avec les marqueurs présents, le prototype
est capable d’identifier d’une façon complète les obstacles (type et dimensions) ce qui donne
une bonne robustesse et une précision à l’algorithme de localisation.
Cependant, l’environnement doit contenir plusieurs marqueurs placés un peu partout pour
détecter tous obstacles. Ceci constitue une des limites majeures de ce projet. En effet, malgré
son rôle important dans la détection des objets, les marqueurs pourraient être inefficaces si
l’obstacle a été déplacé de sa position. L’article ne tient pas compte aussi de la volonté de
l’utilisateur lorsque ce dernier décide de s’approcher d’un obstacle ou bien de changer avec
son fauteuil la disposition des objets dans l’environnement. Par exemple, si le module de
collision est actif et l’opérateur a l’intention de pousser un obstacle qui lui bloque le chemin,
la machine limitera les choix de l’utilisateur qui se trouve rapidement coincé.
2.3.6 Résultats des tests
Ce projet a été testé dans différents contextes réels, et les résultats étaient satisfaisants pour
les deux modes de fonctionnement. Ces tests étaient faits dans des environnements qui ne
sont pas destinés au préalable à l’accueil de robots, ce qui s’annonce encourageant. De plus, il
a été testé pendant trois jours à Milan (Robotica 2010 fair) en mode autonome. Pendant ces
tests, LURCH arrivait à éviter tous les visiteurs (considérés comme obstacles dynamiques)
et il n’y a eu aucun incident.
2.4 Sharioto
2.4.1 Introduction
Plusieurs projets de contrôle intelligent sur fauteuil roulant électrique ont déjà été développés
par des groupes de recherche dans l’unique but d’améliorer l’assistance des utilisateurs à
mobilité réduite dans les tâches de navigation (se garer, éviter une collision, conduire dans
un couloir...).
D’une façon générale, le contrôle de la machine varie entre un mode complètement manuel
où l’opérateur prend tout le fardeau de la navigation et un mode totalement autonome où le
robot assure les tâches de planification de trajectoire et d’évitement d’obstacles. Cependant,
le problème qui se pose est au niveau du choix du mode de contrôle. Est-ce que la machine doit
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attendre une décision explicite de l’utilisateur afin d’agir d’une façon autonome et collaborer
avec lui (cas du projet LURCH, section 2.3) ou doit-elle opter à une sélection implicite du
mode de contrôle tout en tenant compte du style de conduite du pilote (Projet SHARE-it,
section 2.2, NavChair) ?
Effectivement, chaque catégorie a ses propres avantages et inconvénients et le choix sera
difficile à faire. Pour la deuxième catégorie, la théorie sur laquelle se base la sélection implicite
diffère d’un projet à un autre. Par exemple, nous avons vu la méthode RPC pour SHARE-it
qui sert surtout à adapter les décisions de la machine au style de conduite de l’utilisation
pour assurer une bonne collaboration. NavChair quant à lui (Simpson et al., 1998) utilise
les données sensorielles pour détecter le type de l’environnement dans lequel il se trouve
puis choisit le mode d’assistance le plus convenable. Avec Sharioto, une nouvelle méthode de
sélection est mise en place.
2.4.2 Articles et publications
Les références (Vanhooydonck et al., 2003; Demeester et al., 2003; Nuttin et al., 2002) sont
des actes de conférence tenue en Italie en mars 2003 sur les avancements des services de
la robotique. Elles s’intéressent comme l’indique leur titre à l’estimation de l’intention de
l’utilisateur pendant la phase de pilotage d’un fauteuil roulant intelligent (Sharioto).
2.4.3 Description du prototype et objectif
La plate-forme Sharioto (Figure 2.6) ressemble énormément à nos robots FRMI et SmartW-
heeler d’un point de vue équipement et interface de communication avec l’utilisateur.
Les actes de conférence évoquent d’autres projets tels que NavChair, MAID et SIAMO wheel-
chair ce qui précise bien l’objectif du groupe de recherche. En effet, Sharioto s’intéresse à la
sélection implicite des modes de fonctionnement. Autrement dit, la machine serait capable
de passer d’un mode à un autre sans avoir besoin de l’intervention de l’utilisateur (deuxième
catégorie). Ceci entre donc dans le cadre de l’intelligence artificielle, et plus précieusement
de l’estimation de l’intention.
Pour mettre en œuvre cette idée, l’équipe de recherche se base uniquement sur les données
fournies par le pilote via une interface de commande joystick afin de déclencher le choix im-
plicite du mode.
Il est intéressant de noter qu’une certaine communication explicite entre le pilote et la plate-
forme est nécessaire pour éviter la confusion de l’utilisateur et lui expliquer à tout moment
le comportement de la machine. En plus, le pilote peut à tout instant annuler la sélection
implicite s’il est en désaccord avec la décision du contrôleur et s’il se sent capable de mieux
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piloter la plate-forme.
Figure 2.6 Le fauteuil roulant Sharioto
Le Sharioto est un fauteuil roulant motorisé commercial standard, il est équipé de plusieurs capteurs
ultrasoniques et infrarouges, d’un télé-détecteur Laser (LiDAR), d’un processeur Pentium III 418 MHz et
d’un bus Controller Area Network (CAN) pour récupérer les signaux du joystick. Cette figure est issue de
l’article (Demeester et al., 2003).
2.4.4 Communication implicite ou estimation de l’intention de l’utilisateur
L’approche de cette communication s’articule autour deux grands axes : l’estimation basée
sur le modèle et l’estimation basée sur le comportement.
Les systèmes se basant sur le comportement sont assez connus dans la littérature. Ils com-
binent les divers comportements suivant des lois différentes qui peuvent se classifier en deux
catégories ; la méthode compétitive où la loi du "gagnant qui prend tout" règne, et la méthode
coopérative ou de fusion au sein de laquelle le comportement résultant sera une fonction de
tous les comportements. Par exemple, la sommation pondérée des différents comportements
qui est aussi utilisée dans la phase d’assistance de notre contrôle collaboratif fait partie de
cette famille de méthode. Son utilisation dans notre algorithme réduit la confusion sur l’in-
tention de l’opérateur qui existe dans certains scénarios d’évitement de collision, et si nous
contentions d’appliquer uniquement la méthode coopérative, la correction pourrait être in-
suffisante et la machine heurterait l’un des coins de l’obstacle.
La figure 4 page 180 de la référence (Vanhooydonck et al., 2003) donne un exemple de struc-
ture pour l’estimation du comportement. La méthode RPC vue précédemment entre aussi
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dans le cadre de cette catégorie.
L’architecture proposée pour le contrôleur du Sharioto, dans l’article (Vanhooydonck et al.,
2003), se base sur le comportement et utilise une méthode compétitive. Parmi les différents
comportements, nous trouvons un algorithme d’Évitement des Obstacles (OA), de suivi de
mur dans les couloirs, de parking et d’Évitement des Collisions (CA). Il y a aussi un com-
portement par défaut (totalement manuel) qui se contente de copier les données fournies par
le moteur sans aucune correction.
Chaque comportement possède une fonction d’activation qui indique l’importance de celui-là
dans l’état actuel de la plate-forme. Si un ou plusieurs comportements présentent un niveau
haut d’activation, ces derniers seront sélectionnés pour calculer leurs commandes à exécuter
et à communiquer à un module de combinaison sinon c’est le comportement par défaut qui
sera applicable. Il s’agit de fonctions qui se basent sur les données des capteurs et des inter-
faces de commandes.
Ce qui reste donc est de bien définir ces fonctions d’activation. La figure 6 de la référence
(Vanhooydonck et al., 2003) page 181 détaille l’architecture de l’estimateur de l’intention. Le
projet s’intéresse à la définition de celles-ci pour trois comportements :
• Comportement par défaut.
• Arrêt sécuritaire CA
• Évitement des obstacles OA
L’estimation de l’intention basée sur le modèle a aussi été développée par le groupe de
recherche du projet Sharioto, la référence (Demeester et al., 2003) donne un exemple d’un
modèle se basant sur l’approche bayésienne. Cette dernière maintient une distribution pro-
babiliste afin de déterminer l’intention de l’opérateur qui se caractérise par un vecteur de
vitesse vest(vest, ωest) et un vecteur de position pest(xest, yest, θest) où vest représente la vitesse
linéaire et ωest caractérise la vitesse angulaire du mobile.
La distribution bayésienne est mise à jour au cours du temps pour chaque nouvelle donnée
du joystick et elle suit la loi suivante :
Pk+1
pest
vest
 |vact,pact, s
 = Pop
vact|
pest
vest
 ,pact, s

×Pk
pest
vest
 |pact, s
× a (2.3)
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Dans l’équation Eq.(2.3) nous retrouvons la loi de Bayes : (voir Demeester et al., 2003)
• Pk+1 est la probabilité a posteriori autrement dit la position estimée après avoir appli-
qué une commande de vitesse vact.
• Pop représente le modèle du joystick et elle exprime la commande que doit donner cette
interface de commande sachant que l’utilisateur veut atteindre la position pest avec une
vitesse vest à partir de la position actuelle pact et compte tenu des données sensorielles
s .
• Pk est la probabilité a priori sur l’intention de l’utilisateur tenant compte de la vitesse
appliquée vact, de la position actuelle pact et des données des capteurs.
• a est facteur de normalisation.
L’intention de l’usager sera donc caractérisé par le maximum de probabilité. Un exemple
simple est fourni dans l’acte de conférence (Demeester et al., 2003). (Figures 4,5,6 et 7 pages
120 et 121)
2.4.5 Résultats des tests
Les algorithmes de ce prototype étaient testés dans plusieurs environnements cliniques pen-
dant deux ans et demi avec des participants ayant différentes pathologies. L’acte de conférence
(Nuttin et al., 2002) donne l’évaluation des différents algorithmes tels que les algorithmes du
OA et du CA et l’algorithme de parking permettant au fauteuil de se garer à côté des tables.
Les résultats de ces tests montrent certaines limites du prototype : le CA est si sécuritaire
que la machine s’arrête brusquement, créant ainsi une confusion chez le pilote, néanmoins ce
problème a été résolu avec d’autres tests cliniques.
Le OA et l’algorithme de stationnement ont été testés au laboratoire et montrent plusieurs
problèmes qui touchent à l’interaction Homme-Machine. Pour l’évitement des obstacles, il y a
le problème du mode de confusion qui est décrit dans la section 4.3, dans la référence (Nuttin
et al., 2002) et aussi dans la page web du département mécanique du Leuven universiteit
décrivant le contrôle partagé et l’estimation de l’utilisateur.
Une simple communication explicite entre la machine et le pilote peut résoudre ce problème
et permet de mieux comprendre l’intention de l’utilisateur.
L’algorithme du stationnement du fauteuil à côté d’un objet de l’environnement présente
aussi des difficultés au niveau de la détermination d’une position précise du stationnement,
et l’algorithme corrigé se contente finalement d’un état intermédiaire. Cependant, quand le
pilote n’accepte pas la position choisie par l’algorithme, il va essayer de la corriger. À ce
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moment, il est difficile pour la plate-forme de savoir si le pilote veut accéder à une nouvelle
position ou bien il veut se déplacer ailleurs. Ce qui reste encore un problème à résoudre.
2.5 Tableau récapitulatif
Ce tableau résume les projets rencontrés pendant la phase de documentation, il détaille aussi
la contribution de chaque projet, les stratégies et les algorithmes utilisés. Nous définissons
aussi la notion de commande collaborative qui s’est avérée très relative et dépend fortement
de chaque projet.
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Tableau 2.1 – Tableau récapitulatif des trois projets étudiés
Projet Contribution et particularités Stratégie et algorithmes Définition du contrôle collaborative
SHARE-it • Le système fait la réconciliation
entre deux types de commande une
première fournie par l’opérateur
et une deuxième issue des algo-
rithmes programmés. Cette fusion
se base sur des coefficients d’effi-
cacités qui dépendent du style de
conduite du pilote.
• Algorithme CPA.
• Système RPC pour l’apprentis-
sage de la machine des différents
styles de pilotage.
• L’utilisateur contrôle la plate-forme en
tout moment et la plate-forme corrige
ses commandes en cas de danger.
LURCH • Le système est indépendant de la
machine. La communication entre
les différents composants s’effectue
par un échange de signaux.
• Il adopte une approche modulaire
(3 modules) : Localisation, planifi-
cation et contrôle.
• La localisation des obstacles est
plus précise grâce au système de
ARToolKitPlus.
• Système ARToolKitPlus : En-
semble de marqueurs présent
dans l’environnement de navi-
gation donne des détails très
utiles concernant le danger (po-
sition, type, dimensions).
• La notion de contrôle est bien différente
de la précédente. Nous distinguons ici
deux modes de fonctionnement (manuel
et autonome) et le passage entre les deux
modes est un choix effectué par le pilote.
Un module d’évitement de collision est
activé en cas de danger. Il s’agit d’une
autonomie contrôlée par l’opérateur
21
Tableau 2.1 – Tableau récapitulatif des trois projets étudiés (Suite)
Sharioto • L’estimation de l’intention du pi-
lote se base sur son comportement
ou sur un modèle probabiliste.
• Pour le premier mode, chaque
comportement possède une fonc-
tion d’activation qui permet d’exé-
cuter la commande associée pour
un niveau haut d’activation.
• Pour le deuxième mode, une ap-
proche bayésienne était mise en
place pour estimer la position et
l’orientation de la machine pour
une commande spécifique du Joys-
tick (Eq.2.3).
• Approche bayésienne. • La capacité du fauteuil de passer d’un
mode de fonctionnement à un autre sans
avoir besoin de l’intervention de l’utilisa-
teur (Équivalent à la définition [1]).
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CHAPITRE 3 DÉMARCHE DU TRAVAIL ET ORGANISATION DU
MÉMOIRE
Notre mémoire est organisé en sept chapitres. Pour mieux connaître l’avancement de la re-
cherche dans le domaine de la collaboration entre les agents humains et les agents robotiques,
une revue de littérature a été présentée dans le chapitre 2, où nous avons détaillé les théories
et les résultats de trois grands projets sur des robots intelligents collaborant avec le pilote
(LURCH, Sharioto et SHARE-it).
Le chapitre 4 est consacré à la présentation de nos deux prototypes expérimentaux (FRMI et
SmartWheeler), des différents modules développés par les anciens étudiants et doctorants de
notre groupe et de tous les moyens matériels et logiciels utilisés pour atteindre nos objectifs
principaux.
Dans le chapitre 5, nous illustrons les algorithmes sur lesquels nous nous sommes basés pour
créer notre module de contrôle collaboratif. Il s’agit des processus de décision de Markov
couramment trouvés dans les domaines de l’intelligence artificielle et de l’apprentissage par
renforcement (Thrun et al., 2005; Russell et Norvig, 2010). À la fin de ce chapitre, nous
présentons le design d’un module de planification de mouvement qui se base sur ces algo-
rithmes et qui pourrait être utilisé pour diverses fonctionnalités. Puis le chapitre 6 contient
notre contribution scientifique et le modèle final de notre module de contrôle collaboratif. Ce
chapitre est écrit en anglais et il représente une publication soumise dans le journal inter-
national de la robotique sociale (International Journal of Social Robotics). Nous décrivons
théoriquement dans la première partie de l’article comment notre module estime l’intention
de l’usager pendant la phase navigation et comment il évalue l’action optimale qui permet de
corriger la commande fournie par le joystick. La deuxième partie présente les différents tests
effectués pour évaluer la performance de notre module de collaboration.
Ensuite, le chapitre 7 est un chapitre complémentaire qui fournit plus de détails sur les mo-
dules supplémentaires développés et sur les résultats des tests effectués.
Enfin, dans la conclusion (chapitre 9), nous récapitulons tous les concepts présentés en survo-
lant les limitations que nous avons rencontrées puis nous fournissons une liste de suggestions
d’améliorations futures.
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CHAPITRE 4 PROTOTYPES MOBILES ET PLATE-FORME LOGICIELLE
4.1 Introduction
Le fruit de la collaboration entre les laboratoires de recherches montréalais de l’École Poly-
technique de Montréal et McGill University se caractérise en deux plates-formes robotiques
mobiles : Le FRMI et le SmartWheeler (Figure 1.1).
4.2 Équipements et modules développés
Nos deux prototypes sont deux fauteuils commerciaux de la compagnie "Sunrise Quickie". Ils
sont équipés différemment pour des raisons de variance de fonctionnement, le tableau suivant
récapitule l’ensemble des composants ajoutés sur chaque prototype :
Tableau 4.1 – Équipement et composants
FRMI SmartWheeler
SICK LMS100 LRFs 0 2
Hokuyo UHG LRFs 3 0
Encodeur magnétique (roues) 2 2
Caméra Asus Xtion RGB-D 1 1
Centrale inertielle (IMU) 1 1
GPS 1 1
Tableau de Sonars 3 0
Écran tactile (Alimentation USB) 1 1
Manette de jeux (Logitech Joystick) 1 1
Ces composants ont permis à notre groupe de recherche de développer une multitude de
modules communiquant entre eux. Ces algorithmes assurent l’autonomisation des tâches de
navigation, la détection de l’environnement et l’interaction avec le pilote. Nous utilisons une
carte Arduino pour récupérer les signaux du joystick du fauteuil électrique. Ensuite, nous
appliquons nos modules sous forme de paquets ROS (voir section 4.4) pour potentiellement
modifier ces entrées et envoyer de nouvelles commandes vers le contrôleur. Parmi les modules
développés, nous citons :
• Module de fusion des données des capteurs lasers en un seul message pour les algo-
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rithmes de cartographie (Mapping) et localisation.
• Module de contrôle manuel.
• Module de stationnement parallèle ou déplacement latéral.
• Module de stationnement en marche arrière.
• Module de suivi de mur.
• Module des tâches basiques de navigation (Marche avant, marche arrière, tourner à
droite et tourner à gauche) avec évitement d’obstacle.
• Interface graphique pour l’utilisation des tâches pré-programmés. (Figure 1.1)
• Module de détection de piéton et son suivi avec les données des Lasers.
• Module de détection des tables et de détermination de la position parfaite de station-
nement.
• Module de SLAM se basant sur les entrées des sonars pour les obstacles vitrés. (Maj-
doub, 2014)
4.3 Définitions et concepts de base
4.3.1 Représentation de l’environnement de travail
Nos environnements de navigation sont des espaces euclidiens normalisés à deux dimensions.
La Figure 4.1 représente une modélisation de notre prototype dans un environnement de
travail.
Le FRMI et le SmartWheeler sont des robots mobiles de type unicycle avec deux roues
indépendantes à propulsion différentielle et quatre roues folles (devant et arrière) qui assurent
la stabilité. Dans la Figure 4.1, nous avons allégé la modélisation en supprimant les capteurs
et les roues folles pour des raisons de simplicité.
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Figure 4.1 Représentation de l’environnement de navigation et de l’espace de configuration
Dans cette figure, nous avons représenté une configuration Q(t) =
[
x(t) y(t) θ(t)
]T
à l’instant t, puis
nous avons modélisé le Centre Instantané de Rotation (CIR) • à partir duquel nous avons déterminé les
équations d’état Eq.(4.4a),(4.4b) et (4.4c).
4.3.2 Cinématique du système
On note par L la distance séparant une roue motrice du centre du différentiel (entre-axe),
par r le rayon des roues, par ρ le rayon de courbure de la trajectoire du robot, par ω la
vitesse angulaire et par vd, vg et v les vitesses linéaires des roues motrices droite et gauche et
la vitesse du centre du robot. Les paramètres caractérisant le CIR (ρ, ω) peuvent s’exprimer
en fonction des vitesses angulaires des roues motrices (ωd et ωg), les équations suivantes
détaillent le développement mathématique de ces expressions :
Les vitesses des roues motrices
vd = r ωd = (ρ+ L)ω
vg = r ωg = (ρ− L)ω
D’où
ρ = L ωd + ωg
ωd − ωw (4.1)
ω = r ωd − ωg2L (4.2)
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Pour le cas des robots mobiles avec contrainte non holonomique, on préfère généralement
exprimer la commande du système en fonctions des vitesses linéaire v et angulaire ω au lieu
d’utiliser les vitesses angulaires des deux roues motrices. D’ailleurs, nous pouvons exprimer
la vitesse v comme suit à l’aide de la caractérisation géométrique du théorème de Thalès :
v = ρ
ρ− L vg = r
ωd + ωg
2 (4.3)
Enfin, nous pouvons exprimer la cinématique de notre système par les commandes de vitesses
linéaire et angulaire (v et ω) du mobile au lieu de nous contenter d’une cinématique de plus
bas niveau avec les vitesses de rotation des roues ; les équations d’état de notre système sont
donc : 
x˙ = v cos(θ) (4.4a)
y˙ = v sin(θ) (4.4b)
θ˙ = ω (4.4c)
L’espace de configuration est donc dépendant du temps et chaque nouvel état sera défini
par une fonction de transition qui prend en entrée le couple de commande de vitesse (v, ω)
fournie par l’opérateur à chaque instant. On note par (x0, y0, θ0) l’état actuel/initial de notre
espace de configuration et (xt, yt, θt) l’état de transition à l’instant t (petit).
Dans le cas d’un mouvement de translation pur (ω = 0)

xt = x0 + v cos(θ0) t (4.5a)
yt = y0 + v sin(θ0) t (4.5b)
θt = θ0 (4.5c)
Sinon,

xt = x0 +
v
ω
(sin θt − sin θ0) (4.6a)
yt = y0 +
v
ω
(cos θ0 − cos θt) (4.6b)
θt = θ0 + ω t (4.6c)
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4.4 Plate-forme logicielle
En ce qui concerne le design logiciel, nous avons utilisé l’intragiciel Robot Operating Sys-
tem (ROS) pour implémenter tous nos algorithmes. Il s’agit d’un méta système offrant une
multitude de bibliothèques logicielles et d’outils informatiques pour développer des applica-
tions robotiques. De nos jours, ROS est très populaire, il est aussi à code source ouvert et
fonctionne avec les systèmes Linux. Nous trouvons plusieurs versions ou distributions sur
Internet, notre groupe de recherche utilise la distribution la plus récente, actuellement ROS
- Kinetic.
Simulation : Pour les modules récemment développés, nous effectuons généralement des
tests en simulation du monde réel avec le logiciel Gazebo. Le prototype et les environnements
virtuels représentent l’une des tâches supplémentaires sur laquelle nous avons travaillé au
cours de notre recherche. L’annexe C détaille ces travaux.
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CHAPITRE 5 PLANIFICATION PAR THÉORIE DÉCISIONNELLE
5.1 Introduction
Ce chapitre est consacré à l’étude du contrôle ou de la planification afin de permettre au
module de collaboration de choisir une action optimale et en accord avec l’attente de l’opé-
rateur. Ce chapitre et le suivant discuteront des algorithmes probabilistes d’optimisation et
de sélection d’action.
Ces algorithmes sont directement liés à une notion bien particulière qui est l’incertitude avec
ses différents types. Premièrement, il y a des incertitudes de perception dues au fait que le
robot n’arrive pas à déterminer complètement l’état actuel du système à cause des limites des
capteurs sensoriels. Deuxièmement, chaque action appliquée en pratique possède des effets
probabilistes sur le système ce qui donne une caractéristique non déterministe contrairement à
ce qui était toujours assumé. Ces incertitudes découlent essentiellement de la nature stochas-
tique du robot et des aléas de l’environnement même si ce dernier est totalement observable,
autrement dit il peut être pleinement et tout le temps détecté. L’un des objectifs principaux
de ces théories est donc de rassembler assez d’informations supplémentaires pour réduire ces
incertitudes. De plus, les algorithmes de sélection d’actions nécessitent une prédiction de ces
entités aux instants futurs dans le but de mieux optimiser les commandes et savoir ce qu’il
faut faire. Ceci explique ainsi le fait de ne pas faire une distinction entre les notions de pla-
nification et de contrôle dans ces deux chapitres. Notre objectif se résumera à la sélection
d’actions.
Dans ce chapitre, nous allons détailler le cadre mathématique des processus décisionnels de
Markov ; nous distinguerons entre un premier cas totalement observable du Processus de Dé-
cision Markovien (MDP) et un second cas partiellement observable (POMDP). Ce travail
théorique s’est basé sur les références suivantes (Russell et Norvig, 2010; Thrun et al., 2005;
Sutton et Barto, 1998).
5.2 Architecture générale
Ces processus font partie intégrante de la famille des algorithmes d’apprentissage machine par
renforcement et d’optimisation par programmation dynamique depuis leur apparition dans
les années cinquante (cf Sutton et Barto, 1998), ils sont souvent utilisés dans divers domaines
incluant l’économie, la robotique, l’automatisation, etc.
D’une façon générale, les algorithmes d’apprentissage machine par renforcement présentent
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une interaction entre deux entités principales : le maître ou l’agent de décision qui interagit
avec l’extérieur appelé aussi l’environnement. Cette interaction s’effectue en permanence,
l’agent sélectionne des actions a et l’environnement répond à ces actions en présentant de
nouvelles situations ou état s à l’agent. Il donne aussi des valeurs numériques r ou c qu’on
appelle récompenses ou coût pour évaluer ces actions. (cf. Figure 5.1)
Les termes agent, environnement et action remplacent respectivement les notions de contrô-
leur, système contrôlé et signal de contrôle que nous rencontrons généralement dans les
domaines de l’automatique en ingénierie.
Agent
Environnement
at
st+1
st
rt+1
rt
Figure 5.1 Interaction entre les deux entités Agent et Environnement
5.3 Propriété de Markov
Dans les processus de décision markoviens, les agents choisissent leurs actions en se basant
sur les nouveaux états fournis par l’environnement. Ses états constituent un ensemble d’in-
formation incluant entre autres les données sensorielles des capteurs. Les espaces des états
sont présentés différemment d’un système à un autre, mais leurs designs ne font pas partie
de nos priorités dans ces deux chapitres parce que nous devons nous concentrer plutôt sur le
problème de sélection et de choix d’action pour chaque état fourni à l’agent. Le seul point
que notre espace d’états doit assurer est la propriété de Markov. Ce que nous cherchons avec
cette propriété est que chaque état résume les informations pertinentes passées d’une façon
compacte. Donc le système n’est pas obligé de mémoriser tout l’historique des données re-
çues.
Pour formuler cette propriété mathématiquement, nous considérons un environnement ré-
agissant à un instant t à une action at de l’agent de décision. Donc la dynamique peut
être caractérisée soit avec une distribution probabiliste complète spécifiant tout l’historique
Eq.(5.1) soit avec une distribution tenant compte que de l’ancien couple état-action passé
Eq.(5.2)
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Propriété de Markov :
∀ s′ , ∀ r et∀ {st, at, rt, st−1, at−1, rt−1, . . . , r1, s0, a0}, on définit les distributions probabilistes
suivantes :
P
(
st+1 = s
′
, rt+1 = r | st, at, rt, st−1, at−1, rt−1, . . . , r1, s0, a0
)
(5.1)
P
(
st+1 = s
′
, rt+1 = r | st, at
)
(5.2)
Un état x′ est dit de Markov à l’ordre n = 1 si est seulement si Eq.(5.1) est égale Eq.(5.2).
Dans ce cas, on dit que l’environnement suit la propriété de Markov si cette égalité est vraie
pour tous les états. Les processus de décision markoviens MDP et POMDP possèdent aussi
cette propriété. Il s’agit d’une extension des chaînes de Markov.
5.4 Définitions globales
5.4.1 Définition des espaces
Le cadre général de processus de décision markovien définit un certain nombre d’espaces
dont le type varie selon le système étudié. Nous trouvons ainsi des espaces finis ou infinis et
discrets ou continus. Et selon le type nous utilisons soit des sommes et des probabilités ou
bien des intégrations et des fonctions de densité.
Nous notons par les symboles suivants les divers espaces que nous utilisons dans nos processus
de décision :
• X ou S l’ensemble des états du système.
• U l’ensemble des entrées fournies par l’opérateur.
• A l’ensemble des actions.
• Z ou Ω l’ensemble des observations.
Certes, certains espaces ne sont pas encore définis. Mais nous reviendrons à ces notions dans
les prochaines sections du présent chapitre et du suivant.
5.4.2 Politique de décision
Dans la majorité des processus de décision markoviens, la nature non déterministe du modèle
de transition p(s′ | a, s) de notre système et des aléas de l’environnement oblige l’agent de
décision à générer des actions pour une multitude de situations probables. Pour faire face à
cette incertitude des effets des actions, nous sommes obligés de générer une fonction appelée
politique de décision ou simplement politique pi qui relie les anciennes informations reçues
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par l’agent ou bien les états dans le cas d’un processus totalement observable aux actions
sélectionnées.
Dans le cadre d’un POMDP, la politique est généralement notée comme suit :
pi : z1:t−1, a1:t−1 → at (5.3)
Les mesures z ∈ Z sont un ensemble de données ou d’estimations des états du système
par exemple dans le cas où la destination d’un mobile constituerait un élément d’état, les
données sensorielles des capteurs ne permettent pas de déterminer si le mobile a atteint la
destination ou non, mais elles fournissent une bonne localisation du robot. Il s’agit donc
d’une observabilité partielle et z constitue une simple projection de l’état.
Pour une simple MDP totalement observable, la notation est la suivante :
pi : st → at (5.4)
Les notations Eq.(5.3) et Eq.(5.4) n’imposent aucune information sur le déterminisme du
système. La politique peut être reliée à la probabilité de choisir une action a pendant un
état s dans le cadre d’une politique stochastique. De plus, les propriétés de calcul de la
politique dépend fortement du système et de la façon de sa détermination. Elle peut être
rapide à calculer dans le cas où la décision de l’agent se base uniquement sur un seul état
passé comme elle peut demander beaucoup de temps de calcul ce qui peut influencer, dans
notre cas, les performances du robot.
5.4.3 Coût ou récompense
Nous cherchons donc une politique qui optimise toutes les actions sélectionnées à tout instant
par l’agent de décision. Pour ce faire, ce dernier essaie de minimiser des critères spécifiques.
Nous faisons face dans ce contexte au concept de récompense ou de coût. Cette évaluation
d’actions avec des valeurs numériques dépendent fortement du fonctionnement système. Il
est suffisant parfois d’évaluer une action immédiatement, mais pour notre problématique où
le robot mobile doit atteindre un point de destination précis, l’évaluation ne peut pas être
instantanée parce que la tâche se base sur un ensemble d’actions. Ce délai nous oriente donc
vers la notion de coût/récompense cumulatif(ve). Nous allons ainsi optimiser la moyenne de
la somme des coûts de toutes les actions choisies par l’agent pendant une période de temps.
Mathématiquement, le terme général s’exprime comme suit :
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Rτ = E
[
τ∑
i=1
γi rt+i
]
(5.5)
γ ∈ [0, 1[ est le facteur d’escompte, il permet de fixer l’importance que nous imposerons aux
instants futurs en termes de coût, autrement dit si γ est très petit γ → 0, les coûts rt+i du
future lointain (i proche de τ) sont exponentiellement amortis et nous tenons compte plus
des termes du futur proche (i proche de 1) et vice versa pour γ grand, γ → 1. Aussi nous
pouvons éliminer ce terme γ = 1 et tous les instants futurs auront dans ce cas la même
importance.
En outre, Rτ est une somme de longueur τ . τ se nomme aussi l’horizon de planification ou
simplement l’horizon. Il peut être fini comme il peut être infini.
Dans la littérature, nous distinguons trois cas :
• τ = 1. Le système cherche à minimiser un seul coût et dans ce cas nous nous contentons
de l’évaluation immédiate de l’action. Il s’agit d’une approche gloutonne ou pas-à-pas.
• τ > 1 fini. Généralement, ce cas d’horizon fini n’est pas amorti. Évidemment, on pense
toujours que c’est ce cadre d’évaluation qui est souvent utilisé dans les systèmes ro-
botiques parce qu’on cherche en pratique des temps d’exécution finis. Cependant, ce
cadre d’horizon fini ajoute des complexités de calcul en comparaison avec l’horizon
infini. Ceci s’explique par le fait que l’action optimale est en fonction de τ . Quand le
temps s’écoule, l’horizon devient de plus en plus petit et l’agent fournira des actions
différentes même dans le cadre d’état identique du système. Alors que pour un hori-
zon infini le nombre d’étapes restantes est le même à chaque instant (infini) donc le
problème ne se pose pas.
• τ infini. Dans ce cas un terme d’escompte est essentiel pour assurer la convergence de
la somme des coûts. Il s’agit d’une série entière de rayon de convergence unitaire. La
suite des coûts unitaires est bornée par rmax, ceci est aussi une condition nécessaire de
convergence de la somme, ce qui implique R∞ 6 rmax1−γ
5.4.4 Définition formelle
On définit unMDP avec l’ensemble (S,A, T, r, γ) et un POMDP avec l’ensemble (S,A, Z,O, T, r, γ) :
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• T est la distribution de probabilité de transition et elle se définit comme suit :
T : S × A× S → [0, 1]
(s′ , a, s) = p(s′ | a, s) (5.6)
Chaque état futur dépend uniquement de l’action et de l’état actuel. C’est la propriété
de Markov du processus.
• r est la fonction de récompense.
r : S × A → R
Elle caractérise la valeur numérique d’évaluation obtenue lorsque l’on effectue l’action
a dans l’état s pour arriver à l’état s′
• O est la fonction d’observation qui à un état donné associe la probabilité d’observer un
symbole donné.
O : Z × A× S → [0, 1]
(z, a, s′) = p(z | a, s′) (5.7)
• γ le facteur d’escompte utilisé pour réduire ou augmenter l’importance des états futurs.
Pour un processus partiellement observable, l’état n’est pas complètement observé, et il y a
une incertitude qui règne dans sa détermination exacte. L’agent doit donc prendre sa décision
dans un espace des états postérieurs qu’on appelle aussi l’espace de croyances. La fonction
définissant cet espace sera notée avec la lettre b symbolisant le mot belief en anglais. La
fonction de croyance représente la probabilité que le système partiellement observable soit à
un état donné. La mise à jour à chaque étape s’exprime comme l’indique équation Eq.(5.9)
(Taha et al., 2008) :
b(s) = p(s) (5.8)
b(s′) = O(z, a, s
′)
p(z | a, b)
∑
s∈S
T (s′ , a, s) b(s) (5.9)
L’une des propriétés importantes que nous devons mentionner sur l’espace de croyance est
sa dimensionnalité. En effet, si l’espace des états est fini, l’espace de croyances est continu
et ceci implique une complication des calculs dans l’optimisation de la politique de décision
du POMDP (voir section 5.5) par rapport au MDP vu que la nature continue de l’espace des
croyances impose des intégrations au lieu des sommes dans le cas discret. De plus, si l’espace
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des états est continu, le calcul sera plus délicat pour les croyances à cause de l’infinité de la
dimension de leur espace et on est face ainsi à la notion d’intégrabilité (intégrale infinie).
5.5 Recherche du contrôle optimal : Itération sur la valeur (VI)
Nous traitons dans un premier temps la méthode numérique pour un processus totalement
observable MDP. Puis, dans un second temps, nous généralisons les équations communes afin
de résoudre avec la même méthode un processus partiellement observable POMDP à partir
de la sous-section 5.5.3.
5.5.1 Fonctions de valeurs
Nous définissons deux fonctions centrales dans la méthode itérative.
La fonction de valeur des états
Vpi : S → R
Elle représente le gain appliqué au choix de l’agent de décision s’il suit une politique pi jusqu’à
l’infini à partir de l’état s.
La fonction de valeur des couples état-action
Qpi : S × A → R
Elle caractérise le gain si l’agent choisit une action a à l’état s et puis, il suit une politique
pi jusqu’à l’infini.
La définition nous fournit donc un lien basique entre ces deux fonctions Eq.(5.10) que nous
modifierons par la suite dans notre algorithme de collaboration en nous basant sur la fonction
softmin (voir Eq.(6.10) et Eq.(6.11)).
5.5.2 Équations de Bellman
Pour un espace fini d’états, on définit une première équation de Bellman comme étant la
relation de récurrence suivante reliant nos deux fonctions de valeurs Vpi et Qpi, elle représente
la base de l’algorithme itératif.
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Pour un horizon infini
Qpi(s, a) = γ
r(s, a) + ∑
s′∈S
Vpi(s
′)T (s′ , a, s)
 (5.10)
Qpi(s, pi(a)) = Vpi(s)
L’objectif de ce modèle est de déterminer les séquences d’actions maximisant le critère R∞ =
E [∑∞t=0 γtr(st0+t, at0+t)] ce qui revient à déterminer la politique optimale pi∗ qui pour chaque
état (s ou b) associe l’action optimale a∗ et qui permet de maximiser les fonctions de valeurs.
Ainsi l’équation d’optimisation (5.11) de ces valeurs représentent intuitivement une condition
nécessaire et suffisante pour avoir la politique optimale, voir Eq.(5.12).
Nous nous intéressons uniquement au cas de la problématique d’un horizon infini.
V ∗pi (s) = γ maxa
r(s, a) + ∑
s′∈S
V ∗pi (s
′)T (s′ , a, s)
 (5.11)
pi∗(s) = γ argmax
a
r(s, a) + ∑
s′∈S
V ∗pi (s
′)T (s′ , a, s)
 (5.12)
Nous allons maintenant discuter l’existence de la solution optimale et de son unicité
Eq.(5.11). Nous présentons une preuve mathématique pour avoir une idée sur la méthode
de détermination de la politique optimale et expliquer les raisons du choix de la méthode
itérative.
À première vue, la méthode itérative pour un horizon infini découlera d’une réitération
de la relation de récurrence suivante pour un horizon fini τ jusqu’à l’infini. Cependant la
question qui se pose : Est-ce que nous avons besoin d’exécuter cette itération infiniment ?
V τpi (s) = γ maxa
r(s, a) + ∑
s′∈S
V τ−1pi (s
′)T (s′ , a, s)
 (5.13)
Bien évidemment, la réponse est non ! Parce que la méthode itérative finit toujours par
converger vers une solution unique. D’ailleurs, la raison mathématique de base qui explique
cette convergence est le fait que l’opérateur d’optimalité de Bellman Eq.(5.14) est une appli-
cation k-lipschtizienne (0 < k < 1) ou contractante c’est-à-dire elle rapproche de plus en plus
les images. Parmi les exemples les plus intuitifs des applications contractantes, nous citons
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l’homothétie ou bien l’opération de division des nombres réels.
B : B(R) → F(S,R)
f → B(f) : s ∈ S → γ max
a
r(s, a) + ∑
s′∈S
f(s′)T (s′ , a, s)
 (5.14)
L’une des propriétés les plus intéressantes de ce genre d’application est le théorème du point
fixe, qui assure l’existence et l’unicité de la solution V ∗.
Il est intéressant de mentionner que l’opérateur d’optimalité de Bellman est non linéaire à
cause de la fonction max, du coup il faut abandonner l’idée de la résolution algébrique et
opter plutôt pour une méthode numérique telle que l’itération sur la valeur.
Dans cette section, nous avons fourni les équations de Bellman pour un cas discret avec
un espace fini d’états. Mais les mêmes équations existent aussi pour des espaces continus, il
suffit dans ce cas de remplacer le symbole sommation par une intégration par rapport aux
états. Pour un POMDP, nous remplaçons les états s par les états de croyance b Eq.(5.8) et le
terme de transition s’appliquera à cette dernière variable en tenant compte des observations.
La sous-section suivante détaille les équations de la méthode itérative pour ce genre de
processus.
Le livre (Sutton et Barto, 1998) est une très bonne référence pour introduire les notions de
l’apprentissage par renforcement. Et dans le but de mieux comprendre les algorithmes de
décision markoviens, les références (Russell et Norvig, 2010; Thrun et al., 2005) donnent des
exemples illustratifs et présentent de même les algorithmes de l’itération sur la valeur que
nous présenterons à la sous-section 5.5.4.
5.5.3 Modèle mathématique d’un POMDP
L’itération sur la valeur devient plus complexe avec les processus markoviens partiellement
observables vu que nous manipulons des intégrations au lieu des sommations. D’ailleurs, notre
récurrence vue dans l’équation Eq.(5.13) devient :
V τpi (b) = γ maxa
(
r(b, a) +
∫
V τ−1pi (b
′) p(b′ |a, b) db′
)
(5.15)
Le terme de transition p(b′ |a, b) représente maintenant une distribution probabiliste d’états
de croyance qui sont eux-mêmes des distributions probabilistes ce qui explique la complexité
de la méthode itérative dans ce cas d’étude parce que la croyance b′ dépend non seulement
de l’action a et de la croyance b, mais aussi de toutes les mesures aléatoirement générées au
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futur. Manipuler ce terme devient donc une nécessité pour accélérer et faciliter les calculs.
La réponse est donnée par le filtre bayésien. En effet, pour des mesures fixées et avec une
croyance b connue avant l’application d’une action a, ce dernier filtre calcule une seule et
unique croyance b′ ce qui transforme le terme de transition en une fonction masse.
On a donc avec la formule des probabilités totales dans le cas continu,
p(b′ |a, b) =
∫
p(b′ |a, b, z) p(z|a, b) dz
L’insertion de cette nouvelle expression dans Eq.(5.15) nous donne :
V τpi (b) = γ maxa
(
r(b, a) +
∫ ∫
V τ−1pi (b
′) p(b′|a, b, z) p(z|a, b) dz db′
)
V τpi (b) = γ maxa
(
r(b, a) +
∫ [ ∫
V τ−1pi (b
′) p(b′ |a, b, z) db′
]
p(z|a, b) dz
)
(5.16)
Comme il était expliqué précédemment le terme de probabilité p(b′ |a, b, z) est nul pour
toute distribution sauf la bayésienne que nous allons noter avec le symbole suivant : B(a, b, z).
L’équation Eq.(5.9) représente le cas discret du filtrage bayésien.
B(a, b, z)(s′) = p(s′ |a, b, z)
= p(z|a, b, s
′)p(s′|a, b)
p(z|a, b)
= p(z|a, b, s
′)
p(z|a, b)
∫
p(s′ |a, b, s) p(s|a, b) ds
=∗
p(z|a, s′)
p(z|a, b)
∫
p(s′|a, s) p(s) ds
B(a, b, z)(s′) = O(z, a, s
′)
p(z|a, b)
∫
T (s′ , a, s) b(s) ds (5.17)
∗ Théoriquement, nos états s sont des états complets c’est-à-dire ils représentent la meilleure
prédiction du futur et donc la connaissance de l’historique des états, des mesures, des états
de croyance et des actions n’ajoute aucune information supplémentaire.
Par conséquent,
p(s′|a, b, s) = p(s′|a, s)
p(s|a, b) = p(s) = b(s)
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Finalement, la méthode itérative pour un POMDP se résume avec la récurrence suivante :
V τpi (b) = γ maxa
(
r(b, a) +
∫
V τ−1pi (B(a, b, z)) p(z|a, b) dz
)
(5.18)
5.5.4 Algorithmes de l’itération sur la valeur
Nous présentons dans cette sous-section les algorithmes généraux de l’itération sur la valeur
pour les deux processus décisionnels de Markov (totalement et partiellement observable)
MDP
Algorithme 1 MDP : itération sur la valeur
1: function MDP_value_iteration (s˜)
2: for all state s do . initialization of the value function
3: V (s)← rmin
4: end for
5: while not convergence do
6: for all state s do
7: V (s)← γ maxa
(
r(s, a) +∑
s′∈S V (s
′)T (s′ , a, s)
)
. discret case
8: or
9: V (s)← γ maxa
(
r(s, a) +
∫
V (s′)T (s′ , a, s) ds′
)
. continous case
10: end for
11: AMDP ← argmaxa
(
r(s˜, a) +∑
s′∈S V (s
′)T (s′ , a, s)
)
. discret case
12: or
13: AMDP ← argmaxa
(
r(s˜, a) +
∫
V (s′)T (s′ , a, s) ds′
)
. continous case
14: end while
15: return AMDP
16: end function
POMDP
Dans l’application d’une méthode itérative à un POMDP, les exemples trouvés dans la lit-
térature adoptent généralement une maximisation d’un ensemble de fonctions linéaires pour
représenter les fonctions de valeur des croyances V comme une fonction linéaire par mor-
ceaux. Nous détaillons uniquement l’exemple d’un espace fini de N états.
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Nous supposons l’expression suivante de la fonction valeur à l’instant τ − 1 :
V τ−1pi (b) = maxa maxk
N∑
i=1
bki pi
où les pi représentent la distribution probabiliste de la croyance b et les bki sont les coefficients
de la k-ième fonction linéaire. La question qui se pose maintenant : Est-ce que la récurrence
définie dans l’équation Eq.(5.18) conserve le même type de fonction (linéaire par morceaux)
pour les instants futurs ?
Un raisonnement par récurrence démontre cette propriété, la référence (Thrun et al., 2005)
détaille la démonstration au chapitre 15, pages 533-536.
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Algorithme 2 POMDP : itération sur la valeur
1: function POMDP_value_iteration (T , b = (p1, ..., pN))
2: S = [ ] . initialization of linear function system
3: for τ = 1 to T do
4: S ′ ← ∅
5: for k = 1 to |S| do . |S| is the number of rows
6: for all actions a do
7: for all measurements z do . we have M measurements
8: for i = 1 to N do
9: bka,z,i ←
∑N
j=1 b
k
j p(z|a, sj) p(sj|a, si)
10: end for
11: end for
12: end for
13: end for
14: end for
15: for all actions a do
16: for (k1, ..., kM) = (1, ..., 1) to (|S|, ..., |S|) do
17: for i = 1 to N do
18: bi ← γ
[
r(si, a) +
∑M
z=1 b
kz
a,z,i
]
19: end for
20: add (b1, ..., bN) to S ′
21: end for
22: Prune S ′ . optional
23: S ← S ′
24: end for
25: APOMDP ← argmaxa max
(bk1 ,...,bkN )∈S
∑N
i=1 b
k
i pi
26: return APOMDP
27: end function
5.6 Autres techniques d’approximation d’un POMDP
Cette section décrit d’autres techniques de résolution d’un Processus de Décision Markovien
Partiellement Observable qui utilisent la méthode itérative vue précédemment, mais avec des
petites modifications dans le but d’accélérer le processus de calcul. Ces algorithmes se situent
généralement entre les processus markoviens totalement et partiellement observables.
Trois de ces techniques sont assez fréquentes dans la littérature. L’une est particulièrement
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intéressante pour notre module de contrôle partagé et elle sera l’objet de notre publication
scientifique (chapitre 6).
Voici un petit récapitulatif de quelques techniques :
• Itération sur la valeur basés sur les points (PBVI) : C’est un algorithme pour résoudre
un POMDP avec un ensemble de croyance discret et fini choisi pour suivre l’évolution
des fonctions valeur (voir Pineau et al., 2003).
• QMDP : Il s’agit d’un processus de décision hybride entre les MDPs et les POMDPs.
Cet algorithme généralise les processus totalement observables dans des espaces de
croyances pour réduire la complexité de calcul (voir chapitre 6).
• Monte Carlo POMDP : il s’agit d’un filtre de particule pour résoudre le POMDP. Ce
filtre fournit un ensemble d’états de croyance pour suivre les fonctions de coûts d’où sa
ressemblance avec la PBVI. Cependant, elle s’applique aussi pour les systèmes continus
(voir Thrun et al., 2005).
5.7 Planification dans un environnement inconnu avec un POMDP
5.7.1 Description générale du module
Le travail réalisé dans cette section a pour objectif de planifier la navigation d’un robot se
trouvant dans un environnement inconnu. Le module a été développé d’une manière générale
de sorte qu’il soit utilisable pour diverses fonctionnalités. Pour le moment, nous explorons
l’espace de travail dans l’unique but de chercher un objet fictif placé par l’utilisateur. L’intérêt
final dépendra donc de l’algorithme fixant cet objet caractérisant un état spécifique, c’est-
à-dire s’il s’agit par exemple de la résultante d’un algorithme de prédiction de l’intention
du pilote à partir des commandes de joystick, le robot pourra collaborer avec la personne à
condition de fusionner les commandes manuelles et les commandes fournies par notre module.
Et si cet état découle d’une détection d’objet ou de lieu grâce aux données sensorielles (caméra
3D), la fonctionnalité finale se réduit à une exploration autonome de l’environnement (cf
Figure 5.2).
Nous avons modélisé ce module en nous basant sur un Processus de Décision Markovien
Partiellement Observable pour suivre efficacement l’état du robot à tout instant pendant
l’exploration de l’espace, la mise à jour des états de croyance b se base sur les informations
de cartographie reçues par les capteurs sensoriels (Télémètres Lasers) et de l’algorithme de
recherche d’objet fictif sur la carte. Nous calculons la politique optimale à chaque itération
et ensuite nous commandons le robot pour l’exécuter en attendant la confirmation de la
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réussite ou de l’échec renvoyée par le paquet move base avant de relancer le calcul de la
nouvelle politique.
Cartographie
Planificateur
Contrôleur
autonome
Détecteur
d’objet
Autres
algorithmes
Grille d’occupation
Booléen
Position
Orientation
État
optimal
Figure 5.2 L’interaction entre le module de planification et le reste d’architecture utilisée
5.7.2 Processus de calcul de la politique
Nous avons adopté le modèle POMDP discret avec un espace fini d’états. Chaque état ca-
ractérise la position et l’orientation du robot dans le repère de la carte de l’environnement
(/map). Le coût de passage entre les différents états est représenté par une fonction associant
une valeur heuristique pour chaque état. Les valeurs de ces coûts sont calculées comme suit :
pour chaque nouvelle donnée issue de l’algorithme de cartographie ou de recherche d’objet,
le coût sera mis à jour pour tous les états en fonction de la disposition des obstacles dont la
présence fait diminuer cette valeur et en fonction de la détection des objets fictifs recherchés
qui font plutôt augmenter le coût. Par conséquent, notre planificateur est en mesure de main-
tenir continuellement les valeurs de croyance sur chaque état dans l’environnement détecté
et calculer par la suite l’état optimal ainsi que la politique nécessaire pour l’atteindre. La
détermination de cet état (avec la plus forte probabilité de contenir un objet recherché) se
base sur la méthode numérique de l’itération sur la valeur. Il est intéressant de mentionner
qu’il serait judicieux de remplacer le mot coût par récompense dans le cadre de ce travail vu
que l’optimalité d’un état est caractérise par des grandes valeurs de coût.
43
mise à jour
des coûts
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Données
Figure 5.3 Le processus de calcul de la politique optimale basé sur les données fournies par
les algorithmes de SLAM et de détection d’objet.
Le calcul est réalisé au moyen de deux fonctions de mise à jour des états de croyances à
partir des mesures et des détections et une fonction de calcul de politique qui prend un état
d’origine comme paramètre d’entrée et fournit en retour l’état optimal ayant le coût maximal
(voir Figure 5.3). Si cet état est inaccessible par le robot (pas de trajectoire possible), son
coût sera directement réduit et l’algorithme passe à la recherche d’un nouvel état objectif.
Lorsque le meilleur état est déterminé, il est envoyé au module de navigation autonome afin
de déplacer le robot et mettre à jour la valeur de tous les états selon la présence d’un objet
fictif recherché. Notons que l’envoi d’un état objectif au service de navigation autonome est
effectué uniquement si l’ancienne tâche est effectuée avec succès. Nous avons programmé le
planificateur de cette façon afin d’éviter les oscillations du robot sur place. D’ailleurs, la mise
à jour des coûts et des états est plus rapide que la navigation, donc il est possible que l’état
objectif change de direction à chaque itération.
5.7.3 Résultats de simulation
Nous avons simulé notre prototype FRMI avec le logiciel Gazebo pour tester notre planifica-
teur. L’environnement inconnu est semblable à notre laboratoire de Robotique avec les mêmes
obstacles (Figure 5.4). L’objet fictif a été placé au début au niveau du couloir entourant le
laboratoire puis nous l’avons déplacé à l’intérieur pour diversifier les scénarios.
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(a) (b) (c)
(d) (e)
Figure 5.4 Environnement de test : Gazebo
Ces captures d’écran sont issues du simulateur Gazebo, il s’agit d’un modèle similaire à notre laboratoire de
Robotique. Nous avons gardé la même disposition des tables dans le but d’avoir des simulations très
proches du réel (Figures 5.4a, 5.4b et 5.4c ). D’autres modèles d’environnements ont été créés pendant nos
travaux de recherche et ils sont présentés dans l’annexe C.
La liste de figures suivante décrit l’étape d’exploration de notre environnement par le robot
FRMI pour rechercher un objet placé à une position inconnue. Cet objet représenté par le
cube orange dans les figures caractérise une position et une orientation (un état s) que le
module de planification cherche à atteindre. Le robot a été initialement placé dans la mauvaise
direction comme l’indique les figures 5.4b et 5.4c afin de compliquer la tâche. Par conséquent,
le FRMI commence à explorer la première moitié du laboratoire (voir Figure 5.5a, 5.5b, 5.5c,
5.5d et 5.5e) puis il navigue dans la deuxième moitié pour sortir de la porte et explorer le
couloir (Figure 5.5f). Notre robot arrive donc à trouver l’objet caché, mais malheureusement
il n’arrête pas la navigation dans l’environnement. Ceci s’explique par le fait que nous avons
choisi un pas d’échantillonnages assez important dans la discrétisation de la carte en état fini
implique que l’espace étroit tel que le couloir possède une présence importante des obstacles
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d’où la diminution considérable des coûts.
Cependant, quand nous avons déplacé l’objet dans un coin à l’intérieur du laboratoire, le
FRMI était capable d’atteindre ce point et s’arrêter bien que cette position ait été déjà
visitée (Figure 5.5i).
(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 5.5 Planification dans un environnement inconnu et recherche d’objet fictif
La Figure 5.6 indique les valeurs heuristiques de chaque état pendant la planification comme
étant des flèches, dont la taille et la couleurs dépend de la valeur du coût. Pour les grandes
valeurs, la flèche devient plus longue et la couleur vire au vert sinon elle rétrécit en devenant
rouge. Le secteur de disque en vert représente le champ de vision du capteur sensoriel utilisé
pour la détection de l’objet caché. Nous avons implémenté un détecteur virtuel.
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Figure 5.6 RviZ affiche un ensemble de marqueurs pour présenter les coûts
5.7.4 Limites et améliorations futures
Après avoir développé et testé notre algorithme de planification, nous avons découvert quelques
limites demandant une optimisation pour affiner le fonctionnement du module créé. Nous les
récapitulons dans la liste suivante d’améliorations futures :
• Optimiser l’échantillonnage de la carte réelle à un espace fini d’états pour mieux at-
teindre les objets cachés dans des endroits encombrés d’obstacles.
• Améliorer la mise à jour des coûts pour les états optimaux inaccessibles par move base.
En ce moment, nous nous contentons d’une réduction de la valeur au seuil minimum
(1%)
• Affiner encore plus la sélection du prochain état optimal afin d’éviter d’une part l’os-
cillation sur place et minimiser d’autre part la distance parcourue par robot.
• Améliorer la sélection de l’état optimal dans le cas d’objet détecté pour éviter l’envoi
répétitif du même but.
47
CHAPITRE 6 ARTICLE 1: A DECISION-THEORETIC APPROACH FOR
THE COLLABORATIVE CONTROL OF A SMART WHEELCHAIR
Mahmoud Ghorbel 1, Joelle Pineau 2, Richard Gourdeau1, Shervin Javdani 3 and
Siddhartha Srinivasa3
Submitted to the International Journal of Social Robotics
6.1 Abstract
While assistive robot technology is quickly progressing, several challenges remain to make
this technology truly usable and useful for humans. One of the aspects that is particularly
important is in defining control protocols that allow both the human and the robot tech-
nology to contribute to the best of their abilities. In this paper we propose a framework
for the collaborative control of a smart wheelchair designed for individuals with mobility
impairments. Our approach is based on a decision-theoretic model of control, and accepts
commands from both the human user and robot controller. We use a Partially Observable
Markov Decision Process to optimize the collaborative action choice, which allows the system
to take into account uncertainty in the user intent, in the command and in the environment.
The system is deployed and validated on the SmartWheeler platform, and experiments with
8 users show the improvement in usability and navigation efficiency that are achieved with
this form of collaborative control.
6.2 Introduction
Assistive technologies are essential for the well-being of many of us. The elderly and disabled
communities in particular stand to benefit from new developments in technology that can
help with activities of daily living, transportation, socialization, and management of illness
or impairment. Yet this promise will only be realized if we can develop technologies that are
easy and enjoyable to use.
In this line, we have been developing a smart robotic wheelchair, the SmartWheeler (Fig-
ure 6.1), designed to assist individuals with mobility disorders with movement throughout
their environment, including home, outdoors, shopping, etc. The robot is fully equipped
1. Department of Electrical Engineering, Polytechnique Montréal
2. School of Computer Science, McGill University
3. Carnegie Mellon University, USA
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with sensors, onboard computing, wifi, and autonomous navigation functionalities. Until
now, users could only operate this wheelchair in one of two control modes: direct teleopera-
tion (human) and full autonomy (machine). However, several experiments have shown that
users are not satisfied with either mode of control. For several users, direct teleoperation can
be difficult or impossible due to reduced muscle strength, tremors, perceptual impairments or
cognitive deficits (Fehr et al., 2000; Simpson, 2005). In contrast, full autonomy leaves many
users feeling a loss of control and in some case frustration or confusion as to the machine’s
intent (Kim et al., 2012).
Our aim is to enable a middle ground through collaborative control, where the user and
autonomy work together to achieve a goal. We present a decision-theoretic model that
incorporates two components: Prediction and Assistance. The Prediction module utilizes
both sensor data of the environment and user inputs to predict the users intended goal. The
Assistance module takes in this predicted distribution, and selects an action to minimize
the expected user cost-to-go. To do so, we utilize a Partially Observable Markov Decision
Process (POMDP) (Kaelbling et al., 1998), and the model is based on the work of Javdani et
al. (Javdani et al., 2015), which focused on shared autonomy model for manipulator robots.
To handle the particular challenges of navigation, in particular longer-horizon planning and
dynamic obstacles, our model is designed to handle multiple hypotheses about user intent,
command given, and environmental events. The proposed collaborative control method has
been deployed onboard a smart wheelchair, and evaluated in a user study. In particular,
we study the impact of the control model on navigation performance, cognitive workload
and user preferences. Our results show that users had significantly less cognitive workload
using our method than direct teleoperation, freeing them to focus on other tasks while safely
navigating their environment.
This paper is organized as follows: Section 6.3 presents a general description of the SmartWheeler
robot platform and software architecture. Section 6.4 describes the proposed collaborative
control architecture, including the Prediction and Assistance modules. Section 6.5 presents
results of a user study comparing the usability and effectiveness of the manual, collaborative
and autonomous navigation modes. Section 6.6 summarizes related work in this area and we
finish with conclusions and ideas for future works.
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6.3 The SmartWheeler robot platform
Figure 6.1 The intelligent robot: SmartWheeler
The SmartWheeler (Figure 6.1) was designed to provide users with driving assistance to
enhance their mobility and ability to carry out their activities of daily living. Standard
driving assistance features include driving forward/backward along a given path, avoiding
static and dynamic obstacles, navigating narrow passageways (doors, corridors), docking
near tables. Until recently, the user was restricted to choosing between two levels of control:
manual model, in which the user fully controls the robot without any intervention of the
machine, and autonomous driving mode, where the onboard computer has full control of the
navigation.
The SmartWheeler is built on top of a commercial powered wheelchair that has been equipped
with multimodal communication interfaces including an usb touch-monitor, a microphone
and two joysticks. It has an onboard laptop, wifi and GPS communication, custom boards
(Raspberry Pi, Arduino) and several sensors including: sonars, Hokuyo UHG-08LX and
SICK laser range finder), a 3D camera, a backup camera, an Inertial Measurement Unit
(Gyroscope, Magnetometer, Accelerometer), and custom wheel encoders. This robot is also
equipped with high quality customizable seating and cushion units, to ensure comfortable
testing of users with several types of health conditions.
The onboard laptop records all sensor and motion data. The Robot Operating System (ROS)
is used to implement and execute all navigation functionalities. We also make significant
use of virtual environment simulation of the SmartWheeler platform with Gazebo. Such
simulation work is crucial as a first step to evaluate the robot in difficult or dangerous
scenarios without any harm.
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A schema of the architecture operating onboard the SmartWheeler is shown in the Figure 6.2.
Laser
Encoders
IMU + GPS
Joystick
Planner
Mapper
Autonomous controller
Collaborative controller
Manual controller
Supervisor Engine
ControllersROS packagesComponents
Figure 6.2 Global Architecture of the three controllers
As shown, the system incorporates data from the sensors into the two main navigation compo-
nents. The Simultaneous Localization and Mapping (SLAM) provides real-time localization
and contextual information. The Planner autonomously calculates a path to the goal. The
supervisor incorporates messages from different controllers and sends velocity commands to
the SmartWheeler motors.
To operate the robot in the autonomous driving mode, we developed a simple user interface
through which the user can choose one of several primitive actions. He can select one action
at a time and he has six choices (left and right in-place rotation, forward and reverse travel
and left and right parallel parking). When the user selects an action (forward travel) from
the interface, the arrow turns green and a stop option appears (see Figure 6.3).
Figure 6.3 Rviz Guide User Interface: The user chooses a straight line move
The SmartWheeler navigates autonomously, avoids obstacles in the environment and it stops
if there is no path or when the pilot hits the stop button or chooses another action.
We can operate the machine manually without any assistance or autonomy. To do that the
controller applies directly the joystick inputs without any modification.
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6.4 Modeling the collaborative control
We now outline the theoretical formulation of the semi-autonomous module’s program. The
collaborative control task is modelled as a Partially Observable Markov Decision Process
(POMDP) with uncertainty over the destination. The system considers simultaneously the
action provided by the robot, and the input data of the controlling joystick (user choice),
to select an action that minimizes a cost function incorporating features of both control
objectives.
Optimizing the POMDP policy poses some computational challenges, therefore we opt for
an approximation based on Hindsight Optimization. This is a hybrid approach between the
MDP (Totally Observable Markov Decision Process) and the POMDP (Partially Observable
Markov Decision Process) solutions. It generalizes the value function defined over state in the
(MPD) to a value function over beliefs for the (POMDP). This approach is computationally
efficient, with the same complexity as regular MPD solving. Throughout our work, we
assume that the set of possible goal locations that the user might want to reach is known.
The following Figure 6.4 shows the architecture of our collaborative controller.
User + SmartWheeler
Prediction Assistance
Stochastic Policy
Belief Estimation
POMDP Policy
Action Applier
Cost
Observation
Belief
POMDP Action
Prediction
Reward Action
Collaboration
Figure 6.4 Architecture of the collaborative controller
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6.4.1 Wheelchair Model
The SmartWheeler is a wheeled robot with two independently-controlled wheels and four
casters (front and rear) for stability. Figure 6.5 describes the nomenclature of the kinematics
of our model.
O
x
y
y
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•
ω
v
θ
vg
vd
L
ρ
Figure 6.5 SmartWheeler - Instant Center of Rotation •
The motion model can be described as follows:
x˙ = v cos(θ)
y˙ = v sin(θ)
θ˙ = ω
We can infer the transition-state of the robot for each couple of velocity command (v, ω)
given by the user. We assume that this couple is constant due to the short estimation
period of time t. The coordinates in the map frame can be expressed with the following
equations: (x0, y0, θ0) represent the present configuration of the machine; (xt, yt, θt) describes
the transition configuration at time t in the future. If the user applies only a translation
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movement,
xt = x0 + v cos(θ0) t (6.1)
yt = y0 + v sin(θ0) t (6.2)
θt = θ0. (6.3)
When the robot movement is composed of a translation and a rotation the transition config-
uration is computed as follows:
xt = x0 +
v
ω
(sin θt − sin θ0) (6.4)
yt = y0 +
v
ω
(cos θ0 − cos θt) (6.5)
θt = θ0 + ω t. (6.6)
6.4.2 Goal Prediction
Let x ∈ X be the robot state (position and orientation), a ∈ A the action (angular and linear
velocity), T : X × A → X the transition function (see 6.4.1), u ∈ U the user’s data input
via the joystick, and D : U → A the Direct Manual mode function.
In this model the user optimizes a cost function Cusrg : X×U → R for each goal g ∈ G. The
goal prediction is defined by the tuple (X,U, T, Cusrg ), which captures our proposed model
of the user choice. We consider a stochastic policy based on the maximum entropy inverse
optimal control (MaxEnt IOC) (Javdani et al., 2015; Ziebart et al., 2008, 2009). This is
slightly different from the standard Markov Decision Process MDP as we only use the cost
from each input to predict the position of the intended goal and thus do not need to solve
the policy decision completely to get the optimal action from the MDP (see the architecture
in Figure 6.4). This model summarizes the prediction step of our collaborative control. It is
generalizable to a sequence of states and inputs ξ = {x0, u0, · · · , xτ , uτ}; for this, we define the
cost as the sum of costs over time Cusrg (ξ) =
∑
tC
usr
g (xt, ut). The rest of the computational
details are provided in the subsection 6.4.4.
We note that xt+1 ∈ ξ is not necessarily the result of applying ut to the state xt ∈ ξ. In
other words, ξ is not a trajectory, but rather represents a set of states and inputs over time.
In addition, while the MPD is generally defined with the action space, in our work, the user
Direct Manual command directly links the action space with the user’s inputs space U . Also,
this user policy is used only to predict the intended goal at each time step.
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6.4.3 POMDP for Collaborative Control
As the system does not know in general which goal the user wants to reach, the Partially
Observable Markov Decision Process (POMDP) model provides a mechanism to infer a dis-
tribution over possible goals. This offers a general framework to make decisions even if the
states remains uncertain and the actions have stochastic effects. (see Figure 6.4)
In the prediction phase we compute a probabilistic distribution over goals, which is then
used as an observation model in the POMDP. Similar decision models were recently used in
several assistive algorithms (Taha et al., 2008, 2011; Karami et al., 2009; Javdani et al., 2015;
Matignon et al., 2010). In our work, we extend the state space X by augmenting the robot
position and orientation with the intended goal g, s = (x, g) and S = X × G. With this
modification, the transition function is analogous to the previous function but with a fixed
goal T : S ×A→ S. The observation model of the POMDP is defined over the user’s input
space U and the resolution of the prediction policy. We compute pi≈t,g(ut|xt) (user policy)
with the user cost function for each goal to get a stochastic observation.
This model also uses a reward or cost function to evaluate the action chosen by the robot
when the system is in the state s and the user gives the input u. This is denoted by
Rrobot : S × A × U → R. The fact that this function depends on the user input can lead
to penalization of the robot final action if it is too different from the Direct Manual action
D(u). This formulation is adapted from the article (Javdani et al., 2015), which defines a
similar model for the case of a manipulator robot collaborating with a user. To summarize,
our POMDP model is defined by the full tuple (S,A, T,Rrobot, U,Ω)
6.4.4 Observation Model of the POMDP
We assume that the human gives commands indicating the intent to move the robot to a
specific goal. As mentioned above, we can generalize the user policy to a set of inputs and
states ξ. For that, we consider the model of learning a cost function from demonstration
(Ziebart et al., 2008), then we finally got the stochastic expression (6.8) for a specific goal.
Note that the user policy for a sequence ξ depends only from the user inputs. Then, with
Bayes’s rule we could extract the probability of a goal given a sequence ξ for a period of time
55
τ .
p(ξ|g) ∝ exp(−Cusrg (ξ)) (6.7)
p(ξ|g) = ∏
t
pi≈t,g(ut|xt) (6.8)
p(g|ξ0→τ ) = p(ξ
0→τ |g)p(g)∑
g′ p(ξ0→τ |g′)p(g′)
(6.9)
This probability (6.9) represents then our POMDP observation model Ω.
The intelligent system policy, pi≈g (x) = p(u|x, g), is based on the Maximum Entropy Inverse
Optimal Control (MaxEnt IOC) model (Javdani et al., 2015; Ziebart et al., 2008, 2009).
In order to determine the MaxEnt IOC model, we must compute the probability of the
sequence ξ for a known goal. This requires integrating the exponential expression given
in the equation (6.7) over all possible trajectories to determine the partition function of
the probabilistic model. Unfortunately, this requires enumerating all the sequences and
calculating all the costs for each step of time, which is computational intractable for all but
the most trivial cases. Instead, we turn to a dynamic programming solution to determine
the Value and Q-value functions. We adopt the system of Bellman equations described in
Ziebart et al. (Ziebart et al., 2009).
Let x′ be the transition state of the robot after applying a user command at time t, x′ =
T (x,D(u)). We define the softmin function as follows :
softmin
u
f(u) = − log
∫
u
exp (−f(x)) dx
These Bellman equations explain how to calculate the value function V ≈, and Q-value Q≈,
dynamically:
Q≈g,t(x, u) = Cusrg (x, u) + V ≈g,t+1(x
′) (6.10)
V ≈g,t(x) = softminu Q
≈
g,t(x, u). (6.11)
This dynamic programming allows us then to compute the user policy as follows:
pi≈t,g(u|x) = exp(V ≈g,t(x)−Q≈g,t(x, u)). (6.12)
This equation is in line with Eqns 6.7 & 6.8, under the assumption that the global cost is the
sum of all costs over time, where Eqn 6.7 specifies that p(ξ|g) = ∏t exp(−Cusrg (xt, ut), and
from Eqns 6.10 & 6.12 we infer Eqn 6.8.
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Many previous works use a similar dynamic programming approach, with a slight difference
in the choice of the optimization function (Ziebart et al., 2009). We opted for a "softer"
version of the MDP in order to get trajectories probabilistically distributed according to
their values, rather than having a single optimal trajectory for the solution as is the case
when using a min or max function. Let V ≈g,t be expressed as follows:
V ≈g,t(x) = − log
∫
exp
(
−Cusrg (ξt→Tx )
)
,
where the integration is over the full set ξ, starting at time t from state x.
In the end, we obtain an estimate of the probability defining the observation model of the
POMDP. The resulting probability is denoted by b and represents the belief function. This
function depends on a single source of uncertainty, namely the intended destination g, b(g) =
p(g|ξ0→T ).
6.4.5 Decision-Theoretic Model for the Assistance Phase
To get the optimal assistive action for the collaboration, it is necessary to solve the POMDP.
This may be computationally expensive, depending on the complexity of the policy, espe-
cially in continuous spaces. We opt for the Hindsight Optimization or QMDP which has
similar level of complexity as an MDP solution and has been extensively used in other robots
(Javdani et al., 2015; Yoon et al., 2008; Spaan et Spaan, 2004).
Using the observation model defined above, the collaborative action can be computed as
follows:
Q(b, a, u) = ∑
g
b(g)Qg(x, a, u) (6.13)
pi(b, u) = argmin
a
Q(b, a, u) (6.14)
These functions represent the value function Q and the policy pi of the POMDP . When the
robot begins to interact with environment the belief function is updated by solving the MDP
corresponding to the possible robot goals using dynamic value iteration. The set of possible
beliefs are approximated by stochastic sampling (Thrun, 2000; Spaan et Spaan, 2004).
Next we approximate the value function for a specific goal Qg(x, a, u) with the POMDP cost
function Rrobot(s, a, u), then running an iteration to compute the POMDP value function for
each goal.
This formalism relies on the specification of the two cost functions. We consider functions
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based on angular and linear distances to goal, as described further below.
6.4.6 Multi-Trajectory Model
In most environments, there may be many safe ways to reach a specific goal, for example
alternative paths, or alternative ways to get around an obstacle. This choice can introduce
further uncertainty in the collaboration between the human and the machine. To alleviate
this problem, we define intermediate goals, also called targets and denoted by κ, that help
the robot rapidly update and follow the user intention.
Consider the extension of robot and user cost functions, Cusrκ , Rrobotκ , for targets, from which
we can compute the κ-value and κ-Qvalue functions for prediction (V ≈κ , Q≈κ ) and the κ-
functions for assistance (cost-to-go Vκ, action-value Qκ). These last two functions follow the
same dynamic programming as above but with a hard min function.
Qκ,t(x, a) = Rrobotκ (x, a) + Vκ,t+1(x
′) (6.15)
Vκ,t(x) = min
a
Qκ,t(x, a). (6.16)
We now approximate the action-value function of the POMDP for each goal Qg(x, a, u)
using targets. Formally, let Vκ(x) be the cost-to-go for a specific target. We assume that
the POMDP cost of a state action pair is the cost for the target with minimum cost-to-go.
We modify the notation of the robot cost to simplify the equations, so that Rrobot(x, g, a) =
Rrobotg (x, a). The following equations describe the solution for the assistance step. The details
of the demonstration are given in Appendix A.
Rrobotg (x, a) = Rrobotκ∗ (x, a) , κ∗ = argmin
κ
Vκ(x′) (6.17)
Qg(x, a) = Rrobotκ∗ (x, a) + Vκ∗(x
′) (6.18)
Vg(x) = min
κ
Vκ(x) (6.19)
Regarding the prediction step, it is worth noting that with a planned trajectory for assisting
the user in the avoidance of dangerous scenarios, we can compute the partial probability
for each target (6.7) p(ξ|κ) ∝ exp(−Cusrκ (ξ)), then compute the different value functions by
applying a softmin over the targets of the value distribution.
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V ≈g (x) = softmin
κ
V ≈κ (x) (6.20)
Q≈g (x) = softmin
κ
Q≈κ (x) (6.21)
This choice is in line with the user policy mentioned before (see (6.12)). The proof is based
on marginalizing the partial probability over the user input and over all the targets.
pi≈t,g(ut, κ|xt) =
exp(−Cusrκ (xt, ut))
∫
exp(−Cusrκ (ξt+1→Txt+1 ))∑
κ
∫
exp(−Cusrκ (ξt→Txt ))
=
exp(−Cusrκ (xt, ut)) exp(−V ≈κ,t+1(xt+1))∑
κ exp(−V ≈κ,t(xt))
pi≈t,g(ut, κ|xt) =
exp(−Q≈κ,t(xt, ut))∑
κ exp(−V ≈κ,t(xt))
Finally we marginalize over the targets κ:
pi≈t,g(ut|xt) =
∑
κ exp(−Q≈κ,t(xt, ut))∑
κ exp(−V ≈κ,t(xt))
= exp
(
log
(∑
κ exp(−Q≈κ,t(xt, ut))∑
κ exp(−V ≈κ,t(xt))
))
pi≈t,g(ut|xt) = exp
(
softmin
κ
V ≈κ,t(xt)− softmin
κ
Q≈κ,t(xt, ut)
)
Throughout our empirical studies, we leverage algorithms for trajectory planning to enable
static and dynamic obstacles avoidance. The trajectory in that case is computed over the
set of targets considered. We primarily used the move_base 4 ROS open source package,
both for planning to targets and for autonomous navigation, though other packages could be
substituted.
6.4.7 Cost and Reward Functions
We conclude this section by exploring the choice of cost functions. We primarily consider
costs based on linear and angular distances to targets. As a result, all the value V ≈ and
Qvalue Q≈ function are defined for the translation mode and for the rotation mode. We
choose the same model for these two modes but with different parameters. Also, depending
on how far from the destination point or the final orientation the robot is, the prediction
4. http://wiki.ros.org/move_base
59
values vary linearly or quadratically in relation to the distance.
The user cost function is defined as follows:
Cusrκ (x, u) =
c1 if dκ(x, u) > δ ,c2 + c3 dκ(x, u) if dκ(x, u) 6 δ
where d represents the Euclidean distance between the robot position (state x) and the goal,
or the angular distance between the orientation of the robot and the desired orientation of the
goal/target depending on the mode. We further simplified the expression of the prediction
function so it is represented as the integral of the user cost, hence the definition of both
linear and quadratic modes. At each step, we compute V ≈trans for translation and V ≈rot for the
rotation and the global prediction value V ≈ is defined as a linear combination of these two
values.
V ≈ = v1 V ≈trans + v2 V ≈rot
Here c1, c2, c3, v1, v2 and β are parameters to specify based on user preferences, needs, and
driving behavior, as well as possibly based on the robot’s dynamics.
For the robot reward we consider the following model:
Rrobotκ (x, u, a) = Cusrκ (x, u) + ‖D(u)− a‖2
So we can penalize the action of the robot if too different from the Direct Manual command.
6.4.8 Emergency assistance
Our approach also incorporates velocity assistance when the robot is near an obstacle. This
assistance is triggered when the virtual footprint of the robot gives a non-zero cost. Using
the transition function, the collaborative controller performs forward simulation from the
robot’s current state in order to predict what would happen if the given velocity command
was applied for some period of time depending on the actual velocity (double of the stopping
distance) and how the global cost would change. In those dangerous scenarios, the global
costs increase when the user is approaching an obstacle. We compute the angular and the
linear distances for the collision, if any, to identify the safest spot where the wheelchair should
stop. Knowing this actual velocity, and the distance needed to get the robot stopped, we can
determine the new velocity for the next step and warn the user of an impending danger. To
visualize the simulation of each command, we modeled a 3cm spaced set of footprints in Ros
Visualization (see Figure 6.6).
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(a) (b)
Figure 6.6 Simulation and visualization on RviZ
These figures show the trajectory that SmartWheeler will follow if the user gives a constant velocity
command. The left figure 6.6a describes a potentially dangerous scenario with a composed command. The
right figure 6.6b describes a circular trajectory without any collision. The green footprint represents the
safest location to stop and the red ones represent every simulation step.
6.5 Experimental Results
We performed several experiments with the real wheelchair to compare the Collaborative
control described above with a direct Manual (joystick) control mode. The procedure as
outlined below was approved by the Research Ethics Board at the participating universities.
6.5.1 The Wheelchair Skills Test
The list of tasks chosen to compare the controllers is extracted from the WST, version 4.2.1 5,
which was developed as part of the Wheelchair Skills Program (WSP). The effectiveness of
this test procedure to evaluate interface and control for smart wheelchairs was established
in previous work (Pineau et al., 2011). A copy of the 10 tasks targeted in the experiments
below is provided in the Appendix B.
6.5.2 Subjects
We recruited 8 participants (4 male and 4 female) from the university community. None of
them had prior experience with either the SmartWheeler platform, or with the Wheelchair
Skills Test, to avoid any training bias.
5. http://www.wheelchairskillsprogram.ca/eng/documents/FORM_WST-P-WCU_4.2.1_approved.pdf
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6.5.3 Experiment Setup
The setup of the experiment is inspired by prior work (Crandall et Goodrich, 2002). It
requires subjects to not only complete the navigation tasks extracted from the WST, but
also to perform some mental arithmetic. This increases the cognitive load on the subject,
thus giving a richer measure of the efficiency of the collaborative control model.
For each participant, the steps are as follows:
1. The participant begins with answering a two-digit mathematical addition quiz for 2
minutes in order to evaluate individual math proficiency baseline level. The participant
is given 4 possibilities for each equation and 5 seconds to choose an answer. At the
end of the quiz, if the participant has more than 50% of success, s/he continues the
experiment with a two-digit quiz, otherwise the difficulty level is reduced to a one-digit
addition problem for the rest of the experiment.
2. Training Phase: The participant is asked to guide the robot around the robotics lab-
oratory (Figure 6.7) using one of the two control schemes being tested (Collaborative
control vs Manual Control). Each participant is trained with only one of the two modes.
Randomizing between training mode allows us to measure the effect of training on the
experimental results.
3. Testing Condition 1: The participant is now asked to do the WST tasks using the mode
that he was trained with, but this time s/he is also asked to simultaneously answer the
mathematical addition quiz of his/her level (without chronometer). The participant
is instructed to aim to answer as many equations as possible, while ensuring that the
robot does not make contact with any obstacle.
4. Testing Condition 2: The participant repeats the same procedure (WST tasks + arith-
metic) using the other control system. If s/he started with the Collaborative mode,
then s/he moves to using the Manual mode, and vice versa.
Figure 6.7 The environment used to the training
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6.5.4 Data Acquisition and Evaluation Criteria
We consider four main criteria to evaluate the efficiency of the human-machine interaction:
Driving Performance, Human Performance, Cognitive Workload and Neglect rate. These
criteria and the method of evaluation for each was inspired by previous work (Crandall et
Goodrich, 2002; Nakayama et al., 1999; Javdani et al., 2015).
Driving Task Performance (Tratio) The first criteria measures the driving performance.
It is a time-ratio measure, calculated as: Tratio = ToptimalTspent , where the optimal time, Toptimal
is computed assuming the maximum velocity to travel the full distance for the trajectory of
each task.
Secondary Task Performance (Q) The second criteria measures the numbers of arith-
metic questions answered per minute. This performance term is not used to compare be-
tween two individuals, but rather we compare Q for a given participant under the two control
schemes (manual vs collaborative).
Cognitive Workload (H) The task of operating a powered wheelchair (intelligent or not)
requires significant concentration, which can be affected by a disability or by the external
environment, with adverse effects on the driver performance. The Cognitive Workload criteria
characterizes the behavioral entropy of each participant, as measured by lack of smoothness
in the control operation. Following the work of Goodrich et al. (Goodrich et al., 2004), we
use collected data (joystick, sensors, commands) to build a predictive model of the joystick
magnitude and angle at any given time. There are several choices for modeling the joystick
data; we apply a simple second-order model, whereby the joystick command at a time t is
determined using the following formula:
Jp,t = J t−1 + (J t−1 − J t−2)
+12 ((J t−1 − J t−2)− (J t−2 − J t−3)) ,
Jp,t =
5
2 J t−1 − 2J t−2 +
1
2J t−3,
where
J =
v
ω
 .
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If the participant gives the same control at times t− 3 through t− 1, the Taylor expansion
predicts the same command at time t.
The error e is then computed as the difference between the actual command of the joystick
J and the prediction one Jp:
et = J t − Jp,t.
To evaluate the behavior entropy, it is important to determine a probability mass function
to estimate the prediction error density function p(e). The entropy is defined as follows:
H = −∑
e∈E
p(e) logN (p(e)) . (6.22)
We create a normalized histogram from the error values, then discretize it into 2N + 1
unequally spaced bins. For this, we evaluate the 90 percentile value α of the error distribution
p(−α 6 e 6 α) = 0.9 in order to classify each error into intervals or bins.
[−∞;−Nα], [−Nα; (−N + 1)α], ..., [(N − 1)α;Nα], [Nα;∞].
Here α indicates the fundamental steering behavior for each individual and is used as the refer-
ence to measure the workload when performing different activities at the same time (Nakayama
et al., 1999). Additionally, E = {e−N , e−N+1, ..., eN−1, eN} represents the prediction error
sequence that has been observed. The entropy, Eq.6.22, is calculated from this distribution,
assuming a log base of 2N + 1.
Neglect Rates (n) This measure captures the percentage of time that the operator spent
doing arithmetic problems. In order to evaluate the neglect rate, we compute the time spent
solving the addition questions, divided by the total time spent doing the navigation task:
n = Tquiz
Tspent
.
Questionnaire In addition to above criteria, we also collected additional feedback through
a short questionnaire. Each participant was asked to answer the following questions, for each
method of control, by giving a score from 0 to 5:
1) "I have the total control of the robot"
2) "The robot executed my commands"
3) "I am able to accomplish the WST tasks quickly"
4) "The robot reached the destination goal with precision"
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5) "I feel safe while performing tasks"
6) "I prefer this control method"
Finally, participants were given the opportunity to give free-form comments on the collabo-
rative navigation system, to be used for further improvement of the system.
6.5.5 Results
In addition to the measures taken during the user study, the robot also recorded all sensing
and control data throughout the experiments. We start the analysis of the experiment by
reporting some results based on this data collected through ROS.
Goal Prediction Accuracy As part of the testing procedure, we considered four possible
navigation goals asked the user to guide the robot to one goal at a time. Our collaborative
controller tracks the probability of each goal in real-time, and selects collaborative actions
based on available path information for the inferred goal. Three cases are presented in the
Figure 6.8.
(a) (b) (c)
Figure 6.8 Estimation of the observation for the POMDP
The estimated probability of each state goal object (orange cube), during collaborative control. (a) All the
goal are accessible from the initial position (pointing to the spot on the top right), the user is giving a
rotation command to the right (clockwise), the value function is changing for all the goals. The
collaborative module is assisting the operator to reach the goal on the top left. (b) We change two of the
goals (those on the left) to new locations with no accessible path, at which point their value functions
become indefinite and the robot now assists the user to reach the nearest goal (at bottom left). (c) All the
goals are changed to inaccessible locations, the user can guide the robot freely without any assistance, only
the collision avoidance remains on.
Emergency Assistance Next, we look at the behavior of the emergency assistance module
by contrasting the behavior of two particular participants. Consider the linear commands
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given by individuals P1 and P2. We observe (comparing Figure 6.9 (a) and (c)) that the
first participant seems very confident when operating with the collision avoidance mode ON:
he engages near maximum linear velocity for a significant portion of time. Both of the
participants completed the collaborative scenario without any collision; P1 experienced a
collision when the collision avoidance module was OFF. This suggests that our module is
reliable and helps the user navigate freely with less effort.
Consider now the overall driving style for P1 and P2 in Table 6.5.5. A lower α corresponds to
smoother control. We observe that P2 seems to be more efficient and accurate in his joystick
commands. Figure 6.10 shows the prediction error histogram for participant P1 used to
evaluate the entropy.
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Figure 6.9 Linear velocities
The blue graphs represent the velocity commands given by the user via the joystick and the red ones
represent the commands sent to the motors, after mediation by the collaborative controller. We discretized
those graphs into several period of times that include all the steps of every scenario described above.
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Table 6.1 – Smoothness of the driving behavior
Collaborative Controller Manual Controller
Participant P1 P2 P1 P2
αlin (m.s−1) 0.1832 0.1480 0.1326 0.1404
αang (rad.s−1) 0.2230 0.1345 0.1494 0.0636
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Figure 6.10 Prediction linear error histograms of participant P1 for both control schemes. A
Gaussian distribution is fitted to the histogram to find the coefficient α.
User Study All participants successfully completed all the tasks with the different con-
trollers. The results for each participant are presented in Table 6.5.5. For most measurements,
subjects tended to do better using the collaborative controller than the manual controller.
Behavioral Entropy, which is correlated with the total input (less command) and with the
neglect rate (more time to do math problem), shows that all users had better performances
in the collaborative navigation. We did find that the collaborative module resulted in de-
creasing the global speed in some participants (lower Tratio), but not all. But the incidence of
Collisions was reduced to zero with collaborative control. The Secondary Task Performance
(number of arithmetic problems solved) increased for all participants, as did the neglect rate.
Participant G presents a slight exception, with lower Tratio for the manual mode. This par-
ticipant slowed down significantly after experiencing several collisions at the beginning of the
Manual mode phase of the test.
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Table 6.2 – Evaluation criteria results. Each result represents an average value over the 10
WST tasks with a specific controller.
Participant Mode A B C D E F G H Ave.
Entropy H%
Man 58.99 52.12 49.56 51.9 48.45 52.03 51.4 55.19 52.46
Coll 48.25 46.02 46.86 46.5 47.37 49.22 49.66 52.1 48.25
Performance Tratio%
Man 50.83 50.03 41.24 43.15 45.53 46.82 25.16 25.96 41.09
Coll 45.1 35.5 38.01 34.42 44.30 36.02 35.18 25.86 36.8
Collision c
Man 0 2 0 4 0 0 7 5 2.25
Coll 0 0 0 0 0 0 0 0 0
Performance Q
Man 14.13 13.29 15.16 11.13 13.15 12.71 8.7 13.41 12.71
Coll 20.11 13.97 17.67 12.57 13.19 13.24 11.57 16.21 14.82
Neglect Rate n%
Man 97.2 75.42 93.16 76.67 91.88 85.72 88.04 94.66 87.84
Coll 99.46 84.5 97.11 86.61 96.72 98.74 94.44 99.52 94.64
Figure 6.11 illustrates the effect of training on the results. We observe that participants
that trained with the Collaborative model require fewer inputs in the experiment with the
Collaborative mode than those who trained with the manual mode. The number of commands
for the Manual mode testing remained similar, regardless of training mode (though sightly
lower for those trained in Manual mode).
Manual training Collaborative training
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Figure 6.11 Average of inputs per minute for all trials
On the left side, the number of inputs per minute for the subjects (N = 4) who trained with the Manual
control mode. On the right side, the same measure for the subjects (N = 4) who trained with the
Collaborative mode. Here, lower is assumed to be better (i.e. fewer input commands needed to achieve the
same goal.)
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Figure 6.12 Questionnaire results
Results for all questions (left graph). On the right, the difference in preference between modes
(Collaborative preference rating - Manual preference rating), as a function of the preference level for the
collaborative mode. Each dot characterize one participant (a specific color). When some users had the
same result, the dots were spread slightly to show individuals.
Figure 6.12 presents the results of the questionnaire given to each participant. We performed
a Wilcoxon rank-sum test on the preference question (Javdani et al., 2015). The results
suggest that the users perceive the collaborative control module to be safer, and potentially
more precise. As expected, participants felt they had more control and the robot followed
their commands more under the Manual mode. Participants also noticed the speed decrease.
On average, participants seemed to have a preference for the Manual mode.
We do observe from the plot on the right side of Figure 6.12 that those users that had the
highest preference for the Collaborative control (top right dots) also had larger difference
between their preference for Collaborative vs Manual mode.
Autonomous Navigation with Collaboration Finally, it is worth pointing out that
the Collaborative control module can work even when the user is not giving any joystick
command.
To support this, we created a semi-autonomous controller in which the robot operates pri-
marily in autonomous mode, but the operator can take control at any time by putting a goal
in the map and letting the SmartWheeler handle the navigation from that point on. For this
mode, we updated some reward values of the module in order to increase the correction of
the speed when the user is stopping.
This configuration was evaluated by some of the participants in narrow corridor. We asked
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three subjects to navigate manually around our laboratory (Figure 6.7) for 50 meters, put a
goal inside the workshop and then let the robot navigate by itself to the goal. They could
give some commands if the wheelchair got stuck due to the emergency assistance.
All subjects were able to navigate autonomously in the hallway with other people wandering
around, no collision was detected even when the wheelchair passed through the narrow door
into the laboratory. The mean number of inputs per minute was 19.97 commands per minute
for the three subjects, which is much lower than the results in Figure 6.11. These exploratory
results suggests that the collaborative architecture described in this paper can serve for a
wide range of levels of navigation autonomy.
6.6 Related works
Several other works have investigated the problem of navigation for smart wheelchairs. A few
examples are: LURCH, Sharioto, NavChair and SHARE-it (see Cortes et al., 2010; Bonarini
et al., 2012; Vanhooydonck et al., 2003; Demeester et al., 2003; Nuttin et al., 2002). Most
of the developed algorithms deal with very specific navigation scenarios, such as avoiding an
obstacle, docking near a table, following a wall, driving through a door, etc. In many cases,
the wheelchair can be controlled in only one of two modes: direct teleoperation, where the
burden of control is entirely on the user, and full autonomy, where the robot takes on all
required work, but the user does not get to affect how the task is accomplished. Furthermore,
many of the platforms require the user to explicitly select the control mode using a variety
of interfaces (joystick, screen, buttons) (Bonarini et al., 2012). This can be difficult for some
users, due to the limited mobility and control of users with disabilities.
Two main categories of shared control have been explored. In the first case, the wheelchair
chooses a specific control mode according to a user command. For example, if the operator
is directing the chair towards at an obstacle, the collision avoidance module will be automat-
ically activated without asking the user for permission. This approach may create confusion
in some cases between the user and the wheelchair that can lead to collisions due to lack of
communication between the two entities. The main disadvantage of this selection approach
is that it does not take into account of the user’s driving behavior. It supposes that every
operator acts and reacts according to a general pattern which is not true especially for people
with different pathologies. The SHARE-it project proposes an alternative solution whereby
the robot adapts its autonomous commands to the user’s driving style (Cortes et al., 2010).
To achieve this, the machine must go through a learning step involving different scenarios in
order to create a case-based model, tuned to users’ preferences.
A second class of approaches uses information about the environment in order to implicitly
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change the mode of control. NavChair for example used sensor data to detect the type
of environment and to select an assistance algorithm. However, this approach does not
incorporate information about the user velocity commands, which can be problematic in
some scenarios. For example, if we imagine a pedestrian (dynamic obstacle) moving toward
the wheelchair, there is no way for the subject to communicate whether s/he wishes the chair
to approach this pedestrian (e.g. to engage in conversation), or if s/he prefers to avoid the
pedestrian by activating an obstacle avoidance module. There are many similar scenarios,
where a subtle exchange of information between the robot and the human can lead to much
more fluid navigation behaviors.
6.7 Discussion and Future Work
This paper presents an approach for the collaborative control of smart wheelchairs. It uses
a decision-theoretic strategy based on the Partially Observable Markov Decision Process to
predict the intention of the user and assist in navigation, even in the presence of multiple
goals. We performed an extensive user study to characterize the performance of our collabo-
rative control module, compared to standard manual joystick control. The results show that
our collaborative control gives more freedom to the participate to focus on other tasks and
navigate securely.
Despite positive results for several of our metrics, overall the subjects still seem to have a mild
preference for the manual control mode. This may be explained by the lack of practice and
the fact that sometimes the policy makes choices that do not match perfectly the participant
behavior. But it could also be explained by the fact that the manual mode was faster;
previous results have shown that user preference is correlated to the timing results (Dragan
et Srinivasa, 2013). During free-form comments, some participants indicated that we should
give more explanation of how the collaborative module works and provide a method for the
robot to explicitly communicate its policy to the user, especially when choosing goals or
directions that are different from the user’s command. This finding will lead to interesting
new directions as we further develop our SmartWheeler platform.
The collaborative control strategy presented here for smart wheelchairs could be adapted
to other robot platforms. However there are several considerations that may arise when
transferring to other robots. First, we assume throughout that the user commands are
provided through a joystick. Second, the user providing the manual commands has a first-
person perspective on the environment, which will often not be the case for other robot
platforms. In that case, it will be necessary to incorporate the difference in information
available to each the robot and human operator. Finally, the type of environment challenges
72
may be different in other domains. Handling different environments may require revisiting
the definition of the cost and reward functions used in the collaborative controller.
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CHAPITRE 7 CONTRÔLE COLLABORATIF AVEC GESTION DE
COLLISION
Dans ce chapitre, nous présenterons dans un premier temps les modules complémentaires
développés pendant nos travaux afin d’assurer des manœuvres sécuritaires pour le pilote
pendant une navigation partagée avec la machine. Nous allons décrire le module d’évitement
de collisions qui sert surtout à la régulation du profil de vitesse du fauteuil roulant lorsqu’une
collision éventuelle est détectée.
Dans un second temps, nous discuterons quelques résultats d’expérimentations avec des étu-
diants pour évaluer le fonctionnement de tous les modules de collaboration un par un et du
module de gestion de collision.
7.1 Détecteur de collision
Le détecteur de collision est l’un des plus importants modules que nous trouvons dans les
projets de robots mobiles. Et il s’agit d’un travail assez important face auquel les chercheurs
et les développeurs doivent réaliser un développement sans failles. En effet, ce module re-
présente une couche de sécurité importante afin d’éviter les dégâts humains et les casses des
composants du prototype.
7.1.1 Utilité du détecteur de collision
Pendant un contrôle collaboratif, l’opérateur est capable de naviguer dans tout l’espace de
travail et le module va l’assister tout le temps pour atteindre le point de destination le plus
probable (Phase de prédiction). Cette liberté peut aussi imposer des collisions avec les objets
dynamiques ou statiques de l’environnement. Les causes les plus fréquentes donnant lieu à
des accrochages sont :
• Non détection de certains obstacles.
• Manque de précision et de dextérité pendant la conduite à cause de la fatigue et/ou
l’handicap.
• Ajustement inadéquat de la vitesse et une appréciation faussée des distances dans les
endroits étroits.
Pour ces raisons, nous avons développé un détecteur de collision qui tient compte des données
des capteurs sensoriels (Télémètre Laser pour notre travail) et de la cinématique de notre
robot mobile (cf 4.3.2).
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7.1.2 Détection de collision
Mise en situation
En se basant sur les équations Eq.(4.5a),(4.5b), (4.5c),(4.6a),(4.6b) et (4.6c), nous sommes
capables de déterminer la trajectoire que le fauteuil roulant suivra pour une même commande
de vitesses (voir Figure 7.1).
O
x
y
• ω
v
Figure 7.1 Représentation d’un scénario de collision
Dans cette figure, nous schématisons un scénario de collision. La trajectoire estimée est représentée par
l’ensemble des empreintes du robot. On distingue deux type d’empreintes dans cette figure, celles dessinées
avec en pointillé pour déterminer la trajectoire suivie et une empreinte en trait interrompu pour la dernière
position sécuritaire à laquelle le mobile s’arrêtera pour éviter la collision.
Application réelle
Calcul de coût : Grâce aux données des Lasers, nous pourrons prévoir les collisions à
chaque instant. Les informations fournies par ces capteurs permettent premièrement de créer
la carte globale de l’environnement avec tous les objets statiques (voir l’annexe D) et deuxiè-
mement détecter tous les obstacles dynamiques dans un cercle de rayon 8m (respectivement
80m) pour le FRMI (respectivement SmartWeeler). Puis, nous effectuons une inflation de
tous les obstacles aux alentours du mobile pour créer une carte de coût qu’on appelle aussi
le costmap.
Elle caractérise la structure de la disposition de tous les objets dans l’environnement, elle est
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utilisée généralement pour la planification des trajectoires vu qu’elle maintient les informa-
tions sur toutes les positions libres où le mobile peut éventuellement naviguer sans problème.
Elle est représentée par une matrice de coûts d’où l’appellation costmap en anglais, chaque
élément peut avoir une des 255 valeurs selon le nombre de couche de la structure. Notre cost-
map contient quatre couches. Chaque cellule de la matrice présente l’une des trois possibilités
suivantes : l’état libre, l’état occupé et l’état inconnu. Ce état se caractérise donc par une
valeur ou une plage de valeurs bien précise ; par exemple pour une cellule libre, on associe
la valeur 0 et pour cellule occupée, le coût sature à 255. De plus, notre mobile utilisé est un
robot rigide et non déformable, donc pour estimer le coût global à une position et orientation
spécifique, il suffit de calculer le coût des lignes constituant la projection du fauteuil roulant
sur la carte appelée aussi footprint et puis prendre le maximum des coûts des lignes pour
avoir une valeur globale. Par conséquent, nous pourrons suivre l’évolution de la fonction coût
de tous les footprints pour une commande de vitesse donnée et évaluer ensuite sa validité
(Existence de collision).
Distance de freinage et régulation de la vitesse : La distance de freinage d’un robot
mobile est la distance théorique nécessaire pour arrêter le véhicule c’est-à-dire pour passer
d’une vitesse initiale quelconque à la vitesse nulle. Cette distance dépend essentiellement de
la vitesse initiale et sa détermination est très importante pour savoir comment réguler les
commandes fournies par le pilote afin d’éviter les collisions.
A savoir, nous étudions les vitesses linéaire et angulaire, donc la notion de distance de freinage
s’étale aussi sur ces deux types. Le calcul de ces deux termes suppose une estimation des
accélérations de freinage ce qui constituera une variable à fixer pour chaque prototype.
SmartWheeler : Linéaire a0 = 0.5ms−2 et Angulaire ω˙0 = 0.25 rad s−2
Les équations qui détaillent ce calcul s’expriment comme suit :

tlinstop = −
v0
a0
(7.1a)
dstop = − v
2
0
2.a0
(7.1b)
tangstop = −
ω0
ω˙0
(7.1c)
θstop = − ω
2
0
2.ω˙0
(7.1d)
où v0 et ω0 sont les vitesses initiales à partir desquelles la phase de freinage commence.
Ayant les deux termes de distances et de temps, nous simulons une trajectoire virtuelle
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pendant le double du maximum des temps d’arrêt pour détecter les éventuelles collisions.
Si c’est le cas, nous tenons compte alors de la dernière position ou orientation de la trajec-
toire simulée qui précède la collision qu’on appelle l’état de sécurité. Deux cas se présentent,
cet état se trouve dans la zone de freinage donc la collision est malheureusement inévitable.
Nous annulons directement la vitesse afin de limiter les dégâts. Ou bien l’état de sécurité est
hors zone et donc il suffit de recalculer la vitesse pour que le mobile s’arrête à cette position
/ orientation. Nous détaillons le calcul uniquement pour le cas de réduction de la vitesse
linéaire parce que les équations s’expriment de la même façon pour le cas angulaire.
Les équations du mouvement de freinage sont les suivante :
a(t) = a0 (7.2)
v(t) = v0 + a0.t (7.3)
d(t) = v0.t+
a0
2 .t
2 (7.4)
Supposons la distance ds la distance de sécurité, ts le temps nécessaire pour atteindre ce
point, as le freinage nécessaire et τ le pas temporelle, d‘où
ts =
v0
as
(Condition d’arrêt) (7.5)
ds = v0.ts +
as
2 .t
2
s = −
v20
2.as
(7.6)
as = − v
2
0
2.ds
(7.7)
v(τ) = v0 + as.τ = v0 − v
2
0
2.ds
.τ (7.8)
Visualisation : Nous avons programmé sur RviZ, la même idée pour mieux visualiser
les interventions du module de gestion de collisions à chaque instant et donner par la suite
un rendu temps réel au pilote. Nous modélisons l’ensemble des empreintes du robot avec
des messages de type visualization_msgs/MarkerArray que nous distinguons avec différentes
couleurs sur la Figure 7.2.
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(a) (b)
Figure 7.2 Simulation d’une commande de vitesse et visualisation sur RviZ
Ces deux figures montrent le tracé des trajectoires temps réel sur RviZ, la figure de droite 7.2b illustre une
trajectoire circulaire sans présence de collision alors que la figure de gauche 7.2a montre un scénario plus
dangereux avec une commande composée (linéaire et angulaire). L’empreinte verte schématise l’état de
sécurité, l’empreinte bleue représente l’état du mobile après une seconde d’exécution de la même commande
et l’empreinte rouge caractérise l’état de chaque pas temporel de la simulation.
7.1.3 Expérimentation
Description des tests
Pour évaluer notre module d’évitement de collisions, nous avons suivi quelques étapes de
tests comparatifs entre le mode manuel et le mode gestionnaire d’accrochages. En effet, nous
avons choisi un lieux assez contraint pour effectuer une manœuvre qui demande beaucoup
de précision. Il s’agit d’un scénario de passage de porte de 90 cm de largeur puis le pilote se
retrouve directement dans un couloir étroit (largeur : 150 cm) avec des obstacles. La Figure 7.3
montre l’endroit des tests vu sous différents angles.
(a) (b) (c) (d)
Figure 7.3 Lieux des expérimentations
La Figure 7.3a représente la partie gauche du couloir se trouvant devant la porte du laboratoire
(Figure 7.3b). Dans ce dernier et à droite de la porte, nous trouvons à gauche des poubelles (Figure 7.3c) et
à droite un petit espace contenant une porte d’issue de secours (Figure 7.3d).
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Nous avons sélectionné deux participants pour évaluer notre module de gestion de collisions.
Ils ont effectué deux scénarios plus ou moins semblables mais avec une légère difficulté pour
le premier (une étape en marche arrière). Les deux participants P1 et P2 ont exécuté res-
pectivement les scénarios S1 et S2 en deux temps : avec et sans détecteur de collision. Les
participants savent quel mode ils étaient entrain d’exécuter.
S1- Sortir de la porte, tourner à droite dans le couloir puis reculer au niveau des poubelles
pour entrer par la même porte en marche arrière.
S2- Sortir de la porte, tourner à droite dans le couloir, faire un demi tour dans le petit
espace de l’issue de secours, revenir dans le couloir puis entrer par la porte en marche
avant.
Les deux pilotes présentent la même tranche d’âge et ils ont presque les mêmes performances
dans l’utilisation du joystick. La seule différence se situe au niveau de l’expérience c’est-à-dire
le participant P1 a déjà testé le fonctionnement du module d’évitement d’accrochage à la
veille du jour des tests. Nous n’avons pas mentionné cette différence aux deux participants
afin de ne pas biaiser les résultats et avoir des manœuvres spontanées sans aucune influence.
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Résultats
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Figure 7.4 Participant P1 : Avec évitement de collisions
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Figure 7.5 Participant P1 : Sans évitement de collisions
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Figure 7.6 Participant P2 : Avec évitement de collisions
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Figure 7.7 Participant P2 : Sans évitement de collisions
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Commentaires
À première vue, nous remarquons que le premier participant P1 a tendance à donner le
maximum de vitesse quand le mode d’évitement de collisions est en marche alors que le
deuxième participant P2 faisait plus attention et son profil de vitesse suit la même allure
des commandes fournie par le détecteur de collision. Pour le mode totalement manuel, le
pilote P1 est devenu plus attentif et nous constatons moins de saturant de la commande de
la manette surtout pendant les phases de passage de porte à cause de l’augmentation du
risque de collision.
Ceci montre donc que P1 donne plus de confiance aux corrections du détecteur comparant
P2 et il se sent plus en sécurité pendant des manœuvres difficiles. P2 était plus concentré
dans la navigation que P1 bien que son test présente plus de facilité. Cette différence est
due essentiellement à l’expérience du pilote P1 qui a eu l’opportunité de se familiariser avec
le module d’évitement d’accrochage. Nous avons aussi effectué un calcul d’entropie pour ces
deux scénario, le tableau 6.5.5 indique toutes les valeurs obtenues.
En guise de conclusion, notre détecteur de collision permet à l’opérateur d’accomplir avec
moins d’effort et de concentration des tâches de navigation plus ou moins complexes dans
des endroits contraints demandant une précision et une dextérité élevées au niveau des com-
mandes fournies.
7.2 Collaboration dans la navigation
7.2.1 Description des expérimentations
Avant d’entamer les tests avec les sujets humains pour la publication (voir chapitre 6), nous
avons effectué des expérimentations préliminaires pour nous assurer du bon fonctionnement
de chaque sous-module intervenant dans la collaboration. En effet, d’après la Figure 6.4,
notre collaboration s’appuie sur deux phases distinctes : la prédiction et l’assistance. D’où la
décomposition en deux parties de nos tests.
Pour la première partie, nous avons ajouté quatre points de destination sur la carte de
l’environnement. Ces points sont des marqueurs interactifs que nous pouvons déplacer et
orienter à notre guise en tout instant. Puis nous nous avons déplacé le robot à l’aide du
joytick pour suivre l’évolution de la prédiction dans différents cas.
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Pour la deuxième partie des tests, nous nous intéressons au sous-module d’assistance. Pour
ce faire, nous avons placé un seul marqueur sur la carte à gauche du fauteuil roulant qui était
orienté légèrement vers la droite. Puis nous avons demandé au pilote de donner uniquement
des commandes de vitesse linéaire afin de mieux visualiser les effets de la correction au
niveau de l’orientation. Plusieurs scénarios peuvent être testés en changeant les paramètres
de la fonction coût et le nombre d’objectifs intermédiaires κ (cf les sous-sections 6.4.7 et
6.4.6).
Pour notre étude, les paramètres c1, c2 et c3 ont été ajustés en nous basant sur les satisfactions
d’une dizaine de participants c’est-à-dire nous leurs avons demandé d’atteindre un objectif
caché derrière un obstacle en effectuant plusieurs trajectoire et plusieurs manœuvres (marche
arrière et avant, droite et gauche) et entre temps nous avons varié les paramètres de coût. Pour
chaque changement, le participant doit nous transmettre sa perception de contrôlabilité :
Est-ce que la machine obéit à chacune de ses commandes ? Est-ce qu’il peut s’éloigner de
l’objectif ? Est-ce qu’il peut exécuter n’importe quelle manœuvre à tout moment ?... Les
objectifs intermédiaires sont toujours espacés à peu près de 90 cm. Le seule variation entre
les scénarios se situe donc au niveau de la disposition des obstacles dans l’environnement
afin de valider le module d’assistance dans plusieurs cas d’utilisation avec le même style de
conduite.
7.2.2 Résultats
Phase de prédiction
(a) (b) (c)
Figure 7.8 Résultats de prédiction visualisés avec RviZ
Nous présentons ici trois captures d’écran de RviZ pour illustrer les résultats de la phase de prédiction. Les
marqueurs oranges représentent les objectifs placés sur la carte de l’espace de travail.
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Pour la Figure 7.8a, le pilote exécute une commande de rotation sur place vers la droite,
la prédiction montre que l’objectif en haut à gauche de cette figure devient de plus en plus
probable et atteint une probabilité de 0.45. Si un objectif présent dans l’environnement
n’est plus accessible par le robot (Planification de trajectoire ne donne pas de résultat),
l’algorithme ne tient plus compte de cet objectif et il lui associe une la variable indéterminé
ind (Figure 7.8b et Figure 7.8c). Dans le cas où tous les objectifs ne sont pas accessibles, le
pilote peut naviguer librement sans assistance mais avec le module d’évitement de collision.
Phase d’assistance
Premier scénario : Nous avons commencé par le mode manuel pour des raisons d’adap-
tation et d’entraînement au joystick. Le pilote n’est pas familier avec les fauteuils roulants.
De plus, ceci nous permet d’avoir une petite comparaison entre le mode collaboratif et le
mode manuel.
Les six figures suivantes (Figure 7.9) montrent le déroulement de l’expérience en mode ma-
nuel. Le pilote n’a pas réussi à garder un déplacement linéaire et il a dévié un peu vers la
gauche (voir Figure 7.14b). Ceci s’explique par le fait que ce test représente le premier contact
avec notre robot.
Figure 7.9 Mode manuel : Image par image
Nous avons tracé dans la Figure 7.14 les commandes de vitesses linéaire et angulaire données
par le joystick (/joy) et envoyé vers le moteur du robot (/cmd_vel). Une commande angulaire
de l’ordre de 0.1 rad s−1 s’affiche pendant le test et elle est due à une mauvaise manipulation
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de la manette (Le doigt du participant a glissé un peu vers la gauche). A savoir, pendant
tous les scénarios, le participant a utilisé le joystick de jeu Logitech.
Deuxième scénario : Nous passons maintenant à un mode avec assistance. L’utilisateur
est replacé à la même position et même orientation du scénario précédent et un point de
destination est placé sur la carte à gauche du robot. Notons que cette configuration initiale
sera utilisée pour tous les scénarios de test.
Le pilote exécute une commande parfaitement linéaire et le module d’assistance corrige son
profil de vitesse en ajoutant une commande angulaire (Figure 7.15). Le robot s’approche du
goal fixé et atteint une position intermédiaire.
Figure 7.10 Mode avec assistance : Image par image - Sans obstacle
Troisième scénario : Pour ce scénario, nous avons décidé de bloquer le chemin parcouru
par notre robot pendant le premier scénario avec un obstacle en polystyrène placé à une
position p1. La présence de cet obstacle sert à mieux orienter le robot vers l’objectif et valider
la collaboration entre le module d’assistance et le détecteur de collision qui est toujours en
marche.
Nous constatons que l’utilisateur atteint plus ou moins le même point final. Mais la vitesse
linéaire a été plus régulée grâce à l’intervention du gestionnaire de collision (Figure 7.16a).
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Figure 7.11 Mode avec assistance : Image par image - Avec obstacle : Position p1
Quatrième scénario : Nous choisissons une position p2 sur la trajectoire prise par le
fauteuil pendant l’assistance sur laquelle nous allons placer l’obstacle. Le module d’assistance
a beau dévier le robot vers la gauche, il n’est pas parvenu à éviter complètement l’obstacle
et le détecteur d’accrochage a pris le dessus en annulant la vitesse linéaire (Figure 7.17a).
Figure 7.12 Mode avec assistance : Image par image - Avec obstacle : Position p2
Cinquième scénario : Pour ce dernier scénario, nous avons reculé un peu l’obstacle afin
de diminuer l’influence du détecteur de collision. Cette fois-ci, le module d’assistance a pu
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collaborer avec les autres commandes et atteindre l’objectif.
Figure 7.13 Mode avec assistance : Image par image - Avec obstacle : Position p3
Courbes de vitesses : Les courbes des Figures 6.8, 6.9, 6.10, 6.11 et 6.12 illustrent les
profils de vitesses linéaire v et angulaire ω au cours du temps pour les cinq scénarios.
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Figure 7.14 Mode manuel : Commandes des vitesses
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Figure 7.15 Mode avec assistance : Commandes des vitesses - Sans obstacle
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Figure 7.16 Mode avec assistance : Commandes des vitesses - Avec obstacle : Position p1
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Figure 7.17 Mode avec assistance : Commandes des vitesses - Avec obstacle : Position p2
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Figure 7.18 Mode avec assistance : Commandes des vitesses - Avec obstacle : Position p3
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Tests avec des sujets humains
Les étapes de ces tests sont décrites dans la sous-section 6.5.3 de notre publication. Nous four-
nissons donc un tableau plus détaillé des entropies calculées afin d’évaluer les performances
de quelques participants pendant toutes les tâches demandées. Nous nous contentons de pré-
senter uniquement un exemple de tableau. Nous avons fusionné quelques tests Wheelchair
Skills Test (WST) (voir annexe B) ce qui constitue cinq scénarios :
A- Tâches : 01, 03, 06 et 08.
B- Tâches : 02 et 04.
C- Tâche : 07.
D- Tâches : 05 et 09.
E- Tâche : 10.
Le tableau suivant 7.2.2 détaille le calcul de tous les critère d’évaluation d’un participant,
la dernière colonne contient la valeur moyenne de toutes les tâches sauf pour la ligne des
collisions où elle présente la somme. De plus, certaines cellules (i, j) du tableau contiennent
des valeurs en gras pour illustrer avec quel contrôleur le participant était plus performant
pour chaque test.
Tableau 7.1 – Détails de performance d’un participant au cours des tests
Tâche Mode A B C D E M.S.
Entropie Hlin (%)
Man 60.83 52.12 39.77 45.95 57.02 51.14
Coll 13.5 51.35 68.22 52.44 63.91 49.88
Entropie Hang (%)
Man 48.57 52.76 45.27 60.74 55.97 52.61
Coll 47.57 36.46 39.25 45.13 47.18 43.12
Entropie H (%) Man 54.7 52.44 42.52 53.34 56.5 51.9
Coll 30.54 43.91 53.74 48.79 55.54 46.5
Régularité αlin (ms−1)
Man 0.2936 1.8367 1.5414 2.2382 0.9634 1.3747
Coll 0.5993 1.5481 0.6884 1.8992 0.4442 1.0358
Régularité αang (rad s−1)
Man 0.946 1.7864 1.626 2.1238 1.7212 1.6407
Coll 1.2952 1.8742 1.773 2.689 2.1094 1.9482
Performance Tratio (%)
Man 80.84 10.58 43.83 16.84 63.68 43.15
Coll 71.67 9.25 25.75 14.46 50.99 34.42
Collision c Man 0 3 1 0 0 4
Coll 0 0 0 0 0 0
Performance Q (eq min−1) Man 8.73 6.21 11.44 8.62 21.62 11.13
Coll 11.33 6.9 13.57 18.36 12.68 12.57
Négligence n (%) Man 100 45.97 84.12 67.67 85.58 76.67
Coll 100 72.79 92.65 74.65 92.96 86.61
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CHAPITRE 8 DISCUSSION GÉNÉRALE
Ce mémoire présente une nouvelle approche de contrôle collaboratif pour les fauteuils
roulants intelligents. Elle s’est basée sur les processus de décision Markoviens pour estimer
l’intention de l’usage et l’assister dans la navigation. Notre contribution présente une nou-
velle définition du partage du contrôle entre la machine et l’humain. Ce dernier est la source
première de décision afin d’assurer plus de liberté dans la navigation et une assistance per-
manente.
Nos résultats de tests s’avèrent satisfaisants malgré le fait que notre module de contrôle
collaboratif impose à l’usager de fixer un ensemble de points de destination sur la carte de
l’environnement. La stratégie de contrôle collaboratif présentée dans ce mémoire pourrait être
adaptée à d’autres plates-formes robotiques. Néanmoins, la différence entre les prototypes
entraînerait des modifications de paramètres lors du transfert vers d’autres robots. Tout
d’abord, dans le cadre de nos travaux, les commandes de l’usager sont fournies par un joystick.
Deuxièmement, l’utilisateur est en contact direct avec l’environnement de navigation, ce
qui n’est souvent pas le cas pour d’autres robots. Dans ce cas, il faudrait tenir compte
des nouveaux défis environnementaux et revoir la définition des fonctions de coûts et des
paramètres temporels utilisés dans notre contrôleur collaboratif.
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CHAPITRE 9 CONCLUSION ET RECOMMANDATIONS
Ces travaux représentent une nouvelle contribution à la recherche dans le domaine de l’in-
teraction entre l’Homme et le robot. Il s’agit d’une implémentation d’un module de contrôle
collaboratif à un fauteuil roulant électrique intelligent. Ce problème est d’autant plus difficile
à résoudre lorsque nos utilisateurs présentent des besoins spécifiques. En effet, nous devons
tenir compte non seulement des différences touchant la manière de conduire la machine mais
aussi des maladies annexes qui influencent les aptitudes des pilotes et leurs réactions devant
un contexte de dangers. Ce projet a pour objectif principal l’amélioration de la qualité de vie
des personnes âgées et à mobilité réduite afin de faciliter leur intégration sociale.
9.1 Synthèse des travaux
Deux solutions constituent notre contribution à la recherche et elles se sont basées essentiel-
lement sur les processus de décision de Markov.
• La première solution est un développement d’un module de résolution d’un POMDP
avec une méthode numérique (itération sur la valeur). Il s’agit plus précisément d’un
planificateur de mouvement. Nous avons choisi une implémentation assez générale afin
qu’il réponde à diverses fonctionnalités. Le module fournit en sortie des commandes
de vitesses destinées au moteur du fauteuil et il s’appuie sur un état (destination)
résultant d’autres algorithmes. La fonctionnalité globale dépend fortement de la nature
de ces derniers. En effet, s’il s’agit par exemple d’un programme de traitement d’images
qui permet de détecter les lieux ou les objets, notre module permet à l’utilisateur de
naviguer librement dans un espace inconnu dans le but de chercher un endroit ou un
objet précis. En outre, le partage de contrôle est aussi envisageable avec cette solution.
Pour ce faire, il suffit d’appliquer en amont un estimateur d’intention du pilote qui traite
les signaux de la manette et renvoie une destination finale. Il faut aussi améliorer la
fusion entre les deux commandes de vitesses pour assurer une collaboration constructive
(Pas de conflit entre l’opérateur et le fauteuil).
Cette résolution numérique a été testée en simulation avec le logiciel Gazebo et les
résultats ont été satisfaisants et ils figurent à la fin du chapitre 5.
• La deuxième solution est une autre alternative de résolution des processus de déci-
sion markoviens partiellement observables. Cette solution constitue aussi l’objet de
notre publication scientifique présenté au chapitre 6. Pour résoudre la problématique
de partage de contrôle, nous estimons au début l’intention de l’utilisateur grâce à une
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politique stochastique semblable à un MDP, puis nous résolvons un POMDP à l’aide
des états de croyance déterminés par la première politique. Cette méthode est connu
aussi sous l’abréviation QMDP ou bien Hindsight optimization. Nous avons élaboré des
tests cliniques WST avec des sujets humains. Pendant les tests, nous avons demandé
aux participants de contrôler la machine avec trois modes différents (manuel, collabo-
ratif et autonome) développés par notre groupe de recherche. Pour les deux premiers,
les sujets doivent accomplir une dizaine de tâches et en même temps répondre à un
quiz d’additions mathématiques.
À partir des données collectées, nous avons calculé plusieurs critères pour évaluer le
niveau de collaboration. Parmi ces derniers, nous citons : les performances de contrôle
r1, les entropies comportementales, les performance du quiz r2, les taux de négligence,
etc. Tous les résultats sont détaillés dans la section 6.5.4
Cette solution présente deux modes de fonctionnement qui dépendent du niveau d’as-
sistance recherché par l’utilisateur (Assistance normale ou élevée).
Un autre module supplémentaire a été développé pour mieux assurer la sécurité du pilote
dans des endroits contraints. Il s’agit d’un programme d’évitement de collisions qui assiste
l’opérateur tout le temps pendant la navigation. Le chapitre 7 contient tous les détails sur le
fonctionnement de ce module.
9.2 Limitations de la solution proposée
Les solutions proposées améliorent l’interaction entre le pilote et le fauteuil et les résultats
des tests sont prometteurs. Cependant, certains modules présentent quelques limites qui né-
cessiteront des améliorations futures. Pour la première solution, les états se trouvant dans des
endroits très encombrés sont difficilement accessibles et le robot parcourt un long trajet avant
de sélectionner un nouvel état optimal. Quant à la deuxième solution, elle présente moins
de limitations au niveau de l’assistance et la collaboration mais le module supplémentaire
d’évitement de collision peut engendrer des conflits au niveau de la collaboration vu qu’il
réduit uniquement la vitesse en cas de danger sans prévenir les autres modules.
Les commentaires des participants dans les questionnaires étaient fort utiles et ils nous ont
permis de saisir les points faibles de nos solution de collaboration. Certains participants
trouvent qu’il y a un manque de communication explicite de la machine avec le pilote.
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9.3 Améliorations futures
Première solution
• Améliorer l’échantillonnage de la carte réel pour mieux atteindre les objets se trouvant
dans des endroits encombrés d’obstacles.
• Améliorer la mise à jour des coûts pour les états optimaux inaccessibles par le paquet
move base.
• Minimiser la distance parcourue par robot.
• Améliorer la sélection de l’état optimal pour éviter l’envoi répétitif du même but.
Deuxième solution
• Affiner la communication entre les deux entités de contrôle.
• Gérer un lien entre le module d’évitement de collision et l’algorithme d’assistance glo-
bale pour tenir compte de ses interventions et éviter ainsi l’arrêt total du fauteuil.
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ANNEXE A THEOREM DEMONSTRATION
We detail in this paragraph the mathematical proof (by reverse induction) of the equation
(6.15, 6.16):
At the final time T ,
QTg (x, a) = Rrobotg (x, a)
= Rrobotκ∗ (x, a)
VTg (x) = mina Q
T
g (x, a) (dynamic programming)
= min
a
Rrobotg (x, a) (no transition state at T )
= min
a
Rrobotκ∗ (x, a)
> min
κ
min
a
Rrobotκ (x, a)
> min
κ
min
a
QTκ (x, a) (no transition state at T )
VTg (x) > minκ V
T
κ (x) (dynamic programming)
We seek to minimize our cost for the final destination at all time, so ∀t ∀κV tg(x) 6 V tκ(x),
then V tg(x) 6 minκ V tκ(x) Finally
VTg (x) = minκ V
T
κ (x)
We assume that our equations are true for t,
Qt−1g (x, a) = Rrobotg (x, a) + V tg(x′) (dynamic programming)
= Rrobotκ∗ (x, a) +minκ V
t
κ(x′) (Supposition t)
Qt−1g (x, a) = Rrobotκ∗ (x, a) + V tκ∗(x′) (definition of κ∗)
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V t−1g (x) = mina Q
t−1
g (x, a) (dynamic programming)
= min
a
(
Rrobotκ∗ (x, a) + V tκ∗(x′)
)
> min
κ
min
a
(
Rrobotκ (x, a) + V tκ(x′)
)
> min
κ
min
a
Qt−1κ (x, a) (dynamic programming)
> min
κ
V t−1κ (x, a) (dynamic programming)
V t−1g (x) = minκ V
t−1
κ (x, a) (previous reason)
Our proof is complete.
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ANNEXE B WHEELCHAIR SKILLS TEST
Wheelchair Skills Test (WST) 4.2.1
Power Wheelchair-Wheelchair User
Participant Number :_________________
Tester : _________________
Date : __________
Time start : ______ Time finish : ______
# Individual Skills
S
co
re
(0
-2
)
Comments
1 The user is placed in a huge space, then
he moves in straight line for 10 meters and
avoids pedestrians
2 Move backward for 3 meters with avoiding
pedestrians
3 Go straight then turn 90˚ (Left or right)
4 Turn 90˚ when moving backward
5 Turn 180˚
6 Go through a narrow hallway (1.8 meter
wide)
7 Reach a destination point placed behind a
ramp
8 Reach a destination point placed behind a
big obstacle
9 Park next to a table or a wall (20 cm)
10 Pass through a 1m width door
Additional comments : ___________________________________________
________________________________________________________
________________________________________________________
________________________________________________________
________________________________________________________
________________________________________________________
Scoring options for individual skills
Score What this means
Pass 2 Task independently and safely accomplished without any dif-
ficulty.
Pass with difficulty 1 The evaluation criteria are met, but the subject experienced
some difficulty worthy of note.
Fail 0 Task incomplete or unsafe.
Not possible NP The wheelchair does not have the parts to allow this skill.
Testing error TE Testing of the skill was not sufficiently well observed to pro-
vide a score.
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ANNEXE C SIMULATION
Introduction
Ce chapitre résume le travail de simulation que nous avons effectué pour valider nos diffé-
rents algorithmes virtuellement. Pour se faire, nous avons utilisé le simulateur 3D Gazebo
pour simuler divers scénarios et l’intragiciel ROS pour exécuter les applications robotiques
développées par notre groupe d’étudiants et doctorants. La combinaison entre les deux inter-
faces forment un simulateur de robotique assez puissant et performant dans le but de tester
les performances de nos algorithmes en simulations 3D exécutées sur des machines séparées.
De plus, Gazebo nous donne la possibilité d’avoir des environnements de travail proches de la
réalité grâce aux options de gravité et d’inertie, que nous pourrons modifier selon nos besoins,
et une librairie d’objets assez riche. Ainsi nous étions capables de tester notre robot dans des
scénarios plus ou moins dangereux en s’affranchissant d’éventuelles casses des composants de
notre fauteuil.
L’exécution des algorithmes avec le simulateur permet donc d’accélérer le travail du groupe
vu que chaque personne est maintenant capable de simuler ses propres applications sans de-
voir attendre que le prototype réel se libère pour ajuster les paramètres à sa guise, et nous
évitons aussi tous les problèmes de batterie et les perturbations du monde réel.
Ainsi, avec le simulateur Gazebo nous avons la possibilité d’évaluer nos applications dans un
monde 3D parfait ce qui nous permet de prévoir les sources d’erreurs extérieures qui peuvent
influencer les résultats de nos tests dans le monde réel.
Création de l’environnement virtuel de travail
Avec le logiciel Gazebo, nous sommes capables de simuler tous nos algorithmes dans des
environnements diversifiés grâce aux objets et aux outils personnalisables. De plus‘Gazebo
nous permet de ,modifier certaines lois de la physique définissant nos mondes de simulation
qui peuvent varier des milieux terrestres et aquatiques jusqu’aux milieux extraterrestres. Nos
environnements de travail de simulation se sont focalisés sur des endroits terrestres extérieurs
dans lesquels nous avons ajouté des sources naturelles lumineuses (soleil ou lune) afin de per-
turber les données fournies par nos capteurs vidéo simulés (Camera 3D Kinect ou Asus Xtion
PRO) et des endroits terrestres intérieurs (Laboratoire, foyer...) avec des espaces plus étroits
et des types de sols différents (moquette, tapis...) qui influencent nos données d’odométrie.
Gazebo contient une base de données assez riche en "open source". Ces objets sont personnali-
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sables grâce à des modules d’extension (plugins) qui contiennent généralement des algorithmes
pour modéliser le comportement de certains composants de notre prototype SmartWheeler
simulé. Parmi les plugins utilisés nous citons : le différentiel de mouvement régissant la dy-
namique de notre robot mobile non holonome et quelques plugins pour simuler certaines
données de capteurs sensoriels tels que les télémètres Laser (SICK LMS100 LRFs ou Hokuyo
UHG LRFs), la caméra 3D, les sonars...
Pour lancer le serveur Gazebo nous avons créé un fichier .launch contenant le code suivant :
<launch>
<inc lude f i l e=" $ ( f i nd gazebo_ros ) / launch/empty_world . launch ">
<!−−<arg name="world_name " value=" $ ( f i nd frmi_gazebo ) /worlds / f rmi . world " /−−>
<arg name="world_name " value=" $ ( f i nd frmi_gazebo ) /worlds /wi l lowgarage . world " />
<arg name=" use_sim_time " value=" true " />
<arg name=" debug " value=" f a l s e " />
</ inc lude>
. . .
Ce bout de code exécute le logiciel et charge l’environnement de simulation avec plusieurs
objets statiques et/ou dynamiques. A cette étape, le serveur sera lancé et une interface
graphique sera affichée. Le client Gazebo est donc prêt à être utilisé. Les deux environnements
souvent utilisés pour nos simulations sont les suivants :
(a) Bureaux (b) Laboratoire et cuisine
Figure C.1 Environnements virtuels
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Création du modèle virtuel FRMI / SmartWheeler
Dans cette section, nous nous intéressons aux modèles virtuels de nos plateformes robotiques.
En effet, le simulateur Gazebo nous permet de créer et modifier les objets grâce aux fichiers
SDF que nous pourrons à notre guise. Ces fichiers se trouvent généralement dans le dossier
∼/.gazzebo/models. Cependant, nous avons eu recours à une autre alternative de modélisation
de notre robot mobile virtuel. Nous avons utilisé le Format Universel de la Description
Robotique (URDF). Il s’agit d’un ensemble de fichier XML définissant nos paquets ROS
de description des prototypes (frmi_description et smart_wheeler_description). Ce format
est souvent utilisé par ROS pour définir les éléments composant les robots. L’extension des
fichiers est XML macro (Xacro).
Listes des macros XML
Nous détaillons la structure de nos fichiers Xacro. Elle regroupe une description complète des
différents composants du fauteuil roulant virtuel ainsi que la définitions de tous les repères
qui leur sont associés. Donc ces fichiers contiennent un ensemble de macros de links, de
transmissions, de roues...
<?xml ve r s i on=" 1 .0 " ?>
<robot xmlns : xacro=" http ://www. ros . org /wik i / xacro " name="FRMI">
<xacro : arg name=" sim " d e f au l t=" f a l s e " />
<xacro : property name="PI " va lue=" 3.14159265 " />
<xacro : property name=" base_length " va lue=" 0 .72 " />
<xacro : property name=" base_width " va lue=" 0 .50 " />
<xacro : property name=" base_height " va lue=" 0 .28 " />
<xacro : property name=" base_z " value=" 0 .11 " />
<xacro : property name=" base_footprint_x " value=" 0 .48 " />
. . . <!−− the robot d e s c r i p t i o n −−>
</ robot>
La deuxièmement ligne <robot xmlns :xacro="http ://www.ros.org/wiki/xacro" name="FRMI">
spécifie qu’il s’agit d’un format URDF contenant des macros XML. Elle définit aussi notre
robot virtuel nommé FRMI. Nous définissons aussi quelques propriétés de notre robot tels
que les dimensions des différentes roues, la hauteur du châssis, les positions des capteurs...
Ces paramètres peuvent être donc reconnus avec leurs noms dans tous les fichiers inclus. En
plus, nous pourrons appelé quelques arguments globaux afin de diversifier l’utilisation de nos
fichiers Xacro. Ce type d’argument est généralement défini dans les fichiers de lancement
(ROS launch). D’ailleurs, dans l’exemple suivant l’argument sim fait la distinction entre les
types de travaux que nous effectuons (simulation ou application réelle). Le paquet ROS de
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description du prototype est aussi utilisé pour la visualisation de nos résultats non seulement
virtuels mais aussi réels, d’où il est important de définir l’argument sim pour savoir si nous
devrons charger les modules externes (plugins) des capteurs et du différentiel en simulation
ou non. Le logiciel RviZ, en guise d’exemple, a aussi besoin d’un modèle virtuel pour la visua-
lisation c’est pour cela que nous faisons appel à ces même fichiers. Le bout du code suivant
illustre l’inclusion de certains fichiers xacro selon la condition sim :
<!−− Import a l l Gazebo−customizat ion elements , i n c l ud ing Gazebo c o l o r s −−>
<xacro : i f va lue=" $ ( arg sim ) ">
<xacro : i n c lude f i l ename=" $ ( f i nd f rmi_desc r ip t i on ) /mat e r i a l s /mat e r i a l s . gazebo " />
</xacro : i f>
<!−− Import Rviz c o l o r s −−>
<xacro : i n c lude f i l ename=" $ ( f i nd f rmi_desc r ip t i on ) /mat e r i a l s /mat e r i a l s . xacro " />
Le fichier materials.gazebo spécifie tous les aspects simulés de notre robot. Une prochaine
sous-section sera consacrée pour les décrire.
Maintenant, nous allons détailler l’exemple du châssis du robot et de sa projection (em-
preinte) sur le sol qui représentent les deux repères de base de notre prototype. D’autres liens
uniques de repères sont aussi fournis dans le code XML qui suit. À la fin de ce chapitre, nous
fournissons l’arbre global définissant tous les repères de notre modèle virtuel (voir C.4)
<!−− Link −−>
<l i n k name=" base_l ink ">
<c o l l i s i o n>
<o r i g i n xyz=" 0 0 ${base_height /2 + base_z} " rpy=" 0 0 0 " />
<geometry>
<box s i z e=" 0 0 0 " />
</geometry>
</ c o l l i s i o n>
<v i s u a l>
<o r i g i n xyz=" 0 0 ${base_height /2 + base_z} " rpy=" 0 0 0 " />
<geometry>
<box s i z e=" 0 0 0 " />
</geometry>
<mate r i a l name="Red" />
</ v i s u a l>
</ l i n k>
<l i n k name=" base_footpr int ">
<c o l l i s i o n>
<geometry>
<box s i z e=" ${base_length } ${base_width} ${base_height } " />
</geometry>
</ c o l l i s i o n>
<v i s u a l>
<geometry>
<box s i z e=" ${base_length } ${base_width} ${base_height } " />
</geometry>
<mate r i a l name="Red" />
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</ v i s u a l>
<i n e r t i a l>
<mass value=" 50 " />
<box_inert ia m=" 50 " x=" ${base_length } " y=" ${base_width} "
z=" ${base_height } " />
</ i n e r t i a l>
</ l i n k>
<l i n k name=" cha i r_seat ">
. . .
</ l i n k>
<l i n k name=" chair_back ">
. . .
</ l i n k>
<l i n k name=" r ight_armrest ">
. . .
</ l i n k>
. . .
Nous avons défini un parallélépipède base_length × base_width × base_height et de masse
m. Nous avons fixé aussi l’origine à une hauteur h = 12base_height + base_z . D’une façon
générale, trois balises forment notre lien de repère ; la première pour la détection des collisions,
la deuxième pour le rendu visuel et la dernière pour l’inertie de l’objet. La plupart du temps
les deux premières balises sont identiques sauf si l’utilisateur a envie de charger des modèles
plus complexes avec des motifs personnalisés. Pour gagner du temps, nous avons opté pour
des modèles simples avec des formes basiques.
Pour assurer la stabilité et l’équilibre de notre modèle pendant son mouvement, nous avons
défini des macros inertielles pour avoir une bonne répartition de masse. Voici la liste de toutes
les macros inertielles utilisées :
<!−− I n e r t i a −−>
<xacro : macro name=" cy l i nd e r_ i n e r t i a " params="m r h">
<i n e r t i a ixx=" ${m∗(3∗ r ∗ r+h∗h) /12} " ixy=" 0 " i x z=" 0 "
iyy=" ${m∗(3∗ r ∗ r+h∗h) /12} " i y z=" 0 " i z z=" ${m∗ r ∗ r /2} " />
</xacro : macro>
<xacro : macro name=" box_inert ia " params="m x y z ">
<i n e r t i a ixx=" ${m∗( y∗y+z∗z ) /12} " ixy=" 0 " i x z=" 0 "
iyy=" ${m∗( x∗x+z∗z ) /12} " i y z=" 0 " i z z=" ${m∗( x∗x+z∗z ) /12} " />
</xacro : macro>
<xacro : macro name=" sphe r e_ ine r t i a " params="m r ">
<i n e r t i a ixx=" ${2∗m∗ r ∗ r /5} " ixy=" 0 " i x z=" 0 " iyy=" ${2∗m∗ r ∗ r /5} "
i y z=" 0 " i z z=" ${2∗m∗ r ∗ r /5} " />
</xacro : macro>
Nous remarquons que notre châssis base_link ne contient pas de balise inertielle et ceci
s’explique par le fait que Gazebo n’accepte pas d’inertie pour le repère de base d’où l’utilité
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de sa projection base_footprint. La symétrie au niveau de notre fauteuil nous oblige à avoir
des repères récurrents par exemple tous les repères attachés aux roues de la partie droite
de notre fauteuil sont similaires à ceux de la partie gauche mais translatés. Pour cela, nous
avons créé des macro pour les roues, certains capteurs tels que les télémètres lasers et les
sonars, les repose-pieds etc.
<!−− wheel −−>
<xacro : macro name=" wheel " params="name rad iu s width mass ">
<l i n k name=" ${name}_wheel ">
<c o l l i s i o n>
<geometry>
<cy l i nd e r rad iu s=" ${ rad iu s } " l ength=" ${width} " />
</geometry>
</ c o l l i s i o n>
<v i s u a l>
<geometry>
<cy l i nd e r rad iu s=" ${ rad iu s } " l ength=" ${width} " />
</geometry>
<mate r i a l name=" Black " />
</ v i s u a l>
<i n e r t i a l>
<mass value=" ${mass} " />
<sphe r e_ ine r t i a m=" ${mass} " r=" ${ rad iu s } " />
</ i n e r t i a l>
</ l i n k>
</xacro : macro>
<!−− l a s e r −−>
<xacro : macro name=" l a s e r " params="name">
<l i n k name=" ${name}_laser ">
<c o l l i s i o n>
<geometry>
<cy l i nd e r rad iu s=" 0 .05 " l ength=" ${ la s e r_he ight } " />
</geometry>
</ c o l l i s i o n>
<v i s u a l>
<geometry>
<cy l i nd e r rad iu s=" 0 .05 " l ength=" ${ la s e r_he ight } " />
</geometry>
<mate r i a l name=" Yellow ">
</mate r i a l>
</ v i s u a l>
<i n e r t i a l>
<mass value=" 0 .02 " />
<cy l i nd e r_ i n e r t i a m=" 0 .02 " r=" 0 .05 " h=" ${ la s e r_he ight } " />
</ i n e r t i a l>
</ l i n k>
</xacro : macro>
<!−− sonnar −−>
<xacro : macro name=" sonnar " params="name">
. . .
</xacro : macro>
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<!−− l e g r e s t −−>
<xacro : macro name=" l e g r e s t " params="name parent_name x y z ang le ">
. . .
</xacro : macro>
Après avoir défini tous les repères nécessaires, nous avons ajouté les liaisons entre eux. Deux
types de macros de liaisons étaient développés. Les liaisons statiques et les liaisons pivots.
Quelques exemples de relations entre les différents repères et le repère de base sont fournies :
<!−− Continuous j o i n t : j o i n t that can turn −−>
<xacro : macro name=" macro_continuous_joint "
params="name parent_name x y z r o l l p i t ch yaw rotat ion_axe ">
<j o i n t name=" jo int_$ {name} " type=" cont inuous ">
<parent l i n k=" ${parent_name} " />
<ch i l d l i n k=" ${name} " />
<o r i g i n xyz=" ${x} ${y} ${z} " rpy=" ${ r o l l } ${ p i t ch } ${yaw} " />
<ax i s xyz=" 0 0 ${ rotat ion_axe } " rpy=" 0 0 0 " />
</ j o i n t>
</xacro : macro>
<!−− Fixed j o i n t −−>
<xacro : macro name=" macro_fixed_joint " params="name parent_name x y z r o l l p i t ch yaw">
<j o i n t name=" jo int_$ {name} " type=" f i x ed ">
<parent l i n k=" ${parent_name} " />
<ch i l d l i n k=" ${name} " />
<o r i g i n xyz=" ${x} ${y} ${z} " rpy=" ${ r o l l } ${ p i t ch } ${yaw} " />
</ j o i n t>
</xacro : macro>
<!−− Examples −−>
<xacro : macro_fixed_joint name=" base_footpr in t "
parent_name=" base_l ink " x=" ${base_footprint_x−base_length /2} " y=" 0 "
z=" ${base_height /2 + base_z} " r o l l=" 0 " p i t ch=" 0 " yaw=" 0 " />
<xacro : macro_fixed_joint name=" base_imu_link "
parent_name=" base_l ink " x=" ${imu_x} " y=" ${imu_y} " z=" ${imu_z} " r o l l=" ${ imu_rol l } "
p i t ch=" ${ imu_pitch} " yaw=" ${imu_yaw} " />
<xacro : macro_continuous_joint name=" right_wheel "
parent_name=" base_l ink " x=" 0 " y="−${base_width/2 + wheel_width /2} " z=" ${wheel_radius } "
r o l l=" ${−PI/2} " p i t ch=" 0 " yaw=" 0 " rotat ion_axe=" 1 " />
<xacro : macro_continuous_joint name=" l e f t_whee l "
parent_name=" base_l ink " x=" 0 " y=" ${base_width/2 + wheel_width /2} " z=" ${wheel_radius } "
r o l l=" ${PI/2} " p i t ch=" 0 " yaw=" 0 " rotat ion_axe="−1" />
. . . .
Afin de charger notre modèle au serveur Gazebo, nous faisons appel à la commande suivante
dans notre fichier de lancement de simulation simulation.launch.
<arg name=" s imu la t i on " va lue =" true " />
<!−− Convert an xacro and put on parameter s e r v e r −−>
<param name=" robot_desc r ip t i on "
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command=" $ ( f i nd xacro ) / xacro . py $ ( f i nd f rmi_desc r ip t i on ) / robots / f rmi . urdf . xacro sim:=$ (
arg s imu la t i on ) " />
<!−− Spawn a robot in to Gazebo −−>
<node name=" urdf_spawner " pkg=" gazebo_ros " type=" spawn_model "
respawn=" f a l s e " output=" sc r e en "
args="−urdf −model FRMI −param robot_desc r ip t i on " />
La première commande appelle notre script Xacro afin de le convertir sous la forme URDF.
Ce résultat sera par la suite sauvegardé en tant que paramètre global de ROS nommé
frmi_description ou smart_wheeler_description. Puis la deuxième ligne de commande exé-
cute un programme à partir du paquet gazebo_ros qui chargera ce paramètre et envoie notre
modèle créé au simulateur Gazebo.
Simulation des données virtuelles
Quand nous lançons notre projet avec Gazebo, le client s’exécute et les modèles de la Fi-
gure C.2c et de la Figure C.2d apparaissent.
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(a) Modèle réel : FRMI (b) Modèle réel : SmartWheeler
(c) Modèle virtuel : FRMI (d) Modèle virtuel : SmartWheeler
Figure C.2 Prototypes simulés et réels
Le design de notre fauteuil roulant intelligent est complet mais nous ne pourrons rien
simuler puisqu’il s’agit d’un objet statique qui n’a aucun moyen de récupérer les données
de l’environnement simulé ou de même se mouvoir. Pour ce faire, nous devons ajouter des
modules d’extension (plugins) pour notre modèle. Il y a ainsi plusieurs types de modules :
• Environnement : régit des lois de la physique comme la gravité, la propagations des
ondes, réfraction, réflexion...
• Manipulation : décrit la dynamique des robots mobiles et volants.
• Sensoriel : fournit des données virtuel de caméra, télémètres laser à balayage, sonars...
Commençons par le déplacement de notre prototype. Nous avons besoin d’un contrôleur de
mouvement planaire. Gazebo contient aussi une librairie de modules assez riche dans laquelle
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nous avons trouvé un griffon reliant les joints des roues créés précédemment au contrôleur
de mouvement. La commande suivante active ce contrôleur :
<!−− ros_contro l p lug in s −−>
<gazebo>
<plug in name=" gazebo_ros_control " f i l ename=" l ibgazebo_ros_contro l . so ">
<robotNamespace>/FRMI</robotNamespace>
<robotSimType>gazebo_ros_control /DefaultRobotHWSim</robotSimType>
</ plug in>
</gazebo>
Pour utiliser le ros_control, nous devrons ajouter quelques éléments supplémentaires à notre
liste de macros. Ce sont des éléments de transmissions pour simuler les actionneurs au niveau
des roues. Au final, trois contrôleurs ont été utilisés pour déplacer le robot et récupérer les
données d’odométrie en simulation. Le fichier YAML suivant détaille les caractéristiques de
ces derniers contrôleurs PID :
FRMI:
# Publ i sh a l l j o i n t s t a t e s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
j o i n t_ s t a t e_con t r o l l e r :
type : j o i n t_ s t a t e_con t r o l l e r / Jo i n tS t a t eCon t r o l l e r
publ i sh_rate : 50
# E f f o r t Con t r o l l e r s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
l e f t_whe e l_e f f o r t_con t r o l l e r :
type : e f f o r t_ c o n t r o l l e r s / J o i n tE f f o r tCon t r o l l e r
j o i n t : j o in t_ le f t_whee l
pid : {p : 200 .0 , i : 0 . 1 , d : 10 .0}
r i gh t_whee l_e f f o r t_cont ro l l e r :
type : e f f o r t_ c o n t r o l l e r s / J o i n tE f f o r tCon t r o l l e r
j o i n t : jo int_r ight_whee l
pid : {p : 200 .0 , i : 0 . 1 , d : 10 .0}
Maintenant nos repères liées aux roues sont capables de tourner et translater dans l’espace
de travail. Donc il est nécessaire de déterminer à chaque instant les nouvelles positions et
orientations des autres repères. Pour cela nous exécutons un nœud ROS qui fournit un arbre
global de toutes les transformations 3D entre les différents repères au cours du temps.
<!−− Load j o i n t c o n t r o l l e r c on f i g u r a t i o n s from YAML f i l e to parameter s e r v e r −−>
<rosparam f i l e=" $ ( f i nd f rmi_contro l ) / c on f i g / f rmi_contro l . yaml "
command=" load " />
<!−− load the c o n t r o l l e r s −−>
<node name=" contro l l e r_spawner " pkg=" contro l ler_manager " type=" spawner "
respawn=" f a l s e " output=" sc r e en " ns=" /FRMI"
args=" j o i n t_ s t a t e_con t r o l l e r
r i gh t_whee l_e f f o r t_cont ro l l e r
l e f t_whe e l_e f f o r t_con t r o l l e r " />
<!−− convert j o i n t s t a t e s to TF trans forms f o r rv i z , e t c −−>
<node name= " robot_state_publ i sher " pkg=" robot_state_publ i sher "
type=" robot_state_publ i sher " respawn=" f a l s e " output=" sc r e en ">
<remap from=" / j o i n t_s t a t e s " to=" /FRMI/ j o i n t_s t a t e s " />
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</node>
À ce stade, notre robot virtuel est capable de se déplacer en lui fournissant des commandes
d’entrées pour ses contrôleurs. Mais nous cherchons à contrôler notre fauteuil grâce une
manette de jeu et pour cela nous avons besoin d’un convertisseur de commandes de vitesse
pour avoir l’équivalent en terme de commandes pour les actionneurs des roues. Gazebo nous
donne la possibilité d’avoir un module de différentiel qui assure cette tâche fournit aussi une
odométrie.
<gazebo>
<plug in name=" f rm i_con t r o l l e r " f i l ename=" libgazebo_ros_planar_move . so ">
<commandTopic>cmd_vel</commandTopic>
<odometryTopic>odom</odometryTopic>
<odometryFrame>odom</odometryFrame>
<odometryRate>50 .0</odometryRate>
<robotBaseFrame>base_l ink</robotBaseFrame>
</ plug in>
</gazebo>
Nous avons décidé de détailler l’ajout d’une caméra 3D au niveau de l’avant de notre robot
derrière l’écran tactile et de l’un des télémètres laser à balayage de type Hokuyo.
Avec le plugin libgazebo_ros_camera.so nous avons les images RGB ainsi que les données
de profondeur et avec le plugin libgazebo_ros_laser.so nous obtenons les données scan des
lasers. Ceci nous permet de détecter les obstacles et créer la carte de l’environnement.
<gazebo r e f e r e n c e=" openni_camera ">
<mate r i a l>Gazebo/Blue</mate r i a l>
<senso r type=" camera " name=" camera1 ">
<update_rate>30 .0</update_rate>
<camera name=" k ine c t ">
<hor i zonta l_fov>1.3962634</ hor i zonta l_fov>
<image>
<width>800</width>
<he ight>800</ he ight>
<format>R8G8B8</ format>
</image>
<c l i p>
<near>0.02</near>
<f a r>300</ f a r>
</ c l i p>
</camera>
<plug in name=" camera_contro l l e r " f i l ename=" libgazebo_ros_camera . so ">
<alwaysOn>true</alwaysOn>
<updateRate>0 .0</updateRate>
<cameraName>k ine c t</cameraName>
<imageTopicName>image_raw</imageTopicName>
<cameraInfoTopicName>camera_info</cameraInfoTopicName>
<frameName>camera_link</frameName>
<hackBase l ine>0.07</ hackBase l ine>
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<di s to r t i onK1>0 .0</ d i s to r t i onK1>
<di s to r t i onK2>0 .0</ d i s to r t i onK2>
<di s to r t i onK3>0 .0</ d i s to r t i onK3>
<di s to r t i onT1>0 .0</ d i s to r t i onT1>
<di s to r t i onT2>0 .0</ d i s to r t i onT2>
</ plug in>
</ senso r>
</gazebo>
<gazebo r e f e r e n c e=" r i gh t_ l a s e r ">
<mate r i a l>Gazebo/Yellow</mate r i a l>
<senso r type=" ray " name=" head_hokuyo_right_laser ">
<v i s u a l i z e>true</ v i s u a l i z e>
<update_rate>40</update_rate>
<ray>
<scan>
<ho r i z on t a l>
<samples>720</ samples>
<r e s o l u t i o n>1</ r e s o l u t i o n>
<min_angle>−2.35619449019</min_angle>
<max_angle>2.35619449019</max_angle>
</ ho r i z on t a l>
</ scan>
<range>
<min>0.10</min>
<max>8 .0</max>
<r e s o l u t i o n>0.01</ r e s o l u t i o n>
</ range>
<!−− <no i s e> <type>gauss ian</ type> Noise parameters based on publ i shed
spec f o r Hokuyo l a s e r ach i ev ing "+−30mm" accuracy at range < 10m. A mean
o f 0 . 0m and stddev o f 0 .01m w i l l put 99.7% of samples with in 0 .03m of the
t rue read ing . <mean>0 .0</mean> <stddev>0.01</ stddev> </ no i s e> −−>
</ray>
<plug in name=" gazebo_ros_head_hokuyo_controller " f i l ename=" l ibgazebo_ros_lase r . so ">
<topicName>/ l a s e r s / r ight_scan</topicName>
<frameName>r i gh t_ l a s e r</frameName>
</plug in>
</ senso r>
</gazebo>
Avec RviZ nous pourrons visualiser les données de la camera 3D (Figure C.3). Nous illustrons
aussi la portée des différents lasers en bleu et leurs intersections avec les obstacles de l’envi-
ronnement. Nous construisons ainsi une carte de coût (costmap) caractérisant l’inflation des
objets (Nuance de bleu dans RviZ).
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Figure C.3 Simulation des Hokuyo UHG-08LX et de la caméra 3D Asus Xtion Pro
119Cette figure représente l’ensemble des repères construisant notre modèle virtuel.
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Figure C.4 Arbre global des transformations : FRMI
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ANNEXE D CARTOGRAPHIE ET LOCALISATION SIMULTANÉES
À l’aide de plusieurs outils de programmation assez pratiques présents avec divers langages
(C++, Python et Java), ROS permet de tester les différents modules grâce à des logiciels de
simulation compatibles tel que Gazebo (voir annexe C) puis de les appliquer sur les prototypes
réels.
La navigation globale de notre projet est indépendante de l’environnement de travail. À
cet effet, nous avons testé différentes techniques de SLAM pour mieux les comparer et choisir
le plus performant et le plus stable.
Toutes les approches étaient évaluées réellement dans les mêmes conditions de travail et
comparées avec les résultats de simulations.
Dans ce chapitre, nous allons comparer entre les représentations de cartographie les plus
connues dans la robotique mobile et nous allons présenter leur trois algorithmes de SLAM
disponible sur ROS : Hector Mapping, GMapping et KartoSLAM.
Introduction
La localisation et cartographie simultanées représente actuellement un domaine de recherche
en robotique assez riche. Se localiser dans un environnement inconnu ou bien mettre à jour
une carte au cours du temps est indispensable pour plusieurs applications autonomes ce qui
a attiré l’attention dans la littérature de la robotique mobile.
Toutes les méthodes de SLAM présentes dans ce travail sont disponibles sur internet et
elles étaient testées et validées avec nos fauteuils roulants motorisés intelligents (FRMI et
SmartWheeler) pendant l’exécution de quelques tâches automatiques (marche avant et ar-
rière, tourner et se garer à coté d’un objet...). Ce mode de fonctionnement nécessite une
localisation rapide et précise ainsi qu’une détection des obstacles statiques et dynamiques,
c’est pourquoi la technique de SLAM qui sera choisie doit avoir une robustesse vis-à-vis toutes
sortes de bruit et un niveau de précision bien élevé afin de pouvoir exécuter nos programmes
dans des environnements nouveaux.
Il était judicieux d’étudier les anciens travaux des étudiants et doctorants pour avoir une
idée sur les méthodes déjà utilisées pour le SLAM. D’ailleurs, les mémoires des anciens étu-
diants du cycle supérieur de l’École Polytechnique de Montréal (Majdoub, 2014; El Fathi,
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2012) nous ont bien aidés dans nos recherches et dans nos collectes d’informations. De plus,
nous avons étudié aussi les techniques de SLAM les plus connues et les plus utilisées pour
des robots mobiles équipés du même type de capteurs se trouvant sur nos prototypes (des
télémètres lasers). Les liens 1 2 3 en bas de page indiquent les paquets de localisation et car-
tographie simultanées étudiés dans ce chapitre. Nos anciens algorithmes de SLAM se sont
basés sur le GMapping.
Représentations de cartographie
Cette section résume les représentations de cartes les plus utilisées dans la robotique mobile.
Vu que l’intérêt majeur du SLAM est de reconstituer la carte de l’environnement, les études
de chaque type de représentations serait indispensable pour mieux saisir toutes les notions
et ainsi choisir l’algorithme le plus performant.
Nous allons étudier deux sortes de cartes dans cette section : les cartes métriques et les cartes
topologiques. Il y a aussi un troisième type de cartes qui représente une version hybride des
cartes métriques et topologiques, il s’agit d’un mélange de ces deux représentations.
Les cartes métriques sont construites à partir d’un référentiel de base et l’estimation de la
position du robot au cours du temps dans l’environnement de travail. Ce type de carte peut
être développé grâce aux mesures des capteurs sensoriels (LiDAR, Kinect, sonar, télémètre à
balayage Laser (LRF)...). Les grilles d’occupation sont souvent utilisées pour caractériser ce
genre de cartes. Il s’agit d’une matrice de réels où chaque cellule représente un petit espace
de l’environnement et chaque valeur caractérise la probabilité d’occupation. La Figure D.1a
donne un exemple de ce genre de carte.
Pour les cartes topologique, on parle plus de notion de nœuds et d’arcs. D’une manière
générale, les nœuds représentent des positions ou/et des marqueurs dans le graphe et ils
sont connectés entre eux. L’exemple de la Figure D.1b est une carte hybride trouvée dans la
littérature (Konolige et al., 2011) qui décrit bien ses notions (Les points rouges représentent
les nœuds).
1. http ://wiki.ros.org/gmapping
2. http ://wiki.ros.org/slam_karto
3. http ://wiki.ros.org/hector_mapping
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(a) Carte métrique (b) Carte hybride
Figure D.1 Exemples de représentations
La méthode de cartographie topologique est efficace surtout dans le cadre des grands es-
paces vu que la carte est plus compacte donc nous avons besoin de moins de mémoire par
rapport à celle nécessaire pour une cartographie métrique et les algorithmes sont aussi plus
rapides.
Voici un tableau récapitulatif des avantages et des inconvénients de chaque méthode. Nous
nous sommes inspirés des travaux de la référence (Thrun, 1998) pour développer cette com-
paraison.
Type Caractéristique
Métrique - Facile à construire
- Plus de calcul
- Nécessite plus de mémoire pour les environnements
espacés
- Pas d’ambiguïté pour la reconnaissance des espaces
-Toujours la même pour tous les robots
Topologique - Plus simple que les cartes métriques
- Reconnaissance des emplacements est plus difficile
- Pas besoin de la position du robot
- Dépend fortement de la portée des capteurs sensoriels
Il est intéressant de mentionner que les algorithmes permettant d’établir ces deux types de
cartes sont différents. Cependant, il est possible de fusionner ces techniques pour construire
des cartes hybrides (Figure D.1b) plus précises et plus homogènes. Dans la référence (Thrun,
1998), nous avons découvert un algorithme pour développer une telle carte. Le processus
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se base essentiellement sur les réseaux de neurones pour faire l’apprentissage des grilles de
l’espace puis sur une étude des régions critiques afin de générer les cartes topologiques.
Localisation et Cartographie Simultanées
Dans cette section, nous présenterons les bases des techniques de cartographie d’environne-
ment ainsi que les différentes approches trouvées dans la littérature.
La majorité des algorithmes se base sur une notion bien particulière qui est le calcul de
probabilité. Ce calcul englobe d’une façon générale les incertitudes d’estimation (position,
orientation, etc) et les bruits qui peuvent influencer les mesures des capteurs de détection et
de localisation. Les filtres les plus rencontrés dans les approches de SLAM sont les filtres de
Kalman (KF) et les filtres de particules (PF). Ces deux types de filtre font partie intégrante
de la famille des filtres de Bayes (cf Thrun et al., 2005).
Filtre de Kalman
Le développement de ce filtre est effectué suivant deux étapes distinctes de calcul : une
prédiction et une mise à jour. Il estime la valeur (a priori) du vecteur ou variable d’état du
modèle pendant la première phase de calcul (Phase de prédiction) grâce aux itérations du
passé puis il corrige cette estimation avec les observations fournies par nos différents capteurs
de mesure (Phase de mise à jour). Cette combinaison représente l’état finale de notre modèle
étudié.
Il y a aussi une version étendue de ce filtre (EKF) qui généralise la résolution d’un problème
non linéaire.
Filtre de particules
Ce filtre présente une autre méthodologie de filtrage de Bayes. L’état probabiliste est ca-
ractérisé par un ensemble de particules pondérées par différentes valeurs représentant leurs
importances ou leurs poids. Il se base sur l’approche markovienne autrement dit chaque état
dépend uniquement de son précédent.
Parmi les techniques de SLAM qui utilisent ce type de filtre nous pouvons invoquer le FastS-
LAM. Cette méthode associe un nombre de marqueurs pour chaque particule et du coup
applique K filtres de Kalman étendu pour localiser les marqueurs. Ceci permet d’une part
de réduire la complexité du calcul en comparaison avec les méthodes qui se base uniquement
sur les (EKF) et d’autre part d’avoir un algorithme plus rapide. Le FastSLAM possède une
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version plus étendue avec un nombre indéterminé de marqueur. Les résultats des expérimen-
tations sont fournis dans l’article (Montemerlo et al., 2002).
Il existe dans la littérature d’autres approches de cartographie se basant sur le filtrage
de particule parmi lesquelles nous citons le Rao-Blackwellised (Doucet et al., 2000; Grisetti
et al., 2007).
Il ne faut pas oublier aussi certains algorithmes différents des techniques de filtrages vues
précédemment et qui couvrent quelques inconvénients que ces derniers présentent. Dans les
filtrages toutes les données fournies sont utilisées puis jetées ce qui rend la récupération des
anciennes impossible pendant la construction des cartes. Nous parlons ici des approches de
SLAM à base de graphe. Le GraphSLAM présenté par la référence (Thrun et Montemerlo,
2006) était testé dans des environnements diversifiés, l’idée de cet algorithme de localisa-
tion et de cartographie simultanée est belle et bien simple. Il extrait des graphes creux de
contraintes à partir des mesures des capteurs et puis la trajectoire du robot permet d’estimer
la carte globale et ceci après une linéarisation des différentes contraintes (arcs composants les
graphes). L’application de cette méthode a abouti à la résolution de plusieurs problèmes de
cartographie et les expériences (Thrun et Montemerlo, 2006) ont montré l’efficacité de cette
approche.
Évaluation des algorithmes de SLAM
Nous allons présenter quelques paquets ROS disponibles sur internet utilisés pour la détec-
tion de l’environnement de travail d’un robot mobile. Les trois techniques de SLAM étudiées
sont les suivantes : Hector Mapping, GMapping et KartoSLAM.
Pour garder les mêmes conditions de travail pendant notre étude de ces trois approches, nous
avons parcouru avec notre robot mobile (FRMI) l’un des étages du bâtiment McConnell En-
gineering de l’université de McGill et entre temps nous avons enregistré toutes les données
des trois télémètres lasers Hokuyo, de la centrale inertielle (IMU) et des différents transfor-
mateurs (/tf topic) dans un fichier ROS Bag. Avec toutes ces informations, nous sommes
capables de visualiser notre robot modélisé sur rviz et d’exécuter l’un des trois algorithmes de
SLAM qui nous fournira la carte de l’étage. D’une façon générale, le résultat de l’exécution
des algorithmes de localisation et cartographie simultanées sur ROS se caractérise par un
topic /map contenant des messages de type nav_msgs/OccupancyGrid et par la transfor-
mation entre les deux repères (map → odom). Toutes ces notions sont bien détaillées dans
les REP de ROS.
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Hector Mapping
Il s’agit d’une approche de SLAM qui peut être utilisée sans avoir besoin des données de
l’odométrie 4 du robot. Il se focalise sur l’estimation du mouvement du robot grâce aux
mesures des capteurs LIDARS, nous avons testé cet algorithme avec des télémètres laser
Hokuyo UST-10Lx qui ont une portée de 8 mètres et un champs de vision de 270˚ . Il est
possible aussi d’intégrer d’autres capteurs tels que un GPS et une centrale inertielle IMU,
ceci permet d’augmenter la fréquences des mesure et ainsi améliorer les performances des
filtres appliqués dans les algorithmes de navigation inertielle Figure D.2.
Figure D.2 Architecture de HectorMapping
Cette figure est issue de la référence (dos Santos, 2013) et illustre l’architecture sur laquelle se base
HectorMapping
L’inconvénient de cette méthode se résume surtout dans la non utilisation des données
de l’odométrie des encodeurs des roues du robot parce qu’ à faibles fréquences des mesures
des télémètres Hokuyo, les estimations ne seront pas précises et ainsi la carte ne sera pas
parfaite. En outre, nous cherchons à construire une carte de l’environnent à temps réel et à
haute vitesse de navigation (Vitesse maximale du fauteuil roulant).
Cette approche de SLAM effectue une localisation 2D qui se base sur l’alignement des lasers
avec les limites de la carte obtenue, cet alignement provient de la résolution de quelques
équations de Newton_Gauss qui fournissent les bonnes transformations pour avoir le parfait
alignement.
Le fait que HectorMapping donne plus d’importance aux données des lasers et n’utilise op-
4. Wikipedia : L’odométrie est une technique permettant d’estimer la position d’un véhicule en mouve-
ment. Le terme vient du grec hodos (voyage) et metron (mesure). Cette mesure de bas niveau est présente
sur quasiment tous les robots mobiles, grâce à des capteurs embarqués permettant de mesurer le déplacement
du robot (de ses roues).
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tionnellement l’odométrie, peut engendrer une superposition des images constituant la carte.
Prenons l’exemple de la navigation dans un long couloir. Les mesures des lasers n’arriveront
pas à détecter l’un des bouts du couloir à cause de sa longueur, elles resteront inchangées
et leur différentielle nulle implique une stationnarité du robot vu que la localisation se base
sur cette différentielle, ce qui implique la superposition de certaines images. Les résultats de
cartographie suivant montrent bien ce cas de figure.
(a) HectorMapping (b) Résultat recherché
Figure D.3 Résultats intermédiaires de cartographie : Hector_Mapping
On voit bien les limites de HectorMapping si nous comparons les résultats de SLAM des
deux figures précédentes. La Figure D.3b représente notre meilleur résultat obtenu en exé-
cutant l’approche de SLAM. Donc nous pouvons conclure que l’algorithme de Hector a des
problèmes lorsque les lasers ont des mesures inchangées au cours du temps (exemple du long
couloir). De plus, nos mesures fournies par les trois lasers du FRMI après filtrage et fusion
dans un même topic /Lasers/virtual_scan(Les paquets de SLAM acceptent une seule source
de mesure), possèdent une fréquence de 7 Hz qui n’est pas très importante. La navigation
du robot s’effectue avec les vitesses angulaire et linéaire les plus grandes possibles selon les
exigences de l’environnement.
Cette approche était aussi testée avec d’autres robots mobiles en simulation et elle a donné
des résultats plus satisfaisants en comparaison avec ce que nous avons obtenus. Cependant,
ces tests (dos Santos, 2013; Machado Santos et al., 2013) étaient effectués avec des lasers
Hokuyo URG-04LX-UG01 LRF de fréquence 10 Hz en déplaçant le robot à faibles vitesses.
GMapping
Actuellement, il s’agit de la technique de SLAM la plus utilisée. Elle se base sur les données
des télémètres laser. Elle fait aussi partie de la famille des filtres de particules plus exacte-
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ment celles de Rao-Blackwellised citée précédemment.
L’inconvénient majeure avec ce type de filtre est l’augmentation de la complexité des calculs
pour un nombre de particules assez important ce qui est nécessaire pour améliorer la préci-
sion au cours de la construction de la carte de l’environnement. De plus, il est important de
mentionner qu’il y a le problème de l‘élimination de quelques particules pendant la phase de
ré-échantillonnage ce qui affecte énormément la qualité du résultat.
Dans la littérature, on trouve des méthodes qui minimisent l’effet de ce ré-échantillonnage
en construisant une distribution de particules à partir du mouvement du robot et de l’aligne-
ment des traces des lasers avec les obstacles, c’est ce qu’on appelle du Scan matching.
Nos anciens algorithmes de cartographie et localisation simultanée se sont basés essentielle-
ment sur le GMapping et cette technique était plus ou moins satisfaisante selon les vitesses
de navigation : pour des faibles vitesses, nous avons des bons résultats en général mais dès
que nous augmentons la vitesse les algorithmes de GMapping ont du mal avec les espaces
qui se ferment. Ceci montre que GMapping peut manquer de robustesse à cause des erreurs
d’orientation engendrées par le glissement des roues du robot.
KartoSLAM
KartSLAM est une technique de SLAM basée sur les graphes. Elle est développée par la SRI
International’s Karto Robotics.
Depuis Avril 2010, le code de cette technique est devenu ouvert avec la licence LGPL. On
trouve une librairie de cet algorithme sur ROS qui contient un détecteur de boucle (loop
closure), un Scan matcher et un constructeur de grille d’occupation : la matrice représentant
les différentes cellules de l’environnement.
KartoSLAM est combiné aussi avec le processus de l’ajustement de position (Sparse Pose
Adjustment (SPA)) pour l’optimisation du résultat de SLAM en améliorant le Scan matching
et le closure loop. Par conséquent, cette technique représente une bonne librairie autonome
pour la cartographie 2D.
Comme mentionné précédemment, un tel algorithme de SLAM se base sur la notion de
graphes. À partir de la trajectoire du robot et des mesures des lasers, les arcs seront construits
après avoir relié tous les nœuds du graphe représentant les positions du robot au cours du
temps. Et pour chaque nouvelle position, l’algorithme de Karto cherche la configuration la
plus conforme aux contraintes. Cette méthode donne des résultats robustes, elle est plus
performante avec des lasers de grande portée. Il s’agit de l’algorithme choisi par notre groupe
pour le SLAM. La figure D.3b est le résultat de KartoSLAM.
