Abstract. This paper deals with the noncommutative residue and some its applications in Riemannian geometry. It is divided into three parts. In first part we give a detailed account on the interpretation due to Connes-Moscovici of the noncommutative residue in terms of the logarithmic singularity of the kernel of a ΨDO near the diagonal. In the second part we give two interesting applications of this approach. The first one is a simple and effective proof of the fact that any smoothing operators is a sum of ΨDO commutators, which can be used for proving the well-known result of Wodzicki that the noncommutative residue spans the space of traces on ΨDO's. The second one is the construction of local conformal invariants from noncommutative residue densities, which allows us to extend and simplify earlier results of Gilkey and Paycha-Rosenberg. In the third part extending an idea of Connes, we explain how the noncommutative residue can be used to define in a differential-geometric fashion the "lower dimensional" volumes of a Riemannian manifold, e.g., it can be given sense to the length and the area of Riemannian manifolds of any dimension.
Introduction
The noncommutative residue of Wodzicki ([Wo1] , [Wo3] ) and Guillemin [Gu1] is a trace on the algebra Ψ Z (M, E) of integer order ΨDO's on a compact manifold M n acting on the sections of a vector bundle E. It appears as the residual trace on Ψ Z (M, E) induced by analytic extension of the operator trace to ΨDO's of noninteger order, but locally it is given by the integral the symbol of degree − dim M over the unit cosphere.
Since its discovery the noncommutative residue has found numerous applications and generalizations (see, e.g., [CM] , [FGLS] , [Gu3] , [Le] , [MN] , [Po3] , [Sc] ). In particular, the existence of a residual trace is an essential ingredient in the framework for the local index formula in noncommutative geometry of Connes-Moscovici [CM] .
This papers deals with the noncommutative residue for classical ΨDO's and some of its applications in Riemannian geometry. It is divided into three parts.
In the first part we give a detailed account of the approach to the noncommutative geometry of Connes-Moscovici [CM] . This approach, given in [CM, Sect. 5, 6] in the setting of the hypoelliptic calculus on foliated manifolds, is fairly elementary and has two main ingredients:
(i) The observation that the coefficient of the logarithmic singularity of the kernel a ΨDO in a local chart makes sense globally as a density (see Proposition 2.10).
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(ii) The fact, first noticed by Wodzicki [Wo3, 3.22 ] (see also [Gu2] ) and later popularized by Kontsevich-Vishik [KV] , that the trace-density defined for ΨDO's of order m, ℜm < − dim M , has an analytic extension to all ΨDO's of non-integer order which induces a residual density on ΨDO's of integer order.
In fact, the residual density in (ii) agrees with that from (i). This way it can easily be seen that the noncommutative residue is a residual trace and is given by the integral of a density functorial with respect to diffeomorphisms (see Proposition 3.5). On the way we also recall the characterization of ΨDO's in terms of their Schwartz kernels and we give a detailed account the analytic extension of the trace-density for ΨDO's along the lines sketched in [KV] .
In the second part of the paper we give two interesting applications of the interpretation of the noncommutative residue from the first part.
First, by a well-known result of Wodzicki ([Wo2] , [Ka] ; see also [Gu3] ) the noncommutative residue is the unique trace up to constant multiple when the manifold is connected. The proof in [Wo2] can be divided into two main steps. The first step is to prove that the noncommutative residue is the only trace up to constant multiple on the algebra of symbols. This can be obtained by elementary arguments (see, e.g., [FGLS] ). The second step, which is also explained in [Le] , consists in showing by means of Fredholm index theoretic arguments that any trace on ΨDO's must vanish on smoothing operators, so that Wodzicki's result can be deduced from the first step.
An interesting consequence of Wodzicki's result is that any smoothing operator is a sum of ΨDO commutators. It is therefore natural to ask for an effective and direct proof this result which is independent to Wodzicki's result. We produce such a proof in Section 4. The argument is rather elementary and relies on the fact that on R n any smoothing operator can be explicitly written as the sum of n ΨDO commutators (see Lemma 4.4). Furthermore, as together with the first step this implies Wodzicki's result, we get an elementary version of the second step in the proof of the result of Wodzicki. Second, a result of Parker-Rosenberg [PR] states that the coefficient of t −1 in the small time heat kernel asymptotics for the conformal Laplacian on a (compact) Riemannian manifold is a local conformal invariant. This result has been generalized to general conformally invariant elliptic differential operator by Gilkey [Gi, Thm. 1.9.4] . Recently, Paycha-Rosenberg [PaR] showed that the noncommutative residue density of the parametrix of a conformally invariant elliptic ΨDO is a local conformal invariant, which allowed them to recover Gilkey's result.
The argument in [Gi] and in [PaR] is based on variational formulas for spectral functions associated to smooth families of elliptic ΨDO's. By taking advantage of the approach of the noncommutative residue of [CM] we can get a simpler proof of a slightly more general result (see Proposition 5.6). In particular, we don't make any use of variation formulas.
In the third and last part of the paper we explain how the noncommutative residue can be used to define "lower dimensional volumes" of Riemannian manifolds. More precisely, it has been observed by Connes [Co4] that the area of the area of a 4-dimensional Riemannian manifold can be defined as the integral of scalar curvature. His argument uses in a crucial way that the noncommutative residue allows us to extend the Dixmier trace to the whole algebra of integer order ΨDO's.
Given a Riemannian manifold we extend Connes' idea and, given a Riemannian manifold M n , we give a differential-geometric sense to the volumes of M of dimension k = 1, . . . , n − 1 as the integral of a universal Weyl polynomial in the covariant derivatives of the curvature (see Propositions 6.5 and 6.6). For instance, for k = 1 and k = 2 we get explicit meanings for the length and the area of M . This paper is organized as follows. In Section 1 we recall the main background about ΨDO's and holomorphic families of ΨDO's. In Section 2 we describe the logarithmic singularity of the kernel of a ΨDO near the diagonal and we use this in Section 3 for constructing the noncommutative residue. In Section 4 we give a new proof that a smoothing operator is a sum of ΨDO commutators and in Section 5 we get local conformal invariants from noncommutative residue densities of conformally invariant operators. In the last section, Section 6, we define the lower dimensional volumes of Riemannian manifolds. Finally, for reader's convenience we gather in an appendix detailed proofs of the main technical results needed in Section 2 for the characterization of ΨDO's in terms of their Schwartz kernels.
Acknowledgements. I wish to thank Alain Connes, Henri Moscovici and Mariusz Wodzicki for the discussions I had with them about the noncommutative residue.
ΨDO's and holomorphic families of ΨDO's
In this section we recall the main background about ΨDO's and holomorphic families of ΨDO's.
Let U be an open subset of R n . Then the (classical) symbols on U × R n are defined as follows.
) which are homogeneous of degree m with respect to ξ, i.e., we have p(x, λξ) = λ m p(x, ξ) for any λ > 0.
2)
, in the sense that, for any integer N and any compact K ⊂ U , we have the estimates,
Given a symbol p ∈ S m (U × R n ) we associate to it the continuous operator
This a ΨDO of order m on U with symbol p(x, ξ). Notice that the Schwartz kernel of k P (x, y) of P is given by
where the above integral makes sense as an oscillating integral and is actually convergent for ℜm < −n. In particular, the kernel of P is smooth off the diagonal. More generally, given a manifold M n and a vector bundle E r over M , we define ΨDO's on M acting on sections of E as in below.
(i) The Schwartz kernel of P is smooth off the diagonal; (ii) In any local trivializing chart U ⊂ R n we can write P in the form,
, and some smoothing operator R.
Consider the canonical projection π : T * M → M . Then the principal symbol of an operator P ∈ Ψ m (M, E) can be defined intrinsically as a homogeneous section
for any λ > 0. In particular, the associated symbolic calculus shows that P admits a parametrix in Ψ −m (M, E) if, and only if, its principal symbol σ m (P ) is pointwise invertible.
From now on let Ω be a an open subset of C. Then we can define holomorphic families of symbols and of ΨDO's as follows.
(iii) The bounds of the asymptotic expansion (1.1) for p z are locally uniform with respect to z, i.e., we have
, and for any integer N and for any compacts K ⊂ U and L ⊂ Ω we have the estimates,
Remark 1.4. The axioms (i)-(iii) above imply that all the homogeneous symbols p z,m(z)−j depend analytically on z (see [Po2, Rmk. 4.2.2] 
for some holomorphic family (p z ) z∈Ω of symbols and some holomorphic family
This definition makes sense since the fact that P z is of the form (1.6) in a chart near a point x 0 ∈ M is independent of the choice of the chart. More generally, we have: Proposition 1.6. 1) For j = 1, 2 let (P j,z ) z∈Ω be a holomorphic family of ΨDO's and assume that at least one of these families is uniformly properly supported with respect to z. Then (P 1,z P 2,z ) z∈Ω is a holomorphic family of ΨDO's.
The proof of these properties follows from that in the non-family case, essentially by noticing that at the level of the asymptotic expansions for the "output" symbols the remainder terms depend continuously on the "input" symbols (see, e.g., [Ho2, Sect. 18 .1]).
The following definition is due to Guillemin [Gu2] .
is said to be gauging for P when P 0 = P and ordP z = z + ordP ∀z ∈ C.
Assume now that M is compact and endowed with a Riemannian metric and that E is endowed with a Hermitian metric. Let P :
be an elliptic ΨDO of degree m > 0 and suppose that the ray L θ = {arg λ = θ}, 0 ≤ θ < 2π, is a spectral cutting for both P and its principal symbol. Then the complex powers P s θ , s ∈ C, associated to this ray, as defined by Seeley [Se] (see also [Gru] , [Sh] ), form a holomorphic family of ΨDO's such that
j be the characteristic subspace of P associated to λ = 0. This is a finite dimensional subspace of C ∞ (M, E) and so the projection Π 0 (P ) onto E 0 (P ) and along E 0 (P * ) ⊥ is a smoothing operator (see [Sh] , [Po1] ). Then we have:
where P −k denotes the partial inverse of P k , i.e., the operator that inverts P k on E 0 (P * ) ⊥ and is zero on E 0 (P ). Assume further that 0 is not in the spectrum of P . Let Q ∈ Ψ * (M, E) and for
. Then (Q z ) z∈C is a holomorphic family of ΨDO's such that Q 0 = Q and ordQ z = z + ordQ, i.e., the family (Q z ) z∈C is a holomorphic gauging for Q in the sense of Definition 1.7.
2. The logarithmic singularity of the kernel of a ΨDO In this section we explain how the logarithmic singularity of the Schwartz kernel of an integer order ΨDO gives rise a well-defined density.
2.1. Kernel characterization of ΨDO's. Let U be an open subset of R n . Here we briefly recall the characterization of ΨDO's on U in terms of their Schwartz kernels. This characterization is rather standard, but for reader's convenience we include in Appendix detailed proofs of the main technical results, i.e., Lemmas 2.1 and 2.6 and Proposition 2.7 below.
First, we extend the notion of homogeneity of functions to distributions. For K in S ′ (R n ) and for λ > 0 we let K λ denote the element of S ′ (R n ) such that (2.1)
It will be convenient to also use the notation K(λ.x) for denoting K λ . We then say that K is homogeneous of degree m, m ∈ C, when K λ = λ m K for any λ > 0.
2) If m is an integer ≤ −n then at best we can extend
where we have let c α (p) = |ξ|=1 Let τ ∈ S ′ (R n ) and let λ > 0. Then for any f ∈ S(R n ) we have
It follows from this that:
-τ is homogeneous of degree m iffτ is homogeneous of degreem := −(m + n); -τ satisfies (2.2) iff, for any λ > 0, we have
In the sequel we let N 0 = N ∪ {0} and we let S ′ reg (R n ) be the space of tempered distributions on R n which are smooth outside the origin. We endow S ′ reg (R n ) with the locally convex topology induced by that of S ′ (R n ) and
The discussion above about the homogeneity of the (inverse) Fourier transform leads us to consider the classes of distributions below.
where the functions
′ denotes the greatest integer < ℜm.
, in the sense that, for any integer N , as soon as J is large enough
Remark 2.5. The definition implies that any distribution K ∈ K m (U × R n ) is smooth on U × (R n \0). Furthermore, using Remark 2.3 we see that for ℜm > 0 we have
Using Lemma 2.1 we can characterize homogeneous symbols on U ×R n as follows.
. Furthermore, when m is an integer ≤ −n with the notation of (2.5) we have c K,α (x) = (2π) −n |ξ|=1
This Lemma is a key ingredient in the characterization of ΨDO's below.
be a continuous operator with Schwartz kernel k P (x, y). Then the following are equivalent:
(ii) We can write k P (x, y) in the form,
Moreover, if (i) and (ii) hold and we expand
Logarithmic singularity of the kernel of a ΨDO. Let U be an open subset of R n and let P be a ΨDO on U of integer order m with symbol p ∼ j≥0 p m−j . By Proposition 2.7 the Schwartz kernel k P (x, y) of P is of the form,
is homogeneous of degree j with respect to y and is smooth for y = 0; -For j = 0 and λ > 0 we have K 0 (x, λ.y) = K 0 (x, y) − c K0 (x) log λ, which by setting λ = |y| −1 with y = 0 gives
Remarks 2.3 and 2.5).
It follows that K(x, y) has a behavior near y = 0 of the form,
where
is homogeneous of degree j with respect to y.
Therefore, using (2.8) we get:
Lemma 2.8. Near the diagonal the kernel k P (x, y) of P has a behavior of the form,
is homogeneous of degree j with respect to y and c P (x) ∈ C ∞ (U ) is given by the formula,
is homogeneous of degree j with respect to y ′ . Let P = φ * P and let k P (x, y) be the Schwartz kernel of P . Near y = x we have (2.14)
shows that near the diagonal we can write
where R −j (x, y) is equal to (2.16)
.y) is homogeneous of degree j − |α| in y. Therefore, we see that R j (x, y) remains bounded near the diagonal and by expanding |φ ′ (y)| and ε(x, y) α in powers of x−y we deduce that the singularity of |φ ′ (y)|a j (φ(x), φ(x) − φ(y)) near the diagonal involve homogeneous or bounded terms, but no logarithmic term. In view of (2.14) this shows that the logarithmic term in the expansion (2.11) for k P (x, y) can only arise from the term
It then follows that logarithmic term in the expansion (2.11) for k P (x, y) is equal to −c P ′ (φ(x)) log |x − y|, i.e., we have c P (x) = |φ ′ (x)|c P ′ (φ(x)) as desired.
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Let P ∈ Ψ m (M, E) and let κ : U → V be a chart over which there is a trivialization τ :
has a singularity near the diagonal of the form (2.11). Moreover, ifκ :Ũ →Ṽ is another chart over which there is a trivialization τ : E |Ũ →Ũ × C r and if we let φ denote the diffeomorphismκ • κ −1 : κ(U ∩Ũ ) →κ(U ∩Ũ ), then by Lemma 2.9 we have c Pκ,τ (x) = |φ ′ (x)|c Pκ,τ (φ(x)) for any x ∈ U . Therefore, on U ∩Ũ we have the equality of densities,
Furthermore, this density is functorial with respect to diffeomorphisms, i.e., for any diffeomorphism φ :
Therefore, we have proved:
1) On any local trivializing chart the kernel k P (x, y) of P has near the diagonal a behavior of the form
) is homogeneous of degree j in y and c P (x) is given by (2.12).
2) The coefficient c P (x) makes globally sense on M as a smooth END E-valued density which is functorial with respect to diffeomorphisms as in (2.22) .
Analytic extension of trace and noncommutative residue
If P is an operator in Ψ int (M, E) := ∪ ℜm<−n Ψ m (M, E) then it can be seen from Remark 2.5 and Proposition 2.7 that the restriction to the diagonal of M × M of its distribution kernel defines a smooth density k P (x, x) with values in End E. Therefore, P is a trace-class operator on L 2 (M, E) and we have
We shall now construct an analytic continuation of the functional Trace to the class Ψ C\Z (M, E) of ΨDO's of non-integer order. As in [KV] and in [CM] the approach consists in working directly at the level of densities by constructing an analytic extension of the map P → k P (x, x) to Ψ C\Z (M, E). Here analyticity is meant with respect to holomorphic families of ΨDO's, e.g., the map P → k P (x, x) is analytic since for any holomorphic family (P z ) z∈Ω with values in
This leads us to consider the functional,
In the sequel we say that a holomorphic family of symbols (p z ) z∈C ⊂ S * (R n ) is a gauging for a given symbol symbol p ∈ S * (R n ) when p 0 = p and ordp z = z + ordp.
where the value of the integer N is irrelevant and τ m−j ∈ S ′ (R n ) denotes the unique homogeneous extension of p m−j given by Lemma 2.1.
2) Let p ∈ S
Z (R n ) and let (p z ) z∈C be a holomorphic family of symbols which is a gauging for p. ThenL(p z ) has at worst a simple pole singularity at z = 0 so that
where p −n (ξ) denotes the symbol of degree −n of p.
Proof. First, the extension is necessarily unique since the functional L is holomorphic on S int (R n ) and each symbol p ∈ S C\Z (R n ) can be connected to S int (R n ) by means of a holomorphic family with values in S C\Z (R n ). Let p ∈ S C\Z (R n ), p ∼ j≥0 p m−j , and for j = 0, 1, . . . let τ m−j ∈ S ′ (R n ) be the unique homogeneous extension of p m−j provided by Lemma 2.1. For N ≥ ℜm + n the distribution p − j≤N τ m−j agrees with an integrable function near ∞, so its Fourier transform is continuous and we may define
Notice that if j > ℜm + n then τ m−j is also integrable near ∞, soτ m−j (0) makes well sense, but its value must be 0 for homogeneity reasons. Therefore, the value of the integer N in (3.4) is irrelevant, so that (3.6) really defines a linear functional on
. Let (p z ) z∈Ω be a holomorphic family of symbols such that m z = ordp z is never an integer and let us study the analyticity ofL(p z ). As the functional L is holomorphic on S int (R n ) we may assume that we have |ℜm z − m| < 1 for some integer m ≥ −n. In this case we can set N = m+ n in (3.6) and for j = 0, . . . , m+ n we can represent τ z,mz−j by p z,mz−j . Then, picking ϕ ∈ C ∞ c (R n ) such that ϕ = 1 near the origin, we see thatL(p z ) is equal to
where we have let
In the r.h.s. of (3.7) the only term that may fail to be analytic is − τ z , ϕ . Furthermore, the formulas (A.31) and (A.36) in Appendix for τ z give
Without any loss of generality we may take
Together with (3.7) this shows thatL(p z ) is an analytic function, so the the first part of the lemma is proved. Finally, let p ∈ S m (R n ), p ∼ p m−j , and let (p z ) z∈C ⊂ S * (R n ) be a holomorphic family of symbols which is gauging for p. Since p z has order m z = m + z it follows from (3.7) and (3.9) thatL(p z ) has at worst a simple pole singularity at z = 0 such that
This proves the second part of the lemma.
where the pair (p,
which shows that the r.h.s. of (3.11) is the same for both pairs.
On the other hand, observe that (3.7) and (3.9) show thatL(p(x, .)) depends smoothly on x and that for any holomorphic family (p z ) z∈Ω ⊂ S C\Z (U ×R n ) the map z →L(p(x, .)) is holomorphic from Ω to C ∞ (U ). Therefore, the map P → t P (x) is an analytic extension to Ψ C\Z (U ) of the map P → k P (x, x).
Let P ∈ Ψ Z (U ) and (P z ) z∈Ω ⊂ Ψ * (U ) is a holomorphic family of ΨDO's which is a gauging for P in the sense of Definition 1.7. Then it follows from (3.7) and (3.9) that, with respect to the topology of C ∞ (M, |Λ|(M ) ⊗ End E), the map z → t Pz (x) has at worst a simple pole singularity at z = 0 with residue (3.13) res z=0 t Pz (x) = −(2π)
where p −n denotes the symbol of degree −n of P . Next, let φ :
C\Z (U ) and let (P z ) z∈C ⊂ Ψ * (U ) be a holomorphic family of ΨDO's which is a gauging for P . Then by Proposition 1.6 the family (φ
, an analytic continuation gives (3.14)
In the same with the construction of the density c P (x) in Section 2, it follows from all this that if P ∈ Ψ C\Z (M, E) then there exists a unique End E-valued density t P (x) such that, for any local chart κ : U → V and any trivialization τ :
On every trivializing chart the map P → t P (x) is analytic and satisfies (3.13) and (3.14). Therefore, we obtain: Gu2] , [KV] , [Wo3, 3.22] ). 1) The map P → t P (x) is the unique analytic continuation of the map P → k P (x, x) to Ψ C\Z (M, E).
2) Let P ∈ Ψ Z (M, E) and let (P z ) z∈C ⊂ Ψ * (M, E) be a holomorphic family which is a gauging for P . Then, in C ∞ (M, |Λ|(M ) ⊗ End E), the map z → t Pz (x) has at worst a simple pole singularity at z = 0 with residue given by
where c P (x) denotes the End E-valued density on M given by Proposition 2.10.
3) The map P → t P (x) is functorial with respect to diffeomorphisms as in (2.22) .
Remark 3.3. Taking residues at z = 0 in (3.14) allows us to recover (2.22).
From now on we assume M compact. Then for any P ∈ Ψ C\Z (M, E) we can let Gu2] , [KV] , [Wo3, 3.22] 2) We have TR P 1 P 2 = TR P 2 P 1 whenever ordP 1 + ordP 2 ∈ Z.
3) The functional TR is invariant by diffeomorphisms, i.e., for any diffeomor-
Proof. The first and third statements are immediate consequences of Proposition 3.2, so we only have to prove the second one. For j = 1, 2 let P j ∈ Ψ * (M, E) and let (P j,z ) z∈C be a holomorphic family of ΨDO's which is a gauging for P j . We also assume that ordP 1 + ordP 2 ∈ Z. Then P 1,z P 2,z and P 2,z P 1,z have non-integer order for z in Σ := −(ordP 1 +ordP 2 )+Z. For ℜz negatively large enough we have Trace P 1,z P 2,z = Trace P 2,z P 1,z , so by analytic continuation TR P 1,z P 2,z = TR P 2,z P 1,z for any z ∈ C \ Σ. Setting z = 0 then gives TR P 1 P 2 = TR P 2 P 1 as desired.
Next, the noncommutative residue of an operator P ∈ Ψ Z (M, E) is defined to be
Because of (2.12) we recover the usual definition of the noncommutative residue. Furthermore, we have:
be a holomorphic family of ΨDO's which is a gauging for P . Then TR P z has at worst a simple pole at z = 0 such that
2) The noncommutative residue is a trace on the algebra Ψ Z (M, E).
3) The noncommutative residue is invariant by diffeomorphisms as in (3.18).
Proof. The first and third assertions immediately follow from Propositions 3.2 and 2.10 respectively. Therefore, we only have to show that the noncommutative residue is a trace. For j = 1, 2 let P j ∈ Ψ Z (M, E) and let (P j,z ) z∈C be a holomorphic family of ΨDO's which is a gauging for P j . By Proposition 3.4 TR P 1,z P 2,z and TR P 2,z P 1,z agree on C\Z, so by taking residues at z = 0 and by using (3.20) we get Res P 1 P 2 = Res P 2 P 1 . This shows that the noncommutative residue is a trace.
Finally, let P :
be an elliptic ΨDO of order m > 0 whose principal symbol has a spectrum contained in the half-space ℜλ > 0. This insures us that P generates a heat-semi group e −tP , t > 0, with values in Ψ −∞ (M, E). Let k t (x, y) be the Schwartz kernel of e −tP . Then in C ∞ (M, |Λ|(M ) ⊗ End E) we have as t → 0 + an asymptotics of the form,
where we have a 2j+1 (P )(x) = b j (P )(x) = 0 for any j when P is a differential operator (see, e.g., [Gi] , [Gr] , [Gru] ). Let L θ = {arg λ = θ} be the spectral cutting for P with π 2 ≤ θ ≤ 3π 2 and let (P s θ ) s∈C be the associated family of complex powers as defined by Seeley [Se] .
Observe that for k = 0 by (1.8) we have P 0 θ = 1 − Π 0 (P ), so as Π 0 (P ) is a smoothing operator we get c P 0 θ (x) = −c Π0(P ) (x) = 0.
Notice also that when σ j is not an integer the operator P −σj θ may depend on the choice of θ, but only up to a smoothing operator, so that the value of c P −σ j θ is independent of θ, provided that θ is chosen such that π 2 ≤ θ ≤ 3π 2 .
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In fact, possibly by modifying P by a smoothing operator, we may assume that P has all its eigenvalues in an angular sector | arg λ| < π 2 − δ with 0 < δ < π 2 . Then we can apply standard arguments as in [GS2] to relate the singularities of the residues of the local zeta functions ζ θ (P ; s)(x) := t P −s θ (x) to the heat kernel asymptotics (3.21), from which Proposition 3.6 follows.
Traces and sums of ΨDO commutators
Let M n be a compact manifold and let E be a vector bundle over M . The aim of this section is to use of the characterization of ΨDO's by their Schwartz kernels to deal with some aspects of the proof of the following result.
)] has codimension one and the noncommutative residue is the unique trace on Ψ Z (M, E) up to a constant multiple.
The proof of the result consists in two main steps. The first one is to prove:
)). If M is connected then the noncommutative residue is the unique trace on
There are other proofs of this result (see, e.g., [BG] , [FGLS] , [GVF] ). The second main step in [Wo2] is explained in [Le, pp. 152, 178] . Briefly speaking, if τ is a trace on Ψ Z (M, E) then Fredholm index theoretic arguments together with the fact that the operator trace in the unique trace up to constant multiple on Ψ −∞ (M, E) (see Lemma 4.5 below) imply that τ vanishes on Ψ −∞ (M, E). We then can use Proposition 4.2 to see that τ must be proportional to the noncommutative residue. Now, an interesting consequence of Theorem 4.1 is:
Proposition 4.3. Any smoothing operator R ∈ Ψ −∞ (M, E) can be written as a sum of commutators in Ψ Z (M, E).
A natural question is whether there wouldn't be a direct and effective proof of Proposition 4.3 which is independent of Theorem 4.1. The rest of the section is devoted to produce such a proof. Since together Propositions 4.2 and 4.3 imply Theorem 4.1 this also provides us with an elementary version of the second main step in the proof of Theorem 4.1.
First, for smoothing operators on R n we have:
be written a sum of commutators of the form,
Proof. Let k R (x, y) denote the kernel of R. Since k R (x, y) is smooth we can write
for some smooth functions k 1 (x, y), . . . , k n (x, y). For j = 1, . . . , n let R j be the smoothing operator with kernel k j (x, y) and let Q be the operator with kernel k Q (x, y) = k R (x, x). Then by (4.2) we have R = Q + n j=1 [x j , R j ], so to prove that R is of the form (4.1) it enough to do it for Q.
Next,for j = 1, . . . , n and (x, y) ∈ R n × R n \0 let K j (x, y) = y j |y| −2 k R (x, x). As K j (x, y) is smooth for y = 0 and is homogeneous with respect to y of degree −1, it belongs to K −1 (R n × R n ). Therefore, by Proposition 2.7 the operator Q j with kernel k Qj (x, y) = K j (x, x − y) is a ΨDO of degree −n + 1.
On the other hand, the kernel of
Since Q has kernel k R (x, x) this shows that Q = n j=1 [x j , Q j ], i.e., Q is of the form (4.1). The proof is thus achieved.
Next, we quote the following result.
We are now ready to prove Proposition 4.3.
Proof of Proposition 4.3. First, let Ψ * c (R n ) and Ψ −∞ c (R n ) respectively denote the classes of ΨDO's and smoothing operators on R n which are compactly supported, i.e., their Schwartz kernels have compact supports. If R ∈ Ψ −∞ c (R n ) then by Lemma 4.4 we can write R in the form,
Let χ and ψ in C ∞ c (R n ) be such that ψ(x)ψ(y) = 1 near the support of the kernel of R and χ = 1 near supp ψ. Since ψRψ = R we obtain
In particular P is a sum of commutators in Ψ Z c (R n ). It follows from this that if an operator R ∈ Ψ −∞ (M, E) is supported on a compact subset contained in the domain of a trivializing chart diffeomorphic to R n , then R can be explicitly written as a sum of commutators in Ψ Z (M, E). Next, let (ϕ i ) be a finite partition of the unity subordinated to an open covering (U i ) of trivializing Heisenberg charts diffeomorphic to R n and for each index i let
Here S is a smoothing operator whose kernel vanishes near the diagonal of M × M . In particular we have Tr S = 0, so by Lemma 4.5 the commutator space of Ψ Z (M, E) contains S. Furthermore, each operator ϕ i Rψ i is supported in a compact subset of the trivializing chart U i which is diffeomorphic to R n . As observed above this implies that ϕ i Rψ i is a sum of commutators in Ψ Z (M, E). Therefore, we see that R belongs to the commutator space of Ψ Z (M, E). Hence the result.
Remark 4.6. It is also possible to get a proof of Theorem 4.1 by incorporating Lemma 4.4 and Lemma 4.5 into the arguments of the proof of Proposition 4.2 in [FGLS] (see [Po3] ). The argument of Guillemin has a slight caveat. More precisely, given A ∈ Ψ Z (M, E) such that Res A = 0 and given a holomorphic family A z ⊂ Ψ * (M, E) which is a gauging, the reference to [Gu1, Eq. (7. 2)] in general does not allows us to write A z as a sum of holomorphic families of commutators up to a holomorphic family of smoothing operators since the Eq. (7.2) of [Gu1] show that the family of commutators may well have poles. In the special case of ΨDO's this can be fixed by assuming that we have ordA ≥ −n + 1 and that near any point x ∈ M there exists a trivializing chart such that for any integer k the symbol of degree −n of A k vanishes and the order of vanishing at z = 0 is exactly 1. This enough to get the contradiction needed in Guillemin's proof.
Noncommutative residue and local conformal invariants
Let (M n , g) be a compact Riemannian manifold. By a well-known result of Parker-Rosenberg [PR] the coefficient of t −1 in the small time heat kernel asymptotics (3.21) for the conformal Laplacian is a local conformal invariant. This result has been generalized to general conformally invariant elliptic differential operator by Gilkey [Gi, Thm. 1.9.4] . Recently, Paycha-Rosenberg [PaR] showed that the noncommutative residue density of the parametrix of such conformally invariant elliptic ΨDO's is a local conformal invariant, which allowed them to recover Gilkey's result.
The argument in [Gi] and in [PaR] is based on variational formulas for zeta functions associated to smooth families of elliptic ΨDO's. We shall now give a simple and direct proof of the results of Gilkey and Paycha-Rosenberg by taking advantage of the interpretation of the noncommutative residue in terms of the logarithmic singularity of the kernel near the diagonal.
First, recall that the conformal Laplacian on M is (5.1)
where ∆ g denotes the Laplacian on M and κ is the scalar curvature. This is a conformally invariant operator, since we have
The above construction was generalized by Graham-Jenne-Mason-Sparling [GJMS] (see also [GZ] , [GP] , [Ug] ) who produced, for any integer k ∈ N when n is odd and for k = 1, . . . , n 2 when n is even, a conformal k-th power of ∆ g , i.e., a selfadjoint differential operator 2
In particular, for k = 1 we recover the conformal Laplacian and for k = 2 the operator 2 
). Therefore, using (5.4) we get
. Thus Q f agrees with 2
up to a smoothing operator, so that we have c 2
where we have let ε(x, y) = exp (
n be a local chart. Then by applying Proposition 2.10 to k 2 (−k) g (x, y) and by using (5.7) we see that on U × U the kernel k Q f (x, y) has a behavior near the diagonal of the form, (5.8)
where b(x, y) = e −2kf (x) (1+ε(x, y)) and a j (x, y) ∈ C ∞ (U ×(R n \0)) is homogeneous of degree j with respect to y.
As in the proof of Lemma 2.9 by expanding b(x, y) in powers of x − y near the diagonal we see that none of the terms r(x, y)a j (x, x − y) in (5.8) can contribute to the logarithmic singularity of k Q f (x, y) near y = x. Moreover, since we have ε(x, y) = O(|x−y|) we see that ε(x, y) log |x−y| = O(1). Therefore, the logarithmic singularity of k Q f (x, y) near the diagonal is equal to −e −2kf (x) c 2
. As we know that c 2
follows that c 2
. The proof is thus achieved.
Remark 5.2. Proposition 5.1 is also true when n is odd, but in this case c 2
vanishes: as a parametrix of a differential operator 2 (k) (g) is an odd-class ΨDO in the sense of [KV] , but in odd dimension the noncommutative residue density of an odd-class ΨDO is always zero.
Let a n−2k (2 (k) g )(x) be the coefficient of t −1 in the heat kernel asymptotics (3.21)
g . Since by (3.22) we have a n−2k (2
, from Proposition 5.1 we immediately get:
Proposition 5.3. Assume n even. For k = 1, . . . , n 2 the density a n−2k (2
Remark 5.4. For k = 1 the GJMS operator 2
(1) g agrees with the conformal Laplacian 2 g , so from Proposition 5.3 we recover the above mentioned result of ParkerRosenberg [PR] about the conformal invariance of a n−2 (2 g )(x).
On the other hand, in the case of the Dirac operator on a spin manifold we have: Proof. As observed by Hitchin [Hi] the Dirac operator is a conformally invariant operator, as we have / D e 2f g = e
2 f for any f in C ∞ (M, R). Therefore, along the same lines as that of the proof of Proposition 5.1 we can show that c /
is a local conformal invariant of weight −1.
Finally, let E be a vector bundle over M . Then all the previous results of this section can be encapsulated into the following.
be a ΨDO of integer order m ≥ −n. We assume that P g depends in the metric g in such way that there exist a and b in C such that, for any f in C ∞ (M, R), we have
1) The density c Pg (x) is a local conformal invariant of weight a − b.
2) Assume that P g is elliptic and we have 0 ≤ m ≤ n. If Q g denotes a parametrix for P g , then c Qg (x) is a local conformal invariant of weight b − a.
3) Suppose that 1 ≤ m ≤ n and the principal symbol of P g has all its spectrum in the right half-space ℜλ > 0. Then the coefficients a n−m (P g )(x) of t −1 and b 1 (P g )(x) of log t in the heat kernel asymptotics (3.21) for P g are local conformal invariants of weight b − a and a − b respectively.
Since P e 2f g and e −bf P g e af agree up to a smoothing operator, we have c P e 2f g (x) = c e −bf Pg e af (x). Since by arguing as in the proof of Proposition 5.1 we see that c e −bf Pg e af (x) = e (a−b)f (x) c Pg (x), it follows that
, from which we see that Q e 2f g and e −af Q g e bf agree modulo an operator in Ψ −(n+1)−2m (M, E) ⊂ Ψ −(n+1) (M, E). Therefore, it follows from 1) that c Qg (x) is a local conformal invariant of weight b − a.
3) This is essentially a restatement of 1) and 2) since by (3.22) and (3.23) we have a n−m (P g )(x) = mc Qg (x) and b 1 (P g )(x) = mc Pg (x).
Remark 5.7. The above proposition allows us to recover the results of Gilkey [Gi] and Paycha-Rosenberg [PaR] alluded to at the beginning of the section. Notice in particular that in 1) no ellipticity is required.
Lower dimensional volumes in Riemannian geometry
In this section we explain how we can make use of the noncommutative residue to define "lower dimensional" volumes in Riemannian geometry. This extends an idea of Connes [Co4] and uses his quantized calculus in [Co2] .
Recall that the quantized calculus provides us with a dictionary for translating tools of the infinitesimal calculus into the language of quantum mechanics. Given a separable Hilbert space H the first few lines of this dictionary are:
Classical
Dixmier Trace − Here µ n (T ) denotes the (n + 1)'th characteristic value of T , i.e., the (n + 1)'th eigenvalue of |T | = (T * T ) 1 2 . In particular, by the min-max principle we have (6.1)
The Dixmier trace is defined on infinitesimal operators of order ≤ 1 and arises in the analysis of the logarithmic divergency of the partial sums σ N (T ) := k<N µ k (T ). For instance, for a compact operator T ≥ 0 we have
In general, if µ k (T ) = O(k −1 ) then σ N (T ) = O(log N ) and we can extract a limit point of the sequence (
log N ) N ≥2 in such way to get a trace (see [Di] , [CM, Appendix A] ). We then say that T is measurable when the value of the limit point is independent of the limit process and we then denote − T this value: this is the Dixmier trace of T .
From now on we let M n be a Riemannian manifold and let E be a Hermitian vector bundle over M . Then for the Hilbert space L 2 (M, E) the noncommutative residue allows us to compute the Dixmier trace of ΨDO's thanks to:
1) P is an infinitesimal operator of order ≤ |ℜm| n . 2) If ordP = −n then P is measurable for the Dixmier trace and we have
Since the noncommutative residue is defined on all integer order ΨDO's, we see that we can extend the Dixmier trace to the whole algebra Ψ Z (M, E) by letting (6.4)
In other words, the noncommutative residue allows us to integrate any operator P ∈ Ψ Z (M, E) even if P is not an infinitesimal of order ≤ 1. Assume now that M has even dimension and is spin and that E is the spin bundle 
Following Connes [Co4] we can define the area of M as follows. First, in QFT the (partial) inverse / D −1 is the free propagator for fermions × -× and so can be interpreted as a length element. Second, as the principal symbol of degree −n of / D −n = |/ D| −n agrees with its principal symbol and is equal to |ξ| −n , from (2.12) we get
where we have used the fact that rk / S = 2 n 2 and
) . Therefore, for any f ∈ C ∞ (M ), we have
Thus / D −n allows us to recapture the volume form.
This suggests to define a noncommutative length element as the operator
In particular, when n = 2 the "noncommutative integral" − ds 2 agrees with the area of M . Since − ds 2 makes sense even when dim M > 2, in general we can define the area of M to be:
In dimension 4 this definition is especially relevant, for we have:
where κ(x) = R ijji denotes the scalar curvature of M .
Remark 6.3. Since M κ(x) g(x)d 4 x is the Einstein-Hilbert action for the metric g which gives the contribution of gravity forces to the action functional, we see that (6.10) provides us with a spectral interpretation of the Einstein-Hilbert action (see [CC] for physical consequences of this).
The proof of (6.10) can be derived from the direct computation of Res / D −2 (see [Co3] , [Kas] 
is the coefficient of t −1 in the asymptotics (6.5). Then the computation of a 2 (/ D 2 )(x) (see, e.g., [DF] , [Gi] ) shows that Res / D 2 and − ds 2 are proportional to the integral of the scalar curvature.
Suppose now that dim M = 6. By 6. Therefore, we obtain:
20
The density tr / S a 4 (/ D 2 )(x) can be computed (see [DF] , [Gi, Thm. 4.1.6 ]) and we get:
where |ρ| 2 = ik ( i R jiik ) 2 and |R| 2 = ijkl R 2 ijkl are the squares of the norms of the Ricci and total curvature tensors. Thus,
Combing this with the fact that M ∆ g κ(x) g(x)d 6 x = 0 then gives:
Proposition 6.4. If dim M = 6 then we have (6.14)
Next, for k = 1, . . . , n we extend the definition of the area of M to define the k'th dimensional volume Vol
By using (3.22) we see that
Therefore, we obtain:
Since a l (/ D 2 )(x) vanishes when l is odd we have Vol
g M = 0 when k is odd. Moreover, by means of explicit computations and of the invariant theory of [ABP] and [Gi] we can get a somewhat precise form of a 2j (/ D 2 ) := M tr / S a n−k (/ D 2 )(x) (see [Gi] ). Namely, a 2j (/ D 2 ) takes the form,
where α 2j (x) is a Weyl invariant polynomial of weight 2j in the components of the covariant derivatives of the Riemann curvature. This polynomial is not unique, but it may be chosen independently of M and of n and in this is sense it is universal. In particular, for j = 1, 2, 3 we can take:
We further refer to [Gi, Sect. 4 .1] and the references therein for explicit formulas for α 6 (x) and α 8 (x). In any case, we obtain:
, where α 2j (x) is explicitly given in (6.19) for j = 1, 2, 3 and in general is a universal Weyl invariant polynomial of weight 2j in of the components of the covariant derivatives of the curvature.
The above formulas for Vol (k) g M make no reference to the spin structure of M . Therefore, when M is not spin we can use them to define the k'th dimensional volume Vol (k) g M by letting:
Assume now that M has odd dimension and is spin oriented and let / D be a Dirac operator acting on the sections of a spin bundle / S of M . Then the above arguments for defining the k'th dimensional volumes when n is even apply with few modifications. First, since in odd dimension we have rk / S = 2 n−1 2 in the same way as in (6.7) we have
Thus |/ D| −n recaptures the volume form and we can define the noncommutative length element as the operator
For k = 1, . . . , n we define the k'th dimensional volume Vol
g M as in (6.15) using the definition of ds above. As in (6.17) we have (6.24) Vol
Since a l (/ D 2 )(x) vanishes when l is odd we see that Vol
g M is zero when k is even. Moreover, taking into account again that rk / S = 2 n−1 2 , as in (6.18) we have
where α 2j (x) is the same as before. Therefore, we obtain:
, where α 2j (x) is the same as in Proposition 6.5.
As in the even dimensional case we can use the above formulas to define Vol
g M when M is not spin by letting:
In particular, for k = 1 we get a formula for the length, (6.28)
g M. For n = 1 we recover the usual length and for n = 3 and n = 5 we obtain:
As ρ α (1) = 0 it follows that τ is homogeneous of degree m provided that (A.34)
at h ′ (t)ds = 0 for a = m + n, . . . , m + n + k.
is such that g(t)dt = 1 then for any a ∈ C \ 0 we have
Therefore, if m ∈ Z then the equations (A.34) are satisfied by
.
On the other hand, ifτ ∈ S ′ (R n ) is another homogeneous extension of p then τ − τ 1 is supported at the origin, so τ =τ + b α δ (α) for some constants b α ∈ C. As both τ andτ are homogeneous of degree m, it follows that (λ
Thus b α = 0 for all α and soτ = τ . This shows that τ is the unique homogeneous extension of p on R n . Now, assume that m is an integer ≤ −n. Then in the formula (A.31) for τ we can set k = −(m + n) and let ψ be of the form,
with g ∈ C ∞ c (R n ) such that g(t)dt = 1. Then thanks to (A.33) and (A.35) we have ρ α (λ) = 0 for |α| < −(m + n), while for |α| = −(m + n) we get
In particular, if all the coefficients c α (p) with |α| = −(m + n) vanish then τ is homogeneous of degree m. Conversely, suppose that p admits a homogeneous extensionτ ∈ S ′ (R n ). As τ −τ is supported at 0, we can write
Comparing this with (A.39) shows that c α (p) = 0 for |α| = −(m + n). Therefore p admits a homogeneous extension if, and only if, all the coefficients c α (p) with |α| = −(m + n) vanish. The proof of Lemma 2.1 is thus achieved.
A.2. Proof of Lemma 2.6. Let p(x, ξ) ∈ S m (U ×R n ) and for each x ∈ U consider a distribution τ (x, .) ∈ S ′ reg (R n ) extending p(x, .) as in Lemma 2.1, i.e., so that τ (x, .) is homogeneous of degree m if m is not an integer ≤ −n or satisfies (2.2) otherwise. Observe that it follows from the formula (A.31) for τ (x, .) that if we choose ψ and k independently of x, which we always can, then τ (x, .) depends smoothly on x, i.e., it defines an element of C ∞ (U )⊗S ′ (R n ). On the other hand, by (2.3) and (2.4) if m is not an integer ≤ −n then K(x, y) is homogeneous of degreem with respect to the variable y and if m is an integer ≤ −n then K(x, y) satisfies (2.5) with c K,α (x) = (2π) −n |ξ|=1
Therefore, to prove that K(x, y) belongs to Km(U × R n ) we only have to check that K(x, y) is smooth on U × (R n \0). . Thereby K(x, y) is smooth on U × (R n \0) and so belongs to Km(U × R n ). Conversely, let K(x, y) ∈ Km(U × R n ). Since K(x, y) belongs to C ∞ (U )⊗S ′ (R n ) the distribution τ (x, ξ) :=K y→ξ (x, ξ) is at least an element of C ∞ (U )⊗S ′ (R n ). Moreover, it follows from (2.3) that, for any λ > 0, whenm ∈ N 0 we have τ (x, λξ) = λ m τ (x, ξ) and whenm ∈ N 0 with the notation of (2.5) we have (A.42) τ (x, λξ) = λ m τ (x, ξ) + λ m log λ |α|=m (−i) |α| c K,α (x)δ (α) (ξ).
In any case the restriction p(x, ξ) of τ (x, ξ) to U × (R n \ 0) is homogeneous of degree m with respect to the ξ-variable. Therefore, to prove that p(x, ξ) belongs to S m (U × R n ) it only remains to show that p(x, ξ) is smooth on U × (R n \0). Let ϕ ∈ C ∞ c (R n ) be such that ϕ(y) = 1 near y = 0. Then we have (A.43) p(x, ξ) = (ϕK)
y→ξ (x, ξ), (x, ξ) ∈ U × (R n \0).
As above (ϕK)
∧ y→ξ is smooth on U × R n . Observe also that (1 − ϕ(y))K(x, y) is a standard symbol of order k with k = |ℜm| + 1, in the sense that (1 − ϕ(y))K(x, y) is smooth on U × R n and, for any compact K ⊂ U , we have the estimates, 
Therefore [(1 − ϕ)K]
∧ y→ξ is smooth on U × (R n \0). It then follows that p(x, ξ) is is smooth on U × (R n \0). The proof of Lemma 2.6 is now achieved.
A.3. Proof of Proposition 2.7. Assume that P = p(x, D) with p ∈ S m (U × R n ), p ∼ j≥0 p m−j , so that we have k P (x, y) =p ξ→y (x, x − y). By Lemma 2.6 for j = 0, 1, . . . there exists a distribution τ m−j (x, ξ) ∈ C ∞ (U )⊗S ′ reg (R n ) such that Km +j (x, y) :=τ ξ→y (x, y) belongs to Km +j (U × R n ). Then we have p ∼ j≥0 τ m−j in the sense of (1.1), which under the (inverse) Fourier transform with respect to ξ implies that we have K ∼ j≥0 K m+j in the sense of (2.6). This shows that K(x, y) belongs to Km(U × R n ) and that k P (x, y) is of the form (2.7). Conversely, assume that k P (x, y) is of the form (2.7) with K ∈ Km(U × R n ), K ∼ Km +j . Let ϕ ∈ C ∞ c (U × R n ) be such that ϕ(y) = 1 near y = 0. Then there exists R ∈ C ∞ (U × U ) such that we have (A.45) k P (x, y) = (ϕK)(x, x − y) + R(x, y).
Let p(x, ξ) = (ϕK) ∧ y→ξ (x, ξ). Since ϕ(y)K(x, y) is compactly supported with respect to y this defines a smooth function on U × R n and, for any multi-orders α and β, there exists µ αβ ∈ N such that, for any compact K ⊂ U , we have the estimate, (A.46) |∂ As we have ϕK ∼ ϕKm +j in the sense of (2.6) and as all the distributions ϕ(y)K(x, y) and ϕ(y)Km +j (x, y) are uniformly compactly supported with respect to y, as soon as J is large enough (ϕK − j≤J ϕKm +j ) Together (A.46) and (A.49) allow us to apply [Ho2, Prop. 18.1.4 ] to deduce that we have p ∼ p m−j in the sense of (1.1), so that p(x, ξ) is a symbol in S m (U ×R n ). In view of (A.45) this shows P agrees with p(x, D) up to a smoothing operator, hence is a ΨDO of order m. The proof of Proposition 2.7 is now complete.
