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Abstract
This paper presents an efficient suboptimal model predictive control (MPC) algorithm for nonlinear switched systems subject
to minimum dwell time constraints (MTC). While MTC are required for most physical systems due to stability, power and
mechanical restrictions, MPC optimization problems with MTC are challenging to solve. To efficiently solve such problems, the
on-line MPC optimization problem is decomposed into a sequence of simpler problems, which include two nonlinear programs
(NLP) and a rounding step, as typically done in mixed-integer optimal control (MIOC). Unlike the classical approach that
embeds MTC in a mixed-integer linear program (MILP) with combinatorial constraints in the rounding step, our proposal is to
embed the MTC in one of the NLPs using move blocking. Such a formulation can speedup on-line computations by employing
recent move blocking algorithms for NLP problems and by using a simple sum-up-rounding (SUR) method for the rounding
step. An explicit upper bound of the integer approximation error for the rounding step is given. In addition, a combined
shrinking and receding horizon strategy is developed to satisfy closed-loop MTC. Recursive feasibility is proven using a l-step
control invariant (l-CI) set, where l is the minimum dwell time step length. An algorithm to compute l-CI sets for switched
linear systems off-line is also presented. Numerical studies demonstrate the efficiency and effectiveness of the proposed MPC
algorithm for switched nonlinear systems with MTC.
Key words: Model predictive control; Switched Systems; Minimum dwell time constraints; move blocking; recursive feasibility
1 Introduction
Switched systems are a special class of hybrid systems
that consist of a number of modes out of which only
one is active at a given time. The switch from one mode
to another can be triggered by an external control in-
put or by certain internal conditions [1]. Optimal con-
trol of switched systems formulates an optimal control
problem (OCP) where a cost function is minimized to
find the optimal switching strategy as well as the state
and continuous input trajectory. The switching strategy
includes the sequence of switching modes and the se-
quence of time instances at which switching occurs. Ap-
plications of optimal control of switched systems can be
found in mode scheduling for automobiles, valve control
for chemical processes and pesticide scheduling in agri-
culture, and many other applications, see, for example,
[1], [2], [3] and references therein.
When the OCP is solved on-line repeatedly using a finite
prediction horizon, with latest measured or estimated
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data, it gives rise to model predictive control (MPC)
which is a widely used advanced control technique. The
key factors for the success of MPC are to develop effi-
cient algorithms to solve the OCP in real-time and to
guarantee recursive feasibility and closed-loop stability.
However, the switching dynamics makes the on-line op-
timization challenging, especially when minimum dwell
time constraints (MTC) exist. MTC limit the minimum
time of any active mode before switching to another.
MTC are required in many real-world applications, e.g.
shifting the gear of a vehicle needs a noteworthy amount
of time. MTC are also important when considering that
the number of switches cannot be infinite and the switch-
ing cost cannot be ignored.
1.1 Relevant Work
As far as the authors know, using MPC for switched
systems to recursively determine the switching sequence
subject to MTC has only been recently studied in [4].
The main idea proposed therein is as follows. First, the
on-line optimization problem has been transcribed into
a mixed-integer nonlinear program (MINLP) using di-
rect methods. Then, a decomposition method developed
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in the mixed-integer optimal control (MIOC) field has
been adopted, where the MINLP is decomposed into sev-
eral simpler problems including two nonlinear programs
(NLP) and a mixed-integer linear program (MILP). The
MTC are removed from the NLPs and are formulated
as combinatorial constraints in the MILP. To satisfy the
closed-loop MTC, at each sampling instant, the first
mode of the open-loop mode sequence is fixed to the pre-
vious active mode if MTC are active while the terminal
mode of the mode sequence is not constrained.
It is worth to mention that a real-time MPC algorithm
for switched nonlinear systems has been proposed in [5],
but without considering MTC or other types of con-
straints. Also, much effort has been dedicated to develop
efficient numerical solvers for MPC of switched systems
without MTC, starting with the seminal work [6] for
mixed-logical dynamical systems and including the re-
cent advances in branch and bound methods for solv-
ing MINLP, see [7], [8] and the references therein. Al-
ternative numerical methods that could be used to solve
on-line optimization problems within MPC for switched
systems have been developed for decades in the field of
optimal control of switched systems. These include stud-
ies presuming a fixed switching sequence [10], [11], on
hybrid minimum principle based methods [2], [13], [14]
and on mode insertion algorithms [15]. Efficient optimal
control algorithms using direct methods have been de-
veloped in [16], [17]. Both these methods have adopted a
similar idea of first relaxing and then rounding. To deal
with MTC, the authors of [18] have adopted mode in-
sertion techniques. This approach has been further ex-
tended to consider different MTC for different modes in
[3], given a fixed mode sequence. A method based on ap-
proximate dynamic programming (ADP) has been pro-
posed in [19] for unconstrained systems. General con-
strained systems with MTC have been tackled in [20]
using dynamic programming (DP) which suffers from
the curse of dimensions. In MIOC, a modified rounding
strategy has been proposed to reduce the complexity of
the rounding step at the cost of loss of optimality [21].
It should be noted that another category of studies on
MPC for switched systems have focused on developing
stabilizing MPC controllers. Interested readers can refer
to [22], [23], [24], [25] and references therein. The main
difference from this category to the optimal control of
switched systems is that, the switching sequence in the
stabilizing MPC controllers, either known or unknown
a priori, is not a decision variable. Another difference is
that these papers focus on exploiting knowledge of the
dwell time constraints, e.g. the average dwell time speci-
fied in [24], for ensuring stability, without addressing the
question of how to generate feasible switching sequences
that comply with MTC.
1.2 Contribution
In this paper, we develop an efficient suboptimal
MPC algorithm to obtain the switching sequence, the
state and control trajectory for constrained nonlinear
switched systems subject to MTC. To solve the OCP
on-line, we propose a variant of the MIOC decompo-
sition method [26], [4] which embeds the MTC in the
NLP instead of the MILP. In particular, the integer con-
trol variables which represent the switching sequence
are relaxed and blocked to be constant over multiple
discretization intervals using move blocking techniques.
The relaxed solutions of the NLP are then rounded using
a simple sum-up-rounding (SUR) method with bounded
integer approximation error. The computational effort
to solve the NLP can be reduced by employing efficient
move blocking numerical algorithms [27]. In addition,
the SUR step has negligible computational burden
when compared to solving a MILP with combinatorial
constraints.
A second main contribution of this paper is a combined,
shrinking horizon and receding horizon terminal set
strategy for ensuring recursive feasibility of the devel-
oped MPC algorithm. We show that this combination
is recursively feasible when a l-step control invariant
(l-CI) [34] terminal set is employed. For switched linear
systems, an algorithm is developed to explicitly com-
pute a l−step switch-robust CI (l-SRCI) set, which is
a practical class of l-CI sets. Finally, we implement the
proposed method in MATMPC, an open-source nonlinear
MPC tool based on MATLAB that supports tailored move
blocking algorithms [28]. We show the efficiency and
effectiveness of the developed MPC algorithm using two
MIOC benchmark examples with MTC.
2 Problem Description and Preliminaries
In this section we first present definitions, assumptions
and the considered OCP formulation. Then we introduce
recent results from the MIOC field on how to solve the
OCP.
2.1 Definitions, assumptions and problem formulation
Consider switching mode continuous time nonlinear dy-
namical systems
x˙(t) = fq(t)(x(t), u(t)), x(t0) = x0, (1)
where x ∈ Rnx , u ∈ Rnu are continuous in time t ∈
[t0, tf ] and fq(t) : Rnx ×Rnu → Rnx is C2. We make the
following definitions.
• The active mode function q(t) : [t0, tf ] → Q
is piece-wise constant and left continuous in
a given and fixed time period [t0, tf ], where
2
Q := {1, 2, . . . , Q}, Q ∈ Z+, Q < ∞ is a finite set
of available modes.
• Define K ∈ Z+ the number of switches occurred in
[t0, tf ], satisfying K <∞.
• Define the set of switching sequences by Q =
{(q1, q2, . . . , qK+1)>, qi ∈ Q, ∀i = 1, . . . ,K + 1}.
• Define the set of switching time instants by T :=
{τ ∈ RK+1 : τi ≤ τi+1, i = 1, . . . ,K}, where
τK+1 = tf and τ := (τ1, τ2, . . . , τK+1)
>.
• Define the set of switching laws by
Σ = {(q(t), τ) : q(t) ∈ Q, τ ∈ T }. (2)
A switching law can be denoted by σ(t) =
(q(t), τ) ∈ Σ.
We make the following assumptions.
Assumption 1 There is no state jump at switching, i.e.
xqi+1(τi+1) = limt→τi+1 xqi(t), ∀i = 1, . . . ,K − 1.
Assumption 2 There is no autonomous switching, i.e.
the mode switching is controlled by q(t), which is a signal
to be determined.
Assumption 2 serves as a simplification for problem for-
mulation and solution derivation. Although autonomous
or implicit switching can be transformed into explicit
switching by applying results from disjunctive program-
ming [29], a mathematical program with vanishing con-
straints (MPVC) and larger number of modes has to be
solved.
Consider an OCP of the following form:
min
x,u,σ
ψ(x(tf )) +
K∑
i=0
∫ τi+1
τi
Lq(t)(x(t), u(t))dt (3a)
s.t. x˙(t) = fq(t)(x(t), u(t)), x(t0) = x˜0, (3b)
x(t) ∈ X , (3c)
u(t) ∈ U , (3d)
σ(t) ∈ Σ, (3e)
g(x(t), u(t)) ≤ 0, (3f)
x(tf ) ∈ Xf , (3g)
0 < ∆τ ≤ τi+1 − τi ≤ tf − t0, ∀i = 0, . . . ,K,
(3h)
where X is a closed set and U is compact. The running
cost Lq(t) : Rnx × Rnu → R and the terminal cost ψ :
Rnx → R are assumed to be C2 functions. The initial
condition is the state measurement or estimation x˜0. The
constraint g : Rnx × Rnu → Rc is assumed to be C2.
The set Xf ⊆ X defines the terminal constraint. MTC
are defined by (3h) for a given ∆τ . Note that g can also
depend on the mode q, which results in a MPVC [30].
We do not consider this situation in this paper.
2.2 Mixed-integer optimal control
In this paper, we focus on obtaining a finite dimen-
sional approximate solution of (3). One of the promis-
ing approaches is to approximate (3) by a MIOC prob-
lem, in which the switching sequence is represented as
a set of binary variables [17]. Given binary functions
bj(t) : [t0, tf ]→ {0, 1}, j = 1, . . . , Q, the MIOC problem
is formulated as
min
x,u,b
ψ(x(tf )) +
∫ tf
t0
Q∑
j=1
bj(t)L(x(t), u(t))dt, (4a)
s.t. x˙(t) =
Q∑
j=1
bj(t)fj(x(t), u(t)), x(t0) = x˜0, (4b)
x(t) ∈ X , (4c)
u(t) ∈ U , (4d)
x(tf ) ∈ Xf , (4e)
g(x(t), u(t)) ≤ 0, (4f)
Q∑
j=1
bj(t) = 1, ∀t ∈ [t0, tf ], (4g)
where b(t) = (b1(t), . . . , bQ(t))
>. The solutions to prob-
lem (4) and (3) are bijective without constraints (3h)
[17]. The special ordered set of type 1 (SOS1) (4g) guar-
antees that only one mode is active at any time [17].
A decomposition method has been proposed in [17], [4]
that breaks down (4) into a sequence of simpler prob-
lems. The procedure consists of three steps 1 :
(i) NLP 1: discretize (4) and relax the binary variables
without constraints (3h);
(ii) Combinatorial integral approximation (CIA): solve
a MILP with constraints (3h);
(iii) NLP 2: solve NLP 1 with fixed binary variables
obtained from the CIA step (ii).
In detail, problem (4) is transcribed into a NLP by first
using direct methods and then relaxing the integer vari-
able bj(t) to be bˆj(t) : [t0, tf ] → [0, 1]. Then, the CIA
step recovers the integer feasible solution b from bˆ using
a sum-up rounding (SUR) strategy [17] if MTC are not
present. The integer approximation error bound is lin-
early proportional to the maximum length of discretiza-
tion interval when solving (4). As a result, this error
can be made arbitrarily small by using a sufficiently fine
discretization grid. However, in the presence of MTC, a
MILP has to be solved [17], [4] or a more complex SUR
strategy is required [21]. Finally, a second NLP is solved
with a fixed b from the CIA step to adjust the continu-
ous state and control variables.
1 In [31], the three steps are repeated multiple times to
improve feasibility of the optimization problem.
3
3 An efficient MPC algorithm for switched sys-
tems with MTC
In this section, we develop a MPC algorithm by embed-
ding MTC into the NLP 1. This is achieved by imposing
move blocking on bˆ. As a consequence, the rounded so-
lution b automatically satisfies the MTC and solving a
MILP is not necessary.
3.1 The NLP 1 with move blocking
To numerically solve (4), we adopt the direct multiple
shooting method [32]. The time domain [t0, tf ] is dis-
cretized into N intervals, characterized by equidistant
grid points
t0 < t1 < . . . < tN−1 < tN = tf ,
with ∆t =
tf−t0
N . In each interval, the control and binary
functions (u(t), b(t)) are assumed to be constant hence
they can only change values at grid points. Define the
minimum dwell time interval length as
l = [
∆τ
∆t
]+
where [·]+ rounds a number to its closest larger integer.
To meet the MTC, we impose move blocking to the re-
laxed binary variables
bˆk = bˆk+1 = . . . = bˆk+l−1, ∀k = 0, l, . . . ,Ml, (5)
where bˆk = bˆ(tk) ∈ [0, 1]Q and M ∈ N is the maximum
number of switchings that can occur. Note that we can
always find an appropriateN and an approximate upper
bound on ∆τ to satisfy Ml = N−1. The constraints (5)
enforce bˆk to be constant over l intervals. As a result, we
obtain the NLP 1 written as:
min
x,u,bˆ
ψ(xN ) +
N−1∑
k=0
Q∑
j=1
bˆk,jL(xk, uk) (6a)
s.t. (5),
xk+1 = φ(xk, uk, bˆk), (6b)
x0 = x˜0, (6c)
xk ∈ X , (6d)
uk ∈ U , (6e)
xN ∈ Xf , (6f)
g(xk, uk) ≤ 0, (6g)
Q∑
j=1
bˆk,j = 1, (6h)
where
x = (x>0 , x
>
1 , . . . , x
>
N )
>,
u = (u>0 , u
>
1 , . . . , uN−1)
>,
bˆ = (bˆ>0 , bˆ
>
1 , . . . , bˆ
>
N−1)
>,
and bˆk,j is j−th element of bˆk. The function φ : Rnx ×
Rnu × [0, 1]Q is obtained by solving the nonlinear dy-
namics (4b) via numerical integration.
3.2 Integer approximation error
After solving (6), a simple SUR step can be employed to
obtain the binary variable b from bˆ [17]. However, the
block constraints (5) essentially change the discretiza-
tion interval length for bˆ from ∆t to l∆t. This leads to
minor changes to the SUR scheme as well as the upper
bound of the integer approximation error, as explained
next.
Define
pˆm = bˆk = . . . = bˆk+l−1, ∀m = [k/l]−, (7)
as the decision variable to represent the l blocked vari-
ables in an interval, with [·]− denoting the closet smaller
integer. The SUR scheme becomes
sm,j =
m∑
r=0
pˆr,j l∆t−
m−1∑
r=0
pr,j l∆t, (8a)
pm,j =
{
1 if sm,j ≥ sm,r ∀r 6= j&j < r ∀r : sm,j = sm,r
0 otherwise,
(8b)
which leads to the following result.
Proposition 1 If pˆ(t) : [t0, tf ] → [0, 1]Q is measur-
able, and
∑Q
j=1 pˆj(t) = 1 holds, then the function p(t) :
[t0, tf ] → {0, 1}Q converted from (8) using zero-order
hold for Q ≥ 2 satisfies∥∥∥∥∫ tf
t0
pˆ(τ)− p(τ) dτ
∥∥∥∥
∞
≤ l(Q−1)∆t = (Q−1)∆τ (9)
and p(t) satisfies
∑Q
j=1 pj(t) = 1.
Proposition 1 is a direct application of the Theorem 5 in
[33]. It shows that the minimum dwell time ∆τ enters lin-
early into the upper bound of the integer approximation
error (9). Such an upper bound is fixed once the MTC
are specified, and it is not relevant to the discretization
interval length. Hence, the upper bound of the integer
approximation error cannot be made arbitrarily small for
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the proposed algorithm. Similarly, error upper bounds
can also be obtained for the state trajectory x(t), the
objective and the path constraint (see Corollary 6 and 8
in [33]). It should be noted that a tighter upper bound is
obtained by solving the NLP without move blocking and
then applying a modified SUR strategy in [21]. Never-
theless, the developed upper bound therein still contains
∆τ linearly hence cannot be reduced arbitrarily.
A direct consequence of Proposition 1 is that the NLP 2
may be infeasible. Given that the original MIOC prob-
lem is feasible, the NLP 1 (6) is guaranteed to be fea-
sible due to its enlarged feasible set. If MTC are not
present, the NLP 2 can be rendered feasible by choosing
a sufficiently fine discretization grid with a sufficiently
small integer approximation error [33]. However, this is
no longer the case if MTC are present. In this paper, we
assume the minimum dwell time ∆τ is small enough as
follows.
Assumption 3 Let (y(t), u∗(t)) be feasible state and in-
put trajectory from the solution of (4) with pˆ(t) computed
from (6) and x(t) a state trajectory for the same input
u∗(t) with p(t) computed from (8). The minimum dwell
time ∆τ satisfies
∆τ ≤ 
Q− 1 , (10)
for  > 0 and for δ1 ≥ 0, δ2 ≥ 0, δ3 ≥ 0∥∥∥∥∫ tf
t0
pˆ(τ)− p(τ) dτ
∥∥∥∥
∞
≤ , (11a)
‖y(t)− x(t)‖∞ ≤ δ1, (11b)
|J(x, u∗, p)− J(y, u∗, pˆ)| ≤ δ2, (11c)
|g(x, u∗, p)− g(y, u∗, pˆ)| ≤ δ3, (11d)
such that the trajectory (x(·), u∗(·)) is feasible with b com-
puted from (8).
Assumption 3 can be seen as a sufficient condition for
∆τ to ensure feasibility of the NLP 2, which is guaran-
teed in the absence of MTC in [33] by using a sufficiently
small discretization grid. Assumption 3 implies that the
feasible trajectory (y(t), u∗(t)) is not only in the interior
of the feasible region, but it also lies at a non-zero dis-
tance from the boundary of the feasible region. Hence,
this enables feasibility of NLP 2 when MTC and integer
approximation errors are present.
In terms of computational issues, significant computa-
tion reduction can be expected using (8) instead of solv-
ing a MILP. In practice, the time to perform SUR (8) can
be neglected. As a result, the solving procedure of the
MIOC problem (4) consists of only solving two NLPs.
In addition, the NLP 2 has the same structure with (6)
where the binary variables are fixed with (8). Therefore,
the NLP 2 has less decision variables and is much easier
to solve.
Remark 1 If system dynamics (4c) is autonomous, i.e.
the continuous control input u(t) is absent, there is no
need to formulate and solve NLP 2. After the SUR step
(8), the state trajectory can be obtained by simulating
(4c) using the calculated binary mode variable.
3.3 An efficient move blocking algorithm to solve NLP 1
Although problem (6) can be solved by standard NLP
solvers, an efficient algorithm has been proposed in [27]
to speedup the computation by exploiting the move
blocking structure. Using sequential quadratic program-
ming (SQP), we can obtain a reduced order quadratic
programming (QP) subproblem at each SQP iteration,
given as
min
∆x,∆u,∆pˆ
N−1∑
k=0
12

∆xk
∆uk
∆pˆm

T
Hk

∆xk
∆uk
∆pˆm
+ gkT

∆xk
∆uk
∆pˆm


+
1
2
∆xTNHN∆x
T
N + gN
T∆xN (12a)
s.t. ∆x0 = x˜0 − x0 (12b)
∆xk+1 = Ak∆xk +Bk∆uk + Pkpˆm + dk,
(12c)
Ck∆xk +Dk∆uk + ck ≤ 0, (12d)
0 ≤ ∆pˆm,j + pˆm,j ≤ 1, (12e)
Q∑
j=1
∆pˆm,j = 1−
Q∑
j=1
pˆm,j = 0, ∀m = [k/l]−,
(12f)
where Ak =
∂φ
∂x (xk, uk, pˆm), Bk =
∂φ
∂u (xk, uk, pˆm), Pk =
∂φ
∂pˆ (xk, uk, pˆm), dk = φ(xk, uk, pˆm) − xk+1, with φ de-
fined in (6) as the discrete-time dynamics. The QP (12)
is a multi-stage problem with N stages. However, due
to move blocking, its degree of freedom (dof) is reduced.
While (12) can be solved by standard QP solvers, a tai-
lored condensing strategy has been proposed in [27] to
eliminate ∆x and to obtain a condensed QP of dimen-
sion with only M mode variables. The condensing step
has a complexity of O(NM) comparing to the tradi-
tionalO(N2). As a consequence, active-set methods with
warm-start capabilities can be employed to efficiently
solve a sequence of (12) until convergence.
3.4 The MPC algorithm
In MPC, problem (6) must be solved repeatedly on-line
in a receding horizon fashion. In particular, the solution
of (6) only guarantees open-loop but not closed-loop
MTC fulfillment. To solve this problem, in [4], the first
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mode of the open-loop mode sequence, i.e. bˆ0, is fixed
to the previous active mode if the closed-loop MTC are
still active. However, as the prediction horizon recedes,
the terminal mode of the mode sequence, i.e. bˆN−1 is not
constrained and hence, it may violate the MTC. In this
work, we propose a combination of shrinking and reced-
ing horizon strategy to ensure closed-loop MTC fulfill-
ment with recursive feasibility guarantees.
Define the following move blocking structure:
pˆ0 = bˆ0 = . . . = bˆh−1, (13a)
pˆm = bˆh = . . . = bˆh+l, ∀m = [k/l]−, 1 ≤ m ≤M − 1
(13b)
where h ∈ Z, 1 ≤ h ≤ l is a parameter. Comparing
to (7), the first block is of length h while other blocks
have length l. At the presence of MTC, given the current
active mode bact and its active time tact, we can define
h as
h = [
∆τ − tact
∆t
]+ (14)
indicating the number of discretization intervals in which
the current mode must hold. At sampling instant i, we
define a parametric problem Pi(h, bact, N) which takes
three parameters:
Pi(h, bact, N) :
min
x,u,pˆ
ψ(xN |i) +
N−1∑
k=0
Q∑
j=1
pˆm,j|iL(xk|i, uk|i)
(15a)
s.t. pˆ0|i = bact, (15b)
(13b), (15c)
xk+1|i = φ(xk|i, uk|i, pˆm|i), (15d)
x0|i = x˜0, (15e)
xk|i ∈ X , (15f)
uk|i ∈ U , (15g)
xN |i ∈ Xf , (15h)
g(xk|i, uk|i) ≤ 0, (15i)
Q∑
j=1
pˆm,j|i = 1, (15j)
for k = 0, . . . , N−1 and m = 0, . . . ,M−1. The variable
xk|i is the same as xk in (6) with an explicit mark on
the sampling instant i. In (15), the first blocked mode
pˆ0|i is fixed by the current active mode bact. Algorithm 1
summarizes the proposed MPC scheme. In Algorithm 1,
problem (15) is solved repeatedly in a combination of
shrinking and receding horizon fashion by varying the
three parameters.
As it can be observed in Algorithm 1, the proposed MPC
algorithm entails two different phases, i.e., a shrinking
horizon phase and a receding horizon phase, which are
graphically illustrated in Figure 1. The shrinking hori-
zon phase consisting of l − 1 problems and the receding
horizon phase are explained in detail next.
Algorithm 1 MPC algorithm for switched systems with
MTC
1: Input:
The MTC l, number of grid points N¯
2: Initialize:
Initialize tact ← 0, h← l, bact ← ∅
3: for i = 0, 1, . . . do
4: NLP 1: Solve Pi(h, bact, N¯) to obtain bˆi given x˜0
5: CIA: Obtain bi given bˆi using (8)
6: NLP 2: Solve Pi(h, bact, N¯) to obtain xi,ui given
x˜0 and the fixed bi
7: h← h− 1
8: if h = 0 then
9: h← l
10: N¯ ← N¯ + l
11: bact ← ∅
12: else
13: N¯ ← N¯ − 1
14: bact ← b0|i
15: end if
16: Send u0|i, b0|i to the plant
17: end for
i = i + l
Shrinking horizon phase
Receding horizon phase
Fig. 1. The combined shrinking and receding horizon strategy
in Algorithm 1.
3.4.1 Shrinking horizon phase
Algorithm 1 starts by solving Pi(l, ∅, N¯) which consists
of N¯ grid points with M blocks of length l without con-
straint (13). At the next sample, Pi+1(l− 1, b0|0, N¯ − 1)
is solved where b0|0 is the optimal mode that has been
computed and implemented from the last sample. This
process is repeated until the sample i + l − 1 when
Pi+l−1(1, b0|i+l−2, N¯ − l+1) is solved and the first block
has only one interval. As a consequence, a series of prob-
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lems are solved in the following order:
Pi(l, ∅, N¯)→ Pi+1(l − 1, b0|i, N¯ − 1)→
→ · · · → Pi+l−1(1, b0|i+l−2, N¯ − l + 1).
An illustrative diagram of this shrinking horizon strat-
egy is shown in Fig. 2.
t0 t1 t2 t3 t4 t5 t6 t7 t8 t9
P0(3, ∅, 9)
P1(2, b0|0, 8)
P2(1, b0|1, 7)
Fig. 2. An illustration of the shrinking horizon phase from
one sampling instant to the next. In this example, we start
from i = 0. The number of grid points at the beginning is
N¯ = 9. The two modes are illustrated by flipping the red
line. The dwell time constraint is l = 3.
3.4.2 Receding horizon phase
The receding horizon phase is performed after the
shrinking horizon phase has ended, which is triggered
when h = 0. In this phase, problem Pi+l(l, ∅, N¯) is for-
mulated and solved by introducing an additional block
of length l at the tail of the prediction horizon to re-
cover the original prediction length. This is equivalent
to shifting the problem Pi(l, ∅, N¯) l steps forward. An
illustrative diagram of this receding horizon step is
shown in Fig. 3.
t0 t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 t11 t12
P0(3, ∅, 9)
P3(3, ∅, 9)
Fig. 3. An illustration of the receding horizon phase using the
same settings as in Fig. 2. The problems between P0(3, ∅, 9)
and P3(3, ∅, 9) are P1(2, b0|0, 8) and P2(1, b0|1, 7) in Fig. 2.
4 Recursive feasibility guarantees
In this section, we first show that Algorithm 1 is recur-
sively feasible by using a l-step control invariant (l-CI)
terminal setXf . Then we show how to compute such sets
in a tractable way for switched linear systems. We fo-
cus on recursive feasibility guarantees because this is the
most important property that an MPC algorithm must
satisfy, to facilitate implementation in practice. Future
work, which is beyond the scope and page limits of the
current paper, will also consider developing closed-loop
stability guarantees for the MPC controller generated
by Algorithm 1, by means of non-monotonic Lyapunov
inequalities [34].
Definition 1 The set Xf is l-step invariant (l-CI) for
the dynamics φ(·, ·, ·) if ∀x0 ∈ Xf , ∃{u0, u1, . . . , ul−1} ∈
Unu×l and p0 ∈ {0, 1}Q,
∑Q
j=1 p0,j = 1 such that
xl = φ(xl−1, ul−1, p0)
= Φ(x0, {u0, u1, . . . , ul−1}, p0) ∈ Xf , (16)
where Φ maps the initial state condition x0 and an admis-
sible continuous control input sequence {u0, u1, . . . , ul−1}
under a mode variable p0 to a l-step state xl.
Assumption 4 The terminal set Xf in (15) is a l-CI set
for the dynamics φ, with l equal to the dwell time interval
length.
Assumption 4 is inspired by the invariant (k, λ) contrac-
tive set which defines set invariance in k steps [34]. As-
sumption 4 also adopts a similar idea employed in event-
triggered MPC [35] where the set invariance is defined
at a future time point. The following theorem states the
main result of this section.
Theorem 2 If Assumption 3 and 4 hold, the MPC
scheme presented in Algorithm 1 is recursively feasible,
i.e. if P0(l, ∅, N¯) is feasible, problems Pi(·, ·, ·), ∀i ∈ N+
are feasible.
PROOF. The proof consists of two parts: i) proving
feasibility of the NLP 2 given a feasible solution obtained
from the NLP 1 and the SUR (8) at the current sampling
instant with the same initial condition; ii) proving feasi-
bility of the NLP 1 at the next sampling instant given a
feasible solution obtained from the NLP 2 at the current
sampling instant.
i): We start by assuming the NLP 1 of problem
Pi(l, ∅, N¯) is feasible, for an arbitrary i ∈ N+. Based on
Assumption 3, the NLP 2 of problem Pi(l, ∅, N¯) is also
feasible, with the same initial condition.
ii): Next, we prove the NLP 1 at the next sampling in-
stant is feasible.
(A) The shrinking horizon phase:
The optimal solutions to the NLP 2 of problem
Pi(l, ∅, N¯) are defined by {u0|i, u1|i, . . . , uN¯−1|i} ∈
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Unu×N¯ and {b0|i, b1|i, . . . , bN¯−1|i} ∈ {0, 1}Q×N¯ satisfy-
ing (13). The solutions lead to a feasible state trajec-
tory {x0|i, x1|i, . . . , xN¯ |i} which satisfies xk|i ∈ X ,∀k =
0, . . . , N¯ − 1 and xN¯ |i ∈ Xf . The optimal mode that is
fed back to the system is bact = b0|i. At sample i+1, the
prediction horizon is shrunk and the NLP 1 of problem
Pi+1(l − 1, b0|i, N¯ − 1) is solved. The solutions denoted
by
{u0|i+1, . . . , uN−2|i+1} = {u1|i, . . . , uN¯−1|i}, (17a)
b0|i+1 = . . . = bl−2|i+1 = b0|i = bact, (17b)
{bl−1|i+1, . . . , bN¯−2|i+1} = {bl|i, . . . , bN¯−1|i} (17c)
certainly lead to a state trajectory
{x0|i+1, . . . , xN¯−1|i+1} = {x1|i, . . . , xN¯ |i}, (18)
which is feasible.
By combining i) and ii), recursive feasibility can be
constructed until sample i + l − 1 when problem
Pi+l−1(1, b0|i+l−2, N¯ − l+ 1) is solved, for every i start-
ing from 0 with an increment l.
(B): The receding horizon phase:
Given that the NLP 2 of problem Pi+l−1(1, b0|i+l−2, N¯−
l + 1) is feasible, we prove the NLP1 of problem
Pi+l(l, ∅, N¯) is also feasible. Choose the solution of the
first N¯ − l intervals to be
{u0|i+l, . . . , uN¯−l−1|i+l} = {u1|i+l−1, . . . , uN¯−l|i+l−1},
(19a)
{b0|i+l, . . . , bN¯−l−1|i+l} = {b1|i+l−1, . . . , bN¯−l|i+l−1}
(19b)
which lead to a state trajectory
{x0|i+l, . . . , xN¯−l−1|i+l} = (20a)
{x1|i+l−1, . . . , xN¯−l|i+l−1} ∈ Xnx×(N−l),
xN¯−l|i+l = xN¯−l+1|i+l−1 ∈ Xf . (20b)
As a result, the appended block at the the tail of the
prediction horizon starts with the initial state xN¯−l|i+l ∈
Xf . According to Assumption 4, there exist a blocked
input and a sequence of continuous inputs
pM−1|i+l = bN¯−l|i+l = . . . = bN¯−1|i+l, (21a)
{uN¯−l|i+l, . . . , uN¯−1|i+l} ∈ Unu×l (21b)
such that
xN¯−l+k|i+l = φ(xN¯−l|i+l, uN¯−l|i+l, pM−1|i+l) ∈ X ,
∀k = 1, . . . , l − 1, (22a)
xN¯ |i+l = Φ(xN¯−l|i+l, {uN¯−l|i+l, . . . , uN¯−1|i+l},
pM−1|i+l) ∈ Xf . (22b)
Therefore, the NLP 1 of problem Pi+l(l, ∅, N¯) admits a
feasible solution. Since i ∈ N+ was arbitrarily chosen,
this completes the proof. 2
4.1 Computation of the SRCI terminal set
The explicit computation of Xf that satisfies Assump-
tion 4 is not easy, even for standard nonlinear MPC al-
gorithms [36]. In this work, we develop an iterative al-
gorithm to compute a specific type of switch-robust l-CI
set for linear switched systems.
Definition 2 The set Xf is l-step switch-robust CI
(l-SRCI) for the dynamics φ(·, ·, ·) if ∀x0 ∈ Xf ,
∃{u0, u1, . . . , ul−1} ∈ Unu×l and ∀p0 ∈ {0, 1}Q,∑Q
j=1 p0,j = 1 such that
xl = φ(xl−1, ul−1, p0)
= Φ(x0, {u0, u1, . . . , ul−1}, p0) ∈ Xf , (23)
Proposition 3 If Xf is a l-SRCI set, it is a l-CI set.
Proposition 3 is obvious based on Definition 1 and 2.
Therefore, for the system (16), Xf being a l-SRCI set is
a sufficient condition of Assumption 4. An algorithm to
compute the l-SRCI set is given in Algorithm 2 where
the predecessor set is defined by
Pre(X ; j) ={x ∈ Rnx : ∃u ∈ U , φ(x, u, pj) ∈ X},
(24)
Prek+1(X ; j) ={x ∈ Rnx :
∃u ∈ U , φ(x, u, pj) ∈ Prek(X ; j)} (25)
where Pre0(X ; j) = X and pj is defined by
pj = [0, . . . , 0, 1, 0, . . . , 0]> ∈ {0, 1}Q, (26)
with all elements zero except the j-th element.
Algorithm 2 updates Xf by taking the intersection of
the l-step predecessor sets for all modes. In general, the
convergence of Algorithm 2 has not been proven. How-
ever, consider the case of a switched linear autonomous
system, i.e.,
xk+1 =
Q∑
j=1
(bk,jAj)xk. (27)
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Algorithm 2 l-SRCI set computation
1: Input:
X , l
2: Initialize:
Initialize X 0f = X , i = 0
3: repeat
4: Update X i+1f = X if ∩j∈{1,...,Q} Prel(X if ; j)
5: i = i+ 1
6: until X i+1f = X if
7: Xf = X if
The l-step terminal state can be computed by
xl =
 Q∑
j=1
p0,j Aj
l x0 (28)
where p0 = b0 = . . . = bl−1 since the binary variables
are blocked for l steps. In this case, the l-step predecessor
set can be considered as a 1-step set using
Prel(X ; j) ={x ∈ Rnx : A˜jx ∈ X}, (29)
where A˜j = (Aj)
l.
Remark 2 For system with dynamics (28) and assum-
ing Xf compact with 0 ∈ int(Xf ), Algorithm 2 termi-
nates in finite number of steps if A˜j , j = 1, . . . , Q are
stable [23]. If at least one of A˜j is stable, it is likely that
Algorithm 2 asymptotically converges to the set {0} due
to intersections of predecessor sets.
Remark 3 Consider linear systems with dynamics
xk+1 =
Q∑
j=1
bk,j (Ajxk +Bjuk) . (30)
If there exits a feedback law uk = Kjxk such that Aj +
BjKj , j = 1, . . . , Q are stable, then we can apply Algo-
rithm 2 to (30) using the predecessor set defined as (29)
where A˜j = (Aj +BjKj)
l [23].
Remark 4 Definition 2 is similar to the SRCI set de-
fined in [37] in the way that the latter defines different
feasible sets under different modes. The SRCI set notion
defined in [37] is different and requires one step invari-
ance for one mode and l-step invariance for others. A
similar algorithm was presented in [37] for computing
corresponding 1-step SRCI sets. The adopted l-step SRCI
definition in this paper requires l-step invariance under
all modes and reduces to a subset of the SRCI definition
in [37] only when l = 1.
5 Numerical Examples
In this section, two numerical simulations are performed
to show the effectiveness and efficiency of Algorithm 1.
Comparisons have been made with the algorithm in [4]
which employs the decomposition method described in
Section 2.2. We denote this algorithm as MPC+MILP.
The simulations are performed on a laptop running ma-
cOS Catalina with Intel i5 CPU at 2.6GHz. The NLP
in the form of (6) is solved in MATMPC [28] which is an
open-source MATLAB based nonlinear MPC software. The
MILP is solved using CPLEX in MATLAB.
5.1 Example 1
Consider a linear autonomous system governed by the
following dynamics
x˙(t) =
[−5 −3
5 −1
]
x(t) Mode 1,
x˙(t) =
[−1 5
−3 −5
]
x(t) Mode 2.
(31)
We design a MPC controller to regulate the states from
the initial state x(0) = (−1, 1)> to the origin (0, 0). The
MPC controllers used in this simulation are configured
as follows. The cost function for the on-line optimization
problem is given by
J(x) =
N−1∑
k=0
x>k Qxk + x
>
NPxN (32)
whereQ = [1 0; 0 1], P = [10 0; 0 10]. The number of grid
points is N = 20 and the sampling time is ∆t = 0.1 s.
The states are constrained in the set X = {(x1, x2) :
−1 ≤ x1 ≤ 0.05,−0.05 ≤ x2 ≤ 1}. Fig. 4 shows the state
and mode trajectories using Algorithm 1 with l = 1, i.e.
no MTC are imposed. The controller needs to switch be-
tween the two modes frequently to regulate both states
to the origin to avoid violating the state constraints. In
this case, the sum of squared error between the actual
state and the desired one during the closed-loop simula-
tion is J∗ = 1.46. We also compute the constraint resid-
ual to indicate constraint violation as
res = max(x1 − 0.05, 0) + max(x2 − 1, 0)+
max(−x1 − 1, 0) + max(−x2 − 0.05, 0). (33)
The accumulated constraint residual without MTC is
res∗ = 0.1148.
Now we impose MTC using l = 4, which requires ∆τ =
0.4 s. The state and mode trajectories using Algorithm 1
and the MPC+MILP algorithm are shown in Fig. 5. For
Algorithm 1, we calculate the l-step SRCI terminal set
Xf using Algorithm 2, which is shown in Fig . 6. It can be
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Fig. 4. State and mode trajectories of problem (31) without
MTC.
observed that Algorithm 1 and MPC+MILP algorithm
have the same closed-loop performance, with closed-loop
cost J = 1.46 and constraint residual res1 = 0.1999 >
res∗. The constraint violation increases because the sys-
tem is autonomous and the MPC controller is not able
to switch that frequent to maintain the states inside the
feasible region. The average computational time to solve
the NLP 1 (6) and to perform the SUR (8) for Algorithm
1 is Tnlp1 = 2.2 ms and Tsur = 0.2 ms. The average
computational time to solve the NLP 1 (6) and to solve
the MILP for MPC+MILP algorithm is T˜nlp1 = 2.9 ms
and T˜milp = 30.1 ms. As already explained in section
3.3, Tnlp1 < T˜nlp1 means that using move blocking algo-
rithms can solve the NLP 1 faster. In total, Algorithm 1
has a speedup of more than 13 times than MPC+MILP.
Note that for this example there is no need to formulate
and solve NLP 2.
0 0.5 1 1.5 2 2.5 3
-1
-0.5
0
x
1
MPC+MILP
Algorithm 1
0 0.5 1 1.5 2 2.5 3
0
0.5
1
x
2
0 0.5 1 1.5 2 2.5 3
Time[s]
Mode 1
Mode 2
Fig. 5. State and mode trajectories of problem (31) using the
MPC+MILP algorithm and Algorithm 1, with MTC l = 4.
Fig. 6. The feasible set of states and the SRCI terminal set of
problem (31) when MTC l = 4, computed by Algorithm 2.
5.2 Example 2
Consider a bevel-tip flexible needle system [38] governed
by the dynamics

x˙(t) =

sinx5(t)u1(t)
− cosx5(t) sinx4(t)u1(t)
cosx4(t) cosx5(t)u1(t)
κ cosx6(t) secx5(t)u1(t)
κ sinx6(t)u1(t)
−κ cosx6(t) tanx5(t)u1(t)

Mode 1,
x˙(t) =

0
0
0
0
0
u2(t)

Mode 2.
(34)
where κ = 0.22 is the curvature of the needle. The first
three states are positions of the needle and the last three
are the yaw, pitch and roll angle. The needle is pushed
in the first mode and is turning in the second. The con-
trol input are the insertion speed u1 and the rotation
speed u2. The objective of the controller is to drive the
needle from x(0) = (0, 0, 0, 0, 0, 0)> to the destination
(−2, 3.5, 10, 0, 0, 0) while minimizing the energy cost, de-
fined by the function
J(x, u) =
N−1∑
k=0
u>k Quk+
(xN,1 + 2)
2 + (xN,2 − 3.5)2 + (xN,3 − 10)2
(35)
where Q = 0.01I2 is the scaled identity matrix. In ad-
dition, the needle must avoid three obstacles defined
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by spheres centered at (0, 0, 5), (1, 3, 7), (−2, 0, 10) with
radius 2. The control inputs are constrained as u1 ∈
[0, 5], u2 ∈ [−pi/2, pi/2].
In this work, we choose the number of grid points to be
N = 40 and the sampling time ∆t = 0.1 s. Fig. 7 shows
the state, control and mode trajectories using three al-
gorithms: MPC+MILP and Algorithm 1 with l = 4,
and Algorithm 1 without MTC, i.e. l = 1. The cor-
responding closed-loop position trajectories are shown
in Fig. 8. It can be observed that all three algorithms
can drive the needle approaching the objective point.
When no MTC are present, especially after 5 seconds,
the input cost is much less than cases when MTC are
present. This can be verified by the sum of cost J∗ =
3.37 without MTC, comparing to Jmpc+milp = 3.57 and
Jalgorithm1 = 4.42. As shown in Fig. 8, at the presence
of MTC, MPC+MILP and Algorithm 1 switch less fre-
quently hence have a longer travel distance than the
case without MTC. Since MPC+MILP allows for mode
switching every ∆t = 0.1 s subject to MTC, while Al-
gorithm 1 can only switch the mode every l∆t = 0.4 s,
Algorithm 1 consumes more input cost and more travel
distance than MPC+MILP. The average computational
time of Algorithm 1 is Tnlp1+nlp2 = 486.4 ms, comparing
to T˜nlp1+nlp2 = 514 ms for MPC+MILP due to less de-
cision variables. The MPC+MILP also needs additional
T˜milp = 52.3 ms for solving the MILP while the SUR
step for Algorithm 1 is negligible.
Note that the computation speedup for this example is
not significant since the NLPs defined by (34) and (35)
are much harder to solve than the corresponding MILPs
due to complex nature of the nonlinear constraints. This
example aims at showing Algorithm 1 can handle com-
plex nonlinear constrained problems.
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Fig. 7. State, control and mode trajectories of problem (34)
using the three algorithms.
Fig. 8. Closed-loop position trajectories of problem (34) us-
ing the three algorithms. The three obstacles are represented
as spheres. The objective point (−2, 3.5, 10) is a filled black
circle.
6 Conclusion
This paper developed an efficient MPC algorithm for
switched nonlinear systems subject to MTC. Using the
decomposition method for MIOC problems, the MTC
have been embedded into the first NLP using move
blocking. As a result, a simple SUR strategy can be em-
ployed to recover the integer variables with a bounded
integer approximation error. We have proved that such
an error is related to the MTC linearly. In addition, a
combined shrinking and receding horizon strategy has
been proposed to satisfy MTC in closed-loop. Recursive
feasibility has been proven using a l-CI terminal set.
An iterative algorithm has been proposed to explicitly
compute a l-SRCI set, a specific type of l-CI set. Finally,
two numerical examples have been presented to show
comparable closed-loop control performance and signif-
icant computation speedup using the proposed MPC
algorithm.
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