Abstract. In this paper a 2-dimensional real autonomous system with polynomial right-hand sides of a concrete type is studied. Hopf bifurcation is analysed and existence of a limit cycle is proved. A new formula to determine stability or unstability of this limit cycle is introduced. A positively invariant set, which is globally attractive, is found. Consequently, existence of a stable limit cycle around an unstable critical point is proved and also a sufficient condition for non-existence of a closed trajectory in the phase space is given. Global characteristics of the system are studied. An application in economics to the dynamic version of the neo-keynesian macroeconomic IS-LM model is presented.
Introduction
There is a lot of papers dealing with asymptotic properties and existence of a limit cycles of 2-dimensional polynomial autonomous differential systems. A great deal of scientific effort was devoted to quadratic systems, see e.g. [4] , [5] , [12] , [13] . In the present paper we shall consider a real dynamical autonomous system in the plane where x\ € R, X2 € K, a, /3 > 0 axe real parameters and do, a-i,b, 0,2,03, CQ, C, d axe real coefficients satisfying following assumptions: ai + 2a2X + 3a^x 2 = 0 has two distinct real roots.
Null curves of the system (1.1)
1. x\ -null curve x 2 = f{x\) of the system (1. 
X2 -null curve xi = ip(xi) of the system (1.1) is defined for all xi G E and satisfies CQ + CXl i>{x\) = 2-'
Then dib c --= --= const. > 0. dx i d Critical points of (1.1) are the intersections of these null curves. Obviously, the conditions (1.2) assure that there exists at least one critical point of (1.1).
Linearization of the system (1.1)
Consider a matrix _ / a(ai + 2a 2 Assume that A is a regular matrix. The matrix A is a matrix of a linearized system (1.1). The matrix A, its trace tr A, its determinant det A and its characteristic polynom pa(A) are functions of x\. The system (1.1) has at least one critical point. Let (xj, x^) be any critical point of the system (1.1).
In the following part we will discuss the type of the critical point (x*, and we will write trA, det A instead of tr A(xl,x 2 ) and det A(x[,x 2 ) to make the computation clearer. (i) If D is negative, (trA) 2 < 4 det A, then the critical point (xj, x 2 ) is a stable focus.
(ii) If D is non-negative, (trA) 2 > 4 det A, then the critical point (rr*,^) is a stable node.
2) In the case that x* € (M, N), various behaviours can occur at the point (X*, Xrj). The case of a saddle point occurs if and only if
It is seen that it corresponds to the inequality
The case of trA = 0 is studied in the next section.
Hopf bifurcation in the system (1.1)
Here we will show that Hopf bifurcation can occur for a = a in the case when x* 6 (M, N) holds at the critical point P = (x\, x 2 ). According to the Hopf theorem on the existence of a limit cycle (see [1] , chap. 26, page 406), the following two conditions have to be fulfilled at the critical point P: dx i (i) tr A = 0 and det A > 0 -the eigenvalues are purely imaginary
(ii) tr A satisfies dtxA .
-Eu->0.
Suppose that coefficients of the right-hand side of (1.1) are fixed and let a and ¡3 be parameters. With respect to the previous results, changes of stability in the phase space caused by changes of parameters can occur only if x\ 6 (M, N) (note that det A > 0 in condition (i) excludes a saddle point). Furthermore, stability or unstability of the critical point depends on the proportion of parameters a and (3, so we can fix (3 = ¡3 > 0 arbitrary. Since
If a value of the parameter a is moved, the value of trA changes. 0 < a < a implies tr A < 0 and the critical point P is stable; a > a implies tr A > 0 and the critical point P is unstable. According to the Hopf theorem, if for a -à the critical point P is not a centre, then for values of a sufficiently close to a there exists a periodic solution in some neighbourhood of P.
We have proved the existence of a limit cycle, but that is not enough to describe the asymptotic behaviour of the solutions of (1.1). To find the type of bifurcation, we are going to use Hopf theorem on stability of the limit cycle (see [10] , chap. 4, page 344). Here we will cite a simplified version to make clear further calculation.
Hopf theorem (on stability)
Consider a general planar analytic system Proof. See [1] or [10] , older theory can be found in [2] and [3] .
• So the sign of a determines the asymptotic behaviour of those solutions of (1.1), whose u;-limit set is the limit cycle guaranteed by Hopf bifurcation.
To find the formula for a, we have to translate the system (1.1) to the origin. After the transformation
we obtain the system (1.1) in the form In the second example, Theorem 5.3 of the next section guarantees existence of a stable limit cycle, which contains the unstable cycle.
Existence of a globally attractive set
In this section a positively invariant set, which is globally attractive will be found using a suitable Lyapunov-like function. This result is usefull partly to characterization of the global behaviour of solutions of (1.1) and partly for the application of the Poincare-Bendixson theorem. These give more precise statements about the phase portrait, which are presented in the section 6. yieR \ a / Proof. Here, to make the further calculations clearer, we will write the system (4.1) with simplified coefficients:
where we denote Clearly the last inequality is strict for R* > R. This implies that trajectories of (4.1) intersect the ellipses V(y) = R*, R* > R, in the direction from their exteriors to their interiors. Consequently, if y(t*) is an element of V(y) < R for some t*, i.e. if V(y(t*)) < R, then the trajectory corresponding to the solution y(t) cannot leave the set V(y) < R for t > t*. Hence V(y) < R is a positively invariant set and the proof is completed. • Proof. In view of Theorem 5.1, any set
where R > is positively invariant. Thus every solution x(t) of (1.1) is bounded and therefore defined for all t > to, where io is an initial value of t for the solution x{t). Denote x* -(x^x^) and y(t) = x(t) -x*. Then y(t) is a solution of (4.1) defined for t > to. Prom the proof of Theorem 5.1, we can easily see that V'(y(t)) < 0 for any t > to for which the inequality
V(y(t))
> -is valid. This implies that V(y(t)) is decreasing for all t > to with the mentioned property.
Choose e > -arbitrary. We need to prove that there exists a t* > to such that V(y(t)) < e for t > t*. Since any set V(y) < R, where R > -is positively invariant, it is sufficient to show that there exists at* > to such that V(y(t*)) < e.
Suppose on the contrary that there is not such a t*. Then, in view of the monotonicity of V(y(t)), the limit for all t > to-Consequently V(y(t)) -> -oo for t -> oo, which is a contradiction with the non-negativity of V(y(t)). m Proof. If (5.1) holds, then g = 0 using the notation from the proof of Theorem 5.1. Note R > 0 is fixed, but arbitrary. Then the inequality
V'(y(t)) < -2WR+e = -2WR,
which is true for any t such that V(y(t)) -R, yields that the orbital derivative of V is negative definite and this guarantees global asymptotical stability of the trivial solution.
• REMARK 5.4. Since the globally attractive set E from Theorem 5.2 depends on the critical point P = (), we denote E = E{x\,x£) the globally attractive set related to the point P in the further section. be an autonomous system, where x = (xi,..., x n ) G Cl C R n and the vector function / = (/1,..., f n ) : Q, -• R n has a continuous derivative. Let x* be a critical point of (5.2) and Df(x*) be the Jacobi matrix of the right-hand side of the system (5.2) at the point x*. If the real parts of all eigenvalues of Df(x*) are non-zero, then the critical point is called hyperbolic.
Global properties of the system (1.1)
Attributes of a structurally stable system (1.1) are studied in this section. For the precise definition of structural stability see [9] . Structural stability guarantees especially that all critical points are hyperbolic (see Peixoto's theorem in [9] ). The main reason for studying the structurally stable system (1.1) is its potential application in economics (see the section 7), because the economic values cannot be measured precisely. Studying a structurally unstable system is purposeless in these applications, since small changes in the system make even qualitative changes of the phase portrait and different behaviour of described variables occures. If the system (1.1) with assumptions (1.2) and (1.3) is structurally stable, then the following three statements hold: Proof, (i) Critical points of the system (1.1) are the intersections of nullcurves X2 -<p(xi), X2 = tp(x 1). Since the first one is a cubic parabola and the second one is a line, the null-curves can intersect at three points at most. The condition (1.2) guarantees the existence of at least one critical point. Suppose there are exactly two critical points. Then the null curves are tangent to each other at some critical point (x^x?!), i.e. That is a contradiction with structural stability, since zero is an eigenvalue of the matrix A at the point (xj, x£) and therefore the critical point (x*, x?!) is not hyperbolic. Hence, null curves intersect at one or at three points.
(ii) Let (xj, X2) be a unique critical point of (1.1). If x\ lies outside the interval (M,N), then and that implies trA < 0. Hence, (xj, X2) can be a stable node or focus.
If xi lies inside the interval (M, N), see Fig. 3 , then it is evident that the following inequality is satisfied
The inequality (6.1) holds if and only if det A > 0 at the point (a;*, £2). Similarly as in the proof of (i), structural stability of the system (1.1) excludes det A = 0 and the condition (3.2) holds therefore. Suppose tr^4 = 0, then the characteristic polynomiae
has two purely imaginary eigenvalues. This is a contradiction with the structural stability of the system (1.1). Consequently, one of the conditions (3.1) or (3.3) holds and the critical point (xj, xjjj) can be either a node or a focus.
(iii) In the case that the null-curves intersect at three points, the "middle" critical point (xl,x%) is a saddle, since the inequality (3.4) holds at this point. The oposite inequality holds for the other two points (x\,x\) and (xf, i.e. the determinant det A is positive at these points. Reasonings analogous to the part (ii) of the proof lead to the consequence that they are nodes or foci necessarily. • THEOREM 6.2. If the system (1.1) with assumptions (1.2) Proof, (i) Let the system (1.1) have exactly one hyperbolic critical point P = (XL,X2). According to Lemma 6.1, part (ii), P is a node or focus. Hence, det^4 > 0 holds at P. Since P is hyperbolic, the trace tr A is nonzero at the point P. Suppose there is no limit cycle. We will show that then the constant solution corresponding with P is globally asymptotically stable. Suppose on the contrary that there exists a trajectory C such that its w-limit set LJ(C + ) is not equal to the point P. Since P is the unique critical point of the system (1.1) (node or focus), the cj-limit set w(C + ) does not contain any critical point. According to the Poincare-Bendixson theorem, C + or UJ(C + ) is a closed trajectory. Clearly, it is contained in the globally attractive set E(x\,x£) related to the point P. This closed trajectory surrounds P (the Poincare's index of a closed curve is +1 and is equal to the sum of indices of contained critical points). The w-limit set of any trajectory entering the set E(x\, x\) then does not contain any critical point and according to the Poincare-Bendixson theorem there exists a limit cycle inside E{x\,x£), which is a contradiction. On the other hand, let there exist a limit cycle. It is contained in the globally attractive set E(x\, x?,) related to P and it surrounds P. The assumption of structural stability gives that there can be either an unstable or a stable limit cycle, semi-stable cycles cannot occur (see [3] ). If the inequality trA > 0 holds at P, then XL 6 (M, N) and condition (3.3) implies that P is a single unstable critical point (a node or a focus). Since P lies inside the globally attractive set E{x\,xJ) related to P, existence of a stable limit cycle around P follows from the Poincare-Bendixson theorem. If the inequality tr A < 0 holds at P, P is a single stable node or focus, because of 1) or 2), (3.1). Since the limit cycle contains the point P in its interior, the cj-limit set of any trajectory entering the set E(x{,x2) does not contain any critical point. According to the Poincare-Bendixson theorem, there exists a stable limit cycle inside E(x\, £2). In this case, the structural stability implies co-existence of a stable and an unstable limit cycle around the stable critical point P.
(ii) Since E(x\,x2) is globally attractive, Pi, P2 and P3 are contained in E{x\,x2). According to Lemma 6.1, part (iii), P2 is a saddle point, Pi and P3 are unstable nodes or foci. Therefore, there exists a trajectory C which remains in E{x\,x\) and its w-limit set LJ(C + ) does not contain any critical point. From the Poincare-Bendixson theorem and the structural stability it follows again that E{x\, x%) contains a stable limit cycle.
(iii) Follows from (i).
(iv) Let /1, ji be the right-hand sides of (1.1). Using the Bendixson criterion on non-existence of closed trajectories (see [16] ), we have + = a(a x + 2a 2 ii + 3a 3 z?) + pd < 0 ox 1 ox 2 in H, which is a simply connected domain. Hence, any limit cycle in H cannot exist. Since the globally attractive set E(x*, x?j) is a subset of H, there are no limit cycles in E(x\,X2). The statement follows from (i). •
Applications in Economics
In this section, a possible application of the previous statements to the neo-keynesian macroeconomic model IS-LM is given. The point is to summarize the purpose of each section and show the possibilities of using the presented results.
Neo-keynesian macroeconomic model IS-LM can be formulated as a planar dynamic system given by equations If, for example, the central bank contemplates a monetary expansion (increase of the real supply of money m), the set E computed for this considered situation may help to predict the reaction of economy, although we do not presume the existence of any mechanism of adaptation. Theorem 6.2 may be used for more profound description of this reaction. For example, (i) says that if there is exactly one critical point (IS curve and LM curve intersect in one point, it is a normal situation), then the economy gives signs of stability and there exists a kind of mechanism of adaptation, although the equilibrium may be unstable. The part (iii) then says that in this case a stable business cycle occurs. Parts (ii) or (iv) may be used in a similar way.
In section 6, we assume that the system (1.1), and hence (7.1), is structurally stable. This assumption is necessary in the economic model, since otherwise even small mistakes in econometric estimation of functions i, s and I could lead to incorrect results.
Except the mentioned results of Torre about the existence of a limit cycle in IS-LM model, all economic applications are new to the best of my knowledge.
