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ABSTRACT 
Let A be an n-square complex matrix. Every nondifferentiable point on d W,(A), 
the boundary of the mtb numerical range of A, is a sum of m eigenvalues of A. This 
generalizes a theorem of W. F. Donoghue. Moreover, if sufficiently many sums of m 
eigenvalues of A occur on a W,,,(A), then A is normal. From these results it follows 
that if 3 W,(A) is a convex polygon with sufficiently many vertices, then A is normal. 
1. INTRODUCTION 
Let k&(C) be the vector space of all n-square complex matrices. Denote 
by ( *, *) the standard inner product in the space C” of complex n-tnples. For 
a matrix AEIU,,(C) and a positive integer m E { 1,. . . , n}, define the mth 
numerical range of A to be the set 
Wm(A)= (~~(A~~,~~)l.,,...,~~ec.o*ono*~) (1) 
in the complex plane; W,(A) is the classical nwnericaZ range 
W(A)={(Ax,+EC”, IIxII=l}. (2) 
Denote the eigenvalues of A by X,, . . . , A,,, and define the mth eigenpolygon 
of A to be the convex hull 
(3) 
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where Qm,, is the set of all strictly increasing sequences of m integers chosen 
from { 1 , . . . , n}. In particular, P,(A) is the eigenpolygon 
J’(A)=X({L..,X,}). 
It is well known that W,(A) is compact, and it was shown by C. A. Berger 
[3, Sec. 1671 that W,(A) is convex. Since Zr= iX+ E W,(A) for all o E Qm,, 
[2], it follows that 
Wm (A) 1 Pm (A)- (5) 
The matrix A is said to be m-convex if 
W,,, (A) = P,,, (A); (6) 
when m = 1 and 
W(A)=P(A), (7) 
the matrix A is simply said to be convex. 
In this paper the following two problems are considered. 
I. Denote the boundary of the convex body W,(A) by a W,(A). W. F. 
Donoghue [l] proved that every boundary point of W(A) at which 3 W(A) is 
nondifferentiable is an eigenvalue of A. It is reasonable to conjecture that 
every boundary point of W,,,(A) at which 8 W,,,(A) is nondifferentiable is a 
sum of m eigenvalues of A. In Sec. 3, this conjecture is confirmed. 
II. It is known that if A EM,,(C) is normal, then A is m-convex for 
1 < m < n [2]. The present authors and B. N. Moyls have recently proved [5] 
a converse: if A EM,(C) is m-convex for 1 < m < [n/2], then A is normal. 
The question arises, given the m-convexity of A for some restricted set of 
values of m, can any information concerning the normality of A be deduced? 
It is true, for example, that convexity alone guarantees normality when n Q 4, 
but not when n > 5 [6]. In fact, Theorem 4 of [5] exhibits a class of examples 
indicating that in general, m-convexity for all m E { 1,. . . , [n/2]} is necessary 
before normality can be concluded. Nevertheless, the purpose of Sec. 4 is to 
show that in certain situations, normality is implied by m-convexity for a 
single value of m. 
Finally, Sec. 5 contains a few simple consequences of the results in Sets. 3 
and 4, including a theorem of C. R. Johnson [4] which characterizes convex 
matrices. 
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2. PRELIMINARIES 
We collect, in the form of a sequence of propositions, results used in 
subsequent sections. 
PROPOSITION 1. Let AEw(C) and mE{l,...,n}. 
(9 If u E M,(C) is a unitary matrix, then 
W,(U*AU)= W,,,(A). (8) 
(ii) Zf B is a p-square principal submatrix of A and m G p, then 
wn(B)cWm(A). (9) 
(iii) The inclusion 
holds, with equality if A is rwrmul. 
The verifications of (i) and ( ii are trivial. For a proof of (iii), see [2] or [5]. ) 
PROPOSITION 2. Let BE%(C), CEM,(C), p+q=n, andA=BiCE 
M”(C). Then 
W(A)=X(W(B)u W(C)). (11) 
Here X(e) denotes, as usual, the convex hull. The proof is straightfor- 
ward. 
PROPOSITION 3 (Elliptical range theorem). Let A EM,(C). Derwte the 
eigenvalues of A by A, and A,, and let ](A(/ = [tr(A*A)]‘i2 be the Euclidean 
rwrm of A. The numerical range W(A) is an elliptical disk with foci at A, 
and X2, minor axis of length 
d IJAIl - IhI2 - lA212 p 02) 
and major axis of length 
d I(A(l'-2Re(X,i,) . (13) 
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In particular, if 
A= Al c 
[ 1 0 h,’ 04 
then W(A) is an elliptical disk with foci at A, and A,, minor axiS of length 
and major axis of length 
(16) 
For a proof of this well-known theorem, see [I. 
3. POINTS OF NONDIFFEBENTIABILXlY OF a W, (A) 
Throughout the remainder of this paper, {e,, . . . , e,} denotes the standard 
ordered basis of C”. 
THEOREM 1. Let AEM,,( Suppose mE{l,..., n}, and wEQ,,, is a 
sequence such that 
z= 5 aa(k),w(k)' 
m 
,zl (Aed+ ecdd 07) 
k=l 
is a boundary point of W,(A) at which aW,,,(A) is nondij+rentiable. Then 
fm any i,jE{l,...,n} satisfying 
iEimw, jeimw, (18) 
we have 
aii=aii=O. (1% 
Proof. Let i,jE{l,...,n} be such that 
i Eimw, j$Simo; (20) 
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say i=w(kJ for k,E{l , . . . , m}. Consider the e-square matrix 
M=A[ i,jli,i] 
*ii 
= aii 
ai j 
[ I7 ‘ii 
221 
(21) 
and observe that 
W(M)=((A(e~i++i),Be,+cpei)le,~EC, /@j2+/qj2=l), (22) 
aii =(Aei,ei) E W(M). (24 
By Proposition 3, W(M) is an elliptical disk; hence so is the translate 
&= 5 %(k),w(k) + W(M). (24 
k=l 
k+kn 
From (22), (24), and the fact that 
e,(l), . . . 9 ea(k,,- I), eei + ‘Pep e,(b+ 11,. . . , e,(,) (25) 
are orthonormal vectors in C” for all f9,9, EC with 10 I2 + (qj2 = 1 [recall 
i = w(k,) and i~imw], we obtain 
& c W, (A). (26) 
Also, (23) and (24) yield 
n 
Z= 2 a&kLw@) + uii E & . (27) 
k=l 
k#kn 
In view of the hypothesis that aW,(A) is nondifferentiable at the point z, 
(26) and (27) impIy that the elliptical disk & is degenerate, i.e., F is a line 
segment with z as an endpoint. But then 
m 
W(M) =& - x aw(k),o(k) 
k=l 
k+k, 
w9 
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is a line segment with 
m 
uii=z- IX atd(/c),~(k) (29) 
&lo 
as an endpoint. It now follows immediately from Proposition 3 that 
aii=aii=O. (30) 
Theorem 1 allows us to generalize Donoghue’s result. 
THEOREM 2. Let AEM.,,( Suppose mE{l,...,n} ad x1 ,..., x,EC” 
are orth- 1 vectors uch that 
is a bounday point of W,,,(A) at which aW,(A) is nondifferentiable. Then 
A is unit&y similar to a direct sum of matrices A, i As, where A, E IU,,, (C) 
and z = tr(A,). In particular, x is a sum of m eigenvalues of A. 
Proof. Let U EM,,(C) be a unitary matrix satisfying 
Uek=xk, k=l,...,m. 
set 
ii= U*AU, 
A,=i[ l,..., ml1 ,,.., m], 
A,=i[m+l,..., n/m+1 ,..., n]. 
(32) 
Then 
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by Proposition l(i)], and 
.z= 2 (Axk,xk)= 5 (AUek, Uek)= 2 (U*AUe,,e,) 
k=l k=l k=l 
In view of (36), (37), and_ the hypothesis of the theorem, we may apply 
Theorem 1 to the matrix A E K(C) and the sequence o = (1,. . . , m) E Q,,*, 
obtaining 
A”=A,+A,. (38) 
Clearly A, EM,,,(C) and .z=tr(A,). Since the eigenvalues of A, are among 
those of A” and hence among those of A, we conclude that z is a sum of m 
eigenvalues of A. n 
Obviously, m-convexity is a sufficient condition for the boundary of the 
mth numerical range to be a convex polygon. It is a consequence of Theorem 
2 that this condition is also necessary. 
COROLLARY 1. LetAEM,,(C) andmE{l,...,n}. Assume aW,(A) is a 
convex polygon. Then 
Win (A) = 4, (4, (39) 
i.e., A is m-convex. 
Proof. By Theorem 2, every vertex of the convex polygon 8 W,(A) is a 
sum of m eigenvalues of A and hence belongs to P,,,(A). Therefore 
Win (A) c Pm (A). (40) 
On the other hand, the reverse inclusion 
always holds [see Proposition l(m)]. Thus A is m-convex. 
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4. m-CONVEXITY AND NORMALITY 
The following result is in the same vein as Theorem 1. 
THEOREM 3. Let 
be upper triangular. Suppose mE{l,...,n}, and wEQ,,, is a sequence such 
that 
z= 2 A,,,,EaW,,,(A). 
k=l 
(4) 
Then for any 1 < i < i < n satisfying 
({i,j}nimwl=l, 
aii=O. 
Proof. Let 1 < i < j Q n be such that 
iEimo, ~gGmw; 
say i=w(kJ for k,E{l,..., m}. Consider the e-square matrix 
M= A[ i,ili,i] 
(4.4) 
(45) 
(46) 
= 4 aij 
[ I 0 A/’ (47) 
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and observe that 
W(M)= ((A(Be,+~e,),Be,+cp~~)le,(15~C, (B(2+(cpj2=l], (48) 
hi=(Aei,ei)E W(M). (49) 
By Proposition 3, W(M) is an elliptical disk; hence so is the translate 
6 = 5 hw(k)+ W(M). 
k=l 
k+;k, 
W) 
From (48), (50), and the fact that 
e,(l), . . . , e,(b- 11, eei + wj, e,(ko+l), . . . y em(,) (51) 
are orthonormal vectors in C” for all 8, cp EC with 18 1’ + [VI2 = 1 [recall 
i = w( k,) and i g im 01, we obtain 
& c W, (A). (52) 
Also, (49) and (50) yield 
Assume now that ai i #O. From the elliptical range theorem we know that 4 
belongs to the interior of the elliptical disk W(M), and hence z belongs to 
the interior of the elliptical disk & . But then the inclusion (52) is incompati- 
ble with the hypothesis z E a W,,, (A). Therefore ai i = 0. 
The argument in the case 
is identical except for obvious trivial modifications. This completes the proof. 
n 
As a result of Theorem 3, the occurrence of sufficiently many sums of m 
eigenvalues on the boundary of the mth numerical range implies normality. 
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To make this statement precise in Theorem 4, we require the 
LEMMA 1. Let me{1 ,..., n-l}, and let i,iE{l)..., n}, i#i. Then 
there exist precisely 
2 n-2 
( 1 m-l 
sequences wE Q,,,n such that 
Proof It is easy to see 
UE QW3 such that 
that there are precisely 
iEimw, jeimw. 
e4 
(W 
n-2 ( 1 m-l sequences 
(57) 
Similarly, of course, there are precisely 
that 
jEimw, igimu. w 
Since these two classes of sequences are disjoint, we conclude that the 
number of sequences w E Qmsn such that 
~{i,~}f%mo~=l (59) 
is2 n-2 
( 1 m-l ’ 
n 
THEOREM 4. Let AE&&(C). Suppose mE{l,...,n-1) is such that at 
least 
N(n,m)=(l)-2(:_21)+1 P) 
sums of m eigenvalues of A occur on aW,(A). Then A is a rwlmal matrix. 
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Proof. Since the eigenvalues, mth numerical range, and status of nor- 
mality of a complex matrix are invariant under transformation of the matrix 
by a unitary similarity, we may assume (by the Schur triangularization 
theorem) that A is upper triangular: 
where A ,,...,h,aretheeigenvaluesofAinsomeorder.Letl(i<j~n;we 
must show that a,, i = 0. By Theorem 3, it suffices to verify that among the 
N(n, m) sequences w E Q,,,, for which 
5 L(k) E aJ+‘m (4, 
k=l 
(62) 
there is at least one with 
~{i,j}nimW~=l. (63) 
Since there are a total of (E) sequences in Qm,,, this is an immediate 
consequence of Lemma 1. n 
It should be remarked that the restriction m# n in Theorem 4 is 
inevitable, i.e., W,(A) is always the singleton {b(A)}. 
COROLLARY 2. Let A E M,,(C). 
(i) 1fmE{l,..., n- l} and W,(A) Ls a line segment, then A is rwrmal. 
(ii) Zf at least n - 1 eigenvalues of A occur on i3 W(A), then A is rwrmal. 
Proof. Statement (i) is a trivial case of Theorem 4. Statement (ii) is 
obtained from Theorem 4 by setting m = 1 and noting that 
N(n,l)=n-1. 
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COROLLARY 3. Let AEn/t,(C) and mE{l,...,n-1). Assume A is m- 
convex and the convex polygon 
aW,,, (A) = aP,,, (A) (64) 
has at least 
N(n,m)=(;)-2(;;;)+1 
vertices. Then A is rwrmal. 
Proof. By Theorem 2, every vertex of 3 W,(A) is a sum of m eigenval- 
ues of A. The result now follows from Theorem 4. n 
Although Corollary 3 is correct as it stands, it may often be vacuous. 
That is, given n and m > 1, it is not usually true that the boundary of the mth 
eigenpolygon of an n-square complex matrix can actually have as many as 
N(n,m) vertices (e.g., n=6 and m=2). 
EXAMPLE 1. By application of Corollaries 2 and 3, we obtain some 
particular facts which are readily verified to be nonvacuous. 
(i) Zf A EN(C) is convex, where n Q 4, then A is ?wlmal. (This was 
originally observed by the first author and B. N. Moyls [6].) 
(if) Zf A E M,,(C) is 2-convex, where n < 4, then A is nmmul. 
(iii) Zf A EMS(C) is convex and 3P (A) has at least 4 vertices, then A is 
?WlWlUl. 
(iv) Zf A E k&(C) is 2- convex and aPa has at least 5 vertices, then A is 
-1. 
EXAMPLE 2. To complement Example l(m), we provide an instance of 
a convex matrix A E i&(C) which is not normal: 
A =diag(l,e 2+3,e4+) 4 [ 0” ;], w 
This example appears in [S]. See also [6]. 
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5. SOME CONSEQUENCES 
We generalize the well-larown result that an n-square complex matrix is 
zero (Hermitian) if and only if the associated quadratic form vanishes (is real) 
on all of C”. 
THEOREM 5. LetAEM,(C) and mE{l,..., n-l}. 
(i) W,(A) = (0) if and only if A = 0. 
(ii) W,(A) CR if and only if A is Hermitiun. 
Proof The sufficiency of the condition is obvious in both assertions. 
(i) Assume W,(A) = (0). Then by Corollary 2(i), A is normal. Denoting 
the eigenvalues of A by A,, . . . , A,,, it suffices to show that 
A,=... =)h=o. (67) 
Let iE{2,..., n} be arbitrary, and choose 
so that 
JC{2,...,n}\{i} (68) 
IJl=m-1 (6% 
(this is possible, since m < n - 1). We have 
A,+ 2 Xi=O=hi+ c A, 
/El iEJ 
and hence h,=hi. Thus A,=. *. =A,. But then 
mX, = 0, 
(70) 
(71) 
i.e., A,=0 (=A,=--- =A,). This verifies that A =O. 
(ii) Assume W,,,(A) c R. Write 
A=H+iK, (72) 
where H, K E M,(C) are Hermitian. For any orthonormal vectors xl,. . . , X, E 
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C” we have 
whence 
It follows from (i) that K = 0. Thus A = 23, i.e., A is Hermitian. n 
Finally, the preceding sections can be applied to obtain a theorem of C. 
R. Johnson [4]. 
THEOREM 6. Let A E M,,(C). Then A is convex if and only if A is 
unitarily similar to a direct sum of matrices B i C, where B Es(C) 
(pE{l,...,n)) i.9 normal and W(C)c W(B). 
Proof. To prove the conditions are sufficient, assume A is unitariIy 
similar to a direct sum B i C, where B E “p(C) ( p E { 1,. . . , n}) is normal and 
W(C) c W(B). Denoting the spectrum of a matrix by u( -), we have 
W(A) = W(B i C) [by Proposition 1 (i)] 
= X(W(B)u W(C)) by Proposition 21 
= X(W(B)u P(C)) [sinceP(C)c W(C)c W(B)] 
= X(P(B)u P(C)) fiy Proposition l(iii)] 
= X@(B) u a(C)) 
= X(0(A)) 
= P(A). 
Thus A is convex. 
To prove the conditions are necessary, assume A is convex. Let A,, . . . ,A, 
be the eigenvalues of A arranged so that A,, . . . ,A, are those eigenvalues 
which occur on 3 W(A) [note that 1 < p( < n), since every vertex of 3 W(A) 
= 3P (A) is an eigenvalue of A by Theorem 21. By the Schur trianguhrrization 
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theorem, A is unitarily similar to an upper triangular matrix 
An application of Theorem 3 shows that in fact 
T= 
Set 
1 Xp+l 
0 I 
; 0 
c x P+l 
B=diag(X1,...,Xp), C=l 
Then B is normal, and 
W(B)=P(B) 
= P(A) [ since 
= W(A) 
=X(W(B)u W(C)) 
3 W(C). 
This completes the proof. 
1 0 
231 
(76) 
(77) 
* 
1. (78) 
[by Proposition 1 (iii) ] 
the vertices of CIP (A) are among A,, . . . ,A, 
[by Propositions l(i) and 21 
1 
(79) 
n 
232 MARVIN MARCUS AND IVAN FILIPPENKO 
REFERENCES 
1 W. F. Donoghue, On the numerical range of a bounded operator, Mich. Math. 1. 
4 (1957), 261-263. 
2 P. A. Filhnore and J. P. Williams, Some convexity theorems for matrices, GZusg. 
Math. J. 12 (1971), 110-117. 
3 P. R. Halmos, A Hilbert !Spuce Problem Book, Van Nostrand, 1967. 
4 C. Ft. Johnson, Normality and the numerical range, Linear Algebra A&. 15 
(1976), 89-94. 
5 M. Marcus, B. N. Moyls, and I. Fihppenko, Normality and the higher numerical 
range, Can. J. Math., to appear. 
6 B. N. Moyls and M. Marcus, Field convexity of a square matrix, Proc. Am. Math. 
Sot. 6 (1955), 981-983. 
7 F. D. Murnaghan, On the field of values of a square matrix, Proc. N&Z. Acud. !Sci. 
18 (1932), 24&248. 
Received 23 April 1977 
