Abstract. We prove that there are 14 distinct ways to tile the unit square (modulo the symmetries of the square) with 5 triangles such that the 5-tiling is not a subdivision of a tiling using fewer triangles. We then demonstrate how to construct infinitely many rational tilings in each of the 14 configurations. This stands in contrast to a long standing inability to find rational 4-tilings of the unit square in the so-called χ-configuration.
Introduction
Recall that a rational triangle is a triangle whose sides have rational length and consider the following: Question 1. For each n ∈ N, in what ways can the unit square be tiled with n rational triangles?
It is clear that the unit square cannot be divided into two rational triangles and in [7] , Guy similarly disposes of the case n = 3. Guy goes on to prove that there are essentially four distinct ways to tile the square with four triangles and along with Bremner [2] , [4] proved that at least three of them admit rational tilings. The goal of this paper is to address, and in fact "completely solve," the n = 5 case. Before moving on however, it is worth noting that the remaining n = 4 case is the subject of problem D19 in [8] and can be articulated as: Question 2. Is there a point on the interior of the unit square that is a rational distance to each of the four corners?
More formally, and in keeping with the language established by Guy, we say that a proper n-tiling (or simply an n-tiling) is a set of n triangles whose union is the unit square such that the intersection of no two triangles is a region of positive area. Observe that the group action of the dihedral group on the unit square induces a group action on a tiling. We can then define two n-tilings to be equivalent if they are in the same orbit under this group action and say that they are distinct otherwise. Again following Guy, we say that two n-tilings, T 0 and T 1 , are in the same n-configuration if T 0 can be continuously deformed into a tiling equivalent to T 1 through a sequence of n-tilings that preserve the underlying graph structure and keep the corner vertices fixed.
Further observe that some n-tilings are subdivisions of an m-tiling for some m < n. Any such n-tiling is said to be derivative, while all others are said to be primitive. Likewise, an n-configuration is said to be derivative if all the n-tilings in Figure 1 . Examples of tilings in (a) the only 2-configuration, and (b) the only primitive 3-configuration; examples of (c) a derivative 4-tiling and (d) an equivalent 4-tiling; and finally examples of tilings in each of the primitive 4-configurations, named by Guy (e) the χ-configuration, (f) the δ-configuration, (g) the κ-configuration, and (h) the ν-configuration.
the n-configuration are derivative and said to be primitive otherwise. Finally, we say that an n-tiling is rational if all the triangles in the tiling are rational triangles.
We are now ready to give a more precise summary of the situation for n < 5. Guy [7] has proved: Proposition 3. There is only one distinct 2-tiling, there is only one primitive 3-configuration, and there are four primitive 4-configurations. Figure 1 gives examples of tilings in each of the primitive 2, 3 and 4 configurations as well as examples of derivative, equivalent and distinct tilings. Figure 1 also gives the names of the four 4-configurations given by Bremner and Guy. In [2] and [4] , Bremner and Guy prove: Theorem 4. There are no rational 2-tilings, no rational 3-tilings and the δ, κ and ν 4-configurations each admit infinitely many distinct rational tilings.
Finally, they conjecture that:
Conjecture 5. The χ-configuration does not admit any rational tilings.
Here, we prove the following two theorems and in doing so, answer Question 1 for the case n = 5. 
The primitive 5-configurations
A vertex will be called a corner vertex if it is one of the vertices of the unit square, a boundary vertex if it is a (non-corner) vertex on the edge of the unit square, and an interior vertex otherwise. We make further distinctions among the interior vertices by defining straight angle vertices to be those which are collinear with two adjacent vertices, and defining non-straight angle vertices to be those which are not. For example, the only interior vertex of the χ-configuration is a non-straight angle vertex and the only interior vertex of the κ-configuration is a straight angle vertex. Any edge lying on the edge of the unit square will be called a boundary edge and all other edges will be called interior edges.
If we let P = v 1 , v 2 , · · · , v k denote a path, a sequence of adjacent vertices, in a tiling, then we say that P is a line path if the vertices v 1 , v 2 , · · · , v k are collinear. For any given line path P, we say that P terminates at v k if there is no vertex, v, in the tiling such that v 1 , v 2 , · · · , v k , v is also a line path. We are now ready to prove: Proposition 8. There are 11 primitive 5-configurations (illustrated in Figure 2 ) which contain a line path from a boundary vertex to a corner vertex.
Proof. Suppose a primitive tiling contains a line path from a boundary vertex, b, to corner vertex, c. There is a unique way to label the remaining corner vertices a, c , and d such that b, c, c , b is a triangle and a, b, c, d, a is a quadrilateral. (See Figure 2 (a).) Since the tiling is primitive, there can be no edge incident to c . This leaves the quadrilateral to be tiled in a way that is isomorphic as a graph to a primitive 4-tiling.
There is only one distinct way to tile the quadrilateral in a χ-configuration, but several distinct ways to do this for each of the other 4-configurations. Without regard for whether or not the resulting 5-tiling is derivative or equivalent to some other 5-tiling, there are four ways to tile the quadrilateral with a δ-configuration, eight ways to tile the quadrilateral with a κ-configuration and four ways to tile the quadrilateral with a ν-configuration. Of these seventeen 5-configurations, there are three derivative configurations and there are three pairs of equivalent configurations. This then leaves 11 primitive configurations (as shown in Figure 2 ).
We denote the number of all, boundary, interior, straight angle and non-straight angle vertices in any given configuration by V, B, I, I S and I N respectively. We denote the number of all, boundary and interior edges in any given configuration by E, E B and E I , respectively. In addition to the trivial equalities V = 4+B +I S +I N and E = 4+B+E I , Guy [7] points out that, for any n-tiling, the Euler characteristic and a clever counting of the number of edges gives:
V − E + n = 1 and 2E = 3n + 4 + I S + B.
When n = 5, these relations imply:
Lemma 9. In any 5-tiling:
We now use this lemma to prove:
Proposition 10. There are 14 distinct primitive 5-configurations.
Proof. We divide this task up into cases according to the possible values of B and then further into sub-cases as necessary. Suppose T is a tiling in a primitive 5-configuration. Note that T cannot then contain any line path from one corner vertex to another corner vertex containing an internal vertex or an internal edge. T also cannot contain any edges which are internal to some other triangle. Case B=3: We have I S = I N = 0 in this case and therefore, T must have 4 interior edges. At most 3 of the interior edges can be from a boundary vertex to another boundary vertex and hence, at least one of the interior edges must be from a boundary vertex to a corner vertex. Therefore, T is of a type found in Proposition 8. Case B=2: Since I S + 2I N = 1 in this case, there are no straight angle vertices and one non-straight angle vertex. Now, suppose that v 1 , s, v 2 is a line path. There are three distinct possibilities (as illustrated in Figure 3 ): (1) v 1 and v 2 are boundary vertices on opposite edges: In this case, the unit square is divided into two quadrilaterals and so the only way T can be a 5-tiling is if one quadrilateral is divided into 3 triangles and the other quadrilateral is divided into 2 triangles. However, the quadrilateral that is divided into two triangles must then contain a boundary to corner edge and so again, T is of a type already found in Proposition 8. (2) v 1 and v 2 are boundary vertices on adjacent edges: The number of interior edges is five, with two of those edges accounted for thus far. v 1 and v 2 form a triangle with precisely one corner vertex, c (as shown in Figure 3 (c) ). There can't be any edges incident to c, so the remaining three edges must be exterior to this triangle. Of the seven such (non-diagonal) edges, four are edges from a corner vertex to a boundary vertex and hence yield configurations of the type found in Proposition 8. If T is not of that type, then the tiling must contain the three edges from s to the corner vertices other than c. This forms what we have named the dragonfly configuration (illustrated in Figure 5 (l)). (3) One of the vertices is a boundary vertex and the other is a corner vertex: This, of course, implies that T is of the type found in Proposition 8. Case B=1: I S + 2I N = 2 in this case, and so we have two possibilities:
(1) I S = 2 and I N = 0: Let b be the boundary vertex. We claim there is a line path from b to a corner vertex. Suppose otherwise and consider a line path from b. Since it doesn't terminate at a corner vertex, it must terminate at a straight angle vertex, say s 1 . To be a straight angle vertex, s 1 must lie on a line path in which it is not a terminal vertex. This implies that there is a line path containing s 1 from a corner vertex to the other straight angle vertex, s 2 . But now, s 2 can't be a straight angle vertex (as illustrated in Figure 4 (a)). This contradiction implies that there must be a line path from b to a corner vertex. Therefore, we again have that T is a tiling in a configuration of the type found in Proposition 8. (2) I S = 0 and I N = 1: There must be five interior edges. There are seven possible (non-diagonal) edges, two of which are boundary to corner edges and four others which give a χ-configuration 4-tiling. Since T can't be a derivative tiling of the χ-configuration, it must once more be a tiling of the type already found by Proposition 8. (See Figure 4 (b).) Case B=0: There are two possibilities for this case as well.
(1) I S = 1 and I N = 1: Let s be the straight angle vertex and let n be the non-straight angle vertex. There must be a line path of the form c 1 , s, n where c 1 is a corner vertex. Let c 2 be the corner vertex opposite c 1 (as shown in Figure 4 (c)). We claim there must be an edge from n to c 2 and from s to one of the corner vertices adjacent to both c 1 and c 2 . Observe that an edge from n to c 2 divides the unit square into two quadrilaterals, c 1 , n, c 2 , d 1 , c 1 and c 1 , n, c 2 , d 2 , c 1 , where d 1 and d 2 are corner vertices. Further observe that one of these quadrilaterals must be convex, while the other must be concave. Let d 1 be a vertex in the concave quadrilateral. The edge from s to d 1 and the edge from n to d 1 cannot both be in T since the former would then be on the interior of a triangle. The edge from s to c 2 and the edge from n to c 2 cannot both be in T since they intersect. There must be a total of six internal edges and hence, the edges from n to c 2 and from s to Each one of these vertices must contain an edge incident to another straight angle vertex, since otherwise, a straight angle vertex would be on an internal line path from a corner vertex to a corner vertex. For the same reason, the s i cannot all be collinear. Therefore, if e i and e i are edges incident to s i which form part of a line path, then one of these must be incident to some other straight angle vertex and the other incident to a corner vertex. Let the e i represent the edge incident to a corner vertex. Then the e i must be distinct, since otherwise two of the straight angle vertices lie on a line path from one corner vertex to another. This guarantees that the configuration contains at least the edges shown in Figure 4 (d). This implies that T is in the configuration given in Figure 5 (j). We have named this configuration, the super-χ configuration.
Infinitely many rational tilings in each configuration
3.1. Types of configurations. Now that we have classified all distinct primitive 5-configurations, we would like to demonstrate how to generate an infinite family of rational tilings in each configuration. The first step in this process is to divide the configurations into a number of useful categories. If any tiling in a 5-configuration contains a triangle, P 0 , P 1 , P, P 0 , such that removing the edges P, P 0 and P, P 1 leaves two triangles and a (convex) quadrilateral, P 0 , P 1 , P 2 , P 3 , P 0 , then we say that the configuration is a Λ-type configuration. We say that the edges P, P 0 and P, P 1 form a Λ in the tiling, the line through P 0 and P 1 is the base line, the line though P , P 2 and P 3 is the apex line and P 0 , P 1 , P 2 , P 3 , P 0 is the sub-quadrilateral (relative to P ). Observe that some Λ-type configurations admit more than one pair of edges that form a Λ. (In particular, see Figures 5(d) , (e), (h), (i) and (n).)
We further divide the Λ-type configurations into the ω-configuration, the only Λ-type configuration for which the base line must be parallel to the apex line, the Y +Λ and χ+Λ configurations, the only Λ-type configurations which contain a vertex adjacent to three corner vertices, and the simple Λ-type configurations, all remaining Λ-type configurations. The remaining two configurations are the dragonfly and super-χ configurations mentioned earlier. (See Figure 5. ) Like the Y +Λ and χ+Λ configurations, the dragonfly and super-χ configurations contain a vertex, P , which is adjacent to three corner vertices, c 1 , c 2 and c 3 . If we let c 4 be the remaining corner vertex and let c 1 be the vertex opposite c 4 , then we let P, c 2 , c 4 , c 3 , P be the sub-quadrilateral in these cases. Note that there is no ambiguity in the two definitions of sub-quadrilateral since they agree on the Y +Λ and χ+Λ configurations. There is, however, one important difference between the sub-quadrilaterals found in the in the Y +Λ and χ+Λ configurations versus those found in the dragonfly and super-χ configurations. In the former two configurations (and in fact, in all Λ-type configurations), the sub-quadrilateral is convex, while in the latter two configurations, the sub-quadrilateral is concave. Given this, we say that the vertex adjacent to three corner vertices is a convex vertex in the Y +Λ and χ+Λ configurations and a concave vertex in the dragonfly and super-χ configurations.
Our strategy for generating infinitely many rational tilings in each of these configurations is to first produce all edges which are not interior to a sub-quadrilateral. (In the case of configurations which admit more than one pair of Λ forming edges, we simply choose a pair arbitrarily and work relative to that choice.) We then prove that given almost any sub-quadrilateral (whose edges satisfy certain rationality conditions), there are infinitely many ways to divide that sub-quadrilateral into three rational triangles.
In all cases, our method for producing rational tilings leads to equations of the form y 2 = f (x), where f (x) is a monic quartic polynomial with coefficients in the rationals or in some rational function field. This equation defines an elliptic curve and since we choose to work directly with this quartic model of the elliptic curve, we begin by summarizing some facts about the arithmetic of elliptic curves in this form. (These facts are discussed in greater detail in places like chapter II of [9] . Still, we are motivated to include a summary since it is atypical to work with an elliptic curve in the quartic form directly.) 3.2. Arithmetic on the quartic model of an elliptic curve. Let K be a field and let E be the curve defined by E :
We may view E as the affine piece of the intersection of the two quadrics in projective three space defined by ZW = X 2 , and (1) Recall that we say points on E are K-rational (or simply rational if K = Q) if all coordinates of the points are in K and we denote the set of all K-rational points on E by E(K). Now suppose P, Q ∈ E(K) and consider the hyperplane, H, through the points O , P and Q. For example, if P is the affine point (x 0 , y 0 ), then the affine part of H is given by the equation y = (x − x 0 ) 2 + A(x − x 0 ) + y 0 for some A ∈ K. Demanding that Q also be on the hyperplane determines A. By Bezout's Theorem (see appendix A in [10] ), H must intersect the curve in four points (counting multiplicities). Since three of the points are K-rational, the fourth point of intersection, P Q = [w 0 , x 0 , y 0 , z 0 ], must be as well. If we define P + Q to be [w 0 , x 0 , −y 0 , z 0 ], the reflection of P Q across the x-axis when P Q is affine, then this defines a group law on E(K). (That this defines a valid group law can be proved most easily using the theory of divisors. Again, one can consult [9] for details and see Figure 6 for an illustration.)
Under this group law, O is the identity of the group and the negative of a point, P , is the fourth point of intersection of E with the hyperplane which contains P and is tangent at O . Note that adding a point to itself or adding a point to O requires finding the hyperplane which intersects the curve E at the appropriate points with multiplicity greater than one. (For a specific implementation of these algorithms for carrying out the arithmetic on the quartic model, see [5] .)
Finally, recall that for certain fields, K, we can say more about the structure of E(K) than simply that it is an abelian group. In particular, if K = Q, the MordellWeil Theorem says that E(Q) is finitely generated and Mazur's Theorem says that the torsion subgroup must be isomorphic to one of Z/nZ, 1 ≤ n ≤ 12, n = 11 or
3.3. The main lemmas. We are now ready to prove a few lemmas which lead to the main result. We begin with statements about the ways in which particular (non-parallel) lines interact. In the following, we let G(x) = (x 2 − 1)/(2x) and interpret a line of slope G(0) as a vertical line. (This is consistent with thinking of the lines as being affine pieces of a projective line.) Lemma 11. Let L be a line of slope µ which contains a rational point. The following conditions are equivalent:
(1) L contains two rational points at rational distance. (2) µ = G(σ) for some σ ∈ Q. (3) Every pair of rational points on L are at rational distance.
Proof. Suppose α, β ∈ Q. The equivalence follows from the fact that rational solutions to d 2 = (x − α) 2 + (y − β) 2 can be parameterized by y = G(σ)(x − α) + β, σ ∈ Q and by directly computing the distance between any two points on the line defined by that equation.
Lemma 12. Let L σ,β be the line defined by
For infinitely many α, β, σ ∈ Q, there is a dense set of rational points on L σ,β at rational distance to both (0, 0) and (α, 0). Moreover, if P is any such point, L 0 is the line containing P and (0, 0), and L α is the line containing P and (α, 0), then L 0 has slope G(λ) and L α has slope G(µ) for some λ, µ ∈ Q.
Proof. We begin by treating α, β and σ as variables and letting K = Q(α, β, σ). If P is the point of intersection between L σ,β and L 0 , the line of slope G(λ) through (0, 0), then P is a K-rational point and by Lemma 11, is a K-rational distance to Figure 7 . (a) A diagram of the lines and points in Lemma 12 and the special case for getting points at rational distance to the three corner vertices c 1 , c 2 and c 3 . In particular, the cases in which (b) P is a convex vertex and (c) P is a concave vertex. both (0, 0) and (−β, 0). If we let d be the distance from P to (α, 0),
then we have that:
This defines an elliptic curve, E, in u and v, defined over K. The point (−β, 0) on the two lines L σ,β and y = 0 corresponds to the K-rational points Q = (−ρ/2, ρ 2 /4), R = (−ρ/2, −ρ 2 /4) and the two points at infinity, O and O on E. With the group law defined as above, we see that R is a point of order 2 in E(K) and that O is a point of infinite order in E(K). (Note that since Q = O − R, Q is a point of infinite order as well.)
Let us now consider the specialization of E to a curve defined over Q gotten by choosing particular rational values for the variables α, β and σ. We abuse notation and denote this curve by E α,β,σ . (So the same names, α, β and σ, on the one hand, represent the variables in the context of E defined over K and on the other hand, represent particular rational values in the context of the specialization E α,β,σ defined over Q.) We further the abuse by letting O represent both the point in E(K) and its specialization to a point in E α,β,σ (Q). By Mazur's theorem, the torsion subgroup of E α,β,σ (Q) can be only one of a finite number of possibilities. Therefore, there are a finite number of conditions on α, β and σ such that O ∈ E α,β,σ (Q) is not a point of infinite order. This leaves infinitely many values of α, β, σ ∈ Q such that O is a point of infinite order in E α,β,σ (Q). (Note that one could get the same result as an immediate consequence of a theorem of Néron. See appendix C, §20 of [9] for details.) For each of these choices of α, β, σ ∈ Q, we get infinitely many points in E α,β,σ (Q) and hence a dense set of rational points on L σ,β at rational distance to (0, 0) and (α, 0).
The fact that the line, L α , through P and (α, 0) has slope G(µ) for some µ ∈ Q is an immediate consequence of Lemma 11. We now point out that this lemma can be slightly generalized as follows. Suppose α, σ ∈ Q, let L be a line of slope G(σ) through a rational point P , and consider the translation map composed with a rotation-dilation map which takes P to (0, 0) and some other rational point on L to (α, 0). This map is a birational map, giving a one-to-one and onto correspondence between rational points on L and rational points on the line y = 0. Therefore, the map preserves rationality of distances. Now suppose σ, τ ∈ Q, σ = τ and there are two lines of slope G(σ) and G(τ ) each containing a rational point. The remark above together with the lemma then imply that, in general, for each pair of rational points, P 0 and P α , on one line, there is a dense set of rational points on the other line that are at rational distance to both P 0 and P α .
Furthermore, we can apply this lemma to the particular case α = 1 and β = 1/G(σ), so that L σ,β is a line of slope G(σ) through the point (0, 1). The lemma then gives us that for infinitely many σ ∈ Q, there is a dense set of rational points, P , on the line L σ,β at rational distance to (0, 0) and (1, 0). By Lemma 11, each such P is also at rational distance to (0, 1) and the line containing P through (0, 0) and the line containing P through (1, 0) have slope G(σ 1 ) and G(σ 2 ), respectively, for some σ 1 , σ 2 ∈ Q. Furthermore, if σ ∈ Q is chosen so that G(σ) < −1, then P is a convex vertex and if σ ∈ Q is chosen so that 0 > G(σ) > −1, then P is a concave vertex. (See Figures 7(b) and (c).) An immediate consequence is then:
Corollary 13. There are infinitely many convex and infinitely many concave rational, interior points, P , at rational distance to c 1 = (0, 0), c 2 = (1, 0) and c 3 = (0, 1), such that for each i, there exists σ i ∈ Q such that P is on a line through c i of slope G(σ i ). We then have a (convex) sub-quadrilateral whose vertices are Q(σ, τ )-rational points and whose boundaries are determined by lines of slope G(σ i ), 1 ≤ i ≤ 4, where each σ i ∈ {1, 0, σ, τ }. We then have that there are infinitely many choices of σ, τ ∈ Q such that the apex line and the base line of the sub-quadrilateral are not parallel and, by Lemma 12, for infinitely many such choices of σ and τ , there is a dense set of points on the apex line which yield rational 5-tilings.
Note that it is possible for the apex line to be parallel to the base line in some of the simple Λ-type tilings. This theorem does not demonstrate that such rational tilings are possible. That there are in fact rational tilings in the simple Λ-type configurations in which the apex line and base line are parallel can be deduced by following an argument like the one given below for proving the existence of rational tilings in the ω-configuration.
Theorem 15. There are infinitely many rational tilings in the χ+Λ and Y +Λ configurations.
Proof. By Corollary 13, there are infinitely many rational, convex vertices, P , such that the edges of the sub-quadrilateral have slope G(σ i ), σ i ∈ Q. By Lemma 12, we can then find infinitely many ways to divide the sub-quadrilateral into three rational triangles.
Theorem 16. There are infinitely many rational tilings in the dragonfly configuration.
Proof. By Corollary 13, there are infinitely many rational, concave vertices, P , at rational distance to three corners. By Lemma 11, any line of slope G(σ), σ ∈ Q through P will intersect two boundaries of the unit square at rational points at rational distance to P . Therefore, for each such P , we have infinitely many rational 5-tilings in the dragonfly configuration containing P .
Theorem 17. There are infinitely many rational tilings in the super-χ configuration.
Proof. Let c 1 , c 2 , c 3 and c 4 be the corner vertices of the unit square (where c i is adjacent to c i+1 ). Let P be a rational, concave vertex at rational distance to c 1 , c 2 and c 3 guaranteed by Corollary 13. Let L i be the line through P and c i of slope G(σ i ), σ i ∈ Q for i = 1, 2, 3 and let M P,c4 be the slope of the line through P and c 4 . Now, let L 4 be any line through c 4 of slope G(σ 4 ) where σ 4 ∈ Q such that G(σ 4 ) > M P,c4 , let v 14 be the point of intersection between L 1 with L 4 and let v 34 be the point of intersection between L 3 and L 4 . The boundary of the unit square together with the edges P, c i , i = 1, 2, 3, P, v 14 , v 34 , v 14 and v 14 , c 4 then form a rational 5-tiling in the super-χ configuration. Hence, there are infinitely many such tilings.
3.5. Infinitely many rational tilings: the ω-configuration.
Theorem 18. There are infinitely many rational tilings in the ω-configuration.
Proof. Let b 1 , b 2 and b 3 be the boundary points given by:
By Lemma 11, the distance from (0, 1) to b 1 , the distance from b 1 to b 2 and the distance from b 3 to (1, 1) must be rational for all σ, λ, τ ∈ Q. If we let
where d is the distance from b 2 to b 3 then (u, v) must be a point on the elliptic curve, E, defined by the equation:
Each K-rational point on this curve gives a K-rational distance d. E contains the two K-rational points at infinity, O and O , and the two affine points (0, ±κ). Unfortunately, all of these points are of finite order in E. In particular, O is a point of order 4 with 2O = (0, −κ). Though there does not seem to be a K-rational point of infinite order on E, we can still find infinitely many rational points on infinitely many specializations by plugging particular values of u into the equation defining E and finding infinitely many values that satisfy the resulting equation. For example, if we plug u = σ + τ into the equation defining E, then we get a new elliptic curve, E , in w = vστ and τ defined over Q(σ). If we also let η = σ 2 − 4σ + 8 and θ = σ − 2, then E is defined by:
The non-trivial point at infinity is a point of infinite order in E (Q(σ)). The double of this point has τ -coordinate −(2σ − 1)/(σ + 2). Therefore, if we specialize the curve E at τ = −(2σ −1)/(σ +2) and call the new curve, defined over Q(σ), E τ , then the point with u-coordinate σ + τ = (σ 2 + 1)/(σ + 2) gives a point of infinite order in E τ (Q(σ)). We let E τ,σ denote the curve E τ specialized further at some rational value σ. By Lemma 12, we can find infinitely many σ ∈ Q such that E τ,σ (Q) is infinite. Hence, there are infinitely many rational tilings in the ω-configuration.
Note that this proof is very similar to that of Lemma 12. Suppose we replace L σ,β with the line L γ : y = γ in Lemma 12. The two lines y = 0 and L σ , do not intersect in affine space, but rather at a (rational) point, S, at infinity. The proof of Lemma 12 could then proceed fairly unchanged using this S in place of (−β, 0). This is precisely what the proof above does. As we see in the proof, the problem is that this S gives rise to points of finite order on the curve E and hence, does not yield an infinitude of examples. This is the reason for choosing u = σ + τ .
This choice of u is by no means unique, nor does it necessarily yield the simplest equation. It does however, give a nicely varying family of rational tilings in the ω-configuration-the position of the vertices seem to be well distributed over the range of all possibilities.
Finally, we point out that this same technique can be used to produce infinitely many rational simple Λ-type 5-tilings in which the apex line is parallel to the base line. As above, the point S will be a point of infinite order, but making a substitution analogous to the u = σ + τ substitution made above yields similar results-namely infinitely many rational tilings. (We note, however, that there are some cases where the apex line and base line are parallel for which it is not possible to divide the sub-quadrilateral into three rational triangles.) 4. Observations, Questions and Conjectures 4.1. Improper tilings and Duality. In each of the configurations, we produce a rational tiling by finding (rational) points on some elliptic curve (or pair of curves). In many cases, these points correspond to vertices which actually lie outside of the unit square. In [7] , Guy calls such tilings improper tilings. The condition required to avoid improper tilings amounts to a set of restrictions on the parameters, σ, τ, etc., that control the slopes of the lines in the tilings. Because the subgroup of rational points generated by a point of infinite order on an elliptic curve is dense on the curve, we can always find infinitely many proper rational tilings.
Moreover, suppose a point is at rational distance to three corners of the unit square, but is outside the unit square. Guy points out that one can "invert" the picture and construct a new point at rational distance to three corners of the unit square that is inside the unit square. Certainly, this inversion could be used in each of the 5-configurations that contain a vertex adjacent to three corner vertices to at least avoid that vertex being outside the unit square. But, it may also be possible that some (entire) improper tilings can be similarly inverted to produce proper tilings.
This "inversion" also suggests that there may be more interesting relationships between tilings, other than simply the group action of the dihedral group. This is certainly the case for 4-configurations. In particular, Bremner and Guy in [2] point out that the κ and δ 4-configurations are "dual" in the sense that there is a (geometric, invertible, "rationality preserving") transformation from each tiling in one configuration to a tiling in the other. Surely there must be some equally nice relationships among some of the pairs of 5-configurations and so, we leave as a question:
Question 19. In what ways and for which configurations are particular pairs of 5-configurations "dual" to each other? 4.2. Derivative tilings, Heron tilings and n-tilings for n > 5. Recall that there can be no rational 2-tilings or rational 3-tilings of the unit square. Hence, the only rational 4-tilings are primitive. This is not the case for 5-tilings. It is the case that rational tilings in each of the 4-configurations with the exception of the χ-configruation can be constructed using lines of slope G(σ) for σ ∈ Q. Given this, we can prove that every derivative 5-configuration, except those derivative of a χ-configuration, admits a rational tiling. A line of slope G(σ), σ ∈ Q through one of the vertices in a rational 4-tiling will intersect one of the other lines in a rational point at rational distance. By taking all such lines through each of the possible vertices, we get rational tilings in all possible derivative 5-configurations.
Given this, one might want to answer only:
Question 20. For each n ∈ N, which primitive n-configurations admit a rational tiling of the unit square?
However, as n grows, even if for all m < n, all primitive m-configurations admit rational tilings, it is not immediately apparent that all (derivative) n-configurations admit rational n-tilings. As n grows, more complicated tilings of triangles are Figure 9 . A primitive 6-configuration in which it may be challenging to find a rational tiling. admissible. One would need to also find all primitive m-tilings of rational triangles. This means that restricting our attention to only primitive tilings may not be be sufficient to answer Question 1. Still, given that as n grows, one also gains some freedom to move vertices around, it seems possible that the following conjecture is true:
Conjecture 21. For each n ≥ 4, it is possible to find a rational n-tiling of the unit square in all possible (primitive and derivative) configurations.
Let us remark that we are slightly hesitant to use so strong a language as a conjecture since there is very little evidence beyond the 5-tiling work done here to suggest that it is true. In particular, it may be as challenging to find a rational 6-tiling in the primitive 6-configuration shown in Figure 9 as it is to find a rational 4-tiling in the χ-configuration.
Observe that we have proved in this paper, something slightly stronger than the fact that there are infinitely many rational tilings in each of the possible 5-configurations (both primitive and derivative). Recall that a Heron triangle is a rational triangle whose area is also rational and define a Heron n-tiling to be an n-tiling in which each triangle is a Heron triangle. Since the vertices of all the rational primitive 5-tilings we find have rational coordinates, it is easy to see that at least four of the five triangles in each 5-tiling "obviously" has rational area. The last triangle then, necessarily has rational area. Furthermore, it is not difficult to see that if a Heron triangle has edges on lines of slope G(σ i ), σ i ∈ Q, then any line of slope G(τ ), τ ∈ Q dividing the triangle into two triangles, divides the triangle into two Heron triangles. Ultimately then, Theorem 7 can in fact be strengthened to state:
Theorem 22. Each of the 5-configurations, with the possible exception of those derivative of the χ-configuration, admit infinitely many distinct Heron tilings.
We are much less confident that it is possible to find Heron n-tilings of the unit square for all possible n-configurations and so we simply ask:
Question 23. For each n ∈ N, which n-configurations admit a Heron tiling of the unit square?
4.3. The χ-configuration 4-tiling. It may seem a bit surprising that we can prove Theorem 22 before resolving whether or not there are any rational 4-tilings in the χ-configuration. But, there is very little freedom for tilings in the χ-configuration relative to the freedom that exists for tilings in each of the other 4-configuration or in any 5-configuration. In the χ-configuration, the only vertex which is not fixed is the single interior vertex.
Given the inflexibility of the χ-configuration, one might ask if the freedom allowed in other configurations is sufficient to get tilings "arbitrarily close" to rational tilings in the χ-configuration. This is indeed the case. In particular, we have:
Observation 24. The super-χ, χ+Λ and Y +Λ configurations admit families of rational 5-tilings such that (1) the vertex adjacent to three corner vertices is fixed in each family (and hence two of the five triangles are fixed in each family) and (2) for all > 0, each family has tilings containing one triangle whose perimeter is less than .
It is our hope that we can find a way to somehow exploit this fact to say something more definitive about the possibility of rational tilings in the χ-configuration.
In conclusion, we point out that finding a rational 4-tiling in the χ-configuration in which the interior vertex has rational coordinates is equivalent to finding a point on a particular hypersurface. More specifically, suppose we let ρ = 2(σ 2 − 2σ − 1) and let f σ (x) = x 4 + ρ x 3 + (ρ σ 2 + 4σ + 2) x 2 − ρ σ 2 x + σ 4 .
Each non-trivial, affine point on the hypersurface defined by
corresponds to a rational (not necessarily proper) 4-tiling in the χ-configuration.
