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Abstract
By a small-size complex network of coupled chaotic Hindmarsh-Rose circuits, we study experimentally
the stability of network synchronization to the removal of shortcut links. It is shown that the removal of a
single shortcut link may destroy either completely or partially the network synchronization. Interestingly,
when the network is partially desynchronized, it is found that the oscillators can be organized into differ-
ent groups, with oscillators within each group being highly synchronized but are not for oscillators from
different groups, showing the intriguing phenomenon of cluster synchronization. The experimental results
are analyzed by the method of eigenvalue analysis, which implies that the formation of cluster synchroniza-
tion is crucially dependent on the network symmetries. Our study demonstrates the observability of cluster
synchronization in realistic systems, and indicates the feasibility of controlling network synchronization by
adjusting network topology.
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I. INTRODUCTION
The collective dynamics of coupled nonlinear oscillators has received continuous interest by
researchers from different fields [1–5]. For systems of coupled identical chaotic oscillators, it has
been shown that, despite of the intrinsic sensitivity of the system dynamics, the trajectories of
the coupled oscillators can be converged to a single one when the coupling strength is larger than
some threshold, namely the state of complete synchronization [6]. Complete synchronization also
emerges when an ensemble of chaotic oscillators are coupled on regular structures, e.g., the global
(all-to-all) coupling structure or the lattices [4]. For diffusive couplings, the critical coupling for
synchronization could be analyzed by the method of master stability function (MSF) [7–9], which
decouples the system into isolated modes and shows that the system’s synchronizability is jointly
affected by the MSF curve (determined by the local dynamics and the coupling function) and the
eigenvalues of the coupling matrix (determined by the coupling structure). Whereas most studies
of chaos synchronization focus on the critical point where all oscillators are synchronized to the
same trajectory, i.e., the global synchronization state, there are also studies on the collective behav-
iors of the coupled oscillators before this critical point, i.e., the transition to global synchronization
[4]. In exploring the transition process of synchronization, an interesting phenomenon observed
commonly in different types of systems is that the oscillators could be self-organized into different
synchronous clusters, namely the cluster synchronization (also known as group or partial synchro-
nization) [11–19]. In cluster synchronization, oscillators within the same clusters are highly or
even completely synchronized, but are not for oscillators from different clusters. For the regular
coupling structures, cluster synchronization is normally generated by the mechanism of symmetry
breaking [20], and the spatial distribution of the clusters, i.e., the synchronous pattern, in general
can be analyzed in the mode space by the MSF method [10]. Since cluster synchronization is often
regarded as the intermediate states between non-synchronous and globally synchronous states, it
thus underpins the bifurcation diagrams of synchronization transition [4, 5]. Besides theoretical
interest, cluster synchronization is also of great importance to the functionality of many biological
and engineering systems in practice, e.g., the cognition of human brain relies on the synchronous
firing of neural clusters distributed over the cortical cortex [21].
The discovery of the small-world and scale-free features in many natural and man-made net-
works [22, 23] have stirred a new surge of studies on the synchronization of complex networks in
the past two decades [24–33]. In the study of complex network synchronization, one of the cen-
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tral topics is the interplay between the network dynamics and structure [4, 5]. It has been shown
that by introducing randomly a few of shortcut links onto a regular network (so as to generate the
small-world feature), the network synchronizability can be significantly enhanced [24–26] and,
by introducing weights to the network links, the synchronizability of scale-free networks can be
higher than that of small-world networks (of the same network size and connectivity) [27–29].
Similar to the studies on regular networks, studies on the synchronization of complex networks
focus on still the stability of the global synchronization state, which, for the case of identical oscil-
lators and diffusive couplings, can be analyzed by the MSF method. Therefore, from the viewpoint
of the MSF analysis, the impact of network structure on synchronization seems to be reflecting in
only the modified eigenvalues calculated from the coupling matrix. With this understanding, in the
past years a number of studies had been conducted on the optimization of network synchroniza-
tion [4], with the approaches proposed including designing new network structures, adjusting the
weighting schemes, and adopting different coupling strategies. At first glance, it seems that com-
plex network and cluster synchronization are incompatible with each other, as random shortcuts
will destroy synchronous clusters [34]. Yet recent studies give the accumulating evidences which
show that cluster synchronization is also observable in complex networks [17, 18, 35–49]. The
first batch of evidences come from the synchronization of small-size complex network possessing
reflection symmetries [14, 17, 19, 40, 42], where it is found, in spite of the presence of random
shortcut links, the oscillators can be synchronized in pairs according to the network reflection
symmetries. Additional evidences from large-size complex network possessing permutation sym-
metries have been also provided [43–48]. With the help of computational group theory algorithm
[50], the permutation symmetries of large-size complex networks now can be identified numeri-
cally, which, combining with the generalized method of eigenvalue analysis [44, 46, 49, 51, 52],
can be used to analyze the formation of cluster synchronization in the general complex networks.
Despite the theoretical evidences, cluster synchronization is hardly observed in experiment,
for its sensitivity to the parameter mismatch among the oscillators and the noise perturbations
[48, 53]. So far, the widely cited experimental results on cluster synchronization are carried out
on a small-size complex network of coupled optoelectronic oscillators [43, 44], in which the nodal
dynamics is described by discrete maps and the couplings are realized artificially with the help of
computer software. As oscillators in realistic systems are mostly represented by time-continuous
differential equations, it is still intriguing to see whether cluster synchronization can be observed in
complex network consisting of time-continuous oscillators. Moreover, in the optoelectronic exper-
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iment the couplings of the maps are implemented through the computer software [43, 44], which
is also not a suitable description for the natural systems. With these concerns, we study in the
present work the generation of cluster synchronization in complex network constituted by chaotic
neural circuits, with the dynamics of the neural circuits described by time-continuous differential
equations and the circuits are coupled through hardwares. Specifically, starting from a synchro-
nizable complex network, we remove one of the shortcut links in the network, and investigate the
responses of the system dynamics to this removal. Our main finding is that, depending on the spe-
cific link being removed, the network may either partially or globally desynchronized. In the case
of partial desynchronization, remarkably, it is found that the neural oscillators are synchronized
into different groups, i.e., showing the phenomenon of cluster synchronization. Our study shows
that, despite the parameter mismatches and noise perturbations, cluster synchronization can still
be generated in realistic systems of networked nonlinear oscillators [48]. This finding paves a way
to the study of more complicated synchronous clusters in realistic systems, e.g., the synchronous
firing patterns in complex neural networks.
The rest of the paper is organized as follows. In Sec. II, we will present the model of networked
chaotic circuits and describe in detail the hardware realization of the electrical neural circuits. In
Sec. III, we will present the experimental results. In Sec. IV, we will first present the theoretical
framework for analyzing the stability of cluster synchronization and derive explicitly the stability
criteria, then use this theoretical framework to interpret the experimental results. Discussions and
conclusion will be given in Sec. V.
II. MODEL AND EXPERIMENTAL SETUP
We consider the following general model of networked nonlinear oscillators [24–29, 33],
x˙i = F(xi) + ε
N∑
j=1
aij[H(xj)−H(xi)], (1)
with i, j = 1, 2, . . . , N the oscillator (node) indices and N the number of oscillators (the network
size). xi describes the dynamical variable vector of the ith oscillator, and ε is the uniform coupling
strength. The coupling relationship of the oscillators, i.e., the network structure, is characterized
by the adjacent matrix A = {aij}, with its element defined as follows: aij = aji = 1 if nodes i
and j is connected by a link in the network, and aij = 0 otherwise. The nodal dynamics in the
isolated form is described by the function F, which is identical for the oscillators in the theoretical
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studies but is not in the experimental realizations. H denotes the coupling function. Eq. (1),
or its equivalent forms, describes the dynamics of a large variety of spatiotemporal systems, and
has been employed as one of the standard models in exploring the synchronization behaviors of
coupled oscillators [43].
To be concrete, we adopt the Hindmarsh-Rose (HR) oscillator as the neuron dynamics [54, 55],
which in the isolated form is described by the equations
x˙ = y + φ(x)− z + I,
y˙ = ψ(x)− y,
z˙ = r[s(x− xR)− z],
(2)
with
φ(x) = −ax3 + bx2,
and
ψ(y) = c− dx2.
Here, x represents the membrane potential, y represents the transport rates of the fast ion channels
(the spiking variable), and z represents the transport rate of the slow ion channels (the burst-
ing variable). I describes the external stimulating current, which is used as the bifurcation pa-
rameter to adjust the neuron dynamics. In theoretical studies, we set the nodal parameters as
(a, b, c, d, r, s, xR, I) = (1, 3, 1, 5, 6× 10−3, 4,−1.6, 3.2), by which the isolated neuron shows the
chaotic bursting behavior [54]. The coupling function is chosen asH(x) = [x, 0, 0]T , i.e., neurons
are coupled through their membrane potentials (i.e., the gap junctions).
In experiment, the HR oscillator is modeled by the electrical circuit schematically plotted in
Fig. 1(a). The dynamics of the circuit is described by the equations
C2R12x˙ =
R13
R17
y − R13
R11
x3 + R13
R14qR15qR16x
2 − R10R13
R8R9
z + I,
C3R25y˙ =
R2
R3
(1 + R22
R23
)x2 − R25
R24
V2 − R25R21y,
C1R1z˙ =
R2
R3+R2
(R4
R7
x+ R4
R6
V1 − R9R8 z),
(3)
with
I =
1
R30
(1 +
R28
R26
)V3.
In the circuit, all the operations (addition, subtraction, multiplication and integration) are realized
by amplifiers, and, by tuning the resistors R27 and R28, the circuit can present rich dynamics.
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FIG. 1. (Color online) Experimental setup for the HR circuit. (a) Schematic diagram of a single HR cir-
cuit. AD633 and TL084CN denote, respectively, the analog multipliers and the operational amplifiers,
which are fed with a ±12V power supply. The voltages of the direct-current sources are (V1, V2, V3) =
(1.6 V, 1.5 V, 12 V ). By tuning the parameters (R27, R28), the circuit could present the quiescent, peri-
odic spiking, and chaotic bursting behaviors. (b) Schematic diagram of the coupling circuit. The coupling
strength is controlled by tuning R38. (c-d) By the parameters (R27, R28) = (1.5 kΩ, 0.5 kΩ), the time
evolution of the x-component (voltage) of two isolated HR circuits recorded by a two-channel digital os-
cilloscope (Rigol DS1052E, 50 MHz, 1GS/s), which show the typical chaotic bursting behaviors. See the
context for the detailed description of the circuits.
In our study, the parameters of the circuit elements are chosen as C1 = C2 = C3 = 47 nF ,
R2 = R17 = R26 = R29 = R30 = 1 kΩ, R6 = R7 = R23 = 2.5 kΩ, and R4 = R5 =
R8 = R9 = R10 = R11 = R13 = R14 = R15 = R16 = R17 = R18 = R22 = 10 kΩ.
Setting (R27, R28) = (1.5 kΩ, 0.5 kΩ), the circuit generates robust chaotic bursting behaviors, as
shown in Figs. 1(c-d) for two of the five circuits assembled in our lab. It is worth noting that
the circuit elements are of 5% parameter errors, which makes the assembled circuits essentially
non-identical. Despite the parameter errors, chaotic bursting is robustly generated for all five
circuits, which has been checked individually before coupling them into a network. The couplings
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between the oscillators are realized by the circuit plotted in Fig. 1(b), which is constituted by
the subtraction circuit, the attenuating circuit, and the reverse amplification circuit. This circuit
couples the x-components (voltages) of the oscillators in a linear fashion, H = [x, 0, 0]T , with
the coupling strength εexp ∝ R38. In experimental studies, we fix the parameters of the coupling
circuits as R31 = R32 = R33 = R34 = R36 = 100 kΩ, R35 = 500 kΩ and R37 = 10 kΩ, while
adjusting the coupling strength by changing R38 (which gives the experimental coupling strength
εexp ≈ 0.027×R38).
III. EXPERIMENTAL RESULTS
We now couple the circuits into a network and investigate their collective behaviors experimen-
tally. The network structure is shown in Fig. 2(a), which is constructed by adding randomly three
shortcut links onto a ring of 5 nodes. This network, although of small size, has the combined fea-
ture of regular and complex networks. In specific, although the shortcut links destroy the rotation
symmetry (associated with the ring structure), the network possesses still the reflection symmetry
(denoted by S1). As such, this network could be used as an intermediate structure between the
regular and complex networks. In the meantime, because of the small network size, we are able
to monitor the time evolutions for all oscillators simultaneously in experiment, and analyze the
synchronization relationship among the oscillator timely.
To search for cluster synchronization, we fix R37 = 10 kΩ while increasing R38 from 0 gradu-
ally, which corresponds to the increase of the uniform coupling strength ε in the theoretical model
described by Eq. (1). Experimental data shows that as R38 increases from 0 to 12.1 kΩ, no
synchronization is established between any pair of oscillators in the network; and the network is
globally synchronized when R38 > 12.1 kΩ (εexpc ≈ 0.33). By R38 = 12.8 kΩ (εexp ≈ 0.35), we
plot in Fig. 2(b) the x-components of two representative oscillators, x1(t) and x5(t), which shows
that the two components are well synchronized. This synchronization behavior is observed for any
pair of oscillators in the network, confirming that the network is globally synchronized under this
coupling strength.
We next try a different approach for generating cluster synchronization: adjusting the network
structure. In doing so, we fix the coupling strength,R38 = 12.8 kΩ, and remove one of the shortcut
links in the network. This approach is motivated by the recent studies of network synchronization
[24–33, 40], which show that, in analogy to the conventional bifurcation parameters of nonlinear
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FIG. 2. (Color online) Experimental results for network synchronization. (a) The structure of the original
network. The network reaches global synchronization when R38 > 12.1 kΩ. (b) x5 versus x1 for R38 =
12.8 kΩ (εexp ≈ 0.33). (c) The structure of the modified network, in which the link between nodes 2 and
5 is removed. (d) For R38 = 12.8 kΩ in the modified network, x5 versus x1. The network is completely
desynchronized. S1 denotes the reflection symmetry satisfied by the network structures. Nodes of the same
color are of the same trajectory. For the network in (a), we have λBmax = λ
D
2 = −3 and ε > εc ≈ 0.59,
which, according to the eigenvalue analysis, lead to global synchronization. For the network in (c), we have
λBmax = −1.6, which is larger than λD2 = −3. According to the eigenvalue analysis, the pattern (a, b, c, c, b)
associated to symmetry S1 is stable in the range ε ∈ (0.31, 0.59).
systems, network topology can be regarded as an alternative bifurcation parameter for tuning the
network dynamics. In particular, the synchronizability of a complex network can be significantly
affected by adding or removing a few of the shortcut links in a complex network. As by R38 =
12.8 kΩ the network is globally synchronizable, the removal of shortcut link thus is expected
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to deteriorate the global synchronization. Yet it remains not clear whether this approach is able
to generate cluster synchronization. Removing the shortcut link between oscillators 2 and 5 [as
shown in Fig. 2(c)], we plot in Fig. 2(d) x1(t) versus x5(t). It is seen that the two oscillators
are desynchronized from each other. By checking the synchronization relationship among all the
oscillators, it is further revealed that no synchronization is established between any pair of the
oscillators, indicating that the network is completely desynchronized by removing the shortcut
link between oscillators 2 and 5.
We move on to generate cluster synchronization by trying other shortcut links. As the removal
of the link between nodes 1 and 3 results in the same network structure as the removal of the link
between nodes 1 and 4, we therefore only need to investigate one case. Removing the link between
nodes 1 and 3 [Fig. 3(a) shows the structure of the modified network, which satisfies the reflection
symmetry S2], we plot in Fig. 3(b) again x5(t) versus x1(t). It is seen that the synchronization
between the two oscillators is maintained. By checking the synchronization relationship among
all the oscillators, it is revealed that besides the pair of oscillators (1, 5), the oscillators 2 and 4
are also synchronized. However, the two synchronization pairs, (1, 5) and (2, 4), are of different
trajectories, as depicted in Fig. 3(c). Furthermore, it is found that oscillator 3 is not synchronized
to any pair [see Fig. 3(d)]. We repeat the experiment for several times, and the same synchroniza-
tion relationship always appears. We thus infer from the experimental observations that cluster
synchronization is generated in the network of Fig. 3(a).
IV. THEORETICAL ANALYSIS
A. Stability of cluster synchronization
Why the removal of the shortcut link between nodes 2 and 5 results in complete desynchro-
nization [Figs. 2(c-d)], while the removal of the shortcut link between nodes 1 and 3 leads to
cluster synchronization? To find out the reasons, we proceed to conduct a theoretical analysis
on the different roles of the shortcut links in generating cluster synchronization, based on the
method of eigenvalue analysis [42, 46]. Firstly, it should be noted that the cluster synchronization
states possibly generated in a network are closely related to the network topological symmetries.
Specifically, for any given network symmetry, one can always generate the corresponding cluster
synchronization state by setting the initial conditions of the symmetric nodes as identical (whatever
9
1 
2 
3 4 
5 
(a) (b) 
S2 
X1 (V) 
X
5 
(V
) 
X1 (V) 
X
3 
(V
) 
X1 (V) 
X
2 
(V
) 
(c) (d) 
2.0 
1.0 
0.0 
-1.0 0.0 1.0 2.0 
-1.0 
-1.0 0.0 1.0 -1.0 0.0 1.0 
2.0 
1.0 
0.0 
2.0 
1.0 
0.0 
2.0 2.0 
-1.0 -1.0 
X2 (V) 
X
4 
(V
) 
FIG. 3. (Color online) Experimental observation of cluster synchronization when the shortcut link between
nodes 1 and 3 is removed. (a) The structure of the modified network, which satisfies the reflection symmetry
S2. (b-d) Representative synchronization relationships among the oscillators. (b) x5(t) versus x1(t). Inset:
x4(t) versus x2(t). (c) x2(t) versus x1(t). (d) x3(t) versus x1(t). Synchronization is observed between oscil-
lators 1 and 5, and between oscillators 2 and 4, i.e., the system reaches the synchronous pattern (a, b, c, b, a).
Nodes of the same color belong to the same synchronous cluster.
the coupling strength). The cluster synchronization states so generated, however, might be unsta-
ble under noise perturbations. For realistic systems such as coupled electrical circuits, only stable
cluster synchronization states are observable. The study of cluster synchronization thus is divided
into two separating issues: (1) finding all the network symmetries and (2) analyzing the stabil-
ity of each cluster synchronization state associated with the network symmetry. For the simple
network plotted in Fig. 1(a), the network symmetry can be inspected straightforwardly; whereas
for large-size complex networks, this can be done numerically by the approach of computational
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group theory [43, 50].
Grouping nodes according to the network symmetry (symmetric nodes are grouped into the
same cluster), we are able to construct the corresponding cluster synchronization state. The sta-
bility of the cluster synchronization state can be analyzed, as follows. Assume that the network
nodes are grouped into M clusters and the size of the mth cluster is Cm, the evolutional equation
of the ith oscillator belonging to the mth cluster can be written as
x˙i = F(xi) + ε
∑
j∈Vm
aij[H(xj)−H(xi)] + ε
∑
j /∈Vm
aij[H(xj)−H(xi)], (4)
with Vm the set of nodes in cluster m. In the right-hand-side of Eq. (4), the 2nd term corresponds
to couplings that node i received from nodes within the same cluster, and the 3rd term corresponds
to couplings receives from nodes in other clusters. Let the network being initially staying at the
cluster synchronization state and denoteXm as the synchronous manifold of the mth cluster, then
Eq. (4) can be rewritten as
x˙i = F(Xm) + ε
∑
j∈Vm
aij[H(xj)−H(xi)] + ε
∑
m′ 6=m
∑
l∈Vm′
ail[H(Xm′)−H(Xm)]. (5)
As xi =Xm for i ∈ Vm, the above equation can be simplified to
X˙m = F(Xm) + ε
M∑
m′=1
a′mm′ [H(Xm′)−H(Xm)], (6)
with a′mm′ =
∑
l∈Vm′ ail the integrated coupling strength that node i in cluster m receives from
all nodes in cluster m′. Eq. (6) describes the interactions between the synchronous manifolds
Xm (withXm the unified motion of all oscillators in cluster m), and defines the dynamics of the
cluster synchronization state in the absence of noise perturbations. Let δxi = xi −Xm be the
infinitesimal perturbations added on oscillator i, then whether the cluster synchronization state
described by Eq. (6) is stable is determined by the following set of variational equations [obtained
by linearizing Eq. (5) around the cluster synchronous manifoldsXm]
δx˙i =DF(Xm)δxi + ε
∑
j∈Vm
aijDH(Xm)(δxj − δxi)
+ε
∑
m′ 6=m
∑
l∈Vm′
ail [DH(Xm′)δxl −DH(Xm)δxi] , (7)
with DF and DH the Jacobin matrices. For the cluster synchronization state to be stable, the
necessary condition is that δx damps to 0 with time for all the oscillators.
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Let RS be the permutation matrix associated to the network symmetry S, we can decouple
the variational equations [Eq. (7)] by transforming them into the mode space spanned by the
eigenvectors of RS . The permutation matrix can be constructed from the network symmetry, as
follows. If nodes i and j are symmetric and belong to the same cluster, we set rij = rji = 1,
otherwise rij = rji = 0; if node i does not belong to any of the clusters, i.e., it is defined as an
isolated node, we set rii = 1 and rij = 0 for i 6= j. Denote Ts as the transformation matrix
constructed from the eigenvectors of RS , we apply it to the coupling matrix A and will obtain the
following blocked matrix
A′ = T−1s ATs =
 B 0
0 D
 . (8)
The submatrix D has the dimensions M ×M , which characterizes the space of the synchronous
manifolds [i.e., the dynamics described by Eq. (6)]. The submatrix B has the dimensions (N −
M)× (N −M), which characterizes the space transverse to the synchronous manifolds. (Besides
dimensions, the submatrix D is also distinguished from B by owing the null eigenvalue, as will be
discussed later.) For modes in the synchronous space, we have the variational equations
δy˙m = DF(Xm)δym + ε
M∑
m′=1
dmm′ [DH(Xm′)δym′ −DH(Xm)δym], (9)
with m,m′ = 1, . . . ,M . The transverse space is constituted by M subspaces. For modes in the
transverse space of the mth cluster, we have the variational equations
δy˙mi′ = DF(Xm)δym + ε
Cm−1∑
j′=1
bmi′j′ [DH(Xm)δyj′ −DH(Xm)δyi′ ], (10)
whereBm = {bi′j′} characterizes the (Cm−1)-dimentional mode space transverse toXm. (Please
note that the transverse space is constituted by all M transverse subspaces, B =
∑
m⊕Bm.) In
Eqs. (9) and (10), ∆Y = (δy1, . . . , δyM , δyM+1, . . . , δyN)T are the perturbation modes, which is
obtained from the perturbation vector ∆X = (δx1, . . . , δxN)T through the transformation ∆Y =
T−1s ∆X. To make the cluster synchronization state stable, the necessary condition now becomes
that all the transverse modes of any cluster should be damping with time, i.e., the largest Lyapunov
exponent of the dynamics described by Eq. (10) should be negative.
As the transverse modes of a cluster are decoupled from those of other clusters [see Eq. (10)],
the stability of the clusters thus can be analyzed individually. Focusing on still the mth cluster,
transforming the variational equations into the mode space spanned by the submatrix Bm, the
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FIG. 4. (Color online) For the chaotic HR oscillators coupled through variable x, the variation of the largest
Lyapunov exponent of the master stability function [Eq. (12)], Λ, as a function of the generic coupling
strength, σ = ελ. Λ is negative when σ > σc ≈ 0.94.
Cm−1 modes can be further decoupled from each other, with the dynamics of each isolated mode
described by the variational equation
δz˙mi′ = [DF(Xm) + ελ
m
i′ DH(Xm)]δz
m
i′ , (11)
where δzmi′ is the i
′th mode and 0 > λm1 ≥ λm2 ≥ . . . ≥ λmCm−1 are the eigenvalues of the Laplacian
matrix Bm −KI. Here, K = {ki}, with ki = −
∑Cm−1
j′=1 bij′ the coupling intensity of node i. I
is the identity matrix. Noticing that nodes within the same cluster are synchronized to the same
manifold, the stability of the transverse modes described by Eq. (11) thus can be analyzed by the
standard MSF approach [7–9], as follows. Defining the generic coupling strength σ ≡ −ελ, the
MSF of mth cluster reads
δz˙m = [DF(Xm)− σDH(Xm)]δzm. (12)
Eq. (12) can be solved numerically, by which the dependence of the largest Lyapunov exponent
Λ as a function of σ can be obtained, i.e., the MSF curve. For the chaotic neuron oscillator adopted
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in our studies, numerically it is found that Λ < 0 when σ > σc ≈ 0.94, as shown in Fig. 4. It
should be noted that, dislike the situation of global synchronization where the synchronous man-
ifold is governed by the same dynamics as the isolated oscillator [i.e. X˙s = F(Xs), with Xs the
global synchronization manifold], in cluster synchronization the synchronous manifolds,Xm, are
determined by Eq. (6), which might have motions different from that of isolated oscillator. This
situation occurs occasionally in systems of coupled oscillators (maps), where the motion of iso-
lated oscillator is chaotic but becomes periodic when coupled together. However, for the chaotic
HR oscillator employed in the present work, numerical evidences show that in the cluster syn-
chronization state the synchronous manifolds,Xm, have the same type of (chaotic) motion as the
isolated oscillator. More specifically, although the synchronous manifolds are not synchronized,
their statistical properties (i.e., the shape and location of the attractors, the fractal dimension, the
distribution of the finite-time Lyapunov exponent, etc) can be approximately treated as identical
to that of isolated oscillator. With this approximation, the stability of the clusters can be ana-
lyzed by the unified equation, i.e., Eq. (12). The stability condition for the mth cluster thus is
σ1 = −εmλm1 > σc, which gives εm > −σc/λm1 . Similarly, we can obtain the stability conditions
for the other clusters, εm′ > −σc/λm′1 . Let λBmax be the largest eigenvalue of B, then the necessary
condition for all the synchronous clusters to be stable is
ε > εb = −σc/λBmax. (13)
In the meantime, to avoid the trivial situation of global synchronization, we need to keep at least
two modes of the synchronous space unstable. That is, besides the mode of the synchronous
manifold (the mode associated with the null eigenvalue of the coupling matrix), we should have
Λ > 0 for at least one other mode in the space of D. Let 0 = λD1 > λ
D
2 ≥ λD3 ≥ . . . ≥ λDM
be the eigenvalues of the Laplacian matrix D − KI [K = {ki}, with ki = −
∑M
j′=1 dij′ , and I
the identity matrix, to fulfill the above requirement, we should have Λ(−ελD2 ) > 0. As shown in
Fig. 4, Λ is negative for σ > σc, we therefore have the 2nd criterion for generating stable cluster
synchronization
ε < εd = −σc/λD2 . (14)
The two conditions, Eqs. (13) and (14), can be physically interpreted, as follows. Eq. (13)
guarantees that the coupling strength is larger enough to confine the oscillators in each cluster
onto the same trajectory, while Eq. (14) ensures that the coupling strength is weaker enough for
not generating global synchronization. To generate stable cluster synchronization, both conditions
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should be satisfied. [The critical coupling strength for global synchronization can be obtained from
the MSF method [7–9], εc = σc/λmax, with λmax = max{λBmax, λD2 } (i.e., the largest non-zero
eigenvalue of the matrix A−KI).]
B. Theoretical analysis of the experimental results
By the above criteria, we now are able to analyze the synchronization behaviors observed in
experiments (i.e., the results presented in Figs. 2 and 3). For the original network presented in
Fig. 1(a), the network structure satisfies the reflection symmetry S1. This symmetry supports
potentially the synchronous pattern (a, b, c, c, b), in which each symbol represents a unique trajec-
tory and the symbols are ordered according to the node index. For instance, nodes 2 and 5 are of
identical trajectory, as they are represented by the same symbol b. According to symmetry S1, we
can construct the following permutation matrix
RS1 =

1 0 0 0 0
0 0 0 0 1
0 0 0 1 0
0 0 1 0 0
0 1 0 0 0

. (15)
By the eigenvectors of RS1, we have the transformation matrix
Ts =
1√
2

0 0
√
2 0 0
0 1 0 1 0
−1 0 0 0 1
1 0 0 0 1
0 −1 0 1 0

. (16)
By the transformation A′ = T−1s ATs, we get the submatrices
B =
 −4 −1
−1 −4
 (17)
and
D =

−4 √2 √2
√
2 −2 1
√
2 1 −2
 . (18)
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The largest eigenvalue of B is λBmax = −3, which, according to Eq. (13), gives the 1st condition
for generating the pattern (a, b, c, c, b), ε > εb ≈ 0.31. For the submatrix D, we have λD2 = −3,
which, according to Eq. (14), requires that ε < εd ≈ 0.31. Since εexp ≈ 0.35 > εd, the 2nd
condition thus is not satisfied, indicating that the synchronous pattern (a, b, c, c, b) is unstable,
as depicted in Fig. 2(b). (In fact, because of εd = εb, it can be predicated theoretically that
cluster and global synchronization occur simultaneously at the point εc ≈ 0.31. This predication
is in agreement with the experimental observation that the network reaches global synchronization
when εexp > εexpc ≈ 0.33.)
When the shortcut link between nodes 2 and 5 is removed [Fig. 2(c)], the reflection symme-
try S1 is not affected [which supports still the synchronous pattern (a, b, c, c, b)]. As such, the
permutation matrix is identical to Eq. (21), so is the transformation matrix Ts [Eq. (22)]. Trans-
forming the coupling matrix A of the network shown in Fig. 2(c) into the mode space, we have
the submatrices
B =
 −4 −1
−1 −2
 (19)
and
D =

−4 √2 √2
√
2 −2 1
√
2 1 −2
 . (20)
For B, we have λBmax ≈ −1.6, which gives εb ≈ 0.59; while for D, we have λD2 = −3, which
indicates that εd ≈ 0.31. In experiment, we have εexp ≈ 0.35 [Fig. 2(d)]. Since εexp < εb, the
first criterion for cluster synchronization, i.e., Eq. (13), therefore is not satisfied. As a result of
this, the synchronous pattern (a, b, c, c, b) is not observable. Meanwhile, as εexp < εc ≈ 0.59, the
network is neither reaching global synchronization. This explains the completely desynchronized
state observed in experiment [Fig. 2(d)].
We finally analyze the stability of the cluster synchronization state in the network shown in
Fig. 3(a), i.e., when the shortcut link between nodes 1 and 3 is removed. For this network, its
structure satisfies the reflection symmetry S2, which is different from the reflection symmetry S1.
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The corresponding permutation matrix reads
RS2 =

0 0 0 0 1
0 0 0 1 0
0 0 1 0 0
0 1 0 0 0
1 0 0 0 0

, (21)
and the transformation matrix reads
Ts =
1√
2

0 1 0 1 0
−1 0 0 0 1
0 0 1 0 0
1 0 0 0 1
0 −1 0 1 0

. (22)
By the transformation A′ = T−1s ATs, we have the submatrices
B =
 −3 0
0 −4
 (23)
and
D =

−2 0 √2
0 −2 2
√
2 2 −3
 . (24)
The largest eigenvalue of B is λBmax = −3, which, gives εb ≈ 0.31. For the submatrix D, we
λD2 = −2, which gives εd ≈ 0.47. As εb < εexp ≈ 0.35 < εd, both conditions for stable cluster
synchronization are satisfied [Eqs. (13) and (14)]. The synchronous pattern (a, b, c, b, a) thus is
judged as stable, as confirmed by the experiment [Figs. 3(b-d)].
The roles of shortcut links on cluster synchronization now can be interpreted, as follows. If
the removal of the shortcut link does not affect the network symmetry, the distribution of the syn-
chronous clusters, namely the synchronous pattern, is not changed, yet the stability of this pattern
will be adjusted. This is the case when the network structure is changed from Fig. 2(a) to Fig. 2(c),
where the removal of the link between nodes 2 and 5 does not change the reflection symmetry S1,
but the network dynamics is changed from global synchronization to complete desynchronization.
On the other hand, the removal of of the shortcut link may alter the network symmetry. This is
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what happens when the link between nodes 1 and 3 is removed [Fig. 3(a)], where the modified
network satisfies the different reflection symmetry S2. It is for just this new symmetry S2 that
stable cluster synchronization can be generated.
V. DISCUSSIONS AND CONCLUSION
As discussed in Sec. IV A, the emergence of cluster synchronization relies strictly on the
network symmetry. For the sake of simplicity, in theoretical analysis we have assumed that the
network is constituted by identical oscillators and by unweighted links. In realistic systems, mis-
matches in the parameters of the oscillators and in the weights of the network links are unavoid-
able, resulting in non-perfect network symmetries. This raises the general concern that cluster
synchronization may not be generated in realistic systems, especially for networks of complicated
nodal dynamics [48]. In addition, the generation of cluster synchronization requires not only the
synchronization of each cluster [Eq. (13)], but also the desynchronization among the clusters [Eq.
(14)]. As such, comparing to global synchronization, cluster synchronization is normally believed
as more difficult to be generated [43]. Our experimental study shows that, despite of the above
concerns (non-perfect topological symmetry, noise perturbations, and chaotic nodal dynamics), ro-
bust cluster synchronization can still be generated in experimental complex networks. The current
study provides new evidence on the generation of cluster synchronization in realistic situations,
and gives confidence for finding cluster synchronization in large-size complex networks, e.g., the
human brain system.
The theoretical framework we have proposed for analyzing cluster synchronization is general,
and is independent of the details of the network models. For instance, by changing the nodal
dynamics or the coupling function, the MSF curve may have bounded stable region [8, 9]. Ac-
cording to the theoretical framework, it is straightforward to find that in this case the stability of
cluster synchronization requires one additional criterion, Λ(−ελBmin) < 0, with λBmin the smallest
eigenvalue calculated from the submatrixB. More importantly, this framework may potentially be
applied to complex networks consisting of non-identical oscillators. For the sake of simplicity, we
have assume in our model that all oscillators in the network are of the same type of dynamics. Yet,
as implied by Eqs. (9) and (10), the synchronous manifolds of the clusters are not necessary to
be following the same type of dynamics, as in the mode space spanned by the permutation matrix
the clusters are completely decoupled from each other. This gives indications on how to realize
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cluster synchronization in complex network constituted by different types of oscillators: keeping
the same type of oscillators symmetric and arranging them inside the same cluster, an interesting
phenomenon warranting further investigation.
In summary, we have investigated, experimentally and theoretically, the synchronization behav-
ior of a small-size complex network consisting of chaotic electrical circuits. By setting the network
at the globally synchronizable state initially [35], we have adjusted the network structure slightly
be removing one of the shortcut links and found that the network might either be completely
desynchronized or be partially desynchronized. When the network is partially desynchronized, it
is found that the oscillators are synchronized into different groups, showing the phenomenon of
cluster synchronization. We have conducted a detailed analysis on the stability of the cluster syn-
chronization state, and derived explicitly the criteria for cluster synchronization. The theoretical
analysis well explains the experimental results, and reveals in depth the roles of the shortcut links
in affecting the formation of synchronous patterns. Our study sheds new lights on the interplay be-
tween network dynamics and structure, and is a step forward to the full exploration of synchronous
patterns in the large-size, realistic networks.
This work was supported by the National Natural Science Foundation of China under the Grant
No. 11375109, and by the Fundamental Research Funds for the Central Universities under the
Grant No. GK201601001. YZY and XGW thank the support from the National Demonstration
Center for Experimental x-physics education (Shaanxi Normal University).
[1] Y. Kuramoto, Chemical Oscillations, Waves, and Turbulence (Springer, Berlin, 1984).
[2] A. S. Pikovsky, M. G. Rosenblum, and J. Kurths, Synchronization: A Universal Concept in Nonlinear
Science (Cambridge University Press, Cambridge, 2001).
[3] S. Strogatz, Sync: The Emerging Science of Spontaneous Order (Hyperion, New York, 2003).
[4] S. Boccaletti, V. Latora, Y. Moreno, M. Chavez, and D.-U. Hwang, Complex networks: Structure and
dynamics, Phys. Rep. 424, 175 (2006).
[5] A. Arenas, A. Diaz-Guilera, J. Kurths, Y. Moreno, and C. S. Zhou, Synchronization in complex net-
works, Phys. Rep. 469, 93 (2008).
[6] L. M. Pecora and T. L. Carroll, Synchronization in chaotic systems, Phys. Rev. Lett. 64, 821 (1990).
[7] L. M. Pecora and T. L. Carroll, Master stability functions for synchronized coupled systems, Phys.
19
Rev. Lett. 80, 2109 (1998).
[8] G. Hu, J. Z. Yang, and W. Liu, Instability and controllability of linearly coupled oscillators: Eigenvalue
analysis, Phys. Rev. E 58 4440 (1998).
[9] L. Huang, Q. Chen, Y.-C. Lai, and L. M. Pecora, Generic behavior of master-stability functions in
coupled nonlinear dynamical systems, Phys. Rev. E 80, 036204 (2009).
[10] L. M. Pecora, Synchronization conditions and desynchronizing patterns in coupled limit-cycle and
chaotic systems, Phys. Rev. E 58, 347 (1998).
[11] D. Hansel, G. Mato, and C. Meunier, Clustering and slow switching in globally coupled phase oscil-
lators, Phys. Rev. E 48, 3470 (1993).
[12] V. N. Belykh and E. Mosekilde, One-dimensional map lattices: Synchronization, bifurcations, and
chaotic structures, Phys. Rev. E 54, 3196 (1996).
[13] M. Hasler, Yu. Maistrenko, and O. Popovych, Simple example of partial synchronizaiton of chaotic
systems, Phys. Rev. E 58, 6843 (1998).
[14] Y. Zhang, G. Hu, H. A. Cerdeira, S. Chen, T. Braun, and Y. Yao, Partial synchronization and sponta-
neous spatial ordering in coupled chaotic systems, Phys. Rev. E 63, 026211 (2001).
[15] A. Pikovsky, O. Popovych, and Yu. Maistrenko, Resolving clusters in chaotic ensembles of globally
coupled identical oscillators, Phys. Rev. Lett. 87, 044102 (2001).
[16] I. A. Heisler, T. Braun, Y. Zhang, G. Hu, and H. A. Cerdeira, Chaos 13, 185 (2003).
[17] B. Ao and Z. G. Zheng, Partial synchronization on complex networks, Europhys. Lett. 74, 229 (2006).
[18] C. S. Zhou and J. Kurths, Hierarchical synchronization in complex networks with heterogeneous de-
grees, Chaos 16, 015104 (2006).
[19] J. Zhang, Y. Yu, and X. G Wang, Synchronization of coupled metronomes on two layers, Frontiers of
Physics 12, 120508 (2017).
[20] M. Golubitsky, I. Stewart, and D. G. Schaeffer, Singularities and Groups in Bifurcation Theory
(Springer-Verlag, 1985).
[21] E. Basar, Brain Function and Oscillation (Springer,New York, 1998).
[22] D. J. Watts and S. H. Strogatz, Collective dynamics of ‘smallworldnetworks, Nature (London) 393,
440 (1998).
[23] A.-L. Baraba´si and R. Albert, Emergence of scaling in random networks, Science 286, 509 (1999).
[24] P. M. Gade, Synchronization in coupled map lattices with random nonlocal connectivity, Phys. Rev. E
54, 64 (1996).
20
[25] P. M. Gade and C.-K. Hu, Synchronous chaos in coupled map lattices with small-world interactions,
Phys. Rev. E 62, 6409 (2000).
[26] M. Barahona and L. M. Pecora, Synchronization in Small-World Systems, Phys. Rev. Lett. 89 054101
(2002).
[27] T. Nishikawa, A. E. Motter, Y.-C. Lai, and F. C. Hoppensteadt, Heterogeneity in oscillator networks:
are smaller worlds easier to synchronize? Phys. Rev. Lett. 91, 014101 (2003).
[28] A. E. Motter, C. Zhou, and J. Kurths, Weighted networks are more synchronizable: How and why,
AIP Conf. Proc. 776, 201 (2005).
[29] X. G. Wang,Y.-C.Lai, and C.-H. Lai, Enhancing synchronization based on complex gradient networks,
Phys. Rev. E 75, 056205 (2007).
[30] C. Fu, H. Zhang, M. Zhan, and X. G. Wang, Synchronous patterns in complex systems,? Phys. Rev. E
85, 066208 (2012).
[31] Z. He, X. G. Wang, G.-Y. Zhang, and M. Zhan, Control for a synchronization-desynchronization
switch, Phys. Rev. E 90, 012909 (2014).
[32] W. Yang, W. Lin, X. G. Wang, and L. Huang, Synchronization of networked chaotic oscillators under
external periodic driving, Phys. Rev. E 91, 032912 (2015).
[33] T. Nishikawa and A. E. Motter, Symmetric states requiring system asymmetry? Phys. Rev. Lett. 117,
114101 (2016).
[34] K. Park, L. Huang, and Y.-C. Lai, Desynchronization waves in small-world networks, Phys. Rev. E
75, 026211 (2007).
[35] F. Sorrentino, and E. Ott, Network synchronization of groups, Phys. Rev. E 76, 056114 (2007).
[36] V. N. Belykh, G. V. Osipov, V. S. Petrov, J. A. K. Suykens, and J. Vandewalle, Cluster synchronization
in oscillatory networks, Chaos 18, 037106 (2008).
[37] G. Russo and J.-J. E. Slotine, Symmetries, stability, and control in nonlinear systems and networks,
Phys. Rev. E 84, 041929 (2011).
[38] T. Dahms, J. Lehnert, and E. Scho¨ll, Cluster and group synchronization in delay-coupled networks,
Phys. Rev. E 86, 016202 (2012).
[39] V. Nicosia, M. Valencia, M. Chavez, A. Diaz-Guilera, and V. Latora, Remote synchronization reveals
network symmetries and functional modules, Phys. Rev. Lett. 110, 174102 (2013).
[40] C. Fu, Z. Deng, L. Huang, and X. G. Wang, Topological control of synchronous patterns in systems
of networked chaotic oscillators, Phys. Rev. E 87, 032909 (2013).
21
[41] C. R. S. Williams, T. E. Murphy, R. Roy, F. Sorrentino, T. Dahms, and E. Scho¨ll, Experimental
observations of group synchrony in a system of chaotic optoelectronic oscillators, Phys. Rev. Lett.
110, 064104 (2013).
[42] C. Fu, W. Lin, L. Huang, and X. G. Wang, Synchronization transition in networked chaotic oscillators:
The viewpoint from partial synchronization, Phys. Rev. E 89, 052908 (2014).
[43] L. M. Pecora, F. Sorrentino, A. M. Hagerstrom, T. E. Murphy, and R.Roy, Cluster synchronization and
isolated desynchronization in complex networks with symmetries, Nat. Commun. 5, 4079 (2014).
[44] F. Sorrentino, L. M. Pecora, A. M. Hagerstrom, T. E. Murphy, and R. Roy, Complete characterization
of stability of cluster synchronization in complex dynamical networks, Sci. Adv. 2, e1501737 (2016).
[45] D. Hart, K. Bansal, T. E. Murphy, and R. Roy, Experimental observation of chimera and cluster states
in a minimal globally coupled network, Chaos 26, 094801 (2016).
[46] T. Nishikawa and A. E. Motter, Network-complement transitions, symmetries, and cluster synchro-
nization, Chaos 26, 094818 (2016).
[47] M. T. Schaub, N. O’Clery, Y. N. Billeh, J.-C. Delvenne, R. Lambiotte, and M. Barahona, Graph
partitions and cluster synchronization in networks of oscillators, Chaos 26, 094821 (2016).
[48] F. Sorrentino and L. Pecora, Approximate cluster synchronization in networks with symmetries and
parameter mismatches, Chaos 26, 094823 (2016).
[49] Y. S. Cho, T. Nishikawa, and A. E. Motter, Stable chimeras and independently synchronizable clusters,
Phys. Rev. Lett. 119, 084101 (2017).
[50] W. Stein, http://www.sagemath.org/sage/ and http://sage.scipy.org/ for SAGE: Software for Algebra
and Geometry Experimentation, 2013.
[51] W. Lin, H. Fan, Y. Wang, H. Ying, and X. G. Wang, Controlling synchronous patterns in complex
networks, Phys. Rev. E 93, 042209 (2016).
[52] W. Lin, H. Li, H. Ying, and X. G. Wang, Inducing isolated-desynchronization states in complex net-
work of coupled chaotic oscillators, Phys. Rev. E 94, 062303 (2016).
[53] J. Sun, E. M. Bollt, and T. Nishikawa, Master stability functions for coupled nearly identical dynamical
systems, EPL 85, 60011 (2009).
[54] J. L. Hindmarsh and R.M. Rose, A model of neuronal bursting using three coupled first order differ-
ential equations. Proc R Soc Lond B 221, 87 (1984).
[55] G. Ren, J. Tang, J. Ma, and Y. Xu, Detection of noise effect on coupled neuronal circuits, Commun.
Nonlinear Sci. Numer. Simulat. 29, 170 (2015).
22
