Knowledge of what dose-volume histograms that can be expected for a previously unseen patient could increase consistency and quality in radiotherapy treatment planning. We propose a machine learning method that uses previous treatment plans to predict such a dose-volume histogram. Key to the approach is the framing of dose-volume histograms in a probabilistic setting.
Introduction
A third of the women and half of the men in the United States are expected to develop cancer in his or her lifetime [22] , a large fraction of which will receive radiotherapy. The goal of a radiotherapy treatment is, typically, to deliver a sufficiently high dose to the target while sparing healthy tissue. Treatment planning requires striking a balance between such conflicting objectives, taking into account their individual importance. This is a delicate and time-consuming task that grows even more complex as the number of organs at risk (OARs) increases.
The criteria for clinically acceptable plans are often derived from populationbased data, such as the Radiation Therapy Oncology Group (RTOG) guidelines. While appropriate for some patients, such criteria fail to account for the geometry of individual patients and can sometimes be either easily surpassed or too restrictive. Through skill and experience, planners can learn to recognize such cases-provided that they are given enough time. Tools such as multicriteria optimization can help users articulate and prioritize between conflicting objectives. Nevertheless, the final set of priorities is ultimately decided by the planner. Indeed, several studies have shown that the quality of Intensity Modulated Radiation Therapy (IMRT) plans vary both between planners and between treatment centers [4, 10, 12] . These variations can be so great that the risk of radiation-induced complications is markedly increased [19] . On a fundamental level, these variations exist because it is difficult to compare plans for different patients. As a consequence it is a futile task for any human to harness all of the knowledge from previous, carefully developed, treatment plans. We therefore argue that a method that can predict plans based on a set of previously created plans can be an important tool for increasing conformity and thereby also quality of treatment plans.
One such method [8] retrieves similar patient cases by matching the beam's eye view projections of the structure contours. This has been successfully used to transfer clinical expertise between clinics [13] . However, because it relies on 2D projections of the anatomy from a fixed set of angles, the method is sensitive to patient setup and limits the possibility of tailoring radiation delivery.
Another approach is to use the overlap volume histogram (OVH) [14, 25] , that describes the volume of an OAR that is within a certain distance from the target boundary. The OVH can be used for quality assurance by using a point on the OVH to query a database of plans for cases where the distances between OAR and target are less than or equal to the present case at the same time as the dose is lower [25] . The dose-volume histograms (DVHs) retrieved in this way can also be used to formulate realistic DVH-objectives for the treatment plan optimization [26] .
Although DVH-objectives are notoriously difficult to handle in the optimization process [11] , progress towards an efficient reformulation of the problem have been made [27] . Since DVHs are widely used for clinical assessment of dose plans, it would have an immediate effect-both for treatment plan optimization and quality assurance-if it were possible to predict what DVHs that are achievable.
Appenzoller et al. [1] proposed a two-step parametric approach to DVH prediction that, similarly to the OVH, uses the distance from a voxel to the target boundary. The resulting model can be used to predict DVHs for a new patient and a clinical implementation has demonstrated its ability to detect suboptimal plans [18] . A central assumption is, however, that a particular set of parameterizations can be found that accurately captures the relevant features. As will be shown in this work, this is an unnecessary restriction.
On the contrary, a study by Zhu et al. [28] that used Support Vector Regression (SVR) to generate DVHs for OARs from data consisting of target size, OAR sizes and OVHs, makes too few assumptions-and does not always capture some of the characteristics native to the problem. As established [29] , a DVH can be interpreted in terms of a cumulative distribution function, whereby it must be non-increasing and take values only in the range [0, 1] . Since the problem is approached as one of pure regression in [28] , unallowable predictions may result.
We propose a method for DVH prediction that exploits the probabilistic interpretation of a DVH [29] , thereby ensuring that the predicted DVHs fulfill the mathematical definition of a DVH, while making efficient use of the input data with minimal assumptions.
Methods and Materials
In general terms, our method uses past treatments to learn the relationship between the dose and other features. This relationship is then used to predict the expected dose probability distribution of a new patient for which we want to predict a DVH. The DVH is calculated from the dose probability distribution based on a probabilistic interpretation of a DVH [29] that will be further described in the next section.
Probabilistic Interpretation of a DVH
A cumulative probability distribution is defined as
In our case, the value d is the dose, P (D ≤ d) is the probability that a random variable D is less than or equal to the dose d and p D (d) is the probability distribution for the dose in the considered volume.
A DVH is defined as the volume ratio that receives a radiation dose that is higher than or equal to a certain value. It can be interpreted as the probability that a randomly chosen point in the considered volume receives a certain dose or higher. This means that-in analogy with the cumulative probability distribution-we can write the DVH as a function of the dose d as the probability that a random variable D is larger than or equal to d as
So if we know the probability distribution of the dose we can determine the DVH by
The following section will describe how to make a prediction of the dose probability distribution.
Algorithm Outline
If we estimate the joint probability distribution p X1,...,Xn (x 1 , . . . , x n ) for a set of n variables x 1 , . . . , x n , we can find the probability distribution for a single one of them by marginalizing over the others. This can be turned into a machine learning algorithm by first learning p X1,...,Xn (x 1 , . . . , x n ) from training data. In the test case we can then infer the probability distribution for one of the variables based on the distribution (in the test data) of the other variables. As a special case, let x 1 = d be the dose in each voxel. This is the primary variable of interest in this work and we want to relate that to other input information x 2 , . . . , x n that we have about the voxel. By predicting the probability distribution of the dose, we can calculate a DVH according to (1) . Algorithm 1 gives a detailed description of the training phase of the DVH prediction. It provides an estimate of p D|X2,...,Xn (d |x 2 , ..x n ), from which predictions can be made by marginalizing over the probability distribution for the input data p * X2,...,Xn (x 2 , ..x n ) of the test patient (superscript * denotes that the probability distribution refers to the test patient and not to the training set). Algorithm 2 describes the prediction part of the algorithm.
Algorithm 1: Training
Data: Input data x 2 , . . . , x n and corresponding dose d in every voxel in the considered structure (an OAR or a tumor) in the training set. Result: The conditional probability distribution p D|X2,...,Xn (d |x 2 , . . . , x n ) of the dose d given the input data x 2 , . . . , x n .
Estimate the joint probability distribution
2. Estimate the joint probability distribution p X2,...,Xn (x 2 , . . . , x n ).
3. Calculate the conditional probability distribution of the dose d given
Algorithm 2: Prediction of DVH Data: Input data x 2 , . . . , x n for the new patient. p D|X2,...,Xn (d |x 2 , . . . , x n ) estimated from the training set. Result: Predicted DVH * (d).
1. Estimate the probability distribution p * X2,...,Xn (x 2 , . . . , x n ) for the new patient.
Marginalize over
3. Calculate DVH * (d) using equation (1).
Density estimation
The probability distribution estimates can be obtained in a multitude of ways, e.g. using a Gaussian mixture model [20] , density estimation trees [21] or kernel density estimation [3, 20] . The two latter are non-parametric methods, meaning that no underlying distribution is assumed. Parametric methods like Gaussian mixture models require more assumptions on the data to perform well [21, 23] . Due to higher accuracy [21] and less implementation effort [23] we choose to use kernel density estimation over density estimation trees. However, the proposed algorithm is agnostic to the specifics of the density estimation. Kernel density estimation can in short be described as applying a kernel to each sample point and then summing the kernels together to generate a continuous estimate of a distribution. A common choice of kernel that has also been used in our implementation is the Gaussian kernel. However, the bandwidth parameter has to be decided, which is not trivial in general. In our implementation all probability densities have been estimated using an automatic data driven procedure for bandwidth determination [5] .
Training Data
As mentioned before, we demonstrate our method by using kernel density estimation, where we relate voxel dose to a single feature. To allow comparison with previous work [1, 25, 28] we take this feature to be the signed distance to the target boundary. That the distances are signed means that negative distances account for voxels that overlap with the target volume. The target boundarywhere the distance is zero-is defined as the voxels that are 6-connected [9, 24] to the voxels outside the target volume. 6-connectedness means that the voxels are connected to their faces, but not to the edges. The signed distance field can be calculated efficiently through a so called distance transform [16, 17] . Incidentally, the previously mentioned OVH that has been used in previous studies [1, 25, 28] is the cumulative distribution of the signed distances in a volume.
Even though the method is focused on OAR DVH prediction, it could just as well be used for target DVH prediction (the signed distances from the target boundary are then negative).
A Simple Example
To further explain the algorithm, it will be demonstrated by a simple example with only a few data points. For clarity, the probability densities are estimated discretely instead of using a continuous density estimation method. Figure 1a shows a stylized brain in 2D with a delineated target (red) and OAR (blue). From Figure 1a we can estimate the joint probability p D,X (d, x) of the dose d and the signed distance x from the target boundary to a certain OAR voxel (corresponding to step 1 in Algorithm 1)
Step 2 instructs us to also estimate the distance probability distribution
Finally, we calculate the conditional probability
We can now make predictions for a new case (indicated by *), for example the one seen in Figure 1b , where the target has an added pixel. We start by Figure 1a is used for training and the dose, presented in the text box in each OAR pixel, is therefore known, whereas the case in Figure 1b is a new case for which the dose distribution is unknown. The dark red pixel indicates that the target of the new case has an added pixel.
estimating the distance distribution p * X (x) for the new case (Algorithm 2, step 1)
The prediction of the dose distribution for the new patient can now be calculated by marginalization according to step 2 in Algorithm 2, written in discrete terms as p *
Compare the above result to the dose distribution p(d) that can be estimated for the training patient directly from Figure 1a
Since more of the OAR in the new case is closer to the target than in the training case, a larger part of the OAR is expected to receive a higher dose. The final predicted DVH for the new patient is found according to Equation (1) . The predicted DVH can be observed in Figure 2 .
In the example, only one training patient was used. In general you would want to use as many relevant patients as possible in the training set to bring in The predicted DVH for the new patient compared to the DVH for the training example. The predicted DVH reflects that as a larger part of the organ at risk is close to the tumor a larger part is also expected to receive a higher dose. as much prior knowledge as possible, but the algorithm as such can in practice be used with a limited amount of data.
Model Validation
The method has been tested on 22 acoustic schwannoma patients treated with Gamma knife radiosurgery and 9 non-small cell lung cancer patients treated with stereotactic body radiation therapy (SBRT). The treatment plans were selected retrospectively and the clinically most relevant validation-replanning of plans flagged as inferior-was therefore not possible. Other researchers [1, 18, 25] have however shown the clinical significance of their algorithm in this way. As a proof of concept, we will in this study show that our method achieves a similar performance as those, clinically validated, methods. We used Leave-One-Out Cross-Validation [15] (LOOCV) to test the performance of the algorithm, since this is an effective way of validating a model when the amount of data is limited [6] . We predicted DVHs for the brain stem of the acoustic schwannoma patients and for the lungs of the lung cancer patients. The predicted-and real DVHs were compared with respect to the evaluation criteria suggested in the AAPM report on stereotactic body radiation therapy [2] . The relevant criteria are summarized in Table 1 .
Comparison with Previous Work
To further validate the model, we have implemented the method proposed by Zhu et al. [28] . That is, a Support Vector Regression algorithm with a Radial Basis Function kernel, in our case implemented using LIBSVM [7] . The input consists of the OAR size, target size and 50 points on the OVH 1 . The output features are 50 points on the DVH. Both the 50 dimensional feature spaces of OVH points and DVH points are reduced to three feature dimensions each, using Principal Component Analysis. We have also standardized all the dimensions, by subtracting the mean and dividing by the standard deviation, generating zero mean and unit variance. For the data where the dimensionalities were reduced, we standardized the dimensions-as is customary-before performing the Principal Component Analysis. Just like Zhu et al. we set the tolerance parameter to 0.2. The γ-parameter of the Radial Basis Function and the error penalty parameter were determined by cross validation.
We have also implemented the method proposed by Appenzoller et al. [1] . First, a skew-normal probability distribution is fitted to the distribution of doses in voxels that are partitioned in 3 mm thick shells at particular distances from the target boundary. The dose distributions were estimated using standard histogram estimation with 100 bins. However, in order to fit the skew normal distribution to the dose distributions, we sub-sampled the histograms. The best sampling rate was determined for each sub-dose distribution by cross validation. Second, the means of the skew-normal parameters as functions of distance are fitted with polynomials. As in the work of Appenzoller et al., we used nonlinear least-squares to estimate the parameters of the skew-normal distribution. However, this method does not guarantee that the global optimum is found and in our implementation, outliers were manually removed before taking the mean of each fitting parameter. The degree of the polynomials was determined by cross validation. To perform the prediction, the probability distribution at each distance for the new patient's OAR is calculated by retrieving the fitting parameters-corresponding to each distance-from the polynomials. The dose distribution for the entire volume is found by multiplying each sub-dose distribution with the volume of the voxels at a certain distance and then summing the product. Since a skew-normal distribution is not able to describe multi-modal distributions, the distribution is estimated separately for in-field and out-offield voxels, before combining them. The in-field part of an OAR is defined as being between two boundary planes located 6 millimetres above and below the target, in accordance with the work of Appenzoller et al. Converserly, out-offield voxels are the OAR voxels outside these boundary planes. Note that this distinction is irrelevant for the Gamma knife patients because of the machine's design. Table 2 : Average of point-wise differences between predicted DVHs and the real treatment DVHs. The numbers refer to the mean absolute differences in percent of the OAR volume at the threshold doses given in Table 1 . The standard deviation from each mean is indicated after the ± sign. 
Results
We have evaluated the proposed method for two different treatments (described in the subsections below). Kernel density estimation (KDE) was used to estimate probability densities with the signed distance to the target boundary as the predictive variable. Figure 3 shows the joint probability distribution estimated using KDE in two cases. The predicted DVHs were compared with the DVHs predicted according to Appenzoller et al. [1] and Zhu et al. [28] . The DVHs from the real treatment were used as reference. A summary of point-wise differences between the predicted DVHs and the real treatment DVHs is given in Table 2 .
Stereotactic Radiosurgery Patients
The method was tested on 22 acoustic schwannoma patients treated with stereotactic radiosurgery performed by the Gamma knife at a prescription dose of 13 Real treatment DVH Our method using KDE (f) Figure 4 : Six examples from the set of 22 acoustic schwannoma patients where the brain stem DVHs predicted using kernel density estimation (KDE) is compared to the real treatment DVH. These examples were selected based on how well the volumes predicted to receive at least 10 Gy matched the real treatment plan; the three closest matches at the top row and the three worst matches at the bottom row. The vertical line indicates the dose criteria 10 Gy at which the matching was made.
Gy at the 50 % isodose level. The brain stem was the only OAR explicitly taken into account. The voxel size used for this set of patients was 1 × 1 × 1 mm 3 and the signed distance was computed using the Matlab function bwdist [16] with a Euclidean distance measure. The brain stem DVH was predicted using the proposed method. Figure 4 shows the DVHs where the volumes predicted to receive at least 10 Gy matched the real treatment plan best and worst. Note that this matching criteria does not consider whether the entire predicted DVH is similar to the real one, instead it emphasizes a clinically relevant part of the DVH. This explains why the predicted DVH in Figure 4b is considered a good match: in this case the brain stem is located relatively far from the tumor making both DVHs effectively zero at the dose criteria. Figure 5 compares the point-wise predictions for all the patients for all the methods discussed. Many of the values, both predicted and real, in this diagram are located close to zero. This is most likely caused by the fact that the dose criteria in many cases actually lies in the tail of the DVH. 
SBRT Patients
The method was also tested on 9 non-small cell lung cancer patients treated with a three-fraction course of stereotactic body radiation therapy (SBRT) at a prescription dose of 54 Gy at the 80 % isodose level. The voxel size in this set of patients was 0.95 × 0.95 × 3 mm 3 . Since the voxels are anisotropic, the function bwdistsc [17] was used to compute the signed distances.
DVHs for the lungs predicted using KDE are shown in Figure 6 . Figure  7 shows, for all patients and using all the methods discussed, the point-wise predictions of the lung volume receiving less than 11.6 Gy. From both figures, we can see that the predicted DVHs match well with the real DVHs and that the predictions of the different methods are similar.
Discussion
From Table 2 and figures 5 and 7 it is clear that-at clinically relevant points on the OAR DVHs-the various methods produce similar predictions. Since we cannot know if the treatment DVH is actually the best achievable DVH it is precarious to compare with it. On the other hand, it is reassuring that the proposed method behaves similarly to other, extensively validated, methods. This is perhaps expected considering that we have used the same predictive variable, namely the signed distance to the boundary of regions of interest, for all methods. As evident from Figure 3 , this is not a bad choice: the correlation with the dose is striking. Nevertheless, a natural extension would be to include other variables-any variable affecting the clinical decision making could potentially Real treatment DVH Our method using KDE (f) Figure 6 : The above figures show six examples of lung DVHs from the 9 lung cancer patients where the DVHs predicted using kernel density estimation (KDE) are compared with the real treatment DVH. The selection of the DVHs was based on how well the volumes predicted to receive at most 11.6 Gy matched the real treatment plan; the three closest matches at the top row and the three worst matches at the bottom row. The dose criteria 11.6 Gy, at which the matching was made, is indicated by the vertical line. Figure 7 : Predicted volume of the lungs receiving less than 11.6 Gy for the lung cancer patients plotted against the volume receiving less than that dose in the corresponding real treatment plans.
be useful-but we defer such investigations to future work. Table 2 also indicate that the mean absolute difference in volume at the specified dose criteria is less in the predicted brain stem DVHs, than in the predicted lung DVHs. One reason for this is that the brain stem, in contrast to the lungs, is a serial organ. The volumes of any hot spots are therefore by design small.
Non-parametric density estimation methods can have a high variance outside the domain of observed data. In cases where extrapolation might be necessary, a strong prior in the form of a particular parameterization, as in the method of Appenzoller et al., can be useful. On the other hand, specifying an appropriate parameterization can be difficult-if at all possible-when considering multiple variables or new types of variables. For instance, the assumption of an underlying skew-normal distribution makes the method unable to model multimodal distributions. This is why Appenzoller et al., in contrast to the KDE approach we have demonstrated, have to make the distinction between in-field and out-of-field voxels.
Without further restrictions on the regressed DVH, the method of Zhu et al. [28] may predict "DVHs" that violate two intrinsic properties of a DVH: that it must be non-increasing and take values only in the range [0, 1]. However, since this appears to occur in the low-dose regions it may, depending on the application, be insignificant. On the other hand, the method is flexible in the sense that it is able to incorporate multiple input variables in a straightforward manner.
The proposed method in itself does not place any restrictions on the resolution of the dose grid, however, it may affect the accuracy of the density estimation method (cf. the choice of bin width in a histogram). We consistenly used the voxel sizes present in the treatment plans.
We envision that, depending on the training data provided, the method could be of use in at least two different cases. Having a training set consisting of exceptionally high quality plans (a "gold standard") the resulting predictions would be of the best possible DVHs that could be achieved. On the other hand, if the training set consists of typical plans created at a clinic, the predictions would reflect the average case DVHs that could be expected at the clinic. The first case would be of interest when planning new treatments whereas the second would be useful in retrospective evaluations.
Conclusion
We propose a method for DVH prediction that respects the intrinsic properties of DVHs while making minimal assumptions. At the same time, it is more general than previously proposed methods in the sense that it can be used with any number of input variables and any density estimation method. We demonstrated, on two different sets of patients, that when trained on the same input data as two previously proposed methods the predictions are similar.
To conclude, the method could be used for quality assurance and possibly also to guide DVH-based treatment plan optimization. It is also conceivable to use it for large scale comparisons of systematic differences between treatment centers or planners.
