Expectation-Maximization Algorithm for Identification of Mesh-based
  Compartment Thermal Model of Power Modules by Ševčík, Jakub et al.
Expectation-Maximization Algorithm for Identification of
Mesh-based Compartment Thermal Model of Power Modules
J Ševčík1, V Šmídl2 and O Straka3
1,2Research and Innovation Centre for Electrical Engineering,
University of West Bohemia, Pilsen, Czech Republic
3Faculty of Applied Sciences, University of West Bohemia, Pilsen,
Czech Republic
E-mail: jsevcik@rice.zcu.cz, vsmidl@rice.zcu.cz,
straka30@kky.zcu.cz
Abstract. Accurate knowledge of temperatures in power semiconductor modules is crucial for
proper thermal management of such devices. Precise prediction of temperatures allows to operate
the system at the physical limit of the device avoiding undesirable over-temperatures and thus
improve reliability of the module.
Commonly used thermal models can be based on detailed expert knowledge of the device’s
physical structure or on precise and complete temperature distribution measurements. The latter
approach is more often used in the industry. Recently, we have proposed a linear time invariant
state-space thermal model based on a compartment representation and its identification procedure
that is based on the Expectation-Maximization algorithm from incomplete temperature data.
However, the model still requires to measure temperatures of all active elements.
In this contribution, we aim to relax the need for all measurements. Therefore, we replace
the previous dark gray-box approach with a structured compartment model. The structure of
the model is designed by a mesh-based discretization of the physical layout of the module. All
compartments are assumed to share parameters that are identified from the data of the measured
elements. Temperatures of the unmeasured elements are predicted using the shared parameters.
Identification of the parameters is possible only with suitable regularization due to limited
amount of the data. In particular, the model tightening is accomplished by sharing parameters
among compartments and by constraining the process covariance matrix of the model in this
contribution. Applicability of the proposed identification procedure is discussed in terms of
growing state-space and therefore speeding up of the identification algorithm is suggested.
Performance of the proposed approach is tested and demonstrated on simulated data.
Keywords: expectation-maximization, state space model, thermal model, compartment model,
identification, power electronics, mesh-based, covariance matrix, regularization
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21. Introduction
Monitoring of temperature distribution and its accurate prediction in power semiconductor modules
is fundamental for the proper thermal management, that enables to operate system at the physical
limit and prevents device failures due to undesirable thermal stresses. Therefore, the integration
of the precise thermal model into the thermal protection algorithm is essential, since the direct
measurement of all temperature distribution is very often infeasible (e.g. due to necessity for device
capsuling or low cost production claims).
A popular class of models used for heat transfer simulations are models based on numerical
discretization such as Finite Difference Method (FDM), Finite Element Method (FEM) or Finite
Volume Method (FVM). These methods yield very accurate results but at the expense of high
computational requirements and thus they cannot be used in online prediction. Moreover, the
design and especially validation of these models can be very time-consuming and without precise
knowledge of device’s physical structure difficultly realizable.
Another class of models is based on Lumped Parameter Thermal Networks (LPTNs) using
thermal resistors and thermal capacitors as an analoqy to electrical circuits for modeling of the heat
transfer in the devices. Generally, LPTNs produce reasonably accurate results requiring much less
computational time in comparison to models based on numerical discretization methods. LPTNs
can be classified as dark gray-box, light gray-box or white-box models depending on the number of
used equivalent Resistor and Capacitor (RC) elements [1]. Dark gray-box LPTNs use only units of
elements and therefore computational requirements of such models can be very low. On the contrary
dark gray-box LPTNs are strongly abstracted, the information about temperature distribution in
the device is not complete (only selected points in the device can be monitored) and several thermal
phenomena (e.g. coupling effect or temperature distribution in the segment like a chip) are ignored.
Increasing microcontrollers computational performance enables to employ improved LPTNs
with more complicated structure (light gray-box or white-box models). Using higher level of
elements in the LPTN can lead to improved solution accuracy [2] and finer details, e.g. spatial
temperature distribution, boundary conditions or coupling effect [3, 4] can be covered in the model.
Nevertheless, RC parameters of such models are very often extracted from the complicatedly
calibrated FEM model using transient (step) response analysis and following exponential fitting
techniques applied on transient thermal impedance curves. An interesting approach how to create
light gray- or white-box RC model is to uses a mesh-based LPTN [5, 6], that can be identify
from a geometric and material description of the device. This standard identification procedure is
strongly dependent on quality of information about device physical structure and still requires rich
experience to obtain reasonable results [2].
Recently, authors of this contribution proposed the Linear Time Invariant (LTI) State Space
(SS) compartment thermal model and its self-tuning identification using Expectation-Maximization
(EM) algorithm in [7]. This approach enables identification of the model from incomplete
temperature data and allows to combine sets of various measurements of Temperature Sensitive
Electrical Parameters (TSEPs) or direct measurements. However, the model still requires to
measure temperatures of all active elements. In this paper, we aim to relax the need for all
measurements. Therefore we investigate the mesh-based structured compartment model in this
paper. In the sense of classification into the black-/gray-/white-box model, [7] can be seen as dark
gray-box model. The proposed mesh-based model falls into white-box models, since there is much
finer compartment structure based on discretization of the physical layout of the module. This
results in a growing state space of temperatures and growing dimension of the state matrix in
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Figure 1: Semikron power electronics module SK20 DGDL 065 ET
the proposed LTI SS model. For that reason, the model is tightened by sharing parameters, that
are identified from the data. The possibility to apply Expectation-Maximization algorithm for the
identification of the consequently growing LTI SS is studied in detail.
2. Mesh-based compartment structure
The proposed LTI SS thermal model is based on a compartment representation of the studied
power semiconductor module. The compartment model may be understood as a coarsely discretized
model in the sense of numerical methods. In other words, each compartment stands for a relatively
spacious control volume of the area of interest. In comparison to the numerical discretization, the
module is possible to be represented by only units of compartments, although a finer compartment
representation can give better results. For that reason, the models based on mesh representation
and comprising structured compartments (circa hundreds of compartments what is still much less
than it is usual in numerical models) are objects of our interest.
The three-dimensional volume of entire domain of the investigated power module is discretized
into rectangular elements (cubes or cuboids) in a uniform Cartesian grid. To these elements we
refer as to compartments. Each basic-sized compartment can be further refined into four finer
compartments in X- and Y-axis in quadtree sense in the case that the compartment contains more
various components (e.g. a part of diode’s volume and a part of transistor’s volume are located in
the same compartment).
A selection of the basic discretization level is a trade-off between growing number of
compartments and a quality of the model. A layer arrangement in one axis (Z-axis in our case) is
typical for a common power semiconductor module (Figure 1a), whereas more complicated layout
comprising diodes or transistors covers the surface (Figure 1b) in remaining two axes (X- and Y-
axis). For this reason, the suggested design of the discretization divides into the selection of the
number of compartment’s layers and selection of the fineness of the power module surface grid.
The specific discretization levels used in this paper for testing the proposed identification
method are discussed in Section 5.
3. Compartment state space model
The governing equation for the LTI SS model is the well known heat transfer equation
div (λgradT ) + p = ρcp
∂T
∂t
, (1)
4where T stands the temperature, p is the internal heat source (with base units [W/m3]), λ is
the thermal conductivity coefficient, ρ is the density of the material, and cp is the specific heat
capacity at constant pressure. Under the assumption of uniform constant thermal properties of
compartments, equation (1) can be discretized [8] using fully explicit scheme into the form
Ti,t+1 = Ti,t + ∆τ
∑
j∈Si
ki,j(Tj,t − Ti,t) + ziPi,t
 , (2)
where Ti,t and Pi,t are the temperature and the internal volumetric heat source inside the
compartment i in the discrete time t, t ∈ Z. The time step is denoted by ∆τ and Si is the
set of indexes of the compartments adjacent to the ith compartment such that we assume thermal
coupling with the ith compartment. More detail can be seen in [7].
The proposed compartment model (2) can be viewed as a particular case of directed graphs.
Using graph theory [9], the heat transfer between compartments given by equation (2) may be
described by a directed graph with vertices Ti and directed edges ki,j . Coefficients ki,j can be
arbitrarily sorted into a vector k∈Rm, which corresponds to the ordering of edges in the graph.
Then the directed graph can be represented by an incidence matrix J . The incidence matrix is a
sparse matrix of size n×m in general, where n is the number of vertices (i.e. compartments) and
m is the number of edges (i.e. valid coefficients ki,j). The element ji,l of the incidence matrix J is
defined by the relation
ji,l =
 1 if Ti is the tail of the l-th edge−1 if Ti is the head of the l-th edge
0 otherwise.
(3)
Introducing a temperature vector T t = [T1,t, . . . , Tn,t]′, a vector of volumetric power sources
(power losses) P t = [P1,t, . . . , Pn,t]′ and a parameter vector z = [z1, . . . , zn]′, and employing the
incidence matrix J and the parameter vector k, discrete thermal dynamic equation (2) can be
written in the form using the parametrization by k and z
T t+1 = T t −∆τIdiag(Ck)J ′T t + ∆τBdiag(Az)P t (4)
= T t −∆τIdiag(J ′T t)Ck + ∆τBdiag(P t)Az, (5)
where matrix I is a matrix obtained from incidence matrix J by replacement 1→ 0. Matrices and
A,B and C in equations (4) and (5) are auxiliary matrices of elementary vectors. If A = In, B = In,
C = Im, where In is the identity matrix n×n, we get exactly the same set of equations as in (2).
In many cases, the power losses P t could be considered only for particular compartments (e.g.
for compartments corresponding to transistors or diodes in the case of power module modeling).
Furthermore we wish to have the mesh-based compartment model described by shared parameters.
It means that selected sets of coefficients ki,j and zi are required to be identical. These presumptions
are very desirable for the following identification procedure, since the dimension of temperature
vector in the proposed mesh-based model is relatively high.
In general, vectors z = [z1, . . . , znz ]′, P t = [P1,t, . . . , PnP ,t]′, and k = [k1, . . . , knk ]′ are of
arbitrary lengths nz, nP , and nk respectively. Then A is a matrix nP×nz of scaled elementary
row vectors mapping vector z to the corresponding heat sources, B is a matrix n×nP of scaled
elementary row vectors mapping heat sources to the corresponding compartments, and C is a matrix
m×nk of scaled elementary row vectors mapping vector k to the corresponding edges of the graph
representation (i.e. mapping vector k to the corresponding differences Tj,t−Ti,t). The scale of each
elementary vector corresponds to a certain weight of transfer coefficients among compartments in
5the case that only a fraction of compartment volume is occupied by the studied device, or in the
case that compartment refining is utilized during designing of the mesh-based model. Then, these
weights are dependent on the different volumes and outer surfaces of base-size compartments and
refined compartments. In other cases the default scale is set to one.
Further, equations (4)–(5) can be rewritten in a more pleasant form. Establishing matrices A,
B and M
A = In −∆τIdiag(Ck)J ′, (6)
B = ∆τBdiag(Az), (7)
Mt = [−Idiag(J ′T t)C, Bdiag(P t)A] (8)
and assuming an additional zero-mean Gaussian noise wt∈ Rn with a covariance matrix Q,
wt ∼ N (wt|0, Q), equation (4) can be put into the standard form of the explicit discrete LTI
state equation
T t+1 = AT t +BP t +wt (9)
= T t + ∆τMtθ +wt, (10)
θ =
[
k′, z′
]′
. (11)
with the state vector T • and the input vector P •. Equation (10) is a notation enabling to use a
least squares method for estimating unknown parameter vectors k and z of the proposed model.
For completeness of the model, we define the vector of measured temperatures as yt and
observation model (output equation)
yt = CT t + vt, (12)
where C ∈ Rny×n is the matrix comprising elementary row vectors corresponding to the indices of
ny measured (observed) compartment temperatures, and vt is a zero-mean Gaussian noise with a
covariance matrix R, vt ∼ N (vt|0;R) . The length of the measurement vector is denoted by N,
t ∈ 1 : N. Then, equations (9) and (12) form a standard discrete LTI SS model with unknown
parameters θ.
4. Expectation-maximization algorithm
The Expectation-Maximization (EM) algorithm [10] is a standard technique that allows to estimate
model parameters from data sets with missing or hidden variables. Its application for the
identification of the proposed model (9)–(12) is now reviewed.
The objective of EM algorithm is to maximize the log likelihood of the measured data
log p (Y |P,θ) = log
∫
T
p (T, Y |P,θ) dT, (13)
where T = {T 1, · · · ,TN}, P = {P 1, · · · ,PN}, Y = {y1, · · · ,yN}. In essence, the algorithm is
proposed to approximate the correct marginal likelihood approach by iterative maximization of its
lower bound. The lower bound F (Q,θ) is derived [11] using any distribution Φ (T ) as
log
∫
T
p (T, Y |P,θ) dT = log
∫
T
Φ (T )
p (T, Y |P,θ)
Φ (T )
dT =
= logEΦ(T )
[
p (T, Y |P,θ)
Φ (T )
]
≥ EΦ(T )
[
log
p (T, Y |P,θ)
Φ (T )
]
= (14)
6= EΦ(T ) [log p (T, Y |P,θ)]− EΦ(T ) [log Φ (T )] = F (Φ,θ) .
To find the maximum likelihood (ML) estimate of unknown parameters θ, the EM algorithm seeks
to maximize the lower bound F (Φ,θ) of the observed data marginal likelihood (13) by alternating
so called Expectation step (E-step) and Maximization step (M-step). With the aim to identify the
proposed LTI SS model, we discuss these steps in the following text in more detail.
4.1. Expectation step – Rauch Tung Striebel Smoother
In the r-th E-step, the lower bound F(Φ,θr−1) is maximized with respect to the distribution Φ
holding fixed parameter vector θr−1. Assuming that we have some parameter values θr−1 available
from the previous M-step, it is possible to show, that the desired distribution Φr (T ) is exactly the
conditional distribution of T [11]
Φr (T ) = p
(
T |Y, P,θr−1) (15)
Since for the known values of the parameter vector θr−1, i.e. for known values of matrix A and
B given by (6) and (7), the system (9),(12) forms a state space model, the full distribution of all
temperatures (15) can be determined by Rauch Tung Striebel Smoother (RTSS) [12]. The RTSS is
a two-pass algorithm (Algorithm 1) for fixed interval smoothing, where the first pass is the regular
forward Kalman filter and the second pass is the backward smoother.
The output of the RTSS is the smoothed posterior Gaussian distribution p(T t|P,θr−1, Qr−1, R).
Moreover theRTSS purveys the smoothed posterior joint distribution
p
([
T t+1
T t
]
|P,θr−1, Qr−1, R
)
= N
([
T t+1
T t
]
|
[
xNt+1
xNt
]
,
[
V Nt+1 V
N
t+1,t(
V Nt+1,t
)′
V Nt
])
, (16)
where the notation from the Algorithm 1 is used. Note that the temperature random variable is
marked by T •, whereas the smoothed estimate (or the expected value in other words) by xN• .
As can be seen, the posterior distributions determined by RTSS are also conditioned by
covariance matrices Qr−1 and R. These matrices can be either known in many cases and fixed
by user or they can be added into the identification process. In this paper, we assume covariance
matrix R of measurement noise to be known and we incorporate the identification of process noise
covariance matrix Q into the estimation procedure. Therefore, Qr−1 is available in the r-th E-
step similarly to parameters vector θr−1. The estimation of Qr−1 is the objective of the previous
maximization step discussed in subsection 4.3.
4.2. Speeding up of E-step using steady-state covariances
The time and memory burdens of RTSS directly depend on the dimension of state space vector T t
(we assume the dimension of vector T t much larger than dimensions of vectors P t and yt) and on
the number of measurements N . Since we are using the model with hundreds or even thousands
of compartments (corresponding to the dimension of T t and each dimension of covariance matrices
V •t+1), especially the inversion (V tt+1)−1(line 10 in Algorithm 1) in each for-cycle iteration of the
backward pass is very time consuming apart from a large matrix multiplication in the remaining
parts of RTSS. Besides, storing covariance matrices V tt and V tt+1 in the forward pass (necessary for
7backward pass) is strongly memory-consuming as the number of observation N increases.
Algorithm 1 original RTSS
1: input A, B, C, Q, R,
x11 = T 1, P t, yt, N
2: for t = 1 : 1 : N − 1
3: xtt+1 = Ax
t
t +BP t
4: V tt+1 = AV
t
t A
′ +Q
5: Kt+1 = V
t
t+1C
′(CV tt+1C
′ +R)−1
6: V t+1t+1 = V
t
t+1 −Kt+1CV tt+1
7: xt+1t+1 = x
t
t+1 +Kt+1(yt+1−Cxtt+1)
8: end for
9: for t = N − 1 : −1 : 1
10: Jt = V
t
t A
′(V tt+1)
−1
11: V Nt = V
t
t + Jt(V
N
t+1 − V tt+1)J ′t
12: V Nt+1,t = V
N
t+1J
′
t
13: xNt = x
t
t + Jt(x
N
t+1 −Axtt −BP t)
14: end for
Algorithm 2 RTSS with steady covariances
1: input A, B, C, Q, R,
x11 = T 1, P t, yt, N
2: compute Riccati equation for V −S :
V −S = AVSA
′−AV −S C ′
(
CV −S C
′ +R
)−1
CV −S A
′+Q
3: KS = V
−
S C
′ (CV −S C ′ +R)−1
4: V +S = (In −KSC)V −S
5: for t = 1 : 1 : N − 1
6: xtt+1 = Ax
t
t +BP t
7: xt+1t+1 = x
t
t+1 +KS(yt+1 − Cxtt+1)
8: end for
9: JS = V
+
S A
′(V −S )
−1
10: compute Lyapunov equation for V NS :
V NS = JSV
N
S J
′
S +
(
V +S − JSV −S J ′S
)
11: for t = N − 1 : −1 : 1
12: xNt = x
t
t + JS(x
N
t+1 −Axtt −BP t)
13: end for
For these reasons, we suggest to use steady covariance matrices in the RTSS which significantly
reduces the computational requirements [13]. The implementation of the RTSS with steady
covariances is shown in Algorithm 2.
Riccati equation on line 2 and Lyapunov equation on line 10 of Algorithm 2 can be evaluated by
direct method or solvers (e.g. idare and dlyap Matlab’s in-build function) or iteratively using e.g.
Newton techniques. Specifically in our case, we employed Modified Newton method for discrete-time
algebraic Riccati equations [14] and Matlab’s function dlyap for solving discrete-time Lyapunov
equations.
For an effective implementation, it is sufficient to collect only few statistics of relatively small
size (square of the number of compartments) for the following M-step. The necessary statistics
utilized in the M-step and obtained from RTSS using steady covariance matrices are
XX ′ ≡ (N − 1)V NS +
N−1∑
t=1
xNt
(
xNt
)′
XU ′ ≡
N−1∑
t=1
xNt P
′
t
ZZ ′ ≡ (N − 1)V NS +
N−1∑
t=1
xNt+1
(
xNt+1
)′
ZU ′ ≡
N−1∑
t=1
xNt+1P
′
t (17)
XZ ′ ≡ (N − 1)JS
(
V NS
)′
+
N−1∑
t=1
xNt
(
xNt+1
)′
UU ′ ≡
N−1∑
t=1
P tP
′
t
For comparison, the form of statistics derived by the original full RTSS (Algorithm 1) and
utilizable for the M-step can be found in [7].
84.3. Maximization step – Maximum Likelihood Estimate
In the r-th M-step, the lower bound F(Φr,θ) is maximized with respect to the unknown model
parameters θ and noise covariance matrix Q holding distribution Φr(T ) fixed. The distribution
Φr(T ) is the smoothed posterior distribution (16) evaluated in the previous E-step of EM algorithm.
Then, the new updates of parameters θr and noise covariance matrix Qrare given by
θr, Qr= arg max
θ,Q
N−1∑
1
EΦr(T )
{
ln |Q−1||R−1| − (∆T t −Mtθ)′Q−1 (∆T t −Mtθ) +
− (yt − CT t)′R−1 (yt − CT t)
}
(18)
where ∆T t = ∆τ−1(T t+1 − T t), EΦr(T )(·) stands for the expectation value with respect to the
distribution (16) and | · | denotes the determinant of the particular matrix.
It is easy to show, that the ML estimator of (18) is of the form
θr =
(
N−1∑
t=1
EΦr(T )
{
M ′t (Q
r)
−1
Mt
})−1 N−1∑
t=1
EΦr(T )
{
M ′t (Q
r)
−1
∆T t
}
(19)
Qrfull=
1
N − 1
N−1∑
t=1
EΦr(T )
{
∆T t∆T
′
t−∆T t(Mtθr)′−Mtθr(∆T t)′+Mtθr(Mtθr)′
}
(20)
where the individual expected terms can be expressed using only statistics (17) obtained by RTSS
in the previous r-th E-step. These terms are given in Appendix A in the detail.
The computational problem lies in the mutual cross dependency of θr on Qr and vice versa.
This obstacle is connected with the structure of desired covariance matrix Q and may vanish in
some particular case. Moreover, the number of elements in the covariance matrix Q is much higher
than dimension of parameters vector θ and thus a regularization of the problem (a shrinkage of
covariance matrix estimation) is greatly desirable. Therefore, we investigate carefully the structure
of the covariance matrix Q now and discuss possible solutions.
4.4. Structure of process noise covariance matrix
(i) An easy approach is to assume the covariance matrix Q in the diagonal form with a constant
on the diagonal, Q != qIn. In such case, equation (19) can be simplified, since the term (qIn)
−1
is possible to completely eliminate from the expression for θr (19). Thus the evaluation of
θr is not dependent on the constrained covariance matrix Q and can be directly executed.
The formulation of M-step is then similar to ordinary least squares method but with proper
considering of expected values. The formula for computation of the covariance matrix qrIn, or
scalar value qr actually, reads
qr =
1
n
Tr (Qrfull) . (21)
This case together with specific form of equations (19) and (20) is described by authors in [7].
(ii) There exist several other constraints on the covariance matrix Q, where direct derivation of the
estimator is feasible. One representative of this group is non-homogeneous diagonal covariance
matrix (compare with weighted least squares method), Q != diag (q), where q = [q1, . . . , qn]′.
9In such case, the form of ML estimators of θr and Qrdiag remain as in (19) and (20), only with
consideration that non-diagonal elements of Qr are zeros,
qr=diag (Qrfull) . (22)
The mutual cross dependency of θr and Qrdiagcan be overcome by employing the previous
estimation of the covariance matrix Qr−1diag in (19) (i.e. utilizing ML estimator of Q from the
r− 1-th M-step of the EM algorithm for new update of θr). Thereafter, the new update of θr
can be used for evaluation of (20).
(iii) A constraint on the covariance matrix Q can be formulated in the “infeasible” way, where
the estimator QrαLL′+βI cannot be expressed analytically in the explicit form. The proper
approach is to design an optimization task using e.g. method of Lagrange multipliers as the
way how to cope with constraints on the covariance matrix [15]. The other approach is to use
an approximate solution. We suggest to declare the nearest (in the sense of Frobenius norm)
constrained covariance matrix to the full ML estimator (20) as the approximate constrained
estimator
QrαLL′+βI = arg min
QαLL′+βI
{‖Qrfull −QαLL′+βI‖F} . (23)
The specific “infeasible” constraint on the covariance matrix, which we investigate in this
contribution, is of the form
QrαLL′+βI = α
rLL′ + βrIn, (24)
where αr, βr > 0 are estimated optimal parameters and matrix L ∈ Rn×n is a predefined
fixed constant matrix. The approximate solution (23) is then easy to write using least squares
method as [
αr
βr
]
=
(
F ′QFQ
)−1
F ′Qvec (Q
r
full) , (25)
where matrix FQ =
[
vec(LL′) vec(In)
]
and vec(·) is operator of vectorization stacking the
columns of the matrix on top of one another.
These three various structures of the covariance matrix, the convergence properties and their
influence on the quality of results are analyzed in Section 5.2 in the detail.
5. Validation of the proposed method on synthetic data
The performance of the proposed identification method of mesh-based compartment models is tested
on generated data. For demonstration purpose, we use a mesh-based compartment model inspired
by physical properties of real IGBT (insulated-gate bipolar transistor) three phase power module
SK20 DGDL 065 ET (Figure 1b). The discretization level of the toy model is selected as follows:
four layers of compartments are used in Z-axis and the basic grid of 17×10 compartments is used
for each layer in X-Y plane. Using this level of discretization, the size of basic compartments
corresponds to covering surface of size cca 3 mm ×3 mm of the real power module. The total
number of compartments of the model is 817, specifically the first upper layer contains 117
compartments (caused by neglecting of surface, where no transistor, diode or rectifier exists, and
on the contrary, refining some critical areas of the first layer – Figure 2b), the second layer contains
359 compartments (caused by refining), the third and the fourth 170 (only basic grid used) and the
last remaining compartment is employed for the ambient temperature modeling. The dynamics of
the last compartment (representing the ambient temperature) is dependent only on the previous
value of the ambient temperature.
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(a) 3D visualization of the model (b) First compartments’ layer of the model (refined area
is zoomed)
Figure 2: Proposed mesh-based compartment model
5.1. Convergence of parameters
The convergence of parameters is studied in this subsection. We test two possibilities of
parametrization of state matrix A. In the first case, we employ 12 parameters, which are specified
in Table 1 and call this parametrization as weakly shared. The second studied model employs
parametrization using only 5 parameters for description of matrix A, which we call strongly shared
parametrization. Further there is one parameter connected with power losses Pi,t in compartments
representing IGBTs of the real module (z ∈ R1) and parameters describing the estimator of state
noise covariance matrix Q.
weakly shared parameters true value strongly shared
parameters
true value
IGBT (layer 1)  IGBT (layer 1) 0.035
k1 0.025diode (layer 1)  diode (layer 1) 0.015
rectifier (layer 1)  rectifier (layer 1) 0.024
layer 2 (Cu layer)  layer 2 (Cu layer) 0.022
k2 0.029layer 3  layer 3 0.044
layer 4  layer 4 0.020
IGBT (layer 1)  layer 2 (Cu layer) 0.056
k3 0.053diode (layer 1)  layer 2 (Cu layer) 0.052
rectifier (layer 1)  layer 2 (Cu layer) 0.052
layer 2 (Cu layer)  layer 3 0.047
k4 0.055layer 3  layer 4 0.062
layer 4  ambient temperature 0.020 k5 0.020
Table 1: Parameters of studied synthetic models
For identification purposes, the values of temperatures in compartments corresponding to
selected IGBTs in the real power module (specifically 40 compartments out of all 117 compartments
in the first layer), temperature of one selected compartment in layer 4 representing temperature
sensor in the real power module and the ambient temperature represented by last compartment are
observed according observation model (12). The input vector P 1:N is also assumed to be known. In
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(a) Weakly shared parameters (b) Strongly shared parameters
Figure 3: Convergence of values of parameters vector k
this subsection, we know exactly the structure of both toy models (using weakly and strongly shared
parametrization) and the true values of all parameters which we want to identified. Moreover, the
process noise is neglected for better comparison.
The convergence of parametersk during identification process is depicted in Figure 3. It can
be seen that in the case of strongly shared parametrization, all parameters converge to their true
values (marked by crosses in the graph). In the case of weakly shared parametrization, the EM
algorithm converges as well, but not to all true values of parametersk. It can be caused by lack
of information about temperatures in unobserved compartments (e.g. compartments representing
diodes or rectifiers in the true power module). Despite the EM algorithm not converging to the
true parameters in the weakly shared parametric model, the trend of temperature predicted by
the identified model stays valid in some cases as can be seen in Figure 4, i.e. the identified model
still explains measured temperatures relatively correctly. This conclusion is probably valid if no
specific temperature fluctuation exists in unobserved compartments connected with remaining parts
of model with poorly identified connections (e.g. a connection between rectifiers and Cu layer or a
connection between diodes and Cu layer).
Figure 4: Prediction of temperature trends – model generated with weakly shared parametrization
and identified using strongly shared parametrization
The error in prediction of temperature depicted in Figure 4 is not greater than 4% (maximum
error of 0.3°C for temperature trend, where the difference between ambient temperature and
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maximum temperature is more than 9°C) for the synthetic model on relatively long-term prediction
(for prediction of 18000 time steps from the initial value of temperature and with knowledge of the
input vector P 1:N only). Note, that the same holds not only for the measured compartment, but
for all compartments in the model as well.
5.2. Temperature prediction in dependency on covariance matrix structure
In this subsection we investigate the convergence properties of the EM algorithm for identification
of the proposed mesh-based compartment thermal model in dependency on structure’s constraint
of the process noise covariance matrix Q.
For the analysis of covariance matrix estimation, the weakly shared parametrization is employed
to generate data, while during identification process strongly shared parametrization is assumed.
It means that the identified model is thus not identical to the ground truth, although the structure
(mesh-based discretization) of compartments is still the same. In other words, using various
parametrization for generating data and for identifying model causes, that we do not know the
true form of auxiliary matrices A,B and C in equations (6) and (7). Moreover, data are generated
with process noise
wt ∼ N
(
wt|0, σ2AA′
)
, (26)
where σ2 is set to value 10−4 and matrix A is defined by (6).
We investigate three kinds of parametrization of the covariance matrix estimator similary as
it is introduced in Section 4.4. For covariance structure’s constraint QrαLL′+βI = α
rLL′ + βrIn,
elements li,j of matrix L ∈ Rn×n are defined as
li,j =
{
1
0
if (Idiag(C1)J ′)i,j is NOT 0 and j < n
other i, j = 1 : n (27)
where 1 is vector of all ones with the same dimension as vector k and where notation from (6) is
used.
(a) State matrix A (b) Matrix LL′ used for covariance matrix Q
estimation
Figure 5: Illustration of matrix structure (white color corresponds to not zero element, black color
corresponds to zero element)
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The convergence of parameters describing constrained covariance matrix Q is depicted in
Figure 6. The convergence of values of parameters vector k dependent on the choice of regularization
of process noise covariance estimator is depicted in Figure 7. It can be seen, that models using
constraints on covariance matrix Q in forms Q != qIn and Q
!
= αLL′ + βIn give similar results and
both of these form are sufficiently regularized. Moreover with knowledge of true covariance matrix
(26) and being aware of matrix A is diagonally dominant, we can claim, that these two approaches
converge to the plausible values of covariance parameters. From this point of view, the constraint
Q
!
= diag (q) seems to be overparameterized, since the convergence of selected elements to the value
10−2, i.e. staying at the initial value, is not well-founded. Figure 8 can give an explanation of this
phenomenon. Diagonal elements of covariance matrix taking higher values of variance (10−2) are
elements just corresponding to unobserved compartments. Elements converging to the true value
of variance 10−4 are elements corresponding to the observed compartments. Thus due to lack of
information about unobserved compartments, we are not able to identify the variance correctly
using constraint Q != diag (q).
(a) Constraint Q != qIn. (b) Constraint Q
!
= diag (q) (c) Constraint Q != αLL′ + βIn,
Figure 6: Convergence of process noise covariance matrix estimation
(a) Constraint Q != qIn. (b) Constraint Q
!
= diag (q) (c) Constraint Q != αLL′ + βIn,
Figure 7: Convergence of values of parameters vector k in dependency on the constraint of process
noise covariance matrix
Figure 8: Convergence of process noise covariance matrix estimation for the constraint Q != diag (q)
– separation of elements corresponding to observed compartments and unobserved compartments
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The long-term predictions of 18000 time steps using models identified with constrained
covariance estimators Q != qIn and Q
!
= αLL′ + βIn respectively are depicted in Figure 9. Similar
as in subsection 5.1, inputs of prediction are the initial values of temperatures and vector P 1:N
only. On the contrary, we do not know the true parameterization during identification process
(the parameterization used for identification is different from the one used for data generation).
Nevertheless, the error of prediction is always smaller than 1 °C for temperature trends, where the
difference between ambient temperature and maximum temperature is more than 10°C.
(a) Constraint Q != qIn. (b) Constraint Q
!
= αLL′ + βIn,
Figure 9: Temperature prediction and its errors
6. Conclusion
Mesh-based compartment thermal model and its identification procedure using Expectation-
Maximization algorithm was proposed. Using steady-state covariance matrix in E-step of EM
algorithm was suggested for speeding up the identification algorithm and constraints on structure
of process noise covariance matrix in estimation procedure was investigated in detail.
Preliminary tests on synthetic data indicated applicability of the proposed thermal model and
the identification approach. The selection of parametrization has a strong impact on the possibility
to identify the model from incomplete temperature data. The strongly shared parameterized models
are better identifiable and furthermore enable to explain more complicated models. However, the
validation on real measured data is needed and ought to be carried out by authors in the near
future.
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Appendix A. Expected terms for M-step
Expected terms necessary for equations (19) and (20) expressed using only statistics (17) obtained
from a previous E-step:
N−1∑
t=1
EΦr(T )
{
∆T t∆T
′
t
}
=
1
∆τ2
(XX ′ −XZ ′ − (XZ ′)′ + ZZ ′)
N−1∑
t=1
EΦr(T )
{
M ′tQ
−1Mt
}
=
=
[ C′ ((I ′Q−1I) ◦ (J ′XX ′J )) C −C′ ((I ′Q−1B) ◦ (J ′XU ′))A
−A′ ((B′Q−1I) ◦ ((XU ′)′ J )) C A′ (B′Q−1B ◦ UU ′)A
]
N−1∑
t=1
EΦr(T )
{
Mtθθ
′M ′t
}
=
{
θθ′ ≡
[
kk′ kz′
zk′ zz′
]}
=
= I ((Ckk′C′) ◦ (J ′XX ′J )) I ′ − B ((Azk′C′) ◦ ((XU ′)′ J )) I ′ +
− I ((Ckz′A′) ◦ (J ′XU ′))B′ + B ((Azz′A′) ◦ UU ′)B′
N−1∑
t=1
EΦr(T )
{
MtQ
−1∆T t
}
= ∆t−1
 −CTdiag(J T (XZ ′ −XX ′) (Q−1)′ I)
ATdiag
(
(ZU ′ −XU ′)′ (Q−1)′ B)

N−1∑
t=1
EΦr(T )
{
∆T tθ
′M ′t
}
=
{
θ ≡
[
k
z
]}
=
= ∆t−1 (XZ ′ −XX ′)′ J diag(−Ck)IT + ∆t−1 (ZU ′ −XU ′) diag(Az)BT ,
where symbol ◦ stands for Hadamard product, i.e. element-wise multiplication, and operator diag(·)
applied on a vector creates diagonal matrix with the vector values on the main diagonal and operator
diag(·) applied on a matrix extracts the main diagonal and the rest of elements replaces with zeros.
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