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Abstract
Decreasing fuel consumption and increasing road capacity are both desired in re-
gards to heavy duty vehicles. One proposed way of doing this is by having vehicles
travelling at close distances to reduce the air drag, and thereby reducing their fuel
consumption. This thesis address the platooning problem on model-scale vehicles
as they are a desirable demonstration platform since they can be driven indoors.
This thesis considers the implementation and evaluation of the longitudinal con-
trol of a model-scale vehicle platoon where Model Predictive Control is utilised.
The concept of platooning on real full-size vehicles is briefly discussed and some
of its benefits are described. The thesis then discusses and evaluates what sensors
are necessary to equip the model vehicles with and how to implement them, in ad-
dition to a discussion and evaluation of inter-vehicular communication in an indoor
environment is provided. Then, based on the available sensors, a heuristic feedback
controller and a model-based controller is designed as distance controllers, as well
as a feedback controller used for speed control, and then connected in a cascading
structure. The two controllers are then evaluated in simulations based on different
scenarios and finally results from a working implementation on the model-scale
vehicles are presented.
The end results from this thesis are a demonstration platform of two model-scale
electrical vehicles as well as two different distance control algorithms both based
on using the cruise control developed in the vehicles.
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1
Introduction
In 2012 trucks drove approximately 33 billion tonne-kilometres in Sweden alone
[Trafikanalys, 2013]. Adding to this, rising fuel prices, a limited oil supply and
increasing environmental concern. It is in the interest of everyone to minimise the
fuel consumption.
One approach to reduce fuel consumption in vehicles is platooning, a concept
where two or more vehicles drive close to each other, resulting in a lower air drag
and in that way reducing the fuel consumption [Wikipedia, 2013b]. Keeping short
distances at high speeds do however come with risks, as the human reaction time is
limited. Therefore when driving too close one would not react in time to unexpected
events, such as panic braking. In order to solve these safety issues, the vehicles
following the lead vehicle should be automatically controlled based on the leading
vehicle and its surroundings in order to eliminate the human error factor.
Figure 1.1 Scania trucks engaged in platooning [Scania, 2012]
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1.1 Problem Formulation
Scania is one of many companies in the automotive industry that has put re-
search into platooning and they are currently running test on Swedish motorways
[Scania, 2012]. Another project which is working on platooning is the EU funded
SARTRE project where, among others, Volvo is involved combining both heavier
vehicles such as trucks with the lighter personal transport cars [SARTRE, n.d.]
1.1 Problem Formulation
This thesis focuses on the implementation of a model scale platoon. The project
is a continuation of a previous project made by students at the Royal Institute of
Technology where a model scale platooning platform was constructed but never
implemented to full functionality [Åkerman et al., 2012].
In this thesis an implementation of platooning on two model scale trucks is
made. The thesis has three goals.
1.1.1 Sensor Setup
The first goals is to evaluate what sensors are needed and how they should be imple-
mented. This is based on experience from similar projects. This part evaluates the
earlier implementation that is installed in the model vehicles in order to determine
the quality and if something has to be added or modified in order for the platooning
to be implemented.
1.1.2 System Architecture
The second goal is to design and implement the architecture of the system. Here
it will be decided on what information the vehicles need to communicate between
each other and how it should be done. This part also focuses on how the entire
system architecture should look like and where in the system different calculations
are to be performed.
1.1.3 Controller Design
The final goal designing and implementing a suitable controller for the platoon. The
controller design will be based on what measurements are available and the quality
of those measurements.
1.2 Thesis Outline
Including the introduction this thesis consist of ten chapters. In order to guide the
reader a short outline on what each chapter contains follows.
Background
Here some information will be given on platooning in general and what chal-
lenges and opportunities that exist. The model vehicles used in this project is
15
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also introduced as well as previous projects where similar vehicles have been
used.
Sensors & Actuators
In this chapter the sensors and actuators used in the system are discussed. The
existing ones are tested and evaluated and both redesign and replacement of
the existing architecture is done.
Inter-Vehicular Communication
This handles the communication aspects of the vehicles. Different communi-
cation protocols are discussed as well as how the data should be propagated
in the system.
System Design & Implementation
Here the software architecture as well as the software implementation is dis-
cussed.
System Modelling & Identification
In order to design controllers in parallel with creating the physical system
a simulation model have to be established which is done analytically in this
chapter.
Controller Design & Implementation
This chapter addresses the controller design and implementation of the sys-
tem. Here the different control designs will be discussed as well as how and
why the different parameters are chosen for the controllers. A short evaluation
is also suggested for the different controller strategies.
Results
In here the results of the different controller strategies will be presented in
both simulation and real environments.
Discussion
This chapter will discuss the results, interpret them and try to explain them.
Conclusions
In this final chapter conclusions are drawn from the project.
1.3 System Outline
This section is aimed toward providing the reader with a basic view and some key
decisions based on the system in order to make the rest of the report more coherent
and easily understood.
The information flow of the system starts at the sensors which provides raw
data. This raw data is processed by a microprocessor which translates it into useful
16
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data. The useful data is sent via USB to the onboard computer which transmits the
data via WiFi to other vehicles.
The onboard computer is also responsible for controlling the vehicle by using
values gathered from the sensors as well as values received from other vehicles.
There are two layers to the control strategy of the vehicles. The lower level is a PI
controller which operates as a cruise control, which job is to maintain a certain ref-
erence speed. The reference speed is provided by the higher level controller. Here
two different control strategies are tested, one using a feedback controller and one
using Model Predictive Control. The output from the inner cruise control PI con-
troller is on the form of an output value to the motor. This value is transmitted via
USB to a microcontroller which translates it to a PWM. The signal is sent to the
motor actuator which powers the motor.
The human interface to the system is a tablet which allows for control of three
parameters. Those three are the distance between vehicles in the platoon, the target
speed of the platoon and the wheels of a certain vehicle. The distance between vehi-
cles and the target speed is used by the higher level control structure as a reference
and the wheel steering is transmitted to the steering actuator similarly to the motor
signal.
The key elements when designing the system are sample frequency, update fre-
quency and the fact that it is a real-time system. The sample frequency is a measure
of how often the system receives new values from the sensors and from other ve-
hicles. This needs to be larger than the update frequency. The update frequency of
the higher level control scheme is basically how often does a new value need to
be computed in order to reliably control the system. This depends both on which
control strategy is used and the characteristics of the system. When designing the
system it was deemed that the higher level controller requires 2 Hz and the cruise
control requires 10 Hz. Tests have shown that the assumptions were sound. Lastly
the nature of the problem is that is it is a real-time problem which requires that all
deadlines must be met and that sufficient synchronisation is used in order to protect
the data integrity.
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2
Background
This chapter aims to give the reader a background to the subject of platooning as
well as presenting the existing platforms that this project is built on.
2.1 Platooning
As mentioned in the introduction, platooning is the concept of driving several vehi-
cles close to each other by considering them as one unit, the platoon. In order to do
so safely, vehicles are communicating data with each other. Doing this has several
benefits as it can increase the road capacity, decrease fuel consumption and improve
road safety.
By first addressing the fuel aspect of a platoon the claimed fuel savings vary,
however it was found by [Alam et al., 2010] that the average fuel saved would be
4.7-7.7% at different time gaps compared to claims by [Tsugawa et al., 2011], where
fuel was reduced up to 14%. The higher results in the second research could be
explained by the utilisation of shorter distances between the vehicles which results
in lower air drag. Adding to this the fuel cost make up about a third of the expenses
related to operating a lorry according to [Schittler, 2003].
Another aspect that is strongly related to platooning is road safety. The human
perception-reaction time, that is the time from first noticing something happening
to applying force to the break pedal varies depending on the driver and between dif-
ferent researches done. According to [Jernigan and Kodaman, 2001] the total time
would be 2.5 seconds in the worst cases. This would mean that a vehicle would
travel about 60 meters before an action is taken, given poor circumstances and mo-
torway speeds. By adding automated breaking to a system these issues are reduced,
although there are still issues as there is a mechanical delay between sending the
actuating signal to the breaking system to apply force and start decelerating the ve-
hicle. This is further improved in a platoon with communicating vehicles as a break
signal can be sent at the moment braking is desired as opposed to when the decel-
eration starts allowing the vehicles to travel close enough to utilise the improved air
drag without violating the safety of the drivers and surrounding traffic.
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Figure 2.1 One of the modified Tamiya model vehicles used in this project
2.2 The Griffin Stalkers Project
The project in this report was aimed to build on a previous project, that aimed to
implement platooning on model scale RC vehicles, called the Griffin Stalker [Åker-
man et al., 2012].
In the Griffin Stalkers project, model vehicles from Tamiya were used. Tamiya
is an international company that is based in Japan and founded in 1946 that man-
ufactures models and radio control equipment [Tamiya, n.d.] One of their products
is a radio controlled model of the Scania R620 Highline tractor truck with a 6x4
wheel configuration. This is delivered with a Mabuchi 540 DC-motor and a three
speed gearbox. A modified model can be seen in Figure 2.1.
In the Griffin Stalkers project the existing Tamiya built actuators of the vehi-
cles were interfaced with a custom-made board, designed to house microcontrollers
communicating with both sensors and actuators. Adding to this different sensors
have been attached and implemented. A Hall sensor measures speed in the gearbox,
a camera is used to determine the distance and angle to a vehicle in front, an ultra-
19
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sonic sensor is used to sense if there is any vehicle next to it and an optical sensor
array is used to give it the ability of following a line. This is then connected to a
BeagleBoard which is a small ARM-based computer running Linux that controls
the system. In short the status of the Griffin Stalekrs project is that everything is in
place but not working correctly, see Section 3.1 for more details.
2.3 Other Platooning Projects
As mentioned in the introduction, there are several projects ongoing concerning
platooning. At Scania both the lateral and longitudinal control are addressed in pla-
tooning and several areas are investigated where intelligent vehicles and platooning
are considered. The main areas are to address fuel consumption on long transports
and safety concerns regarding distracted drivers in traffic lines. Research on the long
distance platooning can be found in [Alam, 2011], a more general introduction to
the platooning at Scania can be found in [Scania, 2013] and [Schultz, 2013].
Platooning research is also done by Volvo, both on regular cars and lorries. The
research is done within a larger, EU-funded, project called SARTRE [SARTRE,
n.d.] where an automated platoon is utilised to consisting of both private cars and
lorries. In this project successful demonstrations have been performed with five
vehicles being controlled in both lateral and longitudinal directions [Chan et al.,
2003].
Another example that bears some similarity to platooning is the development
of smart cars such as the driverless car being developed by Google [Fisher, 2013]
or the military AMAS system developed by Lockheed Martin [Martin, n.d.] Apart
from these examples there are numerous of other projects addressing intelligent
vehicles and autonomous driving.
At a model scale there is research ongoing at KTH where they have set up the
Smart Mobility Lab. There cameras are used to position model vehicles based on
the same type of Tamiya models as are used in this project [KTH, n.d.(a)]. Utilising
this it is possible to implement several automated platooning scenarios which can
be found at [KTH, n.d.(b)].
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3
Sensors & Actuators
In order to perform the control operations on the model vehicles, sensors and actu-
ators are needed. As the model vehicles already have been constructed earlier these
were intended to be used in this implementation.
In the first part of this chapter the existing system will be described and results
from testing it will be presented. In the rest of the chapter the different sensors and
actuators will be discussed and improvements suggested. Following that the sensor
and actuator interface will be investigated and a new sensor and actuator system will
be designed and implemented. Finally, the viability of using a camera as a sensor
will be addressed.
3.1 Existing System
In the existing system there are four different sensors, a speed sensor measuring the
RPM in the gearbox, a distance sensor measuring the distance to another object, a
line sensor measuring the offset to a line on the ground and a camera that can be
used for both line offset measuring and distance measuring.
On the actuator side there is one steering actuator controlling the front wheel
angle and a motor actuator controlling the voltage fed to the motor. Both these actu-
ators are situated on a R/C control unit delivered with the model vehicles. Actuation
is done by the control unit receiving a PWM signal from the microcontroller that is
translated to an output voltage to the motor or an output PWM signal to the steering
servo.
Both the sensors and the actuators are controlled with Atmega16 microcon-
trollers described in [Atmel, n.d.] The actuators share one microcontroller and the
sensors another except for the camera which is directly connected to the computer
controlling the system. Each microcontroller have a UART connection which en-
ables communication with the control computer. The board holding the sensor and
actuator control can be seen in Figure 3.1.
Early experiments with the existing interface showed several weaknesses,
mainly in measuring and controlling the speed. Both actuators can be sent numeri-
21
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Figure 3.1 The original sensor and actuator interface [Åkerman et al., 2012]
cal values between 0 and 1200. Here a 0 corresponds to a full left turn in the steering
or full reverse in motor control, 1200 is a full right turn or full speed forward and
finally 600 corresponds to driving straight or stopping the motor.
Experiments with the steering actuator have shown good results, as there is no
sensor measuring the actual angle of the wheels, no hard data can be presented.
However, observations made with different input values show that the behaviour
is as expected and there seems to be a linear trend between the value given to the
actuator and the wheel angle output.
Next the motor actuator and the speed measuring sensor were tested by send-
ing an increasing sequence starting at 600 and rising to the top speed of 1200 by
incremental steps of 50. In this experiment two things were observed. As seen in
Figure 3.2 the measured speed is dominated by noise, it also seems to be a non-
linear trend on the output where increasing the input to the actuator does not strictly
increase the output speed. This is also supported by audiovisual observations during
the experiments.
The distance sensor was also tested, where a solid object was placed at different
distances from the sensor. By reading the sensor and comparing the measured values
to distance measured with a ruler it could be determined that the readings from the
distance sensor was of at least the same accuracy as those of the ruler.
The line sensor was also evaluated and found to work well. However, since this
project aims to follow a lead vehicle rather than a specified track, line following was
tested but not used.
As both the speed sensor and the motor actuator was deemed unusable for
control purposes, it was decided that the sensor and actuator system would be re-
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reference signal
designed in order to receive and propagate data with sufficient accuracy to control
the system. This also presented the opportunity to introduce new sensors and re-
move those that were deemed unnecessary. In the rest of this chapter the different
sensors and actuators will be discussed and improvements made will be described.
Following that the sensor and actuator interface will be investigated and a new sen-
sor and actuator system is designed and implemented.
3.2 Speed Sensor
Being able to measure the speed is crucial in order to control a platoon. As shown
earlier, the existing measurement system does not supply readings accurate enough
to be useful for control purposes. Therefore, a redesign of the speed measurement
had to be done in order to implement a working platoon. In the existing implementa-
tion a Hall effect sensor was used to measure the rotational velocity in the gearbox.
This technique will be further examined along with two alternative methods, using
an optical sensor and using back EMF1 measurements of a connected DC motor.
3.2.1 Hall-Effect Sensor
The Hall effect sensor is based on the Hall effect discovered by Edwin Hall in
1879 described in [Hall, 1879]. The principle behind the Hall effect is that when a
1 Electro-motive force
23
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Figure 3.3 Illustration depicting the Hall effect where B is the magnetic field, i the
supplied current and V the generated voltage
current passes through a metal plate which is placed in a magnetic field there will
be a voltage generated orthogonal to the current as shown in Figure 3.3.
By placing magnets at a given interval of a rotating wheel, a Hall effect sensor
will generate a voltage every time a magnet passes the sensor and expose it to the
magnetic field [Ramsden, 2006]. Measuring the output of the generated voltage it
will alternate between a high and a low voltage, thus forming a binary pattern that
could be interpreted by a computer. By counting the number of transitions in a
given time frame or by counting the time between a given number of transitions, the
angular velocity of the wheel can be measured. See Figure 3.4 for an illustration.
In modern cars, Hall effect sensors are the industry standard for measuring
speed. This is due to the sturdiness and reliability of the sensor, which is required
in dark and dirty environments such as the gearbox of a car [Ramsden, 2006]. The
Hall effect sensor also works well in the usual span of operational temperatures.
3.2.2 Electro-Optical Sensor
An electro-optical sensor works in such a way that it transforms light into an elec-
trical signal. In the case of using this as a speed sensor in a vehicle, a pattern could
be attached to some part of the drivetrain. This could be done by attaching stripes
of a different colour to some rotational component of the drivetrain and then use an
electro-optical sensor that would generate a change in its output voltage every time
it senses a different colour of the rotational object.
In this case a binary pattern would be generated and the angular velocity can be
24
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Figure 3.4 Illustration showing a Hall sensor generating a pulse when a magnet M
passes the sensor.
calculated in the same manner as with the Hall effect sensor.
As opposed to the Hall effect sensor, this is not as widely used in vehicle speed
measurements. There are however examples of the light sensor being used for speed
measurements in R/C models as described in [JRPROPO, n.d.]
3.2.3 Back EMF Measuring
All DC motors work as generators when rotated and the voltage generated in the
motor is called the back EMF [Hambley, 2008]. This voltage works as a linear
function of the motor angular velocity. According to equation
VEMF(t) = Kvω(t) (3.1)
where Kv is the motor voltage constant and ω the angular velocity of the motor.
By knowing Kv and measuring the generated voltage VEMF , the angular velocity
can easily be calculated.
This technique has a great advantage over the Hall effect and the electro-optical
sensors; as no timer is needed the potential error originated from a poorly designed
real-time clock is eliminated. It does, however, require an additional DC-motor to
be fitted on the drivetrain, thus increasing the system friction. The motor also has to
be well documented and the voltage constant Kv has to be known.
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3.2.4 Choosing a Sensor
Starting by looking at the use of a DC motor where back-EMF is measured this
solution is ruled out quickly as there are no mounting points where such a sensor
could be placed.
Next the choice between the Hall effect sensor and the electro-optical sensor
had to be made. Both sensors are similar in the way that they generate pulses every
time they pass either a magnet or a change in light conditions occur. The Hall ef-
fect sensor has the benefit of working in dark and dirty environments, whereas the
electro-optical sensor would need light to detect optical differences. The electro-
optical sensor is also sensitive to dirt as it could block the light, thus corrupting the
measurements.
Looking at the vehicles there are two different places for a sensor to be placed,
either somewhere on the propeller shaft or in the gearbox. Here, the gearbox would
be preferred as the angular velocity is higher allowing a better resolution of speed
than that of the propeller shaft. As the gearbox is dark, an extra light source would
need to be mounted in order to make the electro-optical sensor to work. As the space
inside the gearbox is limited this solution would not be feasible and a Hall effect
sensor would be a better alternative. Based on these reasoning the Hall effect sensor
is the best choice in measuring the vehicle speed.
3.2.5 Conclusion Regarding Speed Sensors
Using a Hall effect sensor should provide measurements accurate enough to mea-
sure and control the speed of the vehicle. The fact that the existing Hall effect sensor
mounted does not provide good enough measurements is not to be considered as an
error stemming from the sensor type but rather the implementation. Further analysis
and re-implementation of this sensor type is described in Section 3.7.
3.3 Distance Sensor
In order to control the distance between two vehicles in the platoon, it first has to
be measurable in some way. Here the distance sensor is necessary in order to make
the distance control and thereby the platooning to work.
In the automotive industry, distance measuring is increasing in popularity as it
is used in many different applications. A few examples may be the parking sensors
incorporated in many modern cars which produces a beeping sound as they close
in on an obstacle helping the driver to park safely [BMW, n.d.] In most cases these
are implemented using ultrasonic sensors. Another use of distance measuring in
modern cars are adaptive cruisecontrol where the cruise control not only controls
the automobile velocity but also its distance to any vehicle in front of it [Clarke,
1998]. Here, the distance measuring is mostly done by radar measurements of the
vehicle in front.
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Figure 3.5 Illustration depicting the PING))) ultrasonic sensor operation
In the existing implementation a camera is used to determine the distance to the
vehicle in front. There is also an implementation in the sensor interface that uses an
ultrasonic sensor to determine the distance. In this section the two alternatives and
the use of electro-magnetic waves as a measurements technique will be discussed.
3.3.1 Camera
The camera measuring the distance to a vehicle in front of it utilises the OpenCV
software [OpenCV, n.d.] By applying a predefined pattern at the back of the trailers
combined with knowing the resolution of the camera, the longitudinal distance can
be calculated.
This method is computationally heavy as it relies on capturing images, process-
ing them and then based on processed data perform calculations to determine the
distance. Also the accuracy of this technique increases with the image resolution.
This does, however, have the drawback of increasing the amount of computations
that needs to be performed.
3.3.2 Ultrasonic Sensor/SONAR
As previously stated ultrasonic sensors are often used in parking aid systems in
modern cars proving to be a reliable distance measuring technique on shorter dis-
tances. Another well known use of ultrasonic sensors is SONAR used in the marine
industry to determine water depth, locating objects, etc, see [Cpt. Howeth, 1963].
This sensor works in such a way that an ultrasonic pulse is sent and a time
measurement is started. The sound wave is reflected back to the sensor array as it
hits any object in its path. The sensor array then registers that the sound wave has
returned and stops the timer. By measuring the time elapsed the distance can be
calculated based on knowing the speed of sound in the media the sound is travelling
in. This is described in Figure 3.5 which shows the workings of a PING))) ultrasonic
sensor, see [Parallax, n.d.]
27
Chapter 3. Sensors & Actuators
One of the advantages of using this technique is that it is possible to get accu-
rate measurements with little computational power. The resolution of this technique
depends on how accurate time passed between interrupts can be calculated as com-
pared to the camera that relies on the amount of data gathered.
A disadvantage of this technique is that the sound needs a surface to reflect
on. If the angle and distance between vehicles are too large the sound may miss
the vehicle in front thus generating incorrect distance measurements. Another issue
could be the speed of sound making this technique less reliable on very fast moving
objects.
3.3.3 Electromagnetic Sensors
The final technique considered is based on electromagnetic waves. Common uses of
this technique are RADAR and LIDAR, where either radio waves or a light waves
are emitted and their reflections measured [Wikipedia, 2013c][Wikipedia, 2013a].
The general principle in these techniques is the same as in SONAR, with the
difference of electromagnetic waves being sent instead of sound waves. As elec-
tromagnetic waves move at the speed of light, as opposed to sound waves moving
at the speed of sound, the measurements will be faster using RADAR/LIDAR and
interference such as relative velocities between vehicles can be neglected for all
achievable ground velocities. The higher velocity of electromagnetic waves does
however cause some issues. If the round trip time is to be measured, the accuracy
of the internal clock has to be higher than in the case of the much slower SONAR.
Another way to determine the distance is by using frequency modulation of the elec-
tromagnetic signal, where a chirp signal is generated and by measuring frequency
offset between the signal generated and the signal received a distance can be calcu-
lated as described in [Brooker, 2005].
3.3.4 Choosing a sensor
Starting by looking at the camera it has the drawback of requiring computational
power from the controller computer, when compared to the other alternatives where
computations are performed on a separate sensor interface. The camera is, however,
considered to be a better choice in the case of the angle between vehicles are large
enough for waves not to be able to travel back to the sensor. As this project is to
simulate motorway conditions, the angle between vehicles is considered to be small
eliminating this problem. With this in mind the camera is ruled out as a distance
sensor.
Next the choice is between using ultrasonic or electro-magnetic waves. As the
purpose is to measure short distances with high accuracy the ultrasonic sensor is
considered to be better. This has to do with the electro-magnetic waves travelling
too fast for the sensor array to get a correct distance reading with enough accuracy.
Here it can be decided that the ultrasonic sensor would be the best choice.
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3.3.5 Conclusions Regarding Distance Sensors
From the reasoning above it is concluded that the best solution in this case would
be an ultrasonic sensor. This is supported by earlier experiments where the imple-
mented ultrasonic sensor has proven to give good distance readings.
The interface and implementation of the sensor will be further discussed in Sec-
tion 3.7.
3.4 Wheel Angle Sensor
In order to fully control the steering of the vehicles, the actual steering angle has
to be measured. In the existing construction a servo is connected via a rod turning
the steering hub which in turn changes the angle of the left front wheel. The left
wheel is then connected to the right wheel via the steering rack, thus turning the
right wheel too. The steering system is illustrated in Figure 3.6
The servo itself is already a controlled unit, as a specific PWM signal corre-
sponds to the servo turning to a specific angle. There is however backlash in the
connection between the servo and the wheels resulting in varying actual wheel an-
gles at identical PWM signals. A way to counteract this would be to measure what
the actual wheel angle, and through these measurements control the wheel angle.
In order to measure the wheel angle two methods were considered, using a po-
tentiometer connected at the steering hub and the use of a camera. The camera could
be ruled out almost immediately as there is not enough space to place a camera that
would monitor the wheels. Leaving the potentiometer as the only valid candidate.
Figure 3.6 Illustration of the vehicle steering
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Using a potentiometer, a possible mounting point would be the steering hub
thus eliminating the backlash error from the servo steering rod. There would still
be backlash from the wheel steering rod and the steering rack, there is also some
backlash from the wheel mounting as the vehicle steering construction has some
clearance between moving parts. With this in mind, the increased accuracy obtained
in the steering from measuring the angle is not considered to be beneficial enough
to motivate the effort that would be needed to make such a system work.
Concluding the wheel angle sensor investigation, it can be stated that no feasible
sensor has been found that would fit the scope of this project.
3.5 Steering Actuator
In order to steer the vehicle, an actuator is needed in order to turn the front wheels.
Here, using a servo is the obvious solution as it already is implemented and consid-
ered the standard way of doing this in all R/C applications.
3.6 Motor Actuator
The motor actuator is a custombuilt circuit on a PCB which basically is a transistor
protected by a resistor and diodes, which is controlled by a PWM signal from a mi-
crocontroller. The main focus of the implementation is to allow for large currents to
be enabled by the transistor in order to supply enough power to the motor. However
while the current design is functional one would like to upgrade the motor actuator
in the future in order to both deal with the heat generated and to allow for larger
currents, which means more power to the motor.
3.7 Sensor Interface Design and Implementation
In order to achieve schedulability and the update frequency of 10 Hz which the
system requires it was decided to re-design the sensor interface. The new design is
based on fixed scheduling, which means that tasks are scheduled in a fixed order.
However, since all the sensors as well as UART transmission is interrupt driven on
the AtMega 16 microprocessor, used as sensor interfaces, it requires careful consid-
erations regarding which interrupts are active at which time.
The scheduling for measurements begins with the Hall-effect sensor. The sensor
interface starts a timer as well as waiting for pulses from the Hall-effect sensor, for
more details see 3.2.1. If no pulses are detected the timer will time out and the
vehicle is considered stationary.
Once the Hall-effect measurement is completed, the PING))) ultrasonic sensor
is enabled along with another timer. If the timer for the ultrasonic sensor times out,
there are two possible reasons. The first reason is that the object in front of the
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sensor is more than 1.2 meters away and the 8-bit timer has ran out. The second
possible reason is that the object in front of the sensor is too close, closer than 1 cm,
which means that the ultrasound can not bounce from the transmitter to the receiver.
After both measurement cycles are complete the data is transmitted to the Bea-
gleBoard via the UART serial port. Once the transmission of the current data is
completed the cycle repeats.
Calculations and tests have shown that the maximum time required to gather
and send data when the vehicle is stationary and has no object in front of it is 80
ms. Under this condition, the sensor interface is required to wait for both timers
to time out before sending the data. However when the vehicle is moving slowly
and with maximum bad timing the sensor interface may require as much as 145
ms to send data because of the way of magnets hitting the Hall effect sensors at
the inopportune moment thereby resetting the measurement and increasing the time
spent. This delay between transmissions would result in an update frequency of
approximately 7 Hz, which is less than the system requirement. However, when
travelling at a speed low enough to generate this case the need to control the system
should be lower than when travelling at high speeds.
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4
Inter-Vehicular
Communication
In order to share knowledge of the environment and the current situation for each
vehicle there is a need for communication between the vehicles in the platoon. This
chapter examines different options when it comes to inter-vehicular communica-
tion and also touches on some implementation details concerning this aspect of the
project.
4.1 Communication Method
In order to control the vehicles they need to communicate information between each
other, as will be seen in Section 4.2.4. There are many ways to communicate infor-
mation but the physical limitations demand that the vehicles communicate wire-
lessly between the each other. It was decided to use WiFi in order to do this since it
is easy to interface and already exists on the platform. Also, when considering full
scale vehicles, current research points towards using the IEEE 1609/802.11p stack,
see Appendix A. In terms of hardware required, the system needs to have an access
point in order to form a network for communications between the vehicles since
the communication is transmitted using the 802.11n standard WiFi [“IEEE Stan-
dard for Information technology– Local and metropolitan area networks– Specific
requirements– Part 11: Wireless LAN Medium Access Control (MAC)and Physical
Layer (PHY) Specifications Amendment 5: Enhancements for Higher Throughput”
2009].
Once the medium was decided upon there is also the consideration of how to
store and share the information. Two different concepts were considered. The first
concept is to use a database which provides a shared view of the situation which
the vehicles interact with through a query language, where SQL is perhaps the most
well known. The other concept is to use a system of sending messages in plain
text directly between vehicles, much like what is currently done in controller area
network (CAN) busses in vehicles on the road today, but wirelessly.
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4.1.1 Utilising Synchronised Local Databases in Each Vehicle
The inherited implementation in the system is based on an underlying implementa-
tion of SQLite which is communicated with through a transport layer library called
ZeroMQ. It has a local database on each vehicle in the platoon which serves as its
own view of the world and whenever the vehicle collects new data it updates the
database. The action of updating the database will trigger a message to be sent to all
other vehicles, in order for them to update their database and thus their view of the
world. The aim of this approach is to provide a consistent view across the platforms
while avoiding all the interprocess communication problems by using ready-made
solutions.
However, the usage of expensive libraries and a SQL database to store a limited
dataset on an already strained processor is deemed unnecessary and alternative im-
plementations are investigated. There is also the problem with that in using these
abstractions one disregards the problem of synchronization and potential packet
loss between vehicles. This will at some point result in a non-unionised view of the
platoon state and is basically ignored. There are then two possible options, either
the system is based on the centralised model where the vehicles ignore anything
that isn’t committed to the shared view or the system is more distributed and each
vehicle uses what it thinks is the latest data available.
4.1.2 Utilising a Shared Database
An alternative to the local database in each vehicle is to use a shared database,
which is connected to the router used to provide the wireless network service. Since
the shared database would reside on a physically connected device while the rest
of the communication is done wirelessly the increased time spent on network de-
lay should be negligible. This approach would free up resources from the vehicle
mounted platform since it would centralise the main storage of information to a sep-
arate device. This device can be in the order of one magnitude faster and have two
orders of magnitude more storage space. It would also allow for a consistent view
of the properties of the different vehicles in the platoon. However, that view may
be known to be outdated, if the vehicle using the properties for calculation knows it
has generated new data since the last variables of the shared view have been fetched
from the database.
Then there is an appealing benefit that in case of a central database a vehicle can
ask for retransmission of information if it somehow failed to obtain the necessary
data. However since the vehicles are sending updates 10 times per second there is
a probable chance that there is newer data available once the retransmission of the
old data is successful.
In consideration of real life application of this method of communication, it is
true that the current trucks on our roads today communicate information to a cen-
tral database. That information can be data like current fuel consumption, position,
distance travelled, problems and such which is used by haulage contractors to mon-
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itor their fleets performance and when a certain vehicle might be in need of repairs.
However, this communication is done through the GSM or 3G network which has
been found to be slower and more prone to congestion than utilising a WiFi network
[Vinel, 2012].
Using a central database also diminishes the flexibility and adaptability of the
system in terms of real world usage. An example of such an inflexibility is the fact
that it would somehow need to manage the mapping between the platoon of vehicles
currently on the road ahead, and what database view contains the information for
that specific platoon. If it is to be communicated then the system needs some sep-
arate transmission of this information to the vehicle, or if it is to be location based
then it would require either advanced calculations, or restrictions, on platoons in or-
der to determine which of the two possible side by side platoons the vehicle wants
to communicate with. Also, handling this sort of information would require setting
up a central data center which handles the communication and processing, which in
turn introduces another set of questions.
4.1.3 Utilising a Vehicle Mounted Database
Instead of using a central server, the vehicles probable to act as lead vehicles in
platoons could be fitted with extra hardware. In our demonstration platform this is
emulated by using a computer connected to the router as in Section 4.1.2. The extra
hardware will act as a server containing a snapshot of the latest information, which
it then transmits over transmission control protocol (TCP) to all vehicles in the
platoon. This is a more lightweight solution compared to using a central database
while still keeping the reliability induced from being able to ask for retransmission
of data.
4.2 Utilising UDP for Direct Communication between the
Vehicles
There is also the possibility of communicating directly between the vehicles in the
platoon without any intermediate storage. This can for example be achieved by con-
necting the vehicles to the same access point and allowing them to communicate
with each other. This has several advantages, prime among them the fact that the
information is taking the shortest path between the producer and consumer which
mean that theoretically it should be faster than the other methods considered. To
play to the strength of this strategy the user datagram protocol (UDP), which offers
fast but uncertain delivery, see Section 4.2.1, is used. Further benefits when using
UDP is the fact that it supports broad- and multicast, which allows a vehicle to
transmit just once but still reach all vehicles in the platoon.
Then there is the fact that when looking at what is being considered for use in
full scale vehicles the WAVE/802.11p, see appendix A, stack is the most promi-
nent candidate. When considering how platooning can be implemented using the
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WAVE/802.11p stack, the primary option is to use an UDP service channel, some-
thing that should be taken into consideration when deciding what kind of commu-
nication to be used on the demonstration platforms.
4.2.1 Evaluating Difference between UDP and TCP for
Communication
The user datagram protocol (UDP) on the other hand is a connectionless protocol
which requires no negotiation or handshakes to send data. UDP just requires an
internet protocol (IP) address and a target port in order to send a datagram. The
target port allows the sender the ability to choose which application it wants to
communicate with, given that it knows what port a certain application is listening to.
The connectionless method of transfer exposes UDP to the underlying unreliability
of the connection medium since the recipient does not know that a datagram is sent,
it can not request a retransmission from the sender. This, however, can be a feature
in cases where the data sent is time sensitive. An example of this case is if during the
time spent on retransmission of a lost packet new information is generated and thus
the retransmitted packet is now obsolete. Then the retransmission has also delayed
sending the new information. In comparison to TCP, which delivers packets in order,
UDP makes no such guarantee so depending on transmission route and possible
delays the system might receive old UDP datagrams anyway. All this points to the
fact that an application utilising UDP instead of TCP needs to either give up on
reliability, in-order delivery and error checking or implement the needed features
on a higher level.
There is also a big difference between how TCP and UDP handles information
that is asked to send. What TCP provides is commonly known as a stream abstrac-
tion, which is that all data it is asked to send is added onto a stream that is carried
from the sender to the recipient. This stream corresponds to a series of underlying
series of packets sent between the sender and the recipient. In order to decide when
to actually send a packet there are three rules, out of which only one needs to be
satisfied to result in packet transmission [Peterson and Davie, 2012].
The first rule is based on the fact that an ethernet frame can only carry a certain
amount of data and if that amount is exceeded the result is segmentation into sev-
eral different packets, which is what the TCP firing rules control anyway. Therefore
the size of the data which the TCP socket is requested to send is larger than the
maximum segment size (MSS) then it sends a packet. The second rule dictates that
it might send a packet is when it is asked to do it, that is when it receives a push
flag. However, this option is not exposed to the programmer when using the UNIX
socket which is what currently is running on the onboard computers. The third rule
allows a packet to be sent when the timer expires, however it is not a normal timer
[Seth and Ajakumar Venkatesulu, 2008] which fires at a regular interval but instead
the transmission is controlled by Nagle’s algorithm. The idea behind Nagle’s algo-
rithm is that as long as the system is sending something on the network the network
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controller gather data to send until the network controller receive an acknowledge-
ment (ACK) on the previously sent data. This provides many benefits such as that
it is self-regulating, since if the information is sent over a slow network it will take
longer to receive an ACK and thus send packets less often and vice versa. However
if there are no packets in flight on the network any data received will be sent since
if the traffic is scarce there is no harm sending a small amount of data. The entire
idea behind waiting and not sending everything instantaneously is the fact that it
both leads to network congestion and silly window syndrome which is the result of
sending many smaller than MSS packages, see [Peterson and Davie, 2012] for more
information.
The usage of Nagle’s algorithm is optional however and can be disabled which
causes the TCP handler to send data as soon as it is written to the stream. Since
the network the vehicles will be communicating over is a dedicated network the
flooding might be acceptable in order to achieve higher transfer speeds.
UDP on the other hand views data received as input as datagrams and each
datagram is sent using a single packet which is sent as soon as all the information
is ready for transmission [Fall and Stevens, 2011].
4.2.2 Experimental Evaluation of Intercommunications
Solutions
In order to get a better grasp of how the different methods of communication com-
pares to each other a fairly simple test was devised. Since the target update fre-
quency of the sensors is at 10 Hz it was decided to have the platform send a message
every 100 ms either to a locally connected server, representing a database or a mon-
itor, or to another platform which represents a vehicle in the platoon. The recipient
then issued a reply in order to avoid problems with clock synchronisation. In the
test case where a server is used this will also emulate the fact that the consuming
vehicle would need to request the value before it is used in calculations.
First, look at the two diagrams where a TCP connection is used to connect to a
server containing either a monitor or a database, see Figure 4.1 and 4.2, there are os-
cillations in the transmission time for a single request which is because of the stream
abstraction of TCP, see Section 4.2.1. In order to combat this oscillation which is
causing delay in delivery of data Nagle’s algorithm was disabled, see Section 4.2.1,
and more tests are ran. The result from these test can be observed in Figure 4.3 and
4.4. These tests show a much lower round-trip time for each request at the cost of
two Ethernet packages per character transmitted as opposed to the typical one Eth-
ernet package per request. In all cases using TCP as transmission protocol, there are
spikes in transmission time at one or more points. This is due to packet loss, prob-
ably over the wireless connection where the risk of packet loss is more prominent
because of high bit error rate, dynamic network topology, etc. These retransmis-
sions take longer than 200 ms which is twice the interval between the sampling of
sensors and therefore even if it manages to retransmit the old data there is certainly
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Figure 4.1 Graph on the round-trip time for 1000 requests sent over wireless to a
router, through ethernet cable to a server and back.
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Figure 4.2 Graph on the round-trip time for 1000 requests sent over wireless to a
router, through ethernet cable to a server running a database and back.
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Figure 4.3 Graph on the round-trip time for 1000 requests sent over wireless to a
router, through ethernet cable to a server and back. Nagle’s algorithm, see 4.2.1, is
disabled.
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Figure 4.4 Graph on the round-trip time for 1000 requests sent over wireless to
a router, through ethernet cable to a server running a database and back. Nagle’s
algorithm, see 4.2.1, is disabled.
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Figure 4.5 Graph on the transmission time for 1000 requests sent over wireless via
a router to another vehicle.
that there is newer data available which should have been transmitted instead.
An additional test was performed using UDP to communicate between two ve-
hicles, see Figure 4.5. In Figure 4.5 there are relatively low delivery times and no
exceedingly large spikes. However one important aspect to mention, which can not
easily be discerned by looking at the diagram, is that some packets did not arrive
at the intended destination at all. This is beacause of the fact that UDP provides no
guarantee of delivery, see section 4.2.1, which means that when packet loss occurs
the information is also lost.
In order to provide a ballpark figure for packet loss; 10000 packages were sent at
100 ms intervals and counted at the recipient. Out of those 91 did not arrive resulting
in a 0.91% package loss. However this test was performed during good conditions
where both sender and receiver were close to the router and the two nodes were the
only active nodes on the network. If the conditions was worse it would probably
result in a higher rate of packet loss.
4.2.3 Decision
First the difference between using a monitor and a database to store values seems
to be fairly minor in terms of performance, the majority of the time is spent on the
actual sending of data.
When comparing communication speed between the three different solutions
tested, see Section 4.2.2, the worst performance was TCP with Nagle’s algorithm,
see Section 4.2.1, enabled which is to be expected since it is not designed for quickly
delivering small packages. The two methods left, UDP and TCP with Nagle’s algo-
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rithm disabled, performed within an order of magnitude within each other and both
were an order of magnitude faster than the sensor sampling rate.
Looking at reliability the clear loser is UDP since it basically provides none.
However retransmission is costly in terms of absolute time, beacause the TCP han-
dler needs to wait a certain time in order to figure out that a packet is missing. Again
when Nagle’s algorithm is disabled the performance increased dramatically also for
the retransmissions. There is also the fact that the TCP variations uses a central stor-
age which allows each vehicle to re-request the information in case of an unrelated
failure, however the time spent doing this would probably mean that there are newer
values available also in this case.
Lastly looking at the cost of communication TCP with Nagle’s algorithm dis-
abled is high when it comes to network congestion since the number of packets sent
scale with a factor two of the message size. Compared to UDP and TCP with Na-
gle’s algorithm enabled provide the inverse allowing a message of more than 500
byte per package. The cost of sending many packets might work when the size of
the data transferred and the number of vehicles in the platoon is small but it will
cause scalability issues.
In light of this UDP was chosen to use for communication between the vehicles
since the main drawback of unreliability of delivery is something which can be
managed in software. There is also the fact that when it comes to full scale vehicles
using the WAVE/802.11p stack, see Appendix A, they will primarily use UDP to
communicate platooning data.
4.2.4 Implementation of Intra Vehicular-Communication
In order for the vehicle to vehicle communication to work properly there are certain
criteria that needs to be fulfilled by the participating vehicles. First and foremost
the operator is required to connect the vehicles to the same wireless network, which
currently is done manually. This wireless network can be any available but prefer-
ably it should be a private one since the vehicles produce a large amount of traffic
and are vulnerable to packets not conforming to the message format used.
The message format used is a simple string of numbers separated by different
character combinations to indicate what kind of information the previous number
contains. As an example “120AD” indicates that the actual distance between the
sending vehicle and any object in front of it is 120 cm. This allows for easy exten-
sion with regards to what data is shared between the vehicles in future projects on
the same platform.
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System Design &
Implementation
The system running on the onboard computer is comprised of three major parts
where each section handles related tasks. The three parts are communication, con-
trol and information storage. Many of these tasks needs to run in parallel since there
is no set order of execution and they are dependant on external information becom-
ing available to the system. Since the operating system of the onboard computers is
a UNIX, see [Group, 2013], distribution called Ubuntu, see [Canonical, 2013], this
is done using the POSIX Threads library, see [Group, 1997]. The POSIX Threads
library also provides a mutex implementation and other means of synchronisation
which also is useful.
5.1 Communication Design
There are two main channels of communication to and from the onboard computer,
over USB to the microprocessors and over WiFi. The transmissions trigger when
there is new data available. Currently this is bound to when the cruise control loop
has calculated a new value which it does at a frequency of 10 Hz. However, there
is one event that will cause an exception to this rule, this is when an emergency
is detected. In this special case transmissions both to the microcontroller control-
ling the motor and to other vehicles are done as soon as possible. When receiving
communication it is immediately, or as soon as the thread gets to run, handled and
the values in the information storage is updated, see Section 5.3. One should note
that there are two sources of information that will communicate over Wifi, one is
other vehicles which broadcasts information on a common port and one is the tablet
which allows for human interaction with the system where each vehicle has its own
port. In total there are five parallel tasks running concurrently as a result of the needs
of the communication part.
In terms of what data the system currently shares there are four main categories
of information. First there is simply an identification number informing the recipient
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of the transmitters identity. Then there is a triplet of information concerning speed,
the vehicles reference speed that is fed into the controller, the vehicles actual speed
measured by the sensors and the speed which is requested by the external control. In
the same fashion there is a duplet of information regarding distance but here there
are only reference and actual distance. Finally there is an emergency flag which
indicates the need for a panic break if something went wrong.
5.2 Control Design
In order to provide modulability and allow for rapid change of control strategies the
control section of the system is designed as a hook-in where any suitable control
scheme may be connected. As a baseline there is a cruise control, which runs on
a separate thread that reads the desired speed from the information storage system.
The desired speed is typically computed by the outer control structure which runs on
a separate thread, in this project there have been trials using a PID and a MPC, see
Section 7. However, by simple means one can also use the tablet to control vehicle
speed if one wants to test drive a single vehicle for some reason. In total there are at
least two parallel tasks running concurrently due to the needs of the control part.
5.3 Information Storage Design
Since there are many concurrent processes operating on the same computer, which
require access to the same information, it was necessary to provide a monitor that
synchronises access to the data. The monitor is fairly simple, it contains the latest
known information regarding all vehicles currently operating in the platoon as well
as the latest input from the operator.
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Figure 5.1 UML diagram depicting the structure of the system implementation.
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5.4 Implementation
The system is implemented in C, see [Kernighan and Ritchie, 1988], and a brief
outline of the structure can be seen in the UML diagram, see Figure 5.1. The key
parts to from the UML diagram is how different aspects of the system interacts. One
can clearly see that the setup is done by the main program and the do_control()
method. After this phase is complete all interaction is done through the monitor in
order to achieve synchronisation. An important aspect which was touched upon in
Section 5.1 and is difficult to see in the UML diagram is that the mechanism that
supplies flow control is the wait_for_update() method in the monitor. Threads
intending to send data will wait on notification on a condition variable, which is
signalled when there is new data available.
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System Modelling &
Identification
In order to get a good description of the system, a dynamic system model was
derived. With a model of the system simulations could be run to verify control
structures and controller parameters without having to reprogram the real system. A
model of the distance dynamics were also derived and used in the MPC controller.
This section will describe the modelling and identification of the different sub-
systems that exist in the model vehicles.
6.1 Motor and Drivetrain
The motor and the drivetrain are the part of the system responsible for longitudinal
acceleration of the vehicle. The motor and drivetrain consists of a motor converting
electrical energy to mechanical torque. The torque is passed on via a gearbox and
a differential to the wheels of the vehicle. At the wheels the torque is converted to
a force resulting in a longitudinal acceleration of the vehicle. An illustration of the
system can be found in Figure 6.1.
6.1.1 Motor
Looking at the motor, in this case a Mabuchi RS-540SH DC motor [Mabuchi, n.d.]
it can be transformed into the circuit found in figure 6.2. Here Vc is the voltage
source fed to the motor, Rm is the internal resistance of the motor windings, Lm is
the inductance of the motor windings and Vm is the voltage generated the motor as
it rotates and acts as a generator.
Using Kirchoff’s Voltage Law [Hambley, 2008] the system can be describe ac-
cording to,
Vc(t) = Rmi(t)+Lm
di(t)
dt
+Vm(t) (6.1)
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Figure 6.1 Illustration depicting the drive train of the model-scale vehicle.
Figure 6.2 Electrical equivalent of a DC motor circuit
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It is also known that the voltage generated by the motor can be described according
to,
Vm(t) = Kvωm(t) (6.2)
where ωm is the angular velocity of the motor in rad/s and Kv is the voltage constant
of the motor.
Next the torque equations for electrical torque (Te) and mechanical torque (Tm) are
described in,
Te(t) = KT i(t) (6.3)
and,
Tm(t) = Jm
dωm(t)
dt
(6.4)
where KT is the motor torque constant and Jm is the moment of inertia of the mo-
tor rotor. Combining (6.3) with (6.4) and substituting Vm(t) in (6.1) into (6.2) the
differential equations for the motor can be written as,
di(t)
dt
=
1
Lm
[Vc(t)−Rmi(t)−Kvωm(t)]
dωm(t)
dt
=
KT
Jm
i(t)
(6.5)
This model of the motor is an ideal model where no friction is present; a more
realistic view would include the friction as it is an important part of the dynamics.
Introducing friction to the motor limit the effective output torque of the motor (Tout )
according to,
Tout(t) = Tm(t)−Tf :m(t) (6.6)
where Tf :m is the friction torque of the motor.
By combining (6.4) and (6.6) the new differential equations of the motor are,
di(t)
dt
=
1
Lm
[Vc(t)−Rmi(t)−Kvωm(t)]
dωm(t)
dt
=
1
Jm
[KT i(t)−Tf :m(t)]
(6.7)
6.1.2 Drivetrain
With a model of the motor, the torque generated given a certain input can be calcu-
lated. The next step is to find an expression that convert the generated torque into an
acceleration of the model vehicle. The motor torque propagates through the gearbox
and drive shaft to the differentials where it is transferred to the wheels. The torque
is then translated into a longitudinal force accelerating the vehicle. In order to keep
the complexity to a minimum, the gear ratio of the model vehicles will be fixed
removing the variable gear ratio that would exist in a real full-scale truck.
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Figure 6.3 Illustration depicting a simplified drivetrain with stiff connections, thus
excluding the propeller shaft and the drive shaft from the model.
In [Pettersson, 1996] several models for real lorry drivetrains are developed
and evaluated. As these model vehicles have a similar drivetrains compared to real
trucks, with the exception of no clutch and in this case no variable gear ratio, simi-
lar modelling would be possible. As the torques generated in these model vehicles,
along with the forces acting on them, are relatively small in comparison to a real
vehicle the propeller shaft and drive shaft are considered to be stiff. With these
assumptions, the drivetrain can be simplified by removing the propeller shaft and
drive shaft from the equations resulting in the model described in figure 6.3.
With these simplifications made the output torque at the wheel will be decided
on the torque transfer from the motor to the gearbox output followed by the gearbox
output to the final drive output. Adding a drivetrain to the motor will change the
differential equations in (6.7) resulting in,
di(t)
dt
=
1
Lm
[Vc(t)−Rmi(t)−Kvωm(t)]
dωm(t)
dt
=
1
Jm
[KT i(t)−Tf :m(t)−Tg(t)]
(6.8)
where Tg is the external load from the gearbox.
Following the steps taken in [Pettersson, 1996] for a stiff model from the gearbox
to the final drive, a drivetrain model can be established as,
(n2f dJt + J f d)
dωm(t)
dt
= n2gn
2
f dTg(t)− (n2f dTf :g+Tf : f d)−n f dngTw(t) (6.9)
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where Tf :m is the gearbox friction torque, Tf : f is the final drive friction torque, Tw
is the torque contribution from the wheels, ng is the gain from the gearbox and n f d
the gain from the final drive.
Substituting Tg in (6.9) in (6.8) the new set of differential equations describing the
motor and drivetrain characteristics are,
di(t)
dt
=
1
Lm
[Vc(t)−Rmi(t)−Kvωm(t)]
dωm(t)
dt
=
1
Jm+ Jtn2g
+
J f d
n2gn2f d
[KT i(t)− (Tf :m(t)+ Tf :gn2g
+
Tf : f
n2gn2f d
)− 1
ngn f d
Tw(t)]
(6.10)
6.1.3 Wheels
The final part propagating the generated torque into a longitudinal acceleration are
the drive wheels of the vehicle. In [Pettersson, 1996] the dynamics of the wheel
have been described according to,
Fw(t) = ma(t)+Fa+Fr +mgsin(α(t)) (6.11)
and,
Jw
dωw(t)
dt
= Tw(t)− rwFw(t)−Tf :w(t) (6.12)
where m is the mass of the vehicle, a the vehicle acceleration, Fa is the air drag
force, Fr the wheel rotational force, g the gravitational constant, α the slope angle
of the ground, ωw the wheel rotational velocity, rw the wheel radius and Tf : w the
wheel friction torque.
As the model vehicles are small and to be driven on a flat surface the air drag,
rolling resistance and gravitational force are considered negligible making it possi-
ble to simplify the forces acting at the wheel into,
Fw = ma(t) (6.13)
Using (6.13) and (6.12) the results can be derived into,
Jw
dωw(t)
dt
= Tw(t)− rwma(t)−Tf :w(t) (6.14)
Next the relationship between the angular velocity of the wheel and the vehicle
velocity is given by,
rwωw(t) = v(t) (6.15)
Combining (6.15) and (6.14) results in,
Jw
dωw(t)
dt
= Tw(t)− r2w
dωw(t)
dt
−Tf :w(t) (6.16)
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Looking at the angular differences in the drivetrain, the relation between motor
output angle and the gearbox output angle is given by,
Ωm(t) = ngΩg(t) (6.17)
and the gearbox output angle to the final drive output angle is given by,
Ωg(t) = n f dΩ f d(t) (6.18)
Finally, the final drive output angle is the same as the wheel angle since the drive
shaft is considered stiff resulting in,
Ωm(t) = ngn f dΩw(t) (6.19)
which combined with (6.16) results in,
(Jw+ r2w)
ngn f d
dωw(t)
dt
= Tw(t)−Tf :w(t) (6.20)
Substituting Tw in (6.10) using (6.20) results in the system equations,
di(t)
dt
=
1
Lm
[Vc(t)−Rmi(t)−Kvωm(t)]
dωm(t)
dt
=
1
Jm+ Jtn2g
+
J f d
n2gn2f d
+
Jw+mr2w
n2gn2f d
[KT i(t)− (Tf :m(t)+ Tf :gn2g
+
Tf : f
n2gn2f d
+
Tf :w(t)
ngn f d
)]
(6.21)
Rewriting the inertia and friction according to,
JS = Jm+
Jt
n2g
+
J f d
n2gn2f d
+
Jw+mr2w
n2gn2f d
Tf (t) = Tf :m(t)+
Tf :g
n2g
+
Tf : f
n2gn2f d
+
Tf :w(t)
ngn f d
(6.22)
results in the new system equations,
di(t)
dt
=
1
Lm
[Vc(t)−Rmi(t)−Kvωm(t)]
dωm(t)
dt
=
1
JS
[KT i(t)−Tf (t)]
(6.23)
To write the system on state-space form, i(t) and ωm(t) are chosen as state
variables and the armature voltage Vc(t) is chosen as input. The friction torque Tf (t)
is considered as a disturbance input acting on the system. Finally, the output of the
system is considered to be the velocity of the vehicle. Combining (6.19) and (6.15)
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result in the vehicle velocity, under the assumption of no wheel-slip, being a linear
function of the angular motor velocity,
v(t) =
rwωm(t)
ngn f d
(6.24)
The final state-space model then becomes,(
di(t)
dt
dω(t)
dt
)
=
(
−RmLm −
Kv
Lm
KT
JS
0
)(
i(t)
ω(t)
)
+
( 1
Lm
0
)
Vc(t)+
(
0
− 1JS
)
Tf (t)
v(t) =
(
0 rwngn f d
)( i(t)
ω(t)
) (6.25)
6.1.4 Friction
In the model derived the friction is still considered an unmeasurable disturbance act-
ing on the system. As the model vehicles are relatively cheap and simple construc-
tions it is assumed that minimising the friction has not been a prioritised subject
when they were originally constructed. Furthermore they are also relatively light as
their weight is in the range of a few kilograms resulting in low inertia. With these
two things in mind friction is to be considered a significant contribution to the sys-
tem dynamics as opposed to real trucks where air-drag, rolling resistance and inertia
would dominate.
In order to create a realistic model to simulate the system an appropriate friction
model has to be chosen. There are numerous different friction models that can be
implemented, ranging from the most simple models where friction is considered to
be constant to those being multi-variable and strongly non-linear, some of the more
common models can be found in [Olsson et al., 1998].
In the case of this project the friction will be modelled according to the Coloumb
model with added stiction. The Coloumb model is the simplest friction model where
the friction is considered to be constant and in the opposite direction of the objects
movement. The Coloumb torque friction is described as a function of the velocity v
according to,
TColoumb(v) = KColoumbsign(v) (6.26)
where KColoumb is the Coloumb torque friction constant.
Stiction is the force required to accelerate a stationary object and it is higher than
that required to accelerate a moving object. That meaning that the friction is higher
as the object is stationary to that of an object in motion. The stiction is a constant
that is dependent on the direction of the torque generated by the system when the
system is at rest, in other cases it is considered zero. There is also a non-linearity
in the stiction as it could never be higher than the torque generated by the system,
as that would make the stiction accelerate the object in the opposite direction of the
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Figure 6.4 Friction torque as a function of velocity.
generated torque. The stiction torque is described by,
Tstiction(v,Ts) =

−Kstictionsign(Ts) if Kstiction ≤ Ts and v = 0
−Ts if Kstiction > Ts and v = 0
0 if v 6= 0
(6.27)
where Ts is the torque generated by the system and Kstiction the torque stiction con-
stant.
Combining (6.26) and (6.27), the total friction can be derived to,
Tf (v,Ts) =

−Kstictionsign(Ts) if Kstiction ≤ Ts and v = 0
−Ts if Kstiction > Ts and v = 0
KColoumbsign(v) if v 6= 0
(6.28)
Assuming the vehicles only move in one direction, no external forces accelerates
the vehicle and the motor is limited to give a positive torque output the friction can
be simplified to,
Tf (v,Ts) =

−Kstiction if Kstiction ≤ Ts and v = 0
−Ts if Kstiction > Ts and v = 0
KColoumb if v 6= 0
(6.29)
An illustration of the friction torque as a function of the velocity can be found in
Figure 6.4 where the friction torque at rest is described as a function of the generated
torque according to Figure 6.5.
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Figure 6.5 Stationary friction torque as a function of generated torque.
6.2 Vehicle Distance
As one of the key parts of platooning is to be able to control the distance between
vehicles a suitable model describing the distance between the vehicles is necessary.
As distance travelled is directly proportional to the vehicle velocity according to,
D(t) =
∫ t
0
v(τ)dτ+D(0) (6.30)
where D is the distance travelled and v the vehicle velocity. Next the relative velocity
between two vehicles is given by,
vrel(t) = vego(t)− vleader(t)cos(θ(t)) (6.31)
where vego is the velocity of the ego vehicle1, vleader the velocity of the leader
vehicle and θ the angle between the ego vehicle and the leader vehicle as illus-
trated in Figure 6.6. Here it should be noted that the velocity described is the one-
dimensional velocity parallel to the direction of the vego direction. Combining (6.30)
1 Ego vehicle refers to the vehicle n where the leader is vehicle n−1
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Figure 6.6 Illustration of the two vehicles velocity dynamics.
and (6.31) the relative distance Drel between two vehicles can be calculated accord-
ing to,
Drel(t) =
∫ t
0
vego(τ)− vleader(τ)cos(θ(τ))dt+Drel(0) (6.32)
By differentiating equation (6.32) and combining it with the vehicle equations found
in (6.25) the system can be described according to,
di(t)
dt
=
1
Lm
[Vc(t)−Rmi(t)−Kvωm(t)]
dωm(t)
dt
=
1
JS
[KT i(t)−Tf (t)]
dDrel(t)
dt
=
rw
ngn f d
ωm(t)− vleader(t)cos(θ(t))
(6.33)
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With the new set of differential equations (6.25) can be extended to,
di(t)
dt
dω(t)
dt
dDrel(t)
dt
=
−
Rm
Lm
− KvLm 0
KT
JS
0 0
0 rwngn f d 0

 i(t)ω(t)
Drel(t)
+
 1Lm0
0
Vc(t)+
+
 0 0− 1JS 0
0 −1
( Tf (t)
v f ront(t)
)
Drel(t) =
(
0 0 1
) i(t)ω(t)
Drel(t)

(6.34)
by introducing Drel as a new state and v f ront = vleader cos(θ) as a measurable in-
put disturbance, where v f ront is the velocity of the leader in the direction of the
ego vehicle. Finally, as the system is to operate in situations similar to driving on
a motorway, the angle between the vehicles will be close to zero. With this the
simplification v f ront = vleader can be made, making the system linear.
6.3 Parameter Identification
In order to use the model for simulation purposes the different model parameters
had to be identified. This was done in a few different steps where some parameters
were directly measurable, some could be derived from provided datasheets and the
remaining had to be identified by more complex experiments. A collection of all
parameters to identify to model the propulsion and distance can be found in Table
6.3.
Table 6.1 System parameters to be identified.
Parameter Description
Rm Electrical motor resistance
Lm Electrical motor inductance
Kv Electrical motor voltage constant
JS Inertia constant
KT Electrical motor torque constant
rw Wheel radius
ng Gearbox ratio
n f d Final drive ratio
Kstiction Stiction torque constant
KColoumb Coloumb friction constant
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6.3.1 Measurable Parameters
The first parameters to be identified are the ones that are measurable. In this case
those are the motor resistance Rm and inductance Lm together with the wheel ra-
dius rw. By using a multimeter to find the motor parameters, Rm was measured to
0.165 Ω and Lm was measured to 95.9 µH. To find the wheel radius a ruler was used
and the wheel radius rw was measured to be 0.0415 m.
6.3.2 Datasheet parameters
A few of the parameters could be derived from the provided datasheets. The gear
ratios ng and n f d were derived by examining the relationship between cogs together
with the documented total gear ratio of 1 : 32.49 according to the vehicle datasheet
[Tamiya, 2009]. By counting the cogs of the final drive it was found to have a 15 : 40
ratio resulting in,
n f d =
40
15
= 2.6667 (6.35)
Using the gear ratio from the datasheet ng can be derived according to,
1 : ngn f d = 1 : 32.49⇔ ng = 32.49n f d =
32.49
2.6667
= 12.1836 (6.36)
The remaining motor parameters, Kv and KT can be calculated using the motor
datasheet [Mabuchi, n.d.]
To find Kv, (6.5) is utilised. By looking at a steady state when
di(t)
dt = 0 it is
stated in the datasheet that the current flowing through the circuit is i(t) = 1.6 A
and the angular velocity is ωm(t) = 2450.442 rad/s as the system is supplied by a
voltage of Vc(t) = 9.6 V. Inserting this into (6.5) yields,
0 =
1
93.2 mH
(9.6 V−1.0368 V−2450.442Kv rad/s)⇔
⇔ Kv = 9.6−1.03682450.442 Vs/rad = 0.0035 Vs/rad
(6.37)
When testing this value in the final model using the second-order friction model
found in (6.41), and comparing it to data gathered from running test on the real
process, it was discovered that a value of Kv = 0.003 Vs/rad would result in a better
fit to the real process data.
Finally, KT is found by looking at the motor at maximum efficiency. Here the
torque generated according to the datasheet is Tout(t) = 0.031 Nm with a current
of i(t) = 9.55 A. By looking at the current at no load, where generated torque and
friction negates each other, it can be determined by using (6.3) that the friction
torque of a rotating motor is given by,
Tf = KT inoload (6.38)
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By combining this with (6.6) and inserting values Tout = 0.031 Nm, i(t) = 9.55 A
and inoload = 1.6 A, KT can be found according to,
0.031 Nm = 9.55KT A−1.6KT A⇔ KT = 0.0319.55−1.6 Nm/A = 0.0039 Nm/A
(6.39)
6.3.3 Experimentally identified parameters
The remaining parameters could not be derived by measurements or from the
datasheet, thus more complex experiments had to be made.
This was done by setting up an experimental environment where the rear wheels
were lifted from the ground. Then a series of steps were sent to the motor with
different amplitudes. By manually tuning the inertia JS and the friction parameters
Kstiction and KColoumb and comparing simulated step responses to the real ones, the
parameters could be found.
Inertia The first parameter to be identified was the inertia JS. As the inertia affects
the acceleration this was tuned by making sure the step responses had similar rise
characteristics between the model and the real system. Here it was found that the in-
ertia is JS = 5.2×10−5 Nm/s2. As the wheels are not touching the ground no inertia
is supplied by the mass of the vehicle, thus using (6.22) and previously identified
parameters found in Table 6.2 the inertia JS is given by,
JS = (5.2+5.3009m)×10−5 (6.40)
where m is the mass of the vehicle and its load in kg.
Friction In order to find the friction of the system, the friction constant in the
model was tuned so that the model output would have the same amplitude as the
real vehicle output at the steady state dω(t)dt = 0. In taking this approach it seemed as
the friction would depend on the vehicle speed where a higher speed would result in
a lower friction in the start. This would suggest that the friction model would have
to be more advanced than the basic Coulomb model where friction is considered
constant during motion.
By addressing the Coulomb parameter as speed dependent a second-order poly-
nomial model was formed. By tuning the system at four different stationary veloci-
ties the second-order polynomial KColoumb(ω(t)) is described by,
KColoumb(ω(t)) = 7ω2(t)×10−9−7.4ω(t)×10−5+0.0488 (6.41)
It was also assumed that the friction would change as the vehicles were driven
on the ground. In order to compensate for the higher friction that would occur when
from the vehicles weight was put on the wheel axis of the vehicles the model was
retuned. Taking a heuristic approach where the model were to follow the real mea-
sured speed of a vehicle was taken and the resulting polynomial was,
KColoumb(ω(t)) = 7ω2(t)×10−9−4ω(t)×10−6+0.05 (6.42)
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Stiction To find the stiction the voltage fed to the motor was increased in small
steps until motion occurred. Assuming steady state di(t)dt = 0 and by usage of (6.23)
the stiction required to keep the system still is found by,
Kstiction = KT ∗ Vc(t)Rm (6.43)
Inserting values from Table 6.2 and the observed breakaway voltage Vc(t) = 2.26 V
into (6.43) it was found that Kstiction = 0.0534. Retuning this parameter driving a
vehicle on the ground resulted in a slightly higher value of Kstiction = 0.058.
6.3.4 Parameter Evaluation
With all parameters derived a short evaluation was performed. Looking at the sec-
ond, speed dependent, friction model it can be concluded that the friction would
be negative for a large number of values on the speed. This would mean that the
drivetrain somehow would generate energy outside the motor, which would be im-
possible. The conclusion that was drawn from this is that model still had some
unmodelled behaviour that taints the friction model. This is further supported by
the improved performance after tuning the Kv parameter. The increased friction on
the ground did, however, result in more reasonable friction values but due to the
findings on the weightless experiment the model was still deemed to have some
flaws.
Next the resulting model and real outputs are compared in Figure 6.7 for the
weightless case. In this figure the model seems to describe the process well but
running another gathered set of data did not perform as good, further suggesting
that the model is flawed in this case. Next the comparison of the real process and
the model on ground is compared in Figure 6.8. In this case the data used to test the
model was from a different data set than the data used to fit the model. Here it is
seen that the model and real process differs. The final, and most important, part in
using this model for simulations was to compare the real process to the controlled
model. A comparison of the two models can be seen in Figure 6.9 where the PI
and 2DOF-controllers derived in Chapter 7 are used. Here their behaviour is similar
indicating that they both behave the same way once they are controlled.
From this it can be concluded that the model derived would not be suitable for
use in a model based controller like MPC. However the controlled model behave the
same way as the controlled process, therefore suggesting that it would be suitable
for simulations of the platoon.
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Figure 6.7 Model compared to real process, mass is assumed to be 0. In this figure
the friction parameter KCoulomb is described in (6.41).
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Figure 6.9 Controlled model compared to controlled real process, mass is assumed
to be ≈2 kg. PI- and 2DOF-controllers used from Chapter 7 and friction parameter
KCoulomb is described in (6.42).
Table 6.2 Identified system parameters
Parameter Value Unit
Rm 0.165 Ω
Lm 95.9 µH
Kv 0.003 Vs/rad
JS 5.2∗10−5+m∗5.3009∗10−5 Nms2
KT 0.0039 Nm/A
rw 0.0415 m
ng 12.1836 -
n f d 2.6667 -
Kstiction 0.0534 (off ground)/0.058 (on ground) Nm
KColoumb see (6.41) and (6.42) Nm
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6.4 Distance models
Another modelling approach for the platoon was to ignore the motor and drivetrain
dynamics and consider the vehicles as objects moving at controllable velocities. The
target here was to create a general model of the entire platoon rather than previous
in-depth models where motor and drivetrain dynamics are addressed, instead the
model only incorporates a single following vehicle depending on the velocity of its
leader. This model aims to be used both in simulations and in the model based MPC
controller.
Start by looking at (6.32), which describes the relative distance between the
leader and the follower in the two-vehicle platoon. An attempt to extend this to a
general model, where a platoon consist of N vehicles, the equation is transformed
into,
Dn:n−1(t) =
∫ t
0
vn−1(τ)−vn(τ)cos(θn:n−1(τ))dτ+Dn:n−1(0) ,2≤ n≤N (6.44)
As done previously, the angles between vehicles are considered to be close to
zero, thus (6.44) is simplified to,
Dn:n−1(t) =
∫ t
0
vn−1(τ)− vn(τ)dτ+Dn:n−1(0) ,2≤ n≤ N (6.45)
By differentiating (6.45) it was found that,
dDn:n−1(t)
dt
= vn−1(t)− vn(t) ,2≤ n≤ N (6.46)
Translating this into a state-space system where Drel:n is chosen as state with
inputs vn and vn−1 and the output being the state Drel:n. With these assumptions
made the platoon of N vehicles is described by,
dD2:1(t)
dt
dD3:2(t)
dt
...
dDN:N−1(t)
dt
=

1 −1 0 . . . 0
0 1 −1 . . . 0
...
...
. . . . . .
...
0 0 . . . 1 −1


v1(t)
v2(t)
...
vN(t)


D2:1(t)
D3:2(t)
...
DN:N−1
=

1 0 . . . 0
0 1 . . . 0
...
...
. . .
...
0 0 . . . 1


D2:1(t)
D3:2(t)
...
DN:N−1

(6.47)
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6.5 Model Discretisation
As the control systems that are used in this project are implemented in discrete
time, the models used in control also have to be discrete. As earlier mentioned the
model involving the motor and drivetrain dynamics are considered too complex
and inaccurate to be attempted in a control structure. These models will not be
discretised since they will only be used for simulation purposes, and Simulink have
good support for using continuous models.
The remaining model for discretisation is the velocity-based distance model.
Here it was possible to analytically sample the model as the update rule of a state in
time kh+h would be the state in time kh plus the change over time resulting in the
following discrete distance model,

D2:1(kh+h)
D3:2(kh+h)
...
DN:N−1(kh+h)
=

1 0 . . . 0
0 1 . . . 0
...
...
. . .
...
0 0 . . . 1


D2:1(kh)
D3:2(kh)
...
DN:N−1(kh)
+
+

h −h 0 . . . 0
0 h −h . . . 0
...
...
. . . . . .
...
0 0 . . . h −h


v1(kh)
v2(kh)
...
vN(kh)


D2:1(kh)
D3:2(kh)
...
DN:N−1(kh)
=

1 0 . . . 0
0 1 . . . 0
...
...
. . .
...
0 0 . . . 1


D2:1(kh)
D3:2(kh)
...
DN:N−1(kh)

(6.48)
The last part is finding a suitable sampling frequency for the system. This is a
trade-off between how fast the system would react to unexpected changes in dis-
tance to measurement quality as a longer sampling time would mean less noise in
the filtered mean speed of one sampling interval. The sampling rate is also limited
by the controller calculation performance, where the system have to be sampled at
a low enough rate to allow the system to finish its calculations in each sampling
instance.
6.6 The Final Models
As a result of the modelling procedure two models have been derived. One for
pure simulation use and the other second for use in both simulations and controller
implementation.
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The first model is the simulation model of a vehicles longitudinal propulsion.
This model is described by,(
di(t)
dt
dω(t)
dt
)
=
(
−RmLm −
Kv
Lm
KT
JS
0
)(
i(t)
ω(t)
)
+
(
1
Lm
0
0 − 1JS
)(
Vc(t)
Tf (t)
)
v(t) =
(
0 rwngn f d
)( i(t)
ω(t)
) (6.49)
where the different parameters can be found in Table 6.2.
The second model is a discrete time model describing the vehicle distances in
the platoon, given by,
D2:1(kh+h)
D3:2(kh+h)
...
DN:N−1(kh+h)
=

1 0 . . . 0
0 1 . . . 0
...
...
. . .
...
0 0 . . . 1


D2:1(kh)
D3:2(kh)
...
DN:N−1(kh)
+
+

h −h 0 . . . 0
0 h −h . . . 0
...
...
. . . . . .
...
0 0 . . . h −h


v1(kh)
v2(kh)
...
vN(kh)


D2:1(kh)
D3:2(kh)
...
DN:N−1(kh)
=

1 0 . . . 0
0 1 . . . 0
...
...
. . .
...
0 0 . . . 1


D2:1(kh)
D3:2(kh)
...
DN:N−1(kh)

(6.50)
where h is the sampling frequency of the system.
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In this section the different controllers of the system are designed. First, the control
strategies to be tried are presented, then the theory behind the different strategies
are briefly explained, followed by the design and implementation of the control
strategies.
At the start of the project, a complex design where both longitudinal and lat-
itudinal control were first considered. The idea was to use various sensor data to
create a relative position between vehicles and then by a dead reckoning algorithm
try to follow the trajectory of the vehicle ahead. Since the sensor outfitting of the
vehicles were insufficient for such an approach this idea was discarded and focus
was instead put on longitudinal control.
With this in mind, two different strategies are tried out in a simulation envi-
ronment and later implemented and tested on the real model vehicles. Both control
strategies will be based on cascade controllers where each vehicle is controlled by
an inner speed controller connected to an outer distance controller. First a decen-
tralised heuristic feedback controller will be utilised as distance controller followed
by a centralised model-based feedback controller.
7.1 Theory
Here the theory of the different controllers is explained and the software used for
solving linear MPC problems is also briefly discussed.
7.1.1 PID Feedback Control
The PID feedback controller consists of three parts, the P-part being a proportional
gain of the control error, the I-part being an integrator of the control error and fi-
nally the D-part being the derivative of the control error. The final controller can be
described by,
gPID(t) = KPe(t)+KI
∫ t
0
e(τ)dτ+KD
de(t)
dt
(7.1)
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where KP is the proportional gain, KI the integral gain, KD the differential gain and
e the difference between the control reference and the actual output [Åström and
Murray, 2008].
In order to use the controller successfully in this project some of the unwanted
effects of the controller have to be known. In the case of this project the main issue
of the controller is wind-up. This effect originates from the integral part of the con-
troller and is caused, mainly, by limitations of the actuator. There are three typical
examples of windup in this system, the first is when the rise time of the system is
slow, in this case the integral error grows larger and once the system has reached its
desired value the integral part will be too big and cause the system to overshoot. The
second problem could be that a physical limitation of the system is reached, e.g, the
reference speed is higher than the top speed of the system. In this case the integrator
will keep incrementing until a reference change occurs, then the change may not
be as fast as it should be since the integral part first has to be decremented. Finally,
there is the case of load disturbances. In the case of this project a typical example is
the wheels turning or the surface changing, introducing a load and thus increasing
the integral error. Once the load is removed from the system an overshoot occurs
and the controller shows an undesirable behaviour.
The easiest way to prevent this problem would be by not using the integral part,
this would, however, lead to stationary errors in the control, therefore some method
of preventing windup has to be used. Looking into how windup is countered in the
Simulink PID-controller two methods are available, clamping and back-calculating
[MathWorks, 2013]. The first method, clamping, stops the integral from growing
if the control signal is saturated and the integrator input and control output have
the same sign, integration is resumed once the signs are different or the controller
output is no longer saturated. The second method, using back-calculation consist
of calculating the difference between the desired control signal and the saturated
value. By multiplying this with a feedback gain Kaw and adding it to the integrator
windup is achieved.
Another problem that should be mentioned in PID controllers is noisy mea-
surements giving an undesirable behaviour of the D-part. This problem is usually
solved by introducing a filter of the derivative part. As this project only utilises P-
and PI-controllers this will not be further discussed.
7.1.2 Model Predictive Control
Model Predictive Control (MPC) is, as the name states, a predictive and model based
control strategy [Johansson, 2011]. MPC solves control problems by minimising an
optimisation problem, taking the system model into account, over a fixed number
of samples, called the prediction horizon Hp. This is done by choosing the optimal
control input u(k), {k ∈ N|0 ≤ k ≤ Hc} where Hc is the control horizon, i.e., the
amount of samples where the control signal is allowed to change.
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In order to control the system,
x(k+1) = Ax(k)+Bu(k)
y(k) =Cx(k)+Du(k)
(7.2)
where it is desired that the output y has a certain value r a cost function is chosen,
J =
Hp
∑
k=1
(y(k)− r)T Qy(y(k)− r)+
Hp
∑
k=1
(y(k))T Qu(u(k)) (7.3)
where,
y(k+1) =
{
C(Ax(k)+Bu(k))+Du(k+1) if 0≤ k < Hc
C(Ax(k)+Bu(Hc))+Du(Hc) if Hc ≤ k ≤ Hp (7.4)
Here Qy and Qu are weighting matrices for the control error y(k)− r and the control
signal u(k). This weighting matrix is a diagonal matrix that makes it possible to
give each variable in the cost function a weight, thus making some outputs more
important to control than others. This can also be of great use as the optimisation
problem may also include input signals as the example above. These weighting
matrices then allows to weight control effort to system offset. Adding to this, MPC
also allows to set constraints on the variables. This allows for limitations on the
control signal to account for saturations, putting a limit on a given state to avoid
control signals entering an infeasible state, etc.
When MPC is used for control the optimisation of the problem stated above is
performed for all steps stated by the horizons Hp and Hc. Then all calculated values
except the ones calculated for the first step of Hp and Hc are discarded. This is
done at every controller update making sure that the controller update is part of an
optimal sequence.
Finally, it can be noted that when an MPC has no constraints and Hp = Hc = 1
it will take the form of an LQ controller.
7.1.3 CVXGEN
Looking at the MPC controller structure it is clear that as the complexity of the
problem grow, that is more states are introduced, horizons extended, constraints
increase etc, the computational effort to solve the problem also increases. In order
for the controller to work properly, there are deadlines that have to be met. If a
system is to be controlled at a given interval ∆k seconds, the control signal has
to be calculated in less than ∆k seconds, else the controller will fail. In order to
solve the control problem as fast as possible suitable software had to be found. As
a linear MPC problem is a quadratic program, a suitable tool for solving this had to
be found.
CVXGEN is an online tool, developed by Mattingley & Boyd at Stanford Uni-
versity, where a convex problem, such as a MPC problem, can be stated. The online
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tool then generates C-code that can be downloaded and compiled to solve the con-
trol problem [Mattingley and Boyd, 2012]. This tool has the benefit of solving large
enough problems in very short time and is, in the authors experience, easy and in-
tuitive to use.
What is important to know about the tool is that it is not open source and it
requires a license to use. The tool is also currently in beta so there are no guarantees
that it would work. Concerning licensing in this project an academic license is used,
thus the parts using CVXGEN can not be used commercially unless the CVXGEN
license is extended.
Finally it should be mentioned that there are several other tools to solving
quadratic program problems, but since CVXGEN is able to solve the problem fast
enough and is flexible enough to use on an ARM-based system, no further search
and evaluation of quadratic program solvers was motivated.
7.2 Controller Design
7.2.1 Controller Structure
Looking at the problem description, the distance between the vehicles is to be con-
trolled. The controllable system inputs are the voltages to the motor, being fed to
each vehicle in the platoon. There are also several limitations on the platoon, such
as a limited maximum speed allowed and the fact that the distance between two
vehicles can never be negative.
Based on the fact that the platoon itself is a multiple-input multiple-output sys-
tem, also known as a MIMO-system, and that there are a different constraints on it
suggests that MPC would be a good control strategy. Using MPC with CVXGEN
do however require a good and linear model over the entire area of operation, this
would be a problem as the process itself is strongly influenced by friction, which is
highly non-linear.
There are some ways to solve the problem of the non-linearities, one could apply
a gain scheduling algorithm on the system where the model changes based on where
in its operational area it is. Another method could be by adding friction cancellation
feedback transforming the non linear system into a new linear system. In the first
case of using gain scheduling the MPC performance would decrease depending on
its range of operation, thus not guaranteeing that the controller will work properly.
In the second design, where feedback is used to cancel out the non-linearities, a
suitable model of the friction has to be created, as creating a model of the friction is
deemed to be outside the scope of this project this solution is also ruled out.
As the model accuracy is considered to be too big of a problem to be used for
MPC, a different design approach was considered. Separating the velocity control
and distance control, where each vehicle has an internal controller regulating its ve-
locity as well as a centralised controller regulating distance by deciding a set-point
for each vehicles velocity. By applying this design strategy to the system, an MPC
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controller can be used to decide set-points, then each vehicle has its own internal
velocity controller that can have a simpler structure, such as a PID controller.
In addition to the cascading design with an internal PID and external centralised
MPC, an attempt where the centralised MPC is replaced by a decentralised feed-
back controller is made. Both control strategies will be implemented and tested in
Simulink as well as on the real vehicles.
7.2.2 Internal speed control
As stated earlier the velocities will be controlled using a feedback loop with a PID-
controller. Designing the controller consist of tuning its parameters, and this could
be done in a few different ways. First an analytic approach could be taken, where
the closed loop system is formed and parameters are tuned to achieve satisfactory
transfer functions. Another way could be using experimental methods such as the
Ziegler Nichol’s method [Åström and Murray, 2008].
When designing the controller in this project an intuitive design approach was
taken towards the velocity controller. As the speed of the vehicle typically can be
seen as a first-order system, given that the friction is somewhat constant, a PI-
structure of the controller was deemed to be the best structure. Following this de-
cision a Simulink model with the identified system model from (6.49) was created
with a PI controller attached. Here the P and I parameters were tuned in an experi-
mental fashion to get the desired step responses where the step values were around
0.5 m/s and below.
Once the parameters were found for the model they were tested on the real
vehicles. Here the vehicles were first tested with their wheels lifted off the ground
in order to do a first retune of the earlier found parameters. Once a satisfying result
was found, the vehicles were tested running on the ground and parameters were
retuned again to get good step responses.
As earlier stated it was decided to use a PI controller for the speed control. Since
this introduce the windup issue this also had to be addressed in the controller design.
Earlier mentioned there are three different cases in the controller where windup
occurs. In both the case of the load disturbance and the too high reference value,
windup originates from the saturated actuator. Here the proposed solution is to limit
the integral part of the controller so that it will not be allowed to grow further if the
actuator is saturated. In the final case where the integral would grow too large as the
system response is too slow this may have two origins, the first being a saturated
actuator that can not accelerate the system any faster and the second being too little
proportional gain in the controller. The second issue is simply a matter of poor
controller design and will therefore result in considering a controller redesign while
the first is the same problem as the system trying to operate outside its limitations.
In order to determine the anti-windup structure, simulations were performed
comparing back-calculating, clamping and no anti-windup [MathWorks, 2013]. By
comparing step responses in the three cases the best strategy was chosen. When
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Figure 7.1 Comparison of different anti-windup strategies, the coefficient in back-
calculating is set to 0.8. Not that the best performance is given by the back-
calculating algorithm as it has a faster response than clamping but no overshoot as
the system without anti windup.
running these simulations the vehicle model described in (6.49), where the friction
coefficients use the on-ground parameters and the inertia was considered to be af-
fected by a vehicle weight of 2 kg. The controller was set to have a KP = 20 and
KI = 10. The results are shown in Figure 7.1, and based on these comparisons back-
calculating are used in the vehicle controllers.
Finally, another extension was made to the controller when migrating to the real
vehicles. Here the controller was extended to have two degrees-of-freedom, where
the second controller is an offset to the input voltage depending on the desired speed
in order to compensate for the friction in the system, that would, in steady state, be
handled entirely by the integrator in the feedback loop. This offset was found by
trying to analyse the steady state input voltage at given speeds and form a linear
feed-forward function of the desired speed.
7.2.3 Centralised MPC
Before designing the controller, similar cases were studied. In an earlier project
done at Scania, described in [Kemppainen, 2012], MPC was tested on simulated
full-scale trucks. Here it is clear that given that the computations can be done fast
enough, and that necessary data is available, a centralised structure will outperform
a decentralised structure. As the local wireless network has a high success rate on
transferring data, and CVXGEN solves the optimisation problem fast enough, the
centralised MPC was preferred in this project. What was also different in that case as
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Figure 7.2 Block diagram showing a controlled vehicle. In this figure r is the refer-
ence speed, e is the speed error, u is the control signal in the range 0-7.2 V, d are load
disturbances including the friction, y is the output speed, w is measurement noise, z
is noise corrupted speed measurements, C(s) is the controller and P(s) is the linear
representation of the vehicle.
opposed to this project is that the system model also incorporates the vehicle motor
and drivetrain dynamics. This was excluded in this project as this was considered to
be too hard to model properly, and it would cause the MPC problem to grow, risking
a too large set of calculations to be performed.
The first step in designing the MPC was to establish a model of the process, in
this case the distance model of the platoon derived in (6.50) with N chosen to be 2
in the case of the real vehicles, in simulations attempts are also made with N = 3
and N = 5.
Next the cost function to be minimised was to be found. First the distance be-
tween vehicles were the main objective of this controller and the distance is given
by each state of the model, thus forming the cost function,
J =
Hp
∑
k=0
(x(k)−Dre f )T Q1(x(k)−Dre f ) (7.5)
where Q1 = q1I meaning that each state are weighted equally with a factor q1 and
Dre f is the reference distance between the vehicles. Next the velocity of the vehicles
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need to be set at desired values extending the model to,
J =
Hp
∑
k=0
(x(k)−Dre f )T Q1(x(k)−Dre f )+
Hc
∑
k=0
(u(k)− vre f )T Q2(u(k)− vre f ) (7.6)
where Q2 = q2I, that is the velocity offset of each vehicle is considered equally
important and vre f is the velocity reference for each vehicle in the platoon.
With the cost function derived the next step is to introduce the necessary con-
straint of the system. First, look at the speed of the vehicles, in order to make the
model vehicles act closer to real conditions a maximum speed is set corresponding
to the speed limit that a real road would have. Adding to the maximum speed re-
striction a limitation of the speed was also introduced, as the current configuration
does not allow the vehicles to move backwards. Next, the controlled vehicles have
limitations on their speed controllers, where the controlled system had to be able to
reach the desired speed fast enough, therefore a constraint was set on the difference
between two speed steps. Finally the distance had to be addressed, a distance of
zero or less would correspond to a crash, which is not acceptable. Based on this a
distance constraint was set requiring the distance to be longer than zero at all times.
With these design choices, the resulting MPC problem was,
Minimize
J =
Hp
∑
k=0
(x(k)−Dre f )T Q1(x(k)−Dre f )+
Hc
∑
k=0
(u(k)− vre f )T Q2(u(k)− vre f )
Subject to
x(k+1) = Ax(k)+Bu(k), {k ∈ N|0≤ k ≤ Hc}
x(k+1) = Ax(k)+Bu(Hc), {k ∈ N|Hc < k < Hp}
u(k)≤ vmax, {k ∈ N|0≤ k ≤ Hc}
u(k)≥ vmin, {k ∈ N|0≤ k ≤ Hc}
|u(k)−u(k+1)| ≤ vdi f f , {k ∈ N|0≤ k < Hc}
x(k)≥ Dmin, {k ∈ N|0≤ k < Hp}
(7.7)
where Dre f and vre f are the reference signals, vmax is equal to vre f , Dmin and vmin
are set to 0 and vdi f f is set to 0.2. The A and B matrices are given by the system
described in (6.50) with N set to 5 and h set to 0.5. The CVXGEN problem descrip-
tion in the case of N = 5 can be found in figure 7.3. Here it should be mentioned
that a new variable, u_unit, was introduced, which corresponds to the actual ve-
locity at each time instance. This was necessary to be able to relate the acceleration
constraint to the real process.
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dimensions
m = 2; # Input count
n = 1; # State count
H_p = 12; # Prediction horizon
H_c = 10; # Control horizon
end
parameters
A (n,n) diagonal # A matrix
B (n,m) # B matrix
Q1 (n,n) psd diagonal # Distance reference deviation cost
Q2 (m,m) psd diagonal # Velocity reference deviation cost
D_ref (n,1) nonnegative # Distance reference values
v_ref (m,1) nonnegative # Velocity reference values
u_init (m,1) nonnegative # Velocities at t = -1
x[0] (n,1) nonnegative # Distances at t = 0
v_diff (1,1) nonnegative # Maximum acceleration
v_max (1,1) nonnegative # Maximum velocity
end
variables
x[t] (n), t=1..H_p+1
u[t] (m), t=0..H_c
end
minimize #Minmise the control error and speed difference
sum[t=0..H_c](quad(x[t]-D_ref,Q1) + quad((v_ref - u[t]),Q2))
+ sum[t=H_c+1..H_p](quad(x[t]-D_ref,Q1))
subject to
x[t+1] == A*x[t] + B*u[t], t=0..H_c # Update rule for the states
x[t+1] == A*x[t] + B*u[H_c], t=H_c+1..H_p # Update rule for the states
u[t] >= 0, t=0..H_c # Do not allow velocities to be negative
u[t] <= v_max, t=0..H_c # Do not allow the speed above the max speed
abs(u[0]-u_init) < v_diff # Limit acceleration of the control signal
abs(u[t-1] - u[t]) < v_diff, t=1..H_c # Limit acceleration
x[t] > 0, t=1..H_p # Do not allow the distance to be less than 0
end
Figure 7.3 The CVXGEN problem formulation.
72
7.2 Controller Design
7.2.4 Decentralised heuristic feedback control
The second control strategy attempted on the platoon was decentralised control us-
ing a heuristic feedback controller.
Looking at the distance between two vehicles it can be described as a system
where the distance is the output and the velocity, or speed in this simplified case,
of the leader vehicle and following vehicle are inputs. A general case of a platoon
described in this fashion can be found in (6.47). Intuitively it is clear that there is a
strong coupling in this system as the speed of vehicle 2 to N-1 will be both leader
and follower in the platoon, thus affecting both the distance to the vehicle in front
and to the one behind. In order to control such a platoon the most simple design
approach was adopted, assuming that the vehicle in front can not be controlled, and
make every vehicle focus to keep its distance to the vehicle in front of it.
The controller takes the measured distance and together with the reference dis-
tance calculate a desired relative speed between the vehicles. Then the relative speed
is added to the speed of the leader and this is sent to the internal speed controller.
The desired speed is, in the discrete form, described by,
vre f :n(k) = Kp(Dn−1,n(k)−Dre f (k))+ vn−1(k) (7.8)
where vre f :n is the desired speed of vehicle n, Kp is the error gain, Dn−1,n is the
measured distance between vehicle n and n−1, Dre f is the desired distance, k is the
sampling time and vn−1 is the speed of the vehicle in front.
Here a suitable value was to be given Kp. A higher gain would lead to a faster
convergence but there is also a risk that a too high Kp would result in a collision,
therefore a limit had to be put on Kp to ensure that the relative speed does not
become large enough to make the vehicles collide. A collision is risked when the
relative speed, during one sampling interval, is higher than the relative distance
according to,
hKp(Dn−1,n(k)−Dre f (k))≥ Dn−1,n(k) (7.9)
where h is the sampling time. From here it is clear that this is only a risk if the refer-
ence distance is smaller than the actual distance, and the smallest possible reference
distance in the system is 0.1 m. By finding a Kp guaranteeing that no crash would
occur at this reference all other distances are also guaranteed as the left hand side
has its greatest value at the smallest reference distance. Following this it can be seen
that as long as hKp ≤ 1 a crash would not occur, resulting in Kp ≤ 2 for h = 0.5 s.
Finally this value requires a perfect environment to work properly. To ensure that
the system would be less sensitive to noise, and other errors, the gain was divided
by a factor ten.
The final design choice made in this controller was to add a saturation to the
relative speed gain of 0.1 m/s in order to avoid the vehicles to travel too fast and
become hard to steer. The control structure for vehicle 2 to n is found in Figure 7.4
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-1
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C(s) P(s) s⁻¹D_ref
V_leader
D_out
Figure 7.4 System description of a cascade controlled vehicle in the platoon. In
this Figure Dre f is the desired distance, vleader is the speed of the vehicle in front,
Dout is the output distance of the system, C(s) is the distance controller and P(s) is
the controlled vehicle.
7.3 Controller Evaluation
In order to get as good performance as possible a few issues were addressed in
both controller structures. As an attempt to get the controllers to perform as good as
possible a set of error sources were identified and listed below:
Measurement offsets
When measuring the speed of the different vehicles, measurements are per-
formed on a wheel in the gearbox, resulting in several uncertainties regarding
the measured speed. The measured speed in the gearbox is translated into
the forward velocity of the vehicle using knowledge of the vehicle drivetrain.
Here, such errors as slightly different wheel diameters and wheels slipping
would result in measured speed being different from actual speed.
Measurement noise
Neither the speed or distance measurements were perfect as they are done
digitally resulting in a limited measurement resolution. There are also physi-
cal uncertainties, the alignment of the Hall magnets may not be perfect as an
example.
Process limitations
74
7.3 Controller Evaluation
In both cases the speed is used as a control variable. In a perfect world the
reference and output would be identical at all times but because of limitations
on input power, inertia, friction, etc., this is not possible; therefore this is an
issue when controlling the distance.
Communication errors
As the vehicles are communicating data necessary to calculate the control
signals wirelessly there is a risk of losing communication and no guarantees
that all vehicles will have the latest data.
Model errors
Most of the design is done with calculated models of the real vehicles. As the
models are simplifications of the real vehicles the response to a control signal
may be different on the real process than in a simulation.
Attempts were made on minimising these error sources, and they are described
in the subsections below. After minimising the effect of these issues they will be
used to evaluate the performance of the two controller structures in order to find
which one would have the most desirable behaviour.
7.3.1 Measurement Offsets
The first issue addressed was the measurement offset in the speed. This type of error
can come in two forms, constant and proportional. In the first case there will be a
constant error between measured and real speed and in the second case the error
will be proportional to the speed. In the case of all vehicles in the platoon having
the same error this would not result in too significant problems given that they are
close to the same speed. In the case of each vehicle having a different error the
problem would, however, be bigger.
In order to solve this problem, online estimation of the offset has to be made.
Before designing the estimator it should be noted that the case of a constant offset
can be described as a proportional offset, where the constant differs depending on
the speed of the system. Usually these kinds of systems are estimated by recursive
modifications of estimation algorithms such as least-squares or PEM as described
in [Jakobsson, 2013].
In order to design an offset estimator all vehicles have to agree on which vehicle
to use as a reference. As earlier stated the offset from the real value is negligible and
therefore the leader was chosen to be the reference. Next, the real speed of vehicle
n is given by,
vreal:n = Kn× vmeasured:n (7.10)
where Kn is the time-varying proportional gain, vreal:n the real speed of vehicle n and
vmeasured:n the measured speed at vehicle n. Following this, (6.32) can be described
in discrete time as
Dn,n−1(k) = Dn,n−1(k−1)+h(vreal:n−1(k)− vreal:n(k)) (7.11)
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where Dn,n−1 is the distance between vehicle n and n−1 and h is the sample time.
By combining (7.10) and (7.11) it is possible to describe ∆Kn as
∆Kn(kh) =
Dn,n−1(kh−h)−Dn,n−1(kh)+hvreal:n−1(kh)
hvmeasured:n(kh)
(7.12)
where ∆Kn(kh) is the unfiltered constant at sampling instance k. As each measured
instant may be affected by noise, the estimates should be filtered to reach a stable
estimate of the speed offset. As the offset may vary depending on operational con-
ditions it is preferable to trust more recent measurements more than older and the
filter introduced will weight old measurements to the newest one with a factor λ .
This results in the estimator,
Kn(kh) = λKn(kh−h)+(1−λ )∆Kn(kh)
Kn(0) = 1
(7.13)
where λ is a weighting factor between 1 and 0 where a smaller λ gives a faster
convergence but a higher noise sensitivity. Where λ = 1 means that no trust is put
on the measurements and only the initial value is propagated at all times. Finally
the estimator can be described as,
Kn(kh) = λKn(kh−h)+(1−λ )∆Kn(kh)
∆Kn(kh) =
Dn,n−1(kh−h)−Dn,n−1(kh)+hvreal:n−1(kh)
hvmeasured:n(kh)
vreal:n(kh) = Kn(kh)vmeasured:n(kh)
Kn(0) = 1
K1 = 1
(7.14)
where K1 is the initial gain.
7.3.2 Measurement noise
The second issue to address was the noise of the speed and distance measurements.
In both cases the noise was considered to be Gaussian white noise, that is a zero
mean noise with equal power at all frequencies. Effort has been put into the sen-
sors to minimise the noise acting on the signals but it is not possible to eliminate
completely. What can be done in the controller structure is to filter the measured
input through a low-pass filter thus further minimising the effect of high frequency
signals, leaving the lower frequency measurement data less contaminated by noise.
As the outer controllers are running on a frequency of 2 Hz, the filter output will be
the mean of all measurements taken in one sample instance. This would introduce
some lag of the speed measurements to the distance controllers but this trade off
was considered to be worth it.
Apart from this solution, noise will be a limiting factor of a working system,
therefore experiments were made in the simulation on what limitations has to be
put on the noise characteristics in order for the system to still work.
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7.3.3 Process limitations
The third issue to address was the limitations on the controller induced by the inter-
nal control system of the vehicle. Such that the distance controller was designed, it
calculates the desired speed of each vehicle. In the optimal case the vehicles should
be at reference speed at all times with an instantaneous response to any step changes
made by the controller. This is not the case as limitations in the vehicles will lead to
delays in reaching the reference speed, stationary errors, etc.
The MPC structure can handle several of these errors as constraints can be intro-
duced, removed and modified, ensuring that unreachable and problematic reference
values are avoided. The challenge here is to identify these limitations and create a
system able to handle them. Another major problem here is that the models used
for simulations are not complete enough to handle the different error cases. Run-
ning the real vehicles it has been observed that the surface affects the performance.
The weight also seemed to affect the vehicles, not only by increasing its inertia but
increased friction and higher break-away force necessary were also observed.
In order to get an understanding of the limitations of the different controllers, a
simplified model of the vehicles were created where they were considered second
order systems with transfer function,
ω2
s2+2ζωs+ω2
(7.15)
where ω is the system bandwidth and ζ the dampning factor. By alternating the
dampning factor and the bandwidth it is possible to try the effect of poorly damped
systems and varying settling time. This will be used to determine what conditions
are necessary for the controller to work properly.
Finally, the issue of a lagged speed response need to be addressed. This will be
examined by adding a delay to the output speed on the non linear model presented
in Chapter 6.
7.3.4 Communication errors
The fourth issue addressed was communication errors between vehicles. As earlier
stated, the vehicles are communicating their states wireless between each other. As
discussed in Chapter 4 this leads to uncertainties about the state of the vehicles
and the control may suffer, as vehicles do not have the latest values for solving the
control problem.
What can be done from a control perspective is to try to estimate the data of
the other vehicles if updated data is unavailable. There are, however, limitations on
what can be determined through estimation models as a vehicle only has a limited
amount of data available through measurements. As each vehicle measure its own
speed and distance to the vehicle in front, only the speed of the vehicle in front can
be calculated. This would be sufficient in the case of the decentralised feedback-
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Figure 7.5 Upper: Distance and reference between three vehicles in a feedback-
controlled platoon with communicated data. Lower: The same settings as in the up-
per plot, but with estimated rather than communicated data.
controlled model but recreate all necessary information given a total communication
loss in the MPC-based platoon.
In order to calculate the speed, the discrete distance/speed relationship from
(7.11) is used and the speed of the vehicle in front can be extracted by modifying
the relation to
vreal:n−1(kh) =
Dn,n−1(kh)−Dn,n−1(kh−h)
h
+ vreal:n(kh) (7.16)
Just as in the case of the measured speed, the estimated speed is calculated at an
interval of 0.1 s and then filtered through a low-pass filter extracting the mean of
the five latest values.
This system was applied to a platoon of three vehicles using the P-controller and
the results are shown in Figure 7.5. As this estimator would not guarantee enough
data, the MPC case is not evaluated with the estimator. However, a validation of the
MPC performance will be done by applying varying time delays in the available
data; also random data loss will be simulated.
7.3.5 Other evaluation parameters
Apart from these specific issues, a comparison of the different controllers was also
made, where the system behaviour will be compared with respect to the following
parameters.
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Reference tracking
How well the system follows a reference change; this could be both a change
of distance and a change of platoon reference speed.
Control signal
How well the control signal behaves. If the outer controller would supply
oscillating speed references to the inner controller this would affect the ride
comfort in a real vehicle. Also, too aggressive acceleration and deceleration
would be uncomfortable and could be wasteful in an energy consumption
perspective.
Speed restrictions
In the case of a real platoon, the vehicles have to follow the speed limit of
the road they are driving on. Here an evaluation on how well the vehicles can
follow speed limits without driving unnecessarily slow will be evaluated.
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Results
In this chapter, the results from the various experiments made are presented. The
chapter is divided into two parts, where simulation-based results are shown first
followed by experimental results on the real process.
8.1 Simulation results
In this section the different experiments performed in the simulation environment
are presented. Each different type of test are divided into subsections to make it
easier for the reader to get an overview.
8.1.1 General Tests
Results from running two, three and five vehicles in a platoon with noise added to
the distance and speed measurements , but no other disturbances, can be seen in
Figure 8.1 where a heuristic feedback controller is used, and in Figure 8.2 in the
MPC case. Next the speed reference output from the controller is shown for each
control structure in Figure 8.3 and Figure 8.4.
The total energy consumed in the different platoon structures was also estimated
by summing the integrated product of the input voltage and the state representing
the current through the motor. This test produced near identical values with no sig-
nificant difference.
In an attempt to quantify the performance histograms of the absolute control
error was plotted for the two vehicle set-up in Figure 8.5 and for the five vehicle
set-up in Figure 8.6. Note that for five vehicles the total distance error is the sum of
the absolute error of all distances. The reason is that summing up the non-absolute
errors may decrease the total error depending on their sign.
8.1.2 Noise Sensitivity Tests
Comparing the two structures with regard to noise sensitivity, two experiments were
carried out. First a simulation of three vehicles with a noise σ2 = 0.01 is shown in
Figure 8.7 and then with σ2 = 0.07 in Figure 8.8.
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8.1.3 Offset Tests
Table 8.1 Speed offsets in a platoon
n Kn, where vreal:n = Knvmeasured:n
1 1
2 1.053
3 0.909
4 0.98
5 1.064
Next the results from experiments with estimated offset on the measured speed
were done. Here the offset was set according to Table 8.1.3 and the results where
no compensation is applied are shown in Figure 8.9. Then a filtered estimator was
applied according to (7.14), where λ was set to 0.05 and the results are shown in
Figure 8.10. Performing the same experiments on the heuristic feedback-controlled
system provided similar results and are therefore not shown here.
8.1.4 Communication Tests
In order to determine the system performance depending on the quality of the wire-
less communication test were ran with a MPC platoon of five vehicles with different
levels of communication loss. The results are shown in Figure 8.11
8.1.5 System Behaviour Tests
Finally, an evaluation of the controller performance with regard to the vehicles be-
haviour in terms of bandwidth, dampning and delay were made.
Here different models of the platooning vehicles were tested in which the sys-
tem bandwidth and dampning were varied to test how system characteristics would
affect controller performance. The results in a MPC platoon can be seen in Figure
8.12, where the bandwidth ω was set to 2 and Figure 8.13 where ω was set to be 1.
The same values are then used again in Figure 8.14 and Figure 8.15, but in this case
with a feedback controlled system.
In Figure 8.16 and 8.17 a heuristic feedback controlled and a MPC controlled
platoon of five vehicles are shown where a delay in the vehicles is simulated.
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Figure 8.1 Upper: Distance in a platoon of two vehicles. Middle: Distance in a
platoon of three vehicles. Bottom: Distance in a platoon of five vehicles. Heuristic
feedback control used in all cases
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Figure 8.2 Upper: Distance in a platoon of two vehicles. Middle: Distance in a
platoon of three vehicles. Bottom: Distance in a platoon of five vehicles. MPC used
in all cases.
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Figure 8.3 Upper: Speed in a platoon of two vehicles. Middle: Speed in a platoon
of three vehicles. Bottom: Speed in a platoon of five vehicles. Heuristic feedback
control used in all plots.
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Figure 8.4 Upper: Speed in a platoon of two vehicles. Middle: Speed in a platoon
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Figure 8.5 Histogram over the control errors depending on control strategy, two
vehicles simulated. Upper plot shows the heuristic feedback platoon and the lower
shows the MPC platoon.
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Figure 8.6 Histogram over the absolute control errors in the range of 0− 5 cm
depending on control strategy, five vehicles simulated. Upper plot shows the heuristic
feedback platoon and the lower shows the MPC platoon.
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Figure 8.7 Top: MPC controlled platoon, σ2 = 0.01. Bottom: Heuristic feedback
controlled platoon, σ2 = 0.01.
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Figure 8.8 Top: MPC controlled platoon, σ2 = 0.07. Bottom: Heuristic feedback
controlled platoon, σ2 = 0.07.
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Figure 8.9 Top: MPC controlled platoon with no speed offsets and no compensa-
tion. Bottom: MPC controlled platoon with speed offsets according to Table 8.1.3
and no compensation.
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Figure 8.10 Top: MPC controlled platoon with no speed offsets and a running
compensator. Bottom: MPC controlled platoon with speed offsets according to Table
8.1.3 and a running compensation.
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Figure 8.11 Top left: MPC controlled platoon, no data loss. Top right: MPC con-
trolled platoon, 50% data lost. Bottom left: MPC controlled platoon, 85% data lost.
Bottom right: MPC controlled platoon, 90% data lost.
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Figure 8.12 Top: MPC controlled distance where ω = 2 and ζ = 0.19. Middle:
MPC controlled distance where ω = 2 and ζ = 0.5. Bottom: MPC controlled dis-
tance where ω = 2 and ζ = 5.
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Figure 8.13 Top: MPC controlled distance where ω = 1 and ζ = 0.42. Middle:
MPC controlled distance where ω = 1 and ζ = 0.5. Bottom: MPC controlled dis-
tance where ω = 1 and ζ = 3.
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Figure 8.14 Top: Feedback controlled distance where ω = 2 and ζ = 0.19. Mid-
dle: Feedback controlled distance where ω = 2 and ζ = 0.5. Bottom: Feedback con-
trolled distance where ω = 2 and ζ = 5.
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Figure 8.15 Top: Feedback controlled distance where ω = 1 and ζ = 0.42. Mid-
dle: Feedback controlled distance where ω = 1 and ζ = 0.5. Bottom: Feedback con-
trolled distance where ω = 1 and ζ = 3.
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Figure 8.16 Top: Heuristic feedback controlled distance with no delay. Middle:
Heuristic feedback controlled distance with a 0.5 s delay. Bottom: Heuristic feedback
controlled distance with 1 s delay
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Figure 8.17 Top: MPC controlled distance with no delay. Middle: MPC controlled
distance with a 0.5 s delay. Bottom: MPC controlled distance with 1 s delay
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In this section the results from running experiments on the physical vehicles are
presented. The first part deals with the cruise control implemented and the second
part display results from the distance control on a two-vehicle platoon.
8.2.1 Cruise Control Tests
The first test done was to control the speed of a single vehicle. Here a number of
short runs were performed and after tuning the controller the resulting 2-DOF con-
troller had a PI controlled feedback loop where P= 10 and I = 3.5, the feedforward
part had the structure of u1(k) = 2.3−0.85r(k). The resulting reference tracking of
the controller can be seen in Figure 8.18.
8.2.2 Distance Control Tests
The second test on the physical vehicles was to assess the platooning performance
with two vehicles. Here the same speed controllers were used at both vehicles as the
ones used in Figure 8.18. The feedback error gain parameter was set to 0.1 and the
results can be seen in Figure 8.19. The results of a MPC controlled platoon can be
seen in Figure 8.20 where the weight on the distance is set to 1 and the speed weight
is set to 8. The maximum acceleration is set to 0.2m/s2, the maximum speed is the
same as the reference speed which is 0.2 m/s in this case and the control interval is
set to 2 Hz.
Finally a comparison of the two strategies can be seen in Figure 8.21, where the
histograms of the control error for both strategies are shown. It should be noted that
the number of samples in the heuristic feedback case is higher.
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Discussion
In this chapter the results presented in Chapter 8 are discussed. This chapter is
divided into two parts, first analysing the results from the simulation experiments
followed by the experiments performed on the physical set-up.
9.1 Simulation Results
Start by looking at Figures 8.1 and 8.2 the platoon behaviour seem to be quite simi-
lar for a few vehicles and then change somewhat when the number of vehicles in the
platoon is increased. Further, by looking histograms of the control errors in Figure
8.5 and 8.6 it is hard to tell the two different strategies apart. In the five vehicle
platoon the total error tends to be slightly smaller in the case of a MPC controller.
Looking at the two vehicle platoon no difference can be told in control error perfor-
mance.
Another interesting part of the control behaviour are the output signals from
the MPC and heuristic distance controller. In Figure 8.3 and 8.4 these signals are
presented and the difference in behaviour between platoon structures are clear here.
By looking at the plots for a five vehicle platoon, the heuristic feedback only change
its control signal in one direction, where it, at some instances, are decreased to zero
and thus putting vehicles to a complete halt. This behaviour is not present in the
MPC platoon as this algorithm penalises the deviation of the control signal from its
desired value.
Furthermore, as the reference distance is decreased, a saturation has been put on
the control signal as to simulate the condition of a limited top speed. This causes a
delay in reaching the reference distance, that is propagated throughout the platoon.
The more vehicles in the platoon, the more they are delayed. In the MPC platoon this
is prevented as it allows the vehicles in front to lower their speed, thus eliminating
this wave behaviour. This behaviour would further decrease the performance of
the platoon as the vehicle dynamics changes when they are still due to the stiction
present.
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Next, it is looked into how the different control strategies handle different kinds
of disturbances and process limitations. First, there is the case of measurement noise
where noise has been added to the measurement with standard deviations σ = 0.01
in Figure 8.7 and σ = 0.07 in Figure 8.8. Here it can be seen that in the first case
the system operates reasonable well, the second case still works to some point,
but the ride comfort would be affected if this was real vehicles. Even though no
collision has occurred in this simulation the distance gets dangerously close to 0 at
certain times. What should also be noted here is that in the real model vehicles the
measurement noise is about the same as in the case of σ = 0.01.
Another disturbance that is likely to occur is communication errors. These ex-
periments were only done in the MPC case, as earlier attempts to design some sort
of speed estimator in the feedback case showed that it could handle the communica-
tion loss case well. Looking at Figure 8.11 one can observe that the system behaves
the same at 50% data lost as it would with lossless communication. Next, a change
in behaviour is seen at 85% data lost, and in the case of 90% lost data the oscil-
lations become so bad that the vehicles would collide with each other. Comparing
these numbers to earlier system evaluations a packet loss of roughly 1% has been
observed in the real system. With this high margin it is believed that the communi-
cation would not be a problem in the platoon. It could, however, be a problem on
real lorries as distances increase and the communication strategies differ from those
of a regular local WLAN.
The last part addressed in the simulations was model errors. First, the problem
of the speed measurements being incorrect due to different wheel dimensions and
similar errors were addressed. Here a method of estimating and filtering the speed
was proposed and tested. As as is shown in Figure 8.9 the distances with wrong
speed measurements will not be correct. The results of the same systems running
with the filtered estimator are shown in Figure 8.10. The results show that the errors
are gone once the estimates have converged, the drawback of this method is that it
adds an error at the start before the estimates are found, even in the case of no offset
being present. This is, however, not considered to be any problem, given that the
settling time is less than a minute in a system that ideally is to operate for several
hours. The settling also does not seem to introduce any dangers of vehicles getting
too close to each other.
The final model error that was addressed is the response to speed changes. When
comparing the responses in the MPC case shown in Figure 8.12 and 8.13 to those
of the feedback controller in Figure 8.14 and 8.15, it can be seen that the feedback
controller has a higher tolerance to uncertainties in the speed controller. The same
can be said when looking at time delays in the system, where the feedback controller
shows a higher tolerance for a delayed response of the vehicles speed. This is no
surprise as the MPC strategy puts more requirements on a correct model to work.
It should be mentioned here that none of the controllers were retuned in any of the
tests and by changing parameters in the MPC problem formulation the response
quality could be increased when the vehicle speed model is changed.
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Looking at the first results of the vehicle speed control, found in Figure 8.18, it is
clear that there is still nonlinear behaviour present in the controlled system. This is
believed to rise from the relatively high friction in the system, as well as a limitation
in the physical system on where the transistor used to control the motor is limited
to a current of 15 A, based on simulation data the system would prefer to operate
at a higher current. Adding to this that is an obvious lag present in the controlled
system believed to originate from the integral part taking some time to stabilise and
the previous mentioned limitation in current through the circuit that limits the ac-
celeration. Despite these issues the control was deemed to be suitable as an inner
controller based on previous simulation experiments, where larger errors in refer-
ence tracking, and slower rise times, would still result in a working system as can
be seen in Figures 8.12 - 8.15.
Following this are the results from running the two vehicle platoon. By looking
at Figure 8.19 it is clearly different from that of the simulated results. Starting by
looking at the upper plot the first ten seconds are spent converging to the right
distance, then the distance is kept well until a step change occurs where the distance
is changed and converge within second. At 30 s into the experiment the reference
speed is changed, here a small overshoot in distance can be observed after that
occurs and the distance seems to converge again. Finally, the distance is changed
some more times and after roughly 35 s into the experiment the system starts to show
some oscillations and problems in converging to the right distance. This issue can
be derived from earlier assumptions on the vehicle steering and the angle between
vehicles. As simulations and control design are based on vehicles travelling at the
exact same direction and the speed control is affected by the steering angle these
results are not surprising as keeping both vehicles travelling at a straight line proved
difficult with manual steering. Furthermore, the difficulty of steering is increased
with the speed of each vehicle, thus more prominent at higher speeds.
In the MPC case the distance plot in Figure 8.20 seems to show more oscil-
lations than in the feedback case. It is believed that this originates from the same
problem of driving the vehicles in a straight line. This is somewhat supported by
the observations that on larger distances the reference tracking seems better, which
can be related to the angle between vehicles in being smaller, in general, the further
apart they are. What does not show in the graph but was observed driving the ve-
hicles was that changes in reference speed was handled better than in the feedback
case.
Finally there are some differences in the error behaviour as can be seen in Figure
8.21. Here the spread of the error is higher in the MPC controlled platoon compared
to the one with heuristic feedback control. This shows that in the case of using two
vehicles a heuristic feedback controller may be preferred over the more advanced
MPC controller.
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Conclusions
In order to conclude the different findings in this project lets start by looking at
the hardware that has been evaluated and developed. Throughout the project it has
been proven that the sensors and actuators selected are good enough to implement
a working distance control with both simple and complex control strategies. Even
though the system works, some further improvement is needed; mainly in the con-
trol of the DC motor as experiments points to the actuator being a limitation.
When the communication aspect was discussed and investigated it was found
that regular indoor WLAN with UDP as communication protocol is robust enough
to successfully communicate data in a platoon without risking erroneous control. It
was also found that the simple structure without any centralised database resulted in
a good system behaviour, while keeping the complexity of the system to a minimum.
Comparing control strategies no clear winner could be decided. As seen in the
simulation results, the feedback controller that has been tested has shown to be
more robust in general. However, if conditions are right the MPC outperforms the
feedback controller at reference changes as the platoon grows. In the case of two
or three vehicles it can be concluded that the heuristic feedback would be a better
choice as it is more robust and performs at the same level given that the platooning
vehicles are allowed to go faster than the reference speed.
Next, based on the experiments performed on the real vehicles no control strat-
egy seems to perform better than the other. What can be concluded though is that
given the right software, MPC is a realistic control strategy in a platoon, given the
network set-up used in this project. However nothing conclusively can be said about
implementing MPC in full-size vehicles as communication uncertainties are higher
in that case.
Finally, it can be concluded that even though there are still improvements to
be done in the hardware and the control, an initial set-up has been constructed
and tested successfully, providing a foundation to keep developing platooning on
a model scale.
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As mentioned earlier in this chapter, there is still work left to be done on the system.
The remaining work that needs to be done in order to achieve a complete model-
scale platoon can be divided into two main parts.
The first part is to refine the existing hardware and implementation where, as
mentioned, the motor actuator is a prime candidate for updates. There is also the
reliance on a router which means that in order to demonstrate the platoon, a wall
power socket is required. This problem can be avoided in many different ways,
the straightforward way would be making the power source of the router mobile,
changing the network implementation to not rely on a router and instead talk directly
vehicle to vehicle would be another viable option. Furthermore, additional vehicles
should be constructed in order to test and demonstrate platooning in larger platoons,
since the simulations have shown that more vehicles would display more behaviour
interesting behaviours such as the wave behaviour seen at the heuristic feedback
controller.
The second part is geared towards expanding the system functionality. Here sev-
eral additional features, which are nice features to have and will increase the simi-
larity between the model vehicle platoon and possible future full-scale vehicles, are
presented. One of the main things to do is to implement a lateral controller, which
controls the wheel angle making the non-lead vehicle fully autonomous. Another
interesting idea is to implement something akin to a GPS with the challenges that
come from the margin of error of a much smaller vehicle than what is normally
utilising GPS. Having a GPS-like system could be key in achieving a platoon where
the vehicles can dynamically change their positions according to some optimising
function or hypothetical driving schedule. On that note achieving such a system with
dynamic vehicle position and in-platoon takeovers would also make an interesting
research topic.
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Wireless Access in Vehicular
Environments, WAVE
The wireless access in vehicular environments (WAVE) stack consists of IEEE
1609.1, IEEE 1609.2, IEEE 1609.3, IEEE 1609.4 and IEEE 802.11p. The stack
is organised as follows, IEEE 1609.1 standard [IEEE, 2006] operates on the appli-
cation layer of the open system interconnect (OSI) reference protocol stack [Fall
and Stevens, 2011] and provides a resource manager which allows one sender to
communicate with multiple recipients, where the typical example is the case where
one node along a highway communicates with several cars that the road is slippery
ahead.
The IEEE 1609.2 standard [IEEE, 2013] provides security through a public-key
infrastructure (PKI) and through certificates which allows nodes to generate, and
validate, encrypted and signed information. This is implemented in order to ensure
trust between sender and recipient, which is useful in a wide array of circumstances,
for example if a vehicle is required to pay road toll one wants to be certain that it is
the toll receiving payment and not a malicious impostor.
The IEEE 1609.3 standard [IEEE, 2010b] targets the transport and network lay-
ers of the open system interconnect (OSI) reference protocol stack [Fall and Stevens,
2011]. The standard is divided into two parts where one concerns data services and
the other management services. In the data services part there is a logical link con-
trol (LLC) and support for the internet protocol version 6 (IPv6), transmission con-
trol protocol (TCP), user datagram protocol (UDP) as well as a special protocol
called the WAVE short message protocol (WSMP), which is designed for negotia-
tion of services and allows the higher layer applications to control the exact param-
eters of transmission for the physical hardware. On the management services side
there is a WAVE management entity (WME) which responds to service and channel
access requests and also monitors and verifies the same from higher layers, manages
received data from other nodes and keeps the management information base (MIB)
containing configuration and status information up to date.
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The IEEE 1609.4 standard [IEEE, 2011] supports communication over multi-
ple channels where one is designated as the control channel (CCH) and the others
are service channels (SCH). The MAC sublayer management entity (MLME) is re-
sponsible for routing data from higher levels and ensures that it is sent on the correct
channel at the correct time. The MLME is also tasked with aligning the channel in-
tervals between the communicating nodes in order to achieve synchronisation. For
each active channel the MLME also provides IEEE 802.11 [IEEE, 1997] services
such as authentication, association and re-association.
The IEEE 802.11 standard has long been the de facto standard when it comes
to wireless local area networks (WLAN). It was first released in 1997 in order to
provide a common standard instead of the various proprietary solutions that was
on the market. It has since received a long list of amendments in order to update
the standard when new technology becomes available or when a new field of use
is considered. One such field is in intelligent transport systems (ITS) where in or-
der to facilitate wireless access in vehicular environments (WAVE) the Institute of
Electrical and Electronics Engineers (IEEE) is currently working on the 802.11p
amendment [IEEE, 2010a].
The IEEE 802.11p amendment will use the IEEE 802.11a [IEEE, 1999] phys-
ical layer which operates at the 5 GHz frequency band. Each channel at this band
will be 10 MHz wide which is half of the IEEE 802.11a [IEEE, 1999] and therefore
results in lower transfer rates. Further the IEEE 802.11p amendment also changes
the network synchronisation method from the IEEE 802.11 standard [IEEE, 1997],
where beaconing is performed to synchronise the time between different nodes in a
network. However since the IEEE 802.11p amendment operates on a special inde-
pendent basic service set (IBSS) called WAVE BBS (WBBS), where no beaconing
exists, the IEEE 802.11p amendment stipulates that each node depends on external
synchronisation on an external reference time, where coordinated universal time
(UTC) is the proposed external reference time [Bilstrup, 2007].
In addition to the changes to the physical layer the IEEE 802.11p amendment
also targets the medium access control (MAC) part of the data link layer of the open
system interconnect (OSI) reference protocol stack. The MAC basically decides
who gets transmission rights for a certain channel at a certain time. The way the ba-
sic 802.11 MAC [IEEE, 1997] works is by a method called distributed coordination
function (DCF) which uses carrier sense multiple access with collision avoidance
(CSMA/CA) [IEEE, 1997]. What this in turn does is that if a node wishes to send
data on a channel, it shall first check if the channel is busy. If it is free then the
node sends its data. However if the channel is busy the node waits until the current
transmission has been completed.
When the channel is empty, or if the node has successfully sent data and wishes
to send more, the node waits a random amount of time - also called a backoff inter-
val. Once this backoff interval is finished, the node checks if the channel is busy and
if not - it sends the data. This waiting is done in order to allow other nodes to utilise
the network in a fair way [IEEE, 1997]. The 802.11p amendment uses the enhanced
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distributed channel access (EDCA) from the IEEE 802.11e amendment [Bilstrup,
2007]. The EDCA MAC scheme allows nodes to prioritise the data it sends, where
a higher priority message will result in the node using a smaller backoff interval and
vice versa, for more details see [IEEE, 2010a].
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