Abstract: Motivated by problems in process design, monitoring and control, the effect of multiplicative stochastic uncertainty injection on the behavior of nonlinear dynamical system is studied with Fokker Planck theory for two rather simple case examples selected to draw rigorous results with analytic formulae. The effect of noise multiplicativeness on the shape of the stationary state PDF and of the transient one along deterministic, probability diffusion, and escape time scales is characterized. The findings are corroborated and illustrated with numerical simulations. The results provide insight to assist the improvement of numerical Monte Carlo and polynomial chaos methods for stochastic multi-state multi-noise dynamical chemical processes underline by complex nonlinear behavior.
INTRODUCTION
Industrial chemical processes operate subjected to persistent fluctuations caused by exogenous inputs (e.g., variations of flow and heat exchange rates around mean values), and endogenous parasitic dynamics (e.g., due to imperfect mixing-transport and quasistatic reaction rates). The need of understanding the effect of these fluctuations is motivated by a diversity of problems in kinetics and transport modeling (Risken 1996) , as well as in safe process (Lin and Stadtherr, 2009) , monitoring (Bavdekar et al., 2011) and control (Ohran et al., 2008) designs. In the majority of the studies on chemical reactors, the fluctuations have been modeled as a stochastic additive input noise (Pell and Aris, 1969; Doraiswamy and Kulkarny, 1986; Ratto, 1998; Ohran et al., 2008; Tronci et al., 2011) . The assessment of the resulting state probability density function (PDF) has been circumscribed to the stationary case with Monte Carlo (MC) method (by determining mean and variance from deterministic calculations over a sample of fluctuations). Recently, the polynomial chaos (PC) approach (Wiener, 1938) has been applied to alleviate the computational load through the spectral representation of the state PDF in terms of orthogonal polynomials (Ghanem and Spanos, 199l; Lee, 2011, 2012; Mandur and Budman, 2014) . According to the (purely) numerical MC-based studies for two-state chemical reactors with additive white noise fluctuations: (i) the local MC method functions well (in the sense that stochastic mean and deterministic states coincide) in away from deterministic bifurcation, but breaks down at or close to bifurcation (Pell and Aris, 1969; Rao et al., 1974; Ratto, 1998) , (ii) the handling of the close to bifurcation case requires a global-nonlinear approach (Rao et al., 1974; Ratto, 1998) , (iii) the deterministic or MC-based approach can yield compatible (deterministic and stochastic mean state coincide) or incompatible-atypical results, depending on whether the deterministic dynamics are simple or complex (Doraiswamy and Kulkarny, 1986) . Recently, the single (Tronci el al., 2011) and two-state (Alvarez et al., 2015) two-parameter reactor stochastic modeling problem has been rigorously resolved with Fokker Planck's (PDE) equation-based theory for the case of additive white noise fluctuations, including: (i) dependency of the stochastic dynamic on their (simple or complex) deterministic counterpart, (ii) analytic formulae for the stationary (mono or bimodal) PDF and for estimates of the response time deterministic (short term), probability-diffusion (medium term) and escape time (long term) scales of the transient PDF response, and (iii) conditions for the onset of metastability along escape time horizon. It must be pointed out that the response along probability diffusion and metastability along escape time scales are purely stochastic phenomena which do not exist in deterministic systems, and consequently cannot be described with MC and PC methods (based on averaging over a sample of deterministic runs). Hitherto, the above referenced chemical reactor studies have been done for the case of additive noise, meaning that the deterministic reactor becomes stochastic through the injection of noise multiplied by a constant gain. In other words, the effect of the unknown-unmodeled endo-exogenous fluctuations on the deterministic system is grouped into an "effective" additive white noise with constant intensityinjection gain pairs, one per deterministic dynamical state. In reactor cases where the state rate of change has a sufficiently nonlinear dependency on uncertain/fluctuating inputs and/or parameters, of certain origin or interest, the stochastic model should take into account this structured nonlinear dependency, because the effect of the nonlinearity on the stochastic dynamics is predictable from the deterministic model through the incorporation in the uncertainty injection channel of a nonlinear state-dependent gain. This deterministic-stochastic noise injection mechanism is denominated multiplicative noise (Horsthemke and Lefever, 2006) . Comparing with a nonlinear dynamical system with additive noise, noise multiplicativeness can induce significant change in the PDF behavior. These considerations motivate the scope of the present study: the FP equation-based rigorous characterization of the dependency the stationary and transient PDF behavior of a single-state chemical reactor on the kind of (simple or complex) deterministic dynamics and type of (additive or multiplicative) noise. As far as we know, the reactor problem has not been addressed in previous studies. Following the inductive methodology of our study on the global stochastic behavior of single (Tronci et al., 2011) and two-state (Alvarez et al., 2015) continuous tank reactors, in the present study the problem is addressed, with FokkerPlanck theory-based, for the single-state single-multiplicative noise case, in the understanding that the extension to the two (Alvarez et al., 2015) and more-state cases resides mostly in computational tractability, and not so much in theoretical aspects. In spite of its simplicity, the single-state reactor with Langmuir kinetics and its limiting mixer (as reaction rate vanishes) includes situations with: (i) simple (single stable SS) and complex (SS multiplicity and saddle-node bifurcation) dynamics, as well as (ii) simple (monomodalGaussian PDF) and complex (non-Gaussian, bimodal or Dirac's delta PDF stochastic dynamics). The dependency of stochastic behavior on the kind of deterministic behavior and noise injection mechanism is assessed with analytic formulae, including: (i) stationary PDF, (ii) transient response along deterministic, probability diffusion, and escape time scales, and (iii) onset or not of stochastic metastability. The approach is illustrated with graphical stationary and transient representation as well as some numerical transient simulations.
STOCHASTIC MODELING PROBLEM
Consider a process system subjected to (unstructured) endogenous dynamic ( ) and exogenous (structured) input ( about mean ) fluctuations:
where ; 0,0 = 0, % , ≔ ( ), = 0 (1c) (or ) is the modeled (or unmodeled) scalar (or vector) state with values in the bounded set (or 0 ), eq. (1b) is the unmodeled stable parasitic dynamics, and accounts for the effect of the parasitic dynamics (1b) on the modeled ones (1a).
Dynamics without fluctuations
In absence of fluctuations (i.e., = 0 and = ) process system (1) becomes the nominal (deterministic) dynamics
(2) with state solution motions ( ) = % ( , -) ∈ , ≥ 0 (3) that evolve in a bounded set X and reach asymptotically (with characteristic time % ) a steady-state (SS) point , i.e.,
⊂ (4) System (2) has simple (or complex) global dynamics if the local and global dynamics are qualitatively equivalent (or different) (Hubbard and West, 1995) . Simple dynamics means a structurally stable steady-state attractor in the sense that small parameter deviations p of f do not produce qualitative changes in the geometry of the dynamics. Complex dynamics means the presence of phenomena that occur "in the large" (beyond SS locality), such as bifurcation and multiplicity.
Stochastic dynamics
Following the stochastic modeling approach (Risken, 1996) , assume that: (i) the initial state -is a random variable (ℛ) with PDFover the bounded probability space , i.e.,
, ∈ ⊂ ℜ (ii) the fluctuations ( and ) are zero-mean uncorrelated white noises with intensities J and K , respectivley, i.e, ≔ ~ (0, J ) ≈ ; , ~ (0, K ) From the enforcement of these assumptions on the fluctuating dynamics (1) the reactor stochastic dynamics follows
(5b) with time-varying state probability density function (PDF) solution motions:
, ≥ 0 (6) that reach asymptotically (with characteristic time R ) a unique stationary PDF (Risken, 1996) , i.e., (8) states the conservation of probability, and (9) that , has transient components along: (i) deterministic ( % ) and probability-diffusion (`) time scales, and (ii) escape time scale a if there is metastability, depending on ( , K , J , -). The PDF responses along diffusion and escape times are purely stochastic phenomena, that do not exist in deterministic systems, and cannot be described by the MC and PC methods (based on averaging of deterministic runs).
Problem statement
Our problem consists in predicting the stochastic dynamics from the deterministic ones, in terms of: (i) stationary PDF in analytic form, (ii) PDF transient (9) along (short term) deterministic and (medium term) noise-diffusion time scales as well as (long term) escape time scale if metastability is at play, (iii) conditions for onset of metastability, and (iv) dependency on noise multiplicativeness. IFAC DYCOPS-CAB, 2016 June 6-8, 2016 . NTNU, Trondheim, Norway
Case studies
Let recall the single-state single-additive noise isothermal reactor with Langmuir-Hinshelwood kinetics employed in a previous stochastic modeling study (Tronci et al., 2011) (extended here to the multiplicative noise case) with nonlinear deterministic dynamics
10b) is the reactant concentration in the reactor, a is the feed concentration, and is the dilution rate (volumetric feedrate to volume quotient), is the mass action kinetic constant, is the adsorption constant of the quadratic inhibition term, eq. (10b) is the steady-state regime, (•) denotes the nominal constant value of (•), and (dilution rate or feed concentration) is the additive or multiplicative fluctuation input with zero mean and intensity , according to the expressions (11a) is an additive (or multiplicative) noise with constant (or linear) injection gain . When the kinetics constant = + is the stochastic input , = is a multiplicative noise with nonlinear injection gain = (1 + ) h (12) With respect to the additive noise case (11a), the cases (12) and (11b) are only qualitative the same. For the purpose at hand in this study, we will regard the additive-multiplicative cases pair (11). In the absence of chemical reaction ( = 0) eq. (10) becomes a (mass) mixer tank with linear deterministic dynamics = % , = a − , = or a , = + (13a) where ~ (0, J ), a − = 0 (13b) When is the reactor temperature, this system describes the heat mixer (in the absence of chemical reaction) that associated with the heat balance of the two-state nonisothermal version of reactor (10) (Alvarez et al., 2015) . As we shall see, the mixer example will enable us to see, with an analytic expression, an interesting effect of the multiplicative noise on the transient PDF behavior: the asymptotic attainment of deterministic behavior as → a .
DETERMINISTIC DYNAMICS
In this Section the deterministic behavior of the two case studies will be briefly examined.
Reactor
The reactor (1a), due to the presence of the quadratic inhibition in the denominator of the reaction rate has complex deterministic dynamics. Depending on the parameter , and , it can have one or three steady states in the invariant set , with bifurcation phenomena for some parameter values (see Tronci et al., 2011) . The motion of , started at 0 = k , will reach asymptotically the new steady state that belongs to the potential well of the initial conditions, if multiplicity is present.
Mixer
The mixer system (13) has simple deterministic dynamics i.e., one single SS robust attractor in the invariant set and isotonic restoring force, meaning that any motion of , started at 0 = k , will reach asymptotically always the same steady state point, one well-potential.
STOCHASTIC DYNAMICS
In this Section, the global stochastic dynamics are characterized in terms of: (i) stationary behavior and transient response, and (ii) the dependency of the geometry of the stationary behavior on the geometry of the deterministic dynamics, iii) dependency on noise multiplicativeness.
Probability balance
For given "data"
, K , J , -, the state PDF evolution , (5) is given by the unique solution of Fokker-Planck's (FP's) partial differential equation (PDE), in Stratonovich form (Risken, 1996) ∈ m , > 0:
, 0 = -(14c) where I w is the interior of the bounded state probability set Ξ and = ( ) 2, = h J + K > 0 (14d) It is worth noticing that the Stratonovich form is preferable in presence of external noise (Horsthemke and Lefever, 2006) . 
Stationary behavior
where (ii) Comparing with the additive noise case, = constant, the state dependent noise gain shifts the PDF extrema and deforms its shape.
Transient behavior
Due to the linearity of FP's PDE (14), independently by the presence of additive or multiplicative noise, each data set , K , J , -uniquely determines a PDF evolution , that asymptotically reaches (16) Alvarez et al., 2015) . In the case of deterministic mono or bistability in far from bifurcation condition, when the initial PDF is in the basin of attraction of the strong attractor: stochastic metastability is not at play, and, the transient PDF (14) has response components only along deterministic and diffusion time scales. Otherwise, when the initial PDF is in the basin of attraction of the weak attractor, the transient PDF (14) has responses along deterministic, diffusion and escape time To analyze the effect of the multiplicative noise component, let us recall the diffusive (`) and advective ( " ) fluxes of FP's equation (14), as well as the formula for the estimate of the characteristic escape time (for the case with deterministic bistabiliy):
where " (or ) is the drift velocity with (or without) multiplicative noise, and ( ) reflects the effect of the multiplicative noise on the probability advective velocity " . According to these expressions, in comparison with the case with additive noise, the presence of multiplicative noise: (i) speeds up or retards the PDF response along deterministic time scale, depending on the shape of the slope ′ and the shape of , (ii) modifies the responses along noise diffusion and escape time scales, and (iii) does not modify the occurrence of metastability.
ANALYTIC CHARACTERIZATION OF EXAMPLES
In order to better convey the difference between additive and multiplicative noise, let us assume that K = 0 for the mixer and the reactor.
Reactor
Let us analyze the stochastic behavior of the isothermal reactor (10) in the case the reactor inlet concentration, a , is subject to variation around its nominal value and consequently could be considered as stochastic variable, while is a deterministic one. In this case we have:
= , and ′ = 0
Substituting (10) and (17) in (16) 
where is the normalization constant and the steady state variance is given by: h ≈ ™ h % š from which it is possible noticing that the variance of the PDF will depend on the parameter variance and also on the dilution rate, , of the system. As shown in Tronci et al.
(2011) the steady state PDF may be monomodal of bimodal depending on the value of the parameters , and . Let us consider that now the inlet flowrate is subject to rapidly varying fluctuations meaning that could be considered as stochastic variable, while a is a deterministic one, multiplicative noise. In this case we have:
= a − and ′ = −1 (19) Substituting (10) and (19) in (14) we obtain the corresponding FPE: 
By comparing (21) with (18) it becomes evident that the steady state PDF becomes more asymmetrical with left tail more pronounced.
Mixer
For mixer (13), in the case of external noise affecting a , case additive noise, we have: = and ′ = 0 (22) meaning that the effect of the noise is additive. Substituting (22) in (14) and (16) we obtain the corresponding FPE and the asymptotic solution, which is given by:
where is the normalization constant and steady state variance is given by: h = ™ h % š (24) from which it is possible noticing that the variance of the PDF will depend on the parameter variance and also on the inverse of the dilution time, , of the system. This means that faster is the system (larger ) greater is the variance of the steady state PDF since any perturbation will rapidly move the system away from its nominal condition. The solution of the (14), for the present case, could be recover in analytic form by applying the method of the characteristic (Risken, 1996) , however, (14) has linear coefficients and, having assumed Gaussian noise and initial distribution, the evolving PDF remains Gaussian any time. This means that the PDF is fully characterized by its mean, described by (13) with nominal parameters, and its variance given by the Riccati equation (Jazwinski, 1970) :
(25) It worth noticing that, also in this case, the steady-state variance is given by (24). When the external noise affects , we have:
= a − and ′ = −1 (26) meaning that the effect of noise is multiplicative. Substituting (13) and (26) in (14) (27) resembles the classical FPE of the geometric Brownian motion in the variable a − . Furthermore, the velocity of the "new" drift model is larger than the deterministic model, meaning that the mean of the PDF will be lower than the deterministic value at the same time. The steady-state solution of (27) could be easily obtained by using (16) but here it suffices considering that being (27) the equation of a pure geometric Brownian motion, in the variable a − , at steady state the system becomes deterministic meaning that the PDF is a Dirac Delta function. In fact, by inspection of (26) one could observe that, at steady state, the effect of noise will disappear. Also in this case the solution of (27) could be recovered in analytic form by applying the method of the characteristics (Risken, 1996) and its solution is given by (Pavliotis, 2014) (29b) It is worth noticing that if the noise intensity is such that ™ − 2 < 0. Inspecting (28) it is possible noticing that the shape of the PDF, at initial time, is lognormal distribution that will continuously reshape, diminishing its spread, and will approach a Dirac delta function when time goes to infinity.
ILLUSTRATION WITH SIMULATION
In this Section, the analytic results of Section 3, 4 and 5 are corroborated with plots of the transient (28) and stationary (23) PDF for the mixer case, and compared with results of previous related studies with purely numerical MC and PC methods. According to (14) for the mixer, when the additive noise a and the initial PDFis Gaussian, the transient, ( , ), and stationary, ( ), PDFs are Gaussian. In Section 5.2, we found that faster is the system, larger dilution rate , higher is the variance (24) of the stationary PDF. In Tab. 1, the stationary values of the PDF variance is reported for three different dilution rate, = 1 2 , 1, 2, and in Fig. 1 the corresponding stationary PDF, confirming the forecasted effect of the dilution rate.
In this case, MC or PC methods, being the distribution Gaussian, will provide the same results. In the case of multiplicative noise, the results are quite different from those obtained using MC or PC methods. Let first examine what happen at steady state. In Section 5.2 we shown that the final PDF is a Dirac delta function centered at the steady state value of the deterministic system, while Duong and Lee (2012) observe, for a controlled FOPTD affected by uncertainty on the characteristic time and time delay only, a steady-state variance different from zero and even oscillating and apparently increasing, even if noise on the measurements were no considered. More interesting is the dynamic evolution of the PDF (28). In Fig. 2 , the PDF distribution at different time is reported for a and equal to one, and ™ equal to 0.02, where, it is possible noticing that indeed the PDF is lognormal at the beginning and it will approach a Dirac delta distribution at steady state. In order to better illustrate this results, in Fig. 3 it is reported the time evolution of the mean and mode, top panel, and variance, bottom panel, of the PDF for the same conditions of Fig. 2 . It is possible noticing that the mean and mode of the PDF are different, at early stage, reaching the same value at steady state. Also the variance, confirm this behavior, increasing at early stage and after decreasing till becoming zero. Fig. 3 . Time evolution of the mean, mode and variance for the mixer with dilution rate multiplicative noise ( = 1, ™ = 0.04), and noiseless feed concentration a = 1.
CONCLUSIONS
The stationary and transient PDF behavior of a single-state chemical reactor on the kind of (simple or complex) deterministic dynamics and type of (additive or multiplicative) noise has been formally assessed through FP theory. According to the results, the PDF deformation induced by noise multiplicativeness is predictable from the deterministic dynamics characteristics. The combination of the results of the present single-state isothermal reactor with multiplicative noise in conjunction with the ones for its twostate nonisothermal counterpart with additive noise (Alvarez at al 2015) opens the possibility of: (i) addressing, in a tractable way with analytic formulae, the two-state nonisothermal reactor case with multiplicative noise, and (ii) employing the results and insight to improve the implementation of purely numerical-based Monte Carlo and Polynomial Chaos stochastic methods for chemical processes with complex nonlinear dynamics and multiplicative noise (for instance: a two-state nonisothermal reactor with timevarying volcanoid PDF due to deterministic limit cycling). 
