The genomic DNA of eukaryotes is highly organized and packed into chromatin. The most basic unit of chromatin is the nucleosome, which is formed by 146 bp of DNA that wrap around an octameric core of histone proteins. Chromatin remodelers use the energy from ATP hydrolysis to change the local state of chromatin by sliding/spacing or ejecting nucleosomes. These actions regulate gene transcription 1 , replication 2 , chromatin structure and DNA repair genome-wide 3,4 . Cellular genomes are constantly exposed to different sources of DNA damage, requiring the repair machinery to both disrupt and restore chromatin structure 5 . Heterochromatic chromatin tends to obstruct protein access to repair sites. Moreover, DNA double-strand breaks (DSBs) found in heterochromatin relocate to the edge of such domains 6-8 , a phenomenon that requires a certain degree of physical mobility.
The genomic DNA of eukaryotes is highly organized and packed into chromatin. The most basic unit of chromatin is the nucleosome, which is formed by 146 bp of DNA that wrap around an octameric core of histone proteins. Chromatin remodelers use the energy from ATP hydrolysis to change the local state of chromatin by sliding/spacing or ejecting nucleosomes. These actions regulate gene transcription 1 , replication 2 , chromatin structure and DNA repair genome-wide 3, 4 . Cellular genomes are constantly exposed to different sources of DNA damage, requiring the repair machinery to both disrupt and restore chromatin structure 5 . Heterochromatic chromatin tends to obstruct protein access to repair sites. Moreover, DNA double-strand breaks (DSBs) found in heterochromatin relocate to the edge of such domains [6] [7] [8] , a phenomenon that requires a certain degree of physical mobility.
In budding yeast and human cells exposed to DNA damage, an increase in chromatin mobility has been observed both at lesions [9] [10] [11] and at undamaged sites where no DSBs could be detected 10, 12 . The chromatin remodeler INO80-C and activation of the DNA damage checkpoint (DDC) were implicated in both processes 9, 10, 12 . Functionally, enhanced local DSB mobility was shown to be correlated with efficient repair by homologous recombination 9 . Modeling algorithms (A.A., A.S., S.M.G. and D.H., unpublished observations) suggest that mobility could enhance the search for the donor sequence required for homology-based repair, and elevated chromatin mobility was shown to result in genomic translocations in human cells 11 . However, the mechanisms that underlie enhanced chromatin mobility have remained elusive. Here we show that nucleosome degradation triggered by remodelers and checkpoint proteins enhances chromatin movement and accessibility, and promotes efficient repair.
RESULTS

DNA damage triggers extensive histone loss from chromatin
To investigate whether DNA damage and DDC activation affect chromatin structure and/or composition genome-wide, we used quantitative SILAC mass spectrometry in Saccharomyces cerevisiae and measured histone abundance before and after acute treatment (1 h) with the radiomimetic drug Zeocin. Relative ratios of nonmodified histone peptides (damage versus control, unlabeled ('light' (L)) versus labeled ('heavy" (H)) peptides) indicated a substantial loss of 20% ± 6% of the core histones H2A, H2B, H3 and H4 ( Fig. 1a and Supplementary Fig. 1 ). Interestingly, levels of the histone variant Htz1 (H2A.Z) remained rather stable. Quantitative immunoblot analysis confirmed our observations and showed robust DDC activation (γH2A signal, Rad53 upshift) along with a dose-dependent relationship between histone H3/H4 loss and Zeocin treatment (Fig. 1b) . We observed the same effect when we used another source of DNA damage, ionizing radiation (γ-IR) ( Supplementary Fig. 2a-d) .
Despite being highly quantitative for protein abundance, mass spectrometry data do not distinguish between histone pools and nucleosomes, and they lack positional information. To investigate whether entire nucleosomes were lost globally after DNA damage or at specific genomic loci, we carried out genome-wide nucleosome mapping. We found that the positioning of nucleosomes around the promoters 1 0 0 VOLUME 24 NUMBER 2 FEBRUARY 2017 nAture structurAl & moleculAr biology A r t i c l e s of yeast genes changed little after damage induction (Fig. 1c) . To assess global changes in nucleosome abundance, we implemented internal standardization by mixing defined numbers of Candida glabrata cells with the experimental S. cerevisiae cells before chromatin preparations 13 . Normalization of the S. cerevisiae reads with respect to the C. glabrata reads showed a decrease in nucleosome occupancy both within promoters and across coding regions after Zeocin treatment ( Fig. 1c and Supplementary Table 1 ). This effect was just as strong on a subset of 750 low-expression genes (Fig. 1c) as it was on highly transcribed genes ( Supplementary Fig. 2e ), which suggests that transcription is unlikely to regulate or drive the reduction. Finally, we found no preferential depletion in specific structural Supplementary Fig. 1 ). Box plots (with median, interquartile ranges and Tukey whiskers) show light/heavy (L/H) histone peptide distribution, indicating the degradation of core histones and, to a lesser extent, Htz1 (H2A.Z). Zeo 250 , 250 µg/ml Zeocin. (b) Right: representative immunoblot analysis using antibodies to H3 and H4 on whole cell extracts from asynchronous (asy.) wild-type cultures in response to Zeocin treatment. Rad53 and γH2A were probed to confirm checkpoint activation. MCM2 was used to control for loading; here the control (Ctr.) represents bands on the Ponceau-stained membrane. The asterisk indicates a phosphorylation-dependent Rad53 mobility shift. Uncropped gel images are shown in Supplementary Data Set 1. Left: a schematic illustrating the experimental setup and a bar graph showing mean values and s.e.m. of immunoblot quantification of H3 and H4 blots from at least four independent experiments after Zeocin treatment, relative to the control condition. WB, western blotting. (c) Genome-wide nucleosome mapping. The scheme illustrates the effect of histone loss on nucleosome reads. Nucleosomal DNA fragments were sequenced from strain GA-6879 (wild type) grown in the absence (Ctr.) or presence of 500 µg/ml Zeocin (Zeo 500 ). The graphs show the distribution of nucleosome reads over all genes and over the 15% of genes with the lowest expression aligned to the transcription start site (TSS). Results are from four independent experiments (gray shading indicates ±s.d.). Norm., normalized. (d) Live single-cell microscopy of H2B-CFP and Htz1-mEos. Scale bar, 2 µm. A r t i c l e s elements such as centromeres or telomeres, in agreement with the idea that the effect is widespread.
To determine the kinetics of histone reduction, we used time-lapse live-cell tracking of functional fluorescently labeled ectopic histone H2B (H2B-CFP) or control Htz1-mEos, along with Nup49-GFP, which labels the nuclear rim (Fig. 1d, Supplementary Fig. 2g and Supplementary Video 1). We used microfluidic chambers to trap cells and pulse-treated the cells for 1 h with Zeocin, which generated roughly 4-7 DSBs per genome 14 . Histone H2B degradation (20% ± 1.7% compared with undamaged cells) occurred within 30 min of Zeocin exposure. We did not observe differential loss of either Nup49-GFP (Supplementary Fig. 2f ) or the Htz1-mEos control after A r t i c l e s DNA damage, which suggests that the induced histone degradation targets only core histones (Fig. 1d) . Combined with our mass spectrometry and immunoblotting data, these results suggest the rapid degradation of histones, rather than simple eviction from chromatin. Previously, Gunjan and colleagues 15, 16 showed that an excess of nonchromatin-bound histones is phosphorylated by the Rad53 checkpoint kinase and subsequently ubiquitinated and subjected to proteasomal degradation. This prompted us to test whether the proteasome inhibitor MG132 or mutation of the 26S proteasome (pre1-1, pre2-2) 17 would suppress the loss of histones from chromatin. Consistent with proteasome involvement, both the inhibitor and the mutations in PRE1 and PRE2 genes suppressed the DNA-damageinduced H3 or H4 degradation (Fig. 2) . Moreover, by synchronizing cells in G1 phase before damage, we found that degradation occurred throughout the cell cycle (Supplementary Fig. 3) .
We considered that the observed histone loss might be accentuated by impaired expression of histone genes, which are tightly regulated and show promoter-dependent upregulation in S phase. To eliminate this confounding factor, we placed the H3 and H4 genes under the control of the galactose promoter in a strain in which both endogenous H3 and H4 copies were deleted (histone-shutdown strain; Supplementary Fig. 4a ). With constitutive H3/H4 expression (growth in media with low amounts of galactose), we found the same depletion effect after exposure to Zeocin as was noted in cells with endogenous histone genes, in agreement with the idea that DNA damage induces active degradation of histones, and not simply a loss of new histone synthesis ( Supplementary Fig. 4 ). The loss of histones was rapid and so substantial that by 1 h after treatment, every third nucleosome could be removed from DNA. It is therefore likely that higher-order chromatin structure changes in response to DNA damage.
Damaged chromatin increases mobility, decompaction and flexibility
The increase in chromatin movement after DNA damage has been well documented, although the mechanisms leading to enhanced mobility remain elusive 12, 18, 19 . To see whether histone loss might be at the root of this phenomenon, we examined the physical characteristics of yeast chromatin under the same conditions that triggered histone loss. Using improved imaging protocols, we monitored the volume of chromatin domains in three-dimensional (3D) space, the inherent flexibility of the nucleosome polymer and the physical movement of fluorescently tagged sites.
Previous studies in which chromatin mobility was quantified used low sampling rates during live-cell imaging (∆t = 1.5 s) to determine the trajectory of a moving locus and the area explored (radius of constraint) [9] [10] [11] [12] 20 . However, such low time-resolved data yield little information on chromatin fiber compaction or flexibility. To resolve this, we used a novel high-speed imaging technique (300-ms or 80-ms imaging intervals) with which we confirmed that increased chromatin mobility can be A r t i c l e s monitored at a nondamaged site (MET10) in cells responding to widespread DNA damage ( Fig. 3a and Supplementary Fig. 5a ). By applying an analysis based on polymer models to our high-speed imaging data (A.A., A.S., S.M.G. and D.H., unpublished), we estimated biophysical parameters that predict both the expansion of chromatin (reflected by an increase in the anomalous exponent α) and the loss of constraining forces that limit chromatin movement (as seen by a decrease in the spring constant K C ) ( Fig. 3b and Supplementary Fig. 5b ).
To examine whether the 3D volume of a defined chromatin domain was altered in the nucleus, we used super-resolution microscopy coupled with subsequent machine-learning and 3D pixel-classification analysis. Using this technique, we measured the change in volume of TetR-mCherry-tagged chromosomal loci (chromatin expansion) in cells fixed 30 min after exposure to different amounts of Zeocin (Fig. 3c) . Indeed, we scored a dose-dependent decompaction of S-phase chromatin: 3D TetR-mCherry foci volumes expanded with increased amounts of damage (Fig. 3d) .
The second prediction from the polymer modeling of locus dynamics was that the flexibility of the chromatin fiber would be enhanced after DNA damage. Thus, we monitored chromatin flexibility with confocal microscopy and measured the 3D distances between two differentially labeled genomic loci positioned on the same chromosome arm. We used two independent sets of loci spaced at genomic distances of either 320 kb on chromosome 14 or 50 kb on chromosome 3. For the first set, we synchronized cells, fixed them before or after Zeocin treatment and then calculated the average of all distances measured between the lacI-GFP and TetR-mRFP fluorescently tagged loci (Fig. 4a) . We found that after DNA damage, the average interspot distance increased substantially in both G1-phase (0.97-1.2 µm) and S-phase (0.99-1.12 µm) cells. For the second set of data, we took a similar approach, but we measured the distance between CFP-lacI-tagged and TetR-mRFP-tagged foci on chromosome 3 in real time (Supplementary Video 2). In all cases we included Rad52-GFP and ensured that there was no overlap of Rad52-GFP with either of the other two fluorescent signals, thus ensuring that the measured changes did not arise from effects linked to local DNA repair events. Analysis of changes in relative mean squared distance and of the average of all measured distances revealed a robust increase in interspot dynamics and distances after Zeocin treatment (Fig. 4b) . These data are consistent with a model in which damage-triggered histone degradation reduces the amount of nucleosome-mediated compaction within the chromatin fiber, causing chromatin to expand. The enhanced physical dynamics would thus be a reflection of increased flexibility.
Histone abundance dictates chromatin movement and decompaction
To confirm that increased chromatin mobility and decompaction arise as a consequence of histone loss, we made use of a histone-shutdown yeast strain that expresses H3 and H4 under the control of the GAL1-GAL10 (GAL1-10) promoter, which is susceptible to media-controlled repression as well as induction (Fig. 5a) . After 1 h in galactose, we released α-factor-arrested cells bearing this shutdown construct into raffinose-containing medium. Depending on the concentration of raffinose, we observed reduced GAL1-10-driven expression, which reduced histone levels in a controlled manner by 39% within an hour ( Supplementary Fig. 6a,b) . This artificial reduction of histones did not cause DDC activation, even when levels were reduced extensively (Supplementary Fig. 6b) . By using the appropriate galactose:raffinose mixture, however, we were able to reduce histone levels in a controlled manner, even in the absence of damage (Fig. 5b) . This reduction A r t i c l e s provoked both chromatin decompaction (Fig. 5c ) and a striking increase in chromatin mobility, measured at the MGS1 locus after 1 h on the defined medium (Fig. 5d) .
To further validate these findings, we made use of a mutant bearing deletions of two high-mobility group protein 1 (HMGB1) gene orthologs, NHP6A and NHP6B (nhp6a∆nhp6b∆, for simplicity referred to here as nhp6∆), that was previously described as having reduced levels of core histone proteins 21 (Fig. 6a) . We observed that nhp6∆ did not trigger endogenous damage checkpoints and showed neither an altered flow cytometry distribution (Fig. 6b) nor Rad53 activation (Supplementary Fig. 7a ), yet by tracking chromatin mobility with the high-speed imaging regime we found that the mobility of two labeled foci, MET10 and PES4, was markedly enhanced in nhp6∆ cells (Fig. 6c,d and Supplementary Fig. 7b ). High-resolution time-lapse imaging of the GFP-LacI-tagged PES4 or the TetR-mCherry-tagged MET10 locus further confirmed an increase in chromatin flexibility, reflected in a decrease in the spring constant K C , and a positive trend in the anomalous exponent α (Fig. 6e and Supplementary Fig. 7c,d) . Finally, using super-resolution microscopy we monitored an increase in the 3D volume of the TetR-mCherry-labeled MET10 locus in nhp6∆ cells, which was more pronounced in an asynchronous culture, for unknown reasons (Fig. 6f) . Combined with the effects observed in the histone-shutdown strain, these manipulations argue for a direct link between histone levels and chromatin movement.
Histone loss depends on checkpoints and INO80-C and modulates recombination efficiency DNA damage activates the central DDC kinase Mec1 (ATR), which initiates a widespread phosphorylation cascade leading to a global damage response and cell-cycle arrest. Additionally, repair proteins such as Mre11, Exo1, Rad51 and Rad52 act locally on DNA to mediate resection and preparation for either repair by homologous recombination or end-joining. Among Mec1 targets are the downstream effector kinase Rad53 (CHK2) 22 and multiple subunits of the INO80-C remodeler 23, 24 . Because both INO80-C and DDC proteins have been implicated in a general increase in chromatin mobility in response to DNA damage 12 , we hypothesized that these factors might also regulate histone loss, which we have shown can trigger enhanced chromatin mobility.
Using immunoblotting, we found that in strains lacking checkpoint kinase Mec1 or Rad53, histone degradation after Zeocin treatment was completely abolished (Fig. 7a,b) . More strikingly, the same dependency was observed for three strains with deletion of Arp8, Ies4 or Arp5, respectively, INO80-C subunits that do not contribute to the DDC but are required for nucleosome remodeling (Fig. 7a,b) . Importantly, histone loss occurred independently of Rad51 and Exo1, which shows that local repair events are not necessary for the DDC-triggered degradation of histones. We further confirmed this with two other assays: H2B-CFP fluorescence monitoring over time (Fig. 7c) and super-resolution microscopy of tagged locus 3D volumes (Fig. 7d) . In all cases we found that histone loss and chromatin expansion required the Mec1-mediated checkpoint and intact INO80-C: no histone loss or chromatin expansion was seen in mec1∆sml1∆, rad53∆ or arp8∆ strains, whereas cells bearing sml1∆ (a control for the mec1∆sml1∆) and rad51∆ behaved like their wild-type counterparts in response to damage (Fig. 7c,d) .
The main role of the DDC kinase Mec1 is to trigger a cell-wide stress response that helps the cell cope with DNA damage. This seems to be, at least in part, mediated by the remodeler INO80-C 23, 24 . The importance of chromatin remodeling in histone degradation is not entirely surprising, given that INO80 was recently shown to interact with CDC48, an AAA + ATPase involved in proteasome-dependent protein degradation 25 . Moreover, both MEC1 and INO80-C are linked to RNA polymerase II eviction at sites of replication fork-transcription collision 24 . Thus, these genetic dependencies further validate our hypothesis that histone degradation and chromatin expansion are the key phenomena underlying damage-enhanced chromatin movement (Fig. 7e) . Our All bar graphs and MSD graphs (cells pooled from at least three independent experiments) represent the mean ± s.e.m. Box plots in f represent median values, interquartile ranges and Tukey whiskers. *P < 0.05, **P < 0.01, ***P < 0.001, Kolmogorov-Smirnov tests (e) or unequal-variances t tests (f). See Supplementary Data Set 2 for mobility parameters and numbers of cells analyzed. NS, not significant.
A r t i c l e s
data further suggest that a failure to degrade histones might impair repair proteins' access to chromatin, providing an additional explanation for previously observed repair deficiencies in these mutants 26, 27 .
To examine the functional relevance of the observed DNA-damagetriggered reduction in nucleosome occupancy, and to test the hypothesis that nucleosome reduction facilitates homologous recombination and thus DNA repair, we made use of a recombination assay that monitors the integration rates of two different URA3 cassettes (800-bp homology or 82-bp homology) at two independent loci (MGS1 and URA3). In otherwise isogenic haploid strains, we impaired INO80-C activity by disrupting its nucleosome-binding subunit Arp8 (arp8∆) or we deleted both NHP6 genes, to reduce nucleosome levels genome-wide 21 . Consistent with previously reported recombination defects in arp8∆ strains 26, 27 , we observed reduced recombination rates in this mutant, whereas rates were significantly increased in the nhp6∆ strain (Fig. 8a) . Interestingly, Liang et al. 16 showed that deletion of the histone H3-H4 copy-2 genes (HHT2 and HHF2) can confer resistance to DNA-damaging agents and restore the viability of DDC mutants under stress conditions. Thus, we hypothesized that artificially lowering histone levels by removing NHP6 might rescue arp8∆ sensitivity and even increase the fitness of wild-type cells under damaging conditions. Using a recovery assay that scores cell survival after a 1-h treatment with increasing amounts of Zeocin, we found that nhp6∆ cells recovered better from acute DNA damage than a wild-type strain did, and that reducing nucleosome occupancy by deleting NHP6 partially rescued the Zeocin sensitivity of an arp8∆ strain (Fig. 8b) .
The observation that increased recombination rates in nhp6∆ cells stemmed from changes in nucleosome occupancy prompted us to A r t i c l e s test whether gene-targeting rates could also be increased by other approaches that reduce histone levels. Hence, we used the same recombination assay in our histone-shutdown strain and followed the integration of two different hygromycin-resistance markers at either ATG2 (ATG2::hygro) or MGS1 (MGS1::hygro). This was done immediately after a 2-h incubation in raffinose-containing medium (raffinose only or a defined 1:20 galactose:raffinose mixture), which reduces histone H3 and H4 levels (Fig. 8c) . Consistent with the nhp6∆ experiment, we found that a reduction of histone levels by means of transcriptional repression significantly enhanced the integration rates of both ATG2::hygro and MGS1::hygro PCR products (Fig. 8d) .
Finally, we used fluorescence microscopy to follow the kinetics of Rad52-GFP focus formation and dissolution during 16 h after a brief exposure to Zeocin. We found fewer Rad52 (BRCA2) foci in nhp6∆ cells than in wild-type cells (Supplementary Fig. 7e ). Given that Rad52 accumulates at sites of damage and disappears once recombination-mediated repair is completed 28 , this result suggests that a reduction in histone levels enhances the turnover of the recombination-mediated repair reaction.
DISCUSSION
In a robust combinatorial approach, we used quantitative mass spectrometry, fluorescent live-cell microscopy and genome-wide nucleosome mapping to show that core histone proteins-but not the histone variant Htz1-are degraded from yeast chromatin when the genome is challenged by DNA damage. This requires checkpoint activation and INO80-C function and is mediated through the proteasome. Furthermore, reducing the levels of histones on DNA enhances chromatin mobility, decompaction and fiber flexibility. Proteins that function uniquely in recombination-mediated DNA repair (for example, Rad51 and Exo1) were not involved in histone loss, whereas the Mec1-target INO80-C, a chromatin remodeler implicated in efficient repair, is. Other studies have postulated a release of chromosomal tethers around the centromere as the source of altered chromatin mobility 20, 29 . This, however, cannot account for the observed expansion of noncentromeric chromatin or for the observed dependence on INO80-C for these events. Furthermore, there is no evidence to date that centromeres delocalize in response to damage.
Although we cannot rule out that other mechanisms also contribute to nuclear or chromosomal motion, our data irrefutably demonstrate that a reduction in histone levels, even in the absence of DNA damage, is sufficient to decompact chromatin and enhance chromatin mobility. We suggest that histone degradation facilitates the search for donor sequences, an event required for DSB repair by homologous recombination with a nonsister template, and that chromatin decompaction might further enhance the access of DNA (both damage and template) to the repair machinery. However, mobility might also help disrupt improper pairing events during homologous recombination. Recombination assays indicate that a reduction in nucleosome occupancy brought about by NHP6 deletion or by means of transcriptional histone gene repression increases gene-targeting rates and enhances the turnover rate of repair processes. Although controlled histone loss might facilitate repair, its misregulation and the resulting effects on chromatin structure and dynamics are likely to promote oncogenic translocations that might drive tumorigenesis.
Taken together, our study identifies histone loss as a fairly immediate response to DDC activation and implicates remodeler-dependent histone degradation as a novel and integral part of the yeast DNA damage response. We demonstrate how changes in chromatin composition can affect the physical characteristics of chromatin, and we show that artificial histone-level reduction can be used to increase recombination efficiency. Understanding how the post-translational modification status of histones and the entire chromatin proteome changes after DNA damage will require further investigation. We speculate that gene-targeting rates in mammalian cells can also be improved through manipulation of histone occupancy.
METHODS
Methods, including statements of data availability and any associated accession codes and references, are available in the online version of the paper. A H. performed biophysical analysis of high-speed tracking data. R.T. performed and maintained the coding for 3D SIM-data analysis. R.S. performed all mass spectrometry measurements and the analysis of label-free experiments. J.E. performed and maintained the coding of tools for 3D interspot distance measurements. All the authors discussed the data and participated in the preparation of the manuscript.
ONLINE METHODS
Yeast growth, cell cycle arrests and flow cytometry. The yeast strains and plasmids used in this study are listed in Supplementary Tables 2 and 3 . Yeast strains were all haploid and, except for the SILAC strain and the Htz1-mEos imaging control strain, were derived from the W303 background (Supplementary Table 2) . Unless otherwise stated, yeast cultures were grown at 30 °C until logarithmic (log) growth phase (OD 600 = 0.7; 1 × 10 7 cells/ml) before Zeocin (Invitrogen) or γ-IR exposure at 30 °C. Live-cell microscopy was done at 25 °C. Flow cytometry samples were prepared as previously described 30 .
For controlled GAL1-10::H3/H4 expression experiments coupled with genetargeting assays, GA-8386 and the relevant control strain culture (GA-8385) were grown overnight to saturation in YP galactose/raffinose (YP Gal/Raff) 1:5 medium. The next morning, cultures were inoculated in the same respective medium and grown until log growth phase (OD 600 = 0.7; 1 × 10 7 cells/ml) before being subjected to pulsed histone-level reductions. After reaching log phase, cells were washed once, and pulsed H3 and H4 histone-level reductions were accomplished via growth in either prewarmed 30 °C YP Gal/Raff 1:20 or YP raffinose medium for 120 min before transformation with the respective gene-targeting selection cassettes. For further information about the gene-targeting assay, refer to the section "Ectopic recombination assays. "
For cell-cycle arrest and release experiments, 1.5 × 10 −8 M alpha factor (Zymo Research) was added to exponentially growing cultures at a density of OD 600 = 0.5. After 1 h, another half of the initial amount of alpha factor was added for 30 min, and cells were either held in G1 phase or released into prewarmed medium for 15-25 min before Zeocin damage treatment in S phase. Cell fixation in the relevant experiments was done for 2 min at room temperature with 4% paraformaldehyde.
For all Zeocin or γ-IR experiments, saturated yeast overnight cultures were diluted to OD 600 = 0.1 the next morning and grown to log phase. In all assays, Zeocin was added directly to G1-phase arrested, S-phase released or asynchronously growing log cultures. Cultures were incubated with the drug for 1 h before high-speed tracking microscopy, or for the time periods indicated in figures for other assays and experiments. For γ-IR exposure, 5 ml of cell culture was transferred to a 35 × 10-mm petri dish and irradiated in a Faxitron CellRad cell irradiator until the indicated dose (in grays) was reached. After γ-IR treatment, cells were directly harvested for further downstream western blotting or massspectrometry-based analysis. For undamaged conditions, either cells were imaged immediately for high-speed tracking microscopy, or growth was continued along with that of the treated samples for the time periods indicated in the figures. γ-IR undamaged control cells were also spread on petri dishes and harvested after irradiation of treated cells was complete. Further specific growth and treatment conditions for high-speed tracking live-cell microscopy were applied according to the procedure described in ref. 12 .
The proteasome-inhibition assay with proteasome inhibitor MG132 (Bachem) was done according to the procedure described in ref. 31 . In brief, wild-type GA-6879 (Fig. 2a) or erg6∆ (ref. 32) GA-1364 (Fig. 2b) cells were grown to saturation overnight in SC proline (wild-type, synthetic complete medium without ammonium sulfate but with 0.1% L-proline) or YPAD medium (GA-1364). The next morning, cells were inoculated to OD 600 = 0.1 in SC (wild-type) or YPAD (GA-1364) proline medium supplemented with 0.003% SDS and grown to OD 600 = 0.5 before the addition of 75 µM MG132, or of the same volume of DMSO for the control condition. After 30 min of incubation with the inhibitor, Zeocin treatment or no-damage control growth was carried out for 1 h at 30 °C before cell harvesting for western blotting.
For H2B-CFP (strain GA-3364 and derivatives) and two-foci (strain GA-9777) live-cell fluorescent microscopy, log-phase cells were trapped with three pulses of 5 p.s.i. pressure in CellASIC plates of the ONIX microfluidic perfusion system (Merck Millipore). All perfusions were done at a continuous flow rate of 2 p.s.i. pressure. After a 20-30-min recovery phase, cells were treated for 30 min with Zeocin before high-speed CFP-RFP tracking microscopy. The recovery phase of H2B-CFP-tagged cells was 20 min, after which they were treated with a pulse of Zeocin for 1 h, and H2B-CFP fluorescence was followed for an additional 40 min after treatment.
For constitutive H3/H4 expression or reduction experiments, GA-8386 and the relevant control strain culture (GA-8385) were grown overnight to saturation in YP galactose (YP Gal) or YP Gal/Raff medium and inoculated in the same respective media before Zeocin treatment and cell collection. For controlled H3/H4 shutdown experiments, overnight growth and growth to OD 600 = 0.5 were done with the same strains in YP Gal/Raff (Gal/Raff 1:5 ratio) medium, which confers wild-type H3/H4 expression levels. After G1-phase arrest at 25 °C with alpha factor in YP Gal/Raff medium, cells were released into either prewarmed 25 °C YP Gal or YP Raff medium for 60 min before fixation for structured illumination microscopy (SIM) or high-speed live-cell imaging.
In all other western blotting and label-free mass spectrometry experiments, cells were grown in full medium (YPD), and cell growth for microscopy experiments was done in either synthetic complete medium or sterile, filtered, non-autoclaved YPD medium.
Genome-wide nucleosome mapping. Strains tested for changes in nucleosome occupancy (GA-6879 and GA-8386) were grown in appropriate media to OD 600 = 0.8. Cultures were split in two, and one of the two was treated with Zeocin (500 µg/ml) for 1 h. At this point the OD 600 absorbance of each sample was measured and C. glabrata cells were spiked in at 1/10 according to the sample OD 600 . Cells were washed three times with ice-cold TBS (20 mM Tris-HCl, pH 8.0, and 150 mM NaCl) and lysed by bead-beating in micrococcal nuclease (MNase) digestion buffer (10 mM Tris, pH 8.0, 50 mM NaCl, 5 mM MgCl 2 , 1 mM CaCl 2 , 1 mM β-mercaptoethanol, 0.5 mM spermidine, 0.075% NP-40). The obtained chromatin samples were MNase digested to isolate mononucleosomes, and sequencing libraries were prepared according to the method described by Wiechens et al. 33 . Paired-end libraries of MNase-digested chromatin were sequenced using Illumina HiSeq technology. Fastq files containing raw reads were aligned to the S. cerevisiae and C. glabrata reference genomes by Bowtie2 with the option of a maximum fragment length of 500 for nucleosome fragments. The nucleosome dyads at each position were calculated in a defined window flanking the transcription start site (TSS). The sum of dyads at a given position across all TSSs was then normalized by the total number of nucleosome dyads across all positions flanking ~6,000 TSSs in the given window. We normalized the reads further against the number of C. glabrata reads in the sample. For low-and high-expression gene plots, the TSSs of 15% high-expression genes and 15% low-expression genes were chosen. The data were smoothed using a 50-bp sliding window for graphical representation. Plots were generated with Python's plotting modules matplotlib and pylab.
Quantitative western blot analysis. The total protein content in the relevant samples was determined with the Quant-iT protein assay kit (Thermo Fisher Scientific), and 8.75 µg of total protein was loaded and run on Criterion TGX Stain-Free 8-16% (Bio-Rad) gels under SDS denaturing electrophoresis conditions. Rapid fluorescent detection of all proteins in the gel or on the membrane was done according to the manufacturer's specifications, and protein transfer on PVDF membranes was done with the Trans-Blot Turbo system. All antibodies used for subsequent immunodetections are listed in Supplementary Table 4 . Rad53 protein was detected with a custom-made mouse monoclonal antibody (GenScript) to the FHA2 domain of Rad53. Anti-γH2A was similarly a custommade polyclonal antibody specific for phospho-S129 in yeast H2A. Titration curves of histone H3 and histone H4 antibodies were generated to work within the linear detection range before use (data not shown).
Chromatin fractionation and quantitative mass spectrometry. For SILACbased mass spectrometry, lysine and arginine double-labeling of the lys2∆ arg4∆ strain yAG-06A was achieved by growth for at least ten generations in 'heavy' medium as described previously 34 . After growth to log phase or at G1 cell-cycle arrest, heavy-labeled cells (or 'light'-labeled cells for label-swap controls) were treated for 1 h with Zeocin and mixed 1:1 based on the exact cell count with lightlabeled (or heavy-labeled for label-swap control), nontreated control cells. Prior to mixing, FACS and western blotting samples were taken to test for cell-cycle distribution and DDC activation.
Chromatin fractionation was carried out as previously described 35 , with the modification that chromatin obtained from SILAC-labeled yeast samples was resuspended in urea buffer (50 mM Tris-HCl, pH 7.5, 6 M urea, 1% SDS, 5 mM EDTA) sonicated for optimal solubilization of proteins followed by a TCA protein-precipitation step before downstream mass spectrometric analysis. To avoid carbamylation in urea buffer, samples were kept below 20 °C and quickly processed. Control samples from whole cell extract, supernatant and the chromatin fraction were analyzed with SDS-PAGE (Novex 8-16% Tris-glycine gel, Invitrogen) gel electrophoresis followed by Coomassie staining.
Samples for label-free histone quantification came from log-phase or G1-phase arrested cells grown in YPD medium. After γ-IR treatment, 5 ml of culture was fixed with 10% TCA on ice. Whole cell lysates were obtained by bead-beating at 4 °C in urea buffer (50 mM Tris, pH 7.5, 6 M urea, 1% SDS, 5 mM EDTA). 100-150 µg of total protein was precipitated for downstream MS analysis.
For both SILAC and label-free samples, we carried out reduction and alkylation of cysteines in 20 µl of RCM buffer (0.5 M Tris, pH 8.6, 6 M GnHCl) by adding 4 µl of 100 mM TCEP (tris(2 carboxyethyl)phosphine) for 30 min followed by 4 µl of 250 mM iodoacetamide for another 30 min (in the dark), both at room temperature. Prior to the addition of 20 µl of 1 mg/ml LysC (Wako, Japan), the extracts were diluted two-fold to keep a final HEPES concentration of 20 mM. The first digestion was carried out overnight at 25 °C. After two-fold dilution, 100 µl of 0.5 mg/ml trypsin was added, and the second digestion was carried out at 37 °C overnight. Samples were desalted using SepPak C18 columns (Waters), and eluates were dried to completion in a SpeedVac (Thermo Fisher Scientific).
Both SILAC and label-free LC-MS/MS analyses were done on an Easy-nLC 1000 pump coupled to an LTQ Orbitrap Velos mass spectrometer (Thermo Fisher Scientific) using a Digital PicoView ion source (New Objective). Peptides were separated on a New Objective analytical column (75 µm × 25 cm, Reprosil, 3 µm) with a 150-min 0.1% formic acid-acetonitrile gradient. The flow rate was 200 nL/min, and injection volumes were adapted accordingly for 1 µg of peptides on column. Data were acquired in a Top20 data-dependent analysis mode. MS scans were acquired at a resolution of 60,000 over a range of m/z 350-1,200. We identified label-free peptides by searching Swiss-Prot using Mascot 2.4 (Matrix Science) and compiled them in Scaffold 3.0 (Proteome Software). SILAC peptides were identified with MaxQuant 1.4.1.2 via a search of the SGD database. Two missed cleavage sites were allowed.
We carried out label-free relative quantification of histones by generating the extracted ion chromatogram for the peptide precursor mass, integrating the peak areas (using QuanBrowser (Thermo Fisher Scientific)), which we then used to calculate the peptide ratios. The average of those ratios determined the ratio of the histones (reference untreated or wild-type sample). This method is more precise than the Top3 TIC method used in Scaffold. Untreated or wild-type references were set to 1. We used two peptides from each ALF, KPK1, IF4A and IFSA1 protein as internal references for the quantification of relative histone abundances in each run. Histone-level ratios in SILAC samples are shown as the average from all non-label-swap or label-swap replicas. Ratios were derived from the MaxQuant peptide list, with only core histone peptides reported as not being subject to posttranslational modifications taken into account 21 . We addressed significance by blotting the distribution of all protein ratios from the MaxQuant protein-groups list together with the protein intensities. Core histones were always the most abundant proteins measured and resided within the first significant interval. We filtered the MaxQuant protein-groups list by removing all contaminants, all reverse hits, and proteins quantified with less than two peptides. The cutoff for variability was set to 30%. Normalization was done manually with the 35 most abundant proteins (histones excluded). The MaxQuant peptide list (excluding the G1 experiment) was filtered accordingly without a variability cutoff and with only peptides that had an H/L or L/H count greater than 3 taken into account. Normalization was done manually with the top 10% most abundant peptides (histone peptides excluded).
Live-cell microscopy and image analysis. Live microscopy was done on a temperature-controllable Olympus IX81 microscope with a Yokogawa CSU-X1 scanning head equipped with two EM-CCD EvolveDelta (Photometrics) cameras, an ASI MS-2000 Z-piezo stage and a PlanApo 100×/1.45-NA (numerical aperture) total internal reflection fluorescence microscope oil-immersion objective and Visiview software. For mRFP-GFP or mRFP-CFP high-speed tracking, fluorophores were excited with lasers at 561 nm (mCherry or mRFP) and 491 nm (GFP) or 440 nm (CFP), and emitted fluorescence was acquired simultaneously on separate cameras (Semrock FF01-617/73-25 filter for mCherry/mRFP and Semrock FF02-525/40-25 filter for GFP or Semrock FF01-475/42-25 for CFP). High-speed time-lapse series were conducted, taking eight optical slices per stack either every 80 ms for 1 min or every 300 ms for 2 min, with 10-ms exposure times per slice. Time-lapse image stacks were analyzed as in ref. 9 , using a custom-made ImageJ (FIJI) plugin 36 to extract coordinates of locus position from the movies. We tested phototoxicity by exposing wild-type cells (GA-6879) to standard imaging conditions and following outgrowth for 5 h by morphological analysis, comparing them with unexposed cells. Time series acquired from strains GA-9227 and GA-9777 (two-spot data) were deconvolved using Huygens Remote Manager, channel-aligned, and cropped to contain one single cell per nucleus with the two respective fluorescent spots. Spot tracking over time was done with the ImageJ plugin TrackMate included in Fiji 37 . We generated box plots by plotting all measured distances of treated or untreated cells. Relative MSD analysis was performed with KNIME 38 using the workflow provided in Supplementary Data Set 3. For each frame, we measured the distance vector of tracks in two channels by selecting the two spots with minimal distance. We performed an MSD analysis on the distance vectors for all frames, and tracks with a maximum MSD(t) value greater than 10 µm 2 were considered as outliers (due to mismatching of two distant tracks) and removed from the analysis. Relative MSD versus t was averaged over all tracks and plotted using R.
For H2B-CFP (GA-3364 and derivatives) live-cell microscopy, cells trapped in CellASIC plates were mounted on the same microscopic setup, and different stage positions of the whole field of view were excited with a 440-nm laser. The emitted fluorescence was acquired on an EM-CCD EvolveDelta (Photometrics) camera using a Semrock FF01-475/42-25 emission filter. The Htz1-mEos (GA-9594) and Nup49-GFP (GA-5816) control strains were excited at 491 nm, and fluorescence was recorded through a Semrock FF02-525/40-25 filter. Time-lapse series (120 min total) of 100 optical slices per stack (200-nm intervals) were acquired for 12 time points at 10-min intervals, with each slice being exposed for 10 ms per laser line. Bright-field images were acquired using a CoolLED diode. Images were deconvolved using the Huygens Remote Manager software. For image analysis, deconvolved maximum-intensity projections were analyzed as a merged stack in ICY. Nuclei were detected and segmented using hierarchical k-means and active contours and followed through the time series. The integrated nuclear intensity was calculated for each cell nucleus, and the average intensity of all single cells per condition was plotted over time. In figures, the t 0 time point to 100% intensity (via averaging of the first two time points) and the Zeocin treatment condition of each strain are shown relative to the respective control.
Structured illumination microscopy and image analysis. Structured illumination images were acquired on a Zeiss Elyra S.1 microscope with an Andor iXon 885 EM-CCD camera using an HR diode 488 100-nW solid state laser, a BP 525-580 + LP 750 filter and a PLAN-APOCHROMAT 63×/1.4-NA oil DIC objective lens. Cells were fixed in 4% paraformaldehyde, washed three times in PBS and then attached to a thin SIM-grade Zeiss 1.5 glass coverslip using concanavalin A. Cells were fully sectioned into 50-65 slices at 0.1-nm intervals taken at 60-ms exposures per slice with five rotations of the illumination grid. Bright-field images of the cells were also acquired with an X-Cite PC 120 EXFO Metal Halide lamp. ZEN Black was used to process the images with the automatic settings and with the "Raw Scale" option selected. We then analyzed 3D stacks by using pixel classification and a custom Matlab script to determine the spot volumes and other features as follows: We used a fully automated nucleus and spot-segmentation workflow that allowed for individual detection and feature extraction where a manual or even a semi-automated delineation would be unfeasible. The image-processing software was realized within the Matlab environment and supported by the supervised learning-based pixel-classification toolkit Ilastik 39 . The voxels corresponding to the nucleus, the inner spot and background regions are annotated interactively by brush strokes during the training phase. Features calculated at the labeled pixels and their local neighborhood are then used to train a pixel classifier based on a random Forest ensemble learning method. The processing software provides an automated whole segmentation of all the nuclei and spots present in the scene. The image-processing function is later used in a parallelized batch process on multiple processors. After detection and segmentation of nuclei and spots, the program produces a graphical output in the form of a maximum-intensity projection with delineation of the nucleus, the spots and the unique ID integer that identifies the nucleus candidate. In addition, 3D logical masks corresponding to the classes "spot" and "nucleus" are computed. Finally, the program generates an ASCII file in which key features such as volume and solidity 3D and descriptive statistics are listed for all detected nuclei and foci. The solidity factor is calculated as the proportion of pixels in the 3D convex hull. For statistical analysis and data representation, raw volumes were filtered to exclude spots smaller than 200 and greater than 4,000 voxels, and the control
