presented a parallel distributed processing model that purports to simulate human lexical decision performance. This model (and D. C. Plaut, 1995) offers a single mechanism account of the pattern of factor effects on reaction time (RT) between semantic priming, word frequency, and stimulus quality without requiring a stages-of-processing account of additive effects. Three problems are discussed. First, no evidence is provided that this model can discriminate between words and nonwords with the same orthographic structure and still produce the pattern of factor effects on RT it currently claims to produce. Second, the level of representation used by the model to make a lexical decision is inconsistent with what is known about how skilled readers with damage to their semantic system make word/nonword discriminations. Finally, there are a number of results that are difficult to reconcile with the single mechanism account. The authors' preference is to retain the stages-of-processing account.
Overview
The idea that one can make inferences about the organization and nature of underlying mental processes by examining the pattern of factor effects on the time to respond in various tasks has a long and distinguished history in cognitive psychology. In particular, the observation that two or more factors have additive effects on reaction time (RT) has traditionally been interpreted as evidence that these different factors affect separate, serially organized stages of processing (Sternberg, 1969 (Sternberg, , 1998 ; see also McClelland, 1979 for how cascaded processing can also yield additive effects of two factors on RT and Roberts & Sternberg, 1993 for limitations to this claim). The present commentary considers an account proposed by Plaut and Booth (2000) . They argue that a single mechanism embedded in an implemented parallel distributed processing (PDP) model with a sigmoid activation function correctly simulates the results of multifactor RT experiments in which the effects of some factors interact (e.g., A and B; B and C) whereas other factors have additive effects (e.g., A and C), without the need to attribute the effects of the additive factors (A and C) to separate stages. The analysis of Plaut and Booth's computational model provided here suggests that this single mechanism account fails in several ways. We therefore continue to prefer the traditional separable stages-of-processing view of how additive effects of factors on RT are best understood.
The Plaut and Booth (2000) model is also potentially important for another reason. In earlier work, Seidenberg and McClelland (1989) claimed that their implemented PDP model, which was trained using all the monosyllabic words in English, produced lexical decision accuracy on a par with that seen by skilled human participants. Unfortunately, closer examination of the Seidenberg and McClelland model showed that its lexical decision accuracy was, in a particular context, actually quite poor (Besner, Twilley, McCann, & Seergobin, 1990) . A number of PDP models of visual word recognition have been subsequently published, and it is clear that lexical decision is not a trivial process to simulate (e.g., Borowsky & Masson, 1996; Joordens & Besner, 1994; Plaut, 1997) . Plaut and Booth's (2000) model is therefore potentially important because it could be viewed as an existence proof for the claim that a PDP model can produce accurate lexical decision performance while also simulating effects associated with timed lexical decision performance. In contrast, we argue that the model was not properly assessed and therefore no evidence exists that this model can produce accurate lexical decision performance while also simulating the joint effects of various factors on timed lexical decision performance.
It is also argued that the level of representation that the model uses to make a lexical decision does not correspond to the level that humans use at least some of the time for this task (as Plaut & Booth, 2000 , themselves concede, see p. 812). Our general conclusion is that, in its currently implemented form, this model does little in the way of advancing our understanding of how humans do Introduction Skilled readers have very little metacognitive awareness of the underlying perceptual and cognitive processes involved in recognizing a printed word's orthographic form and retrieving its meaning. However, the efficiency and speed with which we are capable of reading for meaning has sometimes been taken to imply that a single mechanism (i.e., a single process) is sufficient to account for processing at the single word level. Indeed, an early theory of word identification subscribed to the idea of a singular "mental lexicon," in which the representations of orthography (spelling), phonology (pronunciation), and semantics (meaning) were all packaged together for words known to the reader (e.g., Treisman, 1960) . However, over the last 4 decades, a number of empirical observations in both normal participants and those with acquired brain damage have led a wide range of investigators to suppose that multiple stages of processing are needed to account for lexicalsemantic processing effects (e.g., Becker, 1979; Becker & Killion, 1977; Besner & Smith, 1992; Borowsky & Besner, 1993; Brown & Besner, 2002; Coltheart, Curtis, Atkins, & Haller, 1993; Coltheart, Rastle, Perry, Langdon, & Zeigler, 2001; Forster & Davis, 1984; Grainger & Jacobs, 1996; McClelland & Rumelhart, 1981; McClelland, 1987; Morton, 1969 Morton, , 1979 Morton & Patterson, 1980; Neely, 1977 Neely, , 1991 Stanners, Jastrembski, & Westbrook, 1975; Stolz & Besner, 1996 , 1998 ; see also Carr & Pollatsek's, 1985, review) .
In contrast, Plaut and Booth (2000) have argued that, in the context of the lexical decision task, a single mechanism embedded in a parallel distributed processing model is sufficient to account for both semantic priming effects and lexical processing effects. We begin by outlining some of the empirical findings that the Plaut and Booth model purports to explain, and we follow this with a description of their model.
The Phenomena
There are many phenomena that any successful account of lexical-semantic processing in the context of the lexical decision task needs to be able to explain. We restrict our attention here to only a few of these phenomena because they suffice to illustrate what Plaut and Booth (2000) consider to be some of the strengths of their approach. We begin by describing the phenomena that have been reported in the lexical decision literature that will be considered here in the context of the Plaut and Booth model.
The Joint Effects of Semantic Priming and Stimulus Quality
One well-documented phenomenon is the semantic priming effect in which a target word (e.g., DOG) is identified more quickly when preceded by a related prime (e.g., CAT) compared with an unrelated prime (see Neely's, 1991, review) . This semantic priming effect sometimes interacts with the effect of stimulus quality. That is, a reduction in stimulus quality slows the processing of unrelated targets more than it slows the processing of related targets (e.g., Becker & Killion, 1977; Borowsky & Besner, 1991 Meyer, Schvaneveldt, & Ruddy, 1975) . There are also conditions under which these same two factors produce additive effects on lexical decision RT that are within the same range of RTs that showed an interaction in some of the former studies (Borowsky & Besner, 1991 Brown & Besner, 2002; Stolz & Neely, 1995) .
The Joint Effects of Stimulus Quality and Word Frequency
The second phenomenon involves the word frequency effect in which high-frequency words are identified more quickly than low-frequency words (e.g., Forster & Chambers, 1973 ; see also Monsell's, 1991, review) . Stimulus quality does not differentially affect the processing of high-and low-frequency words. Instead, a reduction in stimulus quality produces only a main effect on RT (e.g., Balota & Abrams, 1995; Becker & Killion, 1977; Borowsky & Besner, 1993; Plourde & Besner, 1997; Stanners et al., 1975) .
The Joint Effects of Context and Word Frequency
The third phenomenon is that context interacts with word frequency. The semantic priming effect is larger for low-compared with high-frequency words (Becker, 1979; Borowsky & Besner, 1993) .
The Plaut and Booth (2000) PDP Model
A written word is represented by a pattern of activation over a set of 18 orthographic units that encode three-letter inputs (words are composed of consonant-vowel-consonant [CVC] strings), and its meaning is represented by another pattern of activation over a set of 100 semantic units. A set of 100 hidden units receives input from the orthographic units and is fully interconnected to the semantic units, which are fully connected to each other (see Figure 1 ).
Context is implemented by varying both co-occurrence probabilities (i.e., associative relatedness, or how often one word tends to occur with another word) and semantic feature overlap (i.e., semantic relatedness, or similarity of features between exemplars of a category). Finally, word frequency was simulated by varying the frequency with which words were presented during training. Plaut and Booth's (2000) model is based on an earlier model (Plaut, 1995) , which was trained to map written words to their meanings. The Plaut (1995) model had been claimed to exhibit the pattern of joint effects between stimulus quality, context, and word frequency reported by Borowsky and Besner (1993) . The Plaut (1995) model is clearly the foundation for the Plaut and Booth (2000) model, and we note that it is referred to often throughout the discussion of the 2000 model. For example:
"Our account takes as its starting point a preliminary distributed network simulation developed by Plaut (1995) " (Plaut & Booth, 2000, p. 789) . "The approach taken is closely related to the one used in the Plaut (1995) simulation" (Plaut & Booth, 2000, p. 800) . "The semantic representations of words were the same as those used by Plaut (1995) " (Plaut & Booth, 2000, p. 801 ).
In Plaut (1995) , the description of how stimulus quality is implemented is also clearly stated:
"Empirical studies have found that priming is increased if targets are degraded visually (e.g., by reducing contrast; see Neely, 1991) . To investigate this effect in the model, the orthographic input patterns for targets were reduced in visual contrast by scaling the input values toward the neutral value. . ." (Plaut, 1995, p. 41 ).
Both of these variants of the model manipulate the strength of the external orthographic input; Plaut and Booth (2000) discussed it as a means of modeling perceptual ability of the participants, and Plaut (1995) discussed it as a means of modeling perceptual quality of the stimulus. Thus, without claiming that it is an exhaustive measure, we wish to draw the reader's attention to the fact that orthographic input strength serves as an implementation of both perceptual ability of the participant, and perceptual quality of the stimulus.
Three Problems for the Current Implementation of the Model Problem one: Does the model discriminate between words and well-formed nonwords?
The lexical decision task is typically conceived of as one that forces participants to interrogate their mental lexicon (e.g., is "mantiness" a word? See Norman, 1969, p. 162) . The vast majority of investigators have therefore used nonwords that preserve the orthographic structure that is seen in the word stimuli. If the structure of the nonwords differs too much from the structure of the words, then participants may, at least some of the time, develop and use strategies that are restricted to the orthographic and/or phonological level (e.g., see Borowsky & Masson, 1996; Shulman, Hornak, & Sanders, 1978) . Unless one is trying to manipulate the level at which participants are monitoring activation to make their lexical decisions, using orthographically strange nonwords is counterproductive because it defeats the intent of the task, which is to probe lexical/semantic organization and processing dynamics. If a model is being evaluated with respect to its ability to simulate "lexical decision" as typically conceived, then the stimuli that it is tested with have to be faithful to the stimulus characteristics that are generally used in experiments on skilled readers.
A central problem here thus concerns how Plaut and Booth (2000) tested the model's lexical decision ability. Plaut and Booth's simulation of lexical decision used CVC letter strings constructed from 10 consonants and 5 vowels; there were 500 possible strings. Plaut and Booth chose a random 128 words and trained their orthography-to-semantics model on these items. Once the model was fully trained, an obvious way of testing its lexical decision performance would have been to test whether the model could classify the 500 possible letter strings into "words" (the 128 letter strings it was trained on) and "nonwords" (the 372 letter strings it had never seen before). But Plaut and Booth did not do this. Instead, they used 128 letter strings with a vowel-consonantvowel (VCV) orthographic structure, a structure to which the model had never been exposed. There is thus no evidence in the Plaut and Booth (2000) paper that this model can discriminate between words and nonwords at a high level of accuracy when the nonwords have the same orthographic structure as the words.
It might of course be that the model could do this if tested appropriately, we simply do not know. Simulation accounts are meant to provide an existence proof. Given that there are a number of demonstrations that some computational models behave in ways unanticipated by the modelers (e.g., Besner & Roberts, 2003; Besner et al., 1990; Reynolds & Besner, 2002 , 2004 , it is important to run the simulations with stimuli that are typically used in experiments with human readers.
Of course, PDP models have been challenged previously concerning their ability to make accurate lexical decisions. Seidenberg and McClelland (1989) were the first to claim that their PDP model was capable of high lexical decision accuracy, but closer examination by Besner and colleagues (1990) showed that this was not the case. It is thus important to acknowledge that Plaut (1997) was able to show that a PDP model can discriminate very well between words and nonwords with the same orthographic structure based on a measure of familiarity defined over semantics. However, there are some differences between the Plaut (1997) model and its performance and the present model.
The Plaut (1997) model differs from the Plaut and Booth (2000) model in that the former has twice as many semantic units (200 vs. 100), 10 times the number of hidden units (1,000 vs. 100), and six times the number of orthographic units (108 vs. 18) than the latter. Further, the Plaut (1997) model is feed-forward only, whereas the Plaut and Booth (2000) model is recurrent. It might be that the Plaut and Booth (2000) model would perform at equivalent levels of accuracy as the Plaut (1997) model when the untrained words from the corpus are considered to be nonwords, as suggested above. This is an empirical question that remains to be answered. Further, it remains to be seen whether a high level of accuracy with this set of "nonwords" would still allow the Plaut and Booth (2000) model to produce the same pattern of effects on RT that it does now.
We do not wish to ignore the fact that Plaut and Booth (2000) offered a rationale for why they chose to test this model with words and nonwords that differed so profoundly in orthographic structure. Their argument was that the experimental data from adults and children that they were trying to simulate involved words and nonwords that were not orthographically matched because they differed in terms of bigram and trigram frequencies. They went on to suggest that the relative ratio of word to nonword similarity (in the experiments vs. the simulation) is actually quite similar (1.31 for the experiments vs. 1.19 for the simulation). This rationale is unconvincing because it ignores two larger issues. First, Plaut and Booth argued that the model simulates more than just the experiments reported in their paper. Instead, the model is repeatedly argued to provide a general account of a rather large number of results from experiments in the visual word recognition literature on skilled readers. Relatedly, such experiments with humans typically do not make the word and the nonwords as structurally different as used in these simulations for a very simple reason. Faced with words that always begin with a consonant and nonwords that always begin with a vowel, lexical decision by skilled readers could be 100% accurate by simply classifying the first letter as a vowel or a consonant. (2000) model makes lexical decisions at the semantic level. A serious difficulty here is that using the semantic level to make such a decision may render this form of the model incapable of explaining how literate participants with acquired, and severe damage to their semantic system can make lexical decisions with accuracy that is as good as controls without such damage. Coltheart (2004) has reviewed a number of such cases in considerable detail. He argues that these patients make lexical decisions based on the activation of a lexical entry in a system in which words are represented by individuated nodes that are distinct from semantic representations. This parallels the view in some models of how normal participants can make lexical decisions (e.g., Coltheart et al., 2001) .
1 When there is enough activation to meet some criterion, the participant responds "yes." The participant responds "no" on the basis of a flexible deadline. If activation has not reached the criterion for a "yes" response by some time (t), then a "no" response is made (e.g., Coltheart, Davelaar, Jonasson, & Besner, 1977; Coltheart et al., 2001) .
One response that could be made to this point is that patients with a damaged semantic system might produce excellent lexical decision performance not because they have consulted an orthographic lexicon, but because they performed lexical decision by reference to letter string typicality (Rogers, Lambon Ralph, Hodges, & Patterson, 2004) . The claim here is that words and nonwords might not be matched for typicality when they are operationalized as bigram and trigram frequency and that participants might pick up on this fact as a basis for making a lexical decision. However, Coltheart (2004) discussed five patients with severe semantic damage whose lexical decision performance was normal despite the fact that none of these patients' performance could be explained in terms of using stimulus typicality instead of lexicality ( Another response is to suppose that performance by braindamaged patients is of little or no interest to the PDP enterprise. We are confident that Plaut and Booth (2000) do not subscribe to this view, given the elaborate attempt by Plaut, McClelland, Seidenberg, and Patterson (1996) to simulate word and nonword naming performance by patients with acquired surface dyslexia and Plaut and Shallice's (1993) extensive paper on the simulation of acquired deep dyslexia.
We are therefore inclined to accept Coltheart's (2004) conclusion that any PDP model that can only make word/nonword decisions by reference to the semantic level does not provide an account of lexical decision by patients with severely impaired semantics. To be sure, we are not claiming that it is impossible for a PDP model to accomplish this. For example, one reviewer suggested that orthographic familiarity sufficient to discriminate between words and well-formed nonwords could be captured by the orthographic units of the Plaut and Booth (2000) model if those units were to be set up to allow learning. Nonetheless, we admit to a certain skepticism here, given that subsequent to the failure of Seidenberg and McClelland's (1989) model to produce accurate lexical decisions in the absence of a semantic system, no implemented PDP model has been published to date that accurately discriminates between words and well-formed nonwords either in the absence of a semantic system or in the presence of a substantially damaged semantic system (as damage to this system is surely a matter of degree). If it is so easy to accomplish this, then why, 15 years later, do we still lack an existence proof that a PDP model can do this?
To summarize the argument so far then, the Plaut and Booth (2000) model is problematic in two ways. The first problem is that there is as yet no evidence that this model can actually discriminate words from nonwords when the orthographic structure of the nonwords is the same as for the words. A corollary is that if it could make such discriminations, it remains to be demonstrated that it could also produce the same pattern of factor effects on RT that it claims to at present. A second problem is that there is no evidence that this or any other PDP model can produce lexical decision performance in the presence of severe semantic damage that is just as accurate as in the absence of semantic damage, yet, there exist multiple cases of patients with severe semantic damage 1 Ironically, Borowsky and Besner (1993) , Borowsky and Masson (1996) , Besner (1996, 1998) , Brown and Besner (2002) , Smith and Besner (2001) , and Stolz and Neely (1995) also assumed that lexical decision is typically carried out at the semantic level so as to explain a variety of effects produced by intact university-level readers. whose lexical decision performance is just as good as control patients without semantic damage (see Coltheart, 2004) .
Problem three: Does the model successfully simulate the pattern of factor effects seen in the human literature? A critical feature of processing in Plaut and Booth's (2000) model is the shape of the activation function. Specifically, the output of the semantic system, which is based on the vector of activations of individual semantic features, is a sigmoid function of orthographic input to the semantic system (see Figure 2) .
The claim is that in this PDP model, a sigmoid activation function makes it possible to account for the following: (a) the interaction between orthographic input strength and semantic context on RT, (b) the interaction between semantic context and word frequency on RT, and (c) additive effects of orthographic input strength and word frequency on RT. Plaut and Booth (2000) claim that the Plaut (1995) model can accommodate the additive and interactive effects of various factors reported by Borowsky and Besner (1993) :
"In addition to target frequency, stimulus quality also interacted with priming context (i.e., greater priming for degraded compared with Figure 3 . How the sigmoid activation function from the Plaut (1995) and Plaut and Booth (2000) model simulates the interaction between context and stimulus quality. RT ϭ reaction time.
intact stimuli), but stimulus quality did not interact with target frequency. Thus, the Plaut (1995) network exhibited the pattern of results found empirically by Borowsky and Besner (1993) . . ." (Plaut & Booth, 2000, p. 789 ). Plaut and Booth (2000) are also very clear in arguing that "This pattern of results makes it difficult-at least within an additive factors framework (Sternberg, 1969) -to locate context and frequency effects at the same stage of processing" (p. 787), and that with their present model they are "demonstrating that an implemented simulation that does not separate frequency and context effects and which lacks expectancy-based processes nonetheless reproduces the most important empirical findings" (p. 787).
How does the sigmoid activation function do this? Although Plaut and Booth (2000) claimed that the basis for an interaction on RT can be understood in terms of the nonlinear effects of the sigmoid activation function, they also acknowledged that there are limitations with their approach (which we will not reiterate here, see their p. 790, and General Discussion, pp. 809 -817). Figures 3 and 4 (top panels) illustrate how Plaut's (1995) and Plaut and Booth's (2000) sigmoid activation function relates input strength to RT. The bottom panels of these figures show the RT effects from skilled readers that this network is claimed to simulate.
In Figure 3 , the interaction between semantic context and stimulus quality (whereby the effect of context is larger for Figure 4 . How the sigmoid activation function from the Plaut (1995) and Plaut and Booth (2000) model simulates the interaction between context and word frequency. RT ϭ reaction time.
degraded rather than intact word targets) arises because the input strength to semantics from the orthographic units is stronger for words that follow a related prime than an unrelated one and stronger for intact targets than for degraded targets. The points at which the input strength values meet the sigmoid activation function translate into output (i.e., activation on the y-axis), which maps onto RT. The network RTs produce the pattern that is seen in human RTs as is illustrated in the bottom panel.
In Figure 4 , the interaction between semantic context and word frequency (whereby the effect of context is larger for low-frequency rather than high-frequency word targets) arises because the input strength to semantics from the orthographic units is stronger for words that have followed a related prime Figure 5 . How the sigmoid activation function from the Plaut (1995) and Plaut and Booth (2000) model imposes some problematic constraints when trying to simulate the additive effects of stimulus quality and word frequency. The question mark represents the problematic region of the sigmoid activation function whereby some of the effects that are equidistant from the center of the sigmoid function impose unrealistic constraints on reaction time (RT). If one holds constant the high stimulus quality points from Figures 3 and 4 , then the effect of stimulus quality is too large to accommodate the range of RTs of the interaction between context and word frequency (see Figure 4) and the interaction between context and stimulus quality (see Figure 3) . context than an unrelated one and stronger for high-frequency word targets than for low-frequency word targets. The points at which the input strength values meet the sigmoid activation function translate into network RTs that produce the pattern that is seen in human RTs as is illustrated in the bottom panel.
Figures 5 and 6 illustrate how the additive effects of stimulus quality and word frequency arise in the model. Again, points at which the input strength values meet the sigmoid activation function translate into network RTs that are supposed to produce the pattern that is seen in human RTs (see bottom panel). Critically, additive effects of these two factors are simulated by having the input strength of all four points of the two factors (stimulus quality and word frequency) meet the sigmoid activation function at points that are equidistant from the center (i.e., linear portion) of the function. Clearly, this model cannot simulate both an interaction and additive effects of factors as Figure 6 . How the sigmoid activation function from the Plaut (1995) and Plaut and Booth (2000) model imposes some problematic constraints when trying to simulate the additive effects of stimulus quality and word frequency. The question marks represent the problematic region of the sigmoid activation function whereby some of the effects that are equidistant from the center of the sigmoid function impose unrealistic constraints on reaction time (RT). A more realistic size of effect of stimulus quality can be modeled by moving closer to the center of the sigmoid activation function (in contrast to Figure 5 ), but once again, at the cost of no longer accommodating the interactions in Figures 3 and 4. described above when they all fall within the same range of RTs. Figure 7 illustrates the general pattern of results when relying on a sigmoid activation function to simulate such effects, and thus illustrates how the sigmoid activation function, in and of itself, cannot accommodate the data when it is constrained within a range of RTs that reflects human performance (Borowsky & Besner, 1993; Brown & Besner, 2002; Stolz & Neely, 1995) For example, Figure 8 illustrates the inherent problem of the sigmoid function if one were to attempt to account for additive effects of stimulus quality and word frequency within the same range of RTs as the interactive effects of context with stimulus quality (see Figure 3 ) and word frequency (see Figure 4) . The sigmoid function incorrectly produces an interaction between orthographic input strength and word frequency. We now turn to a discussion of additional empirical findings that are inconsistent with the model. Plaut and Booth (2000) considered the context by frequency interaction on lexical decision RTs to have "important implications for theories of lexical processing" (p. 787) and thus chose to focus on this interaction throughout much of their paper (e.g., their Figure 1 illustrates this interaction). Plaut and Booth's model produces an interaction between context and word frequency (a larger effect of context for low-frequency words than highfrequency words under the high orthographic input strength condition), and this corresponds to what has been reported in the literature on university-level readers (Becker, 1979; Borowsky & Besner, 1993) .
The Context ϫ Frequency Interaction Revisited
However, as seen in Figures 7 and 9 , the model yields an interaction between context and word frequency that changes as a function of decreased orthographic input strength (recall that perceptual ability and stimulus quality are treated as functionally equivalent in this model, as both have been modeled by manipulations of orthographic input strength; Plaut, 1995; Plaut & Booth, 2000) :
"the network produced a trend toward a reverse Frequency ϫ Context interaction (i.e., greater priming for high-compared with lowfrequency targets) when tested in the adult, low-perceptual ability condition at the long SOA. The same pattern held numerically for these conditions at the short SOA . . . this reverse interaction, like the standard one in the high ability condition, can be understood in terms of the nonlinear effects of the sigmoid activation function (see Figure  1) ." (Plaut & Booth, 2000, p. 810) Although Plaut and Booth (2000) were cautious to not overinterpret this trend, the model actually produced more than a trend in that there were significant three-way interactions between perceptual ability, context, and word frequency in their simulations of adult lexical decision performance under both short and long prime-target stimulus onset asynchronies (SOA). The problem here is that this is not the pattern seen in Borowsky and Besner's (1993) data when stimulus quality is manipulated. There, the interaction between context and word frequency becomes larger rather than reversed under the low stimulus quality condition. The single-stage sigmoid activation function does not, therefore, correctly simulate these data. Plaut and Booth (2000) do not discuss the results of Stolz and Neely's (1995) Experiment 2, in which the SOA between prime and target was 200 ms. Stolz and Neely discussed these data at length and concluded that the results support the idea that conscious expectancies were not operating here. This is important because, in the absence of a conscious expectancy (which is outside the scope of the model), it places these findings squarely where the Plaut and Booth model should be able to account for them. Stolz and Neely replicated previous reports of an interaction between stimulus quality and semantic priming at a 200-ms SOA. Critically, however, that interaction was only seen when the proportion of related word trials was .50 and when the prime-target word pairs were strongly associated. The interaction was not seen when relatedness proportion was .25, and it was not seen when the strength of association between primes and targets was low. These data can be seen in Table 1 . We note that the range of RTs across this experiment is from Figure 1 ) suggested could accommodate the interactive effects of context with word frequency and orthographic input strength (which also represents stimulus quality). This figure illustrates how a sigmoid activation function is not sufficient to accommodate both additive effects (e.g., stimulus quality and word frequency) and interactive effects (e.g., Context ϫ Word Frequency, and Context ϫ Stimulus Quality) within the same range of RTs. It further illustrates how the model produces a reverse interaction between context and word frequency if one examines only low stimulus quality targets, which is not observed in the human data (Borowsky & Besner, 1993) . See Figure 9 for a more detailed depiction of this reverse interaction. 596 ms (the bright, related condition with strong associates), to 754 ms (dim, unrelated condition with weak associates). Three of the four 2 ϫ 2 cells in the matrix produce additive effects of stimulus quality and semantic priming. One 2 ϫ 2 cell produces the interaction. Given that all of the 16 RT means fall within that range (approximately 600 -750 ms), we do not see how one could appeal to the nonlinear sigmoidal activation function to explain both the interaction and the additive effects. In contrast, Stolz and Neely provided an explanation for these data (relatedly, see Brown & Besner, 2002) , but it is couched in exactly the framework that Plaut and Booth wish to do without-multiple stages.
Interactive and Additive Effects of Orthographic Input Strength and Semantic Priming

Revisiting How Stimulus Quality Affects Performance in the Model
Another concern is how a reduction in stimulus quality affects performance in the model. Figure 5 shows that the model Figure 8 . A depiction of how the sigmoid function (incorrectly) produces an interaction between orthographic input strength (stimulus quality) and word frequency if one attempts to maintain a similar range of reaction times (RTs) as are found in experiments with skilled readers that include all three variables (i.e., stimulus quality, word frequency, and semantic context, e.g., Borowsky & Besner, 1993). can produce additive effects of stimulus quality and word frequency when the effects of both of these factors are restricted to the part of the activation function that is linear (or equidistant from this central portion). One reservation here is that the main effect of orthographic input strength produced by the simulation is tiny (approximately 12 ms when comparing the nonword prime baseline conditions-see Figure 14 in Plaut & Booth, 2000) when it was simulating the results of an experiment with adults in which the effect of perceptual ability was approximately 80 -100 ms when comparing these same baseline conditions. Clearly, it is easy to produce a larger main effect of orthographic input strength in the model. The empirical question is whether the model is able to produce additive effects of two factors when the size of the orthographic input strength effect is equal to the perceptual ability effect that Plaut and Booth obtained with their experiments on humans, or similarly, equal to the stimulus quality effect obtained by others (e.g., Borowsky & Besner, 1993, 250 -275 ms; Stolz & Neely, 1995, Figure 9 . The model produces a Context ϫ Frequency interaction in which low-frequency targets are less affected by context when orthographic input strength is reduced. Borowsky and Besner (1993) reported, for skilled participants, that low-frequency targets yielded a larger priming effect than high-frequency targets when stimulus quality is reduced. RT ϭ reaction time.
100 -125 ms). Unfortunately, for technical reasons, Plaut and Booth's model is not available, nor are the data from their simulations. (D. Plaut, personal communication, January 31, 2005) . However, we understand that a replication is forthcoming.
Certainly, we already know from simulation work with an otherwise very successful model in which the activation function is monotonic (Coltheart et al.'s, 2001 dual route cascaded model) that reducing the rate of activation so as to simulate the effects of stimulus quality leads to an interaction with word frequency rather than additive effects (Reynolds & Besner, 2004) .
Conclusions
The main conclusion reached here is that Plaut and Booth's (2000) single stage account of lexical processing imbedded in a PDP model does not advance our understanding of the processes underlying lexical decision by skilled readers. As we have discussed, the currently implemented version of the model fails in a number of fundamental ways. We therefore continue to prefer multiple stage accounts of such data (e.g., Borowsky & Besner, 1993; Brown & Besner, 2002; Smith & Besner, 2001; Stolz & Neely, 1995) . What the functions of these stages are, how particular stages are represented (e.g., localist vs. distributed), whether these stages are cascaded or not, and how various factors constrain their operation, are issues that merit further empirical investigation and theoretical development. Stolz and Neely's (1995) Note. RT ϭ reaction time; SOA ϭ stimulus onset asynchrony; RP ϭ relatedness proportion.
