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Abstract- This paper is addressing the combination of physiological and behavioral biometrics. In this we adopted multimodal 
approach on combining signature and fingerprint biometrics using feature level fusion with different normalization techniques 
to improve the performance of multimodal system. Texture features are extracted for fingerprint, pen pressure, azimuth, and 
altitude features are extracted for signature. Thus, classification is done using K-NN and SVM classifiers; from experimental 
results of two classifiers shows that multimodal approach performs well by adopting robust feature normalization technique 
with suitable distance measures and kernels of classifiers.    
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INTRODUCTION    
Most of the biometric systems deployed in real world 
applications are unimodal which rely on the evidence of 
single source of information for authentication (e.g. 
fingerprint, face, voice etc.). These systems are 
vulnerable to variety of problems such as noisy data, 
intra-class variations, inter-class similarities, non-
universality and spoofing. It leads to considerably high 
false acceptance rate (FAR) and false rejection rate 
(FRR), limited discrimination capability, upper bound in 
performance and lack of permanence [6]. Some of the 
limitations imposed by unimodal biometric systems can be 
overcome by including multiple sources of information for 
establishing identity. Hence the limitations of unimodal 
biometric systems can be overcome by using multimodal 
biometric systems [8]. 
 
The term “multimodal” is used to combine two or more 
different biometric sources of a person (like signature and 
fingerprint) sensed by different sensors. Two different 
properties of the same biometric can also be combined. If 
one of the technologies is unable to identify, the system 
can still use the other two to accurately identify against. 
Multimodal technologies have been in use commercially 
since 1998 [9].  In orthogonal multimodal biometrics, 
different biometrics (like signature and fingerprint) is 
involved with little or no interaction between the individual 
biometric whereas independent multimodal biometrics 
processes individual biometric independently. 
 
 Orthogonal biometrics are processed independently by 
necessity but when the biometric source is the same and 
different properties are sensed, then the processing may 
be independent, but there is at least the potential for gains 
in performance through collaborative processing. In 
collaborative multimodal biometrics the processing of one 
biometric is influenced by the result of another biometric 
[8]. In multimodal biometric system information 
reconciliation can occur at the data or feature level, at the 
match score level generated by multiple classifiers 




Even though the multimodal biometric systems are widely 
explored in literature there are still issues that need to be 
addressed like role of different levels of fusion, the 
strategies for fusion, normalization of data, and quality in 
designing multimodal systems, etc.  
 
Fabio Rolia et al. [1] proposed a novel serial scheme 
which combines two serially matchers at which the 
performance of the serial model is higher than parallel 
and matching time comparatively less. These experiments 
are carried out on well-known benchmark face datasets 
and fingerprint dataset. Hence proposed method performs 
better than parallel method. Y Yao et al. [2] proposed a 
multimodal biometric system using face and palmprint at 
feature level. In this, gabor features of face and palmprint 
are obtained individually. Extracted Gabor features are 
then analyzed using linear projection scheme such as 
PCA to obtain the dominant principal components of face 
and palmprint separately. Finally, feature level fusion is 
carried out by concatenating the dominant principal 
components of face and palmprint to form a fused feature 
space. 
 
GUO Li-jun et al. [4] proposed multimodal biometric 
verification system based on features extracted from 
fingerprint, palm-print and hand-geometry. Fusion is 
performed at match score level based on multimodal 
image quality estimation, and finally a decision made. The 
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system was tested on a database of 100 persons and the 
experimental results indicate the possibility of the 
combination to be effective. 
 
 
Fig 1:  Proposed Multimodal system. 
 
Nanni et.al.[3], explored an on-line signature verification 
system based on 1-D wavelet transform and discrete 
cosine transform .The discrete 1-D wavelet transform 
(WT) is performed on the time functions of the dynamics 
of signature.  Finally, a Linear Programming Classifiers is 
trained using a little subset of the discrete cosine 
transform (DCT) coefficients. Experimental results show 
that on-line signature matchers obtain a very low Equal 
Error Rate (EER) and that on-line signature verification 
could be used in real time applications. In [5] Lei et. al., 
presented a comparative study on consistency of features 
for on-line signature verification.  A consistency model is 
developed by generalizing the existing feature-based 
measure to distance-based measure. Comparative results 
show that the consistency of a feature is positively related 
to the feature’s performance in signature verification. 
Experimental results show that the simple features like x, 
y coordinates the speed of writing and the angle with the 
x-axis have high consistency and thus are reliable.   
 
PROPOSED SYSTEM  
In our proposed multimodal biometric system, we have 
combined physiological and behavioral trait such as 
fingerprint and online signature as shown in Fig: 1. For 
fingerprint we have extracted texture features using Local 
Phase Quantization (LPQ), where as for online signature 
we have extracted Pressure, Pen Azimuth and Pen 
Elevation features. Since both fingerprint and signature 
are independent modalities, hence it is necessary to 
normalize their features, and it has been done using 
different normalization for feature level fusion. Finally, 
classification is done using K-Nearest Neighbours (K-NN) 
and Support Vector Machine (SVM). The some steps 
involved in proposed system are as follows.  
 
Feature extraction  
For fingerprint we have extracted the texture features 
using LPQ, local phase quantization operator was 
originally proposed by Ojansivu and Heikkila as a texture 
descriptor [10]. The LPQ method uses local phase 
information extracted using the 2-D DFT or more 
precisely, a Short Term Fourier Transform (STFT) 
computed over a rectangular M-by-M neighbourhood  at 
each pixel position x of the image f(x). The advantage in 
STFT is that the phase of the low frequency coefficients is 
insensitive to centrally symmetric blur, which is commonly 
encountered in real images. In addition to the above we 
have used the signature modality and its some features, 
pen pressure, azimuth, and altitude are used as features 
this shown in Fig 2. Although other features proposed in 
reference [7] can be useful, our goal is to discuss the 
effectiveness of pen pressure, azimuth, and altitude. 
Thus, we use only these features in this work. 
 
 
Fig 2:  Signature features from the tablet. 
 
Feature level fusion 
In feature level fusion each individual modality process 
outputs a collection of features. The fusion process fuses 
these collections of features into a single feature set or 
vector. Feature level fusion performs well, if the features 
are homogenous (i.e. of same nature). However, if the 
features are heterogeneous, then it requires normalization 
to convert them into a range that makes them more 
similar. We used four well-known normalization methods 
[6]. 
 
Min-Max (MM): This method maps the raw scores (s) to 
the [0, 1] range. The quantities max(s) and min(s) specify 
the end points of the score range  
is - min(s)n =
max(s) - min(s)
 
Z-score (ZS): This method transforms the scores to a 
distribution with mean of 0 and standard deviation of 1. 
The operators mean()  and std()  denote the arithmetic 
mean and standard deviation operators, respectively: 
is - mean(s)n =
std(s)
 
Tanh (TH): This method is among the so-called robust 
statistical techniques. It maps the raw scores to the (0, 1) 
range:   
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Median Absolute Deviation (MAD): The MAD 
normalization does not guarantee the common numerical 







where MAD = median( s - median )
 
EXPERMENTAL RESULTS AND DISCUSSION  
In order to measure the performance of multimodal 
system we have use publicly available databases viz., the 
MCYT-100 signature corpus and FVC 2006 fingerprint 
database. The specification of our system is as follows: 
Processor; Intel(R) Core 2Duo @ 2.2 GHz, RAM: 3GB, 
Operating System: 32-bit Window 7, MATLAB 7.10.0 
(R2010a).  
The performance evaluation of all our experiments is 
measured by recognition rate, precision, recall and F-
measure. The results obtained by K-NN classifier for 
unimodal system are tabulated in Table-1 and for 
multimodal systems results are tabulate in Table-3, Table-
4, Table-5 and Table-6. Similarly for SVM classifier results 
which are obtained for unimodal is shown in Table-2, and 
for multimodal approach it has been tabulated in Table-7 
and Table-8, for each approach description is given 
below.   
Results from K-NN classifier  
From Table-1, we can observe performance unimodal 
approach of K-NN classifier with different distance 
measures such as, euclidean, city block, cosine and 
correlation. For fingerprint modality correlation distance 
measure performs well with recognition rate of 93%. 
However, city block distance outperforms for signature of 
recognition rate 90%.   
Table-4, Table-5 and Table-6 shows results obtained from 
multimodal approach from different normalization 
techniques such as, min-max, z-score, Tanh and MAD 
respectively. These tabulated are results of feature level 
fusion of fingerprint and signature using K-NN classifier 
with different distance measures.  
For min-max rule, z-score and Tanh correlation distance 
measure performs well with recognition rate of 86.0%, 
95.6% and 95.5% respectively where as for MAD rule 
cosine similarity measure perform well of recognition 94% 
Results from SVM classifier  
Table-2, shows the results which are obtained by SVM 
classifier with different polynomial and Gaussian kernels. 
Gaussian kernel performs well for fingerprint with 
accuracy 83.50% and signature performs well for 
polynomial kernel with accuracy 88.50%. 
 
Table-7 and Table-8, consist of result obtained from 
multimodal approach of feature level fusion of fingerprint 
and signature. For Gaussian kernel equally z-score and 
Tanh rules performs well with recognition rate of 96.5%. 
For polynomial kernel z-score normalization rule performs 
well with recognition rate of 98.5% which also the highest 




From the independent analysis of both K-NN and SVM 
classifiers for unimodal and multimodal approaches and 
the experimental results states that. 
a) The performance of classifier is dependent on 
the nature of features, type of modalities used 
and size of databases chosen 
b) Selection of different distance measure in K-NN 
and kernel in SVM plays a role in recognition. 
c) At feature level fusion, if the features from each 
modality are heterogeneous it is necessary to 
normalize each modality features. 
d) Z-score is most robust normalization technique 
compare to other  techniques 
e) In general multimodal approach always yields 
better results than any other multibiometric 
approaches. This also implies, more cost, more 
processing and difficult to deploy and maintain. 
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Table-1 – Performance of K-NN Classifier for Unimodal system: 
 
Distance Measure Recognition rate (%) Fingerprint Signature 
Euclidean 90.5 86 
City block 92 90 
Cosine 90.5 89.5 
Correlation 93 89 
 
 
Table-2 – Performance of SVM Classifier for Unimodal system: 
 
Kernel option Recognition rate (%) Fingerprint Signature 
Polynomial 83 88.5 
Gaussian 83.5 86.5 
 
 






rate (%) Recall Precision F-measure 
Euclidean 80.0 0.800 0.779 0.789 
City Block 65.5 0.655 0.656 0.656 
Cosine 84.5 0.845 0.837 0.841 
Correlation 86.0 0.860 0.846 0.853 
 
 






rate (%) Recall Precision F-measure 
Euclidean 93.5 0.935 0.930 0.932 
City Block 92.5 0.925 0.922 0.924 
Cosine 95.5 0.955 0.962 0.958 











rate (%) Recall Precision F-measure 
Euclidean 93.5 0.935 0.930 0.932 
City Block 92.5 0.925 0.932 0.934 
Cosine 94.0 0.940 0.942 0.941 









International Journal of Machine Intelligence 
ISSN: 0975–2927 & E-ISSN: 0975–9166, Volume 3, Issue 4, 2011 
   281 





MAD(Median Absolute Deviation) 
Fusion Recognition 
rate (%) Recall Precision F-measure 
Euclidean 86.5 0.865 0.912 0.888 
City Block 91.0 0.910 0.932 0.921 
Cosine 94.0 0.940 0.956 0.948 
Correlation 93.5 0.935 0.948 0.942 
 
 






rate (%)  Recall Precision F-measure 
Z-Score 98.5 0.985 0.990 0.987 
Min-Max 86.5 0.893 0.893 0.879 
Tanh 96.5 0.965 0.967 0.966 
MAD 94.5 0.945 0.960 0.952 
 
 






rate (%) Recall Precision F-measure 
Z-Score 96.5 0.965 0.975 0.969 
Min-Max 80.0 0.800 0.823 0.812 
Tanh 96.5 0.965 0.975 0.969 
MAD 92.0 0.920 0.953 0.936 
 
