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Abstract
Financial prices are usually modelled as continuous, often involving geometric Brownian
motion with drift, leverage, and possibly jump components. An alternative modelling
approach allows financial observations to take discrete values when they are interpreted
as integer multiples of a fixed quantity, the ticksize, the monetary value associated with
a single change in the asset evolution. These samples are usually collected at very
high frequency, exhibiting diverse trading operations per seconds. In this context, the
observables are modelled in two different ways: on one hand, via the Skellam process,
defined as the difference between two independent Poisson processes; on the other,
using a stochastic process whose conditional law is that of a mixture of Geometric
distributions. The parameters of the two stochastic processes modelled as functions
of a stochastic volatility process, which is in turn described by a discretised Gaussian
Ornstein-Uhlenbeck AR(1) process.
The work will present, at first, a parametric model for independent and identically
distributed data, in order to motivate the algorithmic choices used as a basis for the next
Chapters. These include adaptive Metropolis-Hastings algorithms, and Interweaving
Strategy.
The central Chapters of the work are devoted to the illustration of Particle Filtering
methods for MCMC posterior computations (or PMCMCmethods). The discussion starts
by presenting the existing Particle Gibbs and the Particle Marginal Metropolis-Hastings
samplers. Additionally, we propose two extensions to the existing methods. Posterior
vi
inference and out-of-sample prediction obtained with the different methodologies is
discussed, and compared to the methodologies existing in the literature.
To allow for more flexibility in the modelling choices, the work continues with a
presentation of a semi-parametric version of the original model. Comparative inference
obtained via the previously discussed methodologies is presented.
The work concludes with a summary and an account of topics for further research.
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Chapter 1
Introduction
1.1 High frequency trading
The last decades of financial activities have brought diverse pattern-changing events in
the way transaction data are generated. One of them is the recent introduction of high-
frequency trading (HFT), an algorithmic way of performing transactions based on the
use of electronic price books. Market participants can issue two types of order: market
or limit orders. The first one is an order to buy or sell a certain quantity of the asset at the
best available price, while the second one is an order to buy or sell a certain quantity of
the asset, respecting a constraint on maximum/minimum price. In both cases, a buying
order is called bid, and a selling order is called ask. The minimum ask price available in
the market is called the best ask, while the maximum bid price available in the market is
called the best bid. The market orders are executed automatically against these two best
prices, while the outstanding limit orders queue in the limit order book, until they are
matched electronically as soon as the price and volume criteria are satisfied. At each
time, the best bid and ask prices represent the top-of-the-book. Notice how a market
order guarantees a transaction but not a price, while a limit order guarantees a price but
not a transaction. The presence of high-frequency trading is recorded since (at least)
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1999, one year after the U.S. Securities and Exchange Commission authorised automated
electronic trading. The impact of this type of trading in the finance community has
been massive: it has been estimated that a decade after introduction, in 2009, between
60% and 70% of the U.S. trading volume is represented by high-frequency trading
(source: The New York Times, December 20, 2012). The electronic system generating
the financial data is characterised by very high speed, since every action is performed
efficiently by computers, and communications happen through fibre or microwave cables.
An immediate consequence of this is the huge amount of data available for analysis. In
particular, in this work, we will observe the transaction prices, or trades, as opposed to
the bid/ask information.
The aim of this Chapter is to give an overview of the different modelling choices adopted
when analysing financial transactions, such as high-frequency data. Starting from
introducing the concept of return, it will then be provided a mathematical description
of high-frequency data, and how they can be modelled using discrete-valued random
variables. In particular, two possible choices for the conditional likelihood for the
observables are introduced.
1.2 Models for financial data
Transaction data can be defined as the collection of a number of observables, such as
the times of transaction, the transaction prices, and the volumes traded in the market.
The aspect that is of most interest is the evolution of the price process pti , sampled
at different transaction times t1, . . . , tn. In particular, the focus is on quantities that
are able to describe the amount of variability in the price process. This is usually
done by introducing the concept of a return, defined as the amount of variation in the
two consecutive prices. Depending on different assumptions on the price process, the
return can be defined in different ways, the most popular one being the log-ratio of
1.2 Models for financial data 3
two consecutive transaction prices, such as yti = log
pti
pti−1
. This definition of return is
usually associated with the assumption that the price process is continuous, and with the
very popular model introduced by Black and Schöles (1973), where the stock price p(t)
evolves as a geometric Brownian motion with drift µ , as follows:
dp(t) = µ p(t)dt+σ p(t)dW (t), (1.1)
where σ is the square root of the volatility, andW (t) is a standard Brownian motion.
This model is well know in derivative pricing, in particular for the availability of analytic
solutions in closed form, such as in the case of the European put options. A key feature
of the model is the presence of the volatility σ2, which drives the price change. When
studying the option pricing theory, the volatility is often fixed at a constant value, in
order to facilitate the calculations, but this assumption can represent a strong limitation
when trying to capture the market dynamics. In fact, time dependency over σ2(t) is very
often introduced in statistical financial modelling. Consequently, an important challenge
in Econometrics is to provide an estimation of this quantity as a function of time, and
to be able to perform predictions on the evolution of the price p(t). The first model
including a time-varying volatility component was proposed by Taylor (1982), where the
logarithm of the volatility process is described via an AR(1) process, and it is introduced
in the model as a latent quantity. In this work, we follow such specification, and the
unobserved volatility is estimated by using Monte Carlo techniques. An alternative way
of estimating such quantity is the realised volatility, reported in the following Section.
1.2.1 Realised Volatility and related methods
A way to provide an estimate of the latent volatility is to use the concept of realised
volatility. Consider the returns yd,i, for i = 1, . . . ,nd collected at times t1, . . . , tnd in
the d-th day of observed market transactions, and let the integrated variance for this
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day be IVd =
∫
d σ
2(s)ds. The domain of the integral is denoted as d to represent the
time interval spanned by the d-th day of market activity. IVd is of particular interest
as it is a measure of the true daily volatility. Let r2d,i = (yd,i− yd,i−1)2 be the squared





d,i is called realised volatility and is a consistent estimator of IVd , such
that RVd
P→ IVd when nd →+∞. In particular, Barndorff-Nielsen and Shephard (2002)











4(s)ds is called integrated quarticity. These results hold under the
assumption of no market microstructure noise - the combination of internal and external
sources of noise that contribute to the evolution of price, affecting its volatility. In
the presence of microstructure noise, the realised variance is a biased and unreliable
measure of the integrated volatility. The effect of microstructure noise can be taken
into account via an error term to be included when modelling the price evolution, such
as p∗i = pi+ εi. Different specifications of the error terms εi lead to different marginal
distributions. The work of McAleer and Medeiros (2008) reviews a series of different
possibilities in modelling such noise, by including different dependency assumptions on
the noise elements. Another factor of bias when using the realised volatility is the choice
of the time scale of the returns, that can be transaction time or tick time. The tick time
scale is obtained when considering only those time points when a change in the price is
recorded, as opposed to the transaction time scale, where every time associated with a
transaction is sampled. In Griffin and Oomen (2008), the authors propose a comparison
between the two scales, showing the properties of RVt under these two specifications. In
particular, they found that the mean squared error is smaller in tick time scale (due to
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the absence of many zeros), but the microstructure noise appears to be highly dependent,
while this is very close to being independent and identically distributed in transaction
time.
A generalisation of the quadratic realised variance proposed by Barndorff-Nielsen and
Shephard (2004) is the power variation process, which is defined, as:







with α > 0, and δ > 0 representing the time interval between two observed returns,
such that nd = ⌊d/δ⌋. Clearly, this quantity makes sense when the specified limit
in probability p− lim exists. A similar quantity has been considered in Barndorff-
Nielsen and Shephard (2003), for which the limit was omitted. The normalisation term
δ 1−α/2 is essential in defining the limiting property of the power variation process. In
particular, when α = 2, the usual realised variance is recovered, and the normalisation
term disappears. When α > 2, we have thatδ 1−α/2 →+∞, while when α < 2, we have
that δ 1−α/2 → 0. An improvement to the power variation process, that is more robust
to sporadic jumps in the returns, is the bipower variation process, defined as RV
[α,β ]
d =





Another approach proposed by Barndorff-Nielsen et al. (2007) estimates the quantity IVd






where k(x) with x ∈ [0,1] represents a deterministic kernel, and γh is the h-th realised
auto-covariance. It can be shown that, for proper values of H and choice of k(x), the
realised kernel K converges to a mixture of Gaussian (when increasing the number of
observations in the time interval of length d).
Finally, models for realised volatility have been proposed in the literature. Takahashi
et al. (2009) built a Bayesian regressive model including both realised volatility and
returns, and specifying an MCMC algorithm for posterior sampling. From a Bayesian
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perspective, Liu and Maheu (2009) proposed a Bayesian model-averaging approach,
defining 72 different log-regressive models and then performing an averaging process to
obtain the desired estimates. All the afore-mentioned approaches to realised volatility
assume a given spacing of the time coordinate, identified by the arrival of transactions
(transaction time scale) or changes in the price process (tick time scale). The decision of
ignoring the nature of the time points at which the prices are sampled can be changed
when noticing that, especially in high-frequency data, these present an irregular be-
haviour, far from the standard exponential family. In the next part of the Chapter, some
models that deal with this feature of the observations are presented.
1.2.2 Modelling the durations
One of the emerging problems when dealing with high frequency financial data is the
irregularity of the time intervals between the observed prices. This is due to the limit
order book system used to collect the data, which is an electronic book where the bid and
ask orders are collected and automatically executed, according to the queue priority as
explained in Cont (2011). The diversity of the time intervals can be a significant resource
for Financial modelling, carrying information about the trading intensity and providing
a more detailed portrait of the price evolution. Nonetheless, taking this heterogeneity
into account can be difficult. In this context, two models for the inter-transaction time,
called durations, are reported: the Autoregressive Conditional Duration model (ACD)
of Engle and Russell (1998), and the Stochastic Conditional Duration model (SCD) of
Bauwnes and Veredas (2004).
In order to introduce the ACD model, consider the observations as realisations from a
point process, where the sequence of arrival times t0 < t1 < · · ·< tn corresponds to the
transaction times. Let ∆i = ti− ti−1 be the interval between two consecutive transaction
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times, i.e. the i-th duration. The conditional expected value of ∆i is then defined as:
E[∆i|∆1, . . . ,∆i−1] = ψi(∆1, . . . ,∆i−1) = ψi
The ACD class of models specifies directly the conditional density of the i-th duration
using an autoregressive approach, as follows:
∆i = ψiεi,
where εi are independent and identically distributed error terms from a given density
p(ε) such that E[ε|∆1, . . . ,∆i−1] = 1. The dependency from past durations and their
conditional expectations can be included into an ARMA(m,q) scheme when modelling
the expectations:









The unconditional expectation for the i-th duration is then E[∆i] =
ω
(1−∑max(m,q)j=0 (α j+β j))
.
The model above can be also formulated as an ARMA(m,q) for the durations: consider
the difference ηi = ∆i−ψi, which is a martingale by construction, then:









which is an ARMA(m,q) process with highly non-Gaussian innovations. Further im-
provements can be introduced with respect to the distribution of the errors εi - e.g., Engle
and Russell (1998) present the exponential and Weibull distribution cases.
Consider now the Stochastic Conditional Duration (SCD) model, a parametric model for
durations which introduces a latent variable driving the evolution of the durations. The
main difference between this model and the ACD model lies in the double-stochastic
specification of the duration, for which the conditional expectation is now a random
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variable itself. The model is specified as follows:
∆i = Ψiεi, Ψi = e
ψi ,
ψi = ω +βψi−1+ui (|β |< 1),
ui|Ii−1 ∼ N(o,σ2), εi|Ii−1 ∼ p(ε),
ui ⊥ εi|Ii−1,
where Ii−1 represents the information set at time ti−1, and p(εi) is a distribution with
positive support - e.g. Weibull or Gamma distribution in Bauwnes and Veredas (2004).
Due to the stationarity assumption on β , and on the particular choice of the distributions
for the errors εi and the latent variables Ψi, then first and second moments, as well as
the autocorrelation function for Ψ and ∆i, can be calculated. Bauwnes and Veredas
(2004) proposed a frequentist analysis of the conditional (to the past information) and
unconditional densities for the durations, and of the likelihood of the SCD model, via
quasi-maximum likelihood estimation.
The idea of modelling the inter-transaction times is certainly appealing, but might lead
to over-parameterising the model. If we think of a stochastic volatility model, where a
volatility parameter for each observation is specified, then it is understandable that the
inference on an additional set of T parameters could be challenging. For this reason, in
this work, the time intervals between the observed prices are kept to a fixed quantity,
namely 10 or 30 minutes. This choice coincides with structure of the the available
dataset, that does not include the specification of the actual inter-transaction times.
1.3 Integer modelling
An important feature of transaction data is the ticksize, representing the minimum
monetary amount allowed for transaction in the market. In the applications presented in
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this work, we will consider the New York Stock Exchange, where the ticksize is of one
dollar cent (0.01$). Consequently, the asset prices can be seen as integer multiples of
the ticksize, yielding two important consequences. Firstly, from a modelling point of
view, the prices can be analysed after being divided by the fixed ticksize, allowing for
integer modelling. Secondly, the market structure is deeply influenced by the presence
of the ticksize. For instance, in a high-depth single-tick market (where each asset price
is an integer multiple of the same ticksize value), the bid-ask spread at time τ , defined
as |pBid,τ − pAsk,τ |, is usually equal to one tick. Hence, we can interpret the observed





Therefore, the corresponding definition of returns will be different from the continuous
log-ratios introduced above. In particular, considering the transaction price Pt = ⌊pmid,τ⌋
sampled at times t = 1, . . . ,T as a process taking values in N, and following the work
of Barndorff-Nielsen et al. (2012), we define the t-th ticksize normalised return as
Yt = Pt −Pt−1, such that Yt ∈ Z. Figure 1.1 presents an example of high-frequency
dataset collected in the NYSE market for Disney. The original dataset is composed of
approximately 1 million data points, collected at 1 minute intervals between 2004 and
2015. Clearly, this would have been too computationally expensive to analyse, hence it
is hereby restricted to a smaller version of it, after applying a 10-minute thinning, and
selecting the month of September 2008 for fitting purposes, and the month of October
2008 for out-of-sample prediction (see Figure 1.2). The information contained in the
high-frequency dataset can be fully analysed if all the data points are included into the
analysis, but this is infeasible for the computation power at the disposal of this work.
However, it is expected that some interesting insight on the data behaviour and market
structure are able to arise even when using a subset of the data.
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(a) Data from 2004 to 2015 (b) Data for 2008
Figure 1.1 Disney HFT raw data.
(a) (b)
Figure 1.2 Disney HFT returns for the year 2008, after 10 minutes thinning. In this
analysis we will focus on the month of September (fitting) and October (prediction).
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In the literature, we can find different modelling approaches to integer observations, and
some of them are reported here. One of the most popular model is the Integer-valued
Auto-Regressive (INAR) model, introduced by Al-Osh and Alzaid (1987) and McKenzie
(1986) (independently). The process is defined as a standard AR(1) process {Xt}t , for
t = 0,±1,±2, . . . , taking values in N, such that:
Xt = αXt−1+ εt
where α ∈ (0,1) represents the auto-regressive coefficient, and εt is a sequence of
integer-valued homoschedastic error terms. Notice that, for each t > 0, the distributions
of Xt and εt do not need to be the same, yielding some flexibility in the modelling
choice. The paper is mainly concerned with the study of the properties of the process
such as expectation and correlation, and the estimation of the parameters via maximum
likelihood. An immediate extension to this process is the INAR(p), presented in Al-Osh
and Alzaid (1990).
An alternative modelling approach for integer observations is to use integer-valued Lévy
processes. Following Barndorff-Nielsen and Shephard (2012), let ν be the Lévy measure
associated to the Lévy process Lt , and let Lt = L
+
t −L−t be the difference of the positive
and negative jumps in the integer-valued representation of the price. The Lévy measures
of the two parts L+t and L
−
t - say ν
+ and ν− - are the restrictions of ν on the positive and
negative integers, respectively, and are finite measure, such that the two sub-processes












whereN±t are independent homogenous Poisson processes with intensity φ+= ν((0,+∞))
and φ− = ν((−∞,0)), while C±j are strictly positive integer innovations. In particular,
whenC j = 1, the Skellam Lévy process is recovered as the difference of two independent
12 Introduction
Poisson processes. The Skellam distribution as the difference of two independent Pois-
son random variables was firstly introduced in Skellam (1945). Changing the distribution
of the innovations leads to different specifications of the overall process. An interesting








j ∼ i.i.d., X ⊥ N,
P(|X±j |= k) =
p±k
| log(1− p±)|k , k = 1,2, . . .
whereN±t is a Poisson process with intensity δ±| log(1− p±)|= φ± (1−p
±)
p± | log(1− p±)|.
Using the Negative Binomial distribution when defining the positive and negative
parts of the overall process, Barndorff-Nielsen and Shephard (2012) constructed a
new ∆−Negative Binomial (∆NB) process such that Lt = L+t −L−t , L+t ⊥ L−t , L±t ∼
NB(tδ±, p±). Further results in the same paper relate compound Poisson processes
to Poisson processes with subordinator, where the process Lt = N ◦ T = NTt can be
expressed as a compound process, and the law of its innovations is related to the density
of the chosen subordinator (details in Barndorff-Nielsen and Shephard (2012)).
1.3.1 Suitable modelling choices
In this work, there will be an extensive use of Skellam and Poisson distribution. In
particular, these distributions are used to describe models for the observations, with
some modifications and extensions that will be presented in the following Chapter. For
now, the discussion is limited to the introduction of the mathematical objects that will
be involved in the description of the conditional likelihood of the data, when they are
assumed to be independent and identically distributed. Consider the following stationary




L= L+−L− ∼ Sk(φ+,φ−)
where L+ and L− are Poisson distributed with intensities φ+ and φ−, respectively. The
two random variables can be interpreted as responsible for the evolution of the returns,
by making it move up (L+) or down (L−). Similarly, L is distributed according to a
Skellam distribution with parameters φ+ and φ−, and its probability mass function
(p.m.f.) is given by:
























(x) is a modified Bessel function of the first kind (see Abramowitz and
Stegun, 1964), and is defined for positive k and x. By use of the independence of the
two Poisson distribution, the expectation and variance of L are E(L) = φ+−φ− and
Var(L) = φ++φ−. The resulting conditional distribution for the integer returns is:
Y1, . . . ,YT |φ+,φ− iid∼ Sk(φ+,φ−).
An example of shapes of the Skellam distribution, when varying the parameters φ+ and
φ−, is presented in Figure 1.3.
A computational issue with the Skellam distribution is the dependence on the modified
Bessel function of the first kind, Ik(x). The computation of this hypergeometric series
greatly affects the accuracy of the computed probabilities, hence influencing the resulting
inference. This is usually the case for large values of (k,x), such as when a rapid change
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Figure 1.3 Skellam distribution.
in price is observed, i.e. k = |yt |, or when the intensity parameters are such that
x=
√
2φ+φ− takes large values. Notice that large values of x correspond to large values
of the conditional variance of the returns, but could as well be associated to small values
of the conditional mean. In order to avoid this problematic aspect, a latent variable is
introduced in the model to represent the negative jumps in the evolution of the returns,
{L−t }Tt=1. The resulting likelihood for the returns is therefore a shifted Poisson, shifted
by −L−t units. The conditional distribution for the data analysed in this work is the
following:
Yt |L−t ,h,a ind∼ ShPoi
(−L−t ,φ+) , (1.3)
L−1 , . . . ,L
−




where X ∼ ShPoi(s,η) is distributed according to a shifted Poisson with shifting
parameter s and intensity η , if (X − s)∼ Poi(η). Also, notice that for a shifted Poisson
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random variable X , E(X) = s+η depends directly on the shifted quantity s, while
Var(X) = η and Skew(X) = Skew(X− s) = (η)− 12 do not. This last result follows from
the fact that the centered moments are the same for the shifted and standard Poisson
distributions. By introducing the latent variables {L−t }Tt=1, the computational time can
be decisively reduced, and it is possible to avoid numerical problems that may occur
during the computation of the Bessel series.
The introduction of the Poisson latent variables is not the only way to avoid the compu-
tation of the Bessel series. Alternatively, we can decide to use a different distribution to
model the observations. As mentioned above, the market considered in this work is a
one-tick high-depth market (such as the New York Stock Exchange market), meaning
that the bid-ask spread is usually equal to one tick, producing transaction returns that
have little variation in the size of the jumps, and presenting a considerable number
of zeros. Hence, we introduce a probability distribution F that satisfies the following
requirements:
(a) F has support on Z,
(b) F allows the presence of a mode at zero,
(c) F does not include convolution terms (such as the Bessel function Ik(x)),
(d) F is flexible enough to represent the evolution of ticksize normalised returns.
To start, define the discrete random variables X+ and X− with support on Z+ and Z−,
distributed according to p+ = P(X+ = k) and p− = P(X− = k), respectively. Now, let
X be a discrete random variable defined on Z with the following p.m.f.:




p−(k) = P(X− = k) k < l
a k = l
p+(k) = P(X+ = k) k > l
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where a is proportional to the probability of taking the value l, representing the centrality
parameter of this distribution. The letter c stands for the normalising constant of the
distribution, which can be shown to be equal to:
c= 2+a− p+(l)− p−(l).
The combination of these three random variables covers the whole set Z, satisfying (a),
and can be constructed such that there is a mode at l = 0, satisfying (b). Condition
(c) and (d) are also satisfied, since we are working with a mixture, hence avoiding any
convolution, and the two parts defined on Z+ and Z− can be chosen arbitrarily, providing
suitable flexibility for different applications. The resulting distribution is hereby called a














E(X+3)−E(X−3)+3l [E(X+2)+E(X−2)+ l(E(X+)−E(X−))]] .
In this work, a mixture of two Geometric distributions truncated at 0 with success
probabilities denoted as p+ and p− is considered, together with a mode at l = 0, and it
will be called Folded Geometric distribution, indicated as FG(p+, p−, l,a). Notice that
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(a) FG-Symm: FG(p, p,0,0.35) (b) FG-Asymm: FG(p, p/2.5,0,0.35)
Figure 1.4 Folded distribution where we adopted Geometric side distributions.
Consider using this p.m.f. to describe the distribution of the returns. For t = 1, . . . ,T :




P(Y−t = k) = p−(1− p−)l−k k < l
a k = l
P(Y+t = k) = p
+(1− p+)k−l k > l
(1.5)
notice that a≥ 14 guarantees unimodality since 14 ≥max{p−(1− p−), p−(1− p−)}, and
the Geometric distribution is decreasing towards +∞. In this case, the normalising
constant is c = 2− p−− p++ a. Finally, notice how the choice of the two success
probabilities is completely arbitrary, and no restriction is imposed, apart from the
obvious p− ∈ (0,1) and p+ ∈ (0,1). Figure 1.4 shows different shapes of the Folded
Geometric distribution, when varying the success probabilities, for a fixed value of the
inflation parameter a.
In this Chapter, we introduced different modelling choices for financial and high-
frequency data. The standard assumption for financial prices is to assume that they are
generated by observing a real-valued stochastic process that evolves in time according
to eq. (1.1). The assumption of continuity is hereby replaced by the one of discreteness.
Indeed, by looking closely at the sampling process, it is clear that the prices are actually
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integer multiples of the ticksize. Noting this led to the need of introducing different
modelling choices. In this work, the two distributions used to model the conditional
behaviour of the observables are described by equations (1.3) and (1.5). The aim of the
work is to understand how such modelling choices can influence the inference on a real
high-frequency dataset, as well as the performance of different Markov Chain Monte
Carlo algorithms. The next Chapter will be structured as a running example, starting with
a Bayesian stationary parametric model for independent and identically distributed data,
yielding to a fully specified stochastic volatility model for time-varying observations.
Furthermore, the algorithm used to perform inference will also be modified throughout
the next Chapter, by adding improvements that can provide a better performance.
Chapter 2
Preliminary Analysis
2.1 A preliminary model
In the previous Chapter, the nature of high-frequency data has been discussed, establish-
ing the basis for integer modelling via the introduction of two suitable random variables
to be used to represent the conditional distribution of the observables, namely the Skel-
lam and the Folded Geometric distribution. In this Chapter, in light of this modelling
settings, a preliminary Bayesian analysis is presented, together with some algorithmic
choices that will lead to the final model and Gibbs sampling algorithm. The structure
of the Chapter is constructive: starting with a Bayesian model for independent and
identically distributed observations, and a straightforward Gibbs sampling algorithm, we
will then introduce modifications into the modelling features, as well as in the posterior
sampling algorithm, with the aim of better describing the complexity of the analysed
market.
To start, consider the Skellam model, where the two parameters φ+ and φ− govern the
shape of the distribution. These can be re-parameterised via the introduction of two
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specific parameters h and a, defined as follows:
 φ
+ = 1+a2 e
h








h= log(φ++φ−) = log(Var(L))
(2.1)
Notice that the newly introduced parameters maintain a relationship with the moments
of the Skellam distribution. In particular, the real-valued parameter h represents the
log-volatility of the distribution, while a ∈ (−1,1) can be seen as a scaled skewness
parameter, since when Y ∼ Sk(φ+,φ−), then Skew(Y ) = φ+−φ−
(φ++φ−)3/2 = e
−h/2a. Recall
now the modification to the original model presented in equation (1.3), where the random
variables describing the negative jumps in the return process are modelled using the
set of latent variables {Lt}Tt=1. With the above re-parameterisation of the parameters, a
preliminary Skellam model can be outlined as follows:























ψ ∼ IΓ(aψ ,bψ),
where a random variable X ∼ ShPoi(s,η) is distributed as a shifted Poisson with shifting
parameter s and intensity η , if (X − s) ∼ Poi(η). Moreover, N(m,s2) indicates the
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When the Folded Geometric distribution is chosen as conditional distribution for the
data, four parameters need to be defined: p+, p−, l, and a. As mentioned above, one
of the features of this density is to represent the zero-inflated behaviour of the one-tick
market analysed in this work. This reasoning naturally leads to choosing the value of l
equal to zero, centering the distribution on this value. Furthermore, in order to assure
the presence of a mode at l = 0, a suitable prior can be specified for a. In our case, we
choose it such that (a− 14)∼ Exp(λa), with λa = 43 , assuring that a> 14 (unimodality),
E(a) = 1, and Var(a) = 916 . The transformation choice of the success probabilities for
each side of the distribution is motivated by a similar reasoning that was at the basis of
the choice of the parameter h in the Skellam model. Indeed, the two probabilities can be












+ = log( p
+
1−p+ )
h− = log( p
−
1−p− )
Hence, once again the two variables h+ and h− introduce a way to model the moments














The preliminary Folded Geometric model is outlined as follows:















h+|µ+,ψ+ ∼ N(h+|µ+,ψ+), h−|µ−,ψ− ∼ N(h−|µ−,ψ−), (2.3)
µ+ ∼ N(0,σ2µ+), µ− ∼ N(0,σ2µ−),
ψ+ ∼ IΓ(aψ+ ,bψ+), ψ− ∼ IΓ(aψ− ,bψ−),
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where the specifications for the normal and inverse-Gamma distributions are the same as
for the Skellam model. Notice that no constraint needs to be imposed on the values of
p+ and p− in order to make sense of this model, apart from the usual p+, p− ∈ (0,1).
In this work, two options are specified, the Symmetric (p+ = p− = p) and Asymmetric
(p+ ̸= p−) case. The corresponding models will be called Folded Geometric Symmetric
model and Folded Geometric Asymmetric model, respectively.
2.1.1 Posterior analysis for preliminary models
In this section, posterior inference is presented for both the Skellam and the Folded
Geometric set of models. The algorithm choices are explained step by step in the
following sub-sections. The aim of this part of the work is to provide a walk-through
discussion that will fully motivate the composition of the final sampling algorithm
presented in the next, more advanced Chapters. In order to provide estimates for the
different models, it is necessary to compute the posterior distributions of the parameters
of interest. This includes all the parameters governing the model, and their hyper-
parameters, when a prior for these is specified. As in many Bayesian problems, these
distributions are not available in closed form, making Markov Chain Monte Carlo
(MCMC) sampling necessary. The most popular method in Bayesian statistics that
can provide posterior samples for the parameters is the well known Gibbs Sampler
algorithm, that will be used in this section, as well as throughout the whole manuscript.
The algorithm consists of repeatedly sampling from the full conditional distributions of
the random variables of interest, to obtain a joint sample from the posterior distribution
of the parameters. Specifically, the Gibbs algorithm produces states from a Markov
Chain defined on the space where the random variables of interest (i.e., the parameters)
are defined, whose stationary distribution is indeed the joint posterior distribution of
the parameters of the model. An example of Gibbs Sampler algorithm targeting the
posterior p(θ1,θ2|y) is the following:
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For each iteration g= 1, . . . ,G:
• sample θ
(g+1)
1 ∼ p(θ1|θ (g)2 ,y),
• sample θ
(g+1)
2 ∼ p(θ2|θ (g+1)1 ,y).
The idea is that, after repeating the algorithm enough times (say g0 > 0, also called
burn-in period), the chain converges to the invariant distribution, providing a sample
from the targeted posterior. However, in many practical situations, where it is necessary
to depart from easy instructional models by introducing more complicated and ad-hoc
features to properly describe the problem at hand, standard Gibbs sampler algorithms
can be insufficient, since it is impossible to update the parameters due to the form of the
full conditionals involved. In fact, these are often known up to a normalising constant,
making the sampling complicated or sometimes impossible. A standard approach is
to introduce a Metropolis-Hastings step in each Gibbs Sampler sweep. For illustration
purposes, let θ be the parameter of interest with prior p(θ), and y the observations that
are independently distributed according to F(·|θ), conditionally on θ . Assume also that
F(·|θ) admits density f (·|θ). The posterior distribution pi(θ |y), target of the sampling
procedure, is proportional to f (y|θ)p(θ), thanks to Bayes Theorem. Let q(θ ′ |θ) be a
proposal density for the Metropolis-Hastings step, that is the transition kernel that admits
the move from θ to a new value θ
′
. The new value of the parameter is then accepted
with probability:
α = 1∧ pi(θ
′ |y)q(θ |θ ′)
pi(θ |y)q(θ ′ |θ) = 1∧
f (y|θ ′)p(θ ′)q(θ |θ ′)
f (y|θ)p(θ)q(θ ′ |θ) .
The method, called Metropolis-within-Gibbs sampler, is very popular and has good
theoretical properties (one of them being the convergence to the same target distribution
under mild assumptions). Clearly, the choice of the proposal distribution plays a crucial
role in defining the properties of the resulting sample. Consider proposing from a Normal
distribution, in a simple random-walk fashion, where the mean is equal to the current
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value of the parameter θ , and the variance is fixed, such that q(θ ′|θ) = N(θ ,s2θ ). In this
case, the choice of the proposal variance s2θ can have a strong influence on the results,
typically on the mixing property of the posterior chain. For example, the support of the
posterior distribution could not be spanned adequately, yielding samples that are not
representative of the target distribution pi(θ |y). As an example of this drawback, Figures
2.1 and 2.2 show the traceplots for the parameters of the Skellam model, under two very
different choices of the proposal variance, s2θ . As expected, the choice of the proposal
variance greatly affects the mixing property of the posterior samples of the parameters.
Looking at the parameter a, that seems to have converged in the case s2a = 0.01, we can
see that increasing the proposal variance reduces considerably the acceptance rate and
the parameter needs much more time to converge; looking at h instead, it seems like the
chain has not converged yet in either of the situations. Furthermore, the acceptance rates
are varying considerably with s2θ , as shown in table 2.1.
Acceptance Rates for Skellam preliminary model
s2 0.01 0.1 1 10
a 0.25178 0.073338 0.019743 0.0043574
h 0.12503 0.040879 0.014614 0.0040218
L− (aver-
age)
0.020919 0.038004 0.013556 0.017174
Table 2.1 Acceptance rates when adopting standard Metropolis-within-Gibbs algorithms,
for different proposal variances.
Similar values are presented in Table 2.2 for the Folded Geometric models, under
general assumptions for the success probabilities (Asymmetric model) or equal success
probabilities (Symmetric model). Notice once again how the choice of the proposal
variance affects the acceptance rates noticeably. In particular, in this case, having the
proposal variances for a, h and L−1,...,T equal to a fixed value throughout the whole
algorithm does not provide very good acceptance rates, suggesting that an alternative
strategy could be advantageous.
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(a) a (b) h
(c) µ (d) ψ
Figure 2.1 Traceplots for parameters of the Skellam model. The proposal variance for
the non-conjugate parameters is set to 0.01.
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(a) a (b) h
(c) µ (d) ψ
Figure 2.2 Traceplots for parameters of the Skellam model. The proposal variance for
the non-conjugate parameters is set to 10.
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Acceptance Rates for Folded Geometric preliminary model
s2 0.01 0.1 1 10
FG Symm
a 0.96684 0.897 0.70114 0.36488
h 0.42209 0.15476 0.049889 0.015772
FG Asymm
a 0.96674 0.89504 0.69696 0.36111
h+ 0.53222 0.21422 0.070374 0.022012
h− 0.5263 0.21017 0.068913 0.021822
Table 2.2 Acceptance rates for the parameters of the FG model, for different proposal
variances.
Finally, to present the results obtained using the standard Metropolis-within-Gibbs
algorithm, we refer to Fig. 2.3, showing the predictive distributions for the three models
(Skellam, Folded Geometric Symmetric and Asymmetric), under different choices of
the proposal variance, in comparison with the histogram of the data. In the Folded
Geometric models, there is hardly any difference between the predictive distributions for
different choices of the proposal variance. On the other hand, the Skellam model seems
to be more sensitive to this choice. In particular, one can notice that the variability of the
predictive densities, hence the ability to forecast extreme values of the returns, changes
with the choice of the proposal variance, and the Skellam predictive distribution seems
to approximate the Normal distribution. This is a consequence of a central limit theorem
that holds when the intensities off the Skellam distribution are equal (i.e., when a≈ 0,
as in this case, see Fig. 2.1(a) and 2.2(a)).
While Gibbs sampling is a very well known tool in the Bayesian community, it does
not guarantee high efficiency in many practical occasions. In fact, the posterior samples
obtained by using a standard Gibbs sampler may not be representative of the target
(posterior) distribution. For example, the support may not be spanned adequately, or
the algorithm can get trapped in local maxima. Another issue regards the predictions
obtained when the samples are poor, as it has just been discussed. In order to improve
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(a) Skellam (b) FG Symmetric (c) FG Asymmetric
Figure 2.3 Predictive distributions using standard Metropolis-within-Gibbs, for different
proposal variances.
the quality of the posterior chains, two relatively new techniques are introduced: the
adaptive Gibbs sampler methods, introduced by Haario et al. (2001) and reviewed in
Griffin and Stephens (2012), and the Interweaving Strategy of Yu and Meng (2011). Both
techniques are designed to improve the mixing of the posterior chains of the parameters,
in order to reach an optimal acceptance rate. In the next Section, the two strategies are
presented and applied to the preliminary models.
Extensions to the standard Gibbs sampler
The class of adaptive MCMC methods can be seen as an extension of the Metropolis-
within-Gibbs algorithm. It involves using the samples obtained during the previous
sweeps of the Gibbs sampler to produce a candidate for the current Metropolis-Hastings
step. In particular, the proposal density q(θ ′|θ) can be defined to include parameters that
carry the information of the sample obtained so far. For example, the previous samples
can be used to compute the proposal mean or variance of q(θ ′|θ). This technique retains
good theoretical properties, and yields better and faster mixing properties. We address
the reader to the work of Haario et al. (1999, 2001, 2005), Holden et al. (2009), Andrieu
and Thoms (2008), and the references therein for a theoretical review of adaptive MCMC
algorithms. It is worth mentioning the concept of Diminishing Adaptation presented
in Roberts and Rosenthal (2007), that is the progressive decrease of the effect of the
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adaptation on the posterior chain that is produced. In adaptive random walks, as the one
used int his work, this condition is not difficult to check, and assures the ergodicity of
the Markov Chain. In practice, we adopt the following updating rule for the proposal
variance s2θ :
• Choose a burn-in value g0, and initialise θ at iteration g= 1;
Run g0 > 0 iterations with a fixed value of s
2
θ ;
For g> g0, perform the log-scale update:




where αMH is the acceptance probability obtained when computing the MH ratio, and
τ is a desired acceptance rate, chosen following the work of Atchadé and Rosenthal
(2005) that sets it to 0.234, and can be seen as the “gold standard” acceptance rate.
Other adaptive methods involve different update functions for the proposal variance,
also depending on the dimension of the parameter vector θ , with the inclusion of an
additional adaptive scaling parameter sd such that s
2
θ (g+ 1) = sd · s2θ (g). We refer to
Griffin and Stephens (2012) for a review of adaptive MCMC methods. It is worth noting
that the balance between proposal variance and desired acceptance rate guarantees some
good properties of the proposal distribution, and hence of the posterior sample, that
are not to be confused with the concept of convergence of the Markov Chain output.
In fact, a Markov Chain characterised by good mixing properties might not have the
desired acceptance rate, and vice-versa. As an example, Figure 2.4 shows the evolution
of the adaptive proposal variances for some of the non-conjugate parameters of the
preliminary models (Skellam, Folded Geometric Symmetric and Asymmetric). In these
plots, the proposal variances seem to adjust to an equilibrium, related to the proximity
to the desired acceptance rate τ , that in this case is set to the gold standard of τ = 0.234.
30 Preliminary Analysis
(a) Skellam - a (b) Skellam - h (c) FG Symmetric - a (d) FG Symmetric - h
(e) FG Asymmetric - a (f) FG Asymmetric - h+ (g) FG Asymmetric - h−
Figure 2.4 Adaptive variances for non-conjugate parameters in the three models.
Estimates of such acceptance rates are reported in Table 2.3. In the part of this table
devoted to the Skellam model, notice how the acceptance rate for the latent variables
L−1 , . . . ,L
−
T is quite high when compared with the ones for the other parameters or the
gold standard 0.234, explained by the fact that the variables L−1 , . . . ,L
−
T are not updated
adaptively, since their integer-valued nature would make it more difficult to find a
suitable transformation to use as proposal.
To further improve the mixing of the posterior chains of the parameters, one can resort
to the Ancillarity-Sufficiency Interweaving Strategy (ASIS) of Yu and Meng (2011), that
proposes to iteratively sample from the full conditionals of two re-parameterisations of
the same model, a centered and a non-centered one. As a clarifying example, consider
2.1 A preliminary model 31











Table 2.3 Acceptance rates for the parameters of the preliminary models, when adaptive
algorithms are used.
the following instructional hierarchical model, for i= 1, . . . ,n:
yi|µi ind∼ N(µi,σ2),
µ1, . . . ,µn|θ ,s2 iid∼ N(θ ,s2),
θ ∼ pi(θ).
The model above is in a centered parameterisation with respect to θ , meaning that
the likelihood term is free of θ , and that we can find T (µ1, . . . ,µn) that is a sufficient




for i= 1, . . . ,n, leading to the following model:
yi|µ˜i ind∼ N(θ + sµ˜i,σ2),




Now, the prior distribution for the parameters µ˜1, . . . , µ˜n is free of θ , inducing an
ancillary statistic for θ , that is a statistics T (µ˜1, . . . , µ˜n) that does not change if the
value of θ changes. This model is in a non-centered parameterisation. The result of Yu
and Meng (2011) states that, alternating these two parametrisation choices during the
iterations of a standard Gibbs sampler, and hence sampling the parameters twice in the
same sweep, will improve the mixing of the posterior chains, obtaining a convergence
rate that is at least as good as the worst between the two. Moreover, one could argue that
different mixing properties hold if the starting model is the centered one, as opposed
to the non-centered one. This is not the case, as shown by Kastner and Frühwirth-
Schnatter (2014) in an application to stochastic volatility models. For the preliminary
model presented so far, the Interweaving Strategy is applied to the parameter h in the
Skellam and Folded Geometric Symmetric models, and to both h+ and h− in the Folded
Geometric Asymmetric model. This leads to models of the form:
Skellam model Folded Geometric Asymmetric model



























h∗ ∼ N(0,1) h+∗ ∼ N(0,1),h−∗ ∼ N(0,1)
1+a
2
|a1,a2 ∼ Beta(a1,a2) a− 1
4
∼ Exp(λa),
µ ∼ N(0,σ2µ) µ+ ∼ N(0,σ2µ+),µ− ∼ N(0,σ2µ−)
ψ ∼ IΓ(aψ ,bψ) ψ+ ∼ IΓ(aψ+ ,bψ+),ψ− ∼ IΓ(aψ− ,bψ−)
As a final summary result, the outcome of a combined algorithm that uses both adaptive and
Interweaving Strategies is presented in Fig. 2.5 and in Table 2.4. For the final extension of the
sampling algorithm, traceplots with histograms of the skewness parameter are also presented
in Fig. 2.6. Such plots are available only for the two models that admit non-zero conditional
skewness (Skellam and Folded Geometric Asymmetric). Both parameters take very small values,
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(a) Skellam (b) FG Symmetric (c) FG Asymmetric
Figure 2.5 Predictive distributions for final algorithms including both adaptive updates
and Interweaving Strategy.
(a) Skellam (b) FG Asymmetric
Figure 2.6 Skewness parameters for Skellam and FG Asymmetric models, using the
final algorithm extension including both adaptive updates and Interweaving Strategy.
indicating little asymmetry in the data, with values slightly more negative for the Skellam model,
























Table 2.4 Acceptance rates for the parameters of the preliminary models, when adaptive
algorithms are used together with the Interweaving Strategy.
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2.2 Volatility modelling
The market structure as well as external factors such as noise processes are some of the building
blocks that produce the observed price process. In particular, it would be reductive to assume
that the parameters of the model used to describe the evolution of the price process are constant,
but it is fair to assume some kind of dependency between the random variables involved in
such a description. In order to do so, the financial literature provides a number of methods,
one of them being the introduction of a stochastic volatility process in the model specification.
Such a technique has become very popular since the first studies of the Black and Schöles
model, whose simplified version assumes log-normally distributed returns and constant variance
(see Black and Schöles, 1973). In fact, the assumption of constant volatility turned out to
be inexact when estimates of it were provided as functions of different strike prices (as in
the case of standard European or American options), yielding the well known volatility smile.
The name comes from the fact that the estimated volatility is a convex function of the strike
price. Examples of the use of stochastic volatility include the very popular works of Heston
(1993), Hull (2005) and Engle (1982), where two of the main influential models in modern
Econometrics are presented. The first two provide an extensive study of alternatives to the basic
Black and Schöles model, where for example the volatility is assumed to have a distribution
that leads to closed-form solutions of the original stochastic differential equation. In the last
work, the problem is approached via a discrete-time setting, and extensions to the well-known
autoregressive processes are presented, to accommodate dependencies at the volatility level.
Also in this work, the discrete-time representation of the price process is adopted. In order to
model the discrete-time variability process, we use an AR(1) process, derived by discretising the
well know Ornstein-Uhlenbeck stochastic process. An Ornstein-Uhlenbeck process {h(t)}t>0
satisfies the following stochastic differential equation:
dh(t) = λ (µ−h(t))dt+σdW (t),
where λ > 0 and σ > 0, while {W (t)}t>0 represents the standard Brownian motion. Under the
usual conditions, including differentiability and Lipschitz property, the solution on the interval
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[t0, t) of this process is of the form:
h(t) = h(t0)e
−λ (t−t0)+µ(1− eλ (t−t0))+ e−λ t
t∫
t0
σeλ sdW (s). (2.4)
Consider now the integrand part in the integral
t∫
t0
eλ sdW (s). For each time s> 0, this stochastic








































Both results come from the conditioning of the stochastic differential with the filtration at time
t > 0. For the variance result, Ito’s Isometry was used.
Consider now a sequence of time points, as to represent the arrival time of the transactions in a
specific market, say t0, t1, . . . , tn. We have that:
hi = h(ti)∼ N
(






where we used ∆i = (ti− ti−1) to indicate the inter-arrival time between two transactions. This
results follow from the Ornstein-Uhlenbeck closed form solution to the stochastic differential
equation in (2.4). This results correspond to the introduction of an AR(1) process, with Gaussian
innovations of mean zero and variance σ
2
2λ (1− e−2λ∆i), for each time ti.
At this point of the work, it is necessary to include the time-variation at the data level in the final
model. In order to do so, the equations just described in the AR(1) form are used to represent
the volatility of the conditional distribution. In particular, referring to the parameters of the
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where the AR coefficient, usually indicated with the letter ρ , is now time-varying ρi = e
−λ∆
i .
Similarly to what has been presented with the preliminary models, the log-volatilities are included
into the likelihood via some simple transformations, after taking care of the time-component.
Since the observations are discrete - Yi ∈ Z - a suitable modelling distribution with adequate
support has to be introduced. Following Barndorff-Nielsen et al. (2012), the returns can be
described as the difference of two components, one representing the positive movements in
the market evolution (positive jumps), and one representing the negative movements (negative
jumps). Introducing two independent Poisson processes L+t and L
−
t of intensities φ
+ and φ− we





t −L−t ∼ Sk(tφ+, tφ−).
At each time t > 0, Lt is distributed according to a Skellam distribution with parameters tφ
+ and
tφ−, and its probability mass function (p.m.f.) is given in equation (1.2). As shown in Barndorff-
Nielsen et al. (2012), the Skellam process is a Lévy process, and in particular a martingale when






t→∞ N(0,1). Hence, this
stochastic process can be interpreted as a discrete version of the Brownian motion, making it a
good candidate for this analysis. As a result, the integer-valued returns are, conditionally to the




A final modification to this choice regards the time-varying component. In particular, how to link
the previously mentioned AR(1) processes to the conditional distributions. A change of variable
is proposed in the time specification t > 0, that is a time deformation: instead of using the linear
time t > 0, it is replaced with positive functions of the AR(1) processes, that are themselves
time-varying, inducing a time-dependence at the likelihood level. The idea dates back to Clark
(1973), where a subordinator (i.e., a non-negative Lévy process) is introduced to represent the
stochastic arrival of the trading times. In the paper, the author studies the properties of the
conditional and the marginal distribution of the prices. From this point of view, the case of
the Skellam process can be seen as the difference of two Poisson processes with deterministic
subordinator, T+ = T− = t. Here, we replace these processes with the term eht , for t = 1, . . . ,T ,
where {ht}Tt=0 ∼ AR(1). Differently, in the case of the Folded Geometric process, which is not a
Lévy process, we just replace the success probabilities with a suitable logit transformation. The
final models in centered parameterisation are the following:
Skellam model (C) Folded Geometric model (C)




















−λ∆tht−1+µ(1− e−λ∆t )+ηt ht = e−λ∆tht−1+µ(1− e−λ∆t )+ηt (2.5)
h0 ∼ N(µ,ψ) h0 ∼ N(µ,ψ)
λ ∼ Γ(aλ ,bλ ) λ ∼ Γ(aλ ,bλ )
µ ∼ N(0,σ2µ) µ ∼ N(0,σ2µ)
ψ ∼ IΓ(aψ ,bψ) ψ ∼ IΓ(aψ ,bψ)
where ηt ∼ N(0,ψ(1− e−2λ∆t )), and we re-parameterised the volatility term ψ := σ22λ . Notice
that the parameter a is modelled to take values in (−1,1) for the Skellam model, and in (14 ,+∞)
for the Folded Geometric model (assuring unimodality). In order to obtain the Asymmetric
version of the Folded Geometric model, let the positive and negative success probabilities be
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described by two distinct AR(1) processes h+t and h
−
t , for t = 1 . . . ,T , and define a similar set of
parameters and corresponding prior distributions.
As discussed in the previous section, the computation of the Bessel function Ik(x) appearing
in the Skellam likelihood can be avoided by introducing the latent process L−t representing the
negative jumps in the definition of the Skellam process. In this setting, the efficiency of the
posterior computations can be improved. By doing so, we obtain the following version of the
Skellam model for the returns:
Yt |L−t ind∼ Poi(tφ+)−L−t ,
L−t
ind∼ Poi(tφ−),
P(Yt = k|L−t ,φ+,φ−) = P(L+t −L−t = k|L−t ,φ+,φ−) =
P(L+t = k+L
−
t |L−t = L−t ,φ+,φ−) = Poi(k+L−t |tφ+).
2.2.1 Algorithms for autoregressive models
As presented in the preliminary analysis, different choices of updating algorithms are available,
with different performances. For the time-invariant model, a standard Metropolis-within-Gibbs
algorithm, its adaptive version, and one including the Interweaving Strategy are used. An
example of application of the Interweaving Strategy to stochastic volatility modelling can be
found in Kastner and Frühwirth-Schnatter (2014), where the same model under centered and
non-centered parameterisation is inferred. In particular, a study of the effect of the order of the
centered and non-centered parameterisation updates is provided, that does not highlight any
numerical advantage in choosing one of the two as starting point. In order to obtain the best
available mixing and acceptance rates, for the final AR(1) model it will be used a combination of
the last two. As far as the Interweaving Strategy is concerned, the change of variable needed in




for t = 0, . . . ,T,
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leading to the following full model:
Skellam model (NC) Folded Geometric model (NC)
















∼ Beta(a1,a2) (a− 1
4
)∼ Exp(λa)
ht = µ +
√
ψh∗t ht = µ +
√
ψh∗t
{ht}Tt=0 ∼ AR(1) {ht}Tt=0 ∼ AR(1) (2.6)
λ ∼ Γ(aλ ,bλ ) λ ∼ Γ(aλ ,bλ )
µ ∼ N(0,σ2µ) µ ∼ N(0,σ2µ)
ψ ∼ IΓ(aψ ,bψ) ψ ∼ IΓ(aψ ,bψ)
where we used the notation AR(1) to indicate the Gaussian AR(1) construction already defined in
the model under centered parameterisation in (2.5). Once again, the log-volatilities {ht}Tt=1, and
their transformations {h∗t }Tt=1, are part of the conditional distribution of the returns. Under this
model specification, the parameters µ , ψ , and λ are updated using adaptive Metropolis-Hastings
steps, as it is already done for the parameter λ in the centered parameterisation, since their full
conditionals are no longer conjugate. Notice once again that the Skellam model will be re-written
using the shifted Poisson distribution for ease of computation, and that the Asymmetric version
of the Folded Geometric model is easily obtainable by distinguishing between positive and




In this Section we introduce the necessary steps defining the Gibbs sampler algorithm used for
the analysis. The full conditional distributions needed to update the parameters of the Skellam
and Folded Geometric models, in both centered and non-centered parameterisations, are reported
below. In particular, both the full conditionals and the MH ratios to be evaluated are described.
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Skellam model
The joint distribution for the two parameterisations is:









[L (ht |ht−1,λ ,µ,ψ)]×
[
L (L−t |ht ,a)
]
L (h0|µ,ψ)L (λ )L (µ)L (ψ)L (a).
(2.7)















L (h∗t |h∗t−1,λ )
]×
L (h∗0)L (λ )L (µ)L (ψ)L (a),
where Y = (Yt)
T
t=1, L
− = (L−t )Tt=1, and h = (ht)
T
t=0.
The sequence of full-conditional sampling steps, for both centered and non-centered parame-





e−λ∆1 +µ(1− e−λ∆1),ψ(1− e−2λ∆1)) .
2. Sample ht for t = 1, . . . ,T −1 using a MH step.
The log-full conditional of ht is proportional to:


















t from N(ht ,s
(g)
ht







where the proposal part of the ratio is equal to 1 thanks to symmetry of the Normal
distribution.
3. Sample hT using a MH step.
The log-full conditional of hT is proportional to:




−λ∆T +µ(1− e−λ∆T ))
ψ(1− e−2λ∆T ) .
Propose h
′
T from N(hT ,s
(g)
hT






where the proposal part of the ratio is equal to 1 thanks to symmetry of the Normal
distribution.
4. The full-conditional for L−T is of the form:












L−t !(yt +L−t )!
.












where mt = max(0,−yt)) represents the first value for which this distribution is well
defined, depending on the value of the t-th data point. Hence, the full conditional for the
t-th latent negative jump variables is a truncated modified Bessel distribution of the first
kind, obtained by normalising the terms of the original Bessel series from mt onwards.
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(L−t −mt)! . Notice how this update can be
performed jointly for all the random variables L−1 , . . . ,L
−
T since there is no conditional
dependence nor adaptation.
5. Sample a using a MH step.


























a ), and accept with probability:
αa = 1∧ p(a
′ |·)q(a,a′)
p(a|·)q(a′ ,a) ,































7. Sample ψ (centered) from:
ψ|· ∼ IΓ(αψ ,βψ),
where:
















8. Sample λ using a MH step (centered)
The log-full conditional of λ is proportional to:












(ht −ht−1e−λ∆t −µ(1− e−λ∆t ))2
(1− e−2λ∆t ) .
Propose λ
′
from a log-Normal logN(logλ ,s
(g)
λ
), and accept with probability:
αλ = 1∧
p(λ
′ |·)q(λ ,λ ′)
p(λ |·)q(λ ′ ,λ ) ,
where the proposal part of the ratio is of the form λ
′
λ .





, for t = 0, . . . ,T.
10. Sample µ using a MH step (non-centered)
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Propose µ
′
from a Normal N(µ,s
(g)
µ ), and accept with probability:
αµ = 1∧ p(µ
′ |·)q(µ,µ ′)
p(µ|·)q(µ ′ ,µ) ,
where the proposal part of the ratio is equal to 1 thanks to symmetry of the Normal
distribution.
11. Sample ψ using a MH step (non-centered)
The log-full conditional of ψ is proportional to:























from a log-Normal logN(logψ,s
(g)
ψ ), and accept with probability:
αψ = 1∧ p(ψ
′ |·)q(ψ,ψ ′)
p(ψ|·)q(ψ ′ ,ψ) ,




12. Sample λ using a MH step (non-centered)
The log-full conditional of λ is proportional to:












(1− e−2λ∆t ) .
Propose λ
′
from a log-Normal logN(logλ ,s
(g)
λ
), and accept with probability:
αλ = 1∧
p(λ
′ |·)q(λ ,λ ′)
p(λ |·)q(λ ′ ,λ ) ,




13. Return to centered parameterisation using the following inverse transformation:
ht = µ +
√
ψh∗t , for t = 0, . . . ,T.
Folded Geometric model
The joint laws for the Folded Geometric models in centered and non-centered parameterisations
have the same structure as the ones presented in the previous Section, for the Skellam model.
The sequence of full conditional sampling steps is very similar to the one used in the Skellam
distribution, with the difference that the likelihood part is now a mixture component of truncated
geometric distributions, that is:
LFG(y, p







p−t (1− p−t )l−k yt < l
a yt = l
p+t (1− p+t )k−l yt > l,
where ct = 2+a− p+t − p−t . In the next full conditional expressions, the logarithm of the above
distribution will be denoted as log(LFG). Notice also that the distribution used here is the one
for the Folded Geometric Asymmetric model, and that the Symmetric case is easily recovered
by setting p+t = p
−
t , for t = 1, . . . ,T . The sequence of full-conditional sampling steps, for both
centered and non-centered parameterisation, is the following:
1. Sample h±0 ∼ N
(
h±1 e
−λ∆1 +µ(1− e−λ∆1),ψ(1− e−2λ∆1)) .
2. Sample h±t for t = 1, . . . ,T −1 using a MH step.
The log-full conditional of h±t is proportional to:
































where the proposal part of the ratio is equal to 1 thanks to symmetry of the Normal
distribution.
3. Sample h±T using a MH step.
The log-full conditional of h±T is proportional to:























where the proposal part of the ratio is equal to 1 thanks to symmetry of the Normal
distribution.
4. Sample a using a MH step.






from a log-Normal 14 + logN(log(a− 14),sa), and accept with probability:




































6. Sample ψ± (centered) from:



















7. Sample λ± using a MH step (centered)













(ht −ht−1e−λ±∆t −µ±(1− e−λ±∆t ))2
(1− e−2λ±∆t ) .
Propose λ±
′
from a log-Normal logN(logλ±,s(g)





where the proposal part of the ratio is of the form λ
±′
λ± .
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, for t = 0, . . . ,T.
9. Sample µ± using a MH step (non-centered)
The log-full conditional of µ± is proportional to:











where the proposal part of the ratio is equal to 1 thanks to symmetry of the Normal
distribution.
10. Sample ψ± using a MH step (non-centered)
The log-full conditional of ψ is proportional to:











where the proposal part of the ratio is of the form
ψ±′
ψ± .
11. Sample λ± using a MH step (non-centered)
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(1− e−2λ±∆t ) .
Propose λ±
′
from a log-Normal logN(logλ±,s(g)





where the proposal part of the ratio is of the form λ
±′
λ± .
12. Return to centered parameterisation using the following inverse transformation:
ht = µ +
√
ψh∗t , for t = 0, . . . ,T.
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2.2.3 Posterior inference and prediction
In this Section, the main results for the three model specified above are presented. As a result
of the previous discussions, the final algorithm is an interwoven Gibbs sampler with adaptive
Metropolis-Hastings steps for the non-conjugate parameters. The simulations are run on Matlab
for a total of 80000 iterations, of which 55000 are burn-in period, and 5000 are saved each fifth
iteration. In the first part of this Section, the models are fitted to the Disney data, using the
subset representing the month of September 2008, in order to produce posterior samples for the
parameters of the model, both time-varying and not. In the second part, out-of-sample prediction
using the month of October 2008 is presented.
The fitting of the data with the different models is assessed by looking at the traceplots for the
non time-varying parameters, in Figures 2.7 - 2.13. In particular, the last two rows show the
parameters for the positive and negative sides of the Folded Geometric Asymmetric distribution.
Additionally, Table 2.5 reports the acceptance rates for the parameters in the different models.
As we can observe, the joint use of adaptive updates and Interweaving Strategy provides good
acceptance rates, close to the gold standard 0.234, with an exception for the average negative
jumps L−1,...,T in the Skellam model (that are not updated adaptively). However, notice how despite
the good acceptance rates, and hence the fact that the proposal variance for the parameters has
reached an equilibrium, the mixing of the posterior chains of some of the variable is still poor
(e.g., the plots regarding the Folded Geometric Asymmetric).
A way to assess the fitting property of the three models is to compute adequate quantities that
can explain whether a model is performing better or worse than another. A widely used index
for such a task is the Bayes Factor, defined as the ratio of the posterios and prior odds for two
different models. Alternatively, a quantity of interest in model selection is the Log Pseudo-
Marginal Likelihood (LPML), as defined by Geisser and Eddy (1979) in terms of the Conditional
















(a) a (b) µ
Figure 2.7 Posterior samples for the parameters a and µ of the Skellam model.
(a) ψ (b) λ
Figure 2.8 Posterior samples for the parameters ψ and λ of the Skellam model.
where G is the number of iterations of Gibbs sampling used to compute the estimate, j is a
model index, and f j(yt |θ (g)j ) is the likelihood of such a model with the corresponding set of
parameters θ j. Figure 2.14 is showing the value of the Conditional Predictive Ordintes for each
model, using the data from the month of September. The higher the values of the of LPML, the
better the fitting of the data. A measure to evaluate different models used to describe the data at
hand is the difference between the two corresponding LPML’s. These values are reported in the
right hand side of Table 2.6, together with the estimates of the log-Bayes Factors for each pair of
models.
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(a) a (b) µ
Figure 2.9 Posterior samples for the parameters a and µ of the Folded Geometric
Symmetric model.
(a) ψ (b) λ
Figure 2.10 Posterior samples for the parameters ψ and λ of the Folded Geometric
Symmetric model.
After presenting the results concerning the convergence of the posterior chains, it is of interest
to provide estimates for the quantity of interest of the model, together with a look at some
prediction information for a “new” dataset, composed of the observations collected in the month
of October 2008 for the same dataset. This type of analysis, to predict quantities around some
already observed data, is called out-of-sample prediction, and it is often used in Econometric to
assess the goodness of the model. In the next plots, it is presented a comparison between fitting
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(a) a (b) µ+
Figure 2.11 Posterior samples for the parameters a and µ+ of the Folded Geometric
Asymmetric model.
(a) ψ+ (b) λ+
Figure 2.12 Posterior samples for the parameters ψ+ and λ+ of the Folded Geometric
Asymmetric model.
and predicting outcomes. In particular, out-of-sample prediction is obtained by using a subset of
the Markov Chains for the stationary parameters of the model, that are previously obtained via
Gibbs sampling, and by predicting the time-varying ones for the future time points (i.e., here the
month October) by using the same sampling strategy (in this case, the Gibbs sampler algorithms
with adaptive updates and Interweaving Strategy). The prediction up to time T + s, where T > 0
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(a) ψ− (b) λ− (c) µ−
Figure 2.13 Posterior samples for the parameters µ−, ψ−, and λ− of the Folded Geo-
metric Asymmetric model.
Figure 2.14 CPO’s for the three different models.
is the time span used for fitting, and s> 0 is the prediction window, can be approximated as:
p(hT+1:T+s|y1:T+s)=
∫
p(hT+1:T+s|θ ,h1:T ,y1:T+s)p(θ ,h1:T |y1:T+s))dθ dh1:T ≈∫
p(hT+1:T+s|θ ,h1:T ,y1:T+s)p(θ ,h1:T |y1:T ))dθ dh1:T , (2.8)
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Table 2.5 Acceptance rates for the parameters of the AR models, when adaptive algo-
rithms are used together with the Interweaving Strategy.
where the last approximation is obtained by substituting the posterior p(θ ,h1:T |y1:T+s) with the
one available for the data points y1:T , that is p(θ ,h1:T |y1:T ). The predictive distribution can then
be approximated using standard Monte Carlo methods. In order to obtain the credibility intervals
in Figures 2.15, 2.16, and 2.17 new trajectories for hT+1:T+s are obtained by running the same
Gibbs sampler algorithm, where the stationary parameters, identified with the letter θ , are drawn
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❳❳❳❳❳❳❳❳❳❳❳❳log-BF
LPML






FG - Symm 3.8077 ·103 ❅❅
❅
8.9572
FG - Asymm 3.8547 ·103 47.0144 ❅❅
❅
Table 2.6 Predictive indices log-BF and LPML.
from the posterior sample θ |y1:T . Clearly, the approximation introduces a discrepancy that needs
to be considered when analysing the results.
In Figures 2.15, 2.16, and 2.17 the posterior credibility intervals for some quantities of interest
of each of the three models are presented. These are the mean, variance, and skewness of the
returns, presented here as estimates for both the fitting (September 2008) and prediction (October
2008) parts. In particular, notice how for the Folded Geometric model, only the variance is
different from zero, making a plot of the mean or skewness trivial. Notice how the skewness of
the two model is still close to small values, with mostly positive values in the Skellam case, and
a distribution symmetric around zero for the Folded Geometric Asymmetric one.
(a) Skellam - E(Y ) (b) FG - Asymm - E(Y )
Figure 2.15 Fitting and prediction for the mean of the Skellam and the Folded Geometric
Asymmetric models.
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(a) Skellam - Var(Y ) (b) FG - Symm - Var(Y ) (c) FG - Asymm - Var(Y )
Figure 2.16 Fitting and prediction for the variance of the different models.
(a) Skellam - Skew(Y ) (b) FG - Asymm - Skew(Y )
Figure 2.17 Fitting and prediction for the skewness of the Skellam and the Folded
Geometric Asymmetric models.
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2.3 Modelling the spread-induced halves
As mentioned at the beginning of this Section, the mid-prices are rounded-up averages of the two
prices that are matched in each transaction, respectively the bid and the ask price. This means
that every observed price possibly differs from the original price by a half term. In this context, a
method to capture this behaviour is proposed, where additional latent variables are introduced
to represent the missing halves. Consider once again the mid-prices, for which the rounded-off






Y ∗t = P
∗
mid,τt −P∗mid,τt−1 ∈ {Z}.
A suitable distribution to model the new half terms has to be introduced. The missing halves can
be re-constructed by introducing T +1 additional latent variables {εt}Tt=0, with equal masses on





+ εt = P
∗







mid,τt −P∗mid,τt−1 + εt − εt−1 = Y ∗t +∆εt ∈ {Z}.
Notice that each ∆εt ∈ {−1,0,1}, meaning that the event of only one of the mid-prices having
a half term cannot be modelled in this setting, in order to assure that Yt ∈ Z. However, only
integers are actually observed, hence the motivation for this latent variable addition. Finally, the
terms {Y ∗t }Tt=1 represent the integer part of the model, and can be interpreted as in the previous
part of the Section, hence being associated with the Skellam or Folded Geometric distribution.
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The following full models are proposed to accommodate the presence of the half terms:
Yt = Y
∗
t +∆εt , Yt = Y
∗
t +∆εt ,
Y ∗t = L
+
t −L−t |φ+,φ− ind∼ Sk(φ+,φ−), Y ∗t |p+, p−,a, l ind∼ FG(p+, p−, l,a),









where Be(p) represents the Bernoulli distribution with success probability p ∈ (0,1). Similarly
to the purely integer part of this Section, when the Skellam distribution is adopted to model the
Y ∗t ’s, a latent variable is introduced in this model to represent the negative jump process, and
avoid the computation of the modified Bessel function of the first kind.
Additional sampling steps
Before presenting the results for this Section, the additional sampling steps required when
analysing models that include the spread-induced halves ∆ε1, . . . ,∆εT are presented. First of all,
the joint law of the models changes by the inclusion of the prior distribution for such variables,
and the conditional distribution of the data, in the following way:









[L (ht |ht−1,λ ,µ,ψ)]×
[
L (L−t |ht ,a)
]





















L (h∗t |h∗t−1,λ )
]×
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where Y = (Yt)
T
t=1, L
− = (L−t )Tt=1, h = (ht)
T
t=0, and ∆ε = (∆ε)
T
t=0. Also, notice that L (∆ε ) =
L (ε ) thanks to independence. Hence, in the previous set of sampling steps, substitute the value
of yt with (yt −∆εt). In addition to that, sample the values of εt from the following set of full
conditionals (conjugate in both parameterisations):
1. (ε0|·)∼− 12 +Be
(
F(y1−ε1+ 12 )
F(y1−ε1+ 12 )+F(y1−ε1− 12 )
)
.

















) = F(yt − 1
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) = F(yt +
1
2
+ εt−1) ·F(yt+1− εt+1− 1
2
).






2.3.1 Posterior inference and prediction for models including the
spread-induced halves
The following plots show the results for the model including the spread-induced halves. In
particular, Figures 2.18 - 2.24 present the traceplots of the posterior chains for the parameters of
the different models; Table 2.7 reports the acceptance rates for those parameters that need a MH
update (and hence is done adaptively), and finally Figures 2.26, 2.27 and 2.28 contain the fitting
and predictive plots for the mean, variance, and skewness of the returns.
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(a) Skellam - a (b) Skellam - µ
Figure 2.18 Posterior samples for the parameters a and µ of the Skellam model, including
the spread-induced halves ∆ε1, . . . ,∆εT .
(a) Skellam - ψ (b) Skellam - λ
Figure 2.19 Posterior samples for the parameters ψ and λ of the Skellam model, includ-
ing the spread-induced halves ∆ε1, . . . ,∆εT .
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(a) FG Symmetric - a (b) FG Symmetric - µ
Figure 2.20 Posterior samples for the parameters a and µ of the Folded Geometric
Symmetric model, including the spread-induced halves ∆ε1, . . . ,∆εT .
(a) FG Symmetric - ψ (b) FG Symmetric - λ
Figure 2.21 Posterior samples for the parameters ψ and λ of the Folded Geometric
Symmetric model, including the spread-induced halves ∆ε1, . . . ,∆εT .
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(a) FG Asymmetric - a (b) FG Asymmetric - µ+
Figure 2.22 Posterior samples for the parameters a and µ+ of the Folded Geometric
Asymmetric model, including the spread-induced halves ∆ε1, . . . ,∆εT .
(a) FG Asymmetric - ψ+ (b) FG Asymmetric - λ+
Figure 2.23 Posterior samples for the parameters ψ+ and λ+ of the Folded Geometric
Asymmetric model, including the spread-induced halves ∆ε1, . . . ,∆εT .
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(a) FG Asymmetric - µ− (b) FG Asymmetric - ψ− (c) FG Asymmetric - λ−
Figure 2.24 Posterior samples for the parameters µ−, ψ− and λ− of the Folded Geomet-
ric Asymmetric model, including the spread-induced halves ∆ε1, . . . ,∆εT .
Figure 2.25 CPO’s for the three different models, including the spread-induced halves

























Table 2.7 Acceptance rates for the parameters of the AR models, including the spread-
induced halves ∆ε1, . . . ,∆εT , when adaptive algorithms are used together with the
Interweaving Strategy.
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❳❳❳❳❳❳❳❳❳❳❳❳log-BF
LPML






FG - Symm 3.6033 ·103 ❅❅
❅
14.4590
FG - Asymm 2.6785 ·103 -924.8290 ❅❅
❅
Table 2.8 Predictive indices log-BF and LPML for models including the spread-induced
halves ∆ε1, . . . ,∆εT .
(a) Skellam - E(Y ) (b) FG - Asymm - E(Y )
Figure 2.26 Fitting and prediction for the mean of the Skellam and Folded Geometric
Asymmetric models, including the spread-induced halves ε1, . . . ,εT ).
(a) Skellam - Var(Y ) (b) FG - Symm - Var(Y ) (c) FG - Asymm - Var(Y )
Figure 2.27 Fitting and prediction for the variance for the different models, including
the spread-induced halves ε1, . . . ,εT ).
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(a) Skellam - Skew(Y ) (b) FG - Asymm - Skew(Y )
Figure 2.28 Fitting and prediction for the skewness for the Skellam and the Folded
Geometric Asymmetric models, including the spread-induced halves ε1, . . . ,εT ).
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2.4 Comments
In this Chapter, a running example has been presented, with the aim of introducing different
modelling and algorithmic choices that are able to provide improvements in the posterior
inference when analysing high-frequency data. Starting from models for independent and
identically distributed returns in (2.2) (Skellam) and in (2.3) (Folded Geometric), we analysed
different algorithmic choices. Firstly, a standard Gibbs sampler with Metropolis-Hastings steps
for the non-conjugate parameters has been presented, followed by an improvement in considering
adaptive algorithms and Interweaving Strategy. The adaptation is a choice motivated by the
very different mixing properties obtained with different fixed values of the proposal variance in
the MH steps, while the Interweaving Strategy has the ability to provide a good convergence
rate. The analysis has proceeded with the inclusion of a time-varying component with the aid
of a set of latent variables, to represent the stochastic volatilities governing the evolution of the
returns. These variables are modelled via a Gaussian AR(1) process, obtained as a discretised
Gaussian Ornstein-Uhlenbeck process. Other choices for modelling the stochastic volatilities
could be taken into account at this stage of the work, but we decided to devote our focus to the
computational aspect of the inference. Posterior inference for the final models equipped with
stochastic volatility components is carried out via adaptive Metropolis-within-Gibbs algorithms,
supported by the Interweaving Strategy of Yu and Meng (2011).
By direct inspection of the traceplots of the parameters of the different model settings, it is evident
that some of the posterior chains have not reached full convergence, such as in the case of the
Skellam model parameters. In the case of the Folded Geometric models, the posterior chains look
better, apart from the ones relative to the parameters λ (for the Symmetric case), and (λ+,λ−)
(for the Asymmetric case). These outcomes can be motivated by the presence of a high number of
latent variables, that are doubled in the case of both the Skellam model (with the introduction of
L−1 , . . . ,L
−





In fact, these latent variables have a direct relationship with the λ parameters, being involved in
the AR(1)-coefficient definition. In order to present the different behaviours when using different
link functions (i.e., the exponential or logit transformations) to include the stochastic volatility
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AR(1) process into the conditional distribution of the data, we present in Figures 2.29 - 2.32
the posterior traceplots for the AR(1)-coefficient ρ = e−λ∆, grouped according to the presence
of the latent spread-induced half terms ∆ε1, . . . ,∆εT in the modelling setting. The Skellam and
the Folded Geometric Symmetric models have similar ranges for the value of ρ , between 0.6
and 1, related to the high-correlations of the returns in the short period. The Folded Geometric
Asymmetric case, instead, is able to capture the high dependency of the negative part of the
distribution, by letting ρ− take high values, and vice-versa for ρ+. The behaviours seem almost
unchanged when the spread-induced half terms are included in the models.
The acceptance rates for most of the parameter updates are close to the gold standard of 0.234
discussed above, meaning that the adaptations have reached stability. The only exception is the
case of the latent variables L−1 , . . . ,L
−
T , that are not updated adaptively, and reached an average
acceptance rate of approximately 66%. The case where the models were extended to allow for
the spread-induced half terms ∆ε1, . . . ,∆εT yield similar results.
As far as the prediction results are concerned, the Log Pseudo-Marginal Likelihood (LPMP), as
well as the logarithm of the Bayes Factor (log−BF), indicate that the best model to fit the data at
hand is the Folded Geometric Symmetric model. This outcome is supported by the quality of the
traceplots in the different settings, as well as by the fact that the Folded Geometric Symmetric
model is the one with the lowest number of latent variables (half of the other two models), hence
yielding better posterior samples in terms of mixing. This is also supported by observing the 95%
posterior credibility intervals for the skewness of the returns, that is concentrated around the value
0, to indicate minimal departure from the symmetry in the data. Hence, the Symmetric feature of
the Folded Geometric Symmetric model is able to provide better fit for the data. Furthermore,
notice that the choice of the centrality parameter for the Folded Geometric distributions - set to
l = 0 - is also contributing to this outcome. When the spread-induced half terms ∆ε1, . . . ,∆εT
are included in the models, we obtain the same ordering of the values of log of the Bayes Factor
and LPML.
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(a) Skellam (b) FG - Symm
Figure 2.29 Traceplots and histograms for the AR(1)-coefficients of the stochastic
volatility process for the Skellam and the Folded Geometric Symmetric models.
(a) FG - Asymm (+) (b) FG - Asymm (-)
Figure 2.30 Traceplots and histograms for the AR(1)-coefficients of the stochastic
volatility process for the Folded Geometric Asymmetric model.
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(a) Skellam (b) FG - Symm
Figure 2.31 Traceplots and histograms for the AR(1)-coefficients of the stochastic
volatility process for the Skellam and the Folded Geometric Symmetric models, including
the spread-induced halves ∆ε1, . . . ,∆εT .
(a) FG - Asymm (+) (b) FG - Asymm (-)
Figure 2.32 Traceplots and histograms for the AR(1)-coefficients of the stochastic
volatility process for the Folded Geometric Asymmetric model, including the spread-
induced halves ∆ε1, . . . ,∆εT .
Chapter 3
Particle Filtering methods
3.1 Application of Particle Filtering methods to
Stochastic Volatility modelling
In the context of Stochastic Volatility modelling, it is desirable to capture the latent dependency
explained by the stochastic process representing the variance of the returns, here denoted as
{ht}t>0. In the previous Chapter, some standard Gibbs sampling techniques have been presented
that allow for posterior sampling of the parameters, by sampling from their full conditionals.
These include adaptive Metropolis-Hastings algorithms and the use of the Ancillary-Sufficiency
Interweaving Strategy (ASIS) of Yu and Meng (2011). An intrinsic drawback of Gibbs and
Metropolis-within-Gibbs algorithms applied to time-varying processes is the inefficiency in
yielding appropriate mixing for the posterior chains. This is due to the presence of numerous
parameters in the model (since each latent term can be seen as an additional parameter), and
to the strong dependency between the latent variables at different time points. In the case of
high-frequency data, this dependency is often strong in the short-time period, as discussed in Cont
(2001), due to micro-structure effects. In order to capture this behaviour, alternative methods to
sample from the posterior distribution can be considered. In particular, the focus of this Chapter
will on Particle Filtering methods, that can be regarded as a special case of the broader class of
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Sequential Monte Carlo methods, for which a sequential property of the target distribution is
assumed, such as in state-space models (SSM) and Stochastic Volatility (SV) analysis.
3.1.1 Importance Sampling (IS)
In order to properly introduce Particle Filtering, it is necessary to set some notation. Let X be
a metric space and X1:T = (X1, . . . ,XT ) a sequence of measurable random variables defined on
X , and of which we would like to study the properties (i.e., their joint posterior distribution
pi(x1:T |y1:T )). The Monte Carlo approach provides a sample {X (g)1:T}Gg=1 of size G> 0 to estimate












Similarly, for any test function ζ : X T → R, the expectation of the random variable ζ (X1:T ) can
be approximated by:
E[ζ (X1:T )] =
∫
X T
ζ (x1:T )pi(x1:T )dx1:T ≈
∫
X T









Notice that the variable T > 0 can be seen as the dimension of the random vector X1:T , taking val-
ues in X T , but also as a time index, as it will be later in this work. The theory of Markov Chains
on general state spaces guarantees, under mild conditions, that at the limit (or at convergence) the
Markov Chain will visit some states with fixed probability, not depending on the current step g of
the sampling algorithm, hence providing an independently distributed sample from its stationary
distribution. Evidently, the choice of the sampling method is crucial in this framework, and needs
to be tailored to the properties of the target distribution pi . In many scenarios, pi is not available
in closed form, and its normalising constant is unknown, hence we have pi(x1:T |y1:T ) = γ(x1:T )ZT ,
where γ(x1:T ,y1:T ) is the joint law of the random variables X1:T and the data, and ZT = p(y1:T is
the normalising constant. A way of sampling in this situation is to use the Importance Sampling
technique. This technique relies on the introduction of an instrumental density, the importance
density m(x1:T ), for which sampling is reasonably simple, in order to replace sampling from the
original density pi(x1:T |y1:T ) via a re-weighing procedure. In order to assure the tractability of
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the resulting integrals, the Radon-Nykodym theorem has to be satisfied, allowing us to find an
equivalent measure to sample from, instead of using the posterior pi(x1:T |y1:T ). As probability
measures defined on X T , both pi and m are finite measures, hence only the following condition
on the importance distribution is required:
pi(x1:T )> 0⇒ m(x1:T )> 0,
stating that m is absolutely continuous with respect to pi (or m≪ pi). The base idea of importance
sampling to re-weigh pi using the importance distribution m, such as:
pi(x1:T |y1:T ) = w(x1:T )m(x1:T )
ZT
, (3.1)







w(x1:T )m(x1:T )dx1:T .
Applying the Monte Carlo estimate of m to equations (3.1) and (3.2), we obtain:






























are the normalised weights obtained using the g-th sample from the
importance distribution m. This procedure can be used to provide estimates of functionals of pi .
To this aim, consider an integrable function ζ : X T → R+ such that:
E[ζ (X1:T )] =
∫
ζ (x1:T )pi(x1:T |y1:T )
m(x1:T )
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where {x(g)1:T}Gg=1 is a sample from the importance distribution m. Notice that, in order to be able
to provide the values of the normalised weightsW (x1:T ), we need to be able to evaluate the joint
density p(x1:T |y1:T ) in {X (g)1:T}Gg=1, and this is usually possible by resorting to a simple condition-
ing procedure. In order to produce a sample that is representative of the target distribution pi , it
is of interest to provide an importance distribution that is able to minimise the variance of the
estimator ZˆT . This importance density is the target itself, m(x1:T ) = pi(x1:T |y1:T ), and it clearly
cannot be considered. In the work of Doucet and Johansen (2008), it is suggested to select an
importance distribution that is as close as possible to pi , typically a full conditional distribution.
3.1.2 Sequential Monte Carlo (SMC)
Sequential Monte Carlo (SMC) techniques can be regarded as a particular case of the Importance
Sampling technique, in which the importance distribution has the following sequential property:





hence the alternative name Sequential Importance Sampling (SIS) techniques. The particular
structure of the importance distribution gives a sequential way of producing samples, starting by
m(x1), then sampling m(x2|x1), and continuing up to m(xT |x1:T−1). The sequential component
in the importance distribution is called t, and for ease of interpretation will be referred to as
the time component. It is worth stressing the fact that, despite this will actually be the only
interpretation used in this work, the sequential component can be any variable defined on a
completely ordered set, for which one wishes to impose such kind of importance distributions.
For example, t could represent the dimension of a multivariate random variable defined on X T
for which it makes sense to assume sequentiality in the dimensions, or the t-th component of a
mixture model (see for example the work of Griffin (2016) on an adaptive truncation sampler for
Bayesian nonparametric measures). The sequentiality of the importance distribution induces a
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similar structure on the unnormalised weights:














where the time component has been introduced as a subscript to stress the sequentiality of the




Consider now the case where, at each time component t > 0, the target distribution is approx-



















are the normalised importance weights of such approximation. The
element of the sample x1:N1:t are called particles. The importance sampling strategy can be applied
to each time component sequentially, in order to obtain the following approximation of the target









1:T )δXn1:T (dx1:T ).
The Sequential Monte Carlo procedure is outlined in the following frame:
In this work, we will encounter the notation x1:N1:T , as to identify the matrix collecting all the
particles produced in a run of a SMC algorithm, such that Xn1:T represents the evolution of the
n-th particle throughout time, and X1:Nt represents the different particles sampled for the t-th
component.
At each time t > 0, after running the SMC algorithm, some of the particles will be associated with
very low weights, that are not representative of the target distribution. In order to avoid carrying
these particles during other runs of the SMC algorithm, it is of common practice to perform a
re-sampling step: at each time t > 1, after all the particles and weights are computed, a number of
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Algorithm 1: A standard Sequential Monte Carlo algorithm.
For each particle n ∈ {1, . . . ,N}:
• For t = 1, and n= 1, . . . ,N:
sample Xn1 ∼ m(x1),
compute the unnormalised weights wn1(X
n





• For t ∈ 2, . . . ,T , and n= 1, . . . ,N:
sample Xnt ∼ m(xt |xn1:t−1),






















offspring are generated from each particle, proportionally to the associated normalised weights, in
order to reduce the effect of low-weighted particles. In this way, only the most relevant particles
are used throughout the sequential update, reducing the variance of the estimator pˆi(x1:T |y1:T ).
Figure 3.1, from the paper of Caesarendra et al. (2010), shows the re-sampling process for
N = 10 particles.
Figure 3.1 Resampling technique applied to a system of N = 10 particles. The particles
are moved according to the importance weights, removing the non-informative ones.
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To better understand the re-sampling process, consider the unbiased estimator of the target
distribution pˆi(x1:T |y1:T ) defined in eq. (3.3). In order to obtain a better sample from pi , we
can simply re-sample from the approximate distribution N times, according to the weights
of pˆi(x1:T |y1:T ). In this way, we produce Nnt identical copies of each particle Xn1:t such that
N1:Nt = (N
1
t , . . . ,N
N
t ) is distributed as a Multinomial distribution with parameters (N,W
1:N
t ). The








and since E[Nnt |W 1:Nt ] = NW nt , then pi(x1:t |y1:t) is still an unbiased estimator of pˆi(x1:t |y1:t). This
unbiasedness condition is key in the choice of the re-sampling technique. The re-sampling
method just presented is called Multinomial re-sampling, and it is not the only one used in the
literature. Other unbiased re-sampling strategies are the systematic and residual re-sampling
(see Doucet and Johansen (2008) for a description of these methods). An important point of
the re-sampling mechanism is to re-set the weight of the re-sampled particle equal to 1
N
, i.e.
uniformly distributed over the set of particle labels {1, . . . ,N}. Furthermore, at every time
point during the algorithm, the decision to re-sample can be taken according to how well the
approximation is representing the target distribution, based on how much variability is estimated
to be around such approximation. In this case, in order to save some computational time, one can
re-sample only under the condition that the variance of pˆi(x1:t |y1:t) is too big, for example if the
Effective Sample Size (ESS) is small. The ESS was firstly introduced in Liu (2008) and in Chen
et al. (2005). The Effective Sample Size is defined as the sample size needed by an independent
and identically distributed (i.i.d.) sample in order for the variance to be the same as the sampled
version. In more details, let z1, . . . ,zL a sequence of observations drawn from a distribution with





zl be the estimator of µ . It is well known that in case of




However, when the r.v.’s are not i.i.d., this variance has a higher value, taking into account the
correlation between the r.v.’s is non-zero. The ESS can be defined as a positive quantity, not
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The higher the value of the ESS, the less correlated the sample is. Furthermore, when the sample









In the context of SMC methods, a variable ESSt can be computed at each time t during the
run of the SMC algorithm and use to establish if a re-sampling step is needed. the value ESSt
at time t > 0 can be compared with a percentage of the number of particle such as eN, where
e ∈ (0,1), and decide to re-sample if ESSt < eN. In this work, when the ESSt-based re-sampling
technique is mentioned, we will set e= 0.5. Checking the condition imposed on the ESSt via
the constant e can be avoided if one decides to re-sample at each step of the SMC algorithm.
In order to do so, the Multinomial re-sampling can be modified by introducing some auxiliary
variables carrying the information of the parent particles at each time point. The auxiliary
variables are denoted by a1:N2:T , and are called ancestor indices, where a
n
t indicates the particle
X
ant−1
t that has generated X
n
t at time t−1. To understand better their role in the algorithm, notice
that an2:T = (a
n
2, . . . ,a
n
T ) is the vector representing the lineage of the n-th particle through time,
and a1:Nt = (a
1
t , . . . ,a
N
t ) is the vector representing the parents of each particle at time t > 1. Also,
the time variable is started at t = 2 in the definition of these indices, since particles at time t = 1
are not assumed to be generated by any previous parent, but from the basis (usually stationary)
importance distribution m(x1). The ancestor indices can be sampled at each time point t > 1




t−1 is the set of
normalised weights computed at the previous time (for t = 1, we setW 1:N1 = (1/N, . . . ,1/N)).
The introduction of the ancestor variables a1:N2:T allows for the reconstruction of the ancestral
lineage that has generated the k-th particle at time t > 1. For this purpose, another set of auxiliary
variables, called b1:N1:T , can be introduced to link the evolution of the particle to the ancestor
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indices. Specifically, for each particle k ∈ {1, . . . ,N}, the following backward recursion holds:
bkT = k, (3.6)
bkt = a
bkt+1
t+1 , for t = T −1, . . . ,1. (3.7)











T is exactly the k-th particle observed at the end of the SMC run. The set of
indices b1:N1:T is called backward indices. Figure 3.2 presents an example of the evolution of a
system of particle and the connection between ancestor indices (a1:N2:T ) and ancestral lineage (b
1:N
1:T ).
It can be shown that the procedure of re-sampling through the ancestor variables is equivalent to
performing a Multinomial re-sampling at each step of the SMC algorithm. Hence, each trajectory
at the end of the SMC run will have equal probability 1
NT
to be chosen. The generic SMC
algorithm using ancestor indices is outlined in the following frame:
Figure 3.2 Example of ancestral lineage with N = 5 particles and T = 3 time points. In






3 ) and its ancestor lineage b
1
1:3 = (3,4,1)
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Algorithm 2: A generic Sequential Monte Carlo algorithm.
• For t = 1, and n= 1, . . . ,N:
sample Xn1 ∼ m(x1),
compute the unnormalised weights wn1(X
n





• For t ∈ 2, . . . ,T , and n= 1, . . . ,N:
sample ant with probability P(a
n
t = k) =W
k
t−1,





























Notice how the unnormalised weights are now equal to the importance incremental weights. This
is because, by including the ancestor variables a1:N2:T , we do not need to specify the probability of
having as parent the n-th particle at time t−1, proportional to wnt−1.
After a complete run of the generic SMC algorithm described above, it is of interest to pick a path
amongst the NT combinations of particles produced by the algorithm. It is of common practice to
sample the indicator of the “reference” path with probability equal to the set of weights available
at the last time point,W 1:NT . This strategy will be called here Auxiliary Sampling(AS), due to its
similarity with the work presented in Pitt and Shephard (1999). In particular, we recall the idea of
sampling the index relative the the trajectory, that the authors used in a filtering context to avoid
sampling from a mixture distribution. Another possibility is to use the Backward Sampling(BS)
to choose the final trajectory. As the name suggests, the trajectory is now picked starting from
the last time point T , and then proceeding backwards until the initial time t = 1, with the aid of
a set of backward indices b∗1:T specifying the chosen path. The improvement in the mixing is
considerable, even when the number of particles is reduced (see Lindsten and Schon, 2012). The
two techniques are described in Algorithm 3.
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Algorithm 3: Choosing the trajectory x∗1:T .
Auxiliary Sampling (AS):
• Pick a trajectory with probability:
rAS(w
1:N
1:T ) = P(b
∗







• At time t = T , sample b∗T with probability P(b
∗
T = k) ∝ w
k
T .
• Let f (xt |xt−1) be the transition kernel defined
in the state-space model under study.
Pick a trajectory with probability:
rBS(w
1:N
1:T ) = P(b
∗



















The introduction of the IS methodology and a generic SMC algorithm has set the basis for the
description of the class of Particle Markov Chain Monte Carlo (PMCMC) methods. Consider a
Bayesian framework, where it is of interest to obtain samples from the posterior distribution of
the parameters of the model, in order to be able to evaluate specific functionals via Monte Carlo
integration. The standard practice is to use Gibbs sampler algorithms to iteratively sample from
the full conditionals of the parameters and state variables, and eventually obtain a large enough
sample from the posterior, following the steps:
θ ∼ p(θ |x1:T ,y1:T ),
x1:T ∼ p(x1:T |θ ,y1:T ), (3.8)
where θ represents a set of parameters of the specified model, while x1:T represents the set of
time-varying parameters. This notation will be kept throughout the discussion for convenience.
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Despite the widespread applicability of the standard Gibbs sampler algorithm, it can be difficult
to provide good mixing for θ and x1:T in a number of scenarios. This is due to the fact that is
often impossible to perform step (3.8) without resorting to one-at-a-time sampling precodures,
such as standard Metropolis-withing-Gibbs algorithms. As an example, consider the Skellam
Stochastic Volatility model in centered parameterisation already introduced in equations (2.5),
and reported here in equations (3.9):
Skellam model (C) Folded Geometric model (C)




















−λ∆tht−1+µ(1− e−λ∆t )+ηt ht = e−λ∆tht−1+µ(1− e−λ∆t )+ηt (3.9)
h0 ∼ N(µ,ψ) h0 ∼ N(µ,ψ)
λ ∼ Γ(aλ ,bλ ) λ ∼ Γ(aλ ,bλ )
µ ∼ N(0,σ2µ) µ ∼ N(0,σ2µ)
ψ ∼ IΓ(aψ ,bψ) ψ ∼ IΓ(aψ ,bψ)
for which the full conditionals are described in Section 2.2.2. In this model, the parameters
are x1:T = h1:T and θ = (a,µ,ψ,λ ). For other model specifications where we include the
latent negative jump process {L−t }Tt=1, or the spread-induced halves {ε}Tt=1, these will enter the
definition of x1:T , as well. The models specified in this work allow for strong dependence in the
short-time period, due to the positivity of the the AR(1)-coefficient ρ = e−λ∆. As a result, we
expect to observe high-correlation between the latent terms x1:T at different time points, as well
as between x1:T and λ , yielding poor mixing properties of the posterior samples when standard
Gibbs sampling methods are used, as we observed in the previous Chapter. Alternative methods
for posterior sampling such as the Particle Filtering methods presented in this Section, can be
used to update the latent variables x1:T . Particle Filtering can be introduced as a subclass of the
broader Sequential Monte Carlo methods, where the target distribution is indeed the posterior
distribution of X1:T , given the data y1:T , indicated as pi(x1:T |y1:T ). Recalling that in SMCmethods
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the importance distribution has the sequential property m(x1:t) = m(xt |x1:t−1)m(x1:t−1) for each









As in the majority of Bayesian problems, the posterior distribution is not known in closed form,






where p(y1:t |x1:t) represents the conditional likelihood of the data, and p(x1:t) the prior transition
kernel for the latent variables x1:t up to time t > 0. Notice that these are the analogue of the
unnormalised weights introduced with the SMC algorithm, and that an iteration of a standard
SMC method would provide an estimate of the target distribution (i.e., the posterior pi). Similarly














We will see later on how this result becomes crucial for the development of more advanced
Particle Filtering techniques.
Before describing in details some existing PMCMC methods, it is useful to introduce the
mathematical objects involved in such algorithms. A run of a SMC algorithm would produce
the set of random variables X1:N1:T = (X
1:N
1 , . . . ,X
1:N
T ) - i.e., the particles. Additionally this set of
variables, the generic SMC algorithm produces the set of ancestor indices a1:N2:T . Recalling that,
conditionally on the value of the parameters θ , m(Xt |x1:t−1,θ ) represents the set of sequential
importance distributions, andW 1:Nt the set of normalised weights at time t > 0, the joint density
of the variables (x1:N1:T ,a
1:N
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The main idea behind PMCMC methods is to construct MH-type algorithms that target the
desired posterior distribution pi(x1:T ,θ |y1:T ) of the parameters of the model. In order to do so,
Andrieu et al. (2010) proved that the PF algorithm can be used to construct suitable proposal
and target density distributions. It is intuitive that the proposal distribution, describing the
variables generated by a run of the PF, has to be similar to ψθ . Indeed, if the term relative to
the choice of the trajectory is included, we obtain the following proposal density, defined on











where r(w1:N1:T ) represents one of the two ways to choose a trajectory presented in equations (3).
Notice how we use the sequence of indices b∗1:T to identify the choice of the trajectory, and that
in the case of Auxiliary Sampling, this is just equal to k for some chosen path.
The construction of the target distribution of the PMCMC algorithm is referred to the work
of Andrieu et al. (2010), where the authors propose a construction that leaves the posterior
distribution pi(x1:T ,θ |y1:T ) invariant. In order to do so, they include all the variables generated





2:T ) = r(w
1:N
1:T )︸ ︷︷ ︸
Choose Path







2:T )︸ ︷︷ ︸
Conditional
. (3.13)
Notice how the target distribution can be factorised into three terms: the first one related to
the way of picking the trajectory amongst the NT available (it can be AS or BS, as in equations
(3)), the second one representing the marginal density including the posterior we actually want
to target, and the third one representing conditional density including all the remaining terms
generated by the Particle Filter algorithm (indicated by the ∗-superscript). The extended target is
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2:T |x∗1:T ,b∗1:T ) =
r(w1:N1:T )p(x
∗































where the term NT comes from the fact that, after Multinomial re-sampling, all the trajectories
can be selected with equal probability. Furthermore, the term r(w1:N1:T )p(x
∗
1:T |b∗1:T ) indicates the
probability of selecting the path x∗1:T via one of the two sampling methods (AS or BS). The
conditional term in the extended target density is obtained by simply dividing the joint density of
the variables (x1:N1:T ,a
1:N
2:T ) by the chosen path. This construction of the target density, extended to
all the random variables involved in the Particle Filter, allows for the construction of suitable
MH-type algorithms. The first one to be presented here is the Particle Gibbs sampler.
3.1.4 Particle Gibbs
In Bayesian methodology, it is of standard practice to use Gibbs-type algorithms to obtain
samples from the posterior distribution of the parameters of a pre-specified model by sampling
from each full conditional. This can be done by iteratively sampling from the distribution of
each parameter conditionally on the current value of the remaining variables and the data y1:T .
In the specific case of state-space models (SSM), a standard sweep of the Gibbs sampler has
the form outlined in (3.8), where the two steps are performed iteratively until the sample is of
a pre-specified size G> 0. The first step of this iterative method is usually straightforward to
perform, even in the case when θ is not a conjugate parameter for the model. However, the
update of the parameters x1:T can be burdensome in many cases, due to the typical large size of
the time component T , since these updates are usually preformed one-at-a-time. An alternative
way of sampling from p(x1:T |θ ,y1:T ) in step (3.8) is to use SMC algorithms, providing a sample
from the desired distribution. Despite the attractiveness of this idea, sampling from the estimate
pˆ(x1:T |θ ,y1:T ) provided by a run of the generic SMC algorithm, does not admit p(x1:T |θ ,y1:T )
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as an invariant density, and a valid alternative must be found. The problem can be solved by using
a Conditional Particle Filter. This technique allows to target the same joint posterior distribution,
with the only difference that the particle filter used here is executed conditionally to a reference
trajectory: a pre-specified path x∗1:T that has to remain fixed during the SMC step, for example
associated to the N-th particle XN1:T = x
∗
1:T , while the remaining N−1 particles are updated as in
Algorithm 2). The inclusion of the reference trajectory leads the particles to a relevant region of
the sample space, while providing new approximations for the target distribution at every Gibbs
iteration.
Algorithm 4: Conditional Particle Filter (CPF).
• For t = 1, and n= 1, . . . ,N−1:
sample Xn1 ∼ m(x1),
fix XN1 = x
∗
1
compute the unnormalised weights wn1(X
n
1 ).
• For t ∈ 2, . . . ,T , and n= 1, . . . ,N−1:
sample ant with probability P(a
n
t = k) =W
k
t−1,









set X1:N1:t−1 = X
a1:Nt
1:t−1












• Update the trajectory indices b∗1:T as in Algorithm 3.
In their work, Andrieu et al. (2010) showed that this procedure leads to a valid Gibbs sampler,
targeting the desired invariant density. Furthermore, Chopin and Singh (2015) showed that the
choice of the reference particle (in this case the N-th one) in the CPF step is not relevant in order
to guarantee the consistency of the probabilistic kernel of the algorithm, in the sense of targeting




2:T ) involved in the
Particle Gibbs sampler (PG) are updated as in Algorithm 5.
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Algorithm 5: Particle Gibbs (PG) algorithm.











• sample (b∗1:T )
(g+1) using AS or BS as in Algorithm 3,
• sample θ (g+1) from p(θ |(x∗1:T )(g+1),y1:T ) (collapsed Gibbs sampler).
Path degeneracy and its mitigation
At this point, it seems like the Particle Gibbs sampler represents a valid option for posterior
sampling in state-space models. Indeed, with the use of the CPF, it is possible to produce samples
from the desired posterior density by-passing the usual difficulties, and sampling instead from
its approximation given by pˆ(x1:T |θ ,y1:T ). However, a fundamental issue with this method,
heritage of the building block that is the SMC algorithm, is path degeneracy. This issue arises
when too many low-weighted particles are carried on in the sampler. In the case of PG, this
means that the earlier states will most likely be identical to the conditioning reference trajectory
x′1:T . A proposed solution to this drawback, inherent in the definition of SMC, is the use of
the Ancestor Sampling discussed in Lindsten et al. (2014). In their work, the authors present a
slight modification to the original PG algorithm presented in Algorithm 5 that is able to deliver
better mixing even for early time points. The idea is to update the allocation of the ancestor
variable aNt for t > 1, instead of fixing it equal to N deterministically, according to the following
probabilities:
















t:T is the reference trajectory.
Notice also that bt−1 = abtt . To keep the discussion general, and emphasize the dichotomy
between the two ways of choosing the path introduced in equations (3), the notation for the
ancestor lineage was kept to b1:T . When bt = N we recover the work of Lindsten et al. (2014),
called Particle Gibbs with Ancestor Sampling (PGAS), while if the set of indexes b1:T is updated
in a backward fashion, the Particle Gibbs with Backward Sampling (PGBS) of Lindsten and
90 Particle Filtering methods
Schon (2012) is recovered. In particular, the conditional density of the ancestor lineage of the
new reference trajectory is:
pAS(b
k
1:T |x1:N1:T ,a1:N2:T ,y1:T ) = p(k|x1:N1:T ,a1:N2:T ,y1:T ) ∝ wkT
pBS(b
k








In the next part of the Chapter, the PGAS and PGBS will be applied to the analysis of a real
dataset, namely the Disney dataset presented in Figures 1.1 and 1.2.
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3.1.5 Posterior inference and prediction
The Particle Gibbs algorithm is the first Particle MCMCmethodology presented in this work. The
method is applied to the models presented in (2.2.1), namely the Skellam and Folded Geometric
(both Symmetric and Asymmetric) models. In particular, both fitting and prediction results will
be presented in the next part of the Chapter. The first one is obtained by using the posterior
samples available from the runs of the Particle Gibbs methodology when applied to the subset of
the data relative to the month of September 2008, while the second one relies on the application
of a PF algorithm to the subset of October 2008. In particular, for the prediction methodology,
we refer to the work of Berzuini and Gilks (2001), and we run a PF initialised using the output
of the previous posterior sampling (i.e., when using the subset of September 2008). In this
setting, we apply the SMC algorithm described in Algorithm 1, equipped with the ESSt-based
re-sampling rule, to the October 2008 subset of the data, and use the sample previously generated
to initialise the parameters bmθ . These parameters can be interpreted as time-varying with
deterministic transition kernel, such that bmθt = bmθt−1 for each t > 1. In this way, we are able
to provide an unbiased estimate of the posterior distribution for the parameters xT+1:T+S, where
S > 0 is the length of the dataset used for prediction (int his case, the month of October 2008,
composed of 896 observations). Credibility intervals are constructed by sub-sampling from this
approximation.
Particle Gibbs for the Skellam model
In this Section, the results obtained by applying the Particle Gibbs methods, with Auxiliary or
Backward Sampling, to the Skellam model are presented. The two algorithms, with the specific
expressions for the weights at time t > 0, are outlined in Algorithm 6. Notice that, for each
t > 0, we included in the algorithm the variables Mt =max(0,−yt) to ensure the positivity of
the variables L−t , as well as that it is greater or equal than yt . Indeed, by modelling assumptions,
yt = L
+
t −L−t , hence L−t = L+t − yt ≥ yt , since L+t ≥ 0. Moreover, notice how the value of Mt
could depend on the n-th particle when the Skellam model with spread-induced halves is used,
since Mt = max(0,−yt +∆εnt ). In the following algorithms, h∗t , l∗t , and ∆ε∗t will denote the
92 Particle Filtering methods
reference trajectory for the latent stochastic volatility process, the negative jump process, and the
spread-induced halves process, respectively.
Algorithm 6: Particle Gibbs algorithm for the Skellam model.
• For t = 0, and n ∈ {1, . . . ,N}\b0:






compute the unnormalised weights wn0(h
n
0) ∝ 1.
• For t ∈ 1, . . . ,T , and n ∈ {1, . . . ,N}\bt :
sample ant with probability P(a
n
t = k) =W
k
t−1,
sample hnt ∼ N(e−λ∆tha
n
t
t−1+µ(1− e−λ∆t ),ψ(1− e−2λ∆t )),
sample l
−,n
t ∼ ShPoi(Mt , 1−a2 pnt ),







• Sample abtt such that:







t−1+µ(1− e−λ∆t ),ψ(1− e−2λ∆t )),


























• Update the trajectory indices b∗1:T w.p. rAS(w
1:N
1:T ) or rBS(w
1:N
1:T ).
Some results of the application of the Particle Gibbs algorithm to the Skellam model are presented
in the following set of Figures. In particular, Figures 3.3 - 3.6 present the traceplots of the set
of parameters θ = (a,µ,ψ,λ ) of the model, in case of Auxiliary or Backward sampling. The
posterior chains for the parameters (a,µ,ψ) seem to have reached convergence to the same range
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of values, while a little discrepancy between the Auxiliary and Backward Sampling techniques
can be observed in the traceplots for λ . In particular, the first method presents sporadic jumps
in the sample, as to indicate that the posterior chains has not fully converged with the number
of iterations provided in the sampler (i.e., 80000). This difference in the mixing is an effect of
the correlation between the posterior distribution of λ and the volatilities x1:T , that are more
effectively sampled by the Backward Sampling strategy, rather than by using the Auxiliary
Sampling method.
Figures 3.7 and 3.8 present the 95% credibility intervals for the mean, variance, and skewness of
the distribution of the data, for which the formulas can derived from equations (2.1). Fitting is
provided for the month of September 2008 (orange), while prediction is computed for the month
of October 2008 (green). The whole posterior sample for θ of size 5000, obtained by fitting the
subset of the data relative to the month of September 2008, is used to compute the credibility
intervals for the month of October 2008. After a run of the generic SMC algorithm used for
prediction, a sample of size 1000 is sub-sampled from the estimated posterior distribution
(conditionally to the subset of the data relative to the month of October 2008). The comparison
between the PGAS and PGBS methodologies does not show a substantial difference in the
predictive intervals, as well as in the fitting ones. The 95% credibility intervals for the skewness
show very little asymmetry in the distribution of the data, suggesting that a symmetric conditional
distribution could be a good choice for modelling the data at hand. Recalling that the conditional
skewness of the Skellam model is proportional to the value of a, this interpretation is supported
by observing that the posterior chain for parameter a is converging towards very small values of
the support.
Particle Gibbs for the Folded Geometric model
The second set of models to which we apply the Particle Gibbs methodology is the set of Folded
Geometric models defined in equations (3.9). The two algorithms, with the specific expressions
for the weights at time t > 0, are outlined in Algorithm 7 for the general case of asymmetry in
the success probabilities. The symmetric case is recovered by setting p− = p+.
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(a) a (b) µ
Figure 3.3 Traceplots and histograms for parameters a and µ of the Skellam model.
PGAS - N = 100
(a) ψ (b) λ
Figure 3.4 Traceplots and histograms for parameters ψ and λ of the Skellam model.
PGAS - N = 100
Figures 3.9 - 3.12 include traceplots for the symmetric case (PGAS and PGBS), while Figures
3.13 - 3.18 include traceplots for the asymmetric case (PGAS and PGBS, grouped into positive
and negative part of the distributions). Poor mixing properties can be observed for some of the
parameters in the different models. In particular, the parameter λ for the Folded Geometric
Symmetric model, and the parameters λ+ and λ− for the Folded Geometric Asymmetric seem
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(a) a (b) µ
Figure 3.5 Traceplots and histograms for parameters a and µ of the Skellam model.
PGBS - N = 100
(a) ψ (b) λ
Figure 3.6 Traceplots and histograms for parameters a and µ of the Skellam model.
PGBS - N = 100
to be the most affected. This is, once again, in relation to the dependency between the values of
these parameters the latent volatilities.
Figures 3.19 - 3.22 report the posterior 95% credibility intervals for the mean, variance, and
skewness of the distribution of the data. In particular, in the Folded Geometric Symmetric case,
only the credibility interval for the variance is reported, since the other parameters are equal
to zero (conditionally to the value of h1:T and a). The two sampling methods, Auxiliary and
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(a) E(Yt) (b) Var(Yt) (c) Skew(Yt)
Figure 3.7 95 % credibility intervals for some quantities of interest of the Skellam model.
PGAS - N = 100
(a) E(Yt) (b) Var(Yt) (c) Skew(Yt)
Figure 3.8 95 % credibility intervals for some quantities of interest of the Skellam model.
PGBS - N = 100
Backward, seem to provide similar results for the different models. The plots for the skewness
indicate symmetry in time interval relative to September 2008, and departure from symmetry in
the month of October 2008.
3.1.6 Posterior inference and prediction for models including the
spread-induced halves
When describing the nature of high-frequency data, we mentioned how the interpretation of them
as mid-prices is necessary since the bid and ask prices at which the transaction is performed are
not available. Hence, we can think of the data as the rounded-off version of the average of the
unobserved bid and ask prices, and use it to compute the integer-valued returns (after dividing
by the ticksize). We introduced in the previous Chapter an extended-space model including the
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Algorithm 7: Particle Gibbs sampler for the Folded Geometric Asymmetric model.









compute the unnormalised weights wn0(h
±,n
0 ) ∝ 1.
• For t ∈ 1, . . . ,T , and n ∈ {1, . . . ,N}\bt :
sample ant with probability P(a
n














• Sample abtt such that:















t = 1/(1+ e






t (1− p−,nt )l−ytδl<yt +aδl+ p+,nt (1− p+,nt )yt−lδl>yt
2− p+,nt − p−,nt +a
.
• Update the trajectory indices b∗1:T w.p. rAS(w
1:N
1:T ) or rBS(w
1:N
1:T ).
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(a) a (b) µ
Figure 3.9 Traceplots and histograms for parameters a and µ of the Folded Geometric
Symmetric model. PGAS - N = 100
(a) ψ (b) λ
Figure 3.10 Traceplots and histograms for parameters ψ and λ of the Folded Geometric
Symmetric model. PGAS - N = 100
latent variables ε1, . . . ,εT , representing the half terms that could be generated by the averaging
process of the bid and ask prices. Since we are interested in modelling the returns, we write the
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(a) a (b) µ
Figure 3.11 Traceplots and histograms for parameters a and µ of the Folded Geometric
Symmetric model. PGBS - N = 100
(a) ψ (b) λ
Figure 3.12 Traceplots and histograms for parameters ψ and λ of the Folded Geometric
Symmetric model. PGBS - N = 100
extended model in terms of their differences, ∆ε = (∆ε1, . . . ,∆εT ), as:
Yt = Y
∗
t +∆εt , (3.14)
Y ∗t |θ ind∼ F(y∗t |θ ),
∆εt = εt − εt−1,
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(a) a (b) µ+
Figure 3.13 Traceplots and histograms for parameters a and µ+ of the Folded Geometric
Asymmetric model. PGAS - N = 100
(a) ψ+ (b) λ+
Figure 3.14 Traceplots and histograms for parameters ψ+ and λ+ of the Folded Geo-
metric Asymmetric model. PGAS - N = 100
where F(·|θ ) represents one of the conditional distribution selected in this work to model the
integer part of the returns, namely the Skellam or Folded Geometric distribution, and Be(p)
is the Bernoulli distribution with success probability p ∈ (0,1). While in the standard Gibbs
sampler analysis of Chapter 1 we sampled from he full conditionals of the latent variables
ε1, . . . ,εT (see equations (2.9)), here we proceed by analysing the sequence of differences ∆ε .
The reason behind this choice is avoiding the confusion of having two latent variables εt and
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(a) µ− (b) ψ− (c) λ−
Figure 3.15 Traceplots and histograms for parameters µ−, ψ−, and λ− of the Folded
Geometric Asymmetric model. PGAS - N = 100
(a) a (b) µ+
Figure 3.16 Traceplots and histograms for parameters a and µ+ of the Folded Geometric
Asymmetric model. PGBS - N = 100
εt−1 associated with each observation yt . As importance distribution for ∆ε we use the prior
kernel, with a little modification. Each term of the sequence is defined on {−1,0,1}. However,
conditionally on the previous value of the sequence, ∆εt can only take two of the values of
the sample space, depending on the value of εt−1. For example, if εt−1 = 12 , then ∆εt can
only take values in the subset {0,1}, while if εt−1 = − 12 , then ∆εt can only take values in the
subset {−1,0}. This feature of the sequence of differences ∆ε is impossible to model, if we
do not have the information of the individual halves {εt}Tt=0. Furthermore, the sequence just
described is non-Markovian, making Backward Sampling impossible, when a trajectory has to
be sampled from the output of the Particle Filter. In order to overcome this issue, we defined the
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(a) ψ+ (b) λ+
Figure 3.17 Traceplots and histograms for parameters ψ+ and λ+ of the Folded Geo-
metric Asymmetric model. PGBS - N = 100
(a) µ− (b) ψ− (c) λ−
Figure 3.18 Traceplots and histograms for parameters µ−, ψ−, and λ− of the Folded
Geometric Asymmetric model. PGBS - N = 100
random variables ∆˜ε t = Q
−1(∆εt) for an invertible transformation Q to be defined on the values
{1,2,3,4} with: 
Q(1) =−1,
Q(2) = Q(3) = 0,
Q(4) = 1
The reason why Q(2) = Q(3) = 0 is to represent the values generated when subtracting two
positive or two negative halves, respectively. In this way, we can construct an importance
distribution that does not need the information on the original halves to produce values of
∆˜ε t , and we have a Markovian sequence on the space {1,2,3,4}. In the rest of the algorithm,
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(a) Var(Yt) FG Symmetric (b) E(Yt) FG Asymmetric
Figure 3.19 95 % credibility intervals for some quantities of interest of the Folded
Geometric models. PGAS - N = 100
(a) Var(Yt) FG Asymmetric (b) Skew(Yt) FG Asymmetric
Figure 3.20 95 % credibility intervals for some quantities of interest of the Folded
Geometric models. PGAS - N = 100
the random variables ∆˜ε t are transformed back to the values {−1,0,1} via the evaluation of


















In the next part of the Chapter, inference for these models when using the Particle Gibbs
methodology is presented.
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(a) Var(Yt) FG Symmetric (b) E(Yt) FG Asymmetric
Figure 3.21 95 % credibility intervals for some quantities of interest of the Folded
Geometric models. PGBS - N = 100
(a) Var(Yt) FG Asymmetric (b) Skew(Yt) FG Asymmetric
Figure 3.22 95 % credibility intervals for some quantities of interest of the Folded
Geometric models. PGBS - N = 100
Particle Gibbs for the Skellam model with spread-induced halves
The Particle Gibbs algorithm applied to the Skellam model including the spread-induced halves
is presented in Algorithm 8.
To follow, inference is presented for the parameters of the model, reporting traceplots of the
parameters in Figures 3.23 - 3.26 (PGAS and PGBS). The conclusions are similar to the ones
stated for the model without the additional latent variables ∆ε , both from the point of view of
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the ranges targeted by the posterior chains, and from the point of view of the mixing properties.
We can observe once again how the choice of the PGBS method is to be preferred to the ones of
PGAS method, since it provides better mixing for the posterior chain for λ .
As far the 95% credibility intervals are concerned, presented in Figures 3.27 and 3.28 (PGAS and
PGBS), there is no observable discrepancy between the different methods used, in both fitting
(September 2008), and prediction (October 2008). The skewness remains very low, indicating
symmetry in the distribution of the data.
(a) a (b) µ
Figure 3.23 Traceplots and histograms for parameters a and µ of the Skellam model,
including the latent variables ∆ε . PGAS - N = 100
Particle Gibbs for the Folded Geometric model with spread-induced halves
This subsection is dedicated to presenting the results, similarly to what is done in the previous
one, for the Folded Geometric model, in the case on inclusion of the latent variables ∆εt , for t =
1, . . . ,T . We recall that, if in the standard model the observations are modelled asYt |p+t , p−t ,a, l∼
FG(p+t , p
−
t , l= 0,a), in this case we have that (Yt−∆εt)|p+t , p−t ,a, l∼FG(p+t , p−t , l= 0,a). The
Particle Gibbs algorithm is outlined in Algorithm 9.
The results for this Section are organised as in the previous ones. The traceplots for the posterior
chains of the parameters are reported in Figures 3.29 - 3.32 (Folded Geometric Symmetric), and
3.33 - 3.38 (Folded Geometric Asymmetric), and are organised according to the methodology
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Algorithm 8: Particle Gibbs sampler for the Skellam model including ∆ε .
• For t = 0, and n ∈ {1, . . . ,N}\b0:














compute the unnormalised weights wn0(h
n
0) ∝ 1.
• For t ∈ 1, . . . ,T , and n ∈ {1, . . . ,N}\bt :
sample ant with probability P(a
n
t = k) =W
k
t−1,
sample hnt ∼ N(e−λ∆tha
n
t
t−1+µ(1− e−λ∆t ),ψ(1− e−2λ∆t )),
sample l
−,n
t ∼ ShPoi(Mt , 1−a2 pnt ),

















• Sample abtt such that:







t−1+µ(1− e−λ∆t ),ψ(1− e−2λ∆t )),











compute ∆ε1:Nt = Q(∆˜ε
1:N
t ),



















Γ(yt−∆εt + l−,nt +1)Γ(l−,nt +1)
.
• Update the trajectory indices b∗1:T w.p. rAS(w
1:N
1:T ) or rBS(w
1:N
1:T ).
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(a) ψ (b) λ
Figure 3.24 Traceplots and histograms for parameters ψ and λ of the Skellam model,
including the latent variables ∆ε . PGAS - N = 100
(a) a (b) µ
Figure 3.25 Traceplots and histograms for parameters a and µ of the Skellam model,
including the latent variables ∆ε . PGBS - N = 100
used (PGAS or PGBS), and whether they refer to the volatilities for the positive or negative part
of the Folded Geometric Asymmetric distribution. Once again, the tracepolots do not show good
mixing properties for the parameters of the models, and are especially poor for the parameters λ ,
λ+, and λ−, as previously observed for the models without latent half terms.
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(a) ψ (b) λ
Figure 3.26 Traceplots and histograms for parameters ψ and λ of the Skellam model,
including the latent variables ∆ε . PGBS - N = 100
(a) E(Yt) (b) Var(Yt) (c) Skew(Yt)
Figure 3.27 95 % credibility intervals for some quantities of interest of the Skellam
model, including the latent variables ∆ε . PGAS - N = 100
(a) E(Yt) (b) Var(Yt) (c) Skew(Yt)
Figure 3.28 95 % credibility intervals for some quantities of interest of the Skellam
model, including the latent variables ∆ε . PGBS - N = 100
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When inspecting the 95% credibility intervals reported in Figures 3.39 - 3.42 (PGAS and PGBS),
we can observe that the Folded Geometric Symmetric model is able to capture more variability
than its analogue without latent half terms.
(a) a (b) µ
Figure 3.29 Traceplots and histograms for parameters a and µ of the Folded Geometric
Symmetric model, including the latent variables ∆ε . PGAS - N = 100
(a) ψ (b) λ
Figure 3.30 Traceplots and histograms for parameters ψ and λ of the Folded Geometric
Symmetric model, including the latent variables ∆ε . PGAS - N = 100
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Algorithm 9: Particle Gibbs sampler for the Asymmetric Folded Geometric model
including ∆ε .

















compute the unnormalised weights wn0(h
±,n
0 ) ∝ 1.
• For t ∈ 1, . . . ,T , and n ∈ {1, . . . ,N}\bt :
sample ant with probability P(a
n





t ∼ N(ht |e−λ∆th±,a
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• Sample abtt such that:






















t = 1/(1+ e








t (1− p−,nt )l−y˜tδl<y˜t +aδl+ p+,nt (1− p+,nt )y˜t−lδl>y˜t
2− p+,nt − p−,nt +a
, y˜t = yt−∆εt .
• Update the trajectory indices b∗1:T w.p. rAS(w
1:N
1:T ) or rBS(w
1:N
1:T ).
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(a) a (b) µ
Figure 3.31 Traceplots and histograms for parameters a and µ of the Folded Geometric
Symmetric model, including the latent variables ∆ε . PGBS - N = 100
(a) ψ (b) λ
Figure 3.32 Traceplots and histograms for parameters ψ and λ of the Folded Geometric
Symmetric model, including the latent variables ∆ε . PGBS - N = 100
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(a) a (b) µ+
Figure 3.33 Traceplots and histograms for parameters a and µ+ of the Folded Geometric
Asymmetric model, including the latent variables ∆ε . PGAS - N = 100
(a) ψ+ (b) λ+
Figure 3.34 Traceplots and histograms for parameters ψ+ and λ+ of the Folded Geo-
metric Asymmetric model, including the latent variables ∆ε . PGAS - N = 100
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(a) µ− (b) ψ− (c) λ−
Figure 3.35 Traceplots and histograms for parameters µ−, ψ−, and λ− of the Folded
Geometric Asymmetric model, including the latent variables ∆ε . PGAS - N = 100
(a) a (b) µ+
Figure 3.36 Traceplots and histograms for parameters a and µ+ of the Folded Geometric
Asymmetric model, including the latent variables ∆ε . PGBS - N = 100
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(a) ψ+ (b) λ+
Figure 3.37 Traceplots and histograms for parameters ψ+ and λ+ of the Folded Geo-
metric Asymmetric model, including the latent variables ∆ε . PGBS - N = 100
(a) µ− (b) ψ− (c) λ−
Figure 3.38 Traceplots and histograms for parameters µ−, ψ−, and λ− of the Folded
Geometric Asymmetric model, including the latent variables ∆ε . PGBS - N = 100
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(a) Var(Yt) FG Symmetric (b) E(Yt) FG Asymmetric
Figure 3.39 95 % credibility intervals for some quantities of interest of the Folded
Geometric models, including the latent variables ∆ε . PGAS - N = 100
(a) Var(Yt) FG Asymmetric (b) Skew(Yt) FG Asymmetric
Figure 3.40 95 % credibility intervals for some quantities of interest of the Folded
Geometric models, including the latent variables ∆ε . PGAS - N = 100
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(a) Var(Yt) FG Symmetric (b) E(Yt) FG Asymmetric
Figure 3.41 95 % credibility intervals for some quantities of interest of the Folded
Geometric models, including the latent variables ∆ε . PGBS - N = 100
(a) Var(Yt) FG Asymmetric (b) Skew(Yt) FG Asymmetric
Figure 3.42 95 % credibility intervals for some quantities of interest of the Folded
Geometric models, including the latent variables ∆ε . PGBS - N = 100
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3.1.7 Comments
The results of the fitting for the data relative to the month of September 2008 can be observed in
the traceplots of the posterior chains of the parameters θ . All the sets of models, including the
ones provided with the spread-induced halves, seem to provide poor mixing for the parameter
λ , and in turn for the AR(1)-coefficient ρ , noticeable in Figures 3.43 - 3.46 (PGAS), and 3.47
- 3.50 (PGBS), where a comparison between the different models and algorithms is provided.
The Skellam and the Folded Geometric Symmetric model are presenting high values of ρ ,
indicating high-correlation of the latent volatilities in the short-time period. Conversely, the
Folded Geometric Asymmetric model presents, similarly to the results observed when using
standard Gibbs sampling, low values for the positive part of the distribution, and high values for
the negative part, to indicate higher correlation in the negative volatilities associated with the
negative part of the conditional distribution.
To follow, are also reported the tables containing the acceptance rates for the Metropolis-within-
Gibbs algorithms adopted to update the set of parameters θ for the different models. The values
are much better (i.e., closer to the gold standard 0.234) for the Folded Geometric models than the
Skellam ones. As far as the model fitting results are concerned, the values of the predictive indices
log−BF and LPML are shown in Tables 3.4 - 3.5 (PGAS) and 3.6 - 3.7 (PGBS). According to the
LPML, the Skellam model provides the best fitting in every model specification and methodology
applied. On the other hand, the log−BF is consistently ranking the Skellam model as the least
suitable to fit the data at hand. However, despite the modelling or methodological choice, the
Folded Geometric models have very similar values for the predictive indices, as well as the
Skellam and the Folded Geometric Asymmetric models according to the log−BF . Finally, the
effect of the introduction of the latent variables ∆ε in different models can be observed when
looking at Figure 3.51, reporting the plots for the Conditional Predictive Ordinates (CPO), at
the basis of the calculation of the LPML index, for different models and algorithms used. The
plots show a clear difference in the values of the Folded Geometric Asymmetric model when the
latent half-terms are included in the model, diminishing considerably the range of the CPO’s for
different time points, hence increasing the value of the corresponding LPML.
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Overall, despite the acceptance rates being farther from the gold standard 0.234 in the applications
of the Particle Gibbs sampler when compared to the results obtained in the previous Chapter
with the standard Metropolis-within-Gibbs sampler, we can observe a great improvement in
the mixing of the posterior chains for all the parameters. At the same time, the 95% credibility
intervals for the mean, variance, and skewness seem to provide the same information about
little asymmetry in the data. It is worth noticing that the computational time is much greater
in the Particle Gibbs case than in the standard Gibbs algorithms. In order to provide a further
comparison, in Tables 3.8, 3.9 and 3.10 are reported the values of the Effective Sample Sizes
per unit of computational time for the parameters θ obtained by using different algorithms. Due
to the better samples provided when the Backward Sampling strategy is adopted, the PGBS is
outperforming the PGAS in most scenarios. It is also possible to observe how the Gibbs sampler
yields high values of the ESS/t in many cases. This outcome is due to the speed of the standard
Metropolis-within-Gibbs methods, when compared to the Particle Filtering ones, since the latter
depend on the number of particles chosen for the analysis.
(a) Skellam (b) FG Symmetric
Figure 3.43 Traceplots and histograms for the AR(1)-coefficients of the stochastic
volatility process in different model settings. PGAS - N = 100.
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(a) FG Asymmetric (+) (b) FG Asymmetric (-)
Figure 3.44 Traceplots and histograms for the AR(1)-coefficients of the stochastic
volatility process in different model settings. PGAS - N = 100.
(a) Skellam (b) FG Symmetric
Figure 3.45 Traceplots and histograms for the AR(1)-coefficients of the stochastic
volatility process in different model settings, including the latent variables ∆ε . PGAS -
N = 100.
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(a) FG Asymmetric (+) (b) FG Asymmetric (-)
Figure 3.46 Traceplots and histograms for the AR(1)-coefficients of the stochastic
volatility process in different model settings, including the latent variables ∆ε . PGAS -
N = 100.
(a) Skellam (b) FG Symmetric
Figure 3.47 Traceplots and histograms for the AR(1)-coefficients of the stochastic
volatility process in different model settings. PGBS - N = 100.
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(a) FG Asymmetric (+) (b) FG Asymmetric (-)
Figure 3.48 Traceplots and histograms for the AR(1)-coefficients of the stochastic
volatility process in different model settings. PGBS - N = 100.
(a) Skellam (b) FG Symmetric
Figure 3.49 Traceplots and histograms for the AR(1)-coefficients of the stochastic
volatility process in different model settings, including the latent variables ∆ε .PGBS -
N = 100.
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(a) FG Asymmetric (+) (b) FG Asymmetric (-)
Figure 3.50 Traceplots and histograms for the AR(1)-coefficients of the stochastic




a 0.17315 a 0.17261
µ 0.1533 µ 0.15382
ψ 0.15915 ψ 0.15932
λ 0.2341 λ 0.23423
PGBS
a 0.20264 a 0.17392
µ 0.18537 µ 0.153
ψ 0.19127 ψ 0.1592
λ 0.2607 λ 0.23394
Table 3.1 Acceptance rates for the parameters of the Skellam model, when Particle Gibbs
sampler is used.
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Standard Epsilon
PGAS
a 0.33328 a 0.33505
µ 0.25504 µ 0.25755
ψ 0.28769 ψ 0.29507
λ 0.27074 λ 0.25754
PGBS
a 0.33369 a 0.33284
µ 0.25527 µ 0.25608
ψ 0.29722 ψ 0.29472
λ 0.25623 λ 0.25697
Table 3.2 Acceptance rates for the parameters of the Folded Geometric Symmetric
model, when Particle Gibbs sampler is used.
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Standard Epsilon
PGAS
a 0.33261 a 0.33323
µ+ 0.267 µ+ 0.2674
µ− 0.26626 µ− 0.26677
ψ+ 0.3 ψ+ 0.29902
ψ− 0.29928 ψ− 0.30281
λ+ 0.27901 λ+ 0.28137
λ− 0.25983 λ− 0.27507
PGBS
a 0.33419 a 0.33374
µ+ 0.26569 µ+ 0.26859
µ− 0.26497 µ− 0.26722
ψ+ 0.3 ψ+ 0.2991
ψ− 0.29196 ψ− 0.30198
λ+ 0.29336 λ+ 0.29265
λ− 0.25762 λ− 0.26495
Table 3.3 Acceptance rates for the parameters of the Folded Geometric Asymmetric
model, when Particle Gibbs sampler is used.
❳❳❳❳❳❳❳❳❳❳❳❳log-BF
LPML






FG - Symm 5.0573 ·103 ❅❅
❅
-3.0193
FG - Asymm 4.4616 ·103 -613.6189 ❅❅
❅
Table 3.4 Predictive indices log−BF and LPML - PGAS N = 100.
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(a) PGAS - N = 100 (b) PGBS - N = 100
(c) PGAS + ∆ε - N = 100 (d) PGB + ∆ε - N = 100










FG - Symm 3.8163 ·103 ❅❅
❅
-3.7316
FG - Asymm 4.6099 ·103 793.5721 ❅❅
❅
Table 3.5 Predictive indices log−BF and LPML for models including the spread-induced
halves ∆ε - PGAS N = 100.
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❳❳❳❳❳❳❳❳❳❳❳❳log-BF
LPML






FG - Symm 4.4706 ·103 ❅❅
❅
2.7386
FG - Asymm 4.5105 ·103 39.9033 ❅❅
❅
Table 3.6 Predictive indices log−BF and LPML - PGBS N = 100.
❳❳❳❳❳❳❳❳❳❳❳❳log-BF
LPML






FG - Symm 3.6921 ·103 ❅❅
❅
19.4353
FG - Asymm 3.5852 ·103 -106.9268 ❅❅
❅
Table 3.7 Predictive indices log−BF and LPML for models including the spread-induced
halves ∆ε - PGBS N = 100.
ESS/sec a µ ψ λ
Gibbs 0.0082 0.0095 0.0249 0.0019
Gibbs + ∆ε 0.0092 0.0107 0.0280 0.0021
PGAS 0.0375 0.0039 0.0058 0.0006
PGBS 0.0108 0.0072 0.0114 0.0025
PGAS + ∆ε 0.0356 0.0117 0.0074 0.0010
PGBS + ∆ε 0.0042 0.0151 0.0025 0.0012
Table 3.8 Effective Sample Size per unit of computational time, for different algorithms
applied to the Skellam model.
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ESS/sec a µ ψ λ
Gibbs 2.4115 1.3391 0.2116 0.0443
Gibbs + ∆ε 1.9400 1.0772 0.1702 0.0356
PGAS 2.8035 0.0312 0.0162 0.0017
PGBS 0.7762 0.0534 0.0355 0.0045
PGAS + ∆ε 0.1524 0.6180 0.0165 0.0034
PGBS + ∆ε 0.3442 2.5493 0.0221 0.0031
Table 3.9 Effective Sample Size per unit of computational time, for different algorithms
applied to the Folded Geometric Symmetric model.
ESS/sec a µ+ ψ+ λ+ µ− ψ− λ−
Gibbs 0.2374 0.7501 0.2921 0.1065 0.0054 0.0028 0.0019
Gibbs + ∆ε 0.2374 0.7501 0.2921 0.1065 0.0035 0.0018 0.0013
PGAS 0.2148 1.5660 4.0631 0.0093 0.0094 0.0035 0.0015
PGBS 0.1698 2.7118 0.2758 0.0407 0.1256 0.0100 0.0057
PGAS + ∆ε 0.5085 0.5892 0.1009 0.0131 0.0032 0.0028 0.0010
PGBS + ∆ε 1.3389 0.7357 0.1271 0.2612 0.0024 0.0019 0.0008
Table 3.10 Effective Sample Size per unit of computational time, for different algorithms
applied to the Folded Geometric Asymmetric model.
Chapter 4
Extensions of Particle Filtering
methods
4.1 Marginal Particle Filters
In the work so far, the Particle Filter methodology has been used to produce samples from the
posterior distribution of the latent variables of a state-space model, generically indicated as x∗1:T ,
where the ∗ superscript indicates the trajectory selected amongst the NT produce by a SMC run,
by using one of the methods in (3). In order to sample x∗1:T in a Gibbs fashion, we introduced the
Particle Gibbs sampler, a PMCMC method where a reference trajectory is preserved throughout
every iteration of a Conditional Particle Filter (i.e., a SMC algorithm run conditionally to one or
more trajectories, that are kept fixed, in order to keep the targeted distribution invariant). Despite
observing some improvement in the mixing of the posterior chains of the parameters θ when
compared to standard Gibbs methods, the results for the Particle Gibbs method applied to our set
of models remained unsatisfactory. In particular, we observed how the posterior chains for the
AR(1) coefficient ρ were the most problematic, in all the model configurations and algorithms.
An explanation for this can be found in the way the algorithms are built, using a standard Gibbs
scheme, where the latent variables x∗1:T and the parameters θ are updated separately from the
corresponding full conditionals. This can represent a problem when some of the parameters
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are highly correlated with the latent variables x∗1:T , as in the case of the parameter λ . A way to
overcome this issue is to introduce a sampling algorithm that is able to provide a joint update of
(x∗1:T ,θ ). As it will be clarified later in this Chapter, the existing PMCMC methods providing
this joint update rely heavily on the efficiency in the computation of the Particle Filters used, and
in particular on the number of particles N chosen. An increase in the goodness of the estimates
is achieved by increasing N, based on the theoretical results at the basis of Importance Sampling,
assuring that the estimated distribution converges in law to the original target. This is a direct
consequence of the application of a Monte Carlo approximation to estimate the target density.
However, the computational time required for Particle Filtering usually increases linearly with
the number of particles N, and this can represent a real obstacle in terms of computational burden,
since the effectiveness of the PMCMC methods relies on it. In order to obtain sensible inference
results, and to be able to run the algorithms in a reasonable amount of time, from this point
onwards we will analyse a subset of the dataset presented so far. In particular, we will restrict our
attention to the months of September and October 2008, thinned every 30 minutes (instead of the
previously used 10 minutes thinning). The newly thinned dataset is presented in Figure 4.1.
Consider now the posterior distribution of (x∗1:T ,θ ), and obtain the following density decom-
position:
p(x∗1:T ,θ |y1:T ) = p(x∗1:T |θ ,y1:T )p(θ |y1:T ),
where p(x∗1:T |θ ,y1:T ) is the full conditional for the selected trajectory x∗1:T ), and p(θ |y1:T )
represents the posterior marginal distribution of the vector of parameters θ . The presence of
this factor gives the name to the class of Marginal Metropolis-Hastings (MMH) algorithms, that
aims at sampling from the posterior of θ marginally, rather than incorporating the information of
the latent variables x∗1:T . In standard MMH algorithms, the evaluation of p(θ |y1:T ), usually not
known in closed form, represents the main obstacle. Therefore, in order to propose a new value
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Figure 4.1 The dataset used in the next Chapters is thinned every 30 minutes from the
original Disney dataset for year 2008.
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This choice of the proposal distribution is feasible in many modelling settings, and leads to the





















q(θ |θ ′) =
p(y1:T |θ ′)p(θ ′)
p(y1:T |θ )p(θ )
q(θ
′ |θ )
q(λ |θ ′) ,
where the full conditional terms p(x∗1:T |θ ,y1:T ) cancel between the target and the proposal
distributions. Furthermore, we used Bayes theorem to substitute p(θ |y1:T ) with p(y1:T |θ )p(θ )
in the last equality, by noticing that the normalising constant p(y1:T ) cancels out, since it does
not depend on neither x1:T , nor θ . The only term in the acceptance rate that is intractable is
the marginal likelihood p(y1:T |θ ). One way of solving this issue would be to substitute the
marginal likelihood with an unbiased estimate of it, say pˆ(y1:T |θ ), produced via a sampling
method of choice. The revolutionary result, presented firstly in the work of Beaumont (2003),
and then in Andrieu and Roberts (2009), shows that the stationary distribution of a Markov
Chain built using an unbiased estimate of the marginal likelihood to replace p(y1:T |θ ) has the
desired marginal posterior as invariant distribution. The arising class of methods takes the name
of pseudo-Marginal Metropolis-Hastings (pseudo-MMH) algorithms.
In the context of Particle MCMC algorithm, it is easy to see how the pseudo-MMH method-
ology can be applied when the unbiased estimator is provided by ZˆT (θ ), the estimate of the
marginal likelihood obtained by a run of a SMC algorithm. We recall that the formula for such
estimator is:













where wn1:t(θ ) are the unnormalised weights referring to the n-th particle, computed in a SMC
algorithm with N > 0 particles, for which we emphasise the dependency on the parameter vector
θ . This idea is developed in the work of Andrieu et al. (2010), where the Particle Marginal
Metropolis-Hastings (PMMH) is presented. In the algorithm, the value of the marginal likelihood
4.1 Marginal Particle Filters 133
p(y1:T |θ ) is replaced with the estimate ZˆT (θ ) to obtain the following acceptance ratio:











In the paper, the authors show the validity of the method via the use of an extended target
distribution, defined here in eq. (3.13), and a suitable proposal, defined here in eq. (3.12). The
proof of the validity of the algorithm proceeds via an interpretation of the PMCMC methods as
algorithms to update all the variables involved in the Particle Filter, that is (x1:N1:T ,a
1:N
2:T ,θ ). To this
aim, imagine replacing the proposal part relative to x∗ with the following:
p(x∗1:T |θ ,y1:T ) = p(x∗1:T ,b∗1:T |x\b
∗
1:T
1:T ,θ ,y1:T )p(x
\b∗1:T
1:T |θ ,y1:T ) = p(x1:N1:T |θ ,y1:T ), (4.2)
where b∗1:T indicates the chosen trajectory selected as a sample from the posterior by a sub-
sampling mechanism (Auxiliary or Backward Sampling), and x
\b∗1:T
1:T represents the set of variables
produced by the Particle Filter that is not used in the rest of the algorithm. Hence, we can see the





(the ancestor indices a1:N2:T are sometimes omitted when the information on the lineages is not
relevant). With this interpretation in mind, the PMMH algorithm is outlined in Algorithm 10.
The algorithm is able to provide a joint update of the latent variables x∗1:T and the parameter
θ , by exploiting the SMC algorithm. Notice that the proposal for θ might be multivariate.
Despite the attractiveness of the algorithm, there are two downside that we would like to point
out. Firstly, it is not taking into account alternative updating methodologies for the parameters
of the model. In fact, there is no instruction on how to proceed in case only a subset λ of the
parameters θ = (λ ,ν), with ν = θ \λ , is updated through the PMMH algorithm. In this case,
the value of ZˆT (θ
(g)) at the g-th iteration would need to be re-calculated in order to take into
consideration the separate updating process of ν . Secondly, the algorithm does not account for
the information provided by the totality of the algorithm, as it is instead done when using the
Particle Gibbs sampler, that keeps a reference trajectory to maintain a link with the other Gibbs
updates. In this Chapter, we propose two extensions based on the PMMH algorithm, by firstly
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Algorithm 10: Particle Marginal Metropolis-Hastings (PMMH) algorithm
1. g= 1:
• initialise the value of θ (1),








1:T (θ )) or rBS(w
1:N
1:T (θ )).
2. For g> 1:
• propose θ
′ ∼ q(θ ′ |θ (g)),
• run a SMC algorithm to produce the variables (x1:N2:T )
′
,
and compute ZˆT (θ
′
),
• evaluate the acceptance probability ratio:











• w.p. αPMMH , set (x
1:N
1:T ,θ , ZˆT (θ ))
(g+1) = (x1:N1:T ,θ , ZˆT (θ ))
′
, and
(x1:N1:T ,θ , ZˆT (θ ))
(g+1) = (x1:N1:T ,θ , ZˆT (θ ))
(g) otherwise.




1:T (θ )) or rBS(w
1:N
1:T (θ )).
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including into the PMMH methodology the sampling of only a subset of θ , and then adding the
information regarding the reference trajectory.
4.2 The Particle Marginal Metropolis-within-Gibbs al-
gorithm
The PMMH method presented above has set the basis for the construction of new methodologies,
that this Chapter aims at exploring. In particular, this Section is discussing the possibility of
including the PMMH methodology into a more general Gibbs algorithm.
Let (x1:N1:T ,a
1:N
2:T ,θ ) represent all the variables produced by a PMCMC algorithm, of which
(x1:N1:T ,a
1:N
2:T ) are updated using some SMC-based technique, and θ is updated via standard Gibbs
update from their full conditionals - such as in the Particle Gibbs sampler. The PMMH method-
ology removes this separation, by including the parameters θ into the SMC-based update. Our
discussion begins with questioning this dichotomy. Consider splitting θ into two parts, such
as θ = (λ ,ν), and let λ be sampled jointly with the SMC variables, while ν is updated using
alternative Gibbs methods. This procedure is different from the previously presented PMMH
algorithm, and the key to showing its validity is in the augmented space interpretation of Andrieu
et al. (2010), used to define both the Particle Gibbs and the PMMH algorithms. In particular,
imagine the PMMH step as an update for the variables (x1:N1:T ,a
1:N
2:T ,λ ), conditionally on the value
of the parameters ν . Hence, the quantities involved into the definition of the acceptance proba-
bility αPMMH that depend on ν (i.e., ZˆT (θ ) and ZˆT (θ
′
)) can be re-calculated appropriately: the
first one can be computed by using the equation in (4.1), while the second one is obtained from a
run of the SMC step (as in the original version of the PMMH algorithm). The procedure follows
from the fact that the estimate of the normalising constant is a deterministic transformation of the
variables (x1:N1:T ,θ ), depending on the conditional likelihood of the model and the importance dis-
tributions used in the SMC step. This extension to the PMMH sampler is outlined in Algorithm
11. The new method is called Particle Marginal Metropolis-within-Gibbs (PMMwG).
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Algorithm 11: Particle Marginal Metropolis-within-Gibbs (PMMwG) algorithm
1. g= 1:
• initialise the value of λ (1),








1:T (θ )) or rBS(w
1:N
1:T (θ )).
2. For g> 1:
• compute ZˆT (θ
(g)),
• propose λ
′ ∼ q(λ ′ |λ (g)), and obtain θ ′ = (λ ′ ,ν(g)),
• run a SMC algorithm to produce the variables (x1:N2:T )
′
, and ZˆT (θ
′
),
• evaluate the acceptance probability ratio:









q(λ (g)|λ ′) ,
• w.p. αPMMH , set (x
1:N
1:T ,θ )




(g+1) = (x1:N1:T ,θ )
(g) otherwise.








(g+1))) as in 3.
4. Sample ν(g+1) from its full conditional.
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4.2.1 Posterior inference and prediction
In this part of the Chapter, are presented the results concerning posterior inference and prediction
for the different models (Skellam and Folded Geometric), when the computational methodology
used is the PMMwG algorithm just introduced. Simulations were run using the subset of the
Disney data relative to the month of September 2008. Each run was 80000 iterations long,
55000 of which used as burn-in period, and 5000 were saved for inference every other five.
The algorithm is equipped with both adaptive MH steps and Interweaving Strategy for ν . In
particular, prediction is obtained as described in Section 3.1.5 by using a sample of size 1000
from the approximate distribution p(xT+1:T+s|θ ,y1:T+s), where s> 0 is the length of the data
relative to the month of October 2008 (here, s= 300).
PMMwG for the Skellam model
To follow, Figures 4.2 - 4.5 report the traceplots of θ = (a,µ,ψ,λ ) for the Skellam model, for
both Auxiliary and Backward sampling for the choice of the trajectory. Further on, in Figures 4.6
and 4.7, we present the prediction results for the mean, variance, and skewness of the distribution
of the data, again distinguishing between Auxiliary and Backward sampling procedure. It is
clear from these plots that the algorithm has not yet reached convergence. Longer runs, and a
higher number of particles, are necessary to be able observe smoother traceplots. Nevertheless,
we can appreciate a slight improvement in the prediction when using the Backward Sampling
procedure, as shown by comparing Figures 4.6(a) and 4.7(a).
PMMwG for the Folded Geometric model
Similarly to the previous Section, Figures 4.8 - 4.11 report the traceplots of θ = (a,µ,ψ,λ ) for
the Folded Geometric Symmetric model, when the sampler used is the PMMwG with Auxiliary
or Backward sampling for the choice of the trajectory. Additionally, the traceplots for the Folded
Geometric Asymmetric model are reported in Figures 4.12 - 4.14 (Auxiliary sampling), and 4.15
- 4.17 (Backward sampling). In Figures 4.18 and 4.21, we present the prediction results for the
mean, variance, and skewness of the distribution of the data. The traceplots for this models show
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(a) a (b) µ
Figure 4.2 Traceplots and histograms for parameters a and µ of the Skellam model.
PMMwG-AS - N = 100
(a) ψ (b) λ
Figure 4.3 Traceplots and histograms for parameters ψ and λ of the Skellam model.
PMMwG-AS - N = 100
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(a) a (b) µ
Figure 4.4 Traceplots and histograms for parameters a and µ of the Skellam model.
PMMwG-BS - N = 100
(a) ψ (b) λ
Figure 4.5 Traceplots and histograms for parameters ψ and λ of the Skellam model.
PMMwG-BS - N = 100
140 Extensions of Particle Filtering methods
(a) E(Yt) (b) Var(Yt) (c) Skew(Yt)
Figure 4.6 95 % credibility intervals for some quantities of interest of the Skellam model.
PMMwG-AS - N = 100
(a) E(Yt) (b) Var(Yt) (c) Skew(Yt)
Figure 4.7 95 % credibility intervals for some quantities of interest of the Skellam model.
PMMwG-BS - N = 100
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(a) a (b) µ
Figure 4.8 Traceplots and histograms for parameters a and µ of the Folded Geometric
Symmetric model. PMMH-AS - N = 100
a better mixing than the corresponding ones for the Skellam model, in particular for the Folded
Geometric Symmetric model. Differently from what has been observed so far, the Backward
sampling strategy is not improving the mixing for the posterior chains of the parameters (µ,ψ,λ )
in the Symmetric case, and of (µ+,ψ+,λ+,µ−,ψ−,λ−) in the Asymmetric case (the parameter
a is showing good mixing in all the scenarios). As for the plots concerning the mean, variance
and skewness of the distribution of the data, the Backward sampling procedure proves to be
more effective, with less variability int he 95% credibility intervals, especially in the part of the
plots for the month of September 2008. The plots regarding the skewness seem to indicate little
departure from symmetry in the distribution of the data.
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(a) ψ (b) λ
Figure 4.9 Traceplots and histograms for parameters ψ and λ of the Folded Geometric
Symmetric model. PMMH-AS - N = 100
(a) a (b) µ
Figure 4.10 Traceplots and histograms for parameters a and µ of the Folded Geometric
Symmetric model. PMMH-BS - N = 100
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(a) ψ (b) λ
Figure 4.11 Traceplots and histograms for parameters ψ and λ of the Folded Geometric
Symmetric model. PMMH-BS - N = 100
(a) a (b) µ+
Figure 4.12 Traceplots and histograms for parameters a and µ+ of the Folded Geometric
Asymmetric model. PMMH-AS - N = 100
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(a) ψ+ (b) λ+
Figure 4.13 Traceplots and histograms for parameters ψ+and λ+ of the Folded Geomet-
ric Asymmetric model. PMMH-AS - N = 100
(a) µ− (b) ψ− (c) λ−
Figure 4.14 Traceplots and histograms for parameters µ−, ψ−, and λ− of the Folded
Geometric Asymmetric model. PMMH-AS - N = 100
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(a) a (b) µ+
Figure 4.15 Traceplots and histograms for parameters a and µ+ of the Folded Geometric
Asymmetric model. PMMH-BS - N = 100
(a) ψ+ (b) λ+
Figure 4.16 Traceplots and histograms for parameters ψ+ and λ+ of the Folded Geo-
metric Asymmetric model. PMMH-BS - N = 100
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(a) µ− (b) ψ− (c) λ−
Figure 4.17 Traceplots and histograms for parameters µ−, ψ−, and λ− of the Folded
Geometric Asymmetric model. PMMH-BS - N = 100
(a) Var(Yt) - FG Symmetric (b) E(Yt) - FG Asymmetric
Figure 4.18 95 % credibility intervals for some quantities of interest of the Folded
Geometric models. PMMH-AS - N = 100
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(a) Var(Yt) - FG Asymmetric (b) Skew(Yt) - FG Asymmetric
Figure 4.19 95 % credibility intervals for some quantities of interest of the Folded
Geometric models. PMMH-AS - N = 100
(a) Var(Yt) - FG Symmetric (b) E(Yt) - FG Asymmetric
Figure 4.20 95 % credibility intervals for some quantities of interest of the Folded
Geometric models. PMMH-BS - N = 100
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(a) Var(Yt) - FG Asymmetric (b) Skew(Yt) - FG Asymmetric
Figure 4.21 95 % credibility intervals for some quantities of interest of the Folded
Geometric models. PMMH-BS - N = 100
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(a) a (b) µ
Figure 4.22 Traceplots and histograms for parameters a and µ of the Skellam model,
including the latent variables ∆ε . PMMwG-AS - N = 100
4.2.2 Posterior inference and prediction for models including the
spread-induced halves
This Section summarises the results concerning posterior inference and prediction for the models
including the latent variables ∆ε , when the computational methodology used is the PMMwG
algorithm. Simulations were run using the subset of the Disney data relative to the month of
September 2008. Each run was 80000 iterations long, 55000 of which used as burn-in period,
and 5000 were saved for inference every other five. The algorithm is equipped with both adaptive
MH steps and Interweaving Strategy for ν . Prediction is obtained by using a sample of size 1000
as described in Section 3.1.5.
PMMwG for the Skellam model
To follow, Figures 4.22 - 4.25 report the traceplots of θ = (a,µ,ψ,λ ) for the Skellam model. In
Figures 4.26 and 4.27, we present the prediction results for the mean, variance, and skewness of
the distribution of the data, distinguishing between Auxiliary and Backward sampling procedure
for selecting the trajectory. The posterior chains for the parameters θ = (a,µ psi,λ ) are yielding
a worse mixing than the corresponding ones without the inclusion of the latent variables ∆ε ,
probably due to the increase number of parameters to be estimated.
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(a) ψ (b) λ
Figure 4.23 Traceplots and histograms for parameters ψ and λ of the Skellam model,
including the latent variables ∆ε . PMMwG-AS - N = 100
(a) a (b) µ
Figure 4.24 Traceplots and histograms for parameters a and µ of the Skellam model,
including the latent variables ∆ε . PMMwG-BS - N = 100
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(a) ψ (b) λ
Figure 4.25 Traceplots and histograms for parameters ψ and λ of the Skellam model,
including the latent variables ∆ε . PMMwG-BS - N = 100
(a) E(Yt) (b) Var(Yt) (c) Skew(Yt)
Figure 4.26 95 % credibility intervals for some quantities of interest of the Skellam
model, including the latent variables ∆ε . PMMwG-AS - N = 100
(a) E(Yt) (b) Var(Yt) (c) Skew(Yt)
Figure 4.27 95 % credibility intervals for some quantities of interest of the Skellam
model, including the latent variables ∆ε . PMMwG-BS - N = 100
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(a) a (b) µ
Figure 4.28 Traceplots and histograms for parameters a and µ of the Folded Geometric
Symmetric model, including the latent variables ∆ε . PMMH-AS - N = 100
PMMwG for the Folded Geometric model
In this Section, Figures 4.28 - 4.31 report the traceplots of θ = (a,µ,ψ,λ ) for the Folded
Geometric Symmetric model, while the traceplots for the Folded Geometric Asymmetric model
are reported in Figures 4.32 - 4.34 (Auxiliary sampling), and 4.35 - 4.37 (Backward sampling).
The posterior chains for the parameters are not all reporting good mixing, especially in the case
of the Folded Geometric Asymmetric model, as it also appeared in the plots for the models
without latent variables ∆ε . Moreover, again for the Folded Geometric models, the Backward
Sampling strategy does not seem to improve the mixing properties. Nevertheless, the posterior
chains for the parameters λ , λ+, and λ−, the ones mostly affected by the new methodology
introduced, seem to have converged in all scenarios. Further on, in Figures 4.38 - 4.41, we
present the prediction results for the mean, variance, and skewness of the distribution of the
data. These plots show the effect of the increased variability in the estimates of the parameters,
reflected especially in the fitting part of the plots (i.e., relative to the month of September 2008).
However, the predicting part of the plots for the skewness (i.e., relative to the month of October
2008) seems to be more consistent with the results obtained so far with other methodologies.
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(a) ψ (b) λ
Figure 4.29 Traceplots and histograms for parameters ψ and λ of the Folded Geometric
Symmetric model, including the latent variables ∆ε . PMMH-AS - N = 100
(a) a (b) µ
Figure 4.30 Traceplots and histograms for parameters a and µ of the Folded Geometric
Symmetric model, including the latent variables ∆ε . PMMH-BS - N = 100
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(a) ψ (b) λ
Figure 4.31 Traceplots and histograms for parameters ψ and λ of the Folded Geometric
Symmetric model, including the latent variables ∆ε . PMMH-BS - N = 100
(a) a (b) µ+
Figure 4.32 Traceplots and histograms for parameters a and µ+ of the Folded Geometric
Asymmetric model, including the latent variables ∆ε . PMMH-AS - N = 100
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(a) ψ+ (b) λ+
Figure 4.33 Traceplots and histograms for parameters ψ+ and λ+ of the Folded Geo-
metric Asymmetric model, including the latent variables ∆ε . PMMH-AS - N = 100
(a) µ− (b) ψ− (c) λ−
Figure 4.34 Traceplots and histograms for parameters µ−, ψ−, and λ− of the Folded
Geometric Asymmetric model, including the latent variables ∆ε . PMMH-AS - N = 100
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(a) a (b) µ+
Figure 4.35 Traceplots and histograms for parameters a and µ+ of the Folded Geometric
Asymmetric model, including the latent variables ∆ε . PMMH-BS - N = 100
(a) ψ+ (b) λ+
Figure 4.36 Traceplots and histograms for parameters ψ+ and λ+ of the Folded Geo-
metric Asymmetric model, including the latent variables ∆ε . PMMH-BS - N = 100
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(a) µ− (b) ψ− (c) λ−
Figure 4.37 Traceplots and histograms for parameters µ−, ψ−, and λ− of the Folded
Geometric Asymmetric model, including the latent variables ∆ε . PMMH-BS - N = 100
(a) Var(Yt) - FG Symmetric (b) E(Yt) - FG Asymmetric
Figure 4.38 95 % credibility intervals for some quantities of interest of the Folded
Geometric models, including the latent variables ∆ε . PMMH-AS - N = 100
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(a) Var(Yt) - FG Asymmetric (b) Skew(Yt) - FG Asymmetric
Figure 4.39 95 % credibility intervals for some quantities of interest of the Folded
Geometric models, including the latent variables ∆ε . PMMH-AS - N = 100
(a) Var(Yt) - FG Symmetric (b) E(Yt) - FG Asymmetric
Figure 4.40 95 % credibility intervals for some quantities of interest of the Folded
Geometric models, including the latent variables ∆ε . PMMH-BS - N = 100
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(a) Var(Yt) - FG Asymmetric (b) Skew(Yt) - FG Asymmetric
Figure 4.41 95 % credibility intervals for some quantities of interest of the Folded
Geometric models, including the latent variables ∆ε . PMMH-BS - N = 100
160 Extensions of Particle Filtering methods
4.2.3 Comments
The posterior inference concerning the newly introduced PMMwG algorithm has been presented
in the previous Sections through the traceplots and histograms of the posterior chains of the
parameters θ for both the Skellam and the Folded Geometric model settings, equipped with both
the Auxiliary and Backward sampling strategies to select the trajectory x∗1:T , as well as through
the plots of the mean, variance, and skewness of the distribution of the data. Through these
plots, we have been able to observe some difficulties of the method in providing good mixing
for some of the parameters of the model, especially in the case of Backward Sampling. This
result may appear counter-intuitive at first, but it is worth reminding that the Backward Sampling
methodology was introduced to mitigate the problem of particle degeneracy, responsible in many
occasions for the poor mixing of the posterior chains of the latent variables x∗1:T . Indeed, we
can observe in the results above how the fitting and predicting plots for the mean, variance,
and skewness of the distribution of the data are actually improved by the use of the Backward
Sampling strategy.
Another aspect concerns the introduction of the latent variables ∆ε in the Skellam and Folded
Geometric models. When comparing the results for the different methodologies applied, the in-
troduction of such latent variables does not seem to always improve the mixing of the parameters,
due to the increment of the number of variables to be estimated by the model. This can be further
explored by inspecting Table 4.1, where the acceptance rates for the parameters are reported,
and it can be observed that the models including ∆ε yield acceptance rates sometimes farther
from the gold standard of 0.234 than the corresponding models that do not include ∆ε . Notice
also how the acceptance rates for the joint update of x∗1:T ,λ ) are always very low, to indicate the
strong dependency of the algorithm on the number of particles N chosen for the SMC part, that
in this case might be too low.
As far as the best-fitting model is concerned, we are reporting in Tables 4.4 - 4.7 the values of
the logarithm of the Bayes Factor (log−BF) and of the Pseudo-Marginal Likelihood (LPML).
The values of the first index seems to indicate a strong preference for the Folded Geometric
Symmetric model in all the scenarios, followed by its Asymmetric counterpart and, with lowest
log−BF score, the Skellam model. This is not surprising when compared to previous results
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obtained by using the Particle Gibbs sampler (despite those were derived from fitting a bigger
dataset). On the other hand, the LPMP values seem to elect the Skellam as the best model to fit
the data, indicating this might be the best model in terms of predictive power.
Standard Epsilon
AS
a 0.20747 a 0.20661
µ 0.18929 µ 0.18908
ψ 0.17205 ψ 0.17413
λ 0.1712 λ 0.17133
(x∗1:T ,λ ) 0.00039339 (x
∗
1:T ,λ ) 0.00073634
BS
a 0.18223 a 0.21068
µ 0.14208 µ 0.19274
ψ 0.11949 ψ 0.18406
λ 0.46793 λ 0.33604
(x∗1:T ,λ ) 0.0007846 (x
∗
1:T ,λ ) 0.00046742
Table 4.1 Acceptance rates for the parameters of the Skellam model, when PMMwG
sampler is used.
4.3 The Particle Metropolis-within-Gibbs algorithm
The PMCMC methods presented so far can be valuable to overcome a number of issue related
with the posterior sampling of the latent variables (x∗1:T ,θ ), where x
∗
1:T is the set of latent variables
for the model, and θ is a vector of parameters. The first method presented in this work was the
Particle Gibbs sampler, that aims at solving the issue of introducing the SMC methodology into
a general Gibbs sampling scheme. This idea has proven to be very effective in many occasions,
and has lead to different extensions that further improve the inference properties (see (Chopin
and Singh, 2015), (Lindsten et al., 2012), and (Lindsten and Schon, 2012) among others). On
the other hand, the PMMH method, as well as our proposed extension, the PMMwG algorithm,
offer an alternative that combines standard Gibbs sampling with Marginal Metropolis-Hastings
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Standard Epsilon
AS
a 0.3377 a 0.32922
µ 0.27465 µ 0.27663
ψ 0.3 ψ 0.30286
λ 0.36027 λ 0.33855
(x∗1:T ,λ ) 0.0021313 (x
∗
1:T ,λ ) 4.5547 ·10−5
BS
a 0.33794 a 0.33604
µ 0.27284 µ 0.2721
ψ 0.30066 ψ 0.30089
λ 0.30173 λ 0.3438
(x∗1:T ,λ ) 0.0059655 (x
∗
1:T ,λ ) 0.0010327
Table 4.2 Acceptance rates for the parameters of the Folded Geometric Symmetric
model, when PMMwG sampler is used.
algorithms. Furthermore, in the PMMwG setting, it is still possible to include the adaptation
for each Metropolis-Hastings step, as well as the Interweaving Strategy for the parameters θ , in
order to improve the mixing. However, the PMMwG algorithm presents some limitations. Firstly,
as the PMMH algorithm, it strongly depends on the efficiency in computing the estimate of the
normalising constant, ZˆT (θ ). This step in the computations depends on the number of particles
N chosen for the SMC run, and it clearly has a reduced error with the increment of such number.
Hence, a precise estimation could require an infeasible number of particles, and therefore a
prohibitive computational burden, both in terms of computational time and storage space needed.
Secondly, despite the advantage of being able to produce samples from the joint posterior of
(x∗1:T ,λ ) as well as to sample from the full conditional of ν , it does not include the information
about the external updates of ν into the SMC run. In more details, when re-computing the
estimate of the normalising constant ZˆT (θ ) after updating ν , a SMC run is performed, where
all the particles are sampled anew from some importance distribution, without retaining any
information regarding the trajectory x∗1:T that was used in the updates of ν . In this Section,
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Standard Epsilon
AS
a 0.33931 a 0.33966
µ+ 0.28642 µ+ 0.28837
µ− 0.28545 µ− 0.2861
ψ+ 0.30362 ψ+ 0.30384
ψ− 0.30814 ψ− 0.30765
(λ+,λ−) 0.28031 (λ+,λ−) 0.28258
(x∗1:T ,λ
+,λ−) 0.00059484 (x∗1:T ,λ
+,λ−) 0.00029418
BS
a 0.33912 a 0.33109
µ+ 0.28491 µ+ 0.28474
µ− 0.28883 µ− 0.28374
ψ+ 0.3077 ψ+ 0.31025
ψ− 0.30895 ψ− 0.28067
(λ+,λ−) 0.26763 (λ+,λ−) 0.27789
(x∗1:T ,λ
+,λ−) 0.099247 (x∗1:T ,λ
+,λ−) 0.0031187
Table 4.3 Acceptance rates for the parameters of the Folded Geometric Asymmetric
model, when PMMwG sampler is used.
❳❳❳❳❳❳❳❳❳❳❳❳log-BF
LPML















Table 4.4 Predictive indices log−BF and LPML - PMMwG - AS N = 100.
we propose a methodology that is able to include such information into the SMC sampler, by
exploiting the idea at the basis of the Particle Gibbs, defined in Algorithms 4 and 5, where a
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(a) PMMwG-AS - N = 100 (b) PMMwG-BS - N = 100
(c) PMMwG-AS + ∆ε - N = 100 (d) PMMwG-B + ∆ε - N = 100



















Table 4.5 Predictive indices log−BF and LPML - PMMwG - AS N = 100.
reference trajectory always survives the SMC run (i.e., it is one of the NT possible trajectories
produced by the SMC run).
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❳❳❳❳❳❳❳❳❳❳❳❳log-BF
LPML















Table 4.6 Predictive indices log−BF and LPML - PMMwG - BS N = 100.
❳❳❳❳❳❳❳❳❳❳❳❳log-BF
LPML






FG - Symm 1.0037 ·103 ❅❅
❅
8.7490









2:T ) ∈ X = X NT ×{1, . . . ,N}(T−1)N+1 be the set of variables in the augmented
sample space of the PMMwG algorithm, where X is suitable sample space for the latent















′ |(b∗1:T ,X1:N1:T ,a1:N2:T ),λ ) = p((b∗1:T ,X1:N1:T ,a1:N2:T )
′ |λ ′ ,y1:T )q(λ ′ |λ ).
Notice how the proposal is written to emphasise the fact that we are actually proposing the
whole set of random variables involved in the SMC run, and not only the selected (or reference)





′ |λ ′ ,y1:T )
was replaced by the factorisation:
r(w1:N1:T (θ ))
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where r(w1:N1:T (θ )) represents the probability of choosing the trajectory indices b
∗
1:T by using
Auxiliary or Backward sampling,
pi(x∗1:T |y1:T ,θ )
NT
represents the marginal distribution of the se-





2:T ) represents the conditional distribution of the variables generated by the SMC
excluding the one selected by b∗1:T . The extension proposed in this Section modifies the last
term to include the information about the reference trajectory. In particular, the joint law ψθ
conditioned not only to the trajectory selected at the end of the SMC run, but also to the reference







2:T ,λ ) =
r(w1:N1:T (θ ))


















































where the superscript re f indicates the reference trajectory. Notice how some object in the
expression of the extended target distribution depend on the θ , rather than just λ . This is because
their expression depends on the importance distributions m, which in turn could depend on θ
















































































]q(λ ′ |λ ),
where once again we are dividing by the joint density of the reference trajectory to obtain the
correct expression. We can proceed now with computing the acceptance ratio for the new method,
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here referred to as Particle Metropolis-within-Gibbs (PMwG) as:













































































2:T ) and λ in the expression of the
extended target and proposal distributions, and only kept the ′ superscript to ease the notation.





































































































































































q(λ |λ ′) ,






(depending on θ ),













expression in line (4.3). The PMwG procedure is outlined in Algorithm 12.
Despite the expression of KˆT (θ ) might seem more complicated than the one of ZˆT (θ ),
its computation requires the same amount of information, since it depends on the importance
distributions m(xt |xt−1,θ ) that define the unnnormalised weights. The computation of KˆT (θ )
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Algorithm 12: Particle Metropolis-within-Gibbs (PMwG) algorithm
1. g= 1:
• initialise the value of λ (1),








1:T (θ )) or rBS(w
1:N
1:T (θ )).
2. For g= 1, . . . ,G:
• compute KˆT (θ
(g)),
• propose λ
′ ∼ q(λ ′ |λ (g)), and obtain θ ′ = (λ ′ ,ν)
• run a CPF algorithm to produce the variables (x1:N2:T )
′
,
and compute KˆT (θ
′
),
• evaluate the acceptance probability ratio using the formulas in (4.3):









q(λ (g)|λ ′) ,
• w.p. αPMMH , set (x
1:N
1:T ,θ )




(g+1) = (x1:N1:T ,θ )
(g) otherwise.








(g+1))) as in 3.
4. Sample ν(g+1) from its full conditional.
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in PMwG is replacing the one of ZˆT (θ ) in PMMwG, in order to take into account the updated
values of ν .
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4.3.1 Posterior inference and prediction
Analogously to what has been presented in the previous Section, we now introduce the a summary
of the results obtained by implementing the PMwG algorithm to the different model settings
used in this work. The Markov chains are run using the subset of the Disney data relative to the
month of September 2008, and each run is 80000 iterations long, 55000 of which used as burn-in
period, and 5000 were saved every other five. The algorithm is equipped with both adaptive MH
steps and Interweaving Strategy for θ . The prediction for the month of October 2008 is obtained
as described in Section 3.1.5.
PMwG for the Skellam model
The traceplots of θ = (a,µ,ψ,λ ) for the Skellam model are reported in Figures 4.43 - 4.46 .To
follow, in Figures 4.47 and 4.48, we present the prediction results for the mean, variance, and
skewness of the distribution of the data. Differently from the results obtained when implementing
the PMMwG algorithm, we are now able to appreciate an improvement in the mixing proper-
ties of the posterior chains for θ when the Backward Sampling strategy is selected. Similar
improvements are noticeable for the fitting and prediction plots that follows. This outcome is
most probably due to the inclusion of the reference trajectory information into the SMC part of
the algorithm, and confirms the motivation for this extension.
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(a) a (b) µ
Figure 4.43 Traceplots and histograms for parameters a and µ of the Skellam model.
PMwG-AS - N = 100
(a) ψ (b) λ
Figure 4.44 Traceplots and histograms for parameters ψ and λ of the Skellam model.
PMwG-AS - N = 100
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(a) a (b) µ
Figure 4.45 Traceplots and histograms for parameters a and µ of the Skellam model.
PMwG-BS - N = 100
(a) ψ (b) λ
Figure 4.46 Traceplots and histograms for parameters ψ and λ of the Skellam model.
PMwG-BS - N = 100
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(a) E(Yt) (b) Var(Yt) (c) Skew(Yt)
Figure 4.47 95 % credibility intervals for some quantities of interest of the Skellam
model. PMwG-AS - N = 100
(a) E(Yt) (b) Var(Yt) (c) Skew(Yt)
Figure 4.48 95 % credibility intervals for some quantities of interest of the Skellam
model. PMwG-BS - N = 100
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(a) a (b) µ
Figure 4.49 Traceplots and histograms for parameters a and µ of the Folded Geometric
Symmetric model. PMwG-AS - N = 100
PMwG for the Folded Geometric model
Similarly to the previous Section, Figures 4.49 - 4.52 report the traceplots of θ = (a,µ,ψ,λ )
for the Folded Geometric Symmetric model, while the traceplots for the Folded Geometric
Asymmetric model are reported in Figures 4.53 - 4.55 (Auxiliary sampling), and 4.56 - 4.58
(Backward sampling). In Figures 4.59 - 4.62, we present the prediction results for the mean,
variance, and skewness of the distribution of the data, again distinguishing between Auxiliary
and Backward sampling when sampling the trajectory. Once again, the Backward Samplijng
strategy seems to provide an improvement in both the mixing properties of the posterior chains,
as well as in the fitting and prediction plots. In the case of the Folded Geometric models, though,
the variability of the 95% credibility intervals is higher.
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(a) ψ (b) λ
Figure 4.50 Traceplots and histograms for parameters ψ and λ of the Folded Geometric
Symmetric model. PMwG-AS - N = 100
(a) a (b) µ
Figure 4.51 Traceplots and histograms for parameters a and µ of the Folded Geometric
Symmetric model. PMwG-BS - N = 100
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(a) ψ (b) λ
Figure 4.52 Traceplots and histograms for parameters ψ and λ of the Folded Geometric
Symmetric model. PMwG-BS - N = 100
(a) a (b) µ+
Figure 4.53 Traceplots and histograms for parameters a and µ+ of the Folded Geometric
Asymmetric model. PMwG-AS - N = 100
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(a) ψ+ (b) λ+
Figure 4.54 Traceplots and histograms for parameters ψ+ and λ+ of the Folded Geo-
metric Asymmetric model. PMwG-AS - N = 100
(a) µ− (b) ψ− (c) λ−
Figure 4.55 Traceplots and histograms for parameters µ−, ψ−, and λ− of the Folded
Geometric Asymmetric model. PMwG-AS - N = 100
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(a) a (b) µ+
Figure 4.56 Traceplots and histograms for parameters a and µ+ of the Folded Geometric
Asymmetric model. PMwG-BS - N = 100
(a) ψ+ (b) λ+
Figure 4.57 Traceplots and histograms for parameters ψ+ and λ+ of the Folded Geo-
metric Asymmetric model. PMwG-BS - N = 100
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(a) µ− (b) ψ− (c) λ−
Figure 4.58 Traceplots and histograms for parameters µ−, ψ−, and λ− of the Folded
Geometric Asymmetric model. PMwG-BS - N = 100
(a) Var(Yt) - FG Symmetric (b) E(Yt) - FG Asymmetric
Figure 4.59 95 % credibility intervals for some quantities of interest of the Folded
Geometric models. PMwG-AS - N = 100
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(a) Var(Yt) - FG Asymmetric (b) Skew(Yt) - FG Asymmetric
Figure 4.60 95 % credibility intervals for some quantities of interest of the Folded
Geometric models. PMwG-AS - N = 100
(a) Var(Yt) - FG Symmetric (b) E(Yt) - FG Asymmetric
Figure 4.61 95 % credibility intervals for some quantities of interest of the Folded
Geometric models. PMwG-BS - N = 100
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(a) Var(Yt) - FG Asymmetric (b) Skew(Yt) - FG Asymmetric
Figure 4.62 95 % credibility intervals for some quantities of interest of the Folded
Geometric models. PMwG-BS - N = 100
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(a) a (b) µ
Figure 4.63 Traceplots and histograms for parameters a and µ of the Skellam model,
including the latent variables ∆ε . PMwG-AS - N = 100
4.3.2 Posterior inference and prediction for models including the
spread-induced halves
Under the same simulation conditions as before, we now introduce the inference and prediction
results obtained when implementing the PMwG sampler for models including the latent variables
∆ε .
PMwG for the Skellam model
Figures 4.63 - 4.66 report the traceplots of θ = (a,µ,ψ,λ ) for the Skellam model, while
Figures 4.67 and 4.68 present the prediction results for the mean, variance, and skewness of
the distribution of the data, distinguishing between Auxiliary and Backward sampling when
sampling the trajectory. Similarly to what has been observed in the case of PMMwG algorithm,
the Backward sampler is not providing an improvement in the mixing properties of these posterior
chains. At the same time, the prediction plots look better when the Backward Sampling is used,
rather than the Auxiliary one, by noticing a clear reduction in the effect of particle degeneracy.
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(a) ψ (b) λ
Figure 4.64 Traceplots and histograms for parameters ψ and λ of the Skellam model,
including the latent variables ∆ε . PMwG-AS - N = 100
(a) a (b) µ
Figure 4.65 Traceplots and histograms for parameters a and µ of the Skellam model,
including the latent variables ∆ε . PMwG-BS - N = 100
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(a) ψ (b) λ
Figure 4.66 Traceplots and histograms for parameters ψ and λ of the Skellam model,
including the latent variables ∆ε . PMwG-BS - N = 100
(a) E(Yt) (b) Var(Yt) (c) Skew(Yt)
Figure 4.67 95 % credibility intervals for some quantities of interest of the Skellam
model, including the latent variables ∆ε . PMwG-AS - N = 100
(a) E(Yt) (b) Var(Yt) (c) Skew(Yt)
Figure 4.68 95 % credibility intervals for some quantities of interest of the Skellam
model, including the latent variables ∆ε . PMwG-BS - N = 100
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(a) a (b) µ
Figure 4.69 Traceplots and histograms for parameters a and µ of the Folded Geometric
Symmetric model, including the latent variables ∆ε . PMwG-AS - N = 100
PMwG for the Folded Geometric model
Similarly to the previous Section, Figures 4.69 - 4.72 report the traceplots of θ = (a,µ,ψ,λ ) for
the Folded Geometric Symmetric model. Additionally, the traceplots for the Folded Geometric
Asymmetric model are reported in Figures 4.73 - 4.75 (Auxiliary sampling), and 4.76 - 4.78
(Backward sampling). Further on, in Figures 4.79 - 4.82, we present the prediction results for
the mean, variance, and skewness of the distribution of the data, again distinguishing between
Auxiliary and Backward sampling when sampling the trajectory. The plots for the posterior
chains of the parameters show the same behaviour as in the Skellam model, that is their mixing
doe snot improve with the use of the Backward Sampling strategy. Nevertheless, this shows
improvements in the fitting and prediction.
186 Extensions of Particle Filtering methods
(a) ψ (b) λ
Figure 4.70 Traceplots and histograms for parameters ψ and λ of the Folded Geometric
Symmetric model, including the latent variables ∆ε . PMwG-AS - N = 100
(a) a (b) µ
Figure 4.71 Traceplots and histograms for parameters a and µ of the Folded Geometric
Symmetric model, including the latent variables ∆ε . PMwG-BS - N = 100
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(a) ψ (b) λ
Figure 4.72 Traceplots and histograms for parameters ψ and λ of the Folded Geometric
Symmetric model, including the latent variables ∆ε . PMwG-BS - N = 100
(a) a (b) µ+
Figure 4.73 Traceplots and histograms for parameters a and µ+ of the Folded Geometric
Asymmetric model, including the latent variables ∆ε . PMwG-AS - N = 100
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(a) ψ+ (b) λ+
Figure 4.74 Traceplots and histograms for parameters ψ+ and λ+ of the Folded Geo-
metric Asymmetric model, including the latent variables ∆ε . PMwG-AS - N = 100
(a) µ− (b) ψ− (c) λ−
Figure 4.75 Traceplots and histograms for parameters µ−, ψ−, and λ− of the Folded
Geometric Asymmetric model, including the latent variables ∆ε . PMwG-AS - N = 100
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(a) a (b) µ+
Figure 4.76 Traceplots and histograms for parameters a and µ+ of the Folded Geometric
Asymmetric model, including the latent variables ∆ε . PMwG-BS - N = 100
(a) ψ+ (b) λ+
Figure 4.77 Traceplots and histograms for parameters ψ+ and λ+ of the Folded Geo-
metric Asymmetric model, including the latent variables ∆ε . PMwG-BS - N = 100
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(a) µ− (b) ψ− (c) λ−
Figure 4.78 Traceplots and histograms for parameters µ−, ψ−, and λ− of the Folded
Geometric Asymmetric model, including the latent variables ∆ε . PMwG-BS - N = 100
(a) Var(Yt) - FG Symmetric (b) E(Yt) - FG Asymmetric
Figure 4.79 95 % credibility intervals for some quantities of interest of the Folded
Geometric models, including the latent variables ∆ε . PMwG-AS - N = 100
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(a) Var(Yt) - FG Asymmetric (b) Skew(Yt) - FG Asymmetric
Figure 4.80 95 % credibility intervals for some quantities of interest of the Folded
Geometric models, including the latent variables ∆ε . PMwG-AS - N = 100
(a) Var(Yt) - FG Symmetric (b) E(Yt) - FG Asymmetric
Figure 4.81 95 % credibility intervals for some quantities of interest of the Folded
Geometric models, including the latent variables ∆ε . PMwG-BS - N = 100
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(a) Var(Yt) - FG Asymmetric (b) Skew(Yt) - FG Asymmetric
Figure 4.82 95 % credibility intervals for some quantities of interest of the Folded
Geometric models, including the latent variables ∆ε . PMwG-BS - N = 100
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4.3.3 Comments
In this Chapter, the Particle Marginal Metropolis-Hastings (PMMH) methodology of Andrieu
et al. (2010) has been introduced, as a basis for the construction of two extensions. The reason
behind these two novel algorithms, namely the Particle Marginal Metropolis-within-Gibbs
(PMMwG) and the Particle Metropolis-within-Gibbs (PMwG), is to provide an improvement
to some of the issues related to the original method, by following a similar reasoning that
leads from the standard Gibbs sampler to the Metropolis-within-Gibbs sampler. Firstly, we
proposed the PMMwG algorithm, that introduces the PMMH in a Gibbs sampler scheme where
some of the parameters of the model, say ν , are updated outside the SMC step. Secondly, we
substituted the general SMC step with a Conditional Particle Filter (CPF), in order to use the
information provided by the reference trajectory x∗1:T , that is part of the full conditional updates
in the rest of the algorithm. This technique seems even more meaningful, when thinking about
the Interweaving Strategy applied to some of the parameters of the model, and hence affecting
directly the value of the latent variables x∗1:T .
The posterior inference is presented through traceplots and histograms of the posterior chains of
the parameters θ for both the Skellam and the Folded Geometric model settings, distinguishing
the Auxiliary and Backward Sampling strategies. The PMwG algorithm seems to have more
difficulties wioth respect to the PMMwG algorithm in reaching convergence, especially when
the Backward Sampling technique is used.
To further analyse the aspects of the results, we report in this Section the values of the acceptance
rates for the parameters θ in Tables 4.1 - 4.8 (Skellam), 4.2 - 4.9 (Folded Geometric Symmetric),
and 4.3 - 4.10 (Folded Geometric Asymmetric). We would like to remind the reader that some
of the parameters, namely µ and ψ , are conjugate under the centered parameterisation for both
the Skellam and Folded Geometric model setting, and non-conjugate under the non-centered
parameterisation. The parameters a and λ are always non-conjugate. In the Folded Geometric
Asymmetric model, the vector (λ+,λ−) is updated jointly using a bi-variate proposal. The
acceptance rates refer to the non-conjugate update of each parameter in different settings. As
it happened in the case of the Particle Gibbs sampler, the acceptance rates are higher for the
Folded Geometric models than the Skellam ones. In all the scenarios, the discrepancy between
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methodologies (AS or BS) and models (inclusion of the latent variables ∆ε ) is not very evident.
The PMwG method, as well as the PMMwG, is struggling to achieve a good acceptance rate for
the joint update (x∗!:T ,λ ). The most probable cause for this behaviour is the insufficient number
of particle N used in the CPF step of the algorithm. As far as the model choice is concerned,
again the log−BF index indicates the Folded Geometric Symmetric model as the best model to
fit the data, while the LPML indicates that the Skellam model has the best prediction outcomes.
Standard Epsilon
AS
a 0.21648 a 0.21465
µ 0.2021 µ 0.19636
ψ 0.1935 ψ 0.19125
λ 0.14507 λ 0.13215
(x∗1:T ,λ ) 0.00072615 (x
∗
1:T ,λ ) 0.00034862
BS
a 0.21759 a 0.21135
µ 0.20074 µ 0.19268
ψ 0.19559 ψ 0.18801
λ 0.28659 λ 0.29168
(x∗1:T ,λ ) 0.00066724 (x
∗
1:T ,λ ) 0.00046717
Table 4.8 Acceptance rates for the parameters of the Skellam model, when PMwG
sampler is used.
As far as the comparison of the algorithms is concerned, when applied to the different model
setting, we show in Tables 4.15, 4.16, and 4.17 the Effective Sample Sizes for the different
algorithmic choices. It is confirmed the higher efficiency of the Backward Sampling for the
Skellam and Folded Geometric Symmetric models that do not include the latent variables ∆ε ,
and vice-versa.
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Standard Epsilon
AS
a 0.31276 a 0.34033
µ 0.26443 µ 0.2753
ψ 0.28463 ψ 0.29745
λ 0.27443 λ 0.34064
(x∗1:T ,λ ) 0.020784 (x
∗
1:T ,λ ) 1.349 ·10−21
BS
a 0.31224 a 0.33552
µ 0.265 µ 0.27444
ψ 0.28151 ψ 0.30276
λ 0.27599 λ 0.28803
(x∗1:T ,λ ) 0.04743 (x
∗
1:T ,λ ) 0.013658
Table 4.9 Acceptance rates for the parameters of the Folded Geometric Symmetric
model, when PMwG sampler is used.
196 Extensions of Particle Filtering methods
Standard Epsilon
AS
a 0.33868 a 0.34168
µ+ 0.28634 µ+ 0.28734
µ− 0.28534 µ− 0.28592
ψ+ 0.30293 ψ+ 0.30188
ψ− 0.30552 ψ− 0.30327
(λ+,λ−) 0.28254 (λ+,λ−) 0.28518
(x∗1:T ,λ
+,λ−) 6.4235 ·10−5 (x∗1:T ,λ+,λ−) 0.00019882
BS
a 0.33571 a 0.33824
µ+ 0.28476 µ+ 0.28224
µ− 0.28323 µ− 0.28097
ψ+ 0.31115 ψ+ 0.31036
ψ− 0.31297 ψ− 0.30798
(λ+,λ−) 0.17889 (λ+,λ−) 0.17677
(x∗1:T ,λ
+,λ−) 0.012978 (x∗1:T ,λ
+,λ−) 0.053024
Table 4.10 Acceptance rates for the parameters of the Folded Geometric Asymmetric
model, when PMwG sampler is used.
❳❳❳❳❳❳❳❳❳❳❳❳log-BF
LPML






FG - Symm 1.5348 ·103 ❅❅
❅
-72.6461
FG - Asymm 483.2710 −1.0515 ·103 ❅❅
❅
Table 4.11 Predictive indices log−BF and LPML - PMwG - AS N = 100.
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(a) PMwG-AS - N = 100 (b) PMwG-BS - N = 100
(c) PMwG-AS + ∆ε - N = 100 (d) PMwG-B + ∆ε - N = 100










FG - Symm 1.6384 ·103 ❅❅
❅
9.9383
FG - Asymm 1.1546 ·103 -483.8217 ❅❅
❅
Table 4.12 Predictive indices log−BF and LPML - PMwG - BS N = 100.
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❳❳❳❳❳❳❳❳❳❳❳❳log-BF
LPML















Table 4.13 Predictive indices log−BF and LPML - PMwG - AS N = 100.
❳❳❳❳❳❳❳❳❳❳❳❳log-BF
LPML






FG - Symm 1.4744 ·103 ❅❅
❅
1.4605




Table 4.14 Predictive indices log−BF and LPML - PMwG - BS N = 100.
ESS/sec a µ ψ λ
PMMwG - AS 0.0001 0.0009 0.0001 0.0229
PMMWG - BS 0.0021 0.0023 0.0005 0.0032
PMwG - AS 0.0006 0.0051 0.0001 0.0033
PMwG - BS 0.0104 0.0051 0.0007 0.0001
PMMwG - AS + ∆ε 0.0071 0.0003 0.0035 0.0099
PMMwG - BS + ∆ε 0.0001 0.0003 0.0001 0.0004
PMwG - AS + ∆ε 0.1161 0.0326 0.0179 0.0104
PMwG - BS + ∆ε 0.0007 0.0004 0.0008 0.0010
Table 4.15 Effective Sample Size per unit of computational time, for different algorithms
applied to the Skellam model.
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ESS/sec a µ ψ λ
PMMwG - AS 0.5307 0.3634 0.5885 1.1969
PMMWG - BS 0.7118 0.3741 0.0052 0.0022
PMwG - AS 0.2928 0.0338 0.0756 0.0077
PMwG - BS 0.8421 0.0235 0.0283 0.0010
PMMwG - AS + ∆ε 0.8442 0.2977 0.3699 0.4021
PMMwG - BS + ∆ε 0.0248 0.0032 0.0020 0.5504
PMwG - AS + ∆ε 6.3940 1.2825 0.3143 0.2335
PMwG - BS + ∆ε 0.0684 0.0023 0.0024 0.0007
Table 4.16 Effective Sample Size per unit of computational time, for different algorithms
applied to the Skellam model.
ESS/sec a µ+ ψ+ λ+ µ− ψ− λ−
PMMwG - AS 0.1323 0.0038 0.0031 0.3249 0.0174 0.0185 0.7509
PMMwG - BS 0.7269 0.0260 0.0411 0.0350 0.0422 0.0961 0.0421
PMwG - AS 6.4717 0.4476 5.4285 0.6189 2.2971 0.7071 1.8318
PMwG - AS 0.3335 0.0216 0.0120 0.0055 0.1580 0.0209 0.0056
PMMwG - AS + ∆ε 0.1105 0.0032 0.0026 0.2713 0.0145 0.0154 0.6271
PMMwG - BS + ∆ε 0.0332 0.0091 0.0222 0.1145 0.0036 0.0036 0.1387
PMwG - AS + ∆ε 0.1394 0.2592 0.2753 0.2088 0.5219 0.8549 0.5616
PMwG - BS + ∆ε 0.0158 0.0149 0.0175 0.0004 1.5683 0.0032 0.0004
Table 4.17 Effective Sample Size per unit of computational time, for different algorithms
applied to the Folded Geometric Asymmetric model.
Chapter 5
A Bayesian semi-parametric study
5.1 Motivation
In the previous Chapters, we have presented two model settings for the analysis of integer-
valued high-frequency returns, specified on the basis of the Skellam and the Folded Geometric
distributions, the latter being further distinguished between its Symmetric and Asymmetric cases.
The models have been analysed using standard Gibbs sampling in Chapter 2, and Particle Filtering
methods in Chapters 3 and 4. The last one presented the Particle Marginal Metropolis-Hastings
(PMMH) algorithm, and introduced two extensions of it, namely the Particle Marginal Metropolis-
within-Gibbs (PMMwG) and the Particle Metropolis-within-Gibbs (PMwG) algorithms. The
novel techniques have been implemented for the analysis of a subset of the original Disney
dataset, now thinned every 30 minutes, to reduce the computational burden. When studying the
skewness of the data, we observed estimates that take values around zero, with more variability
in the estimation when performed under the Folded Geometric Asymmetric model setting.
Recalling that the skewness of the distribution of the data depends on the parameter a in all the
scenarios, it is useful to think of a more flexible modelling choice, in order to capture the small
variations in the skewness parameter. To this aim, we propose in this Chapter an alternative set of
models based on the Bayesian nonparametric approach. The addition to the previous setting will
be the set-up of a nonparametric prior for the parameter a, such as the Dirichlet process prior.
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This class of prior distributions has become increasingly popular in many fields of Statistics (see
Hjort et al. (2010) for a review of the Bayesian nonparametric approach, and the work of Griffin
(2010) and Griffin (2011) for some examples of applications in Econometrics). The inclusion
of a nonparametric component in the stochastic volatility models has proven to be useful in
capturing the shape of the conditional distribution of the returns. As it is pointed out in the
work of Durham (2006), parametric models generally fail in capturing the tail behaviour of such
distribution. To this aim, the work of Delatola and Griffin (2011) presents a semi-parametric
model for the conditional volatility of the returns, allowing for more flexibility in the density
estimation.
The analysis presented in this Chapter refers to the Skellam and the Folded Geometric
models including the latent variables ∆ε generated by the spread-induced halves ε , and are
based on the different methodologies introduced so far, all of them equipped with the Backward
Sampling strategy for the choice of the reference trajectory. The decision of limiting this part of
the analysis to this specific subset of models and algorithms is based on the inference carried out
so far, where they have proven to be more satisfactory. The Chapter will firstly introduce some
background and notation on the Bayesian nonparametric approach, and then continues with the
algorithm specifications and posterior inference for the Disney data (months of September and
October 2008, thinned every 30 minutes).
5.2 The Bayesian nonparametric approach
In Statistics, the term nonparametric usually involves an approach that does not rely on any
distributional assumption in the specification of the (conditional) distribution of the data. In
Bayesian Statistics, this can be set into a range of methods assuming that the distribution of the
data is itself the parameter of the study, and hence the interest relies on its posterior distribution.
Alternatively, we can think of Bayesian nonparametrics as the study of the posterior inference
involving an infinite-dimensional parameter.
Formally, the random variable representing the unknown distribution in the model is called
random probability measure. A random probability measure is a random variable taking values
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in the space of all probability measures, according to a law Π. Under some assumptions, it
can be introduced in the model as it is done in the parametric case for a generic parameter θ .
In this case, the random vectors representing the observations are (conditionally) independent
and identically distributed according to the unknown probability distribution P, which is itself a
random variable distributed according to Π, as follows:
X1, ...,XT |P = P iid∼ P,
P ∼Π,
for some random variables X1, . . . ,XT to be specified later on. The following definition and
Theorem will show how this description is equivalent to assume that the sequence {Xt}Tt=1 is
exchangeable.
Definition 1. Let {X1, ...,XT} be a finite set of random variables taking values in the space
(X,B(X)). The set is said to be exchangeable if, for every permutation σ of the indices
{1, ...,T}, the joint probability distribution of the permuted sequence (Xσ(1), ...,Xσ(T )) is the
same as the original sequence. An infinite collection (Xt)t≥1 of random variables is exchangeable
if every finite sub-sequence is exchangeable.
Provided this fundamental definition, we can now state the theorem allowing the formalisation
of the nonparametric model, the de Finetti’s representation theorem.
Theorem 1. Let (Ω,F ,P) be a probability space and (X,B(X)) a Polish space. For each
t ∈ N, consider the measurable functions Xt : (Ω,F )→ (X,B(X)), for t ≥ 1. A sequence
(Xt)t≥1 is exchangeable if and only if there exists a r.p.m. P defined on (X,B(X)) such that,
conditionally on P = P, (Xt)t≥1 are independent and identically-distributed (i.i.d.) according to
P. Furthermore, if the sequence is exchangeable, then Π, the distribution of P, is unique, and the








a.s.→ P(B), ∀B ∈B(X),
where IB(Xi) represents a Bernoulli random variable with success probability P(Xi ∈ B).
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This result takes a central place into the Bayesian nonparametric approach, relating the ran-
dom probability measure to the data description, hence formalizing the model construction. In
Bayesian applications, the distribution of a random probability measure represents the nonpara-
metric prior. In this work, we will devote our attention to the case of the Dirichlet process
prior.
5.2.1 The Dirichlet process prior
In this Section, we introduce the Dirichlet process, arising naturally as an infinite-dimensional
analogue of the Dirichlet distribution, which generalizes in more dimensions the Beta distribution.
To introduce the object in more details, the finite-dimensional distribution will be presented first,
and then extended to the infinite-dimensional case.
Let X= {1,2, ...,k} be a finite set of elements. Then the space of all the probability distributions
on X is represented by the (k−1)-dimensional simplex:





where each p ∈ Sk is a suitable prior probability vector for the elements of X. It is evident
that pk = 1−∑k−1i=1 pi (from here the (k-1)-dimensionality of the simplex Sk). A standard prior
distribution for the vector p is the k-dimensional Dirichlet distribution.
Definition 2. Let α = (α1, ...,αk), with αi > 0 for i = 1,2, ...,k. Then p = (p1, ..., pk) has
Dirichlet distribution with parameters (α1, ...,αk) if its density is:
f (p1, ..., pk−1) =
Γ(α1+ ...+αk)












and we write p ∼ D(α1, ...,αk).
If any αi = 0, then the Dirichlet distribution still exists, and it is defined on a lower-dimensional
simplex (degenerate case). Alternatively, the definition of the finite-dimensional Dirichlet
distribution can be related to the one of the Gamma distribution.
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Definition 3. Let X be a random variable taking values on the positive real line. Let α , β be two
positive real numbers. X is said to have a gamma distribution with parameters (α,β ), writing





Consider now the independent r.v.’s Z1, ...,Zk, each one distributed as Γ(α j,β ), for j = 1, . . . ,k,
given the set of real positive numbers α = (α1, ...,αk).






j = 1, ...k
follows the k-dimensional Dirichlet distribution with parameter α = (α1, ...,αk). Furthermore,
Y is independent of ∑
k
i=1Zi.
As a final step, the infinite-dimensional generalization of the Dirichlet distribution can be
presented. Without introducing the proper mathematical formalism, we can see this extension
as replacing the finite-dimensional space X with Rk. Let (Rk,B(Rk)) be the real line equipped
with the Borel σ -algebra B, and let P(Rk) be the set of probability measures defined on
R
k, equipped with the proper Borel σ -algebra B(P(Rk)). The Dirichlet process was firstly
introduced by Ferguson (1973), and it is defined as follows.
Definition 5. Let α be a finite measure on (Rk,B(Rk)). A random probability measure P on
R
k has a Dirichlet process prior with parameter α if, for every finite and measurable partition
B1,B2, ...,Bm of R
k, then (P(B1),P(B2), ...,P(Bm))∼ D(α(B1),α(B2), ...,α(Bm)).
In the following, we will write Dα to denote the Dirichlet process with measure parameter α .
Some important distributional results for the Dirichlet process are reported below.
1. Conditionally on P∈P(Rk), let X 1,X 2, ...,X T be independent and identically distributed
according to P, and let P be distributed according to Dα , where α is a finite measure.
Then, the posterior distribution of P given X 1,X 2, ...,X T is Dα+∑Tt=1 δXt
.
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2. From simple computations, it is clear that X t ∼ P0, where P0(·) = α(·)α(Rk) . Clearly, P0
is a probability measure on the sample space Rk. Furthermore, E(P) = P0, where P is
distributed according to Dα . To see this, note that for each A⊂ Rk and Ac = Rk \A, we
have that P(A)∼ Beta(α(A),α(Ac)), and hence E(P(A)) = α(A)(α(A)+α(Ac)) = α(A)α(Rk) = P0. P0
will be included in the notation, together with the total mass (or concentration) parameter
α = α(Rk), by writing DP(α,P0).
3. Dα{P : P is discrete }= 1. This result characterises the discreteness of the paths of the
Dirichlet process. In this way, a sample from a trajectory of the Dirichlet process can be
seen as a sample from a discrete random variables with adequate weights and locations
(we address the reader to the work of Ishwaran and James (2011) for a detailed discussion).
The aim of this Chapter is to include the Dirichlet process into the analysis of high-frequency
data. In order to do so, it is necessary to characterise the arising Bayesian model, where the prior
for the parameter a is now defined on an infinite-dimensional space. We follow the work of Lo
(1984), where a mixture model with the Dirichlet process as mixing distribution is presented
with the name of Dirichlet Process Mixture (DPM) model. In particular, the author exploits
the discreteness of the paths of the Dirichlet process in order to define a mixture model where
the number of components is random, since the partition arising from a sample of the Dirichlet
process prior is itself random. The data are assumed to be generated from a mixture of kernel
densities, indexed by a finite sample from the Dirichlet process prior, X = (X1, ...,XT ). The
model is the following:
y1, ...,yT |X1, ...,XT ind∼ F(yi|Xi),
X1, ...,XT |P iid∼ P, (5.1)
P∼ DP(α,P0),
whereDP(α,P0) represents the Dirichlet process prior, dependent on the concentration parameter
α > 0, and the mean distribution P0. The parameters X = {X1, . . . ,XT} act as latent variables,
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and follow a generalized Pólya Urn scheme, described in Blackwell and MacQueen (1973). In
this connotation, a sample X from the Dirichlet process can be described as a series of draws
from a Pólya Urn allowing for a continuum set of colours. In other words, the joint law of the
sample X = {X1, . . . ,XT} is fully specified by the following full conditionals:
X1 ∼ P0,




α + i−1 for t = 2, ...,T, (5.2)
where we indicated with P0 the base measure of the Dirichlet process, and with δX j the Dirac
measure concentrated on the value X j previously sampled. This scheme emphasises the discrete
nature of the samples drawn from a Dirichlet process, as well as the induced partition on the
random vector X , that is in turn applied to the observations in the model described in (5.1). Such
partition of the data is itself a random variable in the model, as it is the number of clusters,
denoted as KT . Referring to Antoniak (1974), the distribution of the random variable KT has the
following probability mass function:
P(KT = k) = |S1(T,k)|αk Γ(T )
Γ(α +T )
, for k ∈ {1, ...,T}, (5.3)
where Γ(x) is the Eurler’s gamma function of argument x> 0, and S1(T,k), for k ∈ N0, are the
Stirling numbers of the first kind (see Abramowitz and Stegun, 1964).
The Pólya Urn scheme described in the set of equations (5.2) is of great relevance for posterior
computations. When the base distribution P0 is conjugate in the specified model, it is usually
simple to calculate the full conditionals for X , and to implement a posterior MCMC sampling
algorithm. As it will be shown later on, this is not the case for the models presented in this
work, where the parameter a is not assigned a conjugate prior distribution. In the specific case
of the Skellam and Folded Geometric models, we adapt the parameters of the Dirichlet process
DP(α,P0) to the definition of the parameter to be modelled, a. We will set the space X= (−1,1)
in the first case, and X = (0,1) in the second. The new models in centered parameterisation,
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equipped with the nonparametric priors, are the following:
Skellam model Folded Geometric model












, l = 0,at
)
a1, . . . ,aT |P iid∼ P a1, . . . ,aT |P iid∼ P












α ∼ Γ(α1,α2) α ∼ Γ(α1,α2)
ht = e
−λ∆tht−1+µ(1− e−λ∆t )+ηt ht = e−λ∆tht−1+µ(1− e−λ∆t )+ηt (5.4)
h0 ∼ N(µ,ψ) h0 ∼ N(µ,ψ)
λ ∼ Γ(aλ ,bλ ) λ ∼ Γ(aλ ,bλ )
µ ∼ N(0,σ2µ) µ ∼ N(0,σ2µ)
ψ ∼ IΓ(aψ ,bψ) ψ ∼ IΓ(aψ ,bψ)
Notice how the specification for the mean measure P0 changes in relation to the different
definitions of a in the two models. The mean distribution P0 is the distribution of the unique
values of the vector of latent variables a= (a1, . . . ,aT ), that we indicate as a
∗. The corresponding
vector describing the partition induced on the data by the set of latent variables a (called
configuration vector), is indicated as Ca . The concentration parameter α follows - a-priori - a
gamma distribution with mean and variance equal to 1.
5.2.2 Algorithms
Algorithms for posterior sampling in DPM models often rely on the Pólya urn representation
provided by Blackwell and MacQueen (1973). The explicit dependency of each component of the
vector X from the rest allows for the construction of Gibbs-type algorithms. This methodology
turns out to be very effective when conjugate models are specified. Unfortunately, this work does
not fit into this category, since the posterior distribution of the parameter a is not known in closed
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form. However, in Neal (2000), a review of both conjugate and non-conjugate sampling methods
for DPM models is presented. Amongst those, we selected Algorithm 8 to be implemented
for our posterior sampling. The algorithm is based on a Monte Carlo approximation of the
full conditional of the parameters of interest, hence avoiding the computation of the integral∫
p(yt |Xt)dP0 required in conjugate sampling, requiring only the evaluation of the conditional
distribution p(yt |Xt). Furthermore, the author shows the efficacy of the algorithm when compared
to other conjugate and non-conjugate methods. The steps of the the algorithm are reported in
Algorithm (13), and can be included in a standard Gibbs sampler by replacing the update of the
variable of interest (in this case the parameter a).
Algorithm 13: Neal’s Algorithm-8
• From the vector X , obtain the configuration vectorCX = (C1, . . . ,CT ),




• Let K˜T = KT +m, where m is the tuning parameter of the algorithm.
• For t = 1, . . . ,T , sample a new value ofCt from:
P(Ct = c|C\tX ,yt ,X ∗) ∝
{
n\t,cF(yt |X∗c ) 1≤ c≤ KT
α
m
Kt < c≤ K˜T ,
where n\t,c = |{ j|C j = c,C j ̸=Ct}|.
• For c ∈C:
sample X∗c conditionally to the observations in the c-th cluster.
In our models, F(yt |·) represents the density of the Skellam or the Folded Geometric distribution.
The last step of the algorithm is relative to the update of the vector of unique values a∗, that
can be obtained by performing an adaptive MH step, observing that the full conditional of each
element a∗k , for k = 1, . . . ,KT , is proportional to:
p(a∗k |a∗,\k,y1:T ,x∗1:T ) ∝ ∏
t∈Ak
[p(yt |x∗t ,a∗k)]P0(a∗k), (5.5)
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where a∗,\k represents the vector of unique values of a excluding a∗k , and Ak{t ∈ {1, . . . ,T}|at =
a∗k} is the set of indices associated with the latent variable a∗k . In equation 5.5, P0(a∗k) represents
the density relative to the base measure, evaluated in the value a∗k (hence, the k-th cluster). The
steps of the full algorithm for the semi-parametric models are reported in Algorithm 14.
Algorithm 14: PMCMC algorithm for semi-parametric models
1. g= 1:
• initialise the value of (x1:N2:T )
(1) and θ (1) (including the a∗,(1) andC(1)a ).
2. For g= 1, . . . ,G:
3. Sample (x1:N1:T ,θ )
(g+1) using a PMCMC method described in:
• Algorithm 5 (Particle Gibbs), or
• Algorithm 11 (PMMwG), or
• Algorithm 12 (PMwG),
4. Update the allocation variables a(g+1) = (a1, . . . ,aT )
(g+1) = (Ca,a
∗)(g+1)
using the Algorithm 13 for non-conjugate models.
5. Sample a∗ from the full conditional in equation (5.5).
6. Sample ν(g+1) from its full conditional.
5.3 Posterior inference and prediction
Following the same scheme used in the previous Chapters, we now present the posterior chains
for the parameters of the different models. Due to the presence of the Dirichlet process prior
on the vector of latent variables a, it is not possible to show a summary traceplots for such
parameters. This is due to the label switching effect, occurring when using nonparametric priors
such as the the Dirichlet process, for which the labels of the latent variables a are not identifiable.
On the other hand, the traceplots for θ = (µ,ψ,λ ) are shown in Figures 5.1 - 5.3 (Skellam),
5.4 - 5.6 (Folded Geometric Symmetric), and 5.7 - 5.12 (Folded Geometric Asymmetric). The
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posterior chains for the parameters θ present better mixing than the ones obtained in the previous
Chapter, where the nonparametric part of the model was absent.
In the set of Figures 5.13 - 5.15 are reported the 95% credibility intervals of the mean, variance,
and skewness of the data for the Skellam model, and similarly in Figure 5.16 the ones for
the Folded Geometric Symmetric model, and in Figures 5.17 - 5.19 the ones for the Folded
Geometric Asymmetric model. We can observe a particle degeneracy effect in some of the plots,
especially in the fitting part (relative to the month of September 2008).
(a) µ (b) ψ (c) λ
Figure 5.1 Traceplots for the parameters θ = (µ,ψ,λ ) for the Skellam model including
the latent variables ∆ε . PGBS - N = 100.
(a) µ (b) ψ (c) λ
Figure 5.2 Traceplots for the parameters θ = (µ,ψ,λ ) for the Skellam model including
the latent variables ∆ε . PMMwG - BS - N = 100.
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(a) µ (b) ψ (c) λ
Figure 5.3 Traceplots for the parameters θ = (µ,ψ,λ ) for the Skellam model including
the latent variables ∆ε . PMwG - BS - N = 100.
(a) µ (b) ψ (c) λ
Figure 5.4 Traceplots for the parameters θ = (µ,ψ,λ ) for the Folded Geometric Sym-
metric model including the latent variables ∆ε . PGBS - N = 100.
(a) µ (b) ψ (c) λ
Figure 5.5 Traceplots for the parameters θ = (µ,ψ,λ ) for the Folded Geometric Sym-
metric model including the latent variables ∆ε . PMMwG - BS - N = 100.
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(a) µ (b) ψ (c) λ
Figure 5.6 Traceplots for the parameters θ = (µ,ψ,λ ) for the Folded Geometric Sym-
metric model including the latent variables ∆ε . PMwG - BS - N = 100.
(a) µ+ (b) ψ+ (c) λ+
Figure 5.7 Traceplots for the parameters θ = (µ+,ψ+,λ+) for the Folded Geometric
Asymmetric model including the latent variables ∆ε . PGBS - N = 100.
(a) µ− (b) ψ− (c) λ−
Figure 5.8 Traceplots for the parameters θ = (µ−,ψ−,λ−) for the Folded Geometric
Asymmetric model including the latent variables ∆ε . PGBS - N = 100.
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(a) µ+ (b) ψ+ (c) λ+
Figure 5.9 Traceplots for the parameters θ = (µ+,ψ+,λ ) for the Folded Geometric
Asymmetric model including the latent variables ∆ε . PMMwG - BS - N = 100.
(a) µ− (b) ψ− (c) λ−
Figure 5.10 Traceplots for the parameters θ = (µ−,ψ−,λ−) for the Folded Geometric
Asymmetric model including the latent variables ∆ε . PMMwG - BS - N = 100.
(a) µ+ (b) ψ+ (c) λ+
Figure 5.11 Traceplots for the parameters θ = (µ+,ψ+,λ+) for the Folded Geometric
Asymmetric model including the latent variables ∆ε . PMwG - BS - N = 100.
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(a) µ− (b) ψ− (c) λ−
Figure 5.12 Traceplots for the parameters θ = (µ−,ψ−,λ−) for the Folded Geometric
Asymmetric model including the latent variables ∆ε . PMwG - BS - N = 100.
(a) E(Yt) (b) Var(Yt) (c) Skew(Yt)
Figure 5.13 95 % credibility intervals for some quantities of interest of the Skellam
models, including the latent variables ∆ε . PGBS, N = 100.
(a) E(Yt) (b) Var(Yt) (c) Skew(Yt)
Figure 5.14 95 % credibility intervals for some quantities of interest of the Skellam
models, including the latent variables ∆ε . PMMwG, N = 100
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(a) E(Yt) (b) Var(Yt) (c) Skew(Yt)
Figure 5.15 95 % credibility intervals for some quantities of interest of the Skellam
models, including the latent variables ∆ε . PMwG, N = 100
(a) PGBS (b) PMMwG - BS (c) PMwG - BS
Figure 5.16 95 % credibility intervals for VarYt for the Folded Geometric Symmetric
model, including the latent variables ∆ε . N = 100
(a) E(Yt) (b) Var(Yt) (c) Skew(Yt)
Figure 5.17 95 % credibility intervals for some quantities of interest of the Folded
Geometric Asymmetric models, including the latent variables ∆ε . PGBS, N = 100.
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(a) E(Yt) (b) Var(Yt) (c) Skew(Yt)
Figure 5.18 95 % credibility intervals for some quantities of interest of the Folded
Geometric Asymmetric models, including the latent variables ∆ε . PMMwG, N = 100
(a) E(Yt) (b) Var(Yt) (c) Skew(Yt)
Figure 5.19 95 % credibility intervals for some quantities of interest of the Folded
Geometric Asymmetric models, including the latent variables ∆ε . PMwG, N = 100
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In Table 5.1 are reported the acceptance rates for those parameters that are updated using MH
steps in the different models. Acceptance rates for the concentration parameter α are not
available since this parameter is updated via the augmented algorithm presented in the work of
Escobar and West (1995), for which an additional latent variable is introduced, making the full
conditional of α conjugate. The results show good stability of the algorithms, with values of
most of the acceptance rates very close to the gold standard of 0.234. The acceptance rate for
the parameter λ in the PMMwG and PMwG algorithms, denoted here in conjunction with the
reference trajectory x∗1:T , is instead always very low. This outcome is likely to be related to the
number of particle of the algorithm, that should be increased in order to obtain more efficient
computations, despite incurring into a sharp increment of the required computational time.
In Bayesian nonparametric analysis, it is of interest to study the posterior distribution of the
random partition generated by the configuration vector Ca . Indeed, each sample of the latent
variables a induces a partition on the data, hence providing a posterior MCMC chain for this
object. Selecting a representative of the posterior distribution of the partition is in many cases
still an open problem (see, among others, the the work of Dahl (2006), Lau and Green (2007),
and Quintana and Iglesias (2003)). An existing method used to identify a representative partition
of the data consists in the minimization of a loss-function representing the misclassification cost
generated by selecting a given partition Cˆ, in place of the true partitionC. By “true” partition, it
is intended the random variable representing the partition of the data a-posteriori. Hence, the
loss-function itself is a random variable, since it is defined as a deterministic transformation
of C (in the case of Binder’s loss-function, this transformation is linear in the configuration
variables), and the proposed method is to minimise its expectation. The partitions selected via
this procedure are reported in Figures 5.20, for the different methodologies implemented when
the Skellam model is specified, where the data for the month of September 2008 are plotted using
different colour to identify the different clustering allocations. The observations closer to zero
seem to be clustering together, in a possible relation with periods of low activity in the market.
The analogous plots for the Folded Geometric models are not presented here, since they were
reporting only one cluster for the whole dataset. It is important to remind though, that the results
shown by the partitions selected via the Binder’s loss function depend on external parameters
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Skellam PGBS PMMwG - BS PMwG - BS
a 0.28448 0.27238 0.26205
µ 0.20882 0.21233 0.21224
ψ 0.22149 0.21762 0.21698
λ 0.28118 0.31716 0.30769
(λ ,x∗) - 0.00012585 0.053432
FG-Symm PGBS PMMwG - BS PMwG - BS
a 0.30549 0.26885 0.27262
µ 0.27518 0.2083 0.27156
ψ 0.30578 0.20713 0.30918
λ 0.24842 0.30797 0.2471
(λ ,x∗) - 0.00011249 0.0014645
FG - Asymm PGBS PMMwG - BS PMwG - BS
a 0.26933 0.26003 0.25561
µ+ 0.2877 0.28536 0.28727
µ− 0.28501 0.28472 0.28441
ψ+ 0.30919 0.30621 0.3098
ψ− 0.31148 0.30695 0.31084
(λ+,λ−) 0.30121 0.27635 0.281
(λ+,λ−,x∗) - 0.0038765 0.14251
Table 5.1 Acceptance rates of all the model and algorithm settings analysed in this
Chapter.
involved in the definition of the loss-function itself, as it is shown in Binder (1978) and Lau and
Green (2007), such as the cost of committing a mis-classification error. Hence, changing these
parameters might change the outcome of the analysis.
To follow, the plots concerning the posterior distribution for the number of clusters (indicated
here as KT ) and the concentration parameter α are shown in Figures 5.21, and 5.22 - 5.24,
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respectively. For each model, there is little discrepancy in the shape of the traceplots for the
posterior chain of the concentration parameter α , to indicate convergence and good mixing
under different algorithmic specifications. The values of the posterior distribution for α (see
histograms) are concentrated around 3 for the Skellam model, and 1 for the Folded Geometric
models, justifying the posterior distribution for the number of clusters KT , that is higher in the
Skellam case.
(a) PGBS (b) PMMwG - BS (c) PMwG - BS
Figure 5.20 Partition minimising the expected value of the Binder loss-function in the
Skellam model.
(a) Skellam (b) FG - Symm (c) FG - Asymm
Figure 5.21 Posterior number of clusters for different models and algorithms.
It is of interest also to study the shape of the predictive distribution of the returns, illustrated in
Figures 5.25, 5.26, and 5.27 for the three models and different sampling methodologies. The
plots offer a comparison between the predictive distributions obtained by using the parametric
(top row) or the semi-parametric (bottom row) specification. Furthermore, each plot reports the
predictive distribution for different values of the stochastic volatility, one step ahead in time. In
particular, the predictive density obtained with a low fixed value of the volatility is overlapped
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(a) PGBS - N = 100 (b) PMMwG-BS - N = 100 (c) PMwG-BS - N = 100
Figure 5.22 Traceplots for the concentration parameter α for the Skellam model includ-
ing the latent variables ∆ε .
(a) PGBS - N = 100 (b) PMMwG-BS - N = 100 (c) PMwG-BS - N = 100
Figure 5.23 Traceplots for the concentration parameter α for the Folded Geometric
Symmetric model including the latent variables ∆ε .
(a) PGBS - N = 100 (b) PMMwG-BS - N = 100 (c) PMwG-BS - N = 100
Figure 5.24 Traceplots for the concentration parameter α for the Folded Geometric
Asymmetric model including the latent variables ∆ε .
with the one obtained with a high value of it, and with the one distributed according to the
stationary distribution of the AR(1) process. The aim of these plots is to present the evolution of
the predictive distribution of the returns under different intensities of the market activity. The
densities are compared with the observations for the month of September 2008, that are plotted
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in the background. The range selected for the plots is reduced when compared to the range of
the data, to offer more clarity to the picture. The predictive densities appear to me fitting really
well the central part of the data, where most of the mass is allocated. In particular, the predictive
distribution obtained by using the stationary distribution of the AR(1) process is the one that
more closely overlaps with the histogram of the data, as to represent stationarity in the data
generating process.
(a) PGBS - N = 100 (b) PMMwG-BS - N = 100 (c) PMwG-BS - N = 100
(d) PGBS - N = 100 (e) PMMwG-BS - N = 100 (f) PMwG-BS - N = 100
Figure 5.25 Distribution of YT+1|Y1:T under different assumptions on the intensity of
the market activity for the Skellam parametric model (top row) and semi-parametric
(bottom row) model.
For model comparison purposes, we report the values of the LPML, in Table 5.2 for the three
different algorithms. It appears that the Folded Geometric model is the best fit for the data at
hand.
For a final comparison on the performance of the algorithms, we report in Tables 5.3, 5.4, and
5.5 the values of the Effective Sample Sizes per unit of computational time for different models
and algorithms. The Particle Gibbs algorithm seems to yield a highr performance, especially in
the Folded Geometric models. Nevertheless, this is comparable with the effciency provided by
the novel technique PMwG in the Skellam model.
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(a) PGBS - N = 100 (b) PMMwG-BS - N = 100 (c) PMwG-BS - N = 100
(d) PGBS - N = 100 (e) PMMwG-BS - N = 100 (f) PMwG-BS - N = 100
Figure 5.26 Distribution of YT+1|Y1:T under different assumptions on the intensity of the
market activity for the Folded Geometric Symmetric parametric model (top row) and
semi-parametric (bottom row) model.
LPML Skellam/FG-Symm Skellam/FG-Aymm FG-Symm/FG-Asymm
PGBS + ∆ε 67.2846 −2.2934 ·103 −2.3607 ·103
PMMwG - BS + ∆ε 15.3185 −2.1814 ·103 −2.3967 ·103
PMwG - BS + ∆ε 144.8108 −2.2563 ·103 −2.4011e ·103
Table 5.2 LPML for different algorithms.
ESS/sec µ ψ λ
PGBS + ∆ε 0.0035 0.0026 0.0251
PMMwG - BS + ∆ε 0.0001 0.0001 0.0177
PMwG - BS + ∆ε 0.0092 0.0033 0.0123
Table 5.3 Effective Sample Size per unit of computational time, for different algorithms
applied to the Skellam model.
224 A Bayesian semi-parametric study
(a) PGBS - N = 100 (b) PMMwG-BS - N = 100 (c) PMwG-BS - N = 100
(d) PGBS - N = 100 (e) PMMwG-BS - N = 100 (f) PMwG-BS - N = 100
Figure 5.27 Distribution of YT+1|Y1:T under different assumptions on the intensity of the
market activity for the Folded Geometric Asymmetric parametric model (top row) and
semi-parametric (bottom row) model.
ESS/sec µ ψ λ
PGBS + ∆ε 1.4464 0.1487 0.0490
PMMwG - BS + ∆ε 0.0412 0.0494 0.0028
PMwG - BS + ∆ε 0.0074 0.0058 0.0009
Table 5.4 Effective Sample Size per unit of computational time, for different algorithms
applied to the Folded Geometric Symmetric model.
ESS/sec µ+ ψ+ λ+ µ− ψ− λ−
PGBS + ∆ε 0.4418 0.2242 2.3483 1.0287 1.0871 0.1046
PMMwG - BS + ∆ε 0.0020 0.0014 0.5114 0.0036 0.0040 0.3870
PMwG - BS + ∆ε 0.0260 0441 0.2342 0.0614 0.1574 0.2826
Table 5.5 Effective Sample Size per unit of computational time, for different algorithms
applied to the Folded Geometric Asymmetric model.
Chapter 6
Conclusions and future work
6.1 Conclusions
In this dissertation, a study of different techniques for analysing high-frequency data has been
presented. The common ground in the different chapters is the integer interpretation of the
financial prices, when divided by the value of the ticksize relative to the specific market, that
allows for the specification of two suitable models based on the introduction of discrete-valued
random variables, distributed according to the Skellam distribution, and a mixture of Geometric
distributions named Folded Geometric. While the first choice is inspired by the existing literature,
we introduced the second one for comparison purposes. The study fits into the Bayesian
statistical framework, so that the main interest of the analysis is on the posterior distribution of
the parameters of the specified models.
The analysis opens by presenting a model for independent and identically distributed random
variables, with the aim of introducing the building blocks at the basis of the main body of this
work. In particular, we use these models to support the decision of implementing adaptive
Metropolis-Hastings algorithms, and the Interweaving Strategy. Nevertheless, the lack of a
time-varying component in such models provides a very limited inference on for the data at hand,
and predictive results that are greatly affected by the aggregation effect of considering the data
independent of time. To improve the performance of the analysis, a time component is included
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in the modelling description, representing the stochastic evolution of the volatility of the returns.
This element of the model is of particular interest in Econometric, and it is hereby modelled
as a discretised Gaussian Ornstein-Uhlenbeck AR(1) process. The analysis focuses on the time
window of September and October 2008. Posterior inference for these models, obtained by using
standard Gibbs sampling, revealed the weakness of full conditional sampling, when numerous
latent variables (i.e., the latent volatility process) is estimated. As a trade-off for algorithmic
speed, the standard Gibbs sampling algorithm looses in convergence rate.
In order to improve the quality of the posterior inference and prediction in the analysis of the
time-varying models, we replace the standard Gibbs sampling of the time-varying parameters
with Particle Filtering methods. This part of the work introduces the Sequential Monte Carlo
theory, and presents a popular Particle MCMC method, the Particle Gibbs (PG) sampler. This
method is then applied to the different modelling scenarios, proving to outperform the standard
Gibbs sampling. In particular, the posterior chains of the parameters θ of the model seem to
have reached convergence in the majority of the scenarios, and provide consistent predictive
intervals. Furthermore, the Effective Sample Size per unit of computation time - used to compare
the different algorithms used in different model settings - elects the Particle Gibbs sampler as a
good competitor of standard Gibbs sampling algorithms.
Motivated by the results obtained with the implementation of the Particle Gibbs sampler, the
discussion proceeds with the introduction of another Particle MCMC methodology, the Particle
Marginal metropolis-Hastings (PMMH). This method belongs to the class of pseudo-Marginal
Metropolis-Hastings methods, where the marginal distribution of the parameter of interest is
substituted by an unbiased estimator, preserving the correctness of the algorithm. In the specific
case of the PMMH algorithm, the unbiased estimator is provided by the SMC output. Despite
the attractiveness of the method, its efficacy relies heavily on the number of particles used in the
SMC step. This limitation has made necessary a change in the object of our analysis, that was
then restricted to a subset of the data, in order to reduce the variability of the estimator, while
being able to produce the posterior chains with a reasonable computational burden. In this part of
the work, two extensions to the PMMH algorithm are presented, that allow for updates that are
included into a more general Gibbs framework (the PMMwG algorithm), and that account for
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the information provided by the updates external to the SMC part of the algorithm (the PMwG
algorithm). These techniques proved to be effective in many, but not all, the proposed scenarios.
In particular, as one of the considerations of our analysis, the algorithms require a greater number
of iterations to be able to provide satisfactory posterior outcomes.
A final study, that includes a nonparametric prior specification for the pivotal parameter a, is
presented in the final Chapter. The parameter a is, in the different modelling settings, involved
in the expression of the skewness of the conditional distributions of the observations. In order
to allow for more flexibility in the inference, by limiting the modelling assumptions on a, we
introduced a Dirichlet process prior over this set of variables. Posterior inference and prediction
have shown similar results on the convergence properties of the posterior chains of the parameters
of the model, and interesting predictive outcomes when compared to the ones obtained with the
PMMwG and the PMwG algorithms. In particular, we observed how the models is able to adjust
to the different characterisations of the intensity of the market activity.
To conclude, this dissertation has highlighted the advantages, as well as the drawbacks,
of different modelling and algorithmic choices. The advantages gain with the implementation
of Particle MCMC methods with respect to standard Gibbs sampling are soon put to the test
by the computational burden required to yield efficient computations. On the other hand, the
introduction of a nonparametric component into the models has set ground to further research in
such direction. A summary of projects that can be developed in the future is reported in the next
Section.
6.2 Future work
The study of high-frequency data presented in this work has highlighted how some algorithmic
and modelling features can be responsible for a strong change in the posterior inference. In
particular, we observed how the choice of the modelling feature, such as the Skellam or the
Folded Geometric distribution, can yield discording results. At the same time, the results obtained
under the same model specification varied significantly with the implementation of different
algorithms for posterior sampling. In this section, we present some extensions to the present
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work that might be able to improve the high-frequency data, and that could represent interesting
development for future work.
6.2.1 Multivariate extension to the Skellam model
Transaction data are naturally multivariate. The price processes for different assets evolve in
the market simultaneously and communicatively. In the case of modelling multivariate high-
frequency data of dimension d, the required mathematical object is a stochastic process whose
conditional law are defined on Zd , for each time point t > 0. In this context, it is necessary to
define a suitable distribution on the multivariate integers, analogous to the Skellam distribution on
Z. Following the same idea, one can define a random vector as the difference of two multivariate
Poisson processes, yielding a multivariate Skellam process, new to the current literature. The
computational approach would follow the one-dimensional case, via the introduction of suitable
latent variables in order to avoid the evaluation of infinite summations. Moreover, a multivariate
AR(1) process can be defined to model the stochastic volatility, in order to study the evolution of
the correlation between different assets.
6.2.2 Bayesian nonparametric for auto-regressive (AR) models
At date, Bayesian analysis of high-frequency data is mostly restricted to the parametric method-
ology. On the contrary, the literature on daily transaction data presents a strong component
inspired by the Bayesian nonparametric apporach to the problem of estimation and prediction
(as an example, see Griffin, 2010). An extension of the work presented in this manuscript in
this direction, would be to apply similar Bayesian nonparametric methodologies to the study of
high-frequency data, when a discrete-time/discrete-space framework is adopted. Particularly
suitable for this type of data would be, for instance, the auto-regressive Dirichlet process (DPAR)
measure presented by Griffin and Steel (2011). A preliminary version of the model would look
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like the following:






, t = 1, . . . ,T
φ |Gt ∼ Gt , t = 1, . . . ,T
Gt ∼ DPAR(M,G0;λ ).
where φ = (φ+,φ−) represents the vector of intensities for the Skellam distribution, which in
this model is, conditionally on the random probability measure Gt , distributed according to
Gt , which is in turn distributed as an auto-regressive Dirichlet process with massM > 0, mean
measure G0, and intensity λ . This model would be able to capture the correlation between the
positive and negative components of the Skellam process via the vector φ , allowing for more
flexibility than its parametric version.
6.2.3 Effect of the number of particles in Particle Filteringmethods
The majority of the work just discussed is devoted to the study of the properties of various
Particle MCMC methods, applied to the Skellam and Folded Geometric models. In a similar
context, it would be of interest to compare other studies on these techniques, focusing on the
dependency of the inference on the number of particles used in such algorithms. Indeed, as much
as it is clear that the number of particles affects the outcome of SMC-based algorithms, there is
no evident rule or guidance on how to choose this pivotal quantity. A possible research stream in
this direction would be to explore the possibility of building an adaptive algorithm that, at each
iteration, updates the number of particles using the information collected in the sample so far.
This can be achieved by exploiting the augmented representation already used to introduced the
PMMwG and the PMwG algorithms, and by treating the variables representing the number of
particles as a random variable. This interpretation would open a number of collateral problems,
such as the prior elicitation for the number of particles, as well as ergodicity of the resulting
algorithm, that could represent an interesting field of work.
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