A unified approach to nonparametric spectrum estimation algorithms by Mathews, V. John & Youn, Dae Hee
338 IEEE TRANSACTIONS ON ACOUSTICS, SPEECH, AND SIGNAL PROCESSING, VOL. ASSP-35, NO. 3, MARCH 1987
A  U n i f i e d  A p p r o a c h  t o  N o n p a r a m e t r i c  S p e c t r u m  
E s t i m a t i o n  A l g o r i t h m s
V. JOHN MATHEWS, m e m b e r , i e e e , DAE HEE YOUN, m e m b e r , i e e e , 
a n d  NASIR AHMED, f e l l o w , i e e e
Abstract— Different approaches to spectrum estimation can be 
broadly classified as param etric and nonparametric methods. In the 
param etric techniques, an underlying model is assumed in the formu­
lation of the spectrum estimation problem and one estimates the pa­
rameters of the model. For nonparametric methods, no such model is 
assumed. In this paper, several nonparametric spectrum estimation al­
gorithms are brought under a unified framework by the introduction 
of a generalized nonparametric spectrum estimation algorithm. A four- 
stage approach is employed. It contains as special cases the Blackman- 
Tukey algorithm, the weighted, overlapped segment averaging (WOSA) 
method, the lag-reshape approach, Rader’s algorithm, and the short­
time unbiased spectrum estimation (STUSE) algorithm. The frame­
work proposed in the paper is more general than the one recently pro­
posed by Nuttall and Carter. Theoretical expressions for the spectrum 
estimation variance of the generalized algorithm are derived, and then 
verified via simulation example. Also, several nonparametric ap­
proaches for obtaining unbiased spectrum estimates are discussed and 
compared. Finally we conclude the paper with a brief discussion of the 
applicability and usefulness of several methods in specific situations.
I .  I n t r o d u c t i o n
IN the last two decades, much research effort in solving the spectrum estimation problem for discrete time series has been directed toward parametric techniques [7], [8], 
[12], [16], [17], [34]. Such approaches are based on mod­
eling the data by a small set of parameters { a u a2, • • • , 
aq } and finding appropriate values for the q parameters 
by some numerical scheme. The attractiveness o f para­
metric spectrum estimation algorithms has been mainly 
due to their superior spectral resolution. However, in 
many situations, the process of characterizing the spec­
trum by parameters is not physically justified and attempts 
to represent the spectrum by a few parameters can pro­
duce misleading results. As a result, nonparametric spec­
trum estimation methods have continued to receive atten­
tion [18], [21], [28], [29], [33].
In this paper we present a generalized nonparametric 
spectrum estimation algorithm, which provides a unified 
framework for nonparametric spectrum estimation meth­
ods. As the name suggests, nonparametric methods of
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spectrum estimation differ from the parametric ones in that 
no specific model is assumed in the formulation of the 
problem. We will show how several nonparametric meth­
ods available in literature fit into this unified framework. 
The discussion will emphasize theoretical aspects and deal 
with spectrum estimation bias and stability, spectral res­
olution, and spectral leakage suppression capability o f the 
generalized method.
We are concerned with both autopower and cross-spec - 
tral density estimation, and therefore, we consider two 
discrete-time random processes { x i ( « ) }  and { x i ( n ) }  
which are at least jointly wide-sense stationary. As is al­
most always the case in practice, we will deal with esti­
mation o f cross-spectral density from single time-limited 
realizations of each of these processes, denoted by 
{xj (n ) } and { x2 ( « ) } ,  respectively.
Before introducing the generalized nonparametric spec­
trum estimation alogrithm, we will very briefly discuss 
(Section II) several nonparametric methods that we seek 
to bring under one unified framework. These include the 
Blackman-Tukey (BT) approach [5], the weighted, over­
lapped, segment averaging (WOSA) algorithm [11], [24],
[25], [35], and Rader’s technique [31], along with the 
more recent lag-reshape (LR) [10], [27], [28] and short­
time unbiased spectrum estimation (STUSE) [2], [21], 
[29], [30], [36] algorithms. The recent method introduced 
by Thomson [33], where the power spectrum of a time 
series is estimated in terms o f the solution to a basic in­
tegral equation that defines the Fourier transform 
o f the time series and also Konvalinka’s iterative nonpara­
metric spectrum estimation algorithm [18], is beyond the 
scope of this framework.
In most problems in digital signal processing involving 
spectrum and correlation function estimates, it is impor­
tant that the estimates are unbiased. The extreme impor­
tance of unbiased spectrum estimates has been demon­
strated in [36] for applications o f time delay estimation 
and magnitude-squared coherence (MSC) function esti­
mation. Carter [9] has derived an analytical expression for 
the bias introduced in MSC function estimation when one 
of the signals involved is a delayed (and possibly noisy) 
version of the other. In this paper we also discuss several 
methods o f obtaining unbiased nonparametric spectrum 
estimates. For this discussion, we will assume that the 
cross-correlation function o f the signals is zero outside
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the range o f lags that are used for the spectrum estima­
tion. Therefore, by “ unbiased,”  we imply that the cross­
correlation function estimates are unbiased at those lags 
inside the range o f interest. We will also compare several 
unbiased spectrum estimation algorithms in terms of es­
timation stability and spectral leakage suppression capa­
bility.
II. B rief Overview
Let {j t i (n )}  and { jc2 (ra)} denote time-limited reali­
zations of the discrete time processes { xi ( « ) }  and 
{X2 ( h )}> respectively. They are assumed to be at least 
jointly wide-sense stationary and to be o f length P  sam­
ples ( i .e. ,  n =  0, 1, • • • , P  — 1).
In the classical Blackman-Tukey approach, a Appoint 
estimate o f the cross-spectral density of { x i ( « ) }  and 
{ X2 (« )  J was made as follows; we will first estimate 2 L  
+  1 values of the cross-correlation function c12(m ) as
1 P ~ l
C n i m )  =  7. 2] x \ ( n )  x2 ( n  — m ) ;  —L  ^  n <  L
P  n = 0
( i )
and obtain the cross-spectral estimate as the A'-point dis­
crete Fourier transform (DFT) o f the above estimates 
multiplied by a lag window function w3(m).  That is,
G {n { k A K) = — 2  c12(m) w3(m)
VV^ UJ m = —L
0 <  k <  K  -  1 ^
K  $5 2L  +  1.
In the above expressions and in what follows, carets (')  
denote estimated quantities. Also, we emphasize the fact 
that spectrum estimates are commonly made at uniform 
sampled frequencies in the range [0 , 1) by using the dis­
crete frequency index AK, where kAK denotes ( k / K )  Hz. 
Extension of the results in the paper to the case when 
spectrum estimates are made at nonuniform samples of 
frequency is straightforward.
In the WOSA algorithm, we will partition { x x (n )  } and 
{ x2( n ) j  into N  possibly overlapped segments o f length 
Lj each, apply a linear window function vv, (n )  multipli­
catively to each segment, and compute the X'-point DFT 
of the Zth weighted segment o f each sequence to obtain
i i  - 1
Xu (kAK) =  Z  Xi{lR + n) Wi(n) e~K2*/K)nk-,
' n — 0
0 <  Z <  JV -  1, 0 <  it <  AT -  1 
K  ^  2Lj, i =  1 or 2, (3)
where R  is the shift between adjacent segments in number 
of samples (L] — R  is the overlap between segments). 
Now, the J?-point cross-spectral density estimate using the 
WOSA algorithm is obtained from (3) as the average of 
the sample cross-spectral density o f the Zth weighted seg­
G\ 2\ k A K) -  ~  Xu (kAK) X*) (kAK)
(4)
where superscript * denotes complex conjugate and 
r n ( m )  is the autocorrelation function of the window 
function defined as
j  z,i-i
r u ( m )  =  -  2  w x{ n)  w } ( n  -  m) . (5)
■ A  n = 0
The advantage of the WOSA method is due to its com­
putational simplicity, since one can use fast Fourier trans­
form (FFT) algorithms [1], [13], [14] to compute the 
DFT’s of different segments.
For the STUSE approach we proceed by partitioning, 
windowing, and discrete Fourier transforming as for the 
WOSA method. However, we will now compute a sample 
cross-spectral density of the Zth weighted segment of 
{*i(ra)} and the (Z + g)th weighted segment of { x 2( n ) } 
and average them over all possible values of Z as
. 1 1 <v_1
G\2,q{kAK) =  Tj'Z- X xj  (kAK) X*i  + g (kAK) (6)
IV A  1 = 0
for different values of q ranging from Q\  to Q2.
From (6) we can obtain, for each q,  an estimate of the 
true cross-spectral density by multiplying G]2,(j(kAK) by 
e j j K) kqR^  which would compensate for the shift be­
tween the Zth and (Z + g)th segments. The short-time un­
biased spectrum estimate is now obtained as the weighted 
average of all such estimates and is given by
1 fi2
G $ ( k A K) =  ^ - 7-  E  G12,q(kAK) e ^ K)k^  (7)
' ' l l W  q — Q\
where
Q2
rn ( m)  =  S  ru ( m +  qR) .  ( 8 )
q = Q\
Probably the easiest way to explain the lag-reshape al­
gorithm is to say that the LR spectrum estimate is obtained 
by applying a quadratic window function W3(kAK) to the 
A-point WOSA spectrum estimate obtained in (4) using a 
linear window function w t (ra). That is,
(kAK) =  G\ V( kAK) ® W3(kAK) (9)
where w3 ( m ) and W3(kAK) are discrete Fourier transform 
pairs and © denotes complex convolution. Note that when 
the parameters are properly interpreted, both the WOSA 
and Blackman-Tukey algorithms are special cases of the 
lag-reshape method. This generalization was introduced 
by Nuttall and Carter [27], [28].
The following is a general version of the Rader’s al­
gorithm for cross-spectral density estimation.
ments o f  { *1 ( w) } and { x 2 ( n )  } , and is given by
340 IEEE TRANSACTIONS ON ACOUSTICS, SPEECH, AND SIGNAL PROCESSING, VOL. ASSP-35, NO. 3, MARCH 1987
Partition { ( n ) } and { x 2( n ) }  into N  nonoverlapped 
segments o f length L x each, and compute the 2L, point 
DFT of each of these segments (no linear windowing is 
employed). Let X xi ( k A 2Lx) and X2j ( k A 2 i l ) denote these 
DFT’s. Now, compute two intermediate estimates o f the 
cross-spectral density as ( K  =  2 L X here)
- 1 W_1
G[2(kAK) = — S
lu\ 1 = 0
+  ( - 1  ) k X u  + l (kAK)} X t , ( k A K)] (10)
and
.  1 N~ 1 
G”2(A k ) = — S  { { X \ j ( k A K)
Lt\ t = 0
+ ( - l ) * ^ ^ ^ ) } ^ * , ^ ) ]  (11)
where X x t (kAK ) is defined to be zero for / =  —1 and / 
=  N. ’
It is straightforward to show that the correlation func­
tion estimate obtained as
- L ^ m  < 0  (12)
c{'2 ( m ) ; 0 ^  m ^  L\ — 1
where c[2(m)  and c"2(m)  are the inverse DFT’s of 
G'n (kAK) and G"2(kAK), respectively, is an unbiased es­
timate o f the cross-correlation function of { jc i(n)}  and 
{x2( n ) } .  Rader’s spectrum estimate is given by applying 
a lag window function w3( m ) to c n (m )  and computing 
its DFT as
G[r2\ k A K) =  " S  cl2( m ) w 3( r n ) e ^ / K)km. (13)
m =  — L\
The rest of the paper is organized as follows. In Section
III, we will introduce the generalized nonparametric spec­
trum estimation algorithm and show how the five nonpara­
metric spectrum estimation algorithms discussed above fit 
into this framework. In Section IV, we will discuss the 
spectrum estimation bias and variance for the generalized 
algorithm. We will also discuss several methods of ob­
taining unbiased spectrum estimates in this section. This 
section also contains some simulation results verifying the 
theoretical results. The spectral resolution and spectral 
leakage suppression properties o f nonparametric spectrum 
estimation algorithms are discussed in Section V. Finally 
we make the concluding remarks in Section VI.
III. The Generalized N onparametric Spectrum 
Estimation A lgorithm
Let { x t ( n )}  and { x 2( n ) j  be realizations o f two jointly 
wide-sense stationary discrete-time processes { x i ( « ) }  
and { x 2 ( n ) } ,  respectively, time-limited to P  data sam­
ples. The generalized nonparametric spectrum estimation 
algorithm for computing the M-point cross-PDS estimate 
of { x i ( w)} and { X2( ^) } consists of the following four 
stages.
Stage 1: First, partition { x s( n ) }  and {x2 ( « ) }  into N  
possibly overlapped segments of length K  each. Let w x (n)  
and w2 ( n ) be two linear window functions which may or 
may not be identical. Apply wx (n)  multiplicatively to 
each segment of x x (n)  to obtain
x \ j ( n ) = x i(IR  +  n ) wi(« );
0 ^  n ^  K  -  \ ,  0 <  / <  iV -  1 (14)
where R  is the shift between adjacent segments. Simi­
larly, weight each segment of x2 (n)  and w2 (n)  to obtain
x2J (n)  =  x 2( IR + n ) w2 (n);
O ^ n ^ K - 1 ,  0 < / < W - l . -  (15)
Padding zeros to the segments may be taken care of by 
defining the window functions appropriately.
Now compute the AT-point sample cross-spectral density 
of the /th segment of Xj (n)  and the (7 + g)th segment of 
x2 (n)  as
G\2,i,q{kAK) =  — X l i (kA K) X 2l+g(kAK);
0 <  k  4  K  -  1, q  =  e „  2 i  +  1, • • * , 0.2 (16)
where Xiyj ( kAK ) is the A'-point DFT of {xtj  ( n )}  for i =  
1, or 2 and j  =  0, 1, • • • , N  — 1 and X2j . ( kAK) is de­
fined to be zero for values of I that are smaller than zero 
and larger than N  — 1. The first stage spectrum estimate 
is now computed as the average of G l2j q(kAK ) over all 
segments. That is,
,  N- X
Gn ,q(kAK) =  -  E  Gn M {kAK). (17)
Stage 2: An estimate of the cross-spectral density of 
{x j (n )}  and { x 2 ( n ) \  can be obtained from each of 
G l2.q(kAK ) by weighting it with a complex exponential 
that will compensate for the shift between the /th segment 
of Xi (n)  and (/ + q)th segment of x2 (n) .  The second 
stage spectrum estimate is obtained by adding these 
weighted estimates of the spectrum over all ^’s as
Qi
Gl2(kAK) =  S  G\2,q{kAK) (18)
q = Q\
Stage 3: The third stage spectrum estimate is obtained 
as a frequency smoothed version of the second stage es­
timate. That is,
6 l2 (kAK) =  Gn {kAK) ® W3{kAK) (19)
1 K~ l
= -  S  Gl2 ( v A K) W3((k -  pc) A*), (20)
A. fi = 0
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where W3 (kAK ) is a quadratic window function and for k
-  ix <  0, W3( ( k  -  /t) A ,)  = W3( ( k  — fi +  K )  Ak ). 
Let w3(m) be the lag window function corresponding to 
the quadratic window function W3 (kAK ) obtained as the 
.ST-point inverse DFT of W3 (kAK), i.e.,
K-  1
w3(m) = ±  S  W3{kAK) e ^ / R)km-
A. k = 0
- K  K
——  <  m < — .
2 2
(21)
Gi2 (kAK ) may equivalently be computed in the following 
manner.
Let c [2 (m)  be the cross-correlation function estimate 
for { xi ( n )}  and { xi  ( n )}  obtained as the AT-point inverse 
DFT of Gn (kAk ). That is,
1 ^
cn (m)  =  p  S  Gn {kAK) e ^ / K)hn-
A A: = 0
- K  K
(22)
Then the third stage spectrum estimate GX2 (kAK ) can be 
obtained as the Af-point DFT of c n (m)  windowed with 
w3 (m) ,  i.e.,
K/ 2 - 1
Gn (kAK) =  2  c l2 (m) e - i(2^ K)km (23)
m = —K/2
where
c l2(m)  =  c l2(m)  w3(m). (24)
Stage 4: The fourth stage cross-spectral density esti­
mate is obtained by first truncating the /f-point third stage 
correlation function estimate cX2 {m)  to M  points as
c 12
, x M  M
-  — <  m < —
0 ; otherwise.
(25)
M  and K  are such that K / M  is an integer. Now, the gen­
eralized spectrum estimate is obtained by taking the M-  
point DFT of cf2 (m)  and scaling it by a constant factor
1 //?. That is,
(M/2) — 1
&&\ k AK) = -  T, -  c ^ ( m ) e - j{2^ M)hn.
P m = ( —M/2)
The generalized spectrum estimation algorithm will be­
come the STUSE algorithm if we do not have any quad­
ratic windowing in stage 3 and no truncation in stage 4. 
That is, W3 {kAK) is a delta function and the final DFT 
length M  is the same as the initial DFT length K.  All the 
other algorithms, in one way or other, compute the aver­
age of the cross-PDS estimates obtained using the /th 
weighted segments of { n ) } and { x 2 ( n ) } ,  and hence, 
for the rest of the section we will assume that Qi =  Q2 =  
0.
To obtain the Blackman-Tukey spectrum estimates 
using the generalized method, we compute the first stage 
spectrum estimate using only one segment; i.e., use a 
rectangular linear window function of length equal to the 
number of data samples, pad at least the same number of 
zeros, and compute the auto/cross-PDS estimate of the 
signals involved. The inverse DFT of this estimate is an 
estimate of the auto/cross-correlation function of the sig­
nals. The BT estimate is now obtained by multiplying this 
correlation function estimate by an appropriately selected 
lag window function w 3 (m)  which is defined to be zero 
except for | M | ^  L where 2L +  1 is the number of lags 
for which the cross-correlation function is computed in 
(1). Note that while in the classical BT method the cor­
relation function is directly estimated, in this theoretically 
equivalent approach, the correlation function estimates are 
obtained using DFT computations.
If we let Wi(n) = w2 (n)  be any arbitrary linear win­
dow function of length M  (where zero padding has been 
taken care of by properly defining the window function), 
there is no truncation in stage 4 (i.e. ,  K  =  M )  and no 
quadratic modification in stage 3, the generalized algo­
rithm becomes the WOSA method.
If in the above, W3 (kAM) is a suitably selected quad­
ratic window function, instead of a delta function, we get 
the lag-reshape method.
To see how Rader’s algorithm fits into the generalized 
framework, choose K  =  ALX in stage 1 and let vv, (n)  and 
w2 ( n ) be rectangular window functions chosen as
A. Special Cases
(26)
w ^ n )  =
w2( n ) =
In (26) |3 is a constant that depends on the window func­
tions Wj (n) ,  w2(n) ,  and w3 (n) ,  and also the parameters 
K, M,  Qu Q2, and R. We will choose j3 so as to conserve 
the signal power after the different operations. After 
deriving the expressions for the expected value of 
& n \ k A K) , we will further discuss the choice of fi. Before 
getting into the derivations, we will discuss how the five 
previously discussed methods fit into the generalized 
framework.
1; n =  0 , 1, • • • , 3Li — 1
0 ; otherwise




It is relatively straightforward to show that the estimate 
obtained using the above window functions after appro­
priate quadratic modification in stage 3, and truncation of 
the DFT length to M  = 2 L X in stage 4, is the same as 
Rader’s estimate when the shift between adjacent seg­
ments R =  Lj, provided one defines the initial and final 
segments of {* j (n )}  and { x 2 ( n ) }  appropriately.
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IV. Statistical Considerations of the 
Generalized Spectrum Estimates
The derivation of the expected value of (ji2 {kAM) is 
straightforward, and the final result is given by
E { C ® ( k A u ) }  = Gu (kAM) ®  We(kAM) (29)
where We(kAM) is the effective window function o f the 
generalized estimation scheme, and it is the Fourier trans­
form of the effective lag window function re(m) .  The ef­
fective lag window function re(m)  is given by the follow­
ing relationships:
-M  M
—-  <  M <  —
2 2( \ re(m)  =■< P
0; otherwise,
rw{m) =  rn (m)  w3(m)
Qi
rn (m) =  2  rn {m +  q R ) ,




and rl2(m)  is the cross-correlation function of the linear 
window functions W](n) and w2(n)  obtained as
1 K~ l
rn(m)  =  -  2  w y{n) w2(n -  m ). (33)
A  n = 0
Note that f n (m) ,  rw(m) ,  and re(m)  are the effective lag 
window functions o f the second, third, and fourth stages, 
respectively (i.e.,  the expected values of the cross-cor­
relation function estimate at each stage is given by the 
product of the true correlation function and the effective 
lag window functions at each stage).
At this point, we are ready to discuss the choice of /3 in
(26). /3 should be chosen such that the average power of 
the signals is preserved. For this we must choose (3 to be 
r , (0);  i.e.,
1
M -  1
re{0) = j -  2  We{kAM).
M  k  =  0
(34)
We will now very briefly discuss the different ap­
proaches by which the generalized spectrum estimates can 
be made unbiased. At this point, it must be pointed out 
that none of the methods discussed in the paper will pro­
duce unbiased spectrum estimates if the cross-correlation 
function of the signals involved is zero for lags greater 
than half the length of the spectrum estimates [i.e., c l2(m)  
= 0 except for —( M / 2 )  <  m <  (M /2 ) ] .  If this con­
dition is satisfied, we can use any one of the following 
three approaches to obtain unbiased spectrum estimates.
1) We can choose w {(n)  and w2( n ) such that the cross­
correlation function r l2( m ) of the two linear window 
functions is flat for —( M / 2 )  <  m <  ( M / 2 )  [i .e. ,  r ]2(m)  
= r12( 0)  for - ( M / 2 )  <  m <  ( M / 2 ) ]  and use no quad­
ratic windowing at all after setting <2i =  Q2 = 0. Con­
ceptually, Rader’s algorithm yields unbiased spectrum es­
timates using this approach.
2) We may use identical linear window functions for 
both the channels [i .e. ,  w {( n )  =  w 2( n ) ] ,  once again set 
Qi = Qi — 0 and choose w3(m) in such a way that the
effective lag window function of the third stage spectrum 
estimate is flat for — ( M / 2 )  <  m < ( M / 2 ) .  Spectrum 
estimates using the lag-reshape and Blackman-Tukey al­
gorithms can be made unbiased using this approach.
3) The third approach consists of choosing identical 
linear window functions for both channels and selecting 
the shift between adjacent segments R and the parameters 
Q} and Q2 appropriately so that the spectrum estimates are 
unbiased. R should satisfy one o f the following three con­
ditions [21]:
a) R =  1,
b) the auto-PDS o f w, ( n ) is zero for frequencies that 
are nonzero integer multiples o f 1 / R,  or
c) R is smaller than the “ Nyquist” sampling rate of 
the “ band-limited” window function w t( n ) .
Also Qi and Q2 should be chosen such that
{Li + M ) / 2  
R
(35)
where [_(* )J denotes the integer part of ( • )  and L x is the 
length of the window function w ^ n )  without taking into 
account the zeros padded to it. The STUSE algorithm can 
be made unbiased using this approach.
A. Variance Analysis
We will now derive expressions for the spectrum esti­
mation variance of the generalized spectrum estimation 
algorithm. The derivations are based on signal spectra at 
discrete frequencies and, as a result, the expressions ob­
tained can be exactly evaluated using numerical methods. 
Also, the derivations are made using the assumption that 
the sequences { x ^ n ) }  and {x2( n ) } belong to real, sta­
tionary, and zero-mean Gaussian time series.
For the purpose of analysis, we will assume that the K- 
point first stage spectrum estimate G X2 q( k A K) is obtained 
by first computing an L-point estimate Gn ,q( k A L), and 
then sampling this estimate every L / K  frequency bin. L 
is assumed to be an integer multiple o f K  and also at least 
twice as large as the number of data samples P.  It is 
straightforward to show that the spectrum estimate ob­
tained using the above process and using (14)—(16) are 
identical [20], [21]. The above assumption is useful in 
analysis, since all data samples may be correlated. (Note 
that we are not assuming that the spectral resolution of 
the estimation scheme is adequate to describe all the mi­
nute details of the signal spectrum.) This will become ap­
parent during the derivations.
The derivation o f the spectrum estimation variance is 
done on a stage-by-stage basis. Since the second, third, 
and fourth stages o f the generalized spectrum estimation 
algorithm can be viewed as either additions of different 
estimates o f the previous stage or convolution of the pre­
vious stage spectrum estimate with a known frequency 
domain window function, evaluation of the spectrum es­
timation variance at these stages can be easily done if one 
knows the covariance of the previous stage estimate for 
all combinations of frequencies. We will start the deri­
vations by evaluating the covariance of the first stage
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spectrum estimate at two arbitrary frequencies kxA L and 
k2 A L. The expected value of the product of Gu ,qi( k \ A L) 
and G*2,qi{k2A L) is obtained by expanding the product 
in terms of the signals and window functions involved and 
also the complex exponentials that are required during the 
Fourier transformation of the signals. This yields
L-  1
E { G 1Xq>(k , AL) G I ^ A l ) }
1 1 N - l
2







J  - j -  -
2ir
n4 + {h ~  {k  + $2 ) ) R )
j  —  v ( ni ~  n2 +  (l2 -  ( l\ +  q i ) ) R )
N 2  K 2  / 1 ,^ 2  =  0  « l , n 2 , r t 3 j « 4  =  0  
' £ { x i ( ^  + n \ ) x i { { h  +  <?i) R  +  n2 )
X\ {hR +  ni )  X2{{h + <h) R + "4 )}
• wx (nx) w2 (n2) w x (n3) w2 (n4 )
• exp ^ - j  y  (k{(nx -  n2) -  k2(n3 -  «4 ) ) j ,  (36)
where w x{n)  and w2(n)  are taken to be zero for n >  K.
Because of Gaussianity, the fourth-order expectation in
(36) can be broken up to sum of products of second-order 
expectations [23], Expressing the resulting correlation 
functions as inverse DFT of the corresponding cross- 
spectral density {in these derivations, G x2( f i AL) is the
(37)
Now, we can substitute (37) in (36) and expand (36) to 
obtain three terms, each one corresponding to one of the 
terms in (37). Of the three terms thus obtained, the first 
term is the product of the expected values of G\2,qi (&i A L) 
and G '\2 q2 ( k2 A l )  ■ The third term involves products of 
the form Wx{ { k x — ) A L) W2(k2 + 11) A L). All practical 
window functions have low-pass characteristics and, ex­
cept at the folding frequencies [i.e., kx =  k2 =  0 or 
( 1 / 2 ) ] ,  Wx({k,  -  m) A l ) and W2( ( k 2 +  M) A L) will not 
overlap significantly on the fi scale [24]. As a result, we 
will neglect the third term throughout the variance anal­
ysis. At the folding frequencies, the second and third 
terms have comparable values and the overall variance 
will be approximately twice that obtained using our anal­
ysis. The above discussion implies that only the second 
term of (37) contributes to the covariance of Gn ,qx and 
Gi2,q2(k2 A L). Using this, and after some further simpli­
fications, the covariance of Gn ,qx(kx A K) and 
Gl2t(,2(k2 A K) works out to
Cov | Gx2 qx{kxAk ),  Gx2 qi(k2 AK)} — Cov { G ncn(KkxA ,^), G1 2 qt(Kk2 AL)}
® ~^2 ) 2  Gu ( iiAl  ) G22 ( vA l  )
W ^ K k ,  -  h ) A l ) W * ( ( K k x -  v ) A l ) W f ( ( K k 2 -  p ) A l ) W2((Kk2 -  v ) A l )
L
2ir , .
- J  ~ r  ~  &  ) R
DFT of the true cross-correlation function for lags in the 
L L \
1; this may be different from the true cross­range
2 ’ 2
spectral density}, we can express the expectation on the 
right-hand side of (36) as
1 r £-1
S  j GX2( ixA l ) exp
n,f = o (__
. 2ir
L z
G*2 (vAl ) exp
.27r
J ~j~ 1 -  n2 -  qxR)
J y  "(«3 ~  n4 ~  «2R)
L — \





J -  «2 + (h -  h)R)
2tt
~ j  Y  v ( n2 ~  ”4 + (*i + <?i “  {h +  42) ) # )
(38)
where k =  L j  K  and
jv— 1
f 2 w  =  F „ . £ . exp
. 2?r






N  sin — Rx 
L
(39)
Note that in deriving (38), we have made use of the fact 
that the /f-point spectrum estimate is obtained by sam­
pling the L-point estimate every k  = L / K frequency bins. 
In the second term of (37), the exponential quantities exp 
[ j  ( 2 t t / L) fi(l\  -  l2 ) R ] and exp [ - j  ( 2 tr/L) v( lx -  l2 
+ ?i ~  <h)R]  take care of the time shift between the Ith 
and /2th segments and the (/, + q\ )th and ( l2 + ^2)th 
segments, respectively. (The same argument holds for the 
corresponding exponential quantities in the third term 
also.) If L is smaller than twice the data length (2P) ,  be-
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cause of the periodic nature of the complex exponential 
functions, the above functions will not correctly reflect 
the dependence between segments which are more than 
L 1 2 (which is half the period of the complex exponen­
tials) apart and will give wrong results—hence the need 
for assuming that L >  2P for the analysis of the spectrum 
estimation variance.
Using the relationship between the first and second stage 
spectrum estimates as given by (18) and the covariance 
expression given by (38), we can obtain an expression for 
the covariance of the second stage spectrum estimates at 
frequencies k^AK and k2 A K as
Cov { Gi^Jq A ^ ) , Gi2(fc2A^)J
=  S  j G n ^ A j , )  Gz i{vA l ) £ 2(m — v)
K. ii m = O '
L-  1
-L  2  G n ( i xAL) G22( v A L) -  v)
A  (x,v = 0




r (^ i  -  v) $*{xk2 -  v)
Wx{{Kh -  p ) A L) W$((Kk, -  u)Al ) 
Wf((Kk2 -  M) W2 (Kk2 -  *>))}, (40)
LK  cr =  0
• W f { { y  -  k<j)Al  ) W3(oAk ) f ( y  -  ko). (45)
Once again, the estimation variance for Gn { kAM) can be 
obtained from (44) by substituting k { =  k2 =  k in this 
equation.
At this point, we are in a position to obtain the esti­
mation variance of the generalized spectrum estimate. It 
is easy to see that G \s2 (kAM) can be obtained by sampling 
G\2 { kAK) every X = ( K / M )  frequency bins after con­
volving it with a quadratic window function WR( kAK) that 
is obtained as the Fourier transform of the rectangular 
window function wR{m)  given by
where
f ( * )  =












sin | — Rx
7T
and then scaling the frequency smoothed version by a fac­
tor 1 //?. That is,
j  ^ (02  +  2 l ) fo
1
(41)
The variance of the second stage spectrum estimate is 
given by substituting k =  ki =  k2 in (40). That is,
- 1 L_1 (
Var |G i2(A:A^)} = —5 X  j Gu (ixAl ) G22(vAL)
v A  /x, v = 0
* Gwim "^w2 W2 ((
• £2(/t -  »)|f(/cfc -  y)| , (42)
where Gwlwl( kAL) and GlV21V2(k AL) are the L-point auto- 
PDS of the window functions W[(«) and w2{n) ,  respec­
tively .
The third stage spectrum estimate Gl2( k A K) is a fre­
quency smoothed version of the second stage spectrum 
estimate given by (19) and (20). Combining (20) and (40), 
the covariance of the third stage spectrum estimates 
Gn ( k l A k ) and GX2{k2 A K) works out to
Cov |G 12(&iA/f), Gl2 (k2A K)}
1 K~ l _  .
= —2 S  Cov | G 12((fci - o x) A K),
J\ a i,cr2=0 v
G\2 {{k2 -  a2 )A*)}  W3{ o {A k ) W f ( a 2A K) (43)
k =  0 , 1, , M  -  1. (47)
K -  1
Then,
Var { ( ^  ( * * , ) }
= S  Cov{Gi2( ( X f c - p , ) A ^ ) ,
p  A  pi,w  = 0 '
G12((Xfc -  p2)A *)}  • ^ ( p i A , )  W*R { p 2A k )  (48) 
1 i_1
= W r i  ^ „ G n (^A i)  G22( vAL) \ a { n \ k  -  \x, 
(j A  n>v = 0
tc\k  -  p) | 2£2( f4 -  p), 
(49)
where u( x ,  y )  is given by
1 K-  1
a ( x ’ y )  = P  2  r (x  -  Kp, y  -  Kp) WR{ p A K). (50)
A  p =0
The main advantage of (49) is that it can be evaluated 
exactly using numerical methods because there are only 
arithmetical operations here. However, for large values
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of L,  it may still be very time consuming to evaluate this 
quantity. Simplifications o f (49) are possible if we assume 
that the spectra of the signals involved do not vary much 
within the range o f the statistical bandwidth o f the effec­
tive window function [3]. Under this assumption, the nor­
malized variance defined as
NVAR { & g ( k A u )}
Var { G ^ i k A u ) }
E { G \ \ \ k A M)} E { G (i \ k A M)}  
gets approximated to 
NVAR { G \ V ( k A M)}  .
(51)
_ I I I  V  ( i  11
(3 K N i  = \ - n
Qi 
, 2N  )  qi,qi = Q\
(K/2)-l
E  \l/(t, l, q x — q2) w j ( t  -  q xR )
t = - ( K / 2 )  .
wR(t -  q xR ), (52)
where
K -  1
’/'(*> U q )  =  E  w x{tx + t )  w x( tx +  t IR)
K  ti = o
• w2(tx) w2{tx + (I + q ) R ) . (53)
For details o f the derivation, the reader is referred to [20], 
The derivations in this section follow those in [21] and 
[27] very closely.
We now present an example that verifies the variance 
expressions derived above. The experiment presented here 
was done on synthetic data obtained by passing zero mean, 
white, Gaussian pseudorandom signals through a second- 
order filter whose transfer function is given by
H ( z )
0.367







The results are averages o f 2240 independent spectrum 
estimates based on 512 data samples each. The parame­
ters of the spectrum estimation algorithm employed were 
as follows. The linear window functions w x( n )  and w 2( n )  
were both identical rectangular window functions of 
length 64 samples each, there was no overlap (i.e.,  R  — 
64),  —Qi =  Q2 =  I,  and the FFT length was 256. Also, 
there was no truncation in the final stage ( i .e. ,  K  =  M  =  
256).  Finally, the quadratic window function used was 
such that the effective window function was the same as 
that for the STUSE algorithm using 64-point Hanning 
windows, 256-point FFT’s, — Qi, = Q2 =  2, and R  =  
16.
Fig. 1(a) displays the true autopower spectral density 
of the signals along with the ensemble averages o f the 
estimates. Fig. 1(b) and (c) shows plots o f the theoretical 





Fig. 1. Example used to verify the derivations for estimation variance of 
the generalized nonparametric spectrum estimation algorithm, (a) (1) True 
spectrum, (2) ensemble mean of estimates, (b) (1) Theoretical and (2) 
ensemble variances, (c) (1) Theoretical and (2) ensemble normalized 
variances.
retical normalized variance along with the ensemble nor­
malized variance, respectively. The theoretical plots in 
Fig. 1(b) and (c) were computed using the approximate 
expression in (52). From this figure, we can make the fol­
lowing observations. At the folding frequencies, the en­
semble variance is approximately twice that predicted by 
(52). This result is in accordance with the discussion after 
(37). The theoretical and ensemble variances in Fig. 1(b) 
and (c) show close match. On an average, the ensemble 
normalized variance is approximately two percent smaller 
than that predicted by (52). The small discrepancies be­
tween the theoretical and ensemble variances can be at­
tributed to a combination o f the approximations made 
during the derivations, the statistical variability o f the ex­
periment, and imperfections in the pseudorandom number 
generator.
Finally in this section, we will make a comparative 
study of the estimation stability o f different unbiased 
methods, when all of them have the same effective win­
dow function. The methods compared are the Blackman- 
Tukey algorithm, the lag-reshape method with several dif­
ferent initial window lengths, the STUSE algorithm, and 
Rader’s approach. In each situation, the effective window 
was the same as that for the STUSE algorithm that uses 
32-point Hanning window functions, 50 percent overlaps, 
and — Qi =  Q2 = 3. The data length is assumed to be 
1024 samples. Note that the estimation variance is inde­
pendent of the final FFT length. In Table I we have tab­
ulated the theoretical normalized variance obtained using
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TABLE I
A p p r o x im a t e  N o r m a l iz e d  V a r ia n c e s  f o r  D if f e r e n t  U n b ia s e d  M e t h o d s  w h e n  1 0 2 4  D a t a  





Blackman-Tukey ---- 0.105 ----
Lag-reshape K  = 128 0.132 Segment length = K /  2 "
K  =  256 0.114 Rectangular linear window
K  =  512 0.108 No segment overlap
K  = 2048 0.105 K  =  2048 is same as BT
STUSE -Qi  = Qi = 3, R =  16 0.104 32-point Hanning window
Rader ---- 0.102 64-point initial segment
(52) for the different methods along with the pertinent pa­
rameters. We can see that all the methods, except the lag- 
reshape approach with smaller segment sizes ( K  =  128 
and 256), exhibit more or less similar estimation vari­
ances.
The poorer performance of the lag-reshape algorithm 
for smaller segment lengths can be intuitively explained 
in the following manner. Note that for the LR method 
(and also for the BT approach), unbiased estimates are 
obtained using lag (quadratic) window functions. This lag 
window function is obtained as the quotient of the effec­
tive lag window function and the autocorrelation function 
of the linear rectangular window function that is used. 
Since for small rectangular window functions, the auto­
correlation function decreases to zero very rapidly, the 
corresponding lag window function increases very rap­
idly, which in turn increases the variance o f the correla­
tion function estimates at these lags. This increased vari­
ance reduces the stability of the corresponding spectrum 
estimates. Since both STUSE and Rader’s algorithms do 
not make use o f lag windows that increase with lag, their 
estimation variances are not disproportionately affected. 
Also, when the segment sizes are much larger than the 
size of the effective lag window function, the rate at which 
the lag window function increases with increasing lags is 
small, and thus, there is no undue increase in estimation 
variance.
V. S p e c t r a l  R e s o l u t io n  a n d  L e a k a g e  S u p p r e s s io n
In this section, we will discuss some subtle aspects of 
spectral resolution and spectral leakage suppression ca­
pability of the nonparametric spectrum estimation tech­
niques. The spectral resolution of all the methods dis­
cussed here is limited by the inverse of the duration of the 
time series. However, there are at least two different ap­
proaches by which one can improve the spectral resolu­
tion to beyond what is obtained using the linear window 
functions.
We can use a quadratic window function in such a way 
that the effective window function has smaller statistical 
bandwidth than without quadratic windowing. However, 
this approach is not recommended since the estimation
variance is increased disproportionately to the improve­
ment in resolution. This is especially true if  the lag win­
dow function needs to be very large for higher lags in 
order to achieve the required resolution. Also, the im­
provement in spectral resolution is limited to the inverse 
of the duration o f the cross-correlation function of the lin­
ear window functions applied to the two channels.
The second approach to increasing the spectral resolu­
tion is the method employed by the STUSE algorithm, 
where the cross-PDS estimates are based on not only the 
averages of the sample cross-PDS of the / th windowed 
segments of { x^ (n ) }  and {x2( n ) } ,  but also on the aver­
ages of the sample cross-PDS of the /th segment of 
{ x \ ( n ) }  and the ( /  +  g)th segment of { x 2{ n ) }  for dif­
ferent values o f q  ranging from Qt to Q2 [see (6)-(8)]. 
This approach has two obvious advantages.
1) This method produces spectrum estimates with bet­
ter stability than the first approach.
2) One can choose arbitrarily small linear window 
function with specific sidelobe structure and vary the pa­
rameters <2i and Q2 to obtain good spectral resolution 
without sacrificing the spectral leakage suppression ca­
pability [21], Note that this effectively delinks the spec­
tral resolution and leakage suppression aspects. We will 
discuss this fact further in a short while.
In the rest o f the section, we will discuss the spectral 
leakage suppression capability o f unbiased nonparamet­
ric spectrum estimation algorithms. Spectral leakage is 
caused by strong sidelobes of the window functions. It is 
well known that suitably selected linear window functions 
will suppress spectral leakage effectively [6], [15], [19], 
It is also well accepted that for the spectrum estimates to 
exhibit good spectral leakage suppression, the effective 
window function should have good sidelobe structure. It 
was shown in [27] and [28] that by choosing the quadratic 
window function properly, one can compensate for the 
bad sidelobe behavior of the linear window function that 
is used. However, there has been considerable contro­
versy about whether excellent sidelobe structures achieved 
using quadratic functions can effectively reduce spectral 
leakage [4], [32], [37],
For periodograms, it was pointed out in [32] that the 
leakage suppression brought about by the improved side-
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lobe structure is masked by estimation noise. Similarly, 
for segment averaging-type spectrum estimation tech­
niques, except for the case where the estimation noise lev­
els are very small (i.e., when there is a large number of 
segments over which the spectrum estimates are aver­
aged), this estimation noise will mask any reduction in 
the spectral leakage that can possibly be obtained using a 
quadratic window function [22],
The arguments in [22] can be extended to the case of 
unbiased spectrum estimation algorithms also. When the 
signals have a large dynamic range (when large peaks and 
valleys are bunched together at closely spaced frequen­
cies) and when rectangular linear window functions (or 
other linear window functions with bad sidelobe struc­
ture) are used, the bad sidelobe structure of the linear win­
dow function will mask the weaker details of the spec­
trum. Using (38), it is easy to show that the variance of 
the first stage spectrum estimate obtained using (16) (i.e., 
using only one segment for each channel) is proportional 
to the product of the expected values of the individual 
autopower density spectrum estimate. Segment averag­
ing, while reducing the noise level, will, in general, not 
bring the noise levels down to that of the weaker spectral 
components. As a result, at frequencies with weak spec­
tral power, since the expected value of the spectrum es­
timate may be several magnitudes larger than the spec­
trum itself, the estimation noise will also be several 
magnitudes larger than the signal spectrum. When an ap­
propriate quadratic window function is applied to the 
above spectrum estimate,, the magnitude of the expected 
value of the spectrum estimate is reduced to the correct 
levels (as a result of the sidelobe compensation brought 
about by the quadratic window function). Unfortunately, 
the estimation noise is not proportionately reduced [22], 
[32]. This results in the masking of the weak details by 
the spectrum estimation noise. The only way this masking 
will not occur is if the estimation noise is small at fre­
quencies where the signal strength is weak. This can hap­
pen in two ways: 1) when the number of data samples are 
much larger than the required spectral resolution, and 2) 
when the expected value of the spectrum estimate has the 
same order of magnitude as the weak signal level. (Note 
that this can be achieved by using a linear window func­
tion with good sidelobe structure.)
We must also point out that the above discussion ap­
plies not to the average behavior of the spectrum estima­
tion scheme but to each individual estimate. On an aver­
age, all the methods will perform in the same way if the 
effective window functions are the same. However, be­
cause of the effect of estimation errors, their perfor­
mances will differ considerably for individual estimates.
Among the different unbiased methods discussed in this 
paper, only the STUSE algorithm uses linear window 
functions (different from rectangular window functions). 
Also, it has been shown in [21] that the effective window 
function of the STUSE algorithm has better sidelobe 
structure than that of the linear window function used. As 
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Fig. 2. Comparison of spectral leakage suppression capabilities of several 
unbiased nonparametric spectrum estimation algorithms, (a) STUSE, (b) 
Blackman-Tukey, (c) Rader, and (d) lag-reshape. (1) is the true spec­
trum, (2) is the estimated spectrum.
estimation methods discussed here, only the STUSE al­
gorithm exhibits effective spectral leakage suppression 
when the data lengths involved are small.
We will present a simulation example to demonstrate 
the above result. The true spectrum of the signal used in 
this example is plotted as curve 1 in Fig. 2(a)-(d). The 
signal was obtained using three independent zero-mean, 
white, Gaussian sequences of variance 1, 0.001, and 
0.0001, respectively, sampled at 2000 Hz. The first two 
sequences were processed through tenth-order Butter- 
worth bandpass filters with passbands 200-400 Hz and 
600-800 Hz, respectively, and were added together along 
with the third sequence.
In this example, we will compare the 256-point auto- 
PDS estimates computed from 512 samples of this signal, 
obtained using the STUSE algorithm that uses 64-point 
Hanning windows, R — 16, and —Q\ =  Q2 — 1; Black­
man-Tukey approach; Rader’s algorithm with 128-point 
data segments; and the lag-reshape algorithm that em­
ploys 128-point data segments. Wherever applicable, the
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quadratic window functions were such that the effective 
window functions were the same as that o f the STUSE 
algorithm using the same parameters as in this example. 
The auto-PDS estimates in decibels, computed using 512 
data samples for each o f these methods, are plotted as 
curve 2 in Fig. 2(a)-(d). We can see that only the STUSE 
algorithm picks up the smaller o f the two peaks, demon­
strating that only this method exhibits effective spectral 
leakage suppression, in spite of the fact that all the ap­
proaches had the same effective window function. For this 
example, the estimation variance for each method was 
evaluated at 500 Hz using (49) and a piecewise linear ap­
proximation for the true spectrum. The results showed that 
the estimation variances for the lag-reshape, Rader’s, and 
Blackman-Tukey methods were larger than that of the 
STUSE algorithm by 18.2, 16.3, and 9.8 dB, respec­
tively. Note that the better the sidelobe structure is before 
the quadratic window is applied, the smaller the final es­
timation variance is. As discussed earlier, if the time se­
ries involved is o f a much larger duration, all the methods 
will exhibit good spectral leakage suppression.
VI. C o n c l u d in g  R e m a r k s
The purpose o f this paper was many-fold. First o f all, 
we wanted to present a unified overview of nonparametric 
spectrum estimation techniques. Toward this goal, a gen­
eralized nonparametric spectrum estimation algorithm was 
introduced. This method contained as special cases the 
Blackman-Tukey, WOSA, lag-reshape, STUSE, and 
Rader’s algorithms. Also, the generalization presented in 
the paper unifies more methods than that proposed by 
Nuttall and Carter [27], [28]. Expressions for the spec­
trum estimation variance of the generalized algorithm 
were derived under Gaussian assumptions. We also pre­
sented a simulation example to verify the theoretical de­
rivations. All the derivations in the paper were done in 
terms o f the signal spectra at discrete frequencies and, as 
a result, the expressions can be evaluated exactly using 
numerical methods. It must,be pointed out that the esti­
mation variance can be obtained by appropriately sam­
pling the expressions derived using continuous frequency 
variables. However, the method developed here shows 
that numerical evaluation o f these expressions may re­
quire knowledge o f Signal spectra at discrete frequencies 
that are much closer than those that are evaluated during 
spectrum estimation.
Unbiased nonparametric spectrum estimation algo­
rithms were discussed in some detail in this paper. In Sec­
tion IV we discussed three different approaches to obtain­
ing unbiased spectrum estimates and pointed out examples 
from literature that work in each of these methods. The 
stability aspects o f different nonparametric methods were 
compared in the same section, and it was shown that 
within the accuracy of the approximate variance formula, 
all four methods are equally stable, except for the case 
when unbiased spectrum estimates were obtained using
the lag-reshape approach with very small initial segment 
sizes.
We discussed some subtle aspects o f spectral leakage 
suppression in Section V. It was shown that good sidelobe 
structure by itself is not enough to provide effective spec­
tral leakage suppression. We also need basic linear win­
dowing o f the time series with window functions that have 
good sidelobe structure. Otherwise, even when the effec­
tive window functions have good sidelobe structure, the 
correlated estimation noise will mask the spectral leakage 
suppression that is attainable. Because of this, among the 
many unbiased spectrum estimation schemes that are pop­
ularly used, only the STUSE algorithm exhibits effective 
spectral leakage suppression capability when the time se­
ries is o f short duration.
Finally, we believe it is appropriate to discuss the suit­
ability of different algorithms in different situations. First 
of all, if  the dynamic range of the spectrum being esti­
mated is small, we must realize that there is little possi­
bility o f problems arising due to spectral leakage. Thus, 
we can avoid linear windowing altogether (i.e.,  use only 
rectangular window functions) and save a great deal on 
the number of multiplications involved. In such situa­
tions, we can choose the Blackman-Tukey algorithm or 
one of the segment averaging techniques. If a segment 
averaging method is chosen, we also need no segment 
overlap. Also., if  unbiased spectrum estimates are re­
quired, Rader’s algorithm is the best, since this method is 
computationally the least expensive.
However, when the signal spectra have large peaks and 
valleys close together, we must make sure that the algo­
rithm exhibits good spectral leakage suppression. If the 
data length is large, as discussed in Section V, we can use 
suitably selected quadratic window functions and obtain 
good sidelobe structure, which would in turn provide ef­
fective spectral leakage suppression. The suggested al­
gorithm for such a situation is the lag-reshape approach. 
If unbiased estimates are needed, one may use Rader’s 
algorithm with suitable quadratic windowing, or one may 
employ the lag-reshape method with large data segments. 
Finally, if  the dynamic range is large and the data length 
is relatively short, one must use the WOSA method with 
a linear window function that has good sidelobe structure. 
If unbiased estimates are also required under these con­
ditions, STUSE algorithm is the suggested approach.
We must point out here that, throughout this paper, we 
have assumed that the data length is large enough to give 
the desired spectral resolution. If this is not the case, one 
must resort to one or the other o f the different parametric 
spectrum estimation techniques that are available, or some 
of the more complex nonparametric approaches as in [33].
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