Abstract. Markov numbers are integers that appear in the solution triples of the Diophantine equation, x 2 + y 2 + z 2 = 3xyz, called the Markov equation. A classical topic in number theory, these numbers are related to many areas of mathematics such as combinatorics, hyperbolic geometry, approximation theory and cluster algebras.
Introduction
The purpose of this article is to prove two conjectures on Markov numbers from [A] . For facts about the Markov numbers we refer to [A] . The first few triples to satisfy the Markov equation are the triples containing repeated values, i.e. the singular triples (1, 1, 1) and (1, 2, 1). All of the other solutions are nonsingular triples, some of which are depicted in Figure 1 . Since the set of Markov numbers is the union of the entries in the triples, the first few Markov numbers are 1, 2, 5, 13, 29, 34, 89, 169, 194, 233, 433, 610, 985, etc. Every Markov number appears as the maximum of some Markov triple. Notice that with the exception of the first non-singular triple, we only underline the maximum of each triple in the tree in Figure 1 . It is known that these underlined values provide a complete list of the Markov numbers. However, it is an open conjecture by Frobenius from 1913 whether each Markov number appears as the maximum of a unique Markov triple.
The Markov numbers can be indexed by the rational numbers between zero and one. This is done by comparing the combinatorially identical trees in Figure 1 and Figure 2 . Figure 1 is the beginning of the binary tree called the Markov tree. Each branch of the tree is constructed in a specific manner. From the vertex (x, y, z) the branch leading below and to the left will be (x, 3xy − z, y) and below to the right will be (y, 3yz − x, z).
In Figure 2 we have the Farey tree, a binary tree of Farey triples. When starting with a triple, 
Since the underlined values in the Farey tree provide a list of every distinct rational number from zero to one, we can correspond Q [0, 1] to the Markov numbers. We refer to a Markov number as m p/q where p < q and q, p are relatively prime positive integers.
Therefore we are now ready to state the fixed numerator and fixed denominator conjectures [A, 10.11] that are the main topic of this paper. The point is that these conjectures order subsets of the Markov numbers by their index. Conjecture 1.2. (Fixed Numerator Conjecture) Let p, q and i be positive integers such that p < q, gcd(q, p) = 1 and gcd(q + i, p) = 1, then m p/q < m p/(q+i) . Conjecture 1.3. (Fixed Denominator Conjecture) Let p, q and i be positive integers such that p + i < q and gcd(q, p) = 1 and gcd(q, p + i) = 1, then m p/q < m (p+i)/q . Example 1.4. This example highlights some of the orderings implied by Conjectures 1.2 and 1.3. m 1/7 < m 2/7 < m 3/7 < m 4/7 < m 5/7 < m 6/7 610 < 1, 325 < 2, 897 < 6, 466 < 14, 701 < 33, 461 m 1/6 < m 5/6 233 < 5, 741
m 2/3 < m 2/5 < m 2/7 < m 2/9 < m 2/11 < . . . 29 < 194 < 1, 325 < 9, 077 < 62, 210 < . . .
We are now ready to state our main result.
Theorem 1.5. The conjectures 1.2 and 1.3 hold.
The proof is an application of the theory of cluster algebras. It is shown in [BBH, P] that Markov triples are related to the cluster algebra of the torus with one puncture; namely, the Markov tree is obtained from the exchange graph of the cluster algebra by specializing the initial cluster variables to 1. Then, via a formula from [MSW] , one can express each Markov number as the number of perfect matchings of an associated graph, called a Markov snake graph. Finally, using results of [CS4, CS5] , each Markov number can then be expressed as the numerator of a very particular continued fraction.
This allows us to reformulate the conjectures in terms of continued fractions. To prove the conjectures, we first show several results for continued fractions in general and then apply them to the particular case of the continued fractions of the Markov snake graphs.
The paper is organized as follows. We start by reviewing basic properties of continued fractions in Section 2 and prove our new results on continued fractions in Section 3. In Section 4, we first review the construction of Markov snake graphs and their continued fractions and then apply the results from Section 3 to prove our main theorem.
Basic properties of continued fractions
In this section, we provide the necessary definitions and properties of continued fractions that will be necessary to prove our results. We restrict ourselves in this paper to finite continued fractions with non-negative integer entries. For a i ∈ Z ≥0 , a n = 0, we define [a 1 , . . . , a n ] := a 1 + 1
When we evaluate a continued fraction, we obtain a reduced rational number with numerator denoted N[a 1 , . . . , a n ]. The numerator of a continued fraction satisfies some basic properties, a few of which are listed in Proposition 2.1.
. . , a n ] = a n N[a 1 , . . . , a n−1 ] + N[a 1 , . . . , a n−2 ].
We call a n , . . . , a 1 the reversal of a 1 , . . . , a n . We would now like to extend the definition of the numerator of a continued fraction. First, we let N[ ] = 1, so that the recursion equations (2.1) and (2.2) still hold when the continued fraction has only two entries. We also define the numerator of a continued fraction ending in double zeros as follows.
This brings us to some important properties of continued fractions whose entries include double zeros.
Lemma 2.3.
Lemma 2.3 states that as far as the numerator of a continued fraction is concerned, a pair of consecutive zero entries can be incorporated or removed without effect.
Proof. Equation (2.6) and Equation (2.7) can be proved by simple calculation, so we omit their proofs. We will give the proof of Equation (2.8). By definition the left hand side, N[a 1 , . . . , a n , 0, 0] is equal to N[0, 0, a n , . . . , a 1 ] and by Equation (2.7), this is equal to N[a n , . . . , a 1 ]. Since the numerator of a continued fraction is equal to the numerator of the continued fraction's reversal, Equation (2.5), this is equal to N[a 1 , . . . , a n ].
The following properties of continued fractions are slightly less straight forward, but will become useful in this paper.
2N[a 1 , . . . , a n , 1] = 2N[a 1 , . . . , a n ] + 2N[a 1 , . . . , a n−1 ] = 2N[a 1 , . . . , a n ] + N[a 1 , . . . , a n−1 ] + N[a 1 , . . . , a n−1 ] = N[a 1 , . . . , a n , 2] + N[a 1 , . . . , a n−1 ]
In [CS4] , the authors use the method of grafting snake graphs to obtain Proposition 2.5, an identity on numerators of continued fractions.
Results on continued fractions
In this section, we prove several results on continued fractions in general. In Section 4, we will apply these results to the continued fractions related to Markov numbers.
Soon it will become tedious and unnecessary to list every entry of a continued fraction. Thus we introduce the following notation.
Definition 3.1. Let µ = a 1 , . . . , a n be a sequence of positive integers or µ = a 1 , a 2 = 0, 0. Then we define the following notation,
A replacement is an operation on the entries of a continued fraction such that a either 1, 1 is replaced with 2 or 2 is replaced with 1,1.
Before we begin to prove results on continued fractions, we would like to give some insight and motivation as to why these particular results are useful. In Section 4, we apply the main result of this section, Theorem 3.8 to prove Conjectures 1.2 and 1.3 about Markov numbers.
Theorem 3.8 shows that the numerator of the continued fraction with a 2 appended to the end is larger than the numerator of the continued fraction with replacements which does not have the appended 2 at the end. Although Theorem 3.8 is a more general statement, it describes the operation of changing from one Markov number to the next. As we will see in Section 4, the Markov numbers m (p+1)/q and m p/q can be expressed as the numerators of two continued fractions which are exactly of this form. For instance, the numerators of the continued fractions in Example 3.3 are equal to the Markov numbers m 4/7 and m 3/7 . Example 3.3. In this example, we observe that m p/q < m (p+1)/q when q = 7 and p = 3. In the continued fraction below, we have highlighted the different replacements. Notice that the (q, p + 1)-Markov numerator has one more replaceable entry than the (q, p)-Markov numerator.
Proving the main result in this section requires some work. We will build up to that result. First, we give the exact difference in the numerators of two continued fractions where the only change is a single replacement of 1,1 with 2.
Lemma 3.4. Let each µ i either be a sequence of entries in Z + or equal to 0, 0. Then
Proof. Consider the case µ 1 = 0, 0. By Equation (2.7) and Equation (2.4), we know that the left side of Equation (3.1),
, is equal to zero. Since the right side of Equation (3.1) is
in this case, the statement holds.
Next we consider the case µ 2 = 0, 0. We use Equation (2.8) to write the left side of Equa-
. Then by Equation (2.3), this is equal to zero. Since the right side of Equation (3.1) is
Next, suppose µ 1 and µ 2 are sequences in Z + . We will prove the statement by induction on the number of entries before the 1, 1 in the first continued fraction. For our base case we let µ 1 = a 1 . We apply Equation (2.1) to both numerators in the expression on the left hand side of Equation (3.1).
, the first term is zero. We can decompose the second term using Equation (2.1), then combine like terms.
and therefore the right side of Equation
. Therefore the statement holds in the base case.
Next, let µ 1 have n > 1 entries and assume Equation (3.1) holds for any µ 1 with n or less entries. We would like to prove that N[a 0 , µ 1 , 1, 1,
. We apply Equation (2.1) and then regroup the expression.
Applying our induction hypothesis to each difference, we see that this expression is equal to
where the last identity holds by Equation (2.1). Therefore Lemma 3.4 is proved by induction.
Lemma 3.4 allows us to compute the exact difference in the numerators of two continued fractions when replacing 1,1 with 2, assuming the rest of the entries in the two continued fractions agree. It also tells us that this difference is positive. Moreover, if we replace a 2 with 1,1, we obtain a negative difference. It follows that if the only change we made to a continued fraction was to repeatedly replace 2's with 1,1's, the numerator of the original continued fraction would be smaller than the resulting one. However, the next lemma states that if the original continued fraction has one more replaceable entry, a 2 at the end, then it will remain larger even if you repeatedly replace 2's with 1,1's.
Lemma 3.5. Let δ j = µ 1 , 2, µ 2 , 2, µ 3 , . . . , µ j and ǫ j = µ j+1 , 1, 1, µ j+2 , 1, 1, . . . , µ k where each µ i is a sequence of entries in Z + or equal to 0, 0, then
Remark 3.6. We cannot rule out the possibility of replacing consecutive 2's in the continued fraction. In order to have a µ i between these two consecutive replacements, that µ i would have to be equal to 0,0. Using µ i = 0, 0 as a placeholder does not change the value of the numerator by Lemma 2.3.
Proof. Our goal is to rewrite the left side of the equation in Lemma 3.5. By equation (2.9),
Therefore the left hand side of the equation in Lemma 3.5 is equal to
Next, we focus on the last two terms of the previous expression because the continued fractions only differ by the replacements. We rewrite their difference by adding and subtracting k − 1 placeholder terms as follows.
Next, since each line represents a single replacement, we can apply Lemma 3.4 to each line, and obtain
Then we use the notation given in the statement of the lemma. Let δ j = µ 1 , 2, µ 2 , 2, µ 3 , . . . , µ j , meaning the δ's give the entries at the beginning of the continued fractions, i.e. the parts that still have 2's between the µ's. Whereas the ǫ's give the entries at the tail end of the continued fraction with 1,1's between the µ's, ǫ j = µ j+1 , 1, 1, µ j+2 , . . . , µ k . This substitution of notation yields the following.
We now substitute this equality back into Equation (3.2) and obtain
Our next task is to prove the difference in Lemma 3.5 is in fact positive, meaning that N[µ 1 , 2, µ 2 , 2, µ 3 , . . . , µ k , 2] > N[µ 1 , 1, 1, µ 2 , 1, 1, µ 3 , . . . , µ k ]. To do this, we will use the equality we proved in Lemma 3.5 and induction.
Lemma 3.7. Let µ i be a sequence of entries in Z + or equal to 0, 0. Then
Proof. We prove Lemma 3.7 by induction. For the base case, let k = 2. Then we would like to prove that N[µ 1 , 2, µ 2 , 2] − N[µ 1 , 1, 1, µ 2 ] > 0. We can rewrite the expression using the equality in Lemma 3.5
Then apply the grafting formula in Proposition 2.5 to the first term in the right side of this equation to obtain
The first two terms are positive, but more importantly, each is larger than the third term. Therefore the expression is positive. Note that in the case µ 1 = 0, 0, the third term is zero, so the first two positive terms clearly yield a positive result.
For the induction, we assume the expression is positive for k many µ's. We would like to prove the difference is positive when there are k + 1 many µ's (µ 0 through µ k ). Thus we consider the expression
In the case where µ 0 = 0, 0, this expression is equal to N[2, µ 1 , 2, . . . , 2, µ k , 2]−N[1, 1, µ 1 , 1, 1, . . . , 1, 1, µ k ] by Equation (2.7) which is the same as N[2, µ 1 , 2, . . . , 2, µ k , 2] − N[2, µ 1 , 1, 1, . . . , 1, 1, µ k ] by Equation (2.4). Therefore we can relabel µ 
is positive when µ 0 = 0, 0. By Lemma 3.5 this positivity is equivalent to the inequality
Our goal is to use the induction hypothesis,
Using Proposition 2.5, we have
by Equation (2.10). Then applying the induction hypothesis, Equation (3.3) to the first term and Equation (3.4) to the second term, we obtain the following.
When we eventually prove Conjectures 1.2 and 1.3, we will not only be replacing 2's with 1,1's but we will also be replacing 1,1's with 2's. However, replacing 1,1's with 2's yields a positive difference in the numerators of the continued fractions by Lemma 3.4. Therefore these kinds of replacements should only strengthen our result. To be certain, we prove Theorem 3.8 which states that regardless of what replacements are made (1, 1 → 2 or 2 → 1, 1) and where in the continued fraction they occur, the numerator of the continued fraction having an extra 2 at the end will be larger than the numerator of the continued fraction with replacements without the 2 at the end. 
Proof. Using Equation (2.9), we see that
Since our goal is to show that this value is positive, and the first term is clearly positive, we turn our attention to the difference given by the last two terms. Let us denote this difference by D, thus
Note that the continued fractions differ only by replacements. We would like to consider these replacements one at a time. First, we start by changing all α i = 1, 1's to α ′ i = 2's and leaving the α i = 2's alone. We define a map f that does just this.
To compute D 1 , we start with the end of the continued fraction and consecutively replace each α i with f (α i ). This is the same basic process used in the proof of Lemma 3.5, where we add and subtract in placeholders in order to look at the difference given by each replacement individually. Notice that if α i = 2, then f (α i ) = 2 and no actual change is made to the continued fraction, therefore the difference in numerators would be zero. Hence instead of summing the differences over all i, we can sum over only the i's where
This expression can be simplified by applying Lemma 3.4 to each difference in the sum. Since we only replace α i = 1, 1 with α ′ i = 2, each difference is positive. Hence
This value is positive. However, we still need to compute D 2 by replacing each original α i = 2 with α ′ i = 1, 1 while leaving the rest alone. Similarly to before, we work starting from the end of the continued fraction, and separate each replacement. Thus D 2 is equal to
Then Lemma 3.4 gives us an equivalent expression. However, this value is negative.
Therefore substituting D = D 1 + D 2 into Equation (3.5), we have shown the following equality.
In order to prove that Equation (3.6) is positive, we compare to the continued fraction in which every α i = 2. In this case D 1 = 0. Therefore we know that the right hand side of Equation (3.6) is greater than the same expression when every α i = 2. Hence
and this is positive by Lemma 3.7.
Proof of Conjectures 1.2 and 1.3
The purpose of this section is to provide a proof for the fixed numerator conjecture and fixed denominator conjecture seen in [A] and reworded in Conjecture 1.2 and Conjecture 1.3. In order to do so, we will prove a more general statement, Theorem 4.6. We start by recalling the definition of Markov snake graphs and their continued fractions.
4.1. Markov snake graphs. In this subsection, we give the background necessary to understand the relationship between Markov numbers and snake graphs. We often refer to work done in the field of cluster algebras because Markov triples are related to the clusters of the cluster algebra of a torus with one puncture [BBH, P] . More specifically, Markov snake graphs, which we will define below, correspond to the cluster variables of a cluster algebra from a once punctured torus.
Let p and q be relatively prime integers with p < q. First, we define the (q, p)-rectangle to be the rectangle formed in R 2 with the origin and (q, p) as vertices. We call the diagonal through these vertices, ℓ p/q , because it is a line segment with slope p/q. The unique lattice path L p/q in Z × Z from the origin to (q, p) lying strictly below ℓ p/q and with no lattice points strictly between the path L p/q and the diagonal ℓ p/q is called the Christoffel lattice path. For example, the Christoffel path L 3/5 is shown in Figure 3 . We construct a Markov snake graph, G p/q , from the Christoffel lattice path L p/q .
Simply put, snake graphs in general are graphs consisting of square tiles where each tile is placed either to the right or above the previous tile. General snake graphs were introduced in [MSW] in order to give a combinatorial formula for cluster variables in terms of perfect matchings. These graphs were further studied in [CS, CS2, CS3, CS4, CS5, R] . The special case of Markov snake graphs already appeared in [P] . The following definition is from [CS5] .
Definition 4.1. The Markov snake graph, G p/q , is the snake graph with half unit length tiles, lying on the Christoffel lattice path L p/q such that the south west vertex of the first tile is (0.5, 0) and the north east vertex of the last tile is (q, p − 0.5).
For an example, see Figure 3 for the construction of the Markov snake graph G 3/5 . Once the Markov snake graph is constructed, we consider the number of perfect matchings it has. A perfect matching is a collection of edges in a graph such that each vertex on the graph is adjacent to exactly one edge in the collection. The following is a reformulation from [CS5] of a result due to [P] . When p and q are not relatively prime, we can still associate a numerical value to m p/q in a somewhat analogous manner. We construct a unique lattice path L p/q in the (q, p)-rectangle from the origin to (q, p) such that L p/q lies below or on the line segment ℓ p/q from the origin to (q, p) and no lattice points lie strictly between L p/q and ℓ p/q . Then we construct a snake graph on this lattice path in the same manner as before. We call this a lattice path snake graph, rather than the more specific Markov snake graph. We let the number of perfect matchings of this lattice path snake graph be m p/q . 4.2. Continued fractions of Markov snake graphs. Every snake graph has a corresponding continued fraction. Moreover, the numerator of that continued fraction is the number of perfect matchings of its associated snake graph. This relation to continued fractions was found in [CS4] and applications were given in [CS5, CLS, LS, R] . Therefore by Theorem 4.2, the numerator of the continued fraction associated to a Markov snake graph is that Markov number. Thus we will study Markov numbers by analyzing the numerators of continued fractions.
Regardless of whether p and q are relatively prime, we study m p/q by considering its associated continued fraction. The continued fraction of a snake graph is determined by the snake graph's sign function as in [CS4] . For lattice path snake graphs, including Markov snake graphs, we can determine the entries in the continued fraction by the following process. Shade the first and last tiles in the snake graph, then shade any corner tiles. The entries in the continued fraction can then be read off the snake graph. Any shaded tile represents an entry 2 and each interior edge strictly between shaded tiles represents an entry 1. See Example 4.3. Next, we analyze these entries. The continued fraction, [a 1 , . . . , a n ], has entries a i ∈ {1, 2} such that the sum of the entries is n i=1 a i = 2q + 2p − 2 due to the construction of the snake graph. In addition, if a i = 1, then either a i+1 = 1 or a i−1 = 1. Meaning that the 1 entries come in pairs. Note that all pairs are disjoint. So if 1,1,1,1 appears in the continued fraction we would count this as two pairs of 1's and not three. Since the 1's appear in pairs we would like a way to refer to them as a single entry.
Definition 4.4. Let [a 1 , a 2 , . . . , a n ] be the continued fraction associated to a lattice path snake graph. The sequence a 1 , a 2 , ..., a n can be decomposed into the subsequence ν 1 , ..., ν m where each ν i = 1, 1 or ν i = 2 such that we have an identity of sequences a 1 , a 2 , ..., a n = ν 1 , ν 2 , ..., ν m . Then each ν i is called a replaceable entry. m 16/23 = N[2, 2, 2, 2, 2, 1, 1, 2, 2, 2, 2, 1, 1, 2, 2, 2, 2, 1, 1, 2, 2, 2, 2, 2, 2, 1, 1, 2, 2, 2, 2, 1, 1, 2, 2, 2, 2, 1, 1, 2, 2, 2, 2, 2] m 15/23 = N[2, 2, 2, 1, 1, 2, 2, 2, 2, 1, 1, 2, 2, 2, 2, 1, 1, 2, 2, 2, 2, 1, 1, 2, 2, 2, 2, 1, 1, 2, 2, 2, 2, 1, 1, 2, 2, 2, 2, 1, 1, 2, 2, 2 ] (0, 0) (23, 15) (23, 16) It will be of interest for us to know the number of replaceable entries in the continued fraction associated to m p/q . The sum of the entries in the continued fraction is the sum of twice the number of pairs of 1's with twice the number of 2's that appear. Hence, we have 2q + 2p − 2 = 2(# of pairs of 1's) + 2(2p), which implies that the number of replaceable entries in the continued fraction associated to m p/q is q + p − 1. In Example 4.5 we compare the two Markov snake graphs for m 16/23 and m 15/23 to see how the associated continued fractions differ by replacements.
