It is a common method for proving weak convergence of a sequence of timehomogeneous Markov processes towards a time-homogeneous Markov process first to show convergence of the corresponding infinitesimal generators and then to check some additional conditions. The aim of the present paper is to investigate convergence properties of infinitesimal generators of appropriately scaled random step functions formed from a multi-type continuous state and continuous time branching process with immigration.
Introduction
Studying weak convergence of Markov processes has a long tradition and history. It is a common method for proving weak convergence of a sequence of time-homogeneous Markov processes towards a time-homogeneous Markov process first to show convergence of the corresponding infinitesimal generators and then to check some additional conditions, see, e.g., Ethier and Kurtz [7, Chapter 4, Section 8] . In a recent paper, we proved that, under some fourth order moment assumptions, a sequence of scaled random step functions (n −1 X ⌊nt⌋ ) t 0 , n 1, formed from a critical, irreducible multi-type continuous state and continuous time branching process with immigration (CBI process) X converges weakly towards a squared Bessel process supported by a ray determined by the Perron vector of a matrix related to the branching mechanism of X, see Barczy and Pap [4, Theorem 4.1] , and Section 2, as well. This convergence result has been shown not by infinitesimal generators, that is why we consider in Section 3 the sequences of infinitesimal generators of (n −1 X ⌊nt⌋ ) t 0 , n 1, and (n −1 X nt ) t 0 , n 1, formed from a (not necessarily critical or irreducible) multi-type CBI process X. Adding some correction terms to these sequences of infinitesimal generators, under some second order moment assumptions, we show their convergence, see Propositions 3.4 and 3.7. As a consequence, the sequences of infinitesimal generators (without correction terms) do not converge in general. We also apply Proposition 3.4 to irreducible and critical multi-type CBI processes, see Corollary 3.5 and Remark 3.6. In Remark 3.8 we specialize Proposition 3.7 to single-type irreducible and critical CBI processes.
In Section 2, for completeness and better readability, from Barczy et al. [2] and [4] , we recall some notions and statements for multi-type CBI processes such as the form of their infinitesimal generator, a formula for their first moment, the definition of irreducible CBI processes and a classification of them, namely we recall the notion of subcritical, critical and supercritical irreducible CBI processes, see Definitions 2.7 and 2.8, respectively.
Multi-type CBI processes
Let Z + , N, R, R + and R ++ denote the set of non-negative integers, positive integers, real numbers, non-negative real numbers and positive real numbers, respectively. For x, y ∈ R, we will use the notations x∧y := min{x, y} and x + := max{0, x}. By x and A , we denote the Euclidean norm of a vector x ∈ R d and the induced matrix norm of a matrix A ∈ R d×d , respectively. The natural basis in R d will be denoted by e 1 , . . . , e d . By C 
Definition.
A matrix A = (a i,j ) i,j∈{1,...,d} ∈ R d×d is called essentially non-negative if a i,j ∈ R + whenever i, j ∈ {1, . . . , d} with i = j, i.e., if A has non-negative off-diagonal entries. The set of essentially non-negative d × d matrices will be denoted by R d×d (+) .
A tuple (d, c, β, B, ν, µ) is called a set of admissible parameters if
where, for each i ∈ {1, . . . , d}, µ i is a Borel measure on U d satisfying
2.3 Remark. Our Definition 2.2 of the set of admissible parameters is a special case of Definition 2.6 in Duffie et al. [5] , which is suitable for all affine processes, see 
where
Next we recall a classification of multi-type CBI processes. For a matrix A ∈ R d×d , σ(A) will denote the spectrum of A, i.e., the set of the eigenvalues of A. Then r(A) := max λ∈σ(A) |λ| is the spectral radius of A. Moreover, we will use the notation
Re(λ).
A matrix A ∈ R d×d is called reducible if there exist a permutation matrix P ∈ R d×d and an integer r with 1 r d − 1 such that
where 2.8 Definition. Let (X t ) t∈R + be a multi-type CBI process with parameters (d, c, β, B, ν, µ) such that E( X 0 ) < ∞ and the moment conditions (2.3) hold. Suppose that 
The proof of the following convergence theorem can be found in Barczy and Pap [4, Theorem 4.1].
2.9 Theorem. Let (X t ) t∈R + be a multi-type CBI process with parameters (d, c, β, B, ν, µ) such that E( X 0 4 ) < ∞ and (2.8)
Suppose that (X t ) t∈R + is irreducible and critical. Then
++ is the right Perron vector of e B corresponding to the eigenvalue 1 (see Barczy and Pap [4, Lemma A.3] ), (X t ) t∈R + is the unique strong solution of the stochastic differential equation (SDE)
++ is the left Perron vector of e B corresponding to the eigenvalue 1 (see Barczy and Pap [4, Lemma A.3] ), (W t ) t∈R + is a standard Brownian motion and
3 Non-convergence of infinitesimal generators
We will need some differentiability properties of the functions ψ and v introduced in Theorem 2.4.
3.1 Lemma. Let (X t ) t∈R + be a multi-type CBI process with parameters (d, c, β, B, ν, µ) such that the moment conditions (2.3) hold. Then
for all i ∈ {1, . . . , d}, where the function ψ :
Proof. Under the moment conditions (2.3) together with part (v) of Definition 2.2 we can write the function ψ in the form
Indeed, by (2.7),
By the dominated convergence theorem one can derive
Again by the dominated convergence theorem, we have
In order to derive differentiability properties of the function v, we need the following simple observation; for the 1-dimensional case, see, e.g., Feller [8, page 435].
Consequently, E(ξ
Proof
. . , d} and h ∈ R with h = 0 and h −λ i /2 we have
where the mean value theorem and min{λ i + h, λ i } λ i /2 yields
since the random variable ξ
⊤ . The monotone convergence theorem yields (3.5). ✷ 3.3 Lemma. Let (X t ) t∈R + be a multi-type CBI process with parameters (d, c, β, B, ν, µ). Then
for all t ∈ R + , where the function v :
If the moment conditions (2.3) hold, then for all t ∈ R + , the function R
is infinitely differentiable, and
for all t ∈ R + and i, k ∈ {1, . . . , d}. Moreover, if
for all t ∈ R + , i, j, k ∈ {1, . . . , d} and λ ∈ R d + .
Proof. Let (Z t ) t∈R + be a multi-type CBI process with parameters (d, c, 0, B, 0, µ) (which is, in fact, a continuous state and continuous time branching process without immigration). Then, by (2.2), its Laplace transform takes the form
By Lemma 3.2, g t,z is infinitely differentiable on R d ++ for each t ∈ R + and z ∈ R d + , and the limit lim λ↓0 (−1)
Hence the function λ → v(t, λ) is also infinitely differentiable on R d ++ for all t ∈ R + , and the limit lim λ↓0 ∂
+ and t ∈ R + . We can express the functions v k , k ∈ {1, . . . , d}, as
By monotone convergence theorem, g t,z (λ) ↑ g t,z (0) = 1 as λ ↓ 0 for all z ∈ R d + and t ∈ R + , hence v(t, λ) ↓ v(t, 0) = 0 as λ ↓ 0 for all t ∈ R + . Clearly, (3.10)
With the notation
In a similar way,
d}. Under the moment conditions (3.8), Theorem 4.2 and Proposition 4.4 in Barczy et al. [3] implies E(
hence, by Lemma 3.2,
and the proof is complete. ✷ Let (X t ) t∈R + be a multi-type CBI process with parameters (d, c, β, B, ν, µ) such that the moment conditions (3.8) hold. Note that (n −1 X k ) k∈Z + is a Markov chain with state space R d + for all n ∈ N. The (discrete) infinitesimal generator of the process (X (n)
for any bounded and Borel measurable function f : R 3
Applying (3.7) and L'Hôspital's rule, we obtain
Applying (3.3), we have (3.6) and by monotone convergence theorem, we have 1 0 v(s, hλ) ds ↓ 0 as h ↓ 0, and
Hence, applying again L'Hôspital's rule, we obtain (3.12) , hλ) ) ds .
For each h ∈ R ++ and λ ∈ R d + , by dominated convergence theorem, we have (3.13)
Indeed, for all s, h ∈ R ++ and ∆ ∈ (−h, h) with ∆ = 0, by mean value theorem,
for all λ ∈ R d + and δ ∈ R ++ . By (3.1), (3.14)
By (3.10) and Lemma 3.2,
++ and i, k ∈ {1, . . . , d}, where (Z t ) t∈R + is a multi-type CBI process with parameters (d, c, 0, B, 0, µ). Consequently,
where the functions R + ∋ s → e ⊤ i e s B e k ∈ R + and R + ∋ s → g s,e k (2hλ) = e −v k (s,2hλ) ∈ R ++ are continuous, hence we conclude (3.13).
Applying (3.12), (3.13) and (3.11), we have
By L'Hôspital's rule and by (3.9),
For each i, k ∈ {1, . . . , d} and λ ∈ R d ++ , by dominated convergence theorem, we have (3.15) lim
Indeed, again by (3.10) and Lemma 3.2,
++ , s ∈ R + and i, k ∈ {1, . . . , d}, hence, applying (3.14),
hence we conclude (3.15). Applying (3.2), (3.6) and (3.7), we have Proof. First, we note that there exists a multi-type CBI process which satisfies the conditions of the corollary. Namely, every 2-type CBI process with parameters (2, c, β, B, ν, µ) satisfying the moment conditions (2.8) with • e B x = x for all x ∈ R d + ;
• σ(e B ) = {1};
• σ( B) = {0};
• B = 0.
Since B = 0, there exist some x ∈ R
