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PERAMALAN EKSPOR KENDARAAN BERMOTOR DI INDONESIA
MENGGUNAKAN METODE ARIMA (AUTOREGRESSIVE INTEGRATED
MOVING AVERAGE) BOX-JENKINS
Peranan ekspor merupakan upaya dalam meningkatkan pertumbuhan ekono-
mi dan peningkatan kesejahteraan masyarakat dalam negara. Sehingga peramalan
terhadap nilai ekspor Indonesia perlu ditelaah. Metode ARIMA merupakan salah
satu metode peramalan runtun waktu dimana data pengamatan dalam sebuah runtun
waktu berhubungan secara statistik antara data satu dengan data yang lain. Pene-
litian ini dilakukan untuk mengetahui jumlah ekspor dengan objek kendaraan ber-
motor di Indonesia menggunakan metode ARIMA (Autoregressive Integrated Mo-
ving Average) Box-Jenkins. Data yang didapatkan merupakan data yang diperoleh
dari GAIKINDO untuk data kendaraan bermotor roda empat periode bulan Janu-
ari 2012 hingga bulan Desember 2019. Untuk data kendaraan bermotor roda dua
diperoleh dari AISI periode bulan Januari 2014 hingga bulan Desember 2019. Mo-
del terbaik yang diperoleh untuk data ekspor kendaraan bermotor roda empat yaitu
ARIMA(2,1,3) dengan hasil MAPE 16.50%. Data peramalan diperoleh bahwa data
ekspor kendaraan bermotor roda empat pada tahun 2020 tertinggi pada bulan Sep-
tember sebanyak 7,359,516 unit dan hasil peramalan terendah pada bulan Februari
sebanyak 7,341,779 unit. Model terbaik untuk data ekspor kendaraan bermotor roda
dua yaitu ARIMA(1,3,3) dengan hasil MAPE 14.00%. Data peramalan tahun 2020
diperoleh bahwa data ekspor kendaraan bermotor roda dua tertinggi pada bulan Ja-
nuari sebanyak 443,506 unit dan hasil peramalan terendah pada bulan Desember
sebanyak 240,114 unit.
Kata kunci: ARIMA, Peramalan, Jumlah ekspor kendaraan bermotor.
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FORECASTING EXPORT OF MOTOR VEHICLES IN INDONESIA
USING THE ARIMA (AUTOREGRESSIVE INTEGRATED MOVING
AVERAGE) BOX-JENKINS METHOD
The role of exports is an effort to increase economic growth and increase
the welfare of the people in the country. So forecasting of the value of Indonesia’s
exports needs to be explored. ARIMA method is one of the time series forecast-
ing methods where the observation data in a time series is statistically related to
one data to another data. This research was conducted to determine the number of
exports of motorized vehicle objects in Indonesia using the ARIMA (Autoregres-
sive Integrated Moving Average) Box-Jenkins method. The data obtained are data
obtained from GAIKINDO for four-wheeled motor vehicle data for the period Jan-
uary 2012 to December 2019. For two-wheeled motor vehicle data obtained from
AISI from January 2014 to December 2019. The best model obtained for vehicle
export data four-wheeled motorcycles namely ARIMA (2,1,3) with a MAPE result
of 16.50%. Forecasting data obtained that the export data of four-wheeled motor
vehicles in 2020 the highest in September was 7, 359, 516 units and the lowest fore-
casting results in February were 7, 341, 779 units. The best model for two-wheeled
motor vehicle export data is ARIMA (1,3,3) with a MAPE result of 14.00%. The
forecasting data for 2020 it was found that the highest two-wheeled motor vehicle
export data in January was 443, 506 units and the lowest forecasting result in De-
cember was 240, 114 units.
Keywords: ARIMA, Forecasting, Total export of motor vehicles.
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Seiring dengan peningkatan jumlah penduduk dunia, kehidupan manusia
yang semakin maju dan berkembang, mengakibatkan semakin banyaknya kebu-
tuhan dalam kehidupan sehari-hari yang harus dipenuhi misalnya kebutuhan akan
sandang, pangan, tempat tinggal serta kebutuhan barang-barang elektronik (gadget)
serta kendaraan bermotor (Winardi , 1991). Sebagian besar masyarakat menyu-
kai kendaraan yang kualitasnya bagus, bergaya modern, cepat, irit serta harga ter-
jangkau, sehingga tidak heran masyarakat memilih kendaraan bermotor sebagai alat
transportasi (Swasta , 1997). Selain itu, kendaraan bermotor dirasa sangat cocok ka-
rena mudah digunakan dalam kondisi jalan yang rusak, dalam kondisi cuaca yang
sedang terjadi, dan macet (khususnya di kota-kota besar). Sebab lain masyarakat
memilih kendaraan bermotor karena pendapatan, tarif angkutan, jumlah keluarga,
harga, selera dan hemat BBM (Bahan Bakar Minyak). Saat ini hal tersebut ju-
ga terjadi dalam masyarakat mancanegara. Dapat dilihat dari kenaikan nilai eks-
por kendaraan bermotor yang setiap tahunnya mengalami peningkatan. Sehingga
mengakibatkan meningkatnya permintaan ekspor kendaraan bermotor ke mancane-
gara yang juga berpengaruh terhadap jumlah produksi kendaraan bermotor tersebut
(Jumingan , 2009)
Semakin ketatnya persaingan dalam perdagangan luar negeri, menuntut seti-
ap negara untuk meningkatkan kuantitas dan kualitas produk yang dimiliki. Hal ini
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menjadi penting agar produk-produk tersebut mampu bertahan dan memenangkan
persaingan (Philip , 2006). Tujuan dari meningkatkan kuantitas dan kualitas produk
yang dimiliki adalah untuk meningkatkan peranan ekspor dalam memacu pertum-
buhan ekonomi dan peningkatan kesejahteraan masyarakat dalam negara tersebut.
Kegiatan ekspor impor sepertinya sudah menjadi hal yang tidak asing lagi di du-
nia perdagangan Internasional (RI , 1998). Hal tersebut merupakan suatu indikator
yang menentukan apakah suatu negara sudah termasuk negara berkembang, maju,
atau bahkan terbelakang. Kegiatan ekspor juga memperlihatkan tingkat perekono-
mian suatu negara sehingga bisa diketahui negara mana yang tingkat perekonomi-
annya tinggi dari kegiatan ekspor impor yang dilakukannya (Muwahidatul , 2016).
Penentuan target perdagangan Internasional yaitu ekspor harus didukung
oleh informasi peramalan nilai ekspor yang akurat. Untuk menunjang target per-
dagangan Internasional perlu dilakukan metode peramalan yang tepat agar dapat
mendukung keputusan pembuat kebijakan dalam penentuan target perdagangan In-
ternasional (Makridakis , 1999). Peramalan ekspor dimasa yang akan datang tentu
penting dalam pertimbangan pencapaian target perdagangan Internasional. Pera-
malan ekspor Indonesia memiliki urgensi penting sebagai salah satu acuan untuk
merumuskan target pertumbuhan ekonomi nasional (RI , 2012). Terdapat beberapa
metode yang dapat digunakan untuk peramalan perdagangan Internasional. Dari
data-data perdagangan Internasional yang ada, baik data ekspor dan impor maupun
data-data ekonomi pendukung lainnya, dapat digunakan sebagai bahan peramal-
an. Secara garis besar peramalan dapat dilakukan baik secara kuantitatif maupun
kualitatif (Sugiyono , 2007). Pada penelitian menggunakan peramalan kuantitatif.
Ketersediaan data historis ekspor yang beruntun secara periodik disediakan dalam
periode dapat dijadikan masukan pada model peramalan (Sukarna , 2006). Model
peramalan time series merupakan alternatif peramalan dan dipergunakan dalam pe-

































Perdangangan Internasional juga mempunyai peran penting sebagai suatu
aspek perekonomian dalam setiap negara di dunia. Disisi lain, perdagangan Inter-
nasional tidak hanya dapat mendorong kemakmuran dan kesejahteraan penduduk,
menaikkan devisa negara, ataupun menambah jalinan hubungan perekonomian yang
baik antar suatu negara yang melakukan ekspor dan impor, namun mendorong sua-
tu negara untuk dapat melakukan spesialisasi dalam bidang barang dan jasa dengan
negara (Muwahidatul , 2016). Perdagangan Internasional di abad modern telah ber-
kembang lebih kompleks lagi. Hal tersebut dikarenakan dukungan dari perkem-
bangan teknologi baik dari sisi teknologi transportasi maupun teknologi informasi
membuat transaksi perdagangan lebih cepat dan mudah. Ditambah lagi pertumbuh-
an jumlah manusia membuat volume konsumsi dunia meningkat. Budaya modern
pun telah menambah pola konsumsi semakin beragam sehingga semakin banyak
variasi komoditi maupun jasa yang diperdagangkan.
Dalam ayat Al-quran terdapat ayat yang menjelaskan tentang perdagangan.
Yaitu firman Allah SWT pada Q.S Al-Jumu’ah ayat 10:
Artinya: ”Apabila shalat sudah ditunaikan maka bertebaranlah di muka bu-
mi dan carilah karunia Allah SWT serta banyak-banyaklah mengingat Allah agar
menjadi orang yang beruntung”.
Ayat diatas menjelaskan bahwa perintah Allah agar umat Islam segera mela-
kukan aktifitas bisnis setelah shalat fardlu ditunaikan. Allah SWT tidak membatasi
tempat bertebaran melakukan aktifitas bisnis hanya di kampung, kota, provinsi, atau
Indonesia saja. Melainkan bisa menembus mancanegara atau go international. Tu-
































juannya juga bukan untuk berpariwisata tetapi untuk berdagang dan mencari rezeki.
Ketika bisa menembus pasar internasional seperti pasar global Eropa, Amerika, dan
lainnya maka menjadi keharusan untuk membawa komoditas ekspor serta dapat ber-
saing dengan pemain-pemain global lainnya.
Peramalan seringkali dikaitkan dengan perencanaan dalam manajemen ope-
rasi suatu organisasi. Hasil peramalan akan menjadi salah satu informasi masuk-
an bagi pihak manajemen untuk mendukung efektivitas dan efisiensi perencanaan.
Peramalan adalah langkah penting yang perlu dilakukan dalam perencanaan dalam
rangka meminimalisir kesalahan perencanaan (Kumar , 2010). Metode peramalan
yang lebih baik dalam perencanaan akan menjadi tulang punggung perusahaan un-
tuk mencapai kinerja atau target yang diinginkan. Demikian pula bagi pemerintah
sebagai pembuat kebijakan yang merupakan manajer pembangunan nasional (RI ,
1998). Perencanaan khususnya di bidang perdagangan internasional (ekspor atau
impor) perlu didukung informasi yang kuat dan akurat. Termasuk juga informasi
peramalan nilai perdagangan. Penggunaan metode yang lebih akurat dalam per-
amalan perdagangan diharapkan bisa menjadi dasar bagi pembuat kebijakan agar
lebih rasional dalam penentuan kebijakan di bidang perdagangan (Gooijer , 2006).
Dalam kasus peramalan, terdapat berbagai metode yang dapat digunakan un-
tuk memperkirakan hal-hal yang mungkin terjadi. Sebagai contoh penelitian dengan
menggunakan metode Autoregressive Integrated Moving Average (ARIMA). Pene-
litian yang akan dilakukan saat ini berdasarkan oleh penelitian telah dilakukan oleh
peneliti sebelumnya. Antara lain Penelitian dilakukan oleh Wiwin Hidayatul Laili-
yah (2018) yang berjudul Penerapan Metode Autoregressive Integrated Moving Ave-
rage (ARIMA) Pada Peramalan Nilai Ekspor Di Indonesia, diperoleh model terbaik
ARIMA yang memenuhi adalah model ARIMA (1,1,0) dan hasil peramalan terbaik
diperoleh dengan perhitungan manual yang menunjukkan pertumbuhan dengan per-
































bedaan yang tidak signifikan (Wiwin Hidayatul Lailiyah , 2018). Penelitian lainnya
yang telah dilakukan oleh Bobby Akbar (2017), menunjukkan bahwa model terbaik
dari impor non migas di Jawa Timur adalah ARIMA (0,1,1) dengan akurasi model
AIC sebesar 1268, 972, SBC sebesar 1270, 822, RMSE sebesar 196947, 7635, dan
sMAPE sebesar 0, 1146. Impor non migas mengalami kenaikan dari tahun sebe-
lumnya sebesar 595847, 01 ribu US (Bobby Akbar , 2017).
Penelitian dilakukan oleh Raisa Ruslan, Agus Salim Harahap (2013), de-
ngan judul Peramalan Nilai Ekspor Di Propinsi Sumatera Utara Dengan Metode
ARIMA Box-Jenkins, diperoleh model yang tepat adalah ARIMA (1,0,1) dengan
bantuan software minitab 16.0 yang digunakan untuk meramalkan nilai ekspor ko-
moditi berupa migas, non migas, pertanian, pertambangan, industri kecil maupun
besar untuk 24 periode mulai dari November 2012 sampai dengan Oktober 2014
(Raisa Ruslan , 2013).
Penelitian lainnya yang telah dilakukan oleh Ari Cynthia (2015), dengan
judul Analisis Perbandingan Menggunakan ARIMA Dan BOOTSTRAP Pada Per-
amalan Nilai Ekspor Indonesia menunjukkan bahwa peramalan nilai ekspor Indo-
nesia pada model ARIMA(1,1,2) mempunyai nilai standart error lebih kecil dan
cenderung mendekati data aslinya jika dibandingkan model bootstrap pada proses
ARIMA(1,1,2). Jadi metode ARIMA merupakan metode peramalan terbaik de-
ngan model ARIMA (1,1,2) mempunyai nilai standart error lebih kecil sebesar
814516243.8. Maka akan dilakukan peramalan ekspor Indonesia untuk bulan April
sampai dengan Desember 2015 (Ari Cynthia , 2015).
Penelitian lainnya telah dilakukan oleh Sujik Anita (2017), dengan judul
Peramalan Nilai Impor Indonesia Dengan Metode Autoregressive Integrated Mo-
ving Average (ARIMA) Berbantuan Software STATA Dan R diperoleh model ARI-
































MA terbaik adalah model ARIMA(2,1,2). Berdasarkan nilai MAE dan RMSE yang
terkecil, model dan software yang terbaik untuk meramalkan nilai impor Indone-
sia adalah model ARIMA(2,1,2) berbantuan software R. Hasil peramalan nilai im-
por Indonesia bulan Maret sampai dengan Juni 2017 yakni US121.347, 41 juta,
US12.671, 33 juta, US12.461, 73 juta, US12.148, 30 juta (Sujik Anita , 2017).
Penelitian lainnya telah dilakukan oleh Luky Dwi Agnes Prasinta (2015),
yang berjudul Peramalan Nilai Ekspor Karet Indonesia Menggunakan Metode Time
Series diperoleh metode ARIMA dengan model terbaik yang diperoleh adalah ARI-
MA (0,2,1) dan nilai MSE peramalan sebesar 980.632 atau nilai RMSE peramalan
sebesar 97.8807. Model yang diperoleh dari data nilai ekspor karet Indonesia bulan
Januari 2003 sampai September 2013 dan untuk peramalan digunakan data bulan
Oktober 2013 sampai Juli 2014 (Luky Dwi Agnes , 2015).
Penelitian yang telah dilakukan oleh Made Suyana Utama dan I Gusti Putu
Nata Wirawan (2014), dengn judul Model Box-Jenkins Dalam Rangka Peramalan
Produk Domestik Regional Bruto Provinsi Bali, hasil penelitiannya analisis data
PDRB Provinsi Bali dari triwulan I tahun 2000 sampai triwulan IV tahun 2012
dengan model Box-Jenkins adalah ARIMA (2,1,0) dengan ramalan moderat PDRB
Provinsi Bali triwulan I tahun 2013 sebesarRp.8.516.837 juta dan triwulan IV tahun
2014 adalah Rp.9.067.139 juta (Made Suyana Utama , 2014).
Berdasarkan penelitian yang telah dilakukan diketahui bahwa metode ARI-
MA tepat untuk digunakan pada data yang bersifat fluktuatif dengan tingkat akurasi
yang baik. Saat ini metode ARIMA telah dikembangkan menjadi metode ARI-
MA Box-Jenkins. Metode ARIMA Box-Jenkins merupakan pengembangan dari
metode ARIMA sendiri yang pada proses stasioner data lebih terperinci dengan
adanya transformasi Box-Cox dan Differencing. Pada penelitian ini akan dilakuk-
































an peramalan pada objek yang akan diteliti menggunakan data dari jumlah ekspor
kendaraan bermotor di Indonesia dengan metode ARIMA Box-Jenkins tingkat aku-
rasi menggunakan MAPE dengan judul ”PERAMALAN EKSPOR KENDARAAN
BERMOTOR DI INDONESIA MENGGUNAKAN METODE ARIMA (AUTORE-
GRESSIVE INTEGRATED MOVING AVERAGE) BOX-JENKINS”.
1.2. Rumusan Masalah
Berdasarkan uraian dari latar belakang yang telah dijelaskan diatas maka
rumusan masalah dari penelitian ini antara lain:
1. Bagaimana model ARIMA Box-Jenkins yang sesuai untuk ekspor kendaraan ber-
motor di Indonesia?
2. Bagaimana hasil peramalan ekspor kendaraan bermotor di Indonesia menggu-
nakan metode ARIMA Box-Jenkins pada tahun 2020?
3. Bagaimana nilai akurasi model dari peramalan ekspor kendaraan bermotor meng-
gunakan MAPE dengan Metode ARIMA Box-Jenkins?
1.3. Tujuan Penelitian
Adapun tujuan dari penelitian ini antara lain:
1. Untuk mengetahui model terbaik ekspor kendaraan bermotor di Indonesia meng-
gunakan metode ARIMA Box-Jenkins.
2. Untuk mengetahui hasil peramalan atau perkiraan jumlah ekspor kendaraan ber-
motor di Indonesia pada tahun 2020 menggunakan metode ARIMA Box-Jenkins.
3. Untuk mengetahui akurasi model yang dihasilkan dari peramalan ekspor kenda-
raan bermotor di Indonesia menggunakan MAPE dengan metode ARIMA Box-


































1. Dapat menambah ilmu pengetahuan tentang perhitungan dalam melakukan per-
amalan pada jumlah ekspor kendaraan bermotor menggunakan Metode ARIMA
Box-Jenkins.
2. Memberikan alternatif bagi pihak industri kendaraan bermotor untuk menambah
pengetahuan tentang peramalan ekspor kendaraan bermotor di Indonesia yang
akan terjadi di masa mendatang menggunakan Metode ARIMA (Autoregressive
Integrated Moving Average) Box-Jenkins.
3. Dapat menambah pengetahuan penulis tentang permasalahan pada ekspor de-
ngan objek kendaraan bermotor dan metode yang digunakannya.
4. Dapat menambah wawasan pembaca tentang jumlah ekspor kendaraan bermo-
tor dan metode peramalan terbaik yang digunakan dalam memprediksi jumlah
ekspor kendaraan bermotor di Indonesia.
5. Dapat menambah referensi bagi mahasiswa untuk melakukan penelitian selanjut-
nya menggunakan metode ARIMA (Autoregressive Integrated Moving Average)
Box-Jenkins.
1.5. Batasan Masalah
Pembahasan permasalahan dalam penelitian ini dibatasi oleh beberapa hal
sebagai berikut:
1. Penelitian ini mengambil data dari GAIKINDO (Gabungan Industri Kendaraan
Bermotor Indonesia) untuk jumlah ekspor kendaraan bermotor roda empat dan
































AISI (Asosiasi Industri Sepeda Motor Indonesia) untuk jumlah ekspor kendaraan
bermotor roda dua.
2. Data yang digunakan meliputi data jumlah ekspor kendaraan bermotor di Indo-
nesia. Penelitian untuk jumlah ekspor kendaraan bermotor roda empat mengam-
bil data dari tahun 2012 hingga 2019. Penelitian untuk jumlah ekspor kendaraan
bermotor roda dua mengambil data dari tahun 2014 hingga 2019.
1.6. Sistematika Penulisan
Adapun sistematika penulisan yang digunakan dalam menyusun skripsi ini
sebagai berikut:
1. BAB I: PENDAHULUAN
Ialah bab yang berisi mengenai pendahuluan yang berisi tentang latar belakang
yang menjelaskan tentang alasan mengapa penelitian skripsi ini dilakukan, ke-
mudian rumusan masalah yang akan dijawab pada penelitian dan pembahasan
skripsi ini, selanjutnya tujuan yang ingin dicapai pada penelitian ini dan manfaat
dari penelitian skripsi ini. Bab ini juga menjelaskan tentang batasan masalah
untuk mempertegas masalah yang digunakan dalam skripsi serta memuat siste-
matika penulisan skripsi.
2. BAB II: KAJIAN PUSTAKA
Ialah bab yang berisi mengenai tinjauan pustaka yang menjelaskan tentang lan-
dasan teori penelitian yang akan digunakan.
3. BAB III: METODE PENELITIAN
Ialah bab yang berisi mengenai jenis penelitian, subjek penelitian, variabel pe-
nelitian, jenis data, prosedur metode penelitian dan prosedur penelitian.
































4. BAB IV: HASIL DAN PEMBAHASAN
Bab ini membahas mengenai hasil dari penelitian yang telah dilakukan serta
menjelaskan tentang model ARIMA (Autoregressive Integrated Moving Avera-
ge) Box-Jenkins dalam melakukan prediksi jumlah ekspor kendaraan bermotor
di Indonesia.
5. BAB V: PENUTUP
Bab ini berisi tentang kesimpulan yang dirangkum dari hasil peramalan yang
telah didapatkan sebelumnya, serta saran yang dapat diberikan kepada peneliti
selanjutnya yang ingin mengembangkan penelitian ini.


































Ekspor merupakan kegiatan mengeluarkan barang dari Daerah Wilayah Re-
publik Indonesia yang meliputi wilayah darat, perairan dan ruang udara diatasnya,
serta tempat-tempat tertentu di zona ekonomi eksklusif dan landas kontinen yang di
dalamnya berlaku undang-undang kepabeanan (RI , 1998). Ekspor merupakan sa-
lah satu sumber utama perolehan devisa negara yang diperlukan untuk mendukung
pembangunan ekonomi nasional sehingga perlu untuk terus ditingkatkan dengan te-
tap menjaga ketersediaan barang dan bahan untuk kebutuhan dalam negeri. Ekspor
dapat dilakukan oleh perseorangan, lembaga dan badan usaha baik untuk badan hu-
kum maupun badan non hukum. Semua barang bebas diekspor kecuali barang yang
dibatasi ekspor, barang dilarang ekspor, atau ditentukan lain oleh undang-undang
(RI , 2012).
Untuk mampu mengekspor negara tersebut harus mampu menghasilkan barang-
barang dan jasa yang mampu bersaing dipasar Internasional. Kemampuan bersaing
ini sangat ditentukan oleh banyak faktor, antara lain sumber daya alam, sumber daya
manusia, teknologi, manajemen bahkan sosial budaya (Muwahidatul , 2016). Se-
mua faktor di atas nanti akan menentukan mutu dan harga barang yang dihasilkan.
Jika mutu rendah, minat orang luar negeri untuk membelinya rendah pula. Begitu
juga jika harga yang tawarkan terlalu mahal, orang akan mencari produksi dari ne-
gara lain yang relatif lebih murah.
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Secara ringkas dapat dikatakan bahwa di dalam dunia yang sudah terbu-
ka ini, hampir tidak ada lagi negara-negara yang bisa dikatakan benar-benar man-
diri, tapi satu sama lain saling membutukan dan saling mengisi. Kenyataan ini
lebih menyakinkan akan bertambah pentingnya peranan perdagangan Internasio-
nal dalam masa mendatang demi kepentingan nasional. Dalam hal ini, hubungan
ekonomi Internasional dalam suatu negara ditunjukan oleh kegiatan ekspor impor
sebagai salah satu komponen penting dalam hubungan ekonomi luar negeri. Eks-
por akan memperluas pasar barang buatan dalam negeri dan ini memungkinkan
perusahaan-perusahaan dalam negeri mengembangkan kegiatannya (Made Suyana
Utama , 2014).
2.2. Kendaraan Bermotor
Kendaraan bermotor adalah setiap kendaraan yang digerakkan oleh peralat-
an mekanik berupa mesin yang digunakan untuk transportasi darat selain kendaraan
yang berjalan di atas rel (BPS , 2013). Umumnya kendaraan bermotor menggu-
nakan mesin pembakaran dalam, namun motor listrik dan mesin jenis lain juga da-
pat digunakan. Fungsi utama dari kendaraan bermotor adalah memudahkan orang
untuk mengakses daerah yang jaraknya lebih jauh tapi hanya membutuhkan wak-
tu yang lebih singkat. Selain itu dengan adanya kendaraan bermotor orang bisa
memindahkan berbagai macam benda maupun barang dengan mudah dengan daya
angkut yang jauh lebih banyak dan besar. Perkembangan yang terjadi pada jumlah
kendaraan bermotor secara langsung memberikan gambaran mengenai kondisi sub-
sektor angkutan darat (Pardamean , 2010).
Jumlah kendaraan bermotor yang cenderung meningkat, merupakan indika-
tor semakin tingginya kebutuhan masyarakat terhadap sarana transportasi yang me-
madai sejalan dengan mobilitas penduduk yang semakin tinggi (Winardi , 1991).
































Sampai tahun 2010, ada lebih dari 1 miliar kendaraan bermotor di seluruh dunia, ti-
dak termasuk kendaraan off-road dan kendaraan berat. Kepemilikan kendaraan per-
kapita global adalah 148 kendaraan beroperasi tiap 1000 orang. Pada tahun 2011,
80 juta mobil dan kendaraan komersial diproduksi di seluruh dunia. Pada tahun
2009, terdapat 1 kendaraan tiap pemegang SIM, dan terdapat 1,87 mobil per rumah
tangga.
2.2.1. Kendaraan Bermotor Roda Empat
Perkembangan mobil pertama dengan prinsip kendaraan bermotor berhasil
ditemukan pada tahun 1769. Penemunya adalah Nicholas Joseph Cugnot (1725-
1804), dengan mobil bermesin tenaga uap air. Setelah temuan mesin uap, giliran
mesin dengan tenaga uap minyak bumi yang diterapakan untuk menggerakkan ken-
daraan. Motorwagen, mobil pertama dengan bahan bakar bensin. Motorwagen
menjadi dasar dari mobil modern yang kita kendarai sekarang. Penemuan mobil
tersebut belum membuat para ahli dan penemu mobil tersebut bangga dengan pe-
nemuannya, justru ingin terus melanjutkan penelitiannya, diantaranya model dan
design mobil tersebut, karena tanpa didesign secara cermat, setelah diteliti ternyata
berpengaruh terhadap kecepatan dari gaya gesekan terhadap udara. Dengan de-
mikian, orang-orang yang bekerja di departemen desain menghadapi tugas baru
yang lebih berat, seiring dengan semakin lebarnya rentang model yang dikeluark-
an masing-masing merk mobil. Pada saat yang sama, diharapkan muncul dengan
desain-desain yang menggabungkan keaslian dengan kosmopolitan.
2.2.2. Kendaraan Bermotor Roda Dua
Sepeda motor telah menjadi sarana transportasi yang sangat dekat dalam
keseharian masyarakat. Sepeda motor merupakan alat transportasi roda dua yang
































efisien, efektif dan ekonomis serta terjangkau oleh sebagian besar masyarakat. Saat
ini kebutuhan transpotasi pribadi jenis roda dua ini sudah menjadi kebutuhan ma-
syarakat umum. Hal ini menunjukan bahwa sepeda motor sangat diperlukan untuk
melakukan aktivitas sehari-hari karena kegunaannya yang dapat menghemat waktu
dan fleksibel untuk berpindah dari satu tempat ke tempat yang lain. Pasar sepeda
motor saat ini tampil lebih beragam untuk memikat konsumen dengan diluncurkan-
nya berbagai variasi merek, jenis, dan kapasitas mesin sepeda motor. Dalam hal
ini konsumen dapat dengan mudah membandingkan berbagai produk sepeda motor
yang tersedia dalam berbagai alternatif pilihan merek, jenis, dan harga (Budiarto ,
2013).
Kemacetan yang terjadi membuat sepeda motor menjadi sarana transportasi
yang sangat dekat dengan keseharian masyarakat, ditambah lagi sarana transportasi
umum yang tersedia sebagian ada yang belum dapat menjangkau di semua tempat.
Inilah yang menjadi bahan pertimbangan masyarakat untuk membeli sepeda motor
karena lebih efisien untuk digunakan pada kondisi kemacetan dan untuk menjang-
kau daerah-daerah yang sempit atau jalan tikus. Saat ini terdapat empat merek se-
peda motor anggota Asosiasi Industri Sepeda Motor (AISI) yang menguasai pasar
yaitu Honda, Yamaha, Suzuki, dan Kawasaki (Budiarto , 2013).
2.3. Peramalan
Setelah model akhir didapat, maka model tersebut digunakan untuk mera-
malkan nilai time series di masa depan. Peramalan merupakan suatu kegiatan yang
dilakukan untuk memperkirakan kejadian di masa depan berdasarkan data masa
lalu sehingga dengan demikian metode peramalan diharapkan dapat memberikan
objektivitas yang lebih besar (Muwahidatul , 2016). Selain itu metode peramalan
dapat memberikan cara pengerjaan yang teratur dan terarah, dengan demikian da-
































pat dimungkinkannya penggunaan teknik penganalisaan yang lebih maju. Dengan
penggunaan teknik-teknik tersebut maka diharapkan dapat memberikan tingkat ke-
percayaan dan keyakinan yang lebih besar karena dapat diuji penyimpangan atau
deviasi yang terjadi secara ilmiah.
Dalam melakukan suatu peramalan tentunya diperlukan metode yang sesuai
dengan data dan informasi yang akan diramalkan agar dapat mencapai tujuan yang
diinginkan. Hasil peramalan dikatakan baik jika nilai ramalannya dekat dengan data
aktual. Untuk mengukur kedekatan antara nilai aktual dan ramalan ini dapat digu-
nakan beberapa kriteria kebaikan model (Sukarna , 2006). Untuk kepentingan akan
evaluasi peramalan, data time series dibagi menjadi dua bagian yaitu:
a. Data yang dipakai untuk kepentingan pemodelan, disebut juga sebagai data in
sample atau data training.
b. Data yang dipakai untuk kepentingan evaluasi peramalan, data ini disebut juga
data out sample atau data testing.
1. Jenis-jenis Peramalan:
Berdasarkan sifatnya, peramalan dibedakan menjadi dua macam yaitu:
a. Peramalan Kualitatif
Peramalan kualitatif adalah peramalan yang didasarkan atas pendapat suatu
pihak dan datanya tidak dapat direpresentasikan secara tegas menjadi sua-
tu angka atau nilai (Sugiyono , 2007). Hasil peramalan yang dibuat sangat
bergantung pada orang yang menyusunnya. Hal ini penting karena hasil per-
amalan tersebut ditentukan berdasarkan pemikiran yang intuisi, pendapat dan
pengetahuan serta pengalaman penyusunnya.
b. Peramalan Kuantitatif
































Peramalan kuantitaf adalah peramalan yang didasarkan atas data kuantitatif
masa lalu dan dapat dibuat dalam bentuk angka yang biasa disebut sebagai
data time series (Jumingan , 2009).
2. Jangka Waktu Peramalan
Jangka waktu peramalan dapat dikelompokkan menjadi tiga kategori, yaitu (Ren-
der , 2005):
a. Peramalan jangka pendek
Peramalan untuk jangka waktu kurang dari tiga bulan. Dapat juga untuk jang-
ka waktu satu tahun yang akan datang atau kurang dari satu tahun.
b. Peramalan jangka menengah
Peramalan untuk jangka waktu antara tiga bulan, dapat juga untuk jangka
waktu satu tahun sampai lima tahun ke depan.
c. Peramalan jangka panjang
Peramalan untuk jangka waktu lebih dari tiga tahun hingga dari lima tahun ke
depan.
2.4. Data Runtun Waktu
Data runtun atau deret waktu merupakan data yang dibuat secara berurut
atau beruntun sepanjang waktu. Metode runtun waktu adalah suatu metode yang
digunakan untuk melakukan peramalan untuk waktu yang akan datang berdasarkan
data dari masa lalu atau waktu sebelumnya. Metode runtun waktu dapat berupa
data dalam bentuk harian, mingguan, bulanan, tahunan dan lainnya. Data runtun
waktu merupakan data kejadian pada masa lalu dan digunakan untuk mengetahui
peramalan dimasa mendatang (Luky Dwi Agnes , 2015). Data yang dikumpulkan
secara berurutan sesuai dengan waktu disebut rangkaian waktu atau time series.
































Ada beberapa variasi atau gerakan dari data rangkaian waktu pada pola data berikut
(I Wayan Sumarjaya , 2016).
2.5. Pola Data
Peramalan atau prediksi suatu data harus membutuhkan informasi tentang
pola data di masa lalu. Dengan hal tersebut maka dapat mempertimbangkan bentuk
dari pola data sehingga diketahui metode peramalan yang paling baik untuk digu-
nakan. Terdapat empat jenis pola data yaitu sebagai berikut (I Wayan Sumarjaya ,
2016):
1. Pola Trend (T)
Tren adalah pergerakan naik turun suatu keadaan dalam jangka panjang. Data
runtun waktu menunjukkan arah perkembangan secara umum yang memiliki ke-
cenderungan naik (trend positif) atau kecenderungan turun (trend negatif). Ben-
tuk pola tren ditunjukkan pada Gambar berikut (Luky Dwi Agnes , 2015):
Gambar 2.1 Pola Data Tren
2. Pola Musiman atau Seasonal (S)
Data musiman adalah suatu pola atau gerakan yang naik turun secara teratur
yang cenderung untuk terulang kembali. Data ini biasanya dipengaruhi oleh
































faktor-faktor musiman, misalnya kurtalan, semesteran, bulanan, mingguan, hari-
an, dan tahunan. Pola musiman cenderung memiliki panjang konstan dan terjadi
berulang dalam jangka periode yang teratur. Pola dari data musiman ditunjukkan
seperti gambar berikut (I Wayan Sumarjaya , 2016):
Gambar 2.2 Pola Musiman atau Seasonal
3. Pola Siklus (C)
Data Siklus adalah suatu pola atau gerakan yang naik turun secara teratur yang
cenderung untuk terulang kembali dalam jangka waktu lebih dari satu tahun. Da-
ta tersebut dipengaruhi fluktuasi jangka panjang yang biasanya berbentuk osilasi
(gelombang sinus). Pola Siklus memiliki panjang yang bervariasi. Contoh data
siklus yaitu data terjadinya siklus hujan setiap 10 tahunan. Bentuk pola siklus
ditunjukkan pada gambar berikut (Ari Cynthia , 2015):
Gambar 2.3 Pola Siklus
4. Pola Acak atau Random (I)
































Variasi data acak atau random adalah suatu gerakan naik turun yang terjadi se-
cara tiba-tiba sehingga sulit untuk diperkirakan sebelumnya dan menunjukkan
gerakan yang tidak teratur. Bentuk pola acak atau random ditujukkan pada gam-
bar berikut (Luky Dwi Agnes , 2015):
Gambar 2.4 Pola Data Acak
2.6. Stasioner
Dalam melakukan penelitian menggunakan model analisis deret waktu ter-
kadang menemukan data yang belum stasioner. Data tersebut dapat dikatakan sta-
sioner jika rata-rata (average) dan variansinya konstan dari waktu ke waktu. Data
tersebut dikatakan stasioner jika tidak terdapat perubahan kenaikan atau penurunan
dalam rata-rata dan variansinya secara tajam. Berdasarkan rata-rata dan variansi-
nya, terdapat dua jenis kestasioneran data yaitu: (Pardamean , 2010)
1. Data stasioner dalam rata-rata (mean)
Dalam mengatasi data yang tidak stasioner pada rata-rata dapat dilakukan proses
diferensiasi differencing terhadap deret data asli. Proses diferensiasi digunakan
untuk mencari perbedaan antara data satu periode dengan periode sebelumnya
secara berurutan. Operator shift mundur (backward shift) sangat tepat untuk
menggambarkan proses differencing (Makridakis , 1999). Notasi dalam metode
pembedaan adalah operator shift mundur (backward shift) disimbolkan dengan

































BZt = Zt−1 (2.1)
Dengan:
Zt : nilai variabel Z pada waktu t
Zt−1 : nilai variabel Z pada waktu t-1
B : backward shift
Pada persamaan diatas, notasi B yang dipasang pada Zt memiliki efek mengge-
ser data satu periode ke belakang. Proses diferensiasi pada orde pertama meru-
pakan selisih antara data ke t dengan data ke t-1 sebagai berikut:




untuk diferensiasi orde-2 adalah
∆2Zt = ∆Zt −∆Zt−1
= (Zt − Zt−1)− (Zt−1 − Zt−2)
= Zt − 2Zt−1 + Zt−2
= Zt − 2BZt +B2Zt
= (1− 2B +B2)Zt
= (1−B)2Zt
Tujuan dari menghitung pembedaan adalah mencapai stasioneritas dan secara
umum apabila terdapat pembedaan orde ke-d untuk mencapai stasioneritas dapat

































∆dZt = (1−B)dZt (2.3)
2. Data stasioner pada variansi
Jika kondisi stasioner tidak terpenuhi maka perlu dilakukan transformasi data
asli dengan akar kuadrat atau secara umum dengan transformasi pangkat. Tran-
sformasi Box-Cox adalah transformasi pangkat pada variabel respon yang di-
temukan oleh Box dan Cox. Transformasi Box-Cox mempertimbangkan kelas
transformasi berparameter tunggal yaitu λ yang dipangkatkan pada variabel res-
pon Zt dengan bentuk transformasi sebagai berikut:
y = Zt
λ (2.4)
λ merupakan parameter yang harus diduga. Pada transformasi Box-Cox hal per-
tama yang harus dilakukan adalah menduga parameter λ (Wei , 2006). Langkah-
langkah mendapatkan nilai lambda (λ) sebagai berikut:
Langkah 1. Ambil nilai λ dengan range −2 hingga 2
Langkah 2. Menghitung nilai:
Ẑ = (z1 × z2 × · · · × zn) 1n (2.5)
Langkah 3. Menghitung nilai Ẑλ−1 untuk setiap λ





































{ Ztλ − 1
λ
; λ 6= 0




= ln(Zt); λ = 0
(2.6)
Langkah 5. Meregresikan antara variabel V dan X, sehingga hasil regresi akan
didapatkan Jumlah Kuadrat Sisa (JKS). Untuk mendapatkan nilai JKS terlebih
dahulu menghitung nilai Jumlah Kuadrat Total (JKT) yang diperoleh dari per-
samaan JKT =
∑
Z2, kemudian Jumlah Kuadrat koefisien α yang diperoleh
dengan persamaan JK(α) = (
∑

















Setelah mendapatkan nilai JKT, JK(α), dan JK(
β
α
) maka dapat menghitung
nilai JKS dengan persamaan:
JKS = JKT − JK(α)− JK(β
α
) (2.7)
Langkah 6. Menentukan nilai λ yang memiliki nilai Jumlah Kuadrat Sisa (JKS)
terkecil.
Langkah 7. Setelah mendapatkan nilai λ maka selanjutnya melakukan transfor-
masi data dengan menggunakan λ yang memiliki nilai JKS terkecil yang dipero-
leh dari langkah 6.
Tabel berikut ini merupakan nilai λ dan transformasinya.
































Tabel 2.1 Nilai λ dan transformasinya
Nilai lamda λ Transformasi
−1 Z−1t = 1Zt
−0.5 Z−0.5t = 1√Zt




1 Z1t = Zt
Selanjutnya dalam transformasi Box Cox setelah diperoleh nilai λ, nantinya akan










Dengan menggunakan kaidah L’Hospital maka persamaan diatas telah terbukti



















2.7. ACF (Autocorrelation Function)
Autocorrelation Function (ACF) merupakan cara untuk melihat adanya hu-
bungan atau korelasi pada data yang sama antar waktu. ACF adalah suatu hubungan
linier pada data time series antara Zt dan Zt+k yang terpisah dengan waktu lag k.
ACF digunakan untuk mengidentifikasikan model time series yang akan digunakan
dan melihat kestasioneran data dalam mean. Persamaan fungsi autokorelasi dari
































data pada lag k sebagai berikut (Raisa Ruslan , 2013):
ρ̂k =




ρ̂k : koefisien autokorelasi pada lag-k
k : selisih waktu
n : jumlah observasi
Z : rata-rata dari pengamatan (Zt)
Zt : pengamatan pada waktu ke-t
Zt+k : pengamatan pada waktu ke t+ k, k = 1, 2, 3, ...
Pada plot Autocorrelation Function atau ACF, diagram ini berfungsi untuk
mengenali tentang kestasioneran pada data. Ciri-ciri data yang belum stasioner
dalam rata-rata dapat ditandai dengan apabila diagram fungsi autokorelasi turun
dengan linier atau terlihat lamban. Gambar plot ACF dapat dilihat pada gambar
berikut.
Gambar 2.5 Pola ACF Belum Stasioner
Gambar 2.6 Pola ACF Sudah Stasioner
































2.8. PACF (Partial Autocorrelation Function)
Partial Autocorrelation Function (PACF) digunakan untuk mengukur ting-
kat keeratan hubungan antara Zt dan Zt+k dengan mengabaikan ketidakbebasan
Zt+1, Zt+2, . . . , Zt+k−1. Autokorelasi parsial digunakan untuk mengukur derajat
asosiasi antara Zt dan Zt+k, ketika efek dari rentang atau jangka waktu (time lag)
1, 2, 3, . . . , k − 1 dianggap terpisah. Fungsi PACF dinotasikan dengan φkk dengan
perhitungan untuk indeks yang sama dirumuskan sebagai berikut:
φ̂kk =
ρ̂k − Σk−1j=1 φ̂k−1,j ρ̂k−j
1− Σk−1j=1 φ̂k−1,j ρ̂j
(2.11)
Sedangkan perhitungan dengan indeks berbeda dirumuskan sebagai berikut:
φ̂k,j = φ̂k−1,j − φ̂kkφ̂k−1,k−j (2.12)
Keterangan:
j = 1, 2, . . . , k dengan nilai φ̂11 = ρ̂1
φ̂k−1,j = fungsi autokorelasi parsial pada lag ke k+1 dengan j
φ̂k+1,k+1 = fungsi autokorelasi parsial pada lag ke k+1 dengan k+1
ρ̂k = fungsi autokorelasi pada lag ke k+1
2.9. Identifikasi Model
Dalam mengidentifikasi model yang akan digunakan data harus stasioner
apabila belum stasioner maka perlu dilakukan proses stasioner terlebih dahulu un-
tuk mendapatkan aspek AR dan MA dalam Model ARIMA yang akan dipilih. Jika
data yang digunakan sudah dalam kondisi stasioner terhadap varians dan stasio-
ner terhadap rata-rata kemudian dilakukan plot ACF dan PACF terhadap data yang
































telah stasioner. Plot tersebut digunakan untuk mengidentifikasi orde AR dan MA
yang akan digunakan dalam menentukan model kemudian akan dilakukan uji untuk
menentukan model terbaik untuk mengetahui hasil peramalan mendatang. Berikut
merupakan tabel ketentuan plot ACF dan PACF pada model ARIMA (Wei , 2006).
Tabel 2.2 Pola Plot ACF dan PACF
Model ACF PACF
AR (p) Menurun secara cepat (dies down) Terpotong pada lag ke-p (cut off )
MA (q) Terpotong pada lag ke-q (cut off ) Menurun secara cepat (dies down)
AR(p) dan MA(q) Terpotong pada lag ke-q (cut off ) Terpotong pada lag ke-p (cut off )
ARMA(p,q) Menurun secara cepat (dies down) Menurun secara cepat (dies down)
2.10. Tahap Estimasi Parameter
Pada tahap ini dilakukan proses estimansi parameter dan uji signifikan dari
model yang diperoleh dari tahap identifikasi. Metode estimasi parameter yang di-
gunakan adalah CLS (Conditional Least Square). Metode ini membuat nilai error
yang tidak diketahui menjadi sama dengan nol dan meminimumkan nilai SSE (Sum
Square Error). Misalkan untuk menguji signifikansi parameter model AR (p) de-
ngan hipotesis sebagai berikut:
H0 : φj = 0
H1 : φj 6= 0, dengan j = 1, 2, . . . , p






φ̂j = estimasi dari parameter model AR
































SE(φ̂j) = standard error dari parameter model AR
H0 ditolak jika nilai |thitung| > tα
2
,(n−np) dengan n adalah banyaknya pengamatan
dan np adalah jumlah parameter yang diestimasi. Sedangkan hipotesis yang digu-
nakan untuk melakukan uji signifikansi parameter untuk model MA adalah sebagai
berikut:
H0 : θj = 0
H1 : θj 6= 0, dengan j = 1, 2, . . . , q






θ̂j = estimasi dari parameter model MA
SE(θ̂j) = standard error dari parameter model MA
H0 ditolak jika nilai |thitung| > tα
2
,(n−np) dengan n adalah banyaknya pengamatan
dan np adalah jumlah parameter yang diestimasi.
2.11. Autoregressive Integrated Moving Average (ARIMA)
Model Autoregressive Integrated Moving Average (ARIMA) telah dipelajari
secara mendalam oleh George Box dan Gwilym Jenkins pada tahun 1967. Model
diterapkan untuk analisis time series, peramalan, dan pengendalian. Model Auto-
regressive (AR) pertama kali diperkenalkan oleh Yule pada tahun 1926, kemudian
dikembangkan oleh Walker. Sedangkan pada tahun 1937, model Moving Average
(MA) pertama kali digunakan oleh Slutzsky. Sedangkan Wold adalah orang per-
tama yang menghasilkan dasar-dasar teoritis dari proses kombinasi ARMA. Wold
membentuk model ARMA yang dikembangkan untuk mencakup time series mu-
































siman dan pengembangan sederhana yang mencakup proses-proses nonstasioner
(ARIMA) (Wei , 2006)
ARIMA terdiri dari beberapa bagian yaitu:
1. Model Autoregressive (AR)
Model AR pada orde p yang dapat didefinisikan AR (p) menerangkan bahwa
suatu model dimana pengamatan waktu ke-t berhubungan linier dengan waktu
sebelumnya t − 1, t − 2, . . . , t − p. Sehingga fungsi untuk model AR (p) dapat
menggunakan persamaan berikut ini:
Zt = φ1Zt−1 + · · ·+ φpZt−p + αt
Zt − φ1Zt−1 − · · · − φpZt−p = αt
Persamaan diatas dapat ditulis dalam bentuk
(1− φ1B − . . .− φpBp)Zt = αt (2.15)
Untuk BZt = Zt−1, sehingga dapat dtulis sebagai berikut:
φp(B)Zt = αt (2.16)
Dimana, φp(B) = (1− φ1B − . . .− φpBp)
Contoh:
(a) Jika model autoregressive ordo satu dapat ditulis AR(1), yaitu p = 1 dan q =
0 dapat dinyatakan sebagai berikut.
Zt = φ1Zt−1 + αt
(b) Jika model autoregressive ordo dua dapat ditulis AR(2), yaitu p = 2 dan q =
0 dapat dinyatakan sebagai berikut.
































Zt = φ1Zt−1 + φ2Zt−2 + αt
2. Model Moving Average (MA)
Model MA pada orde q menyatakan bahwa suatu model pengamatan ke-t dipe-
ngaruhi oleh kesalahan masa lalu. Sehingga fungsi model MA (q) dapat meng-
gunakan persamaan berikut ini:
Zt = αt − θ1αt−1 − . . .− θqαt−q
Persamaan diatas juga dapat ditulis sebagai berikut:
Zt = (1− θ1B − . . .− θqBq)αt
Untuk Bαt = αt−1 sehingga dapat ditulis sebagai berikut:
Zt = θq(B)αt (2.17)
Dimana, θq(B) = (1− θ1B − . . .− θqBq)
Contoh:
(a) Jika model moving average ordo satu dapat ditulis MA(1), yaitu p = 0 dan q
= 1 dapat ditulis sebagai berikut:
Zt = αt − θ1αt−1
(b) Jika model moving average ordo dua dapat ditulis MA(2), yaitu p = 0 dan q
= 2 dapat ditulis sebagai berikut:
Zt = α1 − θ1αt−1 − θ2αt−2
3. Model Autoregressive Moving Average (ARMA)
Model ARMA merupakan model penyatuan antara model AR dan model MA
yang umum ditulis ARMA (p,q) dengan bentuk persamaan fungsi model AR-
MA orde p dan q sebagai berikut: (Raisa Ruslan , 2013)
































Zt = φ1Zt−1 + . . .+ φpZt−p + αt − θ1αt−1 − . . .− θqαt−q
Zt − φ1Zt−1 − . . .− φpZt−p = αt − θ1αt−1 − . . .− θqαt−q




(a) Jika model campuran antara AR(1) dan MA(1) yaitu p = 1 dan q = 1 dapat
dinyatakan ARMA(1,1) dengan persamaan sebagai berikut:
Zt = φ1Zt−1 + αt − θ1αt−1
(b) Jika model campuran antara AR(2) dan MA(1) yaitu p = 2 dan q = 1 dapat
dinyatakan ARMA(2,1) dengan persamaan sebagai berikut:
Zt = φ1Zt−1 + φ1Zt−2 + αt − θ1αt−1
2.12. Model Autoregressive Integrated Moving Average (ARIMA)
Model ARIMA merupakan perluasan dari model ARMA dengan penambah-
an parameter d yang merupakan jumlah proses differencing. Parameter p merupak-
an model AR dan parameter q adalah model MA. Nilai konstanta p dan q biasanya
didapatkan dari estimasi gambar ACF dan PACF. Sedangkan untuk nilai d umumnya
didapatkan dari melakukan trial error terhadap nilai p dan q yang sudah didapatkan.
Secara umum persamaan ARIMA(p,d,q) sebagai berikut: (Luky Dwi Agnes , 2015)
φp(B)(1−B)dZt = θq(B)αt (2.19)
Dimana, AR (p) adalah φp(B) = (1− φ1B − . . .− φpBp)
MA (q) adalah θq(B) = (1− θ1B − . . .− θqBq)
Differencing orde d adalah (1−B)d
































Nilai residual pada saat t adalah αt.
Berikut ini merupakan bentuk model ARIMA:
a Model ARIMA (1,1,0)
Jika model ARIMA yaitu p = 1, d = 1, q = 0 dapat ditulis:
Zt = φ0 + (1 + φ1)Zt−1 − φ1Zt−2 + αt
b Model ARIMA (2,1,0)
Jika model ARIMA yaitu p = 2, d = 1, q = 0 dapat ditulis:
Zt = φ0 + (1 + φ1)Zt−1 − (φ1 − φ2)Zt−2 − φ2Zt−3 + αt
c Model ARIMA (2,1,1)
Jika model ARIMA yaitu p = 2, d = 1, q = 1 dapat ditulis:
Zt = φ0 + (1 + φ1)Zt−1 − φ1Zt−2 + αt − θ1αt−1
Keterangan:
Zt = Variabel Z pada periode ke-t
Zt+k = Variabel Z pada periode ke t+ k
ρk = Koefisien autokorelasi pada lag ke k
B = Operator langkah mundur (backshift operator)
λ = Parameter transformasi
Ln = Logaritma natural
φkk = Koefisien autokorelasi parsial pada lag ke k
φp(B) = Operator autoregresi dengan variabel p
θq(B) = Operator moving average dengan variabel q
αt = nilai kesalahan pada saat t
































p, d, q = orde AR, Diferensiasi, dan MA
(1−B)d = Orde diferensiasi
2.13. Uji Diagnostik
Proses ini dilakukan untuk mengetahui apakah model tersebut telah layak
atau tidak dalam pemilihan model terbaik. Yaitu dilakukan pengecekan kesesuaian
model dengan memodelkan data dimana hasil residual harus memenuhi asumsi resi-
dual white noise dan berdistribusi normal. Lalu untuk pengecekan varians menggu-
nakan plot residual dan mengetahui residual white noise dengan menghitung hasil
dari ACF dan PACF yang signifikan. Pemeriksaan asumsi white noise bisa dilihat
dari plot ACF. Dikatakan telah memenuhi asumsi bila pada plot ACF tidak terdapat
lag yang melewati batas signifikan. Apabila hasil grafik menunjukkan bahwa residu
akan berada disekitar garis diagonal atau garis linear maka artinya residu berdistri-
busi normal, namun jika grafik menunjukkan residu menyebar atau tidak berada di
sekitar garis linear artinya residu tidak berdistribusi normal. Untuk pengujian white
noise terhadap residual yang saling independent dapat dilakukan secara serentak de-
ngan menggunakan uji Ljung-Box (Wei , 2006). Adapun hipotesis untuk pengujian
ini adalah sebagai berikut:






ρ̂k = nilai Autokorelasi lag k
Q = Uji Ljung-Box
k = lag waktu
































n = jumlah banyaknya parameter
i = maximum lag
Hipotesis,
H0 : ρ1 = ρ2 = . . . = ρm = 0, berarti memenuhi White Noise
H1 : ρk 6= 0, k = 1, 2, 3, . . . ,m, berarti tidak memenuhi White Noise
Pada tahap ini, terdapat beberapa ketentuan, yang pertama yaitu apabila taraf signi-
fikan yang ditetapkan α = 5%. Kriteria yang diputuskan jika nilai p − value > α
yang artinya memenuhi proses White Noise dan jika p − value < α yang berarti
tidak memenuhi proses White Noise dengan nilai ketentuan yaitu α = 5% = 0, 05.
Secara sederhana, H0 diterima apabila Q > X2α,df=K−p−d, dimana i merupakan
maximum lag, p merupakan ordo dari AR (Wei , 2006).
2.14. Pemilihan kriteria model terbaik
Pada tahap ini dilakukan seleksi dari masing-masing model yang memenuhi
uji signifikansi parameter dan asumsi white noise yang akan dipilih menjadi model
terbaik. Pemilihan model terbaik melalui pendekatan out sample dengan menggu-
nakan MAPE (Mean Absolute Percentage Error).
2.15. Nilai Akurasi Peramalan
Dalam menggunakan metode peramalan pasti akan menemui tingkat akurasi
dalam peramalan tersebut. Selisih antara hasil peramalan dengan nilai aktual dapat
dikatakan sebagai error atau akurasi. Secara umum perhitungan nilai error dari
peramalan adalah sebagai berikut:
e = Zt − Z ′t (2.21)

































e = kesalahan error saat periode ke t
Zt = nilai sesungguhnya saat periode ke t
Z ′t = nilai hasil peramalan saat periode ke t
Untuk mengetahui nilai kesalahan peramalan dalam penelitian ini menggu-
nakan metode Mean Absolute Percentage Error (MAPE), sehingga dengan meng-
gunakan Mean Absolute Percentage Error (MAPE) dapat mengetahui error yang
terjadi. Semakin kecil rata-rata persentase errornya maka tingkat keakuratan per-
amalan akan semakin besar. Namun jika rata-rata persentase error semakin besar
maka tingkat keakuratan semakin kecil. Cara untuk menghitung persentase error












PEt = persentase error saat periode waktu ke-t
Et = error saat periode waktu ke-t
Zt = data aktual saat periode ke-t
n = banyak data
Setelah mendapatkan hasil MAPE dari peramalan tersebut maka dilakukan
analisa bahwa hasil peramalan tersebut memiliki hasil yang baik atau buruk se-
hingga dapat diketahui jika model tersebut cocok digunakan atau tidak. Berikut
































merupakan tabel nilai MAPE. (Luky Dwi Agnes , 2015)
Tabel 2.3 Nilai MAPE
Hasil Keterangan
< 10% Hasil peramalan sangat baik
(10− 20)% Hasil peramalan baik
(20− 50)% Hasil peramalan cukup baik
> 50% Hasil peramalan buruk

































Pada bab ini membahas tentang jenis penelitian yang akan digunakan, sum-
ber data, pengumpulan data, pengolahan data, serta analisis hasil dan penarikan
kesimpulan yang digunakan dalam penelitian, analisis data dan tahapan penelitian
tentang metode ARIMA Box Jenkins.
3.1. Jenis Penelitian
Jenis penelitian yang digunakan dalam penelitian ini merupakan peneliti-
an terapan dengan pendekatan kuantitatif. Penelitian terapan merupakan penelitian
yang mengarah untuk mendapatkan informasi yang digunakan untuk menyelesaik-
an masalah yang bersifat fungsional. Sedangkan pendekatan kuantitatif merupakan
penelitian dalam pengumpulan data dan hasilnya menggunakan angka. Sehingga
peneliti menerapkan metode ARIMA Box Jenkins untuk menyelesaikan permasa-
lahan dalam prediksi ekspor kendaraan bermotor di Indonesia dengan menggunakan
data berupa angka.
3.2. Sumber Data
Sumber yang digunakan dalam penelitian ini berupa data sekunder. Untuk
data ekspor kendaraan bermotor roda empat diperoleh dari situs milik Gabungan
Industri Kendaraan Bermotor Indonesia (GAIKINDO) yang dapat diakses melalui
alamat https://gaikindo.or.id. Dan untuk data ekspor kendaraan bermotor roda dua
diperoleh dari situs milik Asosiasi Industri Sepeda Motor Indonesia (AISI) yang
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dapat diakses melalui alamat https://www.aisi.or.id.
3.3. Variabel Penelitian
Pada penelitian ini menggunakan variabel penelitian yaitu ekspor kendaraan
bermotor roda empat dan ekspor kendaraan bermotor roda dua. Untuk ekspor ken-
daraan bermotor roda empat pada tahun 2012-2019 dari bulan Januari 2012 hingga
Desember 2019. Untuk ekspor kendaraan bermotor roda dua pada tahun 2014-2019
dari bulan Januari 2014 hingga Desember 2019.
3.4. Analisis Data
Data yang digunakan dalam penelitian ini adalah data ekspor kendaraan
bermotor roda empat dan data ekspor kendaraan bermotor roda dua di Indonesia.
Selanjutnya dianalisis untuk menentukan jumlah ekspor kendaraan bermotor roda
empat dan jumlah ekspor kendaraan bermotor roda dua di Indonesia pada waktu
mendatang dengan menggunakan metode ARIMA Box Jenkins.
3.5. Tahapan Penelitian
Pada penelitian ini untuk membentuk suatu peramalan dengan melakukan
mulai dari studi literatur, mencari referensi, pencarian data, pengolahan data, anali-
sis data dan mendapatkan hasil pengambilan keputusan dalam Model ARIMA ter-
baik. Tahapan penelitian dapat di lihat pada Gambar 3.1
































Gambar 3.1 Tahapan Penelitian
3.6. Teknik Analisis Data
1. Menggunakan data ekspor kendaraan bermotor di Indonesia.
2. Membagi ekspor kendaraan bermotor menjadi 2 yaitu ekspor kendaraan bermo-
tor roda empat dan ekspor kendaraan bermotor roda dua.
3. Pembagian data menjadi 2 yaitu:
































(a) Untuk data ekspor kendaraan bermotor roda empat
1. Data training atau in sample yaitu data yang digunakan untuk mencari
model terbaik menggunakan data dari tahun 2012 hingga 2018.
2. Data testing atau out sample yaitu data yang digunakan untuk mencari
nilai peramalan terkecil menggunakan data periode 12 bulan dari bulan
Januari 2019 hingga Desember 2019.
(b) Untuk data ekspor kendaraan bermotor roda dua
1. Data training atau in sample yaitu data yang digunakan untuk mencari
model terbaik menggunakan data dari tahun 2014 hingga 2018.
2. Data testing atau out sample yaitu data yang digunakan untuk mencari
nilai peramalan terkecil menggunakan data periode 12 bulan dari bulan
Januari 2019 hingga Desember 2019.
4. Melakukan Plot deret waktu meliputi ACF dan PACF untuk data yang digunak-
an.
5. Mengidentifikasi apakah data tersebut stasioner atau belum stasioner. Jika belum
stasioner maka perlu dilakukan 2 proses yaitu:
(a) Stasioner terhadap varians.
Apabila data tersebut belum stasioner terhadap varians maka perlu dilakukan
proses Box-Cox Transformation agar nilai rounded value (λ) = 1. Jika λ
telah bernilai 1 maka data telah stasioner terhadap varians.
(b) Stasioner terhadap rata-rata (mean)
Apabila data belum stasioner terhadap rata-rata maka perlu dilakukan proses
differencing.
































6. Melakukan plot deret waktu pada data setelah melakukan diferensiasi dan tran-
sformasi apabila belum stasioner menggunakan plot ACF dan PACF. Jika data
sudah dinyatakan stasioner maka dapat langsung menentukan modelnya.
7. Melakukan estimasi parameter beberapa model dugaan yang diperoleh dari pro-
ses sebelumnya.
8. Menguji kecocokan model.
Jika model yang diuji belum cocok maka akan dilakukan identifikasi kembali
menggunakan model baru agar mendapatkan hasil yang terbaik.
9. memilih model yang terbaik.
Setelah mendapatkan model yang cocok digunakan maka perlu dilakukan per-
hitungan kesalahan (error) dengan menghitung hasil error (kesalahan) menggu-
nakan MAPE terbaik.
10. Menghitung peramalan jumlah ekspor kendaraan bermotor roda empat dan jum-
lah ekspor kendaraan bermotor roda dua pada tahun 2020.

































Pada bab ini akan dibahas mengenai hasil analisis dan pembahasan dari pera-
malan jumlah ekspor kendaraan bermotor di Indonesia dengan metode Autoregres-
sive Integrated Moving Average (ARIMA) Box-Jenkins terbaik untuk melakukan
peramalan waktu mendatang. Berikut merupakan langkah yang dilakukan untuk
mendapatkan hasil peramalan terbaik.
4.1. Peramalan Jumlah Ekspor Kendaraan Bermotor Roda Empat
Berikut merupakan data yang didapat dari GAIKINDO (Gabungan Industri
Kendaraan Bermotor Indonesia) untuk tahun 2012 hingga tahun 2019. Data terse-
but merupakan jumlah ekspor kendaraan bermotor di Indonesia. Total jumlah data
sebanyak 96 dari bulan Januari 2012 hingga Desember 2019. Data dibagi menjadi
in sample dan out sample. Data in sample sebanyak 84 data dari bulan Januari 2012
hingga Desember 2018. Untuk data out sample sebanyak 12 data dari bulan Januari
2019 hingga Desember 2019 untuk menguji hasil kesalahan (error) peramalan yang
telah dilakukan. Dapat dilihat pada Tabel sebagai berikut.
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Tabel 4.1 Data Ekspor Kendaraan Bermotor Roda Empat Tahun 2012 sampai 2015
Bulan 2012 2013 2014 2015
Januari 4,261,698 3,557,250 4,339,702 4,277,593
Februari 5,865,693 4,809,785 5,107,794 5,264,198
Maret 4,466,670 3,620,313 5,336,896 5,295,266
April 5,791,684 4,780,365 5,301,653 6,314,793
Mei 1,488,864 4,821,673 3,344,489 6,352,568
Juni 3,557,326 4,737,307 4,348,636 6,421,563
Juli 4,176,427 5,956,473 5,394,169 4,450,391
Agustus 4,771,717 4,331,295 6,237,127 5,364,310
September 3,361,654 5,358,719 6,338,250 5,427,162
Oktober 5,180,018 4,746,237 5,309,895 4,450,208
November 2,901,528 4,017,552 5,276,643 6,464,709
Desember 2,538,789 5,041,234 4,280,798 7,436,487
































Tabel 4.2 Data Ekspor Kendaraan Bermotor Roda Empat Tahun 2016 sampai 2019
Bulan 2016 2017 2018 2019
Januari 8,406,192 6,452,727 6,644,891 6,973,363
Februari 8,417,089 6,144,227 6,444,969 6,598,605
Maret 6,459,337 6,329,797 7,559,887 8,860,702
April 5,425,040 6,383,023 6,818,070 7,911,943
Mei 6,422,432 6,952,341 7,682,629 8,864,506
Juni 7,440,257 5,653,492 5,648,659 4,966,344
Juli 8,374,032 7,466,642 9,332,105 5,385,854
Agustus 8,424,651 6,235,212 7,200,052 6,477,324
September 7,402,801 7,816,015 7,596,071 7,897,332
Oktober 6,387,803 7,676,874 7,436,538 8,944,673
November 6,376,311 6,353,656 7,333,715 7,260,853
Desember 7,464,035 8,118,876 7,280,867 6,896,352
Dari data pada Tabel diatas jumlah seluruh data sebanyak 574,874,737 unit
ekspor kendaraan bermotor roda empat. Dari data tersebut maka dapat dilihat hasil
tren untuk mengetahui bahwa selama 8 tahun tersebut apakah data mengalami trend
turun (negatif ) atau trend naik (positif ). Hasil trend dapat dilihat pada Gambar
berikut ini.
































Gambar 4.1 Plot Time Series Data Jumlah Ekspor Kendaraan Bermotor Roda Empat
Pada Gambar 4.1 menunjukkan bahwa terjadi trend naik (positif ) dikare-
nakan dari tahun 2014 menuju tahun 2018 plot mengalami kenaikan. Maka data
dinyatakan belum stasioner karena plot masih terdapat unsur tren. Dikarenakan
data belum stasioner maka data perlu stasioner terhadap varians dan stasioner ter-
hadap mean. Berikut merupakan plot ACF dari data asli jumlah ekspor kendaraan
bermotor roda empat sebelum data distasionerkan.
Gambar 4.2 Plot ACF Data Asli
4.1.1. Uji Stasioneritas Data
Langkah yang harus dilakukan dalam melakukan uji stasioner sebagai beri-
kut:
































1. Stasioner terhadap varians
Dalam melakukan proses stasioner terhadap varians maka perlu dilakukan Box-
Cox Transformasi. Data dikatakan stasioner dalam varians jika data tersebut
memiliki nilai rounded value atau λ sama dengan 1. Berikut ini merupakan hasil
pemeriksaan Transformasi Box-Cox data asli sebagai berikut.
Gambar 4.3 Plot Box-Cox Jumlah Ekspor Kendaraan Bermotor Roda Empat
Diketahui jika nilai dari proses Transformasi Box-Cox telah bernilai Rounded
Value (λ) = 1 yang artinya data sudah stasioner terhadap varians, sehingga tidak
perlu dilakukan transformasi data tetapi jika nilai Rounded Value tidak bernilai
1 maka harus dilakukan transformasi data sesuai dengan tabel transformasi.
2. Stasioner terhadap rata-rata (mean)
Untuk melihat apakah data stasioner terhadap mean dilihat dari grafik time se-
ries dan plot ACF. Berdasarkan grafik plot time series terdapat unsur tren yang
terbentuk, hal tersebut menunjukkan bahwa data tidak stasioner sehingga perlu
dilakukan proses differencing. Gambar dari grafik plot ACF ditunjukkan pada
Gambar
































Gambar 4.4 Plot ACF dari Jumlah Ekspor Kendaraan Bermotor Roda Empat
Pada Gambar 4.4 menunjukkan bahwa pada data jumlah ekspor kendaraan ber-
motor roda empat tersebut memiliki pola ACF yang dying down yaitu menurun
perlahan-lahan mendekati nilai nol. Pada plot tersebut terjadi autokorelasi yaitu
adanya bar yang melebihi garis signifikansi atau garis selang kepercayaan, maka
koefisien autokorelasi yang diperoleh tidak signifikan atau terjadi korelasi antar
lag sehingga data tidak stasioner. Karena data tidak stasioner dalam mean ma-
ka perlu dilakukan differencing agar data menjadi stasioner terhadap rata-rata.
Dalam data ini setelah dilakukan differencing satu kali data sudah stasioner ter-
hadap mean yang dilihat dari plot ACF yang ditunjukkan pada Gambar 4.4.
Gambar 4.5 Plot ACF Jumlah Ekspor Kendaraan Bermotor Roda Empat Setelah di
Differencing Pertama
































Gambar 4.5 merupakan hasil dari differencing pertama data jumlah ekspor ken-
daraan bermotor roda empat. Dengan melihat plot data tersebut, data sudah ter-
lihat stasioner terhadap mean setelah differencing pertama. Hal tersebut dapat
diketahui dari fluktuasi data yang brgerak disekitar garis horizontal sehingga ni-
lai d = D = 1.
Setelah data bersifat stasioner maka selanjutnya mencari model sementara. Un-
tuk itu perlu dibuat plot fungsi autokorelasi partial (PACF) untuk data yang telah
stasioner seperti yang disajikan pada Gambar 4.5.
Gambar 4.6 Plot PACF Jumlah Ekspor Kendaraan Bermotor Roda Empat Setelah di
Differencing Pertama
Dari gambar plot ACF dapat diketahui jika data telah stasioner terhadap rata-rata
karena telah terbentuk pola cut off setelah lag ke 2. Cara menghitung manual
nilai dari differencing menggunakan persamaan berikut:
∆Zt = Zt − Zt−1
Untuk menghitung data ke-1 menggunakan data hasil transformasi berikut ini:
∆Z1 = Z1 − Z0
karena tidak ada data pada waktu ke-0 maka ∆Z1 tidak dapat dihitung. Untuk
menghitung data ke-2 berikut ini:
































∆Z2 = Z2 − Z1 = 5, 865, 693− 4, 261, 698 = 1, 603, 995
Untuk menghitung data ke-3 berikut ini:
∆Z3 = Z3 − Z2 = 4, 466, 670− 5, 865, 693 = −1, 399, 023
Untuk ∆Zt hingga ke-96 menggunakan cara yang sama seperti sebelumnya.
Berikut merupakan cara menghitung ACF terhadap data asli secara manual:
ρ̂k =
∑n−k





(4261698− 5988278.51)(5865693− 5988278.51) + (4466670− 5988278.51)(5791684− 5988278.51)
(4261698− 5988278.51)2 + (5865693− 5988278.51)2 + (4466670− 5988278.51)2 + (5791684− 5988278.51)2
+(1488864− 5988278.51)(3557326− 5988278.51) + · · ·+ (7260853− 5988278.51)(6896352− 5988278.51)





Berikut merupakan cara manual untuk menghitung nilai PACF:






1− (0.652022)2 = 0.305843
Setelah melakukan uji stasioner terhadap rata-rata dan varians kemudian dila-
kukan uji parameter terhadap data yang digunakan.
4.1.2. Identifikasi Model ARIMA
Identifikasi model dilakukan untuk menentukan orde p dan orde q yang akan
digunakan dalam model ARIMA dalam data yang diuji. Berikut merupakan penje-
lasan untuk orde yang didapatkan dari hasil stasioner terhadap varians dan stasioner
terhadap rata-rata yang dilihat dari plot ACF dan plot PACF yang didapatkan.
1. Dari plot ACF diketahui jika bentuk pola cut off pada lag ke 2 sehingga nilai
MA(q) = 3.
2. Dari plot PACF diketahui jika bentuk pola cut off pada lag ke 2 sehingga nilai
AR(p) = 2.
































4.1.3. Estimasi dan Uji Signifikansi Parameter
Uji parameter dilakukan untuk mencari model yang terbaik untuk digunakan
agar mendapatkan hasil yang nilai kesalahannya terkecil. Berikut ini merupakan
pendugaan model ARIMA yang diperkirakan cocok digunakan.
1. Data hasil Uji parameter Model ARIMA (2, 1, 3) pada tabel berikut ini.
Tabel 4.3 Pengujian hasil signifikansi Model ARIMA(2, 1, 3)
Parameter Coef SE Coef T P-Value Keterangan
AR(1) 0.4051 0.1852 2.19 0.032 Signifikan
AR(2) −0.6660 0.1882 −3.54 0.001 Signifikan
MA(1) 1.0796 0.1518 7.11 0.000 Signifikan
MA(2) −1.0203 0.1941 −5.26 0.000 Signifikan
MA(3) 0.6842 0.1134 6.03 0.000 Signifikan
Pada tabel tersebut dapat diketahui jika P − V alue < α(0.05) sehingga Mo-
del ARIMA (2, 1, 3) telah signifikan. Uji signifikansi parameter model ARIMA
berdasarkan Tabel diatas secara statistik ditunjukkan sebagai berikut:
1. Uji Signifikansi Parameter φ1 pada model ARIMA (2,1,3)
Pengujian signifikansi parameter model AR(Autoregressive) dengan Hipote-
sis sebagai berikut:
H0 : φ1 = 0 (parameter tidak signifikan)
H1 : φ1 6= 0 (parameter signifikan)








t0,025;83 = 1, 98896

































Hasil uji signifikansi menunjukkan bahwa parameter dugaan telah signifikan
karena memiliki nilai p-value kurang dari taraf signifikansi α = 0, 05. Seca-
ra uji statistik dapat diketahui bahwa nilai |thitung| > ttabel maka didapatkan
keputusan hipotesis menolak H0 sehingga dapat disimpulkan parameter φ1
pada model ARIMA (2,1,3) signifikan.
2. Uji Signifikansi Parameter φ2 pada model ARIMA (2,1,3)
Pengujian signifikansi parameter model AR(Autoregressive) dengan Hipote-
sis sebagai berikut:
H0 : φ2 = 0 (parameter tidak signifikan)
H1 : φ2 6= 0 (parameter signifikan)








t0,025;82 = 1, 98932
Kriteria Pengujian:
Hasil uji signifikansi menunjukkan bahwa parameter dugaan telah signifikan
karena memiliki nilai p-value kurang dari taraf signifikansi α = 0, 05. Seca-
ra uji statistik dapat diketahui bahwa nilai |thitung| > ttabel maka didapatkan
keputusan hipotesis menolak H0 sehingga dapat disimpulkan parameter φ2
pada model ARIMA (2,1,3) signifikan.
3. Uji Signifikansi Parameter θ1 pada model ARIMA (2,1,3)
Pengujian signifikansi parameter model MA(Moving Average) dengan Hipo-
tesis sebagai berikut:
H0 : θ1 = 0 (parameter tidak signifikan)
H1 : θ1 6= 0 (parameter signifikan)








































t0,025;83 = 1, 98896
Kriteria Pengujian:
Hasil uji signifikansi menunjukkan bahwa parameter dugaan telah signifikan
karena memiliki nilai p-value kurang dari taraf signifikansi α = 0, 05. Secara
uji statistik dapat diketahui bahwa nilai |thitung| > ttabel maka didapatkan ke-
putusan hipotesis menolak H0 sehingga dapat disimpulkan parameter θ1 pada
model ARIMA (2,1,3) signifikan.
4. Uji Signifikansi Parameter θ2 pada model ARIMA (2,1,3)
Pengujian signifikansi parameter model MA(Moving Average) dengan Hipo-
tesis sebagai berikut:
H0 : θ2 = 0 (parameter tidak signifikan)
H1 : θ2 6= 0 (parameter signifikan)








t0,025;82 = 1, 98932
Kriteria Pengujian:
Hasil uji signifikansi menunjukkan bahwa parameter dugaan telah signifikan
karena memiliki nilai p-value kurang dari taraf signifikansi α = 0, 05. Secara
uji statistik dapat diketahui bahwa nilai |thitung| > ttabel maka didapatkan ke-
putusan hipotesis menolak H0 sehingga dapat disimpulkan parameter θ2 pada
model ARIMA (2,1,3) signifikan.
5. Uji Signifikansi Parameter θ3 pada model ARIMA (2,1,3)
Pengujian signifikansi parameter model MA(Moving Average) dengan Hipo-

































H0 : θ3 = 0 (parameter tidak signifikan)
H1 : θ3 6= 0 (parameter signifikan)








t0,025;81 = 1, 98969
Kriteria Pengujian:
Hasil uji signifikansi menunjukkan bahwa parameter dugaan telah signifikan
karena memiliki nilai p-value kurang dari taraf signifikansi α = 0, 05. Secara
uji statistik dapat diketahui bahwa nilai |thitung| > ttabel maka didapatkan ke-
putusan hipotesis menolak H0 sehingga dapat disimpulkan parameter θ3 pada
model ARIMA (2,1,3) signifikan.
2. Data hasil Uji parameter Model ARIMA (3, 0, 3) pada tabel berikut ini.
Tabel 4.4 Pengujian hasil signifikansi Model ARIMA(3, 0, 3)
Parameter Coef SE Coef T P-Value Keterangan
AR(1) −1.5330 0.2435 6.29 0.032 Signifikan
AR(2) −1.1380 0.4103 −2.77 0.007 Signifikan
AR(3) 0.6066 0.2363 2.57 0.012 Signifikan
MA(1) 1.1755 0.2207 5.33 0.000 Signifikan
MA(2) −0.9950 0.2916 −3.41 0.001 Signifikan
MA(3) 0.6199 0.1486 4.17 0.000 Signifikan
Pada tabel tersebut dapat diketahui jika P − V alue < α(0.05) sehingga Mo-
del ARIMA (3, 0, 3) telah signifikan. Uji signifikansi parameter model ARIMA
berdasarkan Tabel diatas secara statistik ditunjukkan sebagai berikut:
































1. Uji Signifikansi Parameter φ1 pada model ARIMA (3,0,3)
Pengujian signifikansi parameter model AR(Autoregressive) dengan Hipote-
sis sebagai berikut:
H0 : φ1 = 0 (parameter tidak signifikan)
H1 : φ1 6= 0 (parameter signifikan)








t0,025;83 = 1, 98896
Kriteria Pengujian:
Hasil uji signifikansi menunjukkan bahwa parameter dugaan telah signifikan
karena memiliki nilai p-value kurang dari taraf signifikansi α = 0, 05. Seca-
ra uji statistik dapat diketahui bahwa nilai |thitung| > ttabel maka didapatkan
keputusan hipotesis menolak H0 sehingga dapat disimpulkan parameter φ1
pada model ARIMA (3,0,3) signifikan.
2. Uji Signifikansi Parameter φ2 pada model ARIMA (3,0,3)
Pengujian signifikansi parameter model AR(Autoregressive) dengan Hipote-
sis sebagai berikut:
H0 : φ2 = 0 (parameter tidak signifikan)
H1 : φ2 6= 0 (parameter signifikan)








t0,025;82 = 1, 98932
Kriteria Pengujian:
Hasil uji signifikansi menunjukkan bahwa parameter dugaan telah signifikan
karena memiliki nilai p-value kurang dari taraf signifikansi α = 0, 05. Seca-
ra uji statistik dapat diketahui bahwa nilai |thitung| > ttabel maka didapatkan
































keputusan hipotesis menolak H0 sehingga dapat disimpulkan parameter φ2
pada model ARIMA (3,0,3) signifikan.
3. Uji Signifikansi Parameter φ3 pada model ARIMA (3,0,3)
Pengujian signifikansi parameter model AR(Autoregressive) dengan Hipote-
sis sebagai berikut:
H0 : φ3 = 0 (parameter tidak signifikan)
H1 : φ3 6= 0 (parameter signifikan)








t0,025;81 = 1, 98969
Kriteria Pengujian:
Hasil uji signifikansi menunjukkan bahwa parameter dugaan telah signifikan
karena memiliki nilai p-value kurang dari taraf signifikansi α = 0, 05. Seca-
ra uji statistik dapat diketahui bahwa nilai |thitung| > ttabel maka didapatkan
keputusan hipotesis menolak H0 sehingga dapat disimpulkan parameter φ3
pada model ARIMA (3,0,3) signifikan.
4. Uji Signifikansi Parameter θ1 pada model ARIMA (3,0,3)
Pengujian signifikansi parameter model MA(Moving Average) dengan Hipo-
tesis sebagai berikut:
H0 : θ1 = 0 (parameter tidak signifikan)
H1 : θ1 6= 0 (parameter signifikan)








t0,025;83 = 1, 98896
Kriteria Pengujian:
































Hasil uji signifikansi menunjukkan bahwa parameter dugaan telah signifikan
karena memiliki nilai p-value kurang dari taraf signifikansi α = 0, 05. Secara
uji statistik dapat diketahui bahwa nilai |thitung| > ttabel maka didapatkan ke-
putusan hipotesis menolak H0 sehingga dapat disimpulkan parameter θ1 pada
model ARIMA (3,0,3) signifikan.
5. Uji Signifikansi Parameter θ2 pada model ARIMA (3,0,3)
Pengujian signifikansi parameter model MA(Moving Average) dengan Hipo-
tesis sebagai berikut:
H0 : θ2 = 0 (parameter tidak signifikan)
H1 : θ2 6= 0 (parameter signifikan)








t0,025;82 = 1, 98932
Kriteria Pengujian:
Hasil uji signifikansi menunjukkan bahwa parameter dugaan telah signifikan
karena memiliki nilai p-value kurang dari taraf signifikansi α = 0, 05. Secara
uji statistik dapat diketahui bahwa nilai |thitung| > ttabel maka didapatkan ke-
putusan hipotesis menolak H0 sehingga dapat disimpulkan parameter θ2 pada
model ARIMA (3,0,3) signifikan.
6. Uji Signifikansi Parameter θ3 pada model ARIMA (3,0,3)
Pengujian signifikansi parameter model MA(Moving Average) dengan Hipo-
tesis sebagai berikut:
H0 : θ3 = 0 (parameter tidak signifikan)
H1 : θ3 6= 0 (parameter signifikan)
Dengan menggunakan Persamaan diperoleh,







































t0,025;81 = 1, 98969
Kriteria Pengujian:
Hasil uji signifikansi menunjukkan bahwa parameter dugaan telah signifikan
karena memiliki nilai p-value kurang dari taraf signifikansi α = 0, 05. Secara
uji statistik dapat diketahui bahwa nilai |thitung| > ttabel maka didapatkan ke-
putusan hipotesis menolak H0 sehingga dapat disimpulkan parameter θ3 pada
model ARIMA (3,0,3) signifikan.
4.1.4. Uji Residual White Noise
Pada pengujian asumsi residual model meliputi uji white noise yang residu-
al yang bersifat independen dan berdistribusi normal. Ljung-Box adalah uji yang
digunakan untuk mengetahui apakah data telah memenuhi white noise atau belum.
Pengujian asumsi residual white noise menggunakan Ljung-Box dengan hipotesis
sebagai berikut:
H0 = Residual white noise
H1 = Residual tidak white noise
Jika nilai taraf signifikan sebesar 0.05 dan P−V alue > αmakaH0 diterima artinya
residual bersifat white noise.
1. Uji Ljung-Box Model ARIMA(2, 1, 3).
































Tabel 4.5 Pengujian Ljung-Box Model ARIMA(2, 1, 3)
Lag Chi-Square DF P-Value Keterangan
12 8.7 7 0.272 Bersifat White Noise
24 15.4 19 0.696 Bersifat White Noise
36 24.8 31 0.775 Bersifat White Noise
48 35.7 43 0.779 Bersifat White Noise
Berdasarkan Tabel diatas hasil residual model ARIMA (2,1,3) dengan Uji Ljung-
Box dapat dituliskan dengan Hipotesis sebagai berikut:
H0 : ρ1 = ρ2 = ρ3 = · · · = ρ12 (residual white noise)
H1 : minimal ada satu ρk 6= 0 (residual tidak white noise)
Statistik Uji:
Dengan menggunakan Persamaan didapatkan,












































X2(0,05;12−2) = 18, 30704
Kriteria Pengujian:
Pada tabel model ARIMA(2,1,3) setelah dilakukan uji Ljung-Box bersifat white
noise karena memiliki nilai P-value lebih dari taraf signifikansi α = 0, 05. Seca-
ra uji statistik dapat diketahui bahwa semua lag signifikansi karena Q > Xtabel
sehingga dapat disimpulkan bahwa residual model ARIMA(2,1,3) memenuhi
asumsi white noise.
































2. Uji Ljung-Box Model ARIMA(3, 0, 3).
Tabel 4.6 Pengujian Ljung-Box Model ARIMA(3, 0, 3)
Lag Chi-Square DF P-Value Keterangan
12 7.3 6 0.291 Bersifat White Noise
24 13.9 18 0.734 Bersifat White Noise
36 23.0 30 0.814 Bersifat White Noise
48 33.1 42 0.834 Bersifat White Noise
Berdasarkan Tabel diatas hasil residual model ARIMA (3,0,3) dengan Uji Ljung-
Box dapat dituliskan dengan Hipotesis sebagai berikut:
H0 : ρ1 = ρ2 = ρ3 = · · · = ρ12 (residual white noise)
H1 : minimal ada satu ρk 6= 0 (residual tidak white noise)
Statistik Uji:
Dengan menggunakan Persamaan didapatkan,












































X2(0,05;12−3) = 16, 91898
Kriteria Pengujian:
Pada tabel model ARIMA(3,0,3) setelah dilakukan uji Ljung-Box bersifat white
noise karena memiliki nilai P-value lebih dari taraf signifikansi α = 0, 05. Seca-
ra uji statistik dapat diketahui bahwa semua lag signifikansi karena Q > Xtabel
sehingga dapat disimpulkan bahwa residual model ARIMA(3,0,3) memenuhi
asumsi white noise.

































Pada tahap overfitting dilakukan untuk melihat model dugaan lain yang mung-
kin sesuai dengan data.
Tabel 4.7 Hasil Overfitting Dugaan Model ARIMA
Model Dugaan Parameter Uji Parameter Uji White Noise
ARIMA(2, 1, 3) φ1 Signifikan White Noise
φ2 Signifikan White Noise
θ1 Signifikan White Noise
θ2 Signifikan White Noise
θ3 Signifikan White Noise
ARIMA(3, 0, 3) φ1 Signifikan White Noise
φ2 Signifikan White Noise
φ3 Signifikan White Noise
θ1 Signifikan White Noise
θ2 Signifikan White Noise
θ3 Signifikan White Noise
ARIMA(1, 1, 0) φ1 Signifikan Tidak White Noise
ARIMA(1, 2, 1) φ1 Signifikan Tidak White Noise
θ1 Signifikan Tidak White Noise
Pada Tabel 4.7 terlihat bahwa terdapat 2 model dugaan yang semua parame-
ternya signifikan, dan memenuhi asumsi residual white noise adalah model ARI-
MA(2,1,3) dan ARIMA(3,0,3).

































Proses selanjutnya yaitu menghitung nilai kesalahan yang dihasilkan dari
proses peramalan tersebut. Untuk menghitung kesalahan ini menggunakan MAPE
(Mean Absolute Percentage Error). Dalam melakukan perhitungan MAPE meng-
gunakan data tahun 2012-2018 dengan hasil peramalan yang diketahui untuk tahun
2019. Berikut ini merupakan Tabel hasil dari MAPE.
1. Perhitungan Nilai MAPE pada Model ARIMA(2, 1, 3)
Tabel 4.8 Menghitung Kesalahan Menggunakan MAPE pada Tahun 2019
Periode Data Asli Peramalan Error |PEt|
85 6,973,363 7466220.443 -492,857 7.07
86 6,598,605 7525666.936 -927,062 14.05
87 8,860,702 7351193.014 1,509,509 17.04
88 7,911,943 7240926.446 671,017 8.48
89 8,864,506 7312454.875 1,552,051 17.51
90 4,966,344 7414864.891 -2,448,521 49.30
91 5,385,854 7408713.24 -2,022,859 37.56
92 6,477,324 7338018.582 -860,695 13.29
93 7,897,332 7313478.177 583,854 7.39
94 8,944,673 7350618.278 1,594,055 17.82
95 7,260,853 7382006.479 -121,153 1.67
96 6,896,352 7369986.876 -473,635 6.87
Jumlah 87,037,851 88474148.24 -1,436,297 198.04
Untuk mendapatkan hasil seperti dalam Tabel tersebut dapat menggunakan ru-

































Menghitung nilai Error = data asli - data peramalan
Error85 = 6, 973, 363− 7466220.443 = −492, 857
Error86 = 6, 598, 605− 7525666.936 = −927, 062
Error87 = 8, 860, 702− 7351193.014 = 1, 509, 509
Untuk menghitung data ke-88 hingga ke-96 menggunakan cara yang sama se-
perti diatas.
Kemudian menghitung nilai |PEt| menggunakan rumus berikut ini:
|PEt| = |( et
Yt
)× 100|
|PE85| = |( e85
Y85
)× 100| = |(−492, 857
6, 973, 363
)× 100| = 7.07
|PE86| = |( e86
Y86
)× 100| = |(−927, 062
6, 598, 605
)× 100| = 14.05
|PE87| = |( e87
Y87
)× 100| = |(1, 509, 509
8, 860, 702
)× 100| = 17.04
Untuk menghitung |PEt| hingga data ke-96 dapat menggunakan cara seperti di-
atas.
Setelah mendapatkan nilai tersebut kemudian akan dilakukan perhitungan untuk
mengetahui hasil dari MAPE tersebut. Berikut merupakan persamaan yang digu-








Hasil dari MAPE antara 10%-20% sehingga hasil peramalan baik.
2. Perhitungan Nilai MAPE pada Model ARIMA(3, 0, 3)
Setelah mendapatkan nilai tersebut kemudian akan dilakukan perhitungan untuk
mengetahui hasil dari MAPE tersebut. Berikut merupakan persamaan yang digu-








Hasil dari MAPE antara 10%-20% sehingga hasil peramalan baik.
































Dari 2 model yang terpilih tersebut diketahui jika nilai MAPE terkecil dida-
pat oleh ARIMA(2, 1, 3) dengan perhitungan nilai kesalahan (error) sebesar
16.50%.
Tabel 4.9 Menghitung Kesalahan Menggunakan MAPE pada Tahun 2019
Periode Data Asli Peramalan Error |PEt|
85 6,973,363 7488991.119 -515,628 7.39
86 6,598,605 7550620.156 -952,015 14.43
87 8,860,702 7439478.398 1,421,224 16.04
88 7,911,943 7354704.609 557,238 7.04
89 8,864,506 7388607.668 1,475,898 16.65
90 4,966,344 7469644.226 -2,503,300 50.41
91 5,385,854 7503873.684 -2,118,020 39.33
92 6,477,324 7484690.64 -1,007,367 15.55
93 7,897,332 7465481.29 431,851 5.47
94 8,944,673 7478625.719 1,466,047 16.39
95 7,260,853 7509002.036 -248,149 3.42
96 6,896,352 7528959.866 -632,608 9.17
Jumlah 87,037,851 89662679.41 -2,624,828 201.29
4.1.7. Pemilihan Model Terbaik
Setelah mendapatkan beberapa model dugaan yang telah signifikan dan me-
menuhi asumsi residual, selanjutnya dilakukan pemilihan model terbaik. Pemilihan
model terbaik digunakan untuk mendapatkan model yang memiliki error terkecil
yang paling akurat diantara model-model lainnya. Dalam penelitian ini pemilihan
model terbaik menggunakan kriteria out sample, dengan menggunakan persamaan
































dan didapatkan nilai MAPE untuk model terbaik dari masing-masing model terpilih
ditunjukkan pada Tabel berikut.




Pada Tabel 4.10 terlihat bahwa kriteria pemilihan model terbaik berdasarkan
nilai MAPE yang paling kecil. Pada data ekspor kendaraan roda empat di Indonesia
diperoleh model terbaiknya adalah ARIMA (2,1,3) karena memiliki nilai MAPE
yang paling kecil diantara semua model dugaan. Bentuk matematis model ARI-
MA(2,1,3) dapat dituliskan sebagai berikut:
φp(B)Zt = θq(B)αt
(1− φ1B − φ2B2)(B)Zt = (1− θ1B − θ2B2 − θ3B3)(B)αt
(B − φ1B2 − φ2B3)Zt = (B − θ1B2 − θ2B3 − θ3B4)αt
Zt − φ1Zt−2 − φ2Zt−3 = αt − θ1αt−2 − θ2αt−3 − θ3αt−4
Zt = φ1Zt−2 + φ2Zt−3 + αt − θ1αt−2 − θ2αt−3 − θ3αt−4
Zt = 0, 405Zt−2 − 0, 666Zt−3 − 1, 079αt−2 + 1, 020αt−3 − 0, 684αt−4 + αt
4.1.8. Peramalan
Setelah mengetahui hasil kesalahan yang didapat dari Model ARIMA(2, 1, 3)
tersebut maka dapat diketahui data hasil peramalan 12 periode mendatang pada ta-
hun 2020 pada Tabel berikut ini.














































Hasil dari peramalan digunakan untuk meramalkan data pada tahun 2020 se-
banyak 12 periode menggunakan Model ARIMA(2, 1, 3). Dengan hasil peramalan
tertinggi pada bulan September sebanyak 7,359,516 unit. Dan hasil peramalan ter-
endah pada bulan Februari sebanyak 7,341,779 unit. Berikut merupakan hasil Plot
dari data ekspor kendaraan bermotor roda empat dan hasil peramalannya.
Gambar 4.7 Plot Data Aktual dan Data Peramalan
































Berdasarkan tabel 4.15 pada bulan Januari 2020, jumlah ekspor kendaraan
bermotor roda empat diprediksi sebesar 7,344,214 unit. Sedangkan data aktual eks-
por kendaraan bermotor roda empat yang telah ditetapkan oleh GAIKINDO pada
bulan Desember 2019 sebesar 6,896,352 unit. Dalam hal ini selisih prediksi ekspor
dan aktual ekspor mengalami penurunan. Hal ini disebabkan karena menurunnya
permintaan dari dalam negeri dan luar negeri terutama dari negara-negara yang me-
nerapkan kebijakan lockdown (Ruly Kurniawan , 2020, Januari).
Pada bulan Februari jumlah ekspor kendaraan bermotor roda empat dipre-
diksi mengalami penurunan dari bulan sebelumnya menjadi 7,341,779 unit. Hal
ini cukup timpang dengan data aktual jumlah ekspor kendaraan bermotor yang te-
lah ditetapkan oleh GAIKINDO sebesar 6,598,605 unit. Karena pada kenyataannya
jumlah ekspor kendaraan bermotor di bulan Februari mengalami penurunan. Seperti
berita yang termuat dalam tempo.co yang menjelaskan bahwa pada bulan Februa-
ri jumlah ekspor kendaraan bermotor akan cenderung turun karena masalah yang
dihadapi adalah minimnya dan berkurangnya pasokan bahan baku dan komponen
terutama dari negara-negara yang menerapkan kebijakan lockdown (Wira Utama ,
2020, Februari).
Pada bulan Maret, hasil peramalan menunjukkan jumlah ekspor kendaraan
bermotor turun menjadi 7,357,956 unit. Hal ini berarti data peramalan mengala-
mi penurunan dari data aktual yang telah ditetapkan oleh GAIKINDO yaitu sebe-
sar 8,860,702 unit. Hal ini disebabkan karena dampak dari pandemi virus Covid-
19. Seperti berita yang termuat dalam Tirto.id yang menyebutkan bahwa pandemi
Covid-19 ini memaksa produsen-produsen otomotif di berbagai belahan dunia un-
tuk menutup fasilitas produksinya. Disaat yang sama, permintaan terhadap otomotif
menurun tajam seiring melemahnya daya beli masyarakat (Nurul Qomariyah Pra-
misti , 2020, April 28).
































Pada bulan April, hasil peramalan menunjukkan jumlah ekspor kendaraan
bermotor roda empat mengalami penurunan lagi menjadi 7,366,131 unit. Hal ini
berarti data peramalan mengalami penurunan dari data aktual yaitu sebesar 7,911,943
unit. Data hasil peramalan bulan April berada pada kisaran atau tidak jauh berbe-
da dengan data hasil peramalan bulan sebelumnya. Dikarenakan industri otomotif
terkena dampak dari pandemi Covid-19. Di Indonesia, sejumlah produsen otomo-
tif sudah mengumumkan penghentian produksi menyusul penerapan Pembatasan
Sosial Berskala Besar (PSBB) untuk mencegah penyebaran virus Covid-19 (Nurul
Qomariyah Pramisti , 2020, April 28). Misalnya Daihatsu, sejak 10 April 2020 la-
lu sudah menghentikan produksinya. Demikian pula Toyota, Honda, Suzuki sudah
menghentikan sementara produksinya di Indonesia. Dari sisi penjualan berdampak
pada PHK terhadap jutaan pekerja ikut menggerus penjualan mobil.
Berdasarkan data hasil peramalan, nilai ekspor kendaraan bermotor roda em-
pat terus mengalami penurunan dari bulan April ke bulan Mei. Hasil peramalan eks-
por kendaraan bermotor roda empat untuk bulan Mei sebesar 7,358,669 unit. Hal
ini masih disebabkan karena dampak dari pandemi virus Covid-19. sejalan dengan
berita yang termuat dalam Katadata.co.id dalam kondisi seperti ini diperkirakan
penjualan mobil pada Mei 2020 akan lebih rendah dibandingkan pada bulan April.
Disamping itu, stok kendaraan sebenarnya masih cukup untuk memenuhi perminta-
an didalam negeri maupun untuk ekspor. Hanya saja, dimasa pandemi permintaan
kendaraan turun signifikan. Dikarenakan masih diberlakukannya PSBB di beberapa
wilayah dan penutupan sektor produsen otomotif (Ekarina , 2020, Mei).
Pada bulan Juni, hasil peramalan ekspor kendaraan bermotor roda empat se-
besar 7,350,201 unit. Hal ini mengalami kenaikan dari data aktual ekspor kendara-
an bermotor roda empat yang telah ditetapkan oleh GAIKINDO sebesar 4,966,344
unit. Hal ini disebabkan karena pada bulan Juni telah memasuki era normal baru dan
































perlahan memperbaiki penurunan ekspor yang terjadi pada bulan sebelumnya. Se-
jalan dengan berita yang termuat dalam rctiplus.com yang menyebutkan pasar mobil
domestik dan ekspor kembali normal pada kuartal IV/2020. Hal ini didasari pada
keberhasilan penanganan pandemi Covid-19 dibeberapa negara tujuan ekspor dan
adanya kemajuan penanganan pandemi di Tanah Air. Peningkatan ekspor memba-
ngun optimisme beberapa produsen untuk kembali beroperasi setelah menghentikan
sementara kegiatan pabrik dengan menerapkan protokol kesehatan dari Pemerintah
(Sindo , 2020, Juni).
4.2. Peramalan Jumlah Ekspor Kendaraan Bermotor Roda Dua
Berikut ini merupakan data yang didapat dari AISI (Asosiasi Industri Sepeda
Motor Indonesia) untuk tahun 2014 hingga tahun 2019. Total jumlah data sebanyak
72 dari bulan Januari 2014 hingga Desember 2019. Data dibagi menjadi in sample
dan out sample. Data in sample sebanyak 60 data dari bulan Januari 2014 hing-
ga Desember 2018. Dan untuk data out sample sebanyak 12 data dari bulan Januari
2019 hingga Desember 2019 untuk menguji hasil kesalahan (error) peramalan yang
telah dilakukan. Data tersebut merupakan jumlah ekspor kendaraan bermotor roda
dua. Dapat dilihat pada Tabel.
































Tabel 4.12 Data Ekspor Kendaraan Bermotor Roda Dua Tahun 2014 sampai 2019
Bulan 2014 2015 2016 2017 2018 2019
Januari 484,586 449,612 517,569 459,943 380,218 615,869
Februari 507,807 459,876 523,546 462,546 386,792 547,503
Maret 545,363 449,795 510,786 489,929 531,523 608,876
April 558,785 474,252 522,213 523,760 442,714 523,975
Mei 556,428 467,785 539,857 548,905 523,219 530,856
Juni 528,835 438,579 532,439 557,563 314,357 566,064
Juli 501,346 454,426 516,347 559,987 560,865 620,531
Agustus 490,254 479,526 496,573 530,145 553,393 632,826
September 471,464 505,345 472,179 514,368 674,264 526,273
Oktober 504,317 538,961 457,767 487,407 706,803 553,985
November 512,553 554,504 438,956 435,214 671,457 583,267
Desember 499,329 548,685 427,567 390,563 528,668 602,506
Dari tabel tersebut diketahui jika jumlah seluruh ekspor kendaraan bermo-
tor roda dua dari tahun 2014 hingga 2019 sebanyak 37,085,346. Jumlah ekspor
kendaraan bermotor roda dua selama periode tersebut terlihat mengalami fluktuatif.
Berikut merupakan Gambar plot Time Series dari data tersebut.
































Gambar 4.8 Plot Time Series Data Ekspor Kendaraan Bermotor Roda Dua
Dapat dilihat dari plot data tersebut dapat diketahui jika data masih terdapat
unsur tren positif dan tren negatif untuk itu perlu dilakukan proses stasioner terha-
dap varians dan stasioner terhadap mean. Berikut merupakan hasil plot ACF data
asli.
Gambar 4.9 Plot ACF Data Ekspor Kendaraan Bermotor Roda Dua
Diketahui jika data belum stasioner maka data tersebut perlu dilakukan pro-
ses stasioner terhadap varians dan stasioner terhadap mean.
4.2.1. Uji Stasioneritas Data
Data yang digunakan diketahui belum stasioner maka perlu dilakukan proses
stasioner sebagai berikut.
































1. Stasioner Terhadap Varians
Data yang digunakan perlu dilakukan uji stasioner terhadap varians dengan meng-
gunakan Box-Cox Transformation. Berikut merupakan plot sebelum dilakukan
transformasi.
Gambar 4.10 Plot Transformasi Box-Cox Data Ekspor Kendaraan Bermotor Roda Dua
Dari plot tersebut diketahui jika Rounded Value bernilai 0.00 sehingga perlu di-
lakukan transformasi hingga nilai Rounded Value (λ) sebesar 1. Berikut meru-
pakan hasil dari transformasi data tersebut.
Gambar 4.11 Plot Setelah Transformasi Box-Cox Pertama Data Ekspor Kendaraan Bermotor
Roda Dua
Setelah dilakukan transformasi Box-Cox pertama belum stasioner karena Roun-
ded Value (λ) sebesar 1, 23. Sehingga perlu dilakukan transformasi hingga nilai
































Rounded Value (λ) sebesar 1. Berikut merupakan hasil dari transformasi kedua
data tersebut.
Gambar 4.12 Plot Setelah Transformasi Box-Cox Kedua Data Ekspor Kendaraan Bermotor
Roda Dua
Setelah dilakukan proses stasioner data terhadap varians dengan menggunakan
transformasi Box-Cox kedua telah stasioner karena Rounded Value (λ) sebesar
1.00.
2. Stasioner Terhadap Rata-Rata (Mean)
Proses berikut yaitu stasioner rata-rata dengan melakukan Differencing. Dari
data tersebut diketahui jika terdapat unsur tren. Proses Differencing dilakukan
dengan cara data sekarang dikurangi data sebelumnya. Berikut merupakan plot
ACF hasil Differencing terhadap data asli.
Gambar 4.13 Plot ACF Data Ekspor Kendaraan Bermotor Roda Dua Differencing
































Gambar 4.14 Plot PACF Data Ekspor Kendaraan Bermotor Roda Dua Differencing
Pada plot ACF diketahui jika pada lag ke-8 keluar dari selang kepercayaan dan
pada lag ke-3 mengalami perubahan yang signifikan sehingga plot memiliki pola
cut off. Cara menghitung manual nilai dari differencing menggunakan persama-
an berikut:
∆Zt = Zt − Zt−1
Untuk menghitung data ke-1 menggunakan data hasil transformasi berikut ini:
∆Z1 = Z1 − Z0
karena tidak ada data pada waktu ke-0 maka ∆Z1 tidak dapat dihitung. Untuk
menghitung data ke-2 berikut ini:
∆Z2 = Z2 − Z1 = 507, 807− 484, 586 = 23, 221
Untuk menghitung data ke-3 berikut ini:
∆Z3 = Z3 − Z2 = 545, 363− 507, 807 = 37, 556
Untuk ∆Zt hingga ke-96 menggunakan cara yang sama seperti sebelumnya.
Berikut merupakan cara menghitung ACF terhadap data asli secara manual:
ρ̂k =
∑n−k





(484586− 419066.875)(507807− 419066.875) + (545363− 419066.875)(558785− 419066.875)
(484586− 419066.875)2 + (507807− 419066.875)2 + (545363− 419066.875)2 + (558785− 419066.875)2
+(556428− 419066.875)(528835− 419066.875) + · · ·+ (583267− 419066.875)(602506− 419066.875)





































Pada plot PACF juga mengalami pola cut off. Berikut merupakan cara manual
untuk menghitung nilai PACF:






1− (0.585003)2 = 0.156557
Setelah melakukan uji stasioner terhadap rata-rata dan varians kemudian dila-
kukan uji parameter terhadap data yang digunakan.
Dari gambar plot ACF dapat diketahui jika data telah stasioner terhadap rata-rata
karena telah terbentuk pola cut off setelah lag ke 2.
4.2.2. Identifikasi Model ARIMA
Identifikasi model dilakukan untuk menentukan orde p dan orde q yang akan
digunakan dalam model ARIMA dalam data yang diuji. Berikut merupakan pen-
jelasan untuk orde yang didapatkan dari hasil stasioner terhadap varians dan mean
yang dilihat dari plot ACF dan plot PACF yang didapatkan.
1. Dari gambar 4.13 plot ACF diketahui jika bentuk pola cut off pada lag ke-3
sehingga nilai MA (q) = 3.
2. Dari gambar 4.14 plot PACF diketahui jika bentuk pola cut off pada lag ke-1
sehingga nilai AR (p) = 1.
4.2.3. Estimasi dan Uji Signifikansi Parameter
Uji parameter dilakukan untuk mencari model yang terbaik untuk digunakan
agar mendapatkan hasil yang nilai kesalahannya terkecil. Berikut ini merupakan
pendugaan model ARIMA yang diperkirakan cocok digunakan.
1. Data hasil Uji parameter Model ARIMA (1, 2, 0) pada tabel berikut ini.
































Tabel 4.13 Pengujian hasil signifikansi Model ARIMA(1, 2, 0)
Parameter Coef SE Coef T P-Value Keterangan
AR(1) −0.5539 0.1157 −4.79 0.000 Signifikan
Pada tabel tersebut dapat diketahui jika P − V alue < α(0.05) sehingga Mo-
del ARIMA (1, 2, 0) telah signifikan. Uji signifikansi parameter model ARIMA
berdasarkan Tabel diatas secara statistik ditunjukkan sebagai berikut:
1. Uji Signifikansi Parameter φ1 pada model ARIMA (1,2,0)
Pengujian signifikansi parameter model AR(Autoregressive) dengan Hipote-
sis sebagai berikut:
H0 : φ1 = 0 (parameter tidak signifikan)
H1 : φ1 6= 0 (parameter signifikan)








t0,025;59 = 2, 0010
Kriteria Pengujian:
Hasil uji signifikansi menunjukkan bahwa parameter dugaan telah signifikan
karena memiliki nilai p-value kurang dari taraf signifikansi α = 0, 05. Seca-
ra uji statistik dapat diketahui bahwa nilai |thitung| > ttabel maka didapatkan
keputusan hipotesis menolak H0 sehingga dapat disimpulkan parameter φ1
pada model ARIMA (1,2,0) signifikan.
2. Data hasil Uji parameter Model ARIMA (2, 3, 0) pada tabel berikut ini.
































Tabel 4.14 Pengujian hasil signifikansi Model ARIMA(2, 3, 0)
Parameter Coef SE Coef T P-Value Keterangan
AR(1) −1.0616 0.1254 −8.46 0.000 Signifikan
AR(2) −0.3699 0.1254 −2.95 0.005 Signifikan
Pada tabel tersebut dapat diketahui jika P − V alue < α(0.05) sehingga Mo-
del ARIMA (2, 3, 0) telah signifikan. Uji signifikansi parameter model ARIMA
berdasarkan Tabel diatas secara statistik ditunjukkan sebagai berikut:
1. Uji Signifikansi Parameter φ1 pada model ARIMA (2,3,0)
Pengujian signifikansi parameter model AR(Autoregressive) dengan Hipote-
sis sebagai berikut:
H0 : φ1 = 0 (parameter tidak signifikan)
H1 : φ1 6= 0 (parameter signifikan)








t0,025;59 = 2, 0010
Kriteria Pengujian:
Hasil uji signifikansi menunjukkan bahwa parameter dugaan telah signifikan
karena memiliki nilai p-value kurang dari taraf signifikansi α = 0, 05. Seca-
ra uji statistik dapat diketahui bahwa nilai |thitung| > ttabel maka didapatkan
keputusan hipotesis menolak H0 sehingga dapat disimpulkan parameter φ1
pada model ARIMA (2,3,0) signifikan.
2. Uji Signifikansi Parameter φ2 pada model ARIMA (2,3,0)
Pengujian signifikansi parameter model AR(Autoregressive) dengan Hipote-
sis sebagai berikut:
































H0 : φ2 = 0 (parameter tidak signifikan)
H1 : φ2 6= 0 (parameter signifikan)








t0,025;58 = 2, 00172
Kriteria Pengujian:
Hasil uji signifikansi menunjukkan bahwa parameter dugaan telah signifikan
karena memiliki nilai p-value kurang dari taraf signifikansi α = 0, 05. Seca-
ra uji statistik dapat diketahui bahwa nilai |thitung| > ttabel maka didapatkan
keputusan hipotesis menolak H0 sehingga dapat disimpulkan parameter φ2
pada model ARIMA (2,3,0) signifikan.
3. Data hasil Uji parameter Model ARIMA (1, 3, 3) pada tabel berikut ini.
Tabel 4.15 Pengujian hasil signifikansi Model ARIMA(1, 3, 3)
Parameter Coef SE Coef T P-Value Keterangan
AR(1) 1.0049 0.0619 −16.24 0.000 Signifikan
MA(1) 0.8922 0.0123 72.58 0.000 Signifikan
MA(2) 0.8181 0.0773 10.58 0.000 Signifikan
MA(3) −0.7285 0.1236 −5.89 0.000 Signifikan
Pada tabel tersebut dapat diketahui jika P − V alue < α(0.05) sehingga Mo-
del ARIMA (1, 3, 3) telah signifikan. Uji signifikansi parameter model ARIMA
berdasarkan Tabel diatas secara statistik ditunjukkan sebagai berikut:
1. Uji Signifikansi Parameter φ1 pada model ARIMA (1,3,3)
Pengujian signifikansi parameter model AR(Autoregressive) dengan Hipote-
sis sebagai berikut:
































H0 : φ1 = 0 (parameter tidak signifikan)
H1 : φ1 6= 0 (parameter signifikan)








t0,025;59 = 2, 0010
Kriteria Pengujian:
Hasil uji signifikansi menunjukkan bahwa parameter dugaan telah signifikan
karena memiliki nilai p-value kurang dari taraf signifikansi α = 0, 05. Seca-
ra uji statistik dapat diketahui bahwa nilai |thitung| > ttabel maka didapatkan
keputusan hipotesis menolak H0 sehingga dapat disimpulkan parameter φ1
pada model ARIMA (1,3,3) signifikan.
2. Uji Signifikansi Parameter θ1 pada model ARIMA (1,3,3)
Pengujian signifikansi parameter model MA(Moving Average) dengan Hipo-
tesis sebagai berikut:
H0 : θ1 = 0 (parameter tidak signifikan)
H1 : θ1 6= 0 (parameter signifikan)








t0,025;59 = 2, 00100
Kriteria Pengujian:
Hasil uji signifikansi menunjukkan bahwa parameter dugaan telah signifikan
karena memiliki nilai p-value kurang dari taraf signifikansi α = 0, 05. Secara
uji statistik dapat diketahui bahwa nilai |thitung| > ttabel maka didapatkan ke-
putusan hipotesis menolak H0 sehingga dapat disimpulkan parameter θ1 pada
model ARIMA (1,3,3) signifikan.
































3. Uji Signifikansi Parameter θ2 pada model ARIMA (1,3,3)
Pengujian signifikansi parameter model MA(Moving Average) dengan Hipo-
tesis sebagai berikut:
H0 : θ2 = 0 (parameter tidak signifikan)
H1 : θ2 6= 0 (parameter signifikan)








t0,025;58 = 2, 00172
Kriteria Pengujian:
Hasil uji signifikansi menunjukkan bahwa parameter dugaan telah signifikan
karena memiliki nilai p-value kurang dari taraf signifikansi α = 0, 05. Secara
uji statistik dapat diketahui bahwa nilai |thitung| > ttabel maka didapatkan ke-
putusan hipotesis menolak H0 sehingga dapat disimpulkan parameter θ2 pada
model ARIMA (1,3,3) signifikan.
4. Uji Signifikansi Parameter θ3 pada model ARIMA (1,3,3)
Pengujian signifikansi parameter model MA(Moving Average) dengan Hipo-
tesis sebagai berikut:
H0 : θ3 = 0 (parameter tidak signifikan)
H1 : θ3 6= 0 (parameter signifikan)








t0,025;57 = 2, 00247
Kriteria Pengujian:
Hasil uji signifikansi menunjukkan bahwa parameter dugaan telah signifikan
karena memiliki nilai p-value kurang dari taraf signifikansi α = 0, 05. Secara
uji statistik dapat diketahui bahwa nilai |thitung| > ttabel maka didapatkan ke-
































putusan hipotesis menolak H0 sehingga dapat disimpulkan parameter θ3 pada
model ARIMA (1,3,3) signifikan.
4.2.4. Uji Residual White Noise
Pada pengujian asumsi residual model meliputi uji white noise yang residu-
al yang bersifat independen dan berdistribusi normal. Ljung-Box adalah uji yang
digunakan untuk mengetahui apakah data telah memenuhi white noise atau belum.
Pengujian asumsi residual white noise menggunakan Ljung-Box dengan hipotesis
sebagai berikut:
H0 = Residual white noise
H1 = Residual tidak white noise
Jika nilai taraf signifikan sebesar 0.05 dan P − V alue > α maka H0 diterima
artinya residual bersifat white noise. Jika nilai taraf signifikan sebesar 0.05 dan
P − V alue > α maka H0 diterima artinya residual bersifat white noise.
1. Uji Ljung-Box Model ARIMA(1, 3, 3).
Tabel 4.16 Pengujian Ljung-Box Model ARIMA(1, 3, 3)
Lag Chi-Square DF P-Value Keterangan
12 12.7 8 0.122 Bersifat White Noise
24 16.4 20 0.692 Bersifat White Noise
36 23.3 32 0.869 Bersifat White Noise
48 35.8 44 0.807 Bersifat White Noise
Berdasarkan Tabel diatas hasil residual model ARIMA (1,3,3) dengan Uji Ljung-
Box dapat dituliskan dengan Hipotesis sebagai berikut:
H0 : ρ1 = ρ2 = ρ3 = · · · = ρ12 (residual white noise)
































H1 : minimal ada satu ρk 6= 0 (residual tidak white noise)
Statistik Uji:
Dengan menggunakan Persamaan didapatkan,












































X2(0,05;12−1) = 19, 67514
Kriteria Pengujian:
Pada tabel model ARIMA(1,3,3) setelah dilakukan uji Ljung-Box bersifat white
noise karena memiliki nilai P-value lebih dari taraf signifikansi α = 0, 05. Seca-
ra uji statistik dapat diketahui bahwa semua lag signifikansi karena Q > Xtabel
sehingga dapat disimpulkan bahwa residual model ARIMA(1,3,3) memenuhi
asumsi white noise.
4.2.5. Tahap Overfitting
Pada tahap overfitting dilakukan untuk melihat model dugaan lain yang mung-
kin sesuai dengan data.
































Tabel 4.17 Hasil Overfitting Dugaan Model ARIMA
Model Dugaan Parameter Uji Parameter Uji White Noise
ARIMA(1, 3, 3) φ1 Signifikan White Noise
θ1 Signifikan White Noise
θ2 Signifikan White Noise
θ3 Signifikan White Noise
ARIMA(1, 2, 0) φ1 Signifikan Tidak White Noise
ARIMA(2, 3, 0) φ1 Signifikan Tidak White Noise
φ2 Signifikan Tidak White Noise
Pada Tabel 4.17 terlihat bahwa terdapat 1 model dugaan yang semua pa-
rameternya signifikan, dan memenuhi asumsi residual white noise adalah model
ARIMA(1,3,3).
4.2.6. Kesalahan (Error)
Proses selanjutnya yaitu menghitung nilai kesalahan yang dihasilkan dari
proses peramalan tersebut. Untuk menghitung kesalahan ini menggunakan MAPE
(Mean Absolute Percentage Error). Dalam melakukan perhitungan MAPE meng-
gunakan data tahun 2014-2018 dengan hasil peramalan yang diketahui untuk tahun
2019. Berikut ini merupakan Tabel hasil dari MAPE.
































Tabel 4.18 Menghitung Kesalahan Menggunakan MAPE pada Tahun 2019
Periode Data Asli Peramalan Error |PEt|
61 615,869 555354.9473 60,514 9.83
62 547,503 515783.5614 31,719 5.79
63 608,876 541778.8607 67,097 11.02
64 523,975 500869.7638 23,105 4.41
65 530,856 526176.5814 4,679 0.88
66 566,064 483926.5918 82,137 14.51
67 620,531 508548.125 111,983 18.05
68 632,826 464954.0296 167,872 26.53
69 526,273 488893.5072 37,379 7.10
70 553,985 443952.0614 110,033 19.86
71 583,267 467212.7441 116,054 19.90
72 602,506 420920.6712 181,585 30.14
Jumlah 6,912,531 5918371.445 994,160 168.01
Untuk mendapatkan hasil seperti dalam Tabel tersebut dapat menggunakan
rumus sebagai berikut:
Menghitung nilai Error = data asli - data peramalan
Error61 = 615, 869− 555354.9473 = 60, 514
Error62 = 547, 503− 515783.5614 = 31, 719
Error63 = 608, 876− 541778.8607 = 67, 097
Untuk menghitung data ke-64 hingga ke-72 menggunakan cara yang sama seperti
diatas.
Kemudian menghitung nilai |PEt| menggunakan rumus berikut ini:
































|PEt| = |( et
Yt
)× 100|
|PE61| = |( e61
Y61
)× 100| = |( 60, 514
615, 869
)× 100| = 9.83
|PE62| = |( e62
Y62
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)× 100| = 5.79
|PE63| = |( e63
Y63
)× 100| = |( 67, 097
608, 876
)× 100| = 11.02
Untuk menghitung |PEt| hingga data ke-72 dapat menggunakan cara seperti diatas.
Setelah mendapatkan nilai tersebut kemudian akan dilakukan perhitungan untuk
mengetahui hasil dari MAPE tersebut. Berikut merupakan persamaan yang digu-








Hasil dari MAPE antara 10%-20% sehingga hasil peramalan baik.
4.2.7. Pemilihan Model Terbaik
Setelah mendapatkan model dugaan yang telah signifikan dan memenuhi
asumsi residual, selanjutnya dilakukan pemilihan model terbaik. Pemilihan mo-
del terbaik digunakan untuk mendapatkan model yang memiliki error terkecil yang
paling akurat diantara model-model lainnya. Dalam penelitian ini pemilihan mo-
del terbaik menggunakan kriteria out sample, dengan menggunakan persamaan dan
didapatkan nilai MAPE untuk model terbaik dari masing-masing model terpilih di-
tunjukkan pada Tabel berikut.
Tabel 4.19 Hasil Perhitungan MAPE
Model Dugaan MAPE
ARIMA(1,3,3) 14,00%
Pada Tabel 4.19 terlihat bahwa kriteria pemilihan model terbaik berdasarkan
nilai MAPE yang paling kecil. Pada data ekspor kendaraan roda dua di Indonesia
































diperoleh model terbaiknya adalah ARIMA (1,3,3) karena memiliki nilai MAPE
yang paling kecil. Bentuk matematis model ARIMA(1,3,3) dapat dituliskan sebagai
berikut:
φp(B)Zt = θq(B)αt
(1− φ1B)(B)Zt = (1− θ1B − θ2B2 − θ3B3)(B)αt
(B − φ1B2)Zt = (B − θ1B2 − θ2B3 − θ3B4)αt
Zt − φ1Zt−2 = αt − θ1αt−2 − θ2αt−3 − θ3αt−4
Zt = φ1Zt−2 + αt − θ1αt−2 − θ2αt−3 − θ3αt−4
Zt = 1, 0049t−2 − 0, 8922αt−2 − 0, 8181αt−3 + 0, 7285αt−4 + αt
4.2.8. Peramalan
Setelah mengetahui hasil kesalahan yang didapat dari Model ARIMA(1, 3, 3)
tersebut maka dapat diketahui data hasil peramalan 12 periode mendatang pada ta-
hun 2020 pada Tabel berikut ini.














































Hasil dari peramalan digunakan untuk meramalkan data pada tahun 2020 se-
banyak 12 periode menggunakan Model ARIMA(1, 3, 3). Dengan hasil peramalan
tertinggi pada bulan Januari sebanyak 443,506 unit. Dan hasil peramalan terendah
pada bulan Desember sebanyak 240,114 unit.
Berdasarkan tabel 4.26 data peramalan ekspor kendaraan bermotor roda dua
mengalami penurunan dari bulan Januari ke bulan Februari. Hasil peramalan meng-
alami penurunan dari 443,506 unit menjadi 395,860 unit. Dalam hal ini hasil per-
amalan juga mengalami penurunan terhadap data aktual yang telah ditetapkan oleh
AISI pada bulan Januari sebesar 615,869 unit dan pada bulan Februari sebesar
547,503 unit. Sejalan dengan berita yang termuat dalam kompasotomotif.com yang
menyebutkan pandemi Covid-19 berdampak pada industri otomotif dengan ada-
































nya penurunan signifikan untuk pasar ekspor. Beberapa negara tujuan ekspor juga
mengalami masalah yang sama dan jika dilihat di negara tujuan ekspor telah le-
bih dahulu mengalami dampak dari Covid-19 disekitar bulan Januari hingga Maret
(Abdul Arif , 2020, Februari 18). Menurunnya pasar ekspor juga ditambah dengan
kebijakan Pemerintah setempat untuk menerapkan lockdown.
Pada bulan Maret, hasil peramalan menunjukkan jumlah ekspor kendara-
an bermotor roda dua mengalami kenaikan dari bulan sebelumnya sebesar 417,773
unit. Sejalan dengan berita yang termuat dalam liputan6.com yang menyebutk-
an memasuki pada bulan Maret permintaan ekspor kendaraan bermotor roda dua
mengalami peningkatan walaupun tidak signifikan. Hal ini dikarenakan bebera-
pa negara tujuan ekspor telah lebih dulu mengalami pemulihan dari pandemi virus
Covid-19. Sejalan dengan penyebaran atau dampak dari pandemi Covid-19 di In-
donesia memasuki bulan Maret masih belum berdampak sangat signifikan sehingga
keadaan ini dapat dimanfaatkan untuk meningkatkan pasar ekspor (Arief Aszhari ,
2020, Maret 10).
Pada bulan April, hasil peramalan menunjukkan jumlah ekspor kendaraan
bermotor roda dua mengalami penurunan menjadi 368,770 unit. Hal ini berarti
data peramalan mengalami penurunan dari data aktual yang telah ditetapkan oleh
GAIKINDO yaitu sebesar 523,975 unit. Hal ini sejalan dengan berita yang termu-
at dalam suara.com yang menyebutkan dari kondisi yang normal memang terjadi
penurunan signifikan akibat beberapa faktor. Diantaranya seperti kondisi ekonomi
dan pemberlakuan Pembatasan Sosial Berskala Besar (PSBB) yang mengurangi ak-
tivitas masyarakat serta menahan produksi sepeda motor yang akan di ekspor (RR
Ukirsari Manggalani , 2020, April).
Pada bulan Mei, hasil peramalan menunjukkan jumlah ekspor kendaraan
bermotor roda dua mengalami kenaikan dari bulan sebelumnya sebesar 390,014
































unit. Sejalan dengan berita yang termuat dalam Otosia.com yang menyebutkan me-
masuki pada bulan Mei permintaan ekspor kendaraan bermotor roda dua mengalami
peningkatan walaupun tidak signifikan. Hal ini dikarenakan saat memasuki bulan
Mei beberapa negara Asia yang terdampak virus Covid-19 lebih dulu dibanding In-
donesia sudah mulai beraktivitas dengan normal (Cornelius Candra , 2020, Mei).
Ada kemungkinan proses ekspor motor dari Indonesia akan kembali berjalan. Pro-
dusen otomotif masih mencari celah dari kebijakan negara-negara tujuan ekspor.
Harapannya, penjualan bisa kembali naik dengan pertumbuhan volume kendaraan
maupun varian yang bertambah.

































Pada bab ini akan diberikan simpulan dan saran-saran yang dapat diambil
berdasarkan materi-materi yang telah dibahas pada bab-bab sebelumnya.
5.1. Simpulan
Simpulan yang dapat diambil penulis setelah menyelesaikan pembuatan sk-
ripsi ini adalah:
1. Hasil analisis pada Data Ekspor Kendaraan Bermotor Roda Empat didapatk-
an bahwa Model ARIMA terbaik yang didapatkan yaitu ARIMA(2,1,3) dan
pada Data Ekspor Kendaraan Bermotor Roda Dua didapatkan Model ARIMA
terbaik yaitu ARIMA(1,3,3).
2. Hasil peramalan tertinggi untuk jumlah ekspor kendaraan bermotor roda em-
pat pada bulan September sebanyak 7,359,516 unit dan hasil peramalan ter-
endah pada bulan Februari sebanyak 7,341,779 unit. Pada Ekspor kendara-
an bermotor roda dua dengan hasil peramalan tertinggi pada bulan Januari
sebanyak 443,506 unit dan hasil peramalan terendah pada bulan Desember
sebanyak 240,114 unit. Dengan masing-masing sebanyak 12 periode.
3. Hasil kesalahan (error) menggunakan MAPE (Mean Absolute Percentage Er-
ror) pada hasil peramalan data ekspor kendaraan bermotor roda empat tahun
2019 sebesar 16,5% dan untuk hasil MAPE dari hasil peramalan jumlah eks-
por kendaraan bermotor roda dua tahun 2019 sebesar 14%. Sehingga dapat
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disimpulkan bahwa data cocok menggunakan Model ARIMA yang telah ter-
pilih dengan hasil peramalan baik yang diperoleh dari nilai MAPE tersebut.
5.2. Saran
Berdasarkan peramalan nilai ekspor kendaraan bermotor di Indonesia pada
tahun 2020 yang telah dilakukan, didapatkan nilai akurasi pada peramalan ekspor
kendaraan bermotor roda empat sebesar 16,5% yang termasuk pada kategori cukup
baik untuk melakukan peramalan dan didapatkan nilai akurasi pada peramalan eks-
por kendaraan bermotor roda dua sebesar 14% yang termasuk pada kategori cukup
baik juga untuk melakukan peramalan. Untuk penelitian selanjutnya, diharapkan
menggunakan metode lain seperti ARIMA-Filter Kalman dengan mengambil dera-
jat polinomial atau derajat kebebasan, barangkali bisa mendapatkan nilai error yang
seminim mungkin dan hasil peramalan yang akurat.
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