System Equivalence Transformation: Robust Convergence of Iterative
  Learning Control with Nonrepetitive Uncertainties by Meng, Deyuan & Zhang, Jingyao
ar
X
iv
:1
91
0.
10
30
5v
1 
 [e
es
s.S
Y]
  2
3 O
ct 
20
19
1
System Equivalence Transformation: Robust
Convergence of Iterative Learning Control
with Nonrepetitive Uncertainties
Deyuan Meng and Jingyao Zhang
Abstract—For iterative learning control (ILC), one of the basic
problems left to address is how to solve the contradiction between
convergence conditions for the output tracking error and for the
input signal (or error). This problem is considered in the current
paper, where the robust convergence analysis is achieved for ILC
systems in the presence of nonrepetitive uncertainties. A system
equivalence transformation (SET) is proposed for ILC such that
given any desired reference trajectories, the output tracking prob-
lems for general nonsquare multi-input, multi-output (MIMO)
systems can be equivalently transformed into those for the specific
class of square MIMO systems with the same input and output
channels. As a benefit of SET, a unified condition is only needed to
guarantee both the uniform boundedness of all system signals and
the robust convergence of the output tracking error, which avoids
causing the condition contradiction problem in implementing the
double-dynamics analysis approach to ILC. Simulation examples
are included to demonstrate the validity of our established robust
ILC results.
Index Terms—Iterative learning control, nonrepetitive uncer-
tainty, robustness, system equivalence transformation.
I. INTRODUCTION
Iterative learning control (ILC) has been proposed as an
effective intelligent control approach that has a salient focus
on the systems running repetitively over a fixed (time) interval,
see, e.g., [1] for ventricular assist devices, [2] for hard disk
drives, [3] for flexible structures, and [4] for stimulated lower-
limb muscle groups. Until now, ILC has an extensive literature
covering linear and nonlinear plants; extensions to plants to
consider robustness with respect to external disturbances, ini-
tial conditions, and model uncertainties; ILC algorithm design;
and applications (for more discussions, see, e.g., the surveys of
[5]-[7] that provide a good introduction of ILC). Nevertheless,
despite the progress that has been made in understanding ILC,
more research is required to establish a complete theory. For
example, it is generally needed to decide how to implement
convergence analysis of ILC. Which should we better resort
to, the input (error) or (output) tracking error, and why do the
different choices cause condition contradiction in the same ILC
convergence problem? In the presence of any desired reference
trajectory, how can the tracking ability of ILC be ensured, and
further which and how many input channels should we specify
for ILC updating to accomplish the tracking tasks? To our best
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knowledge, there have not been provided any clear answers to
these questions in the ILC literature.
There are basically two types of approaches to convergence
analysis of ILC in the literature [8], [9]. The first one is most
used in the early stage of ILC, which focuses on exploiting
the ILC updating law and resorts to the input convergence
to indirectly induce the (output) tracking objective (see, e.g.,
[10]-[16]). Thus, it creates an indirect approach to the ILC
convergence analysis, with which convergence properties of
all system signals can be accomplished. However, the indi-
rect approach is applicable for only a portion of reference
trajectories that are called realizable trajectories and generally
needs to make an assumption on the system invertibility.
It is usually hard to check the realizability of any desired
reference trajectory, which restricts the tracking ability of
ILC. By contrast, the second one is a direct approach that
contributes directly to gaining the tracking objective based on
developing the convergence of ILC tracking error (see, e.g.,
[17]-[19]). Although the direct approach avoids imposing the
realizability of desired reference trajectories, it neglects the
updating process of input, and as a consequence it is unclear
what convergence properties of the input signal are and which
and how many input channels are required for the specified
tracking task.
Another fact worth noticing is that the indirect and direct ap-
proaches create different convergence conditions in ILC. Take,
for example, ILC for multi-input, multi-output (MIMO) linear
systems in [6], [9]. The indirect and direct approaches for ILC
need fundamentally full-column rank and full-row rank of the
same Markov parameter (or pulse response coefficient) matrix,
respectively, which however causes the condition contradiction
in ILC convergence. In circumstances concerning nonrepetitive
(or iteration-dependent) uncertainties especially arising in the
plant models [20]-[22], a (indirect and direct) double-dynamics
analysis is performed and two different convergence conditions
are produced for ILC of MIMO systems. Though the condition
contradiction is avoided by harnessing the nonrepetitiveness in
ILC, it seems that the ILC convergence results of nonrepetitive
systems no longer work for the special case when nonrepetitive
uncertainties disappear. This puzzle is because of the condition
contradiction that is caused by the indirect and direct analysis
approaches to ILC.
This paper contributes to constructing a system equivalence
transformation (SET) approach for robust ILC in the presence
of nonrepetitive uncertainties, including initial shifts, external
disturbances and model uncertainties. It is shown from the SET
2results that for any desired reference trajectories, the tracking
problems for nonsquare MIMO systems can be equivalently
transformed into those for the specific class of square MIMO
systems whose input and output channels are equal. With this
property, the double-dynamics analysis of ILC can be imple-
mented and the condition contradiction in the ILC convergence
can be simultaneously avoided. Furthermore, for the tracking
of any p-channel desired reference trajectory, p input channels
are essentially needed to be updated from iteration to iteration
and the other input channels (if exist) are unchanged. Another
advantage of SET is that a unified condition is sufficient to not
only guarantee the uniform boundedness of all system signals
but also accomplish the robust convergence of the ILC tracking
error. Simulation tests are also implemented to illustrate the
effectiveness of our proposed robust ILC method and results.
The remaining of our paper is organized as follows. We give
the problem formulation for robust ILC of uncertain systems
in Section II. In Section III, the SET results are first proposed
and then the robust convergence results of MIMO uncertain
ILC systems are established, for which a unified condition
is only utilized regardless of the nonrepetitive uncertainties.
Extensions of the SET-based convergence analysis results are
made for ILC systems subject to nonzero relative degrees
in Section IV. Simulations and conclusions are provided in
Sections V and VI, respectively.
Notations: ‖A‖ (or ‖A‖∞) is a norm (or the maximum row
sum norm) of any matrix A∈Rm×n; ρ(A) is the spectral radius
of a square matrix A∈Rn×n; and ∆ : zl(k)→∆zl(k), zl+1(k)−
zl(k) is a forward difference operator of any vector zl(k) ∈R
n
with respect to the changing of l for a fixed k.
II. PROBLEM FORMULATION
Let k ∈ZN , {0,1, · · · ,N} and l ∈Z+ , {0,1,2, · · ·} be the
(discrete) time variable and the iteration variable, respectively.
Consider a discrete-time, MIMO uncertain system over k ∈ZN
and l ∈ Z+ as{
xl(k+ 1) = Al(k)xl(k)+Bl(k)ul(k)+wl(k)
yl(k) =Cl(k)xl(k)+Dl(k)ul(k)+ vl(k)
(1)
where xl(k) ∈R
n, ul(k) ∈R
m and yl(k) ∈R
p denote the state,
input and output, respectively; Al(k) ∈ R
n×n, Bl(k) ∈ R
n×m,
Cl(k)∈R
p×n and Dl(k)∈R
p×m are uncertain system matrices;
and wl(k) ∈R
n and vl(k) ∈R
p are the load and measurement
disturbances, respectively. Obviously, the system (1) is subject
to nonrepetitive (or iteration-dependent) uncertainties from not
only external disturbances but also plant model matrices.
Tracking objective: Consider any reference trajectory rl(k)∈
R
p, and then the objective of ILC is to drive the system (1) to
track the reference trajectory as accurately as possible over k∈
ZN with the increasing of the iteration number l, regardless of
the nonrepetitive uncertainties. Mathematically, let the tracking
error be el(k) = rl(k)−yl(k), which is ensured to be uniformly
bounded such that
limsup
l→∞
max
1≤k≤N
‖el(k)‖ ≤ ε (2)
for some (relatively small) finite bound ε ≥ 0. Note that in (2),
the steady error bound ε depends on all classes of nonrepetitive
uncertainties and vanishes when the system (1) and its tracking
task collapse into a repetitive system to track a fixed reference
trajectory without nonrepetitive uncertainties.
To reach the robust tracking objective of ILC in the presence
of nonrepetitive uncertainties, we apply an ILC algorithm with
the following updating law:
ul+1(k) = ul(k)+Ξ(k)el(k)+Γ(k)el(k+1), ∀l ∈ Z+,k ∈ ZN
(3)
where Ξ(k) ∈ Rm×p and Γ(k) ∈ Rm×p are gain matrices to be
selected. Even though the system (1) is nonrepetitive, the ILC
algorithm (3) employs two repetitive gain matrices to deal with
nonrepetitive uncertainties. Furthermore, the selections of gain
matrices may adapt to the different relative degree cases of the
system (1).
To carry out the robust analysis of ILC against nonrepetitive
uncertainties, we are interested in the nonrepetitive quantities
Al(k), Bl(k), Cl(k), Dl(k), wl(k), vl(k), rl(k) and xl(0) required
in the ILC tracking of the system (1) to take the form of
Al(k) = A(k)+ δA(l,k), Bl(k) = B(k)+ δB(l,k)
Cl(k) =C(k)+ δC(l,k), Dl(k) = D(k)+ δD(l,k)
wl(k) = w(k)+ δw(l,k), vl(k) = v(k)+ δv(l,k)
rl(k) = r(k)+ δr(l,k), xl(0) = x0+ δx0(l)
(4)
where A(k), B(k), C(k), D(k), w(k), v(k), r(k) and x0 represent
repetitive (or iteration-independent) quantities of Al(k), Bl(k),
Cl(k), Dl(k), wl(k), vl(k), rl(k) and xl(0), respectively, and
δA(l,k), δB(l,k), δC(l,k), δD(l,k), δw(l,k), δv(l,k), δr(l,k) and
δx0(l) are nonrepetitive uncertainties of them, respectively. For
these nonrepetitive uncertainties, we also make a fundamental
boundedness assumption.
(A1) Bounded Uncertainties: For any k ∈ ZN and any l ∈ Z+,
the nonrepetitive uncertainties δA(l,k), δB(l,k), δC(l,k),
δD(l,k), δw(l,k), δv(l,k), δr(l,k) and δx0(l) are bounded
such that
‖δA(l,k)‖ ≤ β A, ‖δB(l,k)‖ ≤ β B
‖δC(l,k)‖ ≤ βC, ‖δD(l,k)‖ ≤ β D
‖δw(l,k)‖ ≤ β w, ‖δv(l,k)‖ ≤ β v
‖δr(l,k)‖ ≤ β r,
∥∥δx0(l)∥∥≤ β x0
for some finite bounds β A ≥ 0, β B ≥ 0, βC ≥ 0, β D ≥ 0,
β w ≥ 0, β v ≥ 0, β r ≥ 0 and β x0 ≥ 0.
Remark 1: Because the Assumption (A1) is concerned with
only the nonrepetitive uncertainties δA(l,k), δB(l,k), δC(l,k),
δD(l,k), δw(l,k), δv(l,k), δr(l,k) and δx0(l), it is generally
reasonable to consider β A, β B, βC, β D, β w, β v, β r and β x0
to be relatively smaller in comparison with max0≤k≤N ‖A(k)‖,
max0≤k≤N ‖B(k)‖, max0≤k≤N ‖C(k)‖, max0≤k≤N ‖D(k)‖,
max0≤k≤N ‖w(k)‖, max0≤k≤N ‖v(k)‖, max0≤k≤N ‖r(k)‖ and
‖x0‖, respectively. Let us also denote
βA = β A + max
0≤k≤N
‖A(k)‖ , βB = β B + max
0≤k≤N
‖B(k)‖
βC = βC + max
0≤k≤N
‖C(k)‖ , βD = β D + max
0≤k≤N
‖D(k)‖
βw = β w + max
0≤k≤N
‖w(k)‖ , βv = β v + max
0≤k≤N
‖v(k)‖
βr = β r + max
0≤k≤N
‖r(k)‖ , βx0 = β x0 + ‖x0‖
3which can actually be the bounds for Al(k), Bl(k), Cl(k), Dl(k),
wl(k), vl(k), rl(k) and xl(0), respectively, based on (4).
III. SET-BASED CONVERGENCE ANALYSIS OF ILC
A. A SET Approach
To address the robust output tracking problems of the system
(1) with any desired reference outputs subject to nonrepetitive
uncertainties, the application of the updating law (3) basically
requires certain assumptions on the system structure associated
with the input-output coupling relation that is related closely to
the selections of gain matrices (see also [6], [9]). We attempt to
make use of the gain matrix Ξ(k) in (3) (i.e., letting Γ(k)≡ 0)
to achieve the tracking objective (2), for which the following
relative degree condition is needed.
(A2) Relative Degree Conditions: For any k∈ZN , the nominal
matrix D(k) has full-row rank.
It is worth highlighting that (A2) resorts to only the nominal
matrix D(k), rather than the uncertain system matrix Dl(k).
In general, if the relative degree condition (A2) can not be
satisfied, then the updating law (3) enables the system (1) to
track not any but only a portion of references that are con-
sidered to be realizable references [9]. However, in contrast,
the output tracking of any desired reference needs the relative
degree condition (A2) as a basic requirement. From the relative
degree condition (A2), we denote D(k) = [D1(k) D2(k)] with
D1(k) ∈ R
p×p and D2(k) ∈ R
p×(m−p) such that D1(k) is a
nonsingular matrix without loss of generality (otherwise, this
can be easily realized based on the elementary transforma-
tion). We accordingly denote Ξ(k) =
[
ΞT1 (k) Ξ
T
2 (k)
]T
, where
Ξ1(k) ∈R
p×p and Ξ2(k) ∈ R
(m−p)×p.
Based on the relative degree condition (A2), next we pro-
pose a lemma on how to construct a nonsingular transforma-
tion matrix for the ILC system (1) and (3).
Lemma 1: If the following spectral radius condition holds:
ρ (I−D(k)Ξ(k))< 1, ∀k ∈ ZN (5)
then there exist four matrices, given by
Q11(k) = D1(k)
Q12(k) = D2(k)
Q21(k) =−Ξ2(k)[D(k)Ξ(k)]
−1D1(k)
Q22(k) = I−Ξ2(k)[D(k)Ξ(k)]
−1D2(k)
such that a structured block matrix Q(k) in the form of
Q(k) =
[
Q11(k) Q12(k)
Q21(k) Q22(k)
]
is nonsingular, of which the inverse matrix is structured in the
form of
Q−1(k) =
[
Q̂11(k) Q̂12(k)
Q̂21(k) Q̂22(k)
]
where
Q̂11(k) = Ξ1(k)[D(k)Ξ(k)]
−1
Q̂12(k) =−[D1(k)]
−1D2(k)
Q̂21(k) = Ξ2(k)[D(k)Ξ(k)]
−1
Q̂22(k) = I.
Further, there exists a learning gain matrix Ξ(k) satisfying (5)
if and only if the relative degree condition (A2) holds.
Proof: It is straightforward from the matrix theory [23]
that there exists Ξ(k) fulfilling (5) if and only if (A2) holds.
Then with (5), D(k)Ξ(k) is guaranteed to be nonsingular, and
as a consequence, the construction of Q(k), together with its
inverse Q−1(k), can be easily validated, for which the details
are not detailed here.
Based on Lemma 1, we proceed further to present a theorem
to offer a SET result of the ILC system (1) and (3).
Theorem 1: For the system (1) under the updating law (3)
with Γ(k) ≡ 0, ∀k ∈ ZN , if the spectral radius condition (5)
holds, then there exists a nonsingular linear transformation
u∗l (k) = Q(k)ul(k),
[
u∗1,l(k)
u∗2,l(k)
]
(6)
where u∗1,l(k) ∈ R
p and u∗2,l(k) ∈ R
m−p, such that
1) u∗2,l(k) is iteration-independent for each time step, i.e.,
u∗2,l(k) = u
∗
2,0(k), ∀l ∈ Z+,k ∈ ZN (7)
2) u∗l,1(k) is iteratively updated in the form of
u∗1,l+1(k) = u
∗
1,l(k)+Ξ
∗(k)el(k), ∀l ∈ Z+,k ∈ ZN
(8)
where the learning gain matrix Ξ∗(k) satisfies
Ξ∗(k) = D(k)Ξ(k)
3) the system (1) is equivalently transformed into a system
driven only by u∗l,1(k) over l ∈ Z+ and k ∈ ZN , i.e,{
xl(k+ 1) = Al(k)xl(k)+B
∗
l (k)u
∗
1,l(k)+w
∗
l (k)
yl(k) =Cl(k)xl(k)+D
∗
l (k)u
∗
1,l(k)+ v
∗
l (k)
(9)
where
B∗l (k) = Bl(k)
[
Q̂11(k)
Q̂21(k)
]
, D∗l (k) = Dl(k)
[
Q̂11(k)
Q̂21(k)
]
w∗l (k) = wl(k)
+Bl(k)
[
Q̂12(k)Q21(k) Q̂12(k)Q22(k)
Q̂22(k)Q21(k) Q̂22(k)Q22(k)
]
u0(k)
v∗l (k) = vl(k)
+Dl(k)
[
Q̂12(k)Q21(k) Q̂12(k)Q22(k)
Q̂22(k)Q21(k) Q̂22(k)Q22(k)
]
u0(k).
Further, D∗l (k) satisfies
D∗l (k) = I + δD(l,k)
[
Q̂11(k)
Q̂21(k)
]
.
Proof: Let us employ the construction of Q(k) in Lemma
1, with which we can validate
Q(k)Ξ(k) =
[
D(k)Ξ(k)
0
]
. (10)
If we consider the transformation (6) for the updating law (3),
then with Γ(k) ≡ 0, ∀k ∈ ZN , we can derive
u∗l+1(k) = u
∗
l (k)+ [Q(k)Ξ(k)]el(k)
4which, together with (10), reads in a structured block form as[
u∗1,l+1(k)
u∗2,l+1(k)
]
=
[
u∗1,l(k)
u∗2,l(k)
]
+
[
D(k)Ξ(k)
0
]
el(k). (11)
Thus, (7) and (8) follow immediately from (11). By combining
(6) with (7), we can obtain
u∗2,l(k) =
[
0 I
]
u∗0(k)
=
[
Q21(k) Q22(k)
]
u0(k)
which can be inserted to deduce
Bl(k)ul(k) = Bl(k)Q
−1(k)u∗l (k)
= Bl(k)
[
Q̂11(k) Q̂12(k)
Q̂21(k) Q̂22(k)
][
u∗l,1(k)
u∗l,2(k)
]
= Bl(k)
[
Q̂11(k)
Q̂21(k)
]
u∗1,l(k)+Bl(k)
[
Q̂12(k)
Q̂22(k)
]
u∗2,l(k)
= B∗l (k)u
∗
1,l(k)
+Bl(k)
[
Q̂12(k)Q21(k) Q̂12(k)Q22(k)
Q̂22(k)Q21(k) Q̂22(k)Q22(k)
]
u0(k)
(12)
and
Dl(k)ul(k) = Dl(k)Q
−1(k)u∗l (k)
= Dl(k)
[
Q̂11(k) Q̂12(k)
Q̂21(k) Q̂22(k)
][
u∗l,1(k)
u∗l,2(k)
]
= Dl(k)
[
Q̂11(k)
Q̂21(k)
]
u∗1,l(k)+Dl(k)
[
Q̂12(k)
Q̂22(k)
]
u∗2,l(k)
= D∗l (k)u
∗
1,l(k)
+Dl(k)
[
Q̂12(k)Q21(k) Q̂12(k)Q22(k)
Q̂22(k)Q21(k) Q̂22(k)Q22(k)
]
u0(k).
(13)
If we substitute (12) and (13) into (1), then we can directly
obtain (9). In addition, D∗l (k) = I + δD(l,k)[Q̂
T
11(k), Q̂
T
21(k)]
T
can be validated by taking advantage of the block form of
Q−1(k) in Lemma 1.
Remark 2: For Theorem 1, we perform a nonsingular linear
transformation on the updating process with respect to iteration
such that two essentially different updating patterns emerge for
the input signal: 1) only p channels of the m-channel input are
needed to be updated for the tracking of any p-channel desired
output reference, and 2) the remainder (m− p) channels of the
input are unchanged during the iteration process. In particular,
the input over unchanged channels plays a role as the iteration-
independent load disturbances in the ILC process. Further, this
brings a benefit that the ILC problems for general (nonsquare)
MIMO systems can be equivalently transformed into those for
the specific class of square MIMO systems with the same input
and output channels. By D∗l (k) = I+δD(l,k)[Q̂
T
11(k), Q̂
T
21(k)]
T,
we know from (9) that in addition to the distinguishment of
different input updating patterns, the SET result in Theorem
1 can realize the “one-to-one control” of the controlled sys-
tem, especially when the nonrepetitive uncertainty disappears.
Another fact worth emphasizing for (9) is that the disturbance
signals w∗l (k) and v
∗
l (k) are independent of its system signals
xl(k), u
∗
1,l(k) and yl(k).
It is worth noting that the nonsingular transformation matrix
in Lemma 1 is constructed by taking advantage of the updating
pattern of ILC systems. This is actually a salient feature of ILC
that resorts to only the relative degree condition (A2)—some
basic knowledge of the system structure (see also [6]). In the
updating law of input, the learning gain matrix simultaneously
plays the role as a filter for the additional driven force caused
by the tracking error such that it is possible to perform the
SET analysis in Theorem 1. To be more specific, for the ILC
system (1) and (3) with Γ(k)≡ 0, ∀k ∈ZN , the input dynamics
along the iteration axis are described by
ul+1(k) = ul(k)+Ξ(k)[rl(k)− yl(k)]
= ul(k)+Ξ(k)rl(k)
−Ξ(k)[Cl(k)xl(k)+Dl(k)ul(k)+ vl(k)]
= [I−Ξ(k)Dl(k)]ul(k)+ ζl(k)
(14)
where ζl(k) is given by
ζl(k) = Ξ(k)[rl(k)−Cl(k)xl(k)− vl(k)]. (15)
Clearly, (14) represents a discrete system of ul(k) with respect
to the iteration l ∈ Z+ for any time step k ∈ ZN , where ζl(k)
denotes the driven force for the updating process of ul(k)
from iteration to iteration. It can be seen from (15) that for
ζl(k), there exists an iteration-independent “filter matrix Ξ(k),”
regardless of the presences of any iteration-dependent rl(k),
Cl(k), vl(k), and xl(k). Furthermore, it will be seen that the
SET result in Theorem 1 simplifies convergence conditions of
ILC and avoids causing contradiction and conflict in the ILC
convergence analysis.
Regarding the convergence analysis of the ILC system (1)
and (3), we need to consider the nonrepetitive uncertainties. If
we take into account the uncertain Dl(k), then the robust ILC
convergence analysis generally needs a matrix norm condition,
instead of (5), as follows:
‖I−Dl(k)Ξ(k)‖ < 1, ∀l ∈ Z+,k ∈ ZN (16)
which however can not be easily verified due to the uncertainty
δD(l,k) of Dl(k). But, if we notice the boundedness of δD(l,k)
in (A1), then we may model δD(l,k) in the form of
δD(l,k) = E(k)Σl(k)F(k)
subject to ΣTl (k)Σl(k) ≤ I
, ∀l ∈ Z+,k ∈ ZN (17)
for some nominal matrices E(k) and F(k) and some uncertain
matrix Σl(k), and consequently, we can accomplish (16) in the
sense of the spectral norm provided that the following linear
matrix inequality (LMI) condition is satisfied for some scalar
λ > 0:
−I (⋆) (⋆) (⋆)
I−D(k)Ξ(k) −I (⋆) (⋆)
0 ET(k) −λ I (⋆)
F(k)Ξ(k) 0 0 −λ I
< 0, ∀k ∈ ZN (18)
where (⋆) denotes the terms induced by the symmetry. Clearly,
(5) is only a necessary condition of (18).
5B. Robust ILC Convergence
Next, we consider the robust tracking problem of the system
(1) under the action of an ILC algorithm given by the updating
law (3). It is worth highlighting that the system (1) is subject
to nonrepetitive model uncertainties arising from Al(k), Bl(k),
Cl(k) and Dl(k). According to the robust ILC results of MIMO
nonrepetitive uncertain systems (see, e.g., [21]), two conditions
are needed to guarantee robust convergence of the ILC system
(1) and (3), with one condition ensuring the boundedness of all
the system signals and the other condition accomplishing the
robust convergence of the tracking error. More specifically, let
us neglect the nonrepetitive uncertainties, and if we resort to
the CM-based approach to the ILC convergence analysis, then
for the ILC system (1) and (3) with Γ(k)≡ 0, the boundedness
condition collapses into
ρ(I−Ξ(k)D(k))< 1, k ∈ ZN (19)
and the robust ILC convergence condition turns into exactly
the spectral radius condition (5). However, it is straightforward
from [23, Theorem 1.3.20] that (5) and (19) can not hold
simultaneously for the general nonsquare MIMO systems (i.e.,
m 6= p). What results in the condition contradiction for robust
ILC? In fact, this condition contradiction is a basic problem in
ILC since the boundedness analysis of system signals resorting
to the control input evolution along the iteration axis needs a
condition like (19), while the convergence analysis of ILC
resorting to the tracking error requires a condition like (5)
(see, e.g., [9]). Are there any feasible ways to address the
fundamental problem of condition contradiction in ILC? To
our knowledge, these problems have not been completely
solved in ILC.
For the abovementioned problems, if we resort to the SET
result in Theorem 1, we can find feasible solutions to them.
Namely, for the ILC system (1) and (3), if we instead consider
(8) and (9), then due to
I−Ξ∗(k)D∗l (k) = I−D(k)Ξ(k)
[
I + δD(l,k)
[
Q̂11(k)
Q̂21(k)
]]
= I−D(k)Ξ(k)−D(k)Ξ(k)δD(l,k)Ξ(k)
× [D(k)Ξ(k)]−1
= [D(k)Ξ(k)] [I−D(k)Ξ(k)− δD(l,k)Ξ(k)]
× [D(k)Ξ(k)]−1
= [D(k)Ξ(k)] [I−Dl(k)Ξ(k)] [D(k)Ξ(k)]
−1
= [D(k)Ξ(k)] [I−D∗l (k)Ξ
∗(k)] [D(k)Ξ(k)]−1
(20)
a matrix similarity property emerges between I−D∗l (k)Ξ
∗(k)
and I −Ξ∗(k)D∗l (k), ∀k ∈ ZN . In particular, when the non-
repetitive uncertainties are not considered, i.e., D∗l (k)≡D
∗(k),
∀l ∈ Z+, (20) implies
ρ (I−D∗(k)Ξ∗(k)) = ρ (I−Ξ∗(k)D∗(k)) , ∀k ∈ ZN
namely, the contradiction problem between (5) and (19) can
be avoided. As a consequence, the problem of condition
contradiction for the ILC system (1) and (3) may naturally
disappear for the ILC system (8) and (9). By benefiting from
this observation, we can establish the following theorem for
robust convergence of the ILC system (1) and (3).
Theorem 2: Consider the system (1) under the updating law
(3) with Γ(k)≡ 0, and let Assumption (A1) hold and δD(l,k)
be in the form of (17). If the LMI condition (18) is satisfied,
then the boundedness of system signals and the robust tracking
task of ILC can be simultaneously achieved, namely,
1) xl(k), ul(k) and yl(k) are uniformly bounded, i.e.,
sup
l≥0
max
0≤k≤N
‖xl(k)‖ ≤ βx, sup
l≥0
max
0≤k≤N
‖ul(k)‖ ≤ βu
sup
l≥0
max
0≤k≤N
‖yl(k)‖ ≤ βy
for some finite bounds βx ≥ 0, βu ≥ 0, and βy ≥ 0;
2) el(k) is uniformly bounded and fulfills (2) for some
finite bound ε depending continuously on the bounds
β A, β B, βC, β D, β x0 , β w, β v, and β r of the nonrepetitive
uncertainties (i.e., ε → 0 if β A → 0, β B → 0, βC → 0,
β D → 0, β x0 → 0, β w → 0, β v → 0, and β r → 0).
Proof: 1): Note that (5) holds under the LMI condition
(18). For the ILC system (1) and (3), we can leverage the SET
result in Theorem 1. With (8) and (9), we can obtain
u∗1,l+1(k) = u
∗
1,l(k)+Ξ
∗(k)[rl(k)− yl(k)]
= u∗1,l(k)+Ξ
∗(k)rl(k)
−Ξ∗(k)[Cl(k)xl(k)+D
∗
l (k)u
∗
1,l(k)+ v
∗
l (k)]
= [I−Ξ∗(k)D∗l (k)]u
∗
1,l(k)+ ζ
∗
l (k)
(21)
where ζ ∗l (k) is given by
ζ ∗l (k) = Ξ
∗(k)[rl(k)−Cl(k)xl(k)− v
∗
l (k)].
Then inserting (20) into (21) yields
u∗1,l+1(k) = [D(k)Ξ(k)] [I−Dl(k)Ξ(k)] [D(k)Ξ(k)]
−1
u∗1,l(k)
+ ζ ∗l (k)
which, together with u∗1,l(k) = [D(k)Ξ(k)]
−1
u∗1,l(k), leads to
u∗1,l+1(k) = [I−Dl(k)Ξ(k)]u
∗
1,l(k)+ ζ
∗
l (k) (22)
where ζ
∗
l (k) fulfills
ζ
∗
l (k) = [D(k)Ξ(k)]
−1 ζ ∗l (k)
= [D(k)Ξ(k)]−1 Ξ∗(k)[rl(k)−Cl(k)xl(k)− v
∗
l (k)]
= rl(k)−Cl(k)xl(k)− vl(k)
−Dl(k)
[
Q̂12(k)Q21(k) Q̂12(k)Q22(k)
Q̂22(k)Q21(k) Q̂22(k)Q22(k)
]
u0(k).
Besides, we can redescribe (9) in the form of
xl(k+ 1) = Al(k)xl(k)+B
∗
l (k)u
∗
1,l(k)+w
∗
l (k)
= Al(k)xl(k)+B
∗
l (k) [D(k)Ξ(k)] [D(k)Ξ(k)]
−1
u∗1,l(k)
+w∗l (k)
= Al(k)xl(k)+B
∗
l (k)D(k)Ξ(k)u
∗
1,l(k)+w
∗
l (k)
(23)
6for which w∗l (k) is uniformly bounded for any k ∈ZN and any
l ∈ Z+, i.e.,
‖w∗l (k)‖ ≤ βw +βB max
0≤k≤N
∥∥∥∥[Q̂12(k)Q̂22(k)
]∥∥∥∥
× max
0≤k≤N
∥∥[Q21(k) Q22(k)]∥∥ max
0≤k≤N
‖u0(k)‖.
Under the condition (18), (16) can be achieved in the sense
of the spectral norm. Based on (22) and (23) and with [21,
Lemma 2], we implement the inductive analysis for k ∈ZN by
following the same lines as the proof of [21, Theorem 1] to
obtain that xl(k) and u
∗
1,l(k) are uniformly bounded such that
sup
l≥0
max
0≤k≤N
‖xl(k)‖ ≤ βx, sup
l≥0
max
0≤k≤N
‖u∗1,l(k)‖ ≤ βu∗1 (24)
for some finite bounds βx ≥ 0 and βu∗1 ≥ 0. In addition, noticing
u∗1,l(k) = [D(k)Ξ(k)]
−1
u∗1,l(k), we can directly derive that
‖u∗1,l(k)‖ ≤ ‖D(k)Ξ(k)‖‖u
∗
1,l(k)‖
≤ max
0≤k≤N
‖D(k)Ξ(k)‖βu∗1
, βu∗1 , ∀l ∈ Z+,k ∈ ZN .
(25)
Also, we use (7) to obtain
‖u∗2,l(k)‖ ≡ ‖u
∗
2,0(k)‖
≤ ‖
[
Q21(k) Q21(k)
]
‖‖u0(k)‖
≤ max
k∈ZN
{‖
[
Q21(k) Q21(k)
]
‖‖u0(k)‖}
, βu∗2 , ∀l ∈ Z+,k ∈ ZN
which, together with (25), further yields
sup
l≥0
max
0≤k≤N
‖u∗l (k)‖ ≤ sup
l≥0
max
0≤k≤N
‖u∗1,l(k)‖
+ sup
l≥0
max
0≤k≤N
‖u∗2,l(k)‖
≤ βu∗
where βu∗ = βu∗1 +βu
∗
2
. It thus follows
sup
l≥0
max
0≤k≤N
‖ul(k)‖ ≤βu∗ max
k∈ZN
‖Q−1(k)‖, βu.
Then, we can validate supl≥0max0≤k≤N ‖yl(k)‖ ≤ βy holds for
βy = βCβx +βDβu +βv. The uniform boundedness is achieved
for all system signals.
2): By using (1) and (3), we study ∆xl(k) and can obtain
∆xl(k+ 1) = xl+1(k+ 1)− xl(k+ 1)
= Al+1(k)xl+1(k)+Bl+1(k)ul+1(k)+wl+1(k)
−Al(k)xl(k)−Bl(k)ul(k)−wl(k)
= Al(k)∆xl(k)+ xl+1(k)∆Al(k)
+Bl(k)∆ul(k)+ ul+1(k)∆Bl(k)+∆wl(k)
= Bl(k)Ξ(k)el(k)+Al(k)∆xl(k)+ xl+1(k)∆Al(k)
+ ul+1(k)∆Bl(k)+∆wl(k).
(26)
If we exploit (26), then the tracking error el(k) satisfies
el+1(k) = rl+1(k)− yl+1(k)
= rl(k)− yl(k)+ yl(k)− yl+1(k)+∆rl(k)
= el(k)+∆rl(k)+Cl(k)xl(k)+Dl(k)ul(k)+ vl(k)
−Cl+1(k)xl+1(k)−Dl+1(k)ul+1(k)− vl+1(k)
= el(k)+∆rl(k)−Cl(k)∆xl(k)− xl+1(k)∆Cl(k)
−Dl(k)∆ul(k)− ul+1(k)∆Dl(k)−∆vl(k)
= [I−Dl(k)Ξ(k)]el(k)+ τl(k)
(27)
where τl(k) is given by
τl(k) =−Cl(k)∆xl(k)− xl+1(k)∆Cl(k)− ul+1(k)∆Dl(k)
+∆rl(k)−∆vl(k).
Based on (26) and (27) and with [21, Lemma 1], we can follow
the same steps as the proof of [21, Theorem 3] to develop that
under the condition (18), not only is el(k) uniformly bounded
but also (2) is ensured.
Remark 3: In Theorem 2, the boundedness and convergence
analyses of ILC systems are exploited with a unified condition,
regardless of the considered nonsquare plants and the adopted
double-dynamics analysis approach to ILC. This benefits from
the SET-based result in Theorem 1 that is helpful to deal with
the common condition contradiction problem arising from the
double-dynamics analysis approach to ILC (see, e.g., [21]).
Moreover, it is worth highlighting that the results of Theorems
1 and 2 are robust with respect to nonrepetitive uncertainties,
including not only initial state shifts and external disturbances
but also reference trajectories and model uncertainties in ILC.
This in fact contributes to enhancing the robust ILC framework
of nonrepetitive uncertain systems (see, e.g., [21], [22]).
IV. EXTENSIONS TO ILC SYSTEMS WITH NONZERO
RELATIVE DEGREES
A. SET-Based Convergence Analysis
If the nonrepetitive uncertainties of Bl(k) and Cl(k) do not
exist and the control input can not directly influence the output,
i.e., Bl(k) ≡ B(k), Cl(k) ≡ C(k) and Dl(k) ≡ 0 are satisfied,
then the system (1) has a nonzero relative degree, which can
be simplified as{
xl(k+ 1) = Al(k)xl(k)+B(k)ul(k)+wl(k)
yl(k) =C(k)xl(k)+ vl(k).
(28)
For the system (28), we can choose to adopt the gain matrix
Γ(k) in (3) to accomplish the tracking objective (2) (i.e., setting
Ξ(k) ≡ 0, ∀k ∈ ZN). For this case, the corresponding relative
degree condition is proposed as follows.
(A3) Relative Degree Condition: For any k ∈ ZN−1, the cou-
pling matrix C(k+ 1)B(k) is of full-row rank.
From the relative degree condition (A3), we denote B(k) =
[B1(k) B2(k)] with B1(k) ∈ R
p×p and B2(k) ∈ R
p×(m−p) such
that C(k + 1)B1(k) is a nonsingular matrix without any loss
of generality (otherwise, this can also be realized based on
the elementary transformation). We accordingly denote Γ(k) =[
ΓT1 (k) Γ
T
2 (k)
]T
, where Γ1(k) ∈ R
p×p and Γ2(k) ∈R
(m−p)×p.
7Similar to Lemma 1, we can provide a lemma for the ILC
system (28) and (3) with Ξ(k)≡ 0 to construct a nonsingular
transformation matrix under the relative degree condition (A3).
Lemma 2: If
ρ (I−C(k+ 1)B(k)Γ(k))< 1, ∀k ∈ ZN−1 (29)
then a structured matrix P(k) can be constructed as
P(k) =
[
P11(k) P12(k)
P21(k) P22(k)
]
where
P11(k) =C(k+ 1)B1(k)
P12(k) =C(k+ 1)B2(k)
P21(k) =−Γ2(k)(C(k+ 1)B(k)Γ(k))
−1
C(k+ 1)B1(k)
P22(k) = I−Γ2(k)(C(k+ 1)B(k)Γ(k))
−1
C(k+ 1)B2(k).
Further, P(k) is a nonsingular matrix whose inverse matrix is
given as
P−1(k) =
[
P̂11(k) P̂12(k)
P̂21(k) P̂22(k)
]
where
P̂11(k) = Γ1(k)(C(k+ 1)B(k)Γ(k))
−1
P̂12(k) =−(C(k+ 1)B1(k))
−1
C(k+ 1)B2(k)
P̂21(k) = Γ2(k)(C(k+ 1)B(k)Γ(k))
−1
P̂22(k) = I.
In addition, there exists a learning gain matrix Γ(k) satisfying
(29) if and only if the relative degree condition (A3) holds.
Proof: The proof of Lemma 2 follows the same steps as
that of Lemma 1, which is omitted here.
With the nonsingular transformation matrix P(k) in Lemma
2, a SET analysis of the ILC system (28) and (3) with Ξ(k)≡ 0
can be implemented, which is stated in the following theorem.
Theorem 3: For the system (28) under the updating law (3)
with Ξ(k)≡ 0, if the spectral radius condition (29) holds, then
there exists a nonsingular linear transformation
u∗l (k) = P(k)ul(k),
[
u∗1,l(k)
u∗2,l(k)
]
(30)
where u∗1,l(k) ∈R
p and u∗2,l(k) ∈R
m−p, such that
1) u∗2,l(k) is iteration-independent for each time step, i.e.,
u∗2,l(k)≡ u
∗
2,0(k), ∀l ∈ Z+,k ∈ ZN−1 (31)
2) u∗1,l(k) is iteratively updated in the form of
u∗1,l+1(k) = u
∗
1,l(k)+Γ
∗(k)el(k+1), ∀l ∈Z+,k ∈ ZN−1
(32)
where the learning gain matrix Γ∗(k) satisfies
Γ∗(k) =C(k+ 1)B(k)Γ(k)
3) the system (1) is equivalently transformed into a system
driven only by u∗1,l(k) over k ∈ ZN and l ∈ Z+, i.e.,{
xl(k+ 1) = Al(k)xl(k)+B
∗(k)u∗1,l(k)+w
∗
l (k)
yl(k) =C(k)xl(k)+ vl(k)
(33)
where
B∗(k) = B1(k)P̂11(k)+B2(k)P̂21(k)
w∗l (k) = wl(k)
+B(k)
[
P̂12(k)P21(k) P̂12(k)P22(k)
P̂22(k)P21(k) P̂22(k)P22(k)
]
u0(k).
Further, C(k+1)B∗(k) = I holds for (28) over k ∈ ZN−1.
Proof: We can directly follow the same lines as the proof
of Theorem 1 to establish the results of Theorem 3, for which
the proof details are omitted here for simplicity.
Remark 4: In Theorem 3, the decoupling control is realized
for the input and the output of the square MIMO system (33).
We can actually validate
yl(k+ 1) =C(k+ 1)B
∗(k)u∗1,l(k)+C(k+ 1)Al(k)xl(k)
+C(k+ 1)w∗l (k)+ vl(k+ 1)
which, together with C(k+1)B∗(k) = I, immediately leads to
yl(k+ 1) = u
∗
1,l(k)+C(k+ 1)Al(k)xl(k)+C(k+ 1)w
∗
l (k)
+ vl(k+ 1).
This clearly shows that the SET approach can gain the “one-
to-one control” of the considered ILC systems, in spite of the
nonzero relative degrees.
The condition contradiction also occurs for the ILC system
(28) and (3). Specifically, if we employ [21, Theorems 1 and
3], then for the ILC system (28) and (3) with Ξ(k) ≡ 0, the
boundedness condition of [21, Condition (C1)] turns into
ρ (I−Γ(k)C(k+ 1)B(k))< 1, ∀k ∈ ZN−1 (34)
and the robust ILC convergence condition of [21, Condition
(C2)] becomes exactly (29). However, (29) and (34) generally
contradict with each other. In contrast with this, if we consider
(32) and (33) instead of (28) and (3), then due to the fact that
I−Γ∗(k)C(k+ 1)B∗(k) = I−C(k+ 1)B∗(k)Γ∗(k)
= I−C(k+ 1)B(k)Γ(k), ∀k ∈ ZN−1
(35)
the condition contradiction for (28) and (3) vanishes for (32)
and (33). By taking advantage of this property, we can further
establish the following theorem for robust convergence of the
ILC system (28) and (3).
Theorem 4: Consider the system (28) under the updating
law (3) with Ξ(k) ≡ 0, and let Assumption (A1) hold. If the
spectral radius condition (29) is satisfied, then the boundedness
of system signals and the robust tracking task of ILC can be
simultaneously achieved, namely,
1) xl(k), ul(k) and yl(k) are uniformly bounded, i.e.,
sup
l≥0
max
0≤k≤N
‖xl(k)‖ ≤ βx, sup
l≥0
max
0≤k≤N−1
‖ul(k)‖ ≤ βu
sup
l≥0
max
0≤k≤N
‖yl(k)‖ ≤ βy
for some finite bounds βx ≥ 0, βu ≥ 0 and βy ≥ 0;
2) el(k) is uniformly bounded and fulfills (2) for some finite
bound ε depending continuously on the bounds β A, β x0 ,
β w, β v and β r of the nonrepetitive uncertainties (i.e.,
ε → 0 if β A → 0, β x0 → 0, β w → 0, β v → 0 and β r → 0).
8Proof: Note that the spectral radius condition (29) offers
a necessary and sufficient guarantee to determine some matrix
norm to ensure
‖I−C(k+ 1)B(k)Γ(k)‖< 1, ∀k ∈ ZN−1.
Then by considering Lemma 2 and Theorem 3, we can prove
Theorem 4 by following the same steps as the proof of
Theorem 2, for which the details are omitted here.
With Theorem 4, we can see that despite nonzero system
relative degrees, the boundedness and convergence analyses
can be developed for ILC systems through a unified condition.
This, together with Theorem 3, enhances the benefit of the
SET-based results in implementing the ILC analysis.
B. Discussions on Linear ILC
Of particular note is the application of Theorems 3 and 4 to
conventional ILC systems without nonrepetitive uncertainties.
More specifically, if δA(l,k), δx0(l), δw(l,k) and δv(l,k) do not
exist in (28) and (4), then it collapses into a repetitive MIMO
system over k ∈ ZN and l ∈ Z+ as
xl(k+ 1) = A(k)xl(k)+B(k)ul(k)+w(k)
yl(k) =C(k)xl(k)+ v(k)
xl(0) = x0
(36)
and if δr(l,k) disappears, then instead of (2), a perfect tracking
task is of interest as
lim
l→∞
[r(k)− yl(k)] = 0, ∀k = 1,2, · · · ,N. (37)
Correspondingly, the updating law (3) with Ξ(k) = 0 becomes
ul+1(k)= ul(k)+Γ(k) [r(k+ 1)− yl(k+ 1)] ,∀l ∈Z+,k∈ZN−1.
(38)
Based on Theorems 3 and 4, the perfect ILC tracking result
can be established for (36) and (38) in the following corollary.
Corollary 1: Consider the system (36), and let the updating
law (38) be applied. The perfect tracking task (37) is achieved,
together with the uniform boundedness of all system signals
being ensured, if and only if the spectral radius condition (29)
is satisfied.
Proof: Based on the SET result in Theorem 3 and stability
results of linear systems (see, e.g., [24, Theorem 22.11]), this
corollary can be developed by following the same way as the
proof of Theorem 4.
To develop the result of Corollary 1, either direct or indirect
analysis approach to ILC is employed by resorting to either the
tracking error or the input for the ILC convergence analysis in
the literature (see, e.g., [9]). However, Corollary 1 can involve
the double-dynamics analysis processes by taking advantage
of the SET result in Theorem 3. Further, for the tracking of
any specified reference trajectory r(k) ∈ Rp of interest over
k ∈ ZN , the ILC systems are needed to possess at least p input
channels, and the corresponding input and state trajectories can
also be determined.
• Given any initial input u0(k) over k ∈ ZN−1, liml→∞ ul(k)
for k ∈ ZN−1 and liml→∞ xl(k) for k ∈ ZN both exist and
depend heavily on u0(k). We can follow Theorem 3 to see
that we can determine a unique u∗1,∞(k) = liml→∞ u
∗
1,l(k),
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Fig. 1. (Example 1). The tracking performance of the ILC system
(1) and (3) for the first 300 iterations. Upper: ILC process evaluated by
max0≤k≤N ‖el(k)‖∞. Lower: input evolution evaluated by max0≤k≤N ‖ul(k)‖∞.
∀k ∈ ZN−1 to produce the specified reference r(k). This,
together with (31), yields that u∞(k) = liml→∞ ul(k) takes
the form of
u∞(k) = P
−1(k)u∗∞(k) = P
−1(k)
[
u∗1,∞(k)
u∗2,0(k)
]
= P−1(k)
[
u∗1,∞(k)
[P21(k) P22(k)]u0(k)
]
, ∀k ∈ ZN−1.
Thus, if u0(k) is specified, the unique control input learnt
via ILC can be accordingly determined. A consequence
of this is that the state convergence x∞(k) = liml→∞ xl(k),
∀k ∈ ZN can be decided by (36).
The above discussions indicate that the SET analysis helps
to disclose the learning nature of ILC for the output tracking
of any specified reference trajectories. This can particularly
enrich the fundamental convergence analysis results for linear
ILC (see, e.g., [5], [6]).
V. ILLUSTRATIVE EXAMPLES
We provide two examples to illustrate our robust ILC results
for the systems (1) and (28) under the action of the updating
law (3), respectively, where we implement the tracking task (2)
for N = 100 in the presence of a desired reference trajectory
described by
r(k) =
[
20
(
k
100
)2(
1− k
100
)
3sin(0.02kpi)
]
, ∀k ∈ Z100.
9To perform simulations with the updating law (3), we without
loss of generality adopt the zero initial input, namely, u0(k) =
0, ∀k ∈ Z100.
Example 1: Consider the system (1), for which we notice (4)
and simulate the nonrepetitive quantities of (1) in the additive
term of the nominal repetitive quantities and the nonrepetitive
uncertainties. Let the nominal repetitive quantities be given by
A(k) =

0.16 0.0 0.0 0.0
0.01e0.01k −0.1 −0.08 0.01
k+ 2
0.0 0.08 0.0 0.01cos(2k)
−0.01k 0.0 0.0 −0.3

B(k) =

0.5 0.0 0.0
0.0 0.8 −0.1k
cos(0.1k) 0.0 0.5
0.0 4+ 5sin(3k) 3k+ 4

C(k) =
[
2 0.0 0.1cos(0.1(k− 1)) 0.0
0.2(k− 1) 2 0.0 0.1
]
D(k) =
[
1+ 0.1cos2(0.1k) 0.5 0.05cos(0.1k)
0.0 2+ 0.5sin(3k) 0.4+ 0.1cos(k)
]
w(k) =
[
0.8cos(0.1k),0.6sin(0.3k),0.4cos(0.5k),
0.2sin(0.7k)
]T
v(k) =
[
0.2sin(0.4k),0.5cos(0.6k)
]T
x0 = [−1,3,−2,4]
T
For the nonrepetitive uncertainties δA(l,k), δB(l,k), δC(l,k),
δD(l,k), δx0(l,k), δw(l,k), δv(l,k), and δr(l,k), we consider
every entry of them to vary arbitrarily on [−0.0002,0.0002]
with respect to both the iteration number l and the time step
k, which is simulated through the MATLAB command ‘rand’.
For the system (1), we apply the updating law (3) with
Γ(k)≡ 0 and choose Ξ(k) as
Ξ(k) =
0.25+ 0.1sin(0.1k) −0.10 0.15+ 0.1cos2 (3k)
0 0
 .
The simulation tests are shown in Figs. 1 and 2. It can be easily
observed from Fig. 1 that the input and tracking error are both
uniformly bounded and the tracking error is finally decreased
to vary within a small interval. In Fig. 2, the output learnt via
ILC only after l = 100 iterations can almost track the reference
trajectory perfectly for all time steps (including the initial time
step), in spite of the ill influences of the nonrepetitive external
and internal uncertainties. This is coincident with the result of
robust ILC developed in Theorem 2.
Example 2: Consider the system (28). Note that in form,
(28) can be viewed as a special case of (1). We thus adopt
Al(k), B(k), C(k), wl(k) and vl(k) in (28) as the same as those
of (1). To apply the updating law (3), we employ Ξ(k)≡ 0 and
select Γ(k) as
Γ(k) =
0.3+ 0.1sin(0.1k) 00 0.2+ 0.1cos2(3k)
0 0
 .
In Figs. 3 and 4, we plot the simulation results. We can clearly
see from Fig. 3 that the input and tracking error are uniformly
bounded and the tracking error can be decreased to vary within
0 20 40 60 80 100
Time Step k
-4
-3
-2
-1
0
1
2
3
4
O
u
tp
u
t
T
ra
ck
in
g
yl(k)
rl(k)
Fig. 2. (Example 1). The output tracking of the ILC system (1) and (3) with
the reference trajectory after l = 100 iterations.
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Fig. 3. (Example 2). The tracking performance of the ILC sys-
tem (28) and (3) for the first 300 iterations. Upper: ILC process
evaluated by max1≤k≤N ‖el(k)‖∞. Lower: input evolution evaluated by
max0≤k≤N−1 ‖ul(k)‖∞.
a small bound. In particular, Fig. 4 shows that the output learnt
via ILC can almost track the reference trajectory perfectly for
all time steps (except the initial time step), regardless of the ill
effects of the nonrepetitive external and internal uncertainties.
This demonstrates the theoretical result of robust ILC proposed
in Theorem 4.
VI. CONCLUSIONS
In this paper, the fundamental convergence analysis problem
of general MIMO ILC systems in the presence of nonrepetitive
uncertainties has been studied, for which two classes of SET
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Fig. 4. (Example 2). The output tracking of the ILC system (28) and (3)
with the reference trajectory after l = 100 iterations.
approaches corresponding to the ILC systems under different
nonrepetitive uncertainties have been proposed. It has been
validated that after the SET analysis of ILC, the updating
patterns of the input can be decomposed into two essentially
different classes such that the robust output tracking can be
accomplished with a unified convergence condition. Moreover,
it has been disclosed that to track a p-channel desired reference
trajectory, exactly p inputs are needed to be iteratively updated
to learn the corresponding desired input, whereas the other
input channels always remain unchanged for all iterations.
This provides new insights into the convergence analysis of
MIMO ILC systems and resolves the condition contradiction
between the direct and indirect analysis approaches to ILC.
The validity of our derived robust ILC method and results has
been verified through two examples.
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