Abstract: There has been a flurry of activity in the last two decades in reparametrizing Cholesky factors of correlation matrices using hyperspherical coordinates where the ensuing angles as the new dependence parameters are hard to interpret statistically. The situation is rectified somewhat by expressing these angles in terms of the moving average coefficients, and a new notion of ordered partial correlation coefficients for a sequence of random variables. In spite of the lack of broadly accepted statistical interpretation, we demonstrate that these angles are quite flexible and effective for guaranteeing the positivedefiniteness and parsimonious modeling of large structured correlation matrices commonly 
