In designing a routing scheme for a communication network
messages, while keeping the routing information stored in the processors' local memory as succinct as possible. The efficiency of a routing scheme is measured in terms of its stretch factor -the maximum ratio between the cost of a route computed by the scheme and that of a cheapest path connecting the same pair of vertices.
This paper presents a family of adaptive routing schemes for general networks.
The hierarchical schemes HSk (for every fixed k 1 1) guarantee a stretch factor of O(li2 . 3k) and require storing at most 0(&f log n) bits of routing information per uertez The new important features, that make the schemes appropriate for adaptive use, are l applicability to networks with arbitrary edge costs; l name-independence, i.e., usage of original names; l a balanced distribution of the memory;
Background
A central activity of any computer network is the passing of messages among the processors. This activity is performed by a routing subsystem, consisting of a collection of message forwarding mechanisms and information tables, whose quality is pivotal to the overall performance of the network. It is therefore natural that the design of efficient routing schemes was the subject of much study over the last two decades.
When designing a routing strategy for a network it is clearly desirable to be able to route messages with small communication cost. The cost of routing a message is simply the sum of the costs of the transmissions performed during the routing. The route efficiency of a routing scheme is formulated in terms of its stretch factor -the maximum ratio (over all possible origindestination pairs) between the communication cost of a routing a message from an origin to a destination using the scheme and the cheapest possible cost for passing a message from origin to destination. l an efficient on-line distributed preprocessing. ' Permission Co copy without fee all or part of this material is granted provided that the copies are not made or distributed for direct commercial advantage, the ACM copyright notice and the title of the publication and its date appear, and notice is given that copying is be permission of the Association for Computing Machinery. To copy otherwise, or to republish, requires a fee and/or specific permission. 0 I989 ACM O-89791-307-8/89/0005/0479 $1.50
At the same time, the space used for the routing tables is also a significant consideration.
There are a number of reasons to minimize the memory requirements of a routing scheme. The task of routing is usually performed by a special-purpose processor (an "IMP" in the IS0 terminology [Tan81, Zim80] ) which may have limited resources. Furthermore, it is usually desirable that the routing tables be kept in fast memory (e.g., a "cache"), in order to expedite message traffic. Also, we do not want memory requirements to grow fast with the size of the network, since it means that the incorporation of new nodes to the network requires adding hardware to all the nodes in the network. It is therefore interesting to search for routing schemes that involve small communication cost and have low space requirements at the individual vertices.
The problem of routing with small memory is analogous to the problem of designing compact signs at highway exits, which enable drivers t,o find their way, even if they do not have any i:nformation about geography of the area. Since signs do not contain full map of the area, drivers will sometimes make mistakes, i.e. take wrong exits; however drivers should be capable to "learn" from the mistakes and event,ually find a way out. Intuitively, it appears plausible that the "larger" the signs (i.e. memory overhead), the less time and gas is wasted (i.e. communication overhead). Let us look at two extreme examples.
The direct routing scheme in an n-processor network is constructed by specifying, at each node v, a set of n -1 pointers, one pointer for each possible destination node t # v. Each such pointer points to some neighbor w of v, to which v will forward a. message destined to 2. The message is forwarded along those pointers until it eventually arrives at its destination.
Clearly, it is advantageous to set up the pointers with respect to a fixed destination x in such a way that they form a tree of shortest paths from the no'de x, based on the edge costs, Then the communication cost of such a routing (measured in terms of the sum of the costs of all message transmissions)
is optimal, i.e., the stretch factor is 1. The disadvantage of the direct routing scheme is that each node has to maintain a very large (R(n) bit) routing table.
At the other extreme lies the flooding routing scheme, in which instead of forwarding a message along a shortest path, the origin simply floods (broadcasts) it through the whole networ'k. Clearly, this scheme requires no memory overhead.
On the other hand, the communication cost of such scheme may be significa.ntly higher than optimabl, since instead of using just one link, we may be using a lot of (possibly expensive) links. Thus, the stretch factor is unbounded.
The natural question which arises here is whether one can design a routing scheme which combines low memory requirements and smlall communication cost.
Adaptive vs. static schemes
In classifying the various types of routing schemes one usually distinguishes between those based on adaptive and static policies. While static routing schemes are simpler to design and maimain, it is commonly accepted that adaptiveness is crucial to the efficient operation of any "store and forward" communication network.
The most significant feature of an adaptive routing scheme is its ability to sense changes in the traffic distribution and the load conditions throughout the network, and modify the routes accordingly, so that messages in transition avoid congested or disconnected areas of the network. Typically, the routing subsystem of the network is required to perform periodic updates in the routing scheme. Such an update operation involves two main steps. First, it is necessary to collect some information about the network state, like processor and link operational status, current queue loads and expected traffic loads. The collected data is used to compute the new edge costs. The cost associated with a link reflects the estimated link delay for a message transmitted over that link. The next step involves deciding on the new routes and setting up the information tables accordingly.
In this paper we do not concern ourselves with precisely how the link costs are determined. Rather, we concentrate on the second step of setting up a routing scheme, with respect to the parameters of route efficiency and memory requirements discussed earlier.
The adaptive approach imposes several inherent requirements on the routing schemes. These essential requirements are sometimes hard to achieve. One may list four main properties characterizing an adaptive scheme.
Arbitrary edge costs:
The entire adaptive approach revolves on the ability to compute and attach varying costs to the edges. Consequently, an inherent requirement is that the routing scheme be able to handle arbitrary edge costs (as well as arbitrary network topologies.) An additional desirable property one should strive to achieve is that the complexity of the routing scheme does not depend on the range of the costs (i.e., that the routing algorithm is "purely combinatorial").
Name-independence:
Many proposed routing strategies have the property that the initial design has to determine not only the routes but also the labels used for addressing the vertices.
In such strategies, the addressing label of a node encrypts partial information needed for computing routing paths towards it. (Of course, these labels cannot be too large.)
To get convinced that modifying user names by appending appropriately chosen addressing labels makes the problem much easier, consider the (somewhat similar) telephone system and observe that it is easy (and cheap) to get the phone number of an old friend if you know the exact city in which your friend lives, since it takes one call to appropriate telephone directory. On the other hand, it is a difficult (and expensive) task without this knowledge, since to locate the city where your friend lives, you may end up calling many directories all around the country.
The approach of using addressing labels is reasonable for static routing, where the routes and the labels are fixed once and for all. However, it is obviously inappropriate for adaptive schemes, since it would re-quire changing the addresses of nodes each time the routes are re-computed. Clearly, it is essential that routing-related system activities be transparent to the user, and in particular, the addresses specified by a user in order to describe the destination of its messages should be fixed and independent of the actual routes. (In fact, it is preferable to allow each vertex to choose its own address.)
A viable approach is to allow the scheme to employ (changeable) routing labels internally, but use original (fixed) node names for addressing by users. This requires the routing algorithm to be able to extract the necessary routing labels on the basis of the original name. Clearly, the naive approach of storing "translation" tables at the nodes requires R(n) memory bits at each node even if the addressing labels are short, and immediately defeats the very essence of memoryefficient routing.
Thus a more sophisticated retrieval mechanism is required. In many routing schemes, different vertices play different roles and require different amounts of space. For instance, some nodes are designated as communication centers and are required to store more information than others. Other nodes may just happen to be the crossing point of many routes which are maintained by the scheme. The roles are assigned to nodes on the basis of graph-theoretic considerations and depend crucially on the edge costs. Nevertheless, those schemes guarantee that the total (and thus the average) memory requirements are small.
Such variability in space requirements is again reasonable for static routing, as some computers may have more memory than others, and it is possible to tailor the scheme to the availability of appropriate resources at specific nodes, and designate in advance some nodes to play the role of communication centers. However, in an adaptive setting the routes change dynamically, and in principle it is possible for any node to play any role. This forces every node to have sufficient memory for performing the most demanding role in the scheme, rendering the bound on average space meaningless. Thus, it is necessary to ensure balanced memory requirements, i.e., to guarantee a bound on the worst-case (rather than average) memory requirements of each node. Such bound is important even in major nodes where memory is not a problem, since as mentioned earlier, the special-purpose routing processor (the "IMP") may have limited resources and small fast memory.
On-line preprocessing:
In real systems it is the common practice to perform very frequent updates of the routing tables.
(For example, in ARPA the routes are recomputed about every second.) The routing scheme has to accommodate for an efficient performance in this respect. One may consider a centralized algorithm which collects all the information about the network into a single computer, runs a sequential algorithm and then notifies all network nodes what routes were selected and which data structures should be maintained.
However, this approach is resourceconsuming, and it is preferable to have a preprocessing .algorithm which is distributed and space efficient. In particular, one should take into account the fact that some nodes have limited amounts of memory, so it is desirable that the preprocessing algorithm obeys the same space constraints imposed on the size of routing tables in the individual nodes. (This may be of secondary importance when the update phase is allowed access to auxiliary, slower memory.)
Existing work
The problem was first raised in we mean here stretch factor 1 and a total memory requirement of O(nlogn) bits in an n-processor network.) In [PUS81 the problem is dealt for general networks. Rather than designing a scheme only for some fixed stretch factor, the method presented in [PUS81 is parameterized, and applies to the entire range of possible stretch factors. The construction yields an almost optimal behavior, as implied from a lower bound given in [PU88] on the space requirement of any scheme with a given stretch factor. Specifically, the hierarchical routing schemes of [PU88] guarantee a stretch factor of 121c +3 while requiring a total of 0 (n'+*) bits of routing information in the network (for every fixed Ic 2 1).
Unfortunately, the routing strategy of [PUSS] lacks all four properties required from an adaptive routing scheme. It deals only with unit-cost edges (while the construction of [KK77] and the separator-based strategies of [FJ86], for instance, apply also to the case of networks with costs on the edges). It is namedependent, since the scheme has to be allowed to fix the addressing labels for all vertices. (This problem exists also in virtually all previous works.) Local Each of those schemes succeeds in achieving three of the four desirable properties but leaves one out (balanced memory and nameindependence, respectively). The c,urrent scheme is based on ingredients taken from these two schemes combined with some additional new .ideas.
1.4
Contributions of this paper This paper suggests a novel approach to the problem of routing with small space. In contrast to previous works, it enables to simultaneously achieve all the adaptiveness properties mentioned above. We present a family of hierarchicar! schemes HSk, for every logn 2 L 2 l,whichuseO(iE.logn+ng) bitsofmemory per vertex and guarantee a stretch of O(L2 .3"). Note that these complexities do not depend on the range of allowed edge costs, i.e. the algorithm is "purely combinatorial".
We also have an efficient distributed preprocessing algorithm for setting up the tables, that uses space which is bounded 'by the same bounds per vertex. (This algorithm is omitted from the abstract for lack of space.)
Our approach is based on constructing a hierarchy of partitions in the network, and using this hierarchy for routing.
In each level, the graph is partitioned into clusters, each managed by a center, or "pivot" node. Messages are transferred to their destinations using these pivots. This indirect forwarding enables us to reduce the memory requirements needed for routing, since one has to define routing paths only for cluster pivots, and not for all the nodes. On the other hand, it increases communication cost, since messages need not, in general, be moving along shortest paths towards their destination.
With appropriate partition of the network into clusters we guarantee that both overheads are low.
The particular construction method described here differs from that of [PU88] in several important ways. To begin with, the two methods make use of inherently different hierarchical designs.
In [PU88], the scheme is composed of a collection of independent schemes. Transmitting a message from an origin to a destination is based on a "trial and error" process involving repeated trials, each attempting to route the message using one of the individual scheme. In case of failure, the message is returned to the origin, who then tries the next scheme in the hierarchy. In contrast, the routing process described here is conceptually much simpler. A message is passed from the origin to the destination in a single try, and no retries are needed. The path consists of two main segments: first, from the origin to its pivot on the appropriate level (via a chain of lower-level pivots), and then to the destination itself. The hierarchical organization is thus utilized internally within the (single) routing scheme. A second important difference is in the clustering method. The clusters described in [PU88] are based on radi,us constraints, whereas the clustering structure proposed here is based on size constraints. This difference is responsible for the fact that the new method is capable of handling arbitrary edge costs and that individual memory requirements can be bounded. Finally, the proposed scheme employs a novel type of distributed data structure that enables it to store routing information (such as routing labels) compactly in a balanced fashion among the nodes of the network, and guarantees efficient data retrieval.
The rest of the paper is organized as follows. The next Section 2 contains necessary definitions.
In Section 3 we outline the hierarchical routing scheme. In Section 4 we introduce some technical preliminaries.
In the following Section 5 we fill in the missing details of the scheme, describing the various routing tools and components. Finally, Section 6 gives the complexity analysis for the combined scheme.
2 Definition of the problem
2.1
The network model
We consider the standard model of a point-to-point communication network, described by an undirected graph G = (V, E), V = (1, . . . , n}. The vertices V represent the processors of the network and the edges E represent bidirectional communication channels between the vertices. A vertex may communicate directly only with its neighbors, and messages between nonadjacent vertices are sent along some path connecting them in the network.
We assume existence of a weight function w : E + R+ , assigning an arbitrary positive weight w(e) to each edge e E E. Also, there exists a name function name : V -+ 17, which assigns to each node v E V, an arbitrary name name(v) from some universe U of names. We sometime abuse notation, referring to name(v) simply by v.
For two vertices u, w in a graph G let d&G(U, w) denote the (weighted) length of a shortest path in G between those vertices, i.e. the cost of the cheapest path connecting them, where the cost of a path (er, . . .,e,) is ~l<i~s w(ei). For two sets of vertices U,W in G, let diac(U, W) = min{distc(u, w) ) u E U, w E W}.
The degree (number of neighbors) of each vertex v E V MEMORY(RS), as the maximum between the memis denoted by degG(V). (We sometimes omit the subory requirements of the delivery protocol and the prescript G where no confusion arises.) processing protocols of RS.
Routing schemes
A routing scheme RS for the network G(V, E) consists of two procedures, a preprocessing protocol and a delivery protocol. The preprocessing protocol performs certain preprocessing in the network, by constructing some distributed data-structures. The delivery protocol can be invoked at any origin node and be required to deliver a certain message to some destination node, which is is specified by its name. The protocol delivers the message from the origin to the destination via a sequence of message transmissions, which depends on the particular data structures constructed by the preprocessing protocol.
Complexities of routing schemes
It is convenient to define a character as logn bits, and to count communication and space in terms of characters. We assume that messages sent and variables maintained at nodes contain a constant number of characters.
We now give precise definitions for our complexity measures for stretch and memory. The communication cost of transmitting a message over edge e is the weight zu(e) of that edge. The communication cost of a protocol is the sum of the communication costs of all message transmissions performed during the protocol. Let C(RS, U, v) denote the communication cost of the delivery protocol when invoked at an origin u, w.r.t. a destination v and an O(l)-character message, i.e., the total communication cost of all message transmissions associated with the delivery of the message. Given a routing scheme RS for an n-processor network G = (V, E), we say that RS stretches the path from u tovby$$$$.
We define'&; stretch factor of the scheme RS to be .
Comment: STRETCH(RS) is essentially the "normalized communication complexity" of the routing scheme, i.e., the ratio of the communication cost to the optimal communication cost. The memory requirement of a protocol is the maximum amount of memory characters used by the protocol in any single processor in the network. We define the memory requirement of a routing scheme RS, 3 Outline of the scheme Let us start with an overview of the hierarchical paradigm and the structures it uses in the network. We base our schemes HSk on a hierarchy consisting of k + 1 levels, 0 < i 5 k. In each level i we select a subset Pi of the vertices to serve as post centers, or "pivots." Each pivot is responsible for getting messages from vertices in its zone and forwarding them. The sets of pivots satisfy Pk C Pk-1 C . . . C PI C PO = V. Further, for every 0 5 i 5 k, IPil is of size about n?. Hence the higher the level, the fewer pivots there are, and the larger the subnetworks (or "zones") controlled by them. Each pivot has two types of zones: an in-zone, consisting of those vertices which selected it as their "postoffice" , and thus will forward their messages to it, and an out-zone, consisting of those vertices to which p knows how to forward a message locally. These zones are not necessarily the same; in fact, typically the outzone of a pivot is much larger (by <about nllk times) than its in-zone. Moreover, the in-zones of the various pivots on a given level are disjoint, while their out-zones largely overlap.
The routing process proceeds as follows. Suppose a vertex w wishes to send a message to a destination vertex U. Then w (which is always a pivot at level 0) checks whether it is possible to deliver the message locally to u. This succeeds if u happens to be in w's outzone. Otherwise, w identifies this fact and forwards the message to its pivot on the next level, say pl. This pivot has higher chances of succeeding locally since it controls a larger out-zone. In case the destination u is not in pi's out-zone too, the message gets forwarded by pl to its pivot in the next level, and so on. The process may repeat itself until the message reaches a pivot having u in its out-zone. In particular, a pivot in the highest level is guaranteed to succeed, since its out-zone consists of the entire network.
The routing mechanism used for forwarding a message "upwards" toward a pivot v from an origin in its in-zone is based on an in-tree (referred to as IT(v)) rooted at 21 and spanning the appropriate zone. Similarly, the converse routing mechanism (handling messages "downwards" from the pivot v to a destination in its out-zone) is based on an out-tree (referred to as OT(v) ). This algorithm is naturally more complex than the one used for climbing upward towards the root.
The routing algorithm is de,scribed in Figure 1 . The organizational structure and the corresponding route from an origin to a destination is portrayed in Figure 4 .
While the general paradigm is conceptually very simple, some care is needed in (designing the pivot selection and assignment, constructing the in-and out-trees and the data structures maint#ained in them and specifying the search and forwarding al,gorithms in order to guarantee the adaptive properties and the requirements on the memory and the stretch. The following sections furnish the details of the scheme.
Technical preliminaries 4.1 The concept of neighborhoods
Our schemes are based on a notion of neighborhood which is defined by volume rather than radius (as in [PUSS] ). The neighborhood of a vertex w E V with respect to a specific set of destinations S C V and a parameter 1 5 j < n, is a collection of j of the nearest vertices to v from the set S. More precisely, order the vertices of S by increasing distance from v, breaking ties by increasing vertex names. Hence 2 4,, y if either dist(z, v) < did(y, v) or tdir:t(z,v) = dist(y,v) and 2 < y. Then N(v, j, S) contains the first j vertices in S according to the order +,.
When S = V we sometimes omit the third parameter and write simply N(v, j).
The radius of the neighborhood N(v, j, S) is defined SS T(2), j, S) = ITICIX,EN(o,j,s) CZiSt(V, X). The properties we need regarding neighborhoods are the following. Lemma 4.1 1. For every vertex w E N(v, j, S), dist(v, w) 5 r(v, j, S).
For every vertex w E S --iV(v,j, S), dist(v, W) >
r(u, j, 9.
3. If w E N(v, j, S) and z occurs on some shortest path connecting v and w then also w E N(z, j, S).
4. For every set S C_ V, vertices U, w E V and integer 1 5 j 5 n, T(U, j, S) 5 r(w, j, S) + dist(u, w).
Covers
The pivot selection process has to guarantee that pivots are well-distributed a.nd properly "cover" the neighborhoods in the networ:k. We now give some basic facts concerning the concept of covers.
Consider a collection X of subsets of size s of a set B, so that each element of I3 appears in at least one set. A set of elements M E B is said to cover those sets of X that contain at least one element of M. A cover of 'Ii is an M 2 B covering all sets in 'X. A fraciional cover for ?f is a system of nonnegative real weights (2, 1 u E B} such that zIES t, > 1 for every set S E X. Let T* = min CxGB t, where the minimum is taken over all fractional covers.
Consider the following two simple procedures for creating a cover for 31. 
M is a cover for X and IMI 5 w.
5 Details of the scheme
Pivot selection
The pivots are constructed as follows. Let PO = V, i.e. the set PO of pivots of level 0 is simply the set of all the vertices. Fix m = n*. The pivots of level pi+1, for 0 < i 5 Ic -1, are selected so as to have the covering property with respect to the neighborhoods N(v, m, Pi) of pivots v E Pi. This process is shown in Figure 2 . A vertex v is a j-pivot if it belongs to Pj (hence also to Pi for 0 5 i < j) but not to Pj +I (hence also not to Pi for j + 1 < i 5 h). With every vertex v we associate a unique pivot pi(w), referred to as the i-post of v, in every level 0 5 i 5 k. This i-post is selected as follows. First, pa(v) = v is set for every v E V. Suppose that v is a j-pivot.
For 0 5 i 5 j + 1, p;(v) is taken to be the smallest pivot in Pi according to +,. For j-t 2 5 i 5 k we define p;(v) recursively by setting
Observe that the above construction guarantees that for 0 < i 5 j, pi(v) = V, and that pj+l(v) E N(v) m, Pi>.
5.2
In-trees and upward routing For each level 0 5 i < k and for each pivot v E Pi, let the in-zone of a pivot 21 E Pi on level i, I&(v), be the collection of vertices u which chose v as their i-post (i.e., such that pi(u) = v). Denote by IT;(v) a shortest path tree in G connecting v to the vertices in IZ~(V). Each vertex in ITi maintains a pointer upwards to its parent in the tree. This makes routing towards the root trivial.
Note that, a-priori, this tree might contain also vertices not in 1&(w). However, in order to analyze the memory requirements of the scheme we need to prove that the in-trees of the various pivots in a given level Pi are all disjoint, hence each covers precisely its zone. This is done in the following technical lemma. Lemma 5.1 For every 0 <_ i < k and for every ~1, u2 E Pi, ITi and ITi are vertex-disjoint.
Complexity: Routing a message from a vertex u E SZi(v) to its i-post v is done on the shortest path between them, so its communication complexity is dist (u, v) . By the disjointness of the in-trees (Lemma 5.1) 'the 'amount of memory stored this component is O(1) characters characters overall.
5.3
Out-trees in each vertex for per level, or O(k) Define the o&-zone of a pivot v E Pi on level i, OZi(v), as follows: For 0 5 i 5 k -1, let
For i = k let OZk( v) = V. The apparently counter-intuitive restriction on the depth of the out-trees is crucial for the analysis of the resulting stretch in Lemma 6.2. The idea is to bound the cost of an unsuccessful search on an out-tree.
Denote by OTi(v) the shortest path tree in G connecting v to the vertices in OZi (v). Again, a-priori this tree might contain also vertices not in O&(v).
However, as an immediate application of Lemma 4.1 we get that this is not the case: Lemma 5.2 For every 0 < i 2 k and v E Pi, the vertex set of OT;:(V) is exactly OZi(v). Corollary 5.3 For every 0 < i 2 k and u E V, the number of different out-trees on the i'th level in which u participates is at most m. The routing procedure from the root downwards on the OT trees is quite complex, and the rest of the section is dedicated to describing it.
Basic downward routing
In this sub-section we consider a simplified version of the downward routing problem, in which we are allowed to assign specially selected names to nodes. This is a basic subtask in many existing routing stiategies.
Problem statement:
Given is a directed tree T = (V', E') rooted at a vertex T E V' (typically some special spanning tree of some cluster V' in the network) and an instance of the routing problem, where the origin is the root, and the destination is not necessarily in the tree. The names of nodes in the tree can be chosen by the routing scheme. If the destination is not in the tree then the message is to return to the root.
This subproblem was treated in previous papers using a simple scheme called the interval routing scheme and denoted ITR(G', r) or ITR(V', r) [SK85, PU88, ABLP88a, ABLP88b]. Using it in the adaptive setting poses some new technical problems, whose solutions are the subject of this section.
Let us first supply some definitions. The depth of a node v in the tree T, denoted depthT(w), is the weighted distance distT(r, v) from the root to v. The depth of the tree T, depth(T), is the maximum depth of a node in T.
We now give an overview of (a variant of) the ITR scheme. It is constructed as follows.
1. Assign the vertices v E V' a DFS (pre-order) numbering DFS(V) according to T. 2. Store at a node u its DFS number and the DFS numbers DFS(w) of each of its children w in the tree.
Routing a message from the root P to a vertex v E V' (assuming that T knows the value DFS(V)) involves propagating the message from each intermediate vertex 21 with children u11, . . . , wk (ordered by increasing DFS numbering) to the child wi such that DFS(wi) < DFS(V) < DFS(Wi+l) (setting DFS(wk+l) to 00).
Complexity:
Consider the complexity of the ITR scheme on a tree of size t. The amount of memory stored in a node v is O(degT(v)) characters, since a node needs to maintain a data item for each of its outgoing edges, in order to identify the intervals. As for communication overhead, consider separately two cases. If the destination is outside the tree then the cost is at most 2 . depth(T), since we traverse a path from the root to one of the leaves and back. If the destination v is in the tree then we traverse the path from the root to v, and the cost is depthT(v) .
(Observe that if T is an out-tree OT(r) in the graph G, the resulting path is of length dist(r,v) , since out-trees are shortest-path trees.)
The ITR scheme has two major problems in an adaptive setting. The scheme requires using special routing labels; in order for the root to forward a message to a destination in the tree it needs to know its DFS number. This interferes with the name-independence requirement.
l
The memory stored at a node depends (linearly) on its degree, and thus may be is high as 0(n) in the worst case. This interferes with the balancedmemory requirement.
The two problems are tackled as follows. In order to avoid the need to know the DFS labels in advance by the origins, the scheme uses a distributed data structure enabling the root to retrieve the DFS label of a node using its original name as a key. The main technical difficulty stems from .the need to guarantee that if the destination occurs in the tree, we pay for the search no more than the distance from the root to the destination.
This prohibits (a solution spreading the data arbitrarily over the tree, since then the search for a nearby destination may cost as much as the depth of the tree.
The second problem is handled by arguing that one can embed into any tree a tree of "small" degrees, without paying too high a price in memory and without increasing the depth of the tree too much.
The next three subsections develop the necessary tools for solving these two problems and present the combined solution.
5.5
Tree dictionary search Problem statement:
Consider a function F : X -+ Y on some ordered domain X = (21 < . . . < XIX) 1.
That is, F is a list of 1x1 pairs F = {(XI, m), * -. (qxl, yjxl)} -(For 2 4 X we set F(x) = undefined.) Also, consider a rooted tree T of size t with root T. Our task is to store any function F on any tree T, as above, and be able to support searches from the root. That is, if T is given an arbitrary argument 2 (not necessarily in X-) then the search returns F(z) (including undefined, whenever x @ X).
The problem is solved using a distributed data structure called the Tree Dictionary.
Define the load of the function as L = [/X(/YZ].
Let D?',!?(w) denote DFS number of a node v in the tree T. Each node is required to store L values of tlhe function F, by increasing DFS order. That is, the node u with DFS(u) = j stores the pairs (xi, yi) E F for (j -1)L + 1 5 i _< jL. Also, define Lowest(w) for each node v as the minimal x whose value is stored at ZI (i.e., if DFS(v) = j then Lowest(v) = X(j-l)L+1)+ The variable Lowest(u) is maintained at the node u as well as at its parent in the tree. The process of computing value F(z) of an argument x is almost identical to the one used in the DFS routing scheme. Namely, the search message is propagated from each intermediate vertex u with children WI,..., wk (ordered by increasing DFS numbering) to the child wi such that Lowest(uli) 5 x < Lowest(wi+l) (setting Lowest(wk+l) = co).
Complexity:
Tree dictionary search requires O(L + degT(v)) characters at a node w and O(depth (T)) communication cost.
5.6
Stratified tree dictionary Now, we combine the ITR scheme with a tree dictionary to obtain an downward routing scheme for trees.
Same as in sub-section 5.4, except that the names of nodes in the tree are given, and not chosen by the scheme.
The first step is to assign a DFS numbering to the tree T, and construct the DFS routing schemes ITR for T. Thus, for all u E T, once DFS(u) is known, u can be reached. Ultimately, we would like to apply this ITR scheme to the tree T. As mentioned before, we need to overcome the problem of storing (and retrieving) the DFS numbers required for using the scheme. Note that we cannot use a single tree dictionary for storing the DFS labels. This is because, as said earlier, we might waste too much on searching a nearby destination.
We thus need to stratify the stored data and store it in a succession of larger and larger trees.
For any mQ > t > 0, and any tree T of size t, consider the q subtrees Ti, 0 < i 5 q, so that Ti contains the mi nodes closest to the root (Tg = T). Observe that To = {r} and 22 C x+1 and that if v $ Ti then depthT(v) 2 depth(Ti).
The algorithm itself proceeds as follows. We construct several Tree Dictionary Search schemes TDSi one for each tree Ti. Each of these schemes stores a portion of the DFS function.
Specifically, the scheme TDSi stores the subset of DFS over the domain Xi = {v ( w E Ti} at the nodes of the tree z-1. Put another way, if u E Ti'then the value DFS(u) will be stored on the tree Ti-1. Now, we simply go through the whole hierarchy, until we find DFS(u) or declare that 26 is not in the tree T. The algorithm is formally presented in Figure 3 . Complexity: Here L = z:1 5 nllk. Thus the 9-i total memory requirements of maintaining tree Ti at a nllk) characters and overall ~d~e~da~(~(~~~~~~~~~(~~~~ characters'at a node V.
As for the routes obtained by this algorithm, we may end up searching through each of the k trees. More specifically, suppose first that the destination u is in T, hence u E Ti but u $ Ti-1 for some 0 5 i 5 k. In that case we pay Co<,.+ depth(Tj) for the searches plus depths for the path on the ITR scheme, and overall at most (k + l)depthT(u). Now suppose u $! T.
Then we pay CO<j<k depth(Tj) 2 (k + l)depth(T) for the searches.
--
Controlling tree degrees
We now get rid of the dependency on the degrees using the following theorem. Theorem 5.4 For any rooted tree T with maximal degree d, there exists an embedded tree S on the same set of nodes and with the same root, but with a different set of edges, so that 1. the maximal degree of S is 2n11k;
2. an edge of S is a path of length at most two in T;
3. depths(v) < (2k -l)depthT(v) for every node o.
We construct for the given tree T an embedded tree S as in the theorem, and apply the downward routing algorithm to the embedded tree S, which is of maximal degree O(n'l").
Sending a message over an edge (2, y) of the simulated tree S requires the origin x to specify the path represented by this edge in the real tree T. In practical terms, though, this contributes only a constant increase in the header size of messages, by property (2) of the theorem.
Complexity:
We finally consider the complexity of the resulting downward routing algorithm.
By property (1) of the theorem, the memory requirements of the tree dictionary and the ITR scheme for S are O(k . nllk ) characters per vertex (noting that the degrees of the subtrees Si are bounded by O(nllk) as well).
The length of the resulting path is stretched by O(k) by property (3) of the theorem, hence we now pay up to O(k2 * depth&u)) for u E T and O(k2 . depth(T)) for u 4 T. The crux of our analysis is in estimating the length of the combined route traversed by a message according to the scheme (including the cost of dictionary searches) and thus bound the total stretch.
Here is where we make use of the particular choice of pivots, the properties of covers and the definition of out-zones. < 3dist(u, pi(w)).
As a result, we get the global distance relationships depicted in Figure 4 and summarized in the following Corollary 3' -l)dist(w, u). that is capable of reaching U. Observe that the distance from pi(w) to u does not grow too fast.
