VICTOR MANJARREZ
[July polynomial for f in the points (Zn). Let Q0(z)=l, Qn(z) = (z-Z-¡)-■ -(z-Zn). We shall call (Qn) the interpolation basis for E in the points (Zn).
The largest positive extended real number X such that/is analytic in Ex will be called the modulus of analyticity off'with respect to P. Note that Sn(z) = ~£ô BkQk Let B=(Bn) and Q = (Q") be sequences, and let D = [Dnk] and G=[Gnk] be infinite matrices. DG will denote the matrix product of D and G whenever all the series thus defined converge. BG, G Q and B Q are defined by considering B as a matrix with one row and Q as a matrix with one column. |P| will denote the sequence (|P"|) and \D\ will denote the matrix [|Pnfc|] , while N(B) will denote lim sup |Pn|1,n. We will sometimes write N(Bn) for N(B).
3. Effective polynomial bases. For the remainder of the paper let Q = (Qn) be an interpolation basis belonging to the coregular set P, with capacity A>0. Let P=(Pn) be any simple polynomial basis, and let G = [Gnk] be the (unique) matrix of complex numbers such that (3.1) ßn= 2Gn*Pfc (« = 0,1,2,...).
Note that (3.1) can be written Q = G P, and that G is lower triangular. For each x^l let M(x) = (Mn(x)), where (3.2) Mn(x) = (max |Pn(z)|, z on Lx) (n = 0, 1, 2,...).
Let R(x) = (Rn(x)) be defined by (3.3) Rn(x) = 2 \Gnk\Mk(x) (n = 0, 1, 2,...),
and define I(x) = lim sup (Rn(x))lln. Note that R(x) = \G\ ■ M(x) and I(x)=N(R(x)), By the maximum principle, I(x) SI(y) when xSy-Moreover, | Qn(z)\ S Rn(x) for z on Lx, and since (3.4) lim|ßn(z)r = Aexp(F(z)) Lemma. I(x) is independent of Q.
Proof. Let q = (qn) be any other interpolation basis for E. Let g=[gnk] be the matrix such that q = g-P, and let r(x)=\g\-M(x).
We wish to show that N(r(x)) = N(R(x)). Let D be the matrix such that Q = D q. Note that D is lower triangular and Dnn= 1 for all «. Also, since D and g are lower triangular and P is a basis, we have GP=Q = Dq=D(gP) = (Dg)P, so G=Dg.
We consider first the case K=l. Let y be any number greater than 1. From (2.1) we get Dnk = (l/2m) f (Qn(z)/qk + x(z))dz Since this is so for all y> 1, and since |£>nn| = 1 for all «, we get (3.5) lim sup (max \Dnk\, k = 0, 1,..., «)1,n = 1.
But AHjDl •/•(x))áAf(r(x)) because of (3.5) and the fact that N(r(x))~¿Kx = xZ 1.
Reversing the roles of r and R we get N(r(x))SN(R(x)) and so N(r(x)) = N(R(x)). This completes the proof of the lemma for the case K=l. The proof for the general case follows from a consideration of the polynomial basis (Pn(Kz)), on the set (l/K)E=the set of all z such that Kz is in £, since (l/K)E has capacity 1. The corresponding interpolation bases are (Qn(Kz)/Kn) and (qn(Kz)/Kn). This completes the proof of the lemma. Conversely, let 7(jc)#Ax and let X be any number such that Kx<KX<I(x). We construct a function / with modulus of analyticity X with respect to P, such that/cannot be expanded in the necessary way. Let Ck = (Gnk) be the kth column of G, and let B=(Bn) = (l/(KX)n). Because of Theorem 1, the function /, defined for all x^ 1, is called the index of effectivity of P on E. By [9, p. 77], Mn(y) ^ (y/x)nMn(x) whenever x < y, and so I(y) <; (y/x)I(x). Together with the fact that I(x) ^ I(y) whenever x < y, we conclude that either I(x) = oo for all x ^ 1 or else / is finite-valued and continuous for all xfcl. Moreover, suppose P is effective on Cl (Ex) for some x and let y he any number >x. Then I(y)-^(y/x)I(x) = (y/x)Kx=Ky, and since I(y)^Ky, we get I(y) = Ky, so P is effective on Cl (Ey).
Because of the lemma, we know that the effectivity of P does not depend on the interpolation basis Q. The coefficients A in (1.1) also do not depend on Q when P is effective, a consequence of Again from (2.1) we get for each k:
Thus B=AD. Since AP converges absolutely and uniformly on Ly, the function H defined by: //(z) = 2n°=o MnAi(z)| is continuous on Ly. Therefore from (3. Letting x= 1 completes the proof of the theorem. It is not true that every simple polynomial basis which gives rise to maximal convergence is effective. For example, let P be the closed unit disk, which has capacity K= 1. Let Q"(z) = zn for all «. Let x be any number > 1. Let P0(z) = 1, Pn(z) = (z-x)zn~1 for all »â;l. If G is defined by (3.1) then Gnk=xn~k, so 1(1)^x> 1, and by Theorem 1, P is not effective on E. On the other hand, any function analytic on £ can be expanded in the form (1.1), with maximal convergence [9, p. 159].
The effectivity of a polynomial basis P on Cl (Ex) for some coregular set E and some xlz 1 does not imply anything about the maximum values of \Pn(z)\ on Lx. For, suppose P is any polynomial basis and let (Tk) be any sequence of nonzero complex numbers. Let /» = (pk) = (TkPk) and let g=[gnk\ be defined by Q=gp, where Q is any interpolation basis. For any x ä 1 let M(x) and R(x) be defined by (3.2) and (3. We may therefore assume, when it is convenient, that P is made up of monic polynomials. On the other hand, with this assumption we have N(M(x)) = Kx. In fact, we even have : From the maximum principle and the theorem, N(mn) S Kx. Suppose there exists a subsequence (mkin)) such that lim" (mk,n)yik(n)<Kx. Let a¡= l/(Kxy when j=k(n), a,=0 otherwise. From the theorem, N(a}Mj(y))=y/x for all y^ 1, so a P converges maximally to a function with modulus of analyticity x. But N(ajmj)<l, which contradicts [8, p. 606]. This completes the proof of the corollary.
5. Overconvergence. Suppose/is analytic on P with modulus of analyticity X. Let P be any simple polynomial basis effective on P, and let Sn = 2"= o AtPj, where A = (Aj) is defined by (1.1). From the first part of the proof of Theorem 1, (S") converges uniformly on any compact subset of Ex. Now (Sn) cannot converge uniformly on any neighborhood of a point of Lx [9, p. 83], but it may happen that for some strictly increasing sequence «(zc) of positive integers, (SMky) converges uniformly on such a neighborhood. When this happens we shall say that (SMk)) overconverges on the neighborhood. (Such overconvergence does occur. For instance, if (On) is a sequence of mutually disjoint, simply connected regions such that Ox contains Ex but not Cl (Ex) for some x > 1, then there exists a function / analytic in each On, with modulus of analyticity x with respect to P, and a simple polynomial basis P, effective on P, such that a subsequence (SMk)) of (Sn) converges to / uniformly on every compact subset of every On, but does not converge uniformly on any region properly containing some On. See Bourion [1, pp. 268-270] for the proof in the special case Ex = the unit disk, Pn(z)=zn. The proof can be generalized, with P = any interpolation basis belonging to P.) Let / be analytic on E with modulus of analyticity X, and let P be any simple polynomial basis effective on P. Let Y be some positive number < 1 and let «(A:) be a strictly increasing sequence of positive integers. Let H be the set of all integers j such that Yn(k)SjSn(k) for some k. If J,jeH A¡Pj converges compact-openly in Ex for some x> X, we shall say that A P is of lacunary structure with respect to n(k), since AP is then the sum of a series with gaps and a series with a larger modulus of analyticity than / Theorem 5. Let f be analytic on E with modulus of analyticity X, and let P be effective on E. If the sequence (Sn) of partial sums of (I.I) has a subsequence (SMk)) which overconverges on some neighborhood of a point ofLx, then (1.1) is of lacunary structure with respect to n(k).
Proof. Let Q be any interpolation basis for P and let G be defined by The converse theorem, for regular points of/ was also proved by Ostrowski for the case P=the closed unit disk, Pn(z) = zn [5] . This converse theorem was generalized to include not only series, but also sequences of lacunary structure converging to functions analytic on coregular sets, by I. Mosesson in his unpublished Harvard thesis [4] . The following converse to Theorem 5 is therefore a special case of Mosesson's generalization. It also follows immediately from more general work of Walsh.
Theorem 6. Let fbe analytic on E with modulus of analyticity X. Let P be effective on E and suppose (1.1) is of lacunary structure with respect to n(k). Then (SMk)) converges uniformly in a neighborhood of every regular point off on Lx.
Proof. Let F be a positive number < 1 such that "2,ieH AjPj converges compactopenly in Ex for some x > X, where 77 is the set of all integers j such that Yn(k) SjSn(k) for some k. For each k, let h(k) be the greatest integer < Yn(k). Let Z0 be any regular point of/on Lx. We may assume A¡=0 for all/' in 77. Thus Shm=Snik) for all k. Let O be any compact continuum, not a single point, containing Z0 and contained in the complement of Ex, and let x = (max exp (F(z)), z in O). Since The theorem now follows from [7, p. 201 ].
Corollary
Let P be effective on E and let f be analytic on E with modulus of analyticity X. Let (An) be defined by (1.1) and let n(k) be a sequence of positive integers such that, for some positive number Y< 1, n(k)< Yn(k+1). IfAn = 0for all « 7e n(k), then Lx is the natural boundary off.
Proof. A ■ P cannot converge uniformly in any neighborhood of a point of Lx ([9, p. 83], see [4] ). This completes the proof of the corollary.
See Bourion [2, pp. 6-13] for the definitions and theorems in this section, for the case P=the closed unit disk, Pn(z) = zn.
6. Examples. Let P be the coregular set of all points on and within a Jordan curve and let P be a simple polynomial basis which is orthonormal with respect to integration over E (or around the boundary of P), with any positive continuous function IF(z) allowed as weight function. If/is any function analytic on P with modulus of analyticity X, then/can be expanded in the form (1.1), where (6.1) Ak= \\V(z)f(z)Pk(z)'dz
