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Abstract
We show that divergence-free jacobian maps, recently considered in
[11], [14], are actually shear maps.
1 Introduction
Let Φ : IRn → IRn be a continuously differentiable map. By the inverse function
theorem, if its Jacobian determinant det JΦ does not vanish at a point, then Φ
is locally invertible at such a point. It is well-known that the local invertibility
of Φ, even if it holds on all of IRn, does not imply Φ’s global invertibility. Addi-
tional conditions implying Φ’s global invertibility, or just injectivity, have been
studied in several fields (see [1], [13]). Some conditions have just been conjec-
tured to be sufficient to guarantee the map’s invertibility, as in the case of the
celebrated Jacobian Conjecture [8]. Originally formulated for complex maps,
and successively studied for maps defined on arbitrary fields, such a conjecture
asks to prove that a polynomial map with constant non-zero Jacobian deter-
minant is globally invertible, with polynomial inverse. The problem has been
attacked in several ways. One can find in [2] an overview of results concerning
the Jacobian Conjecture up to 1982. A more recent account is contained in
[3]. Among general results concerning such a problem, it is known that it is
equivalent to prove or disprove the statement in any field of zero characteristic,
that it is sufficient to prove Φ’s injectivity in order to get its surjectivity [2], and
that Φ’s global invertibility implies that Φ−1 is a polynomial map. The most
studied special case is the bidimensional one, Φ(x, y) = (P (x, y), Q(x, y)), where
the statement was proved under the hypothesis that either P’s or Q’s degree is
∗2000 AMS Mathematics Subject Classification: 14R15. Key words and phrases: Jacobian
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4, or prime, or both degrees are ≤ 100 (see [2] for a more comprehensive list of
results).
Recently, a particular class of maps has been taken into account, namely the
so-called divergence-free maps [11]. Such maps have the form Φ(x, y) = (x +
p(x, y), y+ q(x, y)), where p(x, y) and q(x, y) are polynomials of order > 1, with
∂p
∂x
+ ∂q
∂y
= 0. For such maps one has detJΦ = 1+
(
∂p
∂x
+ ∂q
∂y
)
+
(
∂p
∂x
∂q
∂y
− ∂p
∂y
∂q
∂x
)
,
hence under the condition ∂p
∂x
+ ∂q
∂y
= 0 also the determinant-like term vanishes,
∂p
∂x
∂q
∂y
− ∂p
∂y
∂q
∂x
= 0. In algebraic terms, this amounts to ask that no terms in
the divergence-like part of det JΦ cancels with any term in its determinant-like
part (maps with a linear part different from the identity can be reduced to the
above form by multiplying by an invertible linear map). Such a condition is
satisfied under some symmetry conditions on p(x, y) and q(x, y), as in the case
of p(x, y) and q(x, y) even polynomials, since the terms in ∂p
∂x
+ ∂q
∂y
have odd
degree, while the terms in ∂p
∂x
∂q
∂y
− ∂p
∂y
∂q
∂x
have even degree. In [11] it was proved
that such maps are globally invertible. A different proof for real maps, with
some extensions, has been given in [14], by applying results proved in relation
to the Global Asymptotic Stability Jacobian Conjecture [5], [6], [7].
In this paper we give a complete characterization of real divergence-free
maps, proving that every such map has the form
Φ(x, y) =
(
x+
n∑
i=2
εiα(βx − αy)
i, y +
n∑
i=2
εiβ(βx − αy)
i
)
, (1)
with α, β ∈ IR, εi ∈ IR for i = 2, . . . , n. This means that the nonlinear part of
such maps essentially depends on the single variable βx − αy, so that after a
change of variables the map has the form of a shear map, (u, v) 7→ (u, v− f(u)).
Our approach consists in solving the system of PDEs
∂p
∂x
+
∂q
∂y
= 0,
∂p
∂x
∂q
∂y
−
∂p
∂y
∂q
∂x
= 0, (2)
in the class of homogeneous polynomials, then proving that only polynomials
with nonlinear part as in (1) solve the system (2). As a consequence, we prove
that under some simple algebraic conditions, a jacobian map is the composition
of a linear automorphism and a shear map.
2 Results
Let Φ : IR2 → IR2, Φ(x, y) = (P (x, y), Q(x, y)) be a real polynomial map.
Let JΦ be its jacobian matrix. We say that Φ is a jacobian map if its jaco-
bian determinant detJΦ is a non-zero constant. Possibly replacing Φ(x, y) with
2
Φ(x, y) − Φ(0, 0), which has the same jacobian determinant, we may assume
that Φ(0, 0) = (0, 0). Moreover one can compose Φ with the inverse matrix of
JΦ(0, 0), obtaining another jacobian map with linear part coinciding with the
identity. Let us call again Φ the map obtained by such operations. Then we
can write
P (x, y) = x+
n∑
i=2
pi(x, y), Q(x, y) = y +
n∑
i=2
qi(x, y),
where pi(x, y), qi(x, y) are homogeneous polynomials of degree i. Let us set
Φ(x, y) = Φ(x, y) − (x, y). In other words, Φ is the map consisting only of the
nonlinear terms of Φ. We say that Φ(x, y) is a divergence-free jacobian map if
it satisfies the condition
∂
∂x
n∑
i=2
pi(x, y) +
∂
∂y
n∑
i=2
qi(x, y),= 0.
As observed in the introduction, if Φ satisfies the above condition, then detJ
Φ
=
0.
We say that Φ is a shear map if its nonlinear terms are linear combina-
tions of powers of a homogeneous polynomial of degree 1, as for the map
Φ(x, y) = (3x−4y+(x−y)2,−2x+y+(x−y)2). The adjective shear comes from
the fact the nonlinear part of that such maps substantially acts as a displace-
ment along a given direction. The displacement’s amount depends nonlinearly
on the position of (x, y).
In next lemma we show that a homogeneous polynomial satisfying simulta-
neously the divergence and the determinant condition is essentially a function
of a single variable. We start considering homogeneous polynomials.
Lemma 1 Let p(x, y), q(x, y) be homogeneous polynomials of the same degree
j > 1, not both identically zero. If
∂p
∂x
+
∂q
∂y
= 0,
∂p
∂x
∂q
∂y
−
∂p
∂y
∂q
∂x
= 0, (3)
then there exist α, β, ζ ∈ IR, α2 + β2 6= 0, ζ 6= 0, such that p(x, y) = ζα(βx −
αy)j , q(x, y) = ζβ(βx − αy)j.
Proof. Let us assume q(x, y) not to be constant. Then there exists a line
l = {(x, y) : x = t cos θ, y = t sin θ} such that q(t cos θ, t sin θ) is non-constant.
The gradient∇q does not vanish at any point of l. By the second equality in (3),
in a neighbourhood of the point (cos θ, sin θ) there exists an analytic function ψ
such that p(x, y) = ψ(q(x, y)).
Then there exist α, β ∈ IR, α2 + β2 6= 0 such that
αtj = p(t cos θ, t sin θ) = ψ(q(t cos θ, t sin θ)) = ψ(βtj).
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One has β 6= 0, otherwise q(t cos θ, t sin θ) = βtj would be constant. Setting
s = βtj , one has tj = s
β
, hence
ψ(s) = ψ(βtj) = αtj =
αs
β
.
This proves that locally βp(x, y) − αq(x, y) = 0. By the identity principle for
polynomials, the same equality holds on all of IR2. As a consequence, there
exist a homogeneous polynomial r(x, y) of degree j and k ∈ IR, k 6= 0, such that
p(x, y) = kαr(x, y), q(x, y) = kβr(x, y). Then one has
0 =
∂p
∂x
+
∂q
∂y
= kα
∂r
∂x
+ kβ
∂r
∂y
= k(α, β) · ∇r(x, y).
This implies that the level curves of r(x, y) are just the lines βx− αy = const.,
hence there exists a function ρ such that r(x, y) = ρ(βx − αy). Choosing
(x, y) =
(
βt
α2+β2
,− αt
α2+β2
)
one has βx− αy = t and
ρ(t) = r
(
βt
α2 + β2
,−
αt
α2 + β2
)
= htj.
for some h ∈ IR, h 6= 0. In conclusion, r(x, y) = ρ(βx − αy) = h(βx − αy)j .
Setting ζ = hk gives the statement. ♣
Remark 1 The above lemma shows that a divergence-free jacobian map can be
written as follows,
P (x, y) = x+
n∑
i=2
ζiαi(βix− αiy)
i, Q(x, y) = y +
n∑
i=2
ζiβi(βix− αiy)
i, (4)
with ζi 6= 0, α
2
i +β
2
i 6= 0 for i = 0, ..., n. In fact, since “divergence” terms do not
cancel with “determinant” terms, every homogeneous couple (pj(x, y), qj(x, y))
satisfies the hypotehses of lemma 1.
Something more can be said comparing terms with different degrees. Next
lemma is concerned with couples of arbitrary functions both depending only on
a first-degree homogeneous polynomial.
Lemma 2 Let us set p(x, y) = aφ(βx − αy) + bψ(δx− γy), q(x, y) = cφ(βx −
αy) + dψ(δx − γy), with φ, ψ non-constant functions of class C1. If (3) holds,
then the lines βx − αy = 0 and δx− γy = 0 coincide.
Proof. One has
0 =
∂p
∂x
∂q
∂y
−
∂p
∂y
∂q
∂x
= (ad− bc)(αδ − βγ)φ′(βx − αy)ψ′(δx− γy).
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At every point where both φ′ and ψ′ do not vanish one has (ad−bc)(αδ−βγ) = 0.
If αδ−βγ = 0, then the thesis is proved. If ad−bc = 0, then there existm, η, ω ∈
IR, m 6= 0, η2 + ω2 6= 0 and a function r(x, y) such that p(x, y) = mηr(x, y),
q(x, y) = mωr(x, y). Then, as in lemma 1, one has
0 =
∂p
∂x
+
∂q
∂y
= mη
∂r
∂x
+mω
∂r
∂y
= m(η, ω) · ∇r(x, y).
As in lemma 1, this proves that there exists one-variable function ρ(t) such
that r(x, y) = ρ(ωx − ηy). Now, assume by absurd that the lines βx − αy = 0
and δx − γy = 0 do not coincide. Then one can make an invertible change of
variables, u = βx − αy, v = δx − γy, and consider the functions of u and v
obtained from p(x, y), q(x, y), r(x, y) by applying the change of variables,
p∗(u, v) = aφ(u) + bψ(v) = mηρ(k1u+ k2v),
q∗(u, v) = cφ(u) + dψ(v) = mωρ(k1u+ k2v),
where k1, k2 ∈ IR, k
2
1 + k
2
2 6= 0. Differentiating both equalities with respect to u
one has
aφ′(u) = mηk1ρ
′(k1u+ k2v), cφ
′(u) = mωk1ρ
′(k1u+ k2v).
If k2 6= 0, then the above equalities hold only if φ
′ and ρ′ are constant, against
the hypothesis, hence k2 = 0. Similarly, differentiating with respect to v one
proves that k1 = 0. This leads to k1 = 0 = k2, contradiction. ♣
Theorem 1 Let Φ(x, y) = (P (x, y), Q(x, y)) be a divergence-free jacobian map
of degree n. Then there exist α, β ∈ IR, α2 + β2 6= 0, εi ∈ IR, such that
P (x, y) = x+
n∑
i=2
εiα(βx − αy)
i, Q(x, y) = y +
n∑
i=2
εiβ(βx − αy)
i, (5)
Proof. Let n be the degree of Φ. Due to lemma 1, P (x, y) and Q(x, y) are as
in remark 1. Let us set α = αn, β = βn, εn = ζn. Since we assume Φ to be of
degree n, α2 + β2 6= 0, εn 6= 0.
We claim that for i = 2, ..., n− 1, αi = α, βi = β.
Let us proceed by decreasing degree. The functions p(x, y) = ζnα(βx −
αy)n+ζn−1αn−1(βn−1x−αn−1y)
n−1, q(x, y) = ζnβ(βx−αy)
n+ζn−1βn−1(βn−1x−
αn−1y)
n−1 satisfy the hypotheses of lemma 2, since their terms do not interact
with those ones of lower degrees. Then, by lemma 2, the terms βx − αy and
βn−1x−αn−1y are proportional. Since βx−αy does not vanish identically, there
exist ξn−1 ∈ IR such that αn−1 = ξn−1α, βn−1 = ξn−1β. As a consequence, the
terms of degree ≥ n− 1 in P (x, y) and Q(x, y) are all function of βx − αy.
Setting εn−1 = ζn−1ξ
n
n−1, the form of the (n− 1)-degree term in (4) is as in (5).
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Now we may repeat the procedure replacing n−1 with n−2. We apply again
lemma 2 to the functions p(x, y) = α
(
εn(βx − αy)
n + εn−1(βx − αy)
n−1
)
+
ζn−2αn−2(βn−2x−αn−2y)
n−2, q(x, y) = β
(
εn(βx−αy)
n+εn−1(βx−αy)
n−1
)
+
ζn−2βn−2(βn−2x−αn−2y)
n−2, in order to prove that βx−αy and βn−2x−αn−2y
are proportional. Since βx−αy does not vanish identically, there exist ξn−2 ∈ IR
such that αn−2 = ξn−2α, βn−2 = ξn−2β.
Such a procedure can be applied n − 2 times in order to prove that every
nonlinear term in Φ is actually a power of βx − αy multiplied by a constant
εi = ζiξ
i+1
i , i 6= n. ♣
In the above theorem it is not assumed that for i = 2, ..., n−1 one has εi 6= 0.
Actually some degrees may not appear in a divergence-free jacobian map, as in
Φ(x, y) = (x− y2 − y5, y).
In [11] and [14] some simple algebraic conditions ensuring a jacobian map
to be divergence-free were taken into account. We apply them to the present
situation.
Given a polynomial P , we write d(P ) for its degree, o(P ) for its order. We
say that a polynomial is even if it is the sum of even degree monomials, odd if it is
the sum of odd degree monomials. Similarly, we say that a polynomial is x-even
if it contains only terms with even powers of x, x-odd if it contains only terms
with odd powers of x. We say that a non-negative integer is a gap of P if it is the
difference of the degrees of two distinct monomials in P . We denote by G(P ) the
gap-set of P . As an example, the polynomial P (x, y) = x3 + y3+ x2y2+ y7 has
gap-set G(P ) = {0, 1, 3, 4}. If P has exactly one monomial, or if P is identically
zero, then we say that it has empty gap-set.
We say that the couple of polynomials (P,Q) satisfies the gap condition if
for every monomial M in P , one has d(M) − 1 6∈ G(Q). The gap condition is
not symmetric, as shown by the couple (P,Q) = (x+y2, x6+y2). In such a case
one has G(P ) = {1}, G(Q) = {4}, so that (P,Q) satisfies the gap condition,
but (Q,P ) does not.
We say that (P,Q) satisfies the symmetric gap condition if both (P,Q) and
(Q,P ) satisfy the gap condition.
Corollary 1 Let Φ : IR2 → IR2 be a jacobian map of the type Φ(x, y) = (ax +
by + p(x, y), cx + dy + q(x, y)), a, b, c, d ∈ IR, o(p) > 1, o(q) > 1. If one of the
following holds,
i) max{d(p), d(q)} < o(p) + o(q)− 1,
ii) both p(x, y) and q(x, y) are even polynomials,
iii) p is odd, q is even and (p, q) satisfies the gap condition,
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iv) (p, q) satisfies the symmetric gap condition,
then Ψ = Φ ◦ (JΦ(0, 0))
−1 is a shear map.
Proof. Let us consider the map Ψ = Φ ◦ (JΦ(0, 0))
−1. One has Ψ(x, y) =
(x + p∗(x, y), y + q∗(x, y)), with o(p∗) > 1, o(q∗) > 1. The composition with a
linear map does not change the properties in i), . . . , iv), hence Ψ satisfies all of
them. In [14] it was proved that any of the above conditions implies Ψ to be a
divergence-free map. Then the conclusion comes from theorem 1. ♣
Next corollary is concerned with a kind of symmetry which is not preserved
by composition with linear transformations.
Corollary 2 Let Φ : IR2 → IR2 be a jacobian map of the type Φ(x, y) = (x +
p(x, y), y + q(x, y)), o(p) > 1, o(q) > 1. If one of the following holds,
i) p is x-even, q is x-odd,
ii) p is y-odd, q is y-even,
then Φ is a shear map.
Proof. By theorem 2 of [14], Φ is a divergence-free jacobian map. Then one can
apply theorem 1. ♣
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