In mobile ad hoc networks (MANETs), node mobility causes network topologies to change dynamically over time, which complicates such important tasks as broadcasting and routing. In a typical efficient localized approach, each node makes forwarding decisions based on a neighborhood local view constructed simply by collecting received ''Hello" messages. That kind of neighborhood local view can become outdated and inconsistent, which induces a low-coverage problem for efficient broadcasting tasks and a low-delivery ratio problem for efficient routing tasks. In this paper, we propose a neighborhood tracking scheme to guarantee the accuracy of forwarding decisions. Based on historical location information, nodes predict the positions of neighbors when making a forwarding decision, and then construct an updated and consistent neighborhood local view to help derive more precise forwarding decisions. The inaccuracy factors of our scheme are also discussed and an accessory method is provided for possible usage. Simulation results illustrate the accuracy of our proposed tracking scheme. To verify the effectiveness of our scheme, we apply it to existing efficient broadcast algorithms. Simulation results indicate that our neighborhood tracking scheme can improve the protocols coverage ratio greatly.
Introduction
Mobile ad hoc networks (MANETs) are composed of potentially mobile devices such as sensors, laptops, or PDAs. The lack of a fixed infrastructure in MANETs makes them suitable for applications such as military battlefields, disaster relief and emergency situations. However, the mobility of nodes causes dynamic network topology changes that complicate the forwarding decisions needed in such network tasks as efficient broadcasting and routing (e.g., selecting suitable nodes and radii for transmission). Therefore, the mobility of nodes should be advertised to their neighbors periodically, in order to help them make suitable forwarding decisions. In most existing localized position-aware protocols, assuming the availability of a positioning system (such as GPS), each node attaches its location or even velocity to an update message (commonly called ''Hello message" or simply ''Hello") and sends it out with time-stamping information.
Most previous work focuses on the analysis for the mobility of an individual neighbor, extracting or predicting its location or node-to-node link life time to decide whether it can be selected as a forwarding node or not [1] [2] [3] [4] . However, collecting the location information for all neighbors to construct an instant neighborhood view and making a decision based on that view is much more helpful in making better forwarding decisions [5, 6] . However, if nodes simply collect the latest locations of their mobile neighbors from periodically received Hello messages, that kind of neighborhood local view may be outdated when a forwarding request occurs, because neighbor nodes may move during the interval between consecutive Hellos. Besides this, inconsistency is another important factor of inaccuracies in the neighborhood local view, which is caused by many conditions, including the following two: -Asynchronous Hello messages: each node may start sending Hello messages at different times to avoid collision in the channel. -Different Hello message intervals: A Hello message can be sent periodically; however, if only an eventdriven update scheme is used, nodes send messages only when there are considerable changes in their motion velocities or directions, which makes the intervals between any two consecutive Hello messages vary.
Accordingly, the neighborhood local view constructed by simply collecting each neighbor's location contained in Hello messages may be outdated and inconsistent when the forwarding task is triggered.
Forwarding decisions based on an outdated and inconsistent local view may be inaccurate and hence cause delivery failure. This in turn can cause poor coverage for broadcasting tasks and lower the delivery ratio for routing tasks. The left part of Fig. 1 represents the neighborhood local view of node i, and the right part is the actual physical topology. Based on an inaccurate local view, node i not only selects the forwarding nodes k and l, but also assigns itself and forwarding nodes' transmission radius. Each circle corresponds to a forwarding node's transmission area. However, node l moves out of the transmission range of node i in the actual physical topology, and hence it cannot receive the message and forward it. Wu and Dai [7, 8] have taken the possibility outdated and inconsistent local views into consideration. However, their approach is passive, because they just try to compensate for the inaccuracy of the local view, rather than predicting an accurate future local view.
If an accurate local view could be achieved, an appropriate forwarding decision could then be made in order to prevent or reduce delivery failures. Neighborhood tracking is the task of determining the accurate neighborhood local view when packet forwarding really occurs, which could be embedded into the network protocol design. In addition, the schemes proposed by previous work focus on specific network tasks or specific protocols. So far, no generic neighborhood tracking scheme can be applied to a large class of distributed algorithms.
In this paper, we make two main contributions. First, we propose a neighborhood tracking scheme. When a node is required to make a forwarding decision, it uses historical location information about its neighbors to predict their future locations. Then, it can collect the predicted future locations of its neighbors at the same time to set up a consistent local view. In this way, the time difference among all the neighbors' location information in the neighborhood local view caused by asynchronous Hello messages and different Hello message intervals can be reduced. We propose to make a time stamp for Hello messages not only on their sending time (by the sender neighbor's clock) but also their received time (by the receiver's clock). This time stamp could be used to derive the time difference between the local view of the initiator and the views of its neighbors to help the initiator derive its neighbors' corresponding prediction times by their clocks rather than its own clock. Second, we provide a framework for embedding our proposed neighborhood tracking scheme into existing network protocols. The framework describes what past location information should be stored, how it is stored, and when and how existing localized network protocol could use our scheme.
The remainder of this paper is organized as follows: Section 2 presents preliminaries and related work. Section 3 presents a predictive and consistent neighborhood tracking scheme. Section 4 presents a framework to show how our tracking scheme can be applied into existing network protocols. Section 5 shows the results of simulation experiments that illustrate the performance of our proposed approach. Section 6 concludes this paper.
Preliminary and related work

Mobility update protocol
In a MANET, a node should send Hello messages periodically to communicate the state of its mobility to its neighbors in order to assist them in tracking it and make more accurate forwarding decisions. An update protocol [2] can be classified as using either periodical updates or conditional updates.
In a periodical update protocol, nodes send Hello messages periodically with a fixed time interval, and each node may start sending its messages at a different time to avoid emission collision.
In a conditional update protocol, a node sends a Hello message when there is considerable change in its velocity or direction. The most common and widely used method to check and decide whether a considerable change occurs is as follows. Suppose that the periodic check for a particular node occurs at time t c with an actual location ðx c ; y c ; z c Þ. Further assume that the most recent update from the node was generated at time t 1h with a location ðx 1h ; y 1h ; z 1h Þ, speed v and direction ðd x ; d y ; d z Þ. If within the update interval there is no direction or velocity change in the movement of the node, the expected location of the node at time t c ððx e ; y e ; z e ÞÞ can be calculated as Fig. 1 . Impact of outdated or inconsistent local view on delivery ratio.
If the distance D between the actual position of the node and its expected location is larger than a reference distance of d, i.e.,
then a considerable change is assumed to have occurred and a Hello message is generated. This situation is illustrated in Fig. 2 . Because the update intervals of a conditional update protocol vary and depend on the movement of nodes, the update process for each node is independent and asynchronous.
In summary, for any node s, the location information that it stores for each neighbor may be updated at different times, and hence its local-neighborhood view may be inconsistent.
Mobility management
Node mobility has a great effect on the performance and capacity of mobile ad hoc networks, which is discussed in the work by Li et al. [9] and of Grossglauser et al. [10] . Therefore, node mobility should be tracked, analyzed, predicted, or even controlled to assist the design and analysis of network protocols. This can be called ''mobility management."
Most previous work deals with the mobility of neighboring nodes individually [1] [2] [3] [4] .
In the work by Su et al. [1] , location information is used to estimate the expiration time of the link between two adjacent nodes caused by their mobility, which then determines the selection of a route.
Shah and Nahrstedt [2] present a scheme to predict the location of a node at a given instant, which assists QoS routing decisions. Ko and Vaidya [3] use prediction schemes to set up a zone to assist routing path selection. Doss et al. [4] summarize and review current mobility prediction techniques for ad hoc networks.
Kim et al. [5, 6] propose an approach in which, instead of dealing with each neighbor individually, an instant neighborhood view is constructed to support better forwarding decisions. They propose to set up a neighborhood local view by collecting Hello messages received periodically.
However, that kind of view may be outdated and inconsistent. Part of this work [5] focuses on maintaining a more accurate neighborhood local view to aid the route-selection process. This is done by defining a stable zone and a caution zone for each node based on the node's position, speed, and direction information obtained from a GPS.
Wu and Dai [6] [7] [8] proposed a conservative method based on two transmission radii to compensate for outdated local views. First, they use a minimal transmission range used to maintain the connectivity of the virtual network constructed from inaccurate local views. Then, they use a longer transmission radius to form a buffer zone that guarantees the availability of logical links in the physical network.
The above approaches are passive, in that they just try to compensate for the inaccuracy of the local views, rather than predicting an accurate future local view. Furthermore, the majority of work on mobility management has been undertaken for a particular network protocol under specific network mobility models. Currently, there are few if any generic schemes to construct an updated and consistent local view for any network task under any mobility model, which then can be embedded into any distributed network protocols.
Proposed neighborhood tracking scheme
Instead of simply collecting each neighbor's latest location information as the neighborhood local view, we propose a more precise and active neighborhood tracking scheme. Whenever a request for a forwarding decision is triggered at any node S, the node uses its neighbors' past location information to construct an updated and consistent local view, which then uses to make forwarding decisions. In our scheme, we propose to compute the locations of node S and all its neighbors at the actual packet transmission time t p according to node S's clock when the packet is to be forwarded, and then collect all the predicted locations as a neighborhood local view. This involves two important tasks: -Deriving each neighbor's corresponding prediction time t 0 p , and determining whether there is a restriction for choosing a suitable prediction time.
-Predicting a neighbor's future location under a certain network mobility model.
Deriving prediction times for neighbors
Given that all the nodes' locations are estimated at the same time in the proposed scheme, it does not matter if the prior location information used for each neighbor was obtained at the same time. However, if we consider a general case in which a synchronization scheme may not be used, the time t p based on node S's clock need not be the same value of time according to a neighbor's clock.
If the network is synchronized and each node has the same time clock, the prediction time for node S is the same from any neighbor node A, i.e., t 0 p ¼ t p . On the other hand, if the network is asynchronous, to calculate any neighbor node A's corresponding prediction time t 0 p , its time difference with respect to the reference node S, t
, we propose to use time stamps that specify when Hello messages are sent and received. More specifically, each time a given node A transmits a Hello message (HM), it includes in the message the time stamp stating the local sending time t l according to its own clock. When node S receives an HM from one of its neighbors, it records the sending time t l stated in the HM, as well as the time stamp stating the local received time, t r , time when the HM is received according to node S's clock. The difference between times t l and t r consists of three parts: the HM processing time ðt s Þ, the HM propagation delay ðt e Þ, and the time difference between two nodes ðt 0 d Þ. When node S transmits packets, a packet processing time and propagation delay must also elapse before any neighbor node can receive those packets. The propagation delay t e can vary because of packet size, distances between nodes and node movement. The packet processing time t s may vary because of packet size. However, propagation and processing times are very small and in the order of microseconds. The difference between propagation plus processing delay of the latest HM and those of transmitted packets is much smaller and can be neglected. In addition, within one Hello interval, the change of time difference between two nodes is very small and can be neglected. Therefore, the difference between the latest t l and t r can be regarded as the combination of t 0 d and the transmission delays of packets sent from node S. Hence, we can calculate t
Analysis for prediction interval
For any node S, we define the time difference between the time when its latest HM occurred and the actual transmission time as the prediction interval. If the prediction interval is so large that many neighbor nodes move out of the transmission range of node S during that interval, then the predicted location for them will be excluded from the local view. Although new nodes without past location information may enter into the transmission range, they will be neglected.
Therefore, we analyze the transmission range dwell time, T dwell , which is the time period within which any neighbor node U stays within the transmission range of a reference node S.
Let R dwell represent the rate of crossing the boundary of the transmission range of a node. Then, Fig. 3 shows an analytical model in which we assume that node S moves with a random velocity V 1 and node U moves with a random velocity V 2 . The relative velocity V of node U with respect to node S is given by
The magnitude of V is given by
where V 1 is the magnitude of V 1 and V 2 is the magnitude of V 2 . The mean value of V is given by
where 
If U 1 and U 2 are uniformly distributed in (0, 2p, Eq. (5) can be rewritten further as follows:
where
dt is the complete elliptic integral of the second kind. Therefore, in the following analysis, we can assume that node S is stationary, and node U is moving at a relative velocity instead of the two nodes moving with their separate velocities (see Fig. 3 ). Assume that nodes are distributed uniformly and the nodes' moving direction is distributed uniformly over [0, 2p] . From [11] the mean value of R dwell is given by 
where A is the area of the transmission range and L is the perimeter of this area. Therefore, the average transmission range dwell time is given by
According to the above analysis, it is better for the prediction interval to be less than E½T dwell .
The limitation of our analysis is that we assume the network mobility has random velocity. Also, the above analysis is a statistical evaluation; therefore, it can only be regarded as a weak condition and may not be suitable to all possible network mobility scenarios.
Mobility prediction
In previous work, there are may mobility prediction schemes [4, 12] , all of which are geared toward a specific mobility model. In this paper, we analyze the common properties of existing mobility models and present some prediction models to be used under any mobility model for our neighborhood tracking scheme.
Piecewise linear models
Camp et al. [13] have given a comprehensive survey of mobility models for MANETs. This survey indicates that, in several models, nodes move linearly before changing direction. In other models, movement is not precisely linear, but nodes also move linearly within small segments. Therefore we present two piecewise linear models that are derived or modified from existing models.
Location-based prediction: Suppose that there are two recent updates for a particular node, one at time t 1h and one at t 2h ðt 1h > t 2h Þ with location information ðx 1h ; y 1h ; z 1h Þ and ðx 2h ; y 2h ; z 2h Þ, respectively. Assuming that within at least two successive update periods, a node moves in a straight line and with fixed speed, the location ðx e ; y e ; z e Þ at a future time t e can be calculated as:
Â ðt e À t 1h Þ:
However, in networks that use conditional updates, this model cannot be used, because the latest update reported by a node represents considerable changes compared to its previous update. Velocity-aided prediction: Let ðv
z Þ be the velocity of the latest update for a particular node. Assuming that the node moves with the same speed within one update period, the expected location can be calculated as: z Þ be the velocities of the latest two updates reported by a node (see Fig. 4 ). The law of motion can be formulated as
and
where S is the displacement, v is the initial velocity, a is the acceleration during period t, and V denotes the final velocity after period t. By applying the above principles, we can obtain
Accessory for neighborhood tracking scheme
We admit that there are still inaccuracy factors in our scheme, because it is based on a number of simplifying assumptions and a particular mobility prediction model, while MANETs are dynamic mobile networks with very complex mobility patterns. The imprecision factors include:
-The GPS readings obtained by nodes may not always be accurate for various reasons (such as multi-path fading or indoor conditions). -Nodes may suddenly change their directions before a future prediction time. -The speed of a node can increase or decrease. -A node can move nonlinearly.
In the real world, these factors can cause inaccurate predictions. We try to analyze some inaccurate conditions in our schemes and provide an extension method for achieving a more accurate local view by avoiding those conditions.
In one possible situation, a node S has not received the latest update from a node U, so node S neglects the existence of U. However, U moves into node S's neighborhood during the prediction time. Fig. 5a shows the predicted local view of node S, where node U is not included even though it is a neighbor of node S. In order to prevent this type of error, we propose to reconstruct the neighborhood local view of S by applying a smaller neighborhood radius (SR).
Consider two nodes S and U as shown in Fig. 6 . Node U is not within the transmission range of node S at time t 0 and moves to position U0 at t 1 . Assume that the distance between them at t 0 is d and U moves a distance of x with respect to S at t 1 . The probability that node U enters into the transmission range of node S is pðx; dÞ ¼ 0 :
where U ¼ arccosð
Þ is the largest value of \SUU 0 that satisfies R 2 < R 1 . The probability that any node moves into the transmission range of node S at time t 1 is
The probability that a node with any relative speed v with respect to node S moves into its emission range is
where V is the random relative velocity vector introduced in the previous section and s is the maximum speed for any node. Recall that the direction of V is also uniformly distributed in [0,2p] and is independent of the speed of V. We know that jVj is uniformly distributed in [0, 2 s]. From [6] we calculate f jVj at a give time t as f jVj ðtÞ % F jVj ðd t Þ À F jVj ðtÞ 
where F jVj ðtÞ is the distribution function, d t is a small positive value, and RðV 2 ; V 1 ; a; bÞ ¼ 1 : a 6 jV 2 À V 1 j 6 b;
Combining all the above formulas, we can calculate the probability that any node U moves into the transmission range of node S. Then, the expected value of the smaller neighborhood range (SR) can be given by
By applying the SR scheme, node S achieves a smaller but more accurate local view, as shown in Fig. 5b . The above method is suitable for our goal of providing a more accurate local view at a node, even at the cost of losing some information. Whether this scheme is helpful in making better forwarding decisions than that of the original local view with more information is explored by means of simulation experiments in a subsequent section.
A framework for a neighborhood tracking scheme to be applied in network protocols
Here we propose a general framework for a neighborhood tracking scheme to be applied in any network protocol (see Fig. 7 ). In this framework, there are three blocks: historical information management, neighborhood Free space/two ray ground tracking and network protocol applications. In the following subsections, we describe the framework in detail.
Historical information management and neighborhood tracking
In our neighborhood tracking scheme, when a forwarding decision is triggered at node S, then the node uses past information to construct a local view. Therefore, a neighbors' information record table is constructed and maintained continuously, which we call ''update table management."
Update table contents: The neighborhood information stored at node S is shown in Fig. 8 . The update table stores neighbor node identifiers (ID), the update sequence number, the time the update packet is sent, the time it is received, the location coordinates contained in the update packet, the velocity (including the speed and direction) and, optionally, other parameters. Update table maintenance: To make predictions, node S needs to store the two most recent updates received from each neighbor. In addition, in order to set up its local view, node S first inserts its own records to the update table. To maintain two updates, when node S receives a message from a node A and there is no existing record for it, then node S adds this new message into the update table and successively assigns one new empty record for node A as shown in Fig. 8 ; otherwise, it replaces the update record from node A that has the lower update number.
Neighborhood tracking: When a forwarding decision is trigged at any node S, node S calls the neighborhood tracking scheme and constructs the predicted and consistent local view.
Network protocols application
Once a predicted neighborhood local view is constructed, most distributed network protocols could use this local view to derive suitable path, make a forwarding decision, and set a transmission radius for actual packet transmission.
Performance evaluation
We evaluate the performance of our neighborhood tracking scheme in terms of two aspects. First, we evaluate the local view accuracy with and without our neighborhood tracking scheme. Then, we apply our neighborhood tracking scheme into an existing broadcasting protocol and compare the broadcast coverage of the protocol with and without our scheme.
Simulation environment
We use ns-2.28 [14] with the CMU wireless extension as the simulation tool and assume AT&T's Wave LAN PCM-CIA card as the wireless node model. The parameters of this model are listed in Table 1 . All simulations are conducted on networks using the IEEE 802.11 DCF at the MAC layer; however, a very short (1 ms) forwarding jitter delay is used for transmission to reduce collisions. The effectiveness of this method has been demonstrated in Wu and Dai's work [6] . We adopt the free space physicallayer model in which all nodes within the transmission range of a transmitting node receive a packet transmitted by the node after a very short propagation delay. To demonstrate the effectiveness of our prediction proposal, we use linear (random waypoint) and nonlinear (GaussMarkov) mobility models [13, [15] [16] [17] [18] , which have been widely used in simulating MANET protocols. Fig. 9 shows the traveling pattern of mobile nodes under these two mobility models.
Evaluation of neighborhood tracking
The main idea of our neighborhood tracking scheme is to predict an accurate local view in order to make better forwarding decisions. We expect that the more accurate the local view is, the better the broadcast coverage becomes. Therefore, we study the accuracy of the predicted local view based on our prediction models and compare it with the accuracy of the local view based on update information.
Both periodical and conditional update protocols are used in the neighborhood tracking simulation, and any node S is randomly chosen to predict neighbor nodes' locations for constructing a local view. Then the asynchrony factors add inaccuracy into the mobility prediction. Table  2 displays our simulation parameters. Local view prediction occurs between update intervals.
A sample predicted local view with velocity-based prediction under periodic updating is illustrated in Fig. 10 and it is compared with the actual local view and local view based on update information. The figures are based on coordinates, where a dot represents a node location in the actual local view, a circle represents the location according to the local view based on update information, and a cross represents the node location in the predicted local view. The closer the points derived from the different types of local views are to the actual nodes' positions, the more accurate the local views are. From the figures, we can see that our predictive neighborhood views are more accurate than the update info-based local view in a linear model and in a nonlinear mobility environment.
There are three types of inaccuracies in a neighborhood local view: -A neighbor is included in the neighborhood view while its position is not accurate. -A neighbor is not included in the neighborhood view.
-A node is included in the neighborhood view, while in fact it is not a neighbor.
To evaluate the accuracy of the local view, we set up three metrics according to the above cases: 
Suppose that there are N j neighbors in the actual neighborhood and M j neighbors that are not included in the jth neighborhood view, then
If there are L j nodes that are not included in the jth neighborhood while they are in fact not neighbors in actual neighborhood, then Finally suppose we have W local views, then
LR j ; and ð24Þ
The smaller the values of PE, LR and MR are, the more accurate the neighborhood local view is. Tables 3 and 4 show the results for position error under the random waypoint and Gauss-Markov models in our simulation experiments. The results shown in these tables indicate that the predicted local view in our approach has much less local view inaccuracy than the local view based on update information in networks using either periodical or conditional update disciplines. In fact, the value of the PE for the local view based on update information is more than three times as large as that of the views predicted with our approach for the settings used in the simulation. The velocity-aided scheme performs much better than the other two methods, which should be expected because the velocity-aided predictive scheme uses the latest information, especially in the case of a network using a conditional update protocol. The constant acceleration model does better than the location-based model, because the locationbased model assumes that mobility is linear within two update intervals. Tables 5 and 6 show the loss rate under the random waypoint and the Gauss-Markov models in our simulation. We observe from these results that the loss rate of the velocity-aided scheme is always much smaller than that of the scheme based on update information under both mobility models. The other two prediction schemes have similar loss rates compared to that incurred in the scheme based on update information, which is due to the fact that the velocity-aided scheme is based only on the latest historical information, while the other two schemes are based on two pieces of historical information. Tables 7 and 8 show the mistake error rates. These results show that our schemes perform very well in preventing any node that is not a neighbor from being erroneously designated as a neighbor, and that the error ratio can be reduced nearly to zero. This is expected, because our scheme is based on historical information. That is, nodes without records in the update table have no chance to be included in the predictive local view.
To observe the effect of the periodic update/check interval on neighborhood tracking accuracy, Fig. 11-13 show the PE, LR, and MR obtained under various intervals. For convenience of presentation we abbreviate the update information based local view as ''UP". Similarly, LP represents location-based prediction; VP denotes velocity-aided prediction; AP indicates constant acceleration prediction; PU denotes periodical update; and PC stands for periodical check (conditional update). The results shown in these figures indicate that, under linear mobility scenarios, before the update interval increases to 2 s, all the values of inaccuracy metrics (especially PE) of neighborhood tracking also increases. All the metrics remain the same after that, even if the update interval increases continuously. Under nonlinear mobile scenarios, the inaccuracy of neighborhood tracking increases as long as the update interval continues to increase. Accordingly, we should choose a sufficiently small update interval to guarantee prediction accuracy; however, under linear mobile scenarios, the update interval should be less than 2 s. To observe the effect of reference distance for periodic checks on the local view prediction accuracy, Figs. 14-16 show the PE, LR, and MR obtained with various reference distances. From these figures we can see that the inaccuracy remains roughly the same under linear mobile scenarios, even as the reference distance continues to increase; however, the inaccuracy (especially PE) of neighborhood tracking increases under nonlinear mobile scenarios, as long as the reference distance continues to increase. Accordingly, under nonlinear mobile scenarios, a sufficiently small reference distance should be chosen to guarantee prediction accuracy, while the reference distance has basically no effect on MR.
Evaluation of the effectiveness of neighborhood tracking
To evaluate the effectiveness of our neighborhood tracking scheme in improving the performance of localized protocols in MANETs, we apply our scheme to broadcasting protocols. We define the BDR (broadcast delivery ratio) as the average percentage of nodes in the network that receive a broadcasted message for one broadcast task,and compare the BDR of existing protocols with and without our scheme. We use the localized broadcast incremental power (LBIP) protocol [19] , because it is a well-known energy-efficient position-aware protocol that exploits the wireless broadcast advantage, and is based on the incremental power philosophy. Table 9 displays the wireless network parameters used in our simulation.
With the help of our neighborhood tracking scheme, we expect the BDR of LBIP to be much higher than the BDR without our scheme, which is shown in Fig. 17 .
The results shown figures in Fig. 17 indicate that existing localized protocols attain very low broadcast coverage in all mobile scenarios. In our simulation, the BDR percentage of LBIP without our neighborhood tracking scheme (NP) is less than 40. Our scheme helps a broadcast protocol achieve high broadcast coverage in mobile scenarios; LBIP can achieve much higher BDR when our neighborhood tracking scheme is used. The BDR percentage is greater than 50, and can be as high as 70 or 80 in scenarios with relative low mobility. The performance behavior of our framework according to prediction models can differ under different prediction models. As it should be expected, in all mobile scenarios, the BDR values under various prediction models show that VP has the best performance and LP has the worst performance. VP's performance is a consequence of the fact that it can predict the local view with the highest accuracy, which leads to the best forwarding decisions and, therefore, the best performance in broadcast coverage. The type of update protocol and mobility model affects the performance of our framework in terms of broadcast coverage. The BDRs of LBIP also vary depending on the choice of update protocol and mobility model.
Discussion
To summarize in scenarios with low to moderate amounts of mobility, our neighborhood tracking scheme is superior to the existing schemes based on local views derived simply from update information, in terms of improving broadcast coverage (broadcast delivery ratio). Among our three prediction models, velocity-based prediction offers the best overall performance. However, as mobility increases, the advantage of our scheme decreases. In scenarios with high mobility, the choice of whether to adopt our scheme depends on application requirements and designer preferences. In addition, the performance depends on the choice of update protocols. Therefore, the designer may adjust the types or parameters of update protocols to achieve the expected level of performance.
Conclusions
In this paper, we addressed the problems of low broadcast coverage and low routing delivery ratio caused by outdated and inconsistent local views in existing broadcast protocols. We proposed a neighborhood tracking scheme aimed at attaining high broadcast coverage or delivery ratio by achieving an accurate local view of the neighborhood of a node. We provided a framework within which our scheme can be applied to existing protocols. Simulation results show that our scheme can predict a more accurate neighborhood local view and help existing protocols increase their coverage. Although we analyzed all the network mobility models and derived a general prediction scheme to be used under any mobility model, our prediction model may still not be practical in the real world. Therefore, in our future work, we would like to consider more practical network mobility, and find out experimentally the accuracy of our scheme.
