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We report a robot system with vision which follows企eemotion target by 
recognizing it in real time. We employ Genetic Algorithm (GA) and the gray-scale 
image termed here as raw-image. GA is used to perform the search for a target 
object in the raw-image by an exploration of the search space and exploitation of the 
best solutions of this search process. And GA is used in a way that we named 1 
-step GA Evolution since for every generation， that is， every step of GA evolution， 
GA searching results which are position and orientation of recognized target object 
are output for the robot controller as position/orientation servoing command. This 
GA search is based on a concept of model fi1tering which is proposed in this report. 
In order to determine which object-model is the best， that is， which one provides 
the best recognition resu1ts criteria， three object-models， namely a企amemodel， a 
surface model， and a surface-strips model are examined in this research. From an 
analysis of the object-models sensitivity to position and orientation variations， the 
surface-strips model happened to provide more accurate and reliable recognition 
results. But the surface-strips model， when compared to the surface model from 
the view point of the convergence speed， has been found to have a slower 
convergence speed. Therefore the surface model can be seen in a certain way to be 
suitable for real time control. Our experimental servoing system with a hand-eye 
camera works effectively to track its eye position to a swimming fish in noisy 
environment with water plants. Furthermore， we improved the tracking 
performance by adding local searching mode around the target object in GA， which 
is inspired from gazing action of human. 
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1 緒言
ロボットが周囲環境を認識することは，知的作業を行なう上で重要な能力の一つである.ここで知的
作業とは，環境の変化に対応した行動計画に基づく作業という意味である.移動マニピュレータは本質
的に，作業場所を変更する機械であるため，様々な環境下で状況に応じたロボット制御が必要となる.
ここでロボットに対象物を掴ませる作業を考えると，視覚システムにより得られる情報から対象物がど
こにどのような姿勢で存在するかという情報を認識しなくては，物を掴む作業はできない.ピックアッ
プ作業に限定すると，この対象物の位置・姿勢認識能力がロボットにとって様々な環境下での作業を可
能にする.しかし，移動する対象物であれば，ある時刻の周囲環境を正確に認識できたとしても，作業
命令を遂行する間にも対象物の位置/姿勢は変化する.このため，ビジュアルサーボイングと呼ばれる制
御，すなわちハンドに取り付けたカメラと対象物との位置/姿勢関係を一定に保持するとし、う技術が重要
となる.この制御は，作業対象物の認識と認識結果に基づく軌道計画ができるだけ短い時間で完了する
こと，及び軌道計画を入力とするロボットの位置フィードパックサーボが漸近安定であることが必要と
なる.本研究では，生画像をそのまま用い，ビジュアルサーボに不可欠なリアルタイム性を確保するた
めに，目標物体の位置/姿勢の完全な検出を待たず，不完全な検出結果に基づき目標物の方向にロボット
ハンドを動かす戦略をとる.これはロボットの運動制御について考えるとき，遅い正確な情報より，早
いが多少不正確な情報の方が重要であるという観点に基づいている.この戦略は，時聞が進むにつれて
より正確な検出を可能とする遺伝アルゴ、リズム (GA)[l]を用いた対象物認識方法と組み合わせることで，
サーボ、エラーの収束性を保証することができる.そこで本報告では， GAを用いたビジュアルサーボ法
の提案を行い探索モデ、ルの違いと，リアルタイムなピ、ジュアノレサーボイングでの画像探索の問題点とそ
の解決策について議論する.
2 生画像の有効性
カメラで対象物を撮影した入力画像は光の強さを示す輝度値の度合いで表され，画像中の作業対象物
以外の物体はノイズと考えることができる.また照明による影や鏡面反射等の影響もノイズとなり，対
象物以外にも輝度値の高い部分が発生する.二値化処理した画像では対象物以外にもしきい値の設定に
よりノイズが増幅されることがあり，影を対象物だと誤認識する可能性すらある.ここで，生画像は対
象物とノイズの輝度値が完全に一致する状況は非常にまれであり，仮に一致したとしても，対象物と同
じ形状のノイズはないことを仮定すると，生画像を何ら処理することなく調べることで両者の区別が可
能である.この点で生画像はフィルタ処理された画像に比べ細かな多くの情報を持っている.ここでは，
制御系が対象物形状を知識として持つ場合について考える.さらに生画像は処理時間を必要としないた
めリアルタイムコントロールに適している (2].長方形形状のプロックを上面より撮影し，輝度値を濃淡
で表したものを図 1に示す.図 1にはノイズである壁の画像も含まれている.生画像の輝度値を縦軸に
とり， 3次元で表した様子を図2(a)に，また，図2(b)に二値化画像の3次元表示を示す.図2(a)の生
画像では暗く写るものほど輝度値を高くとっている.壁部分の輝度値は対象物周囲の作業台のレベルに
比べ高いが， (a)では対象物と壁部分の輝度値レベルには差があるため，両者を区別することが可能であ
ることがわかる.これに対して， (b)に示す二値化画像の場合は，生画像を輝度値180のレベルで切り
分けて二値化しているため，壁部分のノイズも対象物と同じ輝度値20を示している.このため，両者の
区別が困難となっている.二値化処理で対象物と壁とを区別するためには，それらの輝度値の聞にしき
い値を設定する必要があり，これを決定するための時間を要する.このため， リアルタイム性が重要な
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3次元表示
ピ、ジュアルサーボを行う場合，まず生画像を用いて両者を区別することが必要であり，しかも対象物の位
置/姿勢の検出が必要となる.
図 2
モデルフィルタを用いた対象物認識と位置/姿勢同時検出3 
モデルフィルタ
生画像中の対象物の認識と位置/姿勢の同時検出を行うために，ここではまずモデ、ルフィルタの概念を
提案する.画像面にカメラ座標L:cを固定し，カメラ画像の撮影領域Qを
3.1 
、 、 ? ? ? ???， ， ?
•• ? 、
ここで Xmax，Ymaxは正の定数である.次にある閉曲線で表された対象物のモデ、ルの輪郭を
s(rs) = 0， rs= (xs， Ys)で定義する.またその内部をs(rs)三0と表す.図3にs(rs)= 0で定義された
対象物を示す.図3に示すモデ、ルはその代表点が原点と一致し， L:cのz軸回りの回転角が零の状態と仮
定する.モデ、ル内の座標の集合Sを次式で与える.
n = {r = (x， y)I 0~ X壬Xmax，0三U三Ymax}
と定義する.
、
???? ?? ?、? ， ，
?? ?
?，?? 、?
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?
』??? ? (2) 
(3) 
また， n 内に位置~=(豆，y)，姿勢Eを持つ移動モデルを考える.移動モデルの存在する範囲を
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図 3 対象物
と与える.さらに移動モデルの内部領域を表す集合s.は， rsとφの関数として，
，s:(r" <e) = {…E21 i' =肌+1: I rs E S刊)
と表すことができる.ただし，
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である.
次にS内のモデルの立体形状を
m = m(rs) I rs E S (6) 
と定義する.モデル乏についても Sと同じ立体形状を
盟(i(rsl坐)= m{rs) I rs E S ， 1!.E r (7) 
と与える.
入力されたグレースケール画像の中に式(2)，{6)で定義された対象物が写っているときの輝度値の分
布を，
p = p(r) ， r E n (8) 
と表す. r は，カメラ座標系 ~c で表した画素の位置であり ， p はその位置における輝度値を表す.入力
された画像の中に存在する対象物と移動モデル領域s.との相関を表す関数Fを，
F(φ) = I _ p(r) ・盟(i(rslφ))ds (9) 
Jr ，rεnn~ 
と定める.ここでdsは皇内の微少面積を意味する.上式は，生画像p(r)と，移動モデル丘の相関の度
合を座標φに写影する.ここではこれを物体フィルタと呼ぶことにする.s.がp=p(r)の中に含まれて
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図 4 ラプラシアンフィルタ
いる画像中の対象物と一致したとき F(φ)が最大値をとるモデル形状m(rs)を与えることで，生画像内
の対象物体の認識とその位置/姿勢の同時検出を，Fを最大にする φを探索する問題に変更する.ここ
で，F(金)の値はモテ、ルの立体形状m(rs)及び生画像p(r)に依存している.p(r)中の物体の位置/姿勢
がφpであり，F(φ'p)とF(坐)， 1!.εrを満たすm(rs)が与えられているとき， φpを探索する問題は，
findφto mαれmizeF(φ) subject toφεr 、 ? ， ， ，? ???， ， 、
と表される.上式の解φpを求める手法として後にGAを用いる.その具体的方法については4章で述
べる.
3.2 従来フィルタとオブジェクトフィルタの関係
ここで画像処理に用いられる従来のフィルタと前節で提案したオブジェクトフィルタとの関係につい
て考察を行う.従来フィルタの例として，離散型エッジフィルターのラプラシアンを取り上げると，
θ2p(r) θ2p(r) _， 1 fh2十ヲ示T 回 ;E(pt-1J+piaj-1+pt+1，j+ptJ+1-4pt，j) (11) 
と近似される.ここでPi，jはPi，j= p(ri，j) ， ri，j = (Xi，Yj)εn ， Xi = f:i ， Yj = f:jε:画素聞の距
離， i，j = 0，1，"'，π， XO，Yo = 0， Xn = Xmax， Yn = Ymax)である.ここでは簡単のためXmax= Ymax 
を仮定している.これを用いた 1つの離散型ラプラシアンフィルタは，
F(i，j) =→占恥，j+P仇向tω3一斗l+P防伽仰t件川+刊川1
と表され，図4に示す.図4(a)は，前節のp(r)，rE S1 n~ を意味し， (b)は物体モデルとして，モデル
領域集合SがS= {f:U，f:V I U，匂 =-1，0，1}と定義され，モデル形状m(rs)が
(…/t2 ml，O = mO，l = mO，-l = m-l，O = 1/ε2 
ml，l = ml，-l = m-l，l = m-l，-l = 0 
と与えられた場合の移動モデル領域丘に相当する.すなわち， rsu，v = (Xsu， Ysv) = (f:U， f:V)εS， P.i，j，k = 
(~i ，l1.j' fhc) = (f.i， f:j，ムOk)εr，Etaj=(ぉ，勾)と与えられるとき，丘は丘(r叫 V，P.i，jk)= {ri，jES1CE2 I 
ri，j = T(弘)rsu，v + !:i，j}と表され，図4(b)の丘は， fb = 0の場合である.ラプラシアンフィルタは式
(9)のモデルフィルタが，
(13) 
dhQnzP(T)E(仇坐))ds 乞 p(ri，j) ・盟(ri，j(rsω金引)) 
T・山ri，jεnu芝
L P川 j+v. m川 j+V
u，v=-l，O，l 
(14) 
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フレームモデル
mf = mf(rs) 
mf(rs) = 1 ， rsεSf 
面モデル
ms = ms(rs) 
ms(rs) =1 ， rsεSs 
面ー帯モデル
mss = mss(rs) 
mss(rs)三 1， rsE Sssl 
mss(rs) = -1 ， rsε Sssl 
図 5 三つのモデ、ルの立体形状m= m(r) 
と定義された場合に相当する.
ラプラシアンフィルタは，p(x，y)のx，yに関する 2次偏微係数の和を x，yの近傍の値より近似したも
のであり，数学的な根拠を持ち，し、かなる画像にも一定の効果を持ち得る.これに対し，オブジェクト
フィルタは，画像内に写っている対象物の形状を知識として持っている場合を前提にしており，その目
的が異なっている.
4 オブジェクトモデル
4.1 フレームモデル
本報告において用いる探索モデルは対象物の輪郭を縁取ったフレームモデ、ル，対象物の形状と一致させ
た面モデル，対象物周囲の明暗度による微分情報を考慮するために面モデル周囲に帯形状を付けた面ー帯
モデ、ルである.対象物を長方形ブロックとした場合の各モデルの立体形状を図5に示す.式(2)で定義し
たモデ.ル領域Sと式(6)で定義したモデル形状m(rs)は，それぞれフレームモデルの場合Sf， mf(rs) = 
l(rs E Sf)， 面モデルの場合 Ss， ms(rs) = 1 (rs E Ss)，面ー帯モデ、ルの場合 Sss，mss(rs) 1 (rsε 
Sssd， mss(rs) = -1 (rsεSss2)と定める.ここでSsslはSsと同じ領域を表す集合であり ，Sss2は帯部
分を表す集合である.またフレームモデルの平面図を図 6に示す.ここで，フレームモデル領域Sfは，
モデルの四隅を結ぶ直線上の点からなる集合である.Sf内の点から移動モデル領域s.f内の座標への変
換は，
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と表される.
ここで， 0"， 255の値を持つ生画像の輝度値p(r)を用いて，フレームモデ、ルの適合度関数Ff(坐)
は式(16)で表される.
Ff(坐 1_ p(r). m(f(rs，生)ds
Jr，rεnn主
ι 
図 6 フレームモデル領域Sfの定義
Lム“Sf)担均吋削叩バμ州(仔子刊)ds
Lムd
芝乞-' p附(げ子~州hりω3ρ ) 
ri，iξ丘f
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(16) 
上式では，mf(子(rs，生))= 1 !子ε丘fを用いている.関数Ff(金)が F(φp)三F(坐)， ~εr を満たし
ているかどうかについては5章で確認する.また FfをSf内の画素の数とし，M を最大輝度値255を
表すこととすると，最大輝度値で正規化した Ff(金)の値はFf(生)jSfMと表される.以後，正規化した
値をFf(坐)の値として用いる.
4.2 面モデル
次に面モデルについて考える.式(2)で定義されたモデル領域Sは，この場合，図 7で示す内側の長
方形全体を表す点からなる集合である.面モデル領域Ssからs.sへの変換は，式(15)を用いてフレーム
モデルと同様に行うことができる.生画像p(r)を用いて，面モデ、ルの適合度関数九(φ)は式 (17)で表
される.
凡(φ) dhQ「1SMT) 凶作s， ~))ds
んp(子)盟s(f)ds
ん州)ds
乞 p(九)
ri，iει 
(17) 
ここで上式では，出(f(rs!坐))= 1 ， f E丘sを用いている.また FsはSs内の画素の数とすると，前節
と同様に正規化した値はFs{φ)/SsMとなり，改めてこれを Fs(φ)の値とする.
4.3 面ー帯モデル
前節の面モデルの周りに帯び形状のモデルを付け加えた面.帯モデルを図7に示す.図7の内側の長方
形内を表すモデ、ルの点の集合をSsslと表し，外側の帯の部分を Sss2で表す.また全体を Sssと表す.この
とき，面.帯モデルの適合度関数凡s(φ)を次式で与える.
凡s(坐 I_ p(r). m(子(rS!坐)ds
Jr，rεnn(i 
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図 7 面モデル領域 Ss(面・帯モデル領域 Sss)の定義
ムsMF)Ess(子)d.'3
ムLsIP(子) 吋 )ds+ムEasy(子) 担弘hω叫ssぷ(rバ♂(仔子
LムειLぷJs“ノ〆pメ(附州仰仔例子刊削)d凶白S一LムεdEs2fp 仔
2乞-'p(仇子ri，iωρ)一 乞 p(ri，j)
Ti，iε主ul Ti，iε星，..2
(18) 
ここで上式は図5に示すように，旦ss(子)= 1，子 εs.sslであり，mss(子)= -1，子 εs.ss2の関係を用
いている.この適合度関数は対象物体を意味する Ssslの領域が輝度値の高い黒であり，周囲の帯部分の
Sss2領域が輝度値の低い白であるとき，凡s(φ)は大きな値をとる.つまり対象物体と Ssslが重なり，背
景が白く ，Sss2が背景と一致しているとき Fss(φ)は大きな値を取る.つまり凡s(φ)は，対象物周囲の輝
度値の変化も考慮していることになる.
5 オフジエクトフィルタの性能
5.1 フィルタイメージの比較
図8(a)は魚を撮影した生画像である.(b) rv (d)は，生画像より得たオプ、ジェクトフィノレタ結果をそれそ・れ
のモデル別に表したものである.(b) f'J (d) のグラフ底面は画像領域Q を表し，縦軸に Ff(坐)，Fs (坐)，凡s(~)
を示している.ここで使用したモデノレは魚の形に合わせた三角形のモデルである.各図から魚の実際位置φp
に移動モデルの位置φが近づけば近づくほど関数値が高くなる様子がわかる.(b)のフレームモデルについ
ては対象物と水面との適合度の差が小さく，対象物周辺に複数のピークがあり， Ff(φp) > Ff(金)，坐εr
を満たしていないことがわかる.(c)の面モデルと (d)の面ー帯モデ、ルを比較すると，どちらも対象物の位
置にピークがあるが，面モデルについてはなだらかで平らな山のピークを示しているのに対し，面ー帯モ
デノレのピークは鋭いことがわかる.これより面・帯モデルが最も正確にφpを検出できる可能性を示して
いる.しかし，ピークが鋭いことはφpの探索が難しく，対象物の位置検出に時間がかかることになる.
それに対して緩やかな傾斜の面モデ‘ルの結果は小さなずれに対しても柔軟性を持ち，ピーク周辺の解を
得るのにあまり時聞がかからないと考えられる.
5.2 人工画像を用いた感度評価
ここでは 3つのモデルについて，人工輝度値を用いて感度を比較する.画像内の対象物形状を図9
のつ"で表す.図9はそれぞれ，フレームモデ、ル，面モデ、/レ，面ー帯モデルでφ'p-~ = (0，0， sfDと与え
(a)泳ぐ魚の生画像
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図 8 オプ‘ジェクトフィルタの出力
(d)面ー 帯モデ‘ル (ft= 0と固定)
た場合の (Ff(φp)-Ff(生)/ムft，(Fs{φp) -Fs{坐)/ムft，(Fss(φp) -凡s(坐)/ム皇を表す.これらの結果
からこの数値の最も大きい面ー帯モデ、ルが一番感度が高く，より正確に対象物の位置/姿勢を探し出せる
ことが言える.図 8の (b)'" (d)のピーク回りの傾斜と図 9に示す人工画像を用いた感度とを比較する
と，それらの大きさの関係は一致していることがわかる.
6 対象物の形状と位置/姿勢の同時検出
6.1 GAを用いたモデルベースト位置/姿勢検出
次に GeneticAlgorithm(GA)を用いたモデルベースト位置/姿勢検出法を提案する.概要を図 10に示
す.カメラにより取り込まれた画像情報は，光の明暗を輝度値として持つ.一枚の画像は 128x128[画素l
であり，その各点は個々の輝度値を持つ.また探索モデ、ルは対象物の形状と一致させる物を用い，モデ
ル内部を細かく分割する事により，画像情報内にある個々の輝度値を取得できるものとする.適合度関
数には式(16)'" (18)で定義した関数を用いる.GAの遺伝子には移動モデルの位置/姿勢φを二進数で
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図 9 人工画像を用いた感度評価
表したものを用いる.図 1にGAの持つ遺伝子を示す.前の 12bitsで呈 ，yを表し，次の9bitsで姿勢
を表す.この遺伝子情報を持つ数十個体の探索モデルが画像内に初めランダムにばらまかれ，図 10に示
すようにGAの持つ個体情報をエりート保存戦略に基づき選択，交差，再生，突然変異などの手法で進
化を繰り返し，発見的に探索モデ、ルが画像内に写し出された対象物の位置/姿勢と一致した解φpを得る
手法である.それぞれの遺伝子を， φi(i= 1，2，・"，n)と表す.
f:a個置・当笹M-αコ11111・
図 10 GAを用いたモデルベースト手法
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図 12 生画像を用いた探索結果
6.2 生画像を用いた探索結果
5章で示した魚の生画像を使ってGAを用いたモデノレベースト探索を各モデルについて行った.探索
結果を図 12に示す.5章で考察したオブジェクトフィルタの結果を反映し，(a)のフレームモデルは対象
物の位置の探索に時間がかかり，(b)の面モデルは(c)の面ー帯モデ、ルに比べ適合度の立ち上がりが速い結
果となった.以上のことから，フレームモデルは正確性に欠け，面モデルは影や鏡面反射などのノイズ
などに影響される可能性があるが， GAを用いてゆpの探索を行った場合，収束性が良く，即応性を持つ
ことが判断でき，面ー帯モデルについては正確性は良いが，収束性が悪いことが言える.これらの結果よ
り， リアルタイム性が重要であるピ、ジュアノレサーボには面モデルが有効であると考えられる.
7 リアルタイムビジュアルサーボイング
7.1 1ステップGAサーボシステム
対象物体が魚である場合，それは常に動き回り，動きの予測がつかない.形状の認識と位置/姿勢同時
検出がリアルタイムに行われない場合，つまり GAの収束を一定時間待ちその指示値からハンドを動か
しても，そこに対象物体は存在しない状態となる.そこで本研究では，目標物体の探索操作の終了を待
たずに，探索中の位置/姿勢の遺伝子の中で最も高い適合度を与える色を目標値rdとしてロボットハン
ドを動かす制御方法を提案する.これは， GA進化の各段階において最良の個体を GAの出力としてコ
ントローラへ指示する方法である.リアルタイムに新しい画像を取り込み，そのつど制御指示値を得る
ことができる.ここでは，これを l-stepGAと呼ぶ[3].
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7.2 誤差の収束
この節では， GAから出力されるハンドの目標位置η と実際のハンド位置Tの誤差rd-rを零に収
束させるコントローラについて考える.摩擦及び他の外乱がない状態において nリンクロボットマニ
ピュレータのダイナミクスは，次式により表される.
J(q)ij + C(q， q)q + G(q) = 'T (19) 
ここで目標関節角度qdはGAによる経路計画によって得られる η から逆動力学的 =1-1 (rd)により
決定される.また qdは図 13に示されるパスプランニングの出力である.ロボットの順運動学関係より
町 =I(qd) ， r = I(q)であり fは独立なベクトノレ関数であるから， rd -rを零にするロボットの位
置制御は，式 (19)の解qとqdの差，つまり sq= qd -qを零にすることができるコントローラを設
計することとなる.ここでは目標関節位置qd(t)は時間の連続ベクトル関数である.η=一定のとき
ムq→o(t→∞)を保証するコントローラとして重力補償を備えたPDコントローラを用いる [4][5].こ
のコントローラは次式に示す.
'T = Kp(qd -q) -K"q + G(q) (20) 
ここでqd-qは位置誤差， KpとKvは正定対角行列である.このコントローラによりロボットの関節
変位qは目標関節変位qclに漸近することが知られている.すなわち，閉ループシステムが大域的に漸近
安定である [4][5].この制御システムの漸近安定性の証明はrcl=一定を仮定しているため， GA探索に
よって得られる qclが一定値に収束する場合に限りムq→0となる.ここではGAの収束性を仮定し，制
御系の漸近安定性を確認する.式(19)のモデルと式(20)の制御系との結合によって得られる閉ループ系
は自律系となり次式に示される.
d I qcl-q I I -q 
dt 1 q 1-1 J(q)一l[Kp(qcl-q) -K"q -C(q，q)q] 1 
ここで，次式に示すリアプノフ関数の候補を使用する.
1 
V(qcl -q， q)= ~qT J(q)q + ~(qcl- q)TKp(qd -q) 2，-;au -;a， --" 
図 13 GAに基づいたビジュアルコントロール
(21) 
(22) 
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V(qd -q，q)の第一項はJ(q)が正定行列であることから，正定値関数である.第二項目もまた.Kpが
η×η の正定行列であるため正定値関数である.Vの時間微分は(23)式で示される.
す(qd-q， q)= qT J(q)ij + ~qT j(q)q -(qd -q)TKpq 
2 
式(21)の解軌道に沿った Vの変化を調べるため，上式に式(21)を代入すると，
す(qd-q， q)= qT J(q)(J(q)-l[Kp(qd -q) 
-Kvq -C(州 q])+ ~qTρ刷Jω
一べ(q白d一q)戸宝T唱Kp河d 
となる.これを簡単化すると次式となる.
中 1， 
V(qd -q， q)= q"l"[-Kvq + (~J(q) -C(q，q))守]
2 
行列μ(q)-C(q， q)はロボットの直鎖リンク構造より skewsymmetric[6]であり，
吋j-C(州 ]q= 0 'v山況況
を満たす.さらに (26)式を (25)式に代入すると次式を得る.
サ(qd-q， q)= _qT Kvq 
(23) 
(24) 
(25) 
(26) 
(27) 
これは半負定関数である.それ故.Vは式(21)のリアプノフ関数であり，閉ループ系はリアプノフの意味
で安定である.さらに漸近安定性を保証するために，ラ・サールの定理[6]を利用する.このとき，V=o
を満たす平衡点の最大不変集合f2Lは，
I q d -q I T.' I " 1 f2L = < I -za. -z I : V(qd -q， q)= 0 > 
I I q 
= { [ qd; q] = [qd ~ qd ] E 3l2n }， (28) 
である.式(21)より q=qdでない限り q(t)は0にとどまることはできないから，式(28)の最大不変集合
は唯一 (qd'O)であることがわかる.従って，ラ・サールの定理より limt→∞q(t)= qd ， 1imt→∞q(t) = 0 
が示される.
8 魚サーボイング実験
8.1 実験システム
図14に実験装置を示す.ロボットハンド先端に取り付けたCCDカメラによって撮り込まれた対象物
の生画像を視覚システムに撮り込み，そのままの画像情報を用いて，動き回る魚の位置/姿勢をGAによ
り探索する.さらにマニピュレータのハンドを魚直上にサーボイングするシステムである.またこのシ
ステムは図 13に示すように主に 2つの部分からなる.第1のシステムは. GAに基づいた視覚システ
ムとコントローラである.視覚システムは画像入力装置とGAによるパターンマッチングプロセスから
構成される. GAにより進化した遺伝子情報は対象物の位置/姿勢の有力な候補となる.7.1節で述べた
ように. GA進化の各段階においてGAの出力をコントローラへの指示値として用いる.また，探索モ
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図 14 実験装置
デルと適合度関数は，入力画像中の対象物に対して遺伝子がどの程度適応しているか評価するものであ
る.第2のシステムはロボットハンドの制御に用いるコントローラであり， 一回のGA進化により出力
された対象物の位置/姿勢情報qd(t)にq(t)を近づけるサーボイング制御を行う.これにより， リアルタ
イムに対象物を認識しながら追従し，ハンドを常に対象物直上にサーボイングすることを可能にする.
8.2 トラッキング性能及びサーボシステムのリアルタイム性の評価
本実機を用いてトラッキング性能を評価するため，ロボットハンドを動かさずに，水槽に入れた魚の位
置/姿勢をGAIこより探索し，1-stepGAの出力である位置/姿勢，すなわち現在時刻における φp(t)に最
も近い企(t)をモニターに写し出した.その様子を図 15に示す.この実験では，動き回る対象物体を追
従はするが，魚の頭の方向を正確に認識できていない.それは， GAがある程度，対象物体の上に重なっ
た場合においても，次世代の遺伝子を生成する段階で全ての遺伝子をランダムに発生させているためで
あり，生画像中にばらまかれた探索個体の中にその位置で， φp(t)に近い個体が作られることが少なかっ
たからであると考えられる.そこで人聞が目で物を追し、かける場合の行動にヒントを得た注視範囲制限
付GA探索を次章に提案する.
9 注視範囲制限付GA探索
9.1 GAを用いたビジュアルサーボの改良とステップ応答実験
図16に示すような制御方法を提案する.提案する手法はGAがある適合度Xを越えた場合に，主，y方
向遺伝子の下位2bitsと姿勢(tbitsの全てを突然変異させるものである.この手法の有効性を確認する
ために，GAに与える画像情報をステップ入力として静止画像を用いてハンドを動かした.これは魚に見
たてた三角形の黒い紙を初期位置から少しずらした場所に 180度の姿勢で置き，収束性能を調べたもの
である.図 17(a)，図 18(a)はそれぞれ一般的なGAと改良型のGAについて，縦軸に世代交代につれて
の適合度と横軸に X，Y方向の指示値を示す.ここで，取り込み画像のサイズが 126x 120[画素]である
ので，中央値(63，60)がハンドに指示された場合，ハンドは静止し対象物体の直上にサーボイングされた
ことになる.同様に図 17(b)，図 18(b)は，世代交代につれての適合度と割り出した角度を示す.(a)(b) 
の結果を比較すると，いずれも図 16に提案する手法を用いた場合の方が，少ない世代交代で対象物体の
位置/姿勢に収束していることが確認される.また，本手法を用いた魚のトラキングの様子を図 19に示
す.図 15に比べて，魚の頭の方向を正確に探索する割合が多くなった事が言える.
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図 15 一般的なGAを用いた魚のトラッキングの様子
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図 16 Improved GA sow 
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図 19 注視範囲制限付GAを用いた魚のトラッキングの様子
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10 結言
本報告で，生画像はフィルタ処理されたこ値化画像に比べ細かな多くの情報を持ち，対象物とノイズの
区別を可能にする.また処理時間を必要としないため，リアルタイムコントロールに適していることを示
した.生画像中の対象物の認識と位置/姿勢の同時検出を行うために，モデルフィルタの概念を提案し，従
来フィルタのラプラシアンとの関係を考察した.また3つの探索モデルの形状を紹介し，感度評価と GA
を用いたモデ、ノレベースト検出法を適用した場合の収束性について考察を行い，その中でリアルタイム性
が重要であるビジュアルサーボ、には面モデルが有効であるという結論を得た.最後に実際に魚を写した
生画像を用いてトラッキング実験を行い，GA探索の角度情報の不確かさを問題点に挙げ，その解決策と
して，人聞が目で物を追いかける場合の行動にヒントを得た注視範囲制限付き GA探索を紹介し，その有
効性を示した.
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