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We study the closure properties in various spaces, of certain sequences of the 
form {f(t + ck)) or {exp(c,ti)/(t)t. As an application, we give another proof of the 
Miintz-Szisz theorem for L,(O, 1). 
In what follows, a, b, c, s, x and 4’ will denote real numbers, z will be a 
complex number, z =x fyi, {ck} will be a sequence of distinct complex 
numbers, R will denote the set of real numbers, L, the set of p-integrable 
functions on R, and C, the set of continuous functions on R that vanish at 
infinity. Given a functionf(t), by F(x) we shall denote its Fourier transform; 
thus. iif is in L,, 
F(x) = (27~~“’ [ exp(xti)f(t) df. 
-R 
Two classical theorems of Wiener [ 1, p. 98, 1001 affirm that if f(t) is in 
L,(L,). and T(f) is the linear span of the set of functions of the form 
f(t + c), c real, then r(f) is dense in L-,(L,) if and only if F(x) # 0 a.e. 
(F(x) # 0 everywhere). Motivated by Wiener’s theorems, we studied in [2] 
the problem of finding conditions under which a sequence of the form 
kf(f + Ck) 1 (1) 
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is fundamental in L, (we say that a sequence of functions is fundamental in 
a space X, if the linear span of the elements of the sequence is dense in X). 
Since the Fourier transform is an isometry in L,, the problem is equivalent 
to that of studying the fundamentality of sequences of the form 
(2) 
The theorems obtained in [2 ] apply when, loosely speaking, F(x) behaves 
like a function of the form exp( - ax’) (a > O)? and are not sharp. In[ 3 ] we 
studied the nonfundamental case, and in [4] we announced sharper theorems 
for sequences of the form (1) or (2), with complex ck, whenf(lc) behaves like 
exp( - a IxlD). j3 > 1: these results hold for the spaces L, (p > I), as well as 
for C,, and their proof is sketched in [ 51 (see also [6] for additional results 
on IO, 00)). 
The purpose of this paper is to study the fundamentality of sequences of 
the form (1) or (2) for the case /3= 1. i.e., when F(x) behaves like 
exp(-a 1x1). This case differs from those mentioned above in that if /? > 1. 
thenf(t) is the restriction to the real axis of an entire function, whereas for 
/? = 1 this will not be so. We obtain sharp results for sequences of the form 
(2), valid for C, and for every L, (p > 1). For sequences of the form (l), we 
obtain sharp conditions for C, and Lz. 
For real ck and sequences of the form (l), this problem has also been 
considered by Fax&n in [7]. 
Let C,(f) be the set of all functions in C, that vanish wherever f(x) 
vanishes, and for all p < 00 let L,(f) denote the set of functions in L, that 
are equivalent to (i.e., differ on a set of measure zero) a function that 
vanishes whereverf(t) vanishes. If c > 0 is an arbitrary real number. by T(cj 
we shall denote the series r (1 - 1 tanh(xc,/4c)l). With this notation we have: 
THEOREM 1. Let F(x) be a measurable function on R? p > 1, q the 
exponent conjugate to p (i.e., pP ’ + qP ’ = l), and asume ( Im(c,)l < a for all 
k. Consider the following statements: 
and 
exp(a 14) F(x) is in L, (3) 
F(x) # 0 and exp( -a I.ul)/F(x) is in L,. (4) 
Then: 
(i) Let (3) hold, and assume that ifp = 00, F(x) is continuous on R. 
Then the divergence of T(a) suflces for (2) to be fundamental in C,(F) (if 
p= co) or in L,(F) (if 1 <p < 00). 
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(ii) rf (4) holds, the divergence of T(a) is necessary for (2) to be 
fztndamental in C, (zfp = a~), or in L, (tf 1 <p < 00). Ifexp(-a ]x])/F(x) is 
bounded, the divergence of T(a) is necessary for (2) to be fundamental in C, 
or L, (1 <p<Z). 
Since C, n L, is dense in L,, we have: 
COROLLARY 1. Assume 1 Im(c,)] < a for all k, and let F(x) = exp(-a /s I). 
Then for (2) to be fundamental in C, or L,( 1 <p < co), it is suflcient that 
T(a) be divergent. Conversely, the divergence of T(a) is necessary for (2) to 
be fundamental in C, or L, (1 <p < 2). 
Remark. Corollary 1 generalizes a theorem of Paley and Wiener (cf. [8, 
p. 766, Theorem 11: this theorem also appears in [9, p. 351, but there is a 
misprint j. 
For sequences of translates we have: 
THEOREM 2. Let f(t) be a function in L, and L, whose Fourier 
transform F(x) has no real zeros, and let a > 0 be given. Assume that 
/ Im(c,)] < a for all k. Let f (t) have a holomorphic extension to (Im(z)] < a, 
and assume that for any real number c, -a < c < a, f (t + ci) is in L, . 
(i) rf exp(a 1x1) F(x) is bounded, the divergence of T(a) suflces for 
(1) to be fundamental in C, and in every L, such that 1 < a < co; if 
exp(a 1x1) F(x) is in L,, and 1 < a < 2, the divergence of T(a) sufices for (1) 
to be fundamental in L,. 
(ii) If exp(-a 1x1)/F(x) is bounded, the divergence of T(a) is necessary’ 
for ( 1) to be fundamental in C, or Lz . 
Since the Fourier transform of (a? + $-‘(a > 0) is of the form 
K exp(-a I tl), where K is a constant, we have the following: 
COROLLARY 2. Let f (t) = (a’ + t’))‘. and assume that ]Im(c,)] < a for 
all k. Then the divergence of T(a) is necessary and suflcient for (1) to be 
fundamental in either C, or L, . 
By direct computation we see that the Fourier transform of exp(-t/2) 
exp[-exp(-f)] is F(x) = F( l/2 - ix), and from [ 10, p. 15, Exercise S] we 
infer that exp[ (7r/2) ]xi] F(x) is both bounded and bounded away from zero. 
Thus we also have the following: 
COROLLARY 3. Let f 1;) = exp[-(t/2)] exp [-exp(-t)J and assume that 
I WcJ < 42 f or all k. Then the divergence of 1’(7z/2) is necessary, and 
sufficient for (1) to be fundamental in either C, or L,. 
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Remark. Other functions f(f) that satisfy the conditions of Theorem 2 
are, e.g.: (cash af)/)cosh xf), 1 a / < TC, on ] [m(z)] < l/2; (sinh at)/(sinh rf). 
Ia1 < 71, on I Im(z)] < 1 (cf. [ 11, p. 437]), and [ 1 + exp(-x)1-’ exp(-Ax) 
0 < Re(J,) < 1, on ]Im(z)] < 71 (cf. [ 12, p. 1201). 
Let “ln” denote the principal value of the logarithm function. Making the 
change of variable I = exp[-exp(-f)] and noting that d.x = exp [ -exp(-f) 1 
exp(-t) df, we obtain the following: 
LEMMA. Let f (t) be a function in L,, assume that Re@,) > - l/2 for all 
k and define ck = -In@, + l/2) (note fhat Re(1, + l/2) > 0). Then 
((-x In x)-‘~2f-ln[-(J, + l/2) In xl)} is fundamental in LJO, 1) ifand only 
if (1) is fundamental in L ?. 
Since Re(1,) > l/2 implies that 1Im(c,)] < n/2, and moreover the 
divergence of T(42) is equivalent to the divergence of 
\‘ 11 + 2 Re&)]/[l + lM*l, (5) 
combining Corollary 2 with the preceding Lemma, we have: 
COROLLARY 4. Let Re(&) > - l/2 for all k. Then (-x In x)- “‘[rr’ + 
(In]-(Ak + l/2) lnx])‘]-’ * f d IS un amental in L,(O, I) if and only if (5) is 
divergent. 
If f (t) = exp(--t/2) exp[-exp(-t)], a straightforward computation shows 
that (-x In x)-‘I* f (-ln[- (ILk + l/2) In x] = xlk. Combining Corollary 3 
with the Lemma, we thus obtain: 
THEOREM 3 (Szisz). Let (A,} be a sequence of distinct complex 
numbers with real part exceeding. -l/2. Then the sequence (x.lkt is 
fundamental in L,(O, 1) if and only if (5) is divergent. 
Remarks. This theorem, Szasz’s form of the theorem of Muntz for 
L,(O, l), was proved by Szisz in [ 131. A discussion of the Miintz-Szisz 
theorems using complex analysis techniques can be found in [9]; see also 
Luxemburg and Korevaar [ 141 for generalizations and further references. 
For the Miintz-Szisz theorem on C[O, 1 ] see also Levinson [ 15 ], where 
Szisz’s method of proof is elegantly refined and the gap between the 
necessary and sufficient parts of the theorem is considerably reduced. The 
fundamentality in L,(O, co) (1 <p < co), of sequences of the form (w(x) xaa ] 
has been studied by End1 [ 161, who obtains sharp results for p = 2. The 
uniform case is discussed in [ 171. 
As we remarked before, Theorem 1 contains a result of ‘r’aley and Wiener 
as a particular case. Roughly speaking, in this paper we obtain the theorem 
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of Szisz as a consequence of that of Paley and Wiener; we thus reverse the 
original procedure, for the latter theorem was first obtained as a consequence 
of the former. 
Proof of Theorem 1. (i) Assume F(x) does not vanish identically, 
otherwise there is nothing to prove. We first consider the case p = co. 
Assume that (3) holds and (2) is not fundamental in C,(F). By an 
application of the Hahn-Banach theorem we know there is a nonzero linear 
functional on C,(F) that annihilates the elements of (2). By the Riesz 
representation theorem (Rudin [ 18, p. 1391) we know that this functional 
can be represented by means of a measure. Without loss of generality we can 
assume that this measure has support in the set R’ of points of R at which 
F(t) does not vanish. We thus infer that there must be a nonzero (bounded) 
complex-valued measure ,D, with support in R’, such that 
J exp(c,ti) F(t) &(t) = 0, k = 0, 1, 2 ,... . (6) R 
By a standard application of the theorems of Morera and Fubini, as has been 
done. e.g., in [ 18, pp. 403-4041, we see from (3) that the function 
h(z) = (2~) “* \ exp(zti) F(t) Q(t) 
-R 
is holomorphic in ]Im(z)] < a. It is also clear that h(z) is bounded thereon. 
Let v(E) = jE F(t) &(t); then 
h(z) = (27~~ li2 1 exp(zti) dv(t). 
R 
Clearly v cannot be zero; otherwise we would have jEF(f) &(r) = 0 for 
every measurable subset E of R’, and since F(I) does not vanish and ,U has its 
support thereon, we would conclude that ,u = 0, which is a contradiction. 
Since v is finite, both its real and imaginary parts can be represented as 
the difference of two positive and finite measures. Applying Bochner’s 
theorem on the uniqueness of the Fourier-Stieltjes transform, (cf. Cotlar and 
Cignoli [19, p. 523, Theorem 3.1.9 (c)l), we infer that h(z) is not identically 
zero. 
Since the function g(z) = tanh[(rz)/(4a)] maps the strip (Im(.z)] < a 
conformally onto the interior of the unit disk, (cf. Ahlfors [20, pp. 74-753; 
note that we refer to the first edition of this book), defining q(z) to be the 
composition product of h(z) and g-‘(z), it is clear that q(z) is holomorphic 
and bounded on the interior of the unit disk, i.e., it is in the Hardy space 
Ha. From (6), we know that q(z) vanishes at the points g(ck). Since q(z) is 
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not identically zero, a standard result from the theory of Hardy spaces (cf. 
[ 18, p. 334, Theorem 15.231 or Katznelson [21, p. 85, Lemma 3.5 1) assures 
us that 
2 (1 - IdcJl) (7) 
converges. Since this series equals Z(a), the conclusion follows. 
To prove the assertion for 1 <p < co, assume again that (3) holds and (2) 
is not fundamental. Applying again the Hahn-Banach theorem, and [ 18, 
p. 136, Theorem 6.161, we readily infer that there is a function m(f) in L, 
(where ~7 is the exponent conjugate to p), with support in R’, and not 
equivalent to zero, such that 
1. exp(c,ti) F(f) m(t) dt = 0; k = 0. 1. 2 ,... . 
.R 
Note that f(t) m(t) is in L ,: thus, since the Fourier transform of a function 
in L, is unique, we conclude (as in the proof of the preceding case) that the 
function 
h,(z) = (27p? 1 exp(zti) F(t) m(f) dt 
-R 
is holomorphic and bounded on 1 Im(z)I < a, and not identically zero, and the 
assertion follows by a conformal mapping. as in the preceding case. 
(ii) Assume that 7(a) converges. If g(z) is defined as in the proof of 
(i) above, it maps IIm(z)l ( a onto the interior of the unit disk: moreover, we 
also know that (7) converges. Thus. if d, = g(ck), the Blaschke product 
is in H” (cf. [21, pp. 83, 841). 
Let 
Q(z) = ev-z’) BI &)I 
Clearly Q(Z) is holomorphic on IIm(z)l < a. and satisfies thereon an 
inequality of the form 
1 Q(z)1 < K exp(-.u’). (8) 
Thus .J’R IQ(x + yi)l” dx exists and is bounded on 1~1 < a. Applying a theorem 
of Titchmarsh (cf. [22, p. 130, Theorem 97]), we conclude that the 
boundary functions Q(x f ai) exist almost everywhere as limits of Q(x + yi), 
when y--* fa. Let q(s, X) be the Fourier transform of Q(x + si) evaluated at 
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the point -x. From the same theorem of Titchmarsh we know that q(s, x) = 
exp(--sx) q(x); thus q(0, x) = q(x) is the Fourier transform of Q(t) evaluated 
at -x. and we have: 
q(x) = exp(ax) q(u, x) (9) 
and 
q(x) = exp(--ax) q(-a, x). (10) 
Setting r(x j = max (1 q(u, x)1, 1 q(--a, x)1 }, we thus infer that 
I&)1 < ev(-a l-y11 4x1. (11) 
It is clear that Q(x + ai) and Q(x - ai) satisfy (8) (with z =x k ai) for 
almost every real x; thus they are in L , and Lz, and we infer that q(u, x) and 
q(--a, x) are in C, and L, ; thus also the function r(x) is in C, and L,. 
Since r(x) is bounded,-setting q*(x) = q(x)/F(x). we conclude from (11) 
and (4) that q*(x) is in L,. Clearly q*(x) is not equivalent to zero. The 
boundedness of r(x) (together with (11)). also implies that q(x) is in L, ; thus 
by the inversion theorem, (2x)“* Q(Z) = JR exp(zfi) q(f) df. i.e.. 
(2~)” Q(z) = 1’ exp(zti) F(t) q*(f) dr. 
-R 
(12) 
Since Q(Z) vanishes at the points ck, we have proved the existence of a 
function q*(x) in L,. not equivalent to zero, such that 
1 exp(c,ti) F(t) q*(f) dt = 0, 1. 2 ,... . 
-R 
(13) 
Thus (2) cannot be fundamental in L,. We have therefore proved the 
assertion under the assumption that (4) holds. 
To prove the assertion under the assumption that exp(-a 1x1)/F(x) is 
bounded, note that we have already established that r(x) is in C, and LZ; 
thus, it is in L, for all q > 2. Hence (11) and the assumption imply that also 
q*(x) is in L, for all q > 2, and the assertion follows from (13). Q.E.D. 
Proof of Theorem 2. (i) Let I Im zl ( a, and let h(z, t) be the Fourier 
transform of exp(-zxi) F(x) evaluated at the point --t; thus, 
h(z, t) = (27~) -” / exp(-txi - zxi) F(x) dx 
-R 
From (3) we know that for fixed z, (Im zI < a, exp(-zxi) F(x) is in L, ; thus 
h(z, t) is in C,. Applying the theorems of Morera and Fubini, we also 
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conclude that, for fixed t, h(z? t) is holomorphic on ( Im z ( < a. If z is real, we 
know from the inversion theorem that h(z, t) =f(r + z) for all real t. Since 
alsof(t + z) is holomorphic on IIm zI < a, we infer that h(z, t) =f(t + z) on 
1 Im zI < a. It is thus clear that for any fixed number z with ) Im z) < a, 
f(t + z) is in C 0; since the hypotheses imply that f(f + z) is also in L,, we 
infer that it is in L, for all p > 1. 
Assume now that exp(a Itl) F(t) is bounded, and let r(a) be a divergent 
series. Since F(x) # 0 by hypothesis. we know from Theorem 1 that the 
linear span S of (F(x) exp(-c,,ui)} is dense in L,. Let g(x) be any function 
which is the Fourier transform of a function in L, , let G(x) be its inverse 
Fourier transform, and let ( gk} be such that the sequence (Gk} of inverse 
Fourier transforms is in S and converges to G in the L, norm. From 
Goldberg [23, p. 6, Theorem 3B] we conclude that the sequence ( gk} 
converges to g, uniformly on R. Since the set of functions which are Fourier 
transforms of functions in L, is dense in C, (cf. [21, p. 130, exercise 71). 
and since h(c,, t) =f(t + ck) implies that the Fourier transform of f(t + c~) 
is F(x) exp(-c,ri) (and therefore the functions g, are in the linear span of 
(l)), we infer that (1) is fundamental in C, ; since C, f? L, is dense in L,, the 
conclusion follows. 
Assume now that exp(a 1x1) F(x) is in L,. Let S be defined as in the 
preceding paragraph, let g(x) be a function in L, with compactly supported 
Fourier transform, and let G(x) be its Fourier transform. Theorem 1 assures 
us that S is dense in L, ; thus, let ( gk} be such that the :equence (G,} of 
Fourier transforms is in S and converges to G in the L, norm. Since 
1 <q < 2 by hypothesis, applying the inequality of Hausdorff-Young (cf. 
[21, p. 142 1) we infer that the sequence ( gk} converges to g in the L, norm. 
Since the set of functions with compactly supported Fourier transforms is in 
C, as well as being dense in L,, it is dense also in C, n L, . Since C, n L, is 
dense in L, (cf., e.g., Corollary 1) the conclusion follows. 
(ii) The proof for L2 is a straightforward consequence of Theorem 1 
and the isometric character of the Fourier transform. To prove the assertion 
for C,, assume that (1) is fundamental thereon; thus (1) is contained in C, ; 
since the hypotheses imply that (1) is contained in L, we infer that it is also 
in L?. Thus (1) is also fundamental in L,, and the conclusion follows. 
Q.E.D. 
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