In this paper we use the Bezoutiant method to describe the conditions under which two entire functions have not common roots. We apply the general results to concrete examples. In particular we consider the Bessel functions.
Introduction
The matrix Bezoutiant is used in order to define the number of common zeroes of two polynomials f (z) and g(z). M.G. Krein extended the notion of Bezoutiant to entire functions of the form The result by M.G.Krein was not published and I became acquainted with it from the manuscript given to me by M.G.Krein in 1974. In 1976 I. Gohberg and G. Heinig published the article [4] , in which deduced Krein's theorem and generalized it for the matrix functions F (z) of type (1.1). In the same 1976 we extended the Krein's theorem to the class of functions of the form [7] : Later in the Bezoutiant theory a number of important and interesting results was published (see [3] , [5] ). In particular these results established the connection between the two following problems:
To find the number of common zeroes of the two entire functions F 1 (z) and F 2 (z).
Problem 1.2 To describe the dimension of the Bezoutiant kernel.
The Problem 1.2 is solved with the help of the finite number of arithmetic actions which provides the effectiveness of the Bezoutiant approach when F 1 (z) and F 2 (z) are polynomials and the corresponding Bezoutiant is a matrix. In the operator case the situation is more complex. Up till now there hasn't been a single concrete example of effective application of the operator Bezoutiant theory. The main aim of this work is the construction of such examples. We apply the operator Bezoutiant theory to the entire functions of the form
We investigate in detail a class Z of the functions F k (z) of form (1.3) when Ψ k (t) is a polynomial with algebraic coefficients. We proved the following assertion:
Let the following conditions be fulfilled.
1.The functions
Then the corresponding functions F 1 (z) and F 2 (z) haven't common zeroes.If
, then the corresponding function F 1 (z) hasn't real zeroes and hasn't conjugate pairs of zeroes.
We shall use the following equality
Hence the next assertion is true.
Proposition 1.4
The functions F 2 (z) and
have the same zeroes. Example 1.6 Let Ψ(t) = t n , where n≥0 and integer. In this case we have (see [2] ):
Remark 1.5 It is important , that the function
The different functions F (n 1 , z) and F (n 2 , z)) ,defined by (1.8) haven't common zeroes.
m , where n and m are integer and n≥0, m≥0. The corresponding function F (n, m, z) belongs to the class Z. If n = m we have [6] , [14] .
It is interesting to use our approach to the case 
where Rec > Reb > 0.
Let us briefly explain the structure of the paper.
In sections 1-4 we describe the main notions and results from paper [7] (see [8] , Ch.5). In section 5 we construct for case (2. 3) the operator Bezoutiant T in the explicit form. By this construction we use the methods of the operator identities [5] , [11] . This result gives an effective analytic method for solving the formulated problems 1.1 and 1.2. Section 6 is contained the proof of Theorem 1.3, and the investigation of Examples 1.6 and 1.8. 
Main notions
Here the operators A, P , Q and
. Let us note that the representation of the given matrix functions F 1 (z) and F 2 (z) is called the realization. The methods of realization are well-known ( see [9] ).
Further we assume that the spectrum of the operator A coincides with zero.
Hence the functions F 1 (z) and F 2 (z) defined respectively by (2.1) and (2.2) are entire matrix functions. Let us associate with pair F 1 (z) and F 2 (z) the operator identity
where
The operators B, C, T and
. By L T we denote the kernel of T , by L 1 we denote the maximal invariant subspace in respect to B such that
In paper [7] (see [8] , Ch.5) we proved the following assertion.
Theorem 2.1 Let the following conditions be fulfilled : 1)Relations (2.3), (2.4) are true. 2)If M is an invariant subspace in respect to
is valid.
It follows from relation (2.3) that .8) i.e. the subspace L T is B invariant. Hence in view of (2.3) we have
Operator identity (2.3) implies that the subspace
It means that on the subspace H 1 the operators C ⋆ and A ⋆ coincide. Using condition 2) of the theorem we deduce the equality
The assertion of the theorem follows directly from (2.9) and (2.10).
Example 2.2 Let us consider the extreme case, when T = 0. In view of relation (2.4) we have
Example 2.3 Let us consider another extreme case, when P = Q = 0 and
In this case we have
It follows from (2.12) that
We see that L T = 0.It is well-known ( [13] ,Ch.11) that the operator A,defined by relation (2.11), hasn't invariant subspaces orthogonal to 1. Hence L 1 = 0, i.e. we have again the equality L 1 = L T .
Properties of the operator B
Further we consider only the case when dimG = 1.
In this section we formulate the well-known properties of the operator B (see [7] , [5] ).
Remark 3.2 In view of (2.4) and (3.1) we have
The following relation
is true.
Let λ be an eigenvalue of operator B and let f p be a corresponding root vector , i.e.
Let us now consider the chain of the root vectors
It follows from (3.3) and (3.7) that
In view of (3.8) we have
where Let µ be an eigenvalue of the operator C and let g q be the root vector of the order q. The following statement is true .
Proposition 3.5 If the operators A and C do not have common eigenvalues then
4 The explicit form of Bezoutiant
In this section we construct the operator Bezoutiant T in the explicit form. Let us consider the entire functions
From relation (4.1) we obtain that
Further we suppose that
Formula (4.2) can be represented in the form 5) where the operator A is defined by relation (2.12) and
We use here the equality
We choose α and β so that α + β =0 and put
To the pair of functions F 1 (z) and F 2 (z) we assign the operator T acting in L 2 (0, a) and defined by formulas (see [7] ):
where Φ(x, t) = 1 2
We introduce the matrices
It follows from (4.3),(4.8) and (4.12) that A(0) = 0, B(2) = 0. Using formulas (4.9)-(4.12) we represent the operator T in the form
when (x < t) and
when (x > t).
Proposition 4.1 Let the condition Ψ k (x)∈L(0, a) (k=1,2) be fulfilled.Then the operator T defined by formulas (4.13) − (4.15) is bounded in the space
we extend the functions Ψ k (s). It follows from (4.14) and (4.15) that |U(x, t)|≤h(x − t) , where
It is easy to see that Now let us consider the function
It follows from relations (4.8) and (4.24) that
Taking into account relations (4.19) and (4.20)we deduce that the functions F 1 (z) and F 2,1 (z) satisfy all the conditions of Theorem 4.2. We note that the zeros of functions F 2 (z) and F 2,1 (z) coincide. Hence the following statement is true.
Theorem 4.2 Let the condition Ψ k (x)∈L(0, a) be fulfilled and dimL T = N < ∞, where the operator T is defined by formulas (4.13) -(4.15).Then the number of common zeroes of F 1 (z) and F 2,1 (z) is equal to N as well.

Remark 4.3 It is important that the operator T is constructed in the terms
of the given functions F 1 (z) and F 2 (z),i.e in terms of Ψ 1 (x) and Ψ 2 (x).
5 Classes of entire functions without common zeroes Example 
Let the functions Ψ (p)
k (x) (k = 1, 2; 0≤p≤Q + 1) be continuous. Then the relation
Here the kernel W (x, t) is continuous and the kernel V (x − t) and the differential operator L(D) are defined by the relations 
Using relations (5.13)-(5.15) and (5.5) we obtain the following assertion.
Proposition 5.4 If relation (5.4) is true,then all the zeroes of the corresponding functions
F 1 (z) and F 2,1 (z) coincide and T = 0, L T = L 2 (0, a).
Example 5.5 Let us consider the important special case when
Now we shall formulate and prove the main theorem of this section. 
Without loss of generality we shall suppose that
4.The numbers a and b p,k are algebraic.
5.The order r of the corresponding differential operator L(D) is non-negative.
Then the corresponding functions F 1 (z) and F 2,1 (z) haven't common zeroes.If
P r o o f. It follows from paper [7] that there exists such z j that T f j = 0, where f j = e z j . Hence we have (see(5.1)):
As the Volterra operator Using relations (5.11), (5.12) and Titchmarsh's theorem (see [13] ,Ch.11) we deduce that
Now we write the following equality (see [2] ):
14)
The functions F 1 (z) can be represented in the form
where P (z), Q(z) and (z) are rational functions with algebraic coefficients. The equation F 1 (z) = 0 is equivalent to the equation
where t = tgaz/2. According to relation (5.12) the common zero z j of the equations F 1 (z) = 0 and F 2,1 (z) is an algebraic number. Relation (5.16) implies that t = tgaz j /2 is algebraic number too. This fact contradicts to the following well-known assertion (see [12] , [14] ): If z j is an algebraic number then tgaz j /2 is a transcendental number.
Hence the assertion of the theorem is true. dx Q+1 (T f ) = 0,i.e. T f is a polynomial in respect to x of the order Q. Now we use the relations T 1 = M 2 (x), where M 2 (x) is a polynomial of the order P ≤Q. Then we obtain
From the last relation we deduce that M 2 (x) is a polynomial of the order P ≤Q − 1. By repeating the procedure we have M 2 (x) = 0. Due to (5.8)
The last relation contradicts the condition 2 of Theorem 5.6. Hence the Proposition is true.
Example 5.8 Let us consider the special case of functions of the form (5.6):
We assume that m k and n k are non-negative integer and
Remark 5.9 If the relations 
The order of L 1 (D) is defined by the relation r 1 = n 1 − m 2 − 1. This result follows from formula (5.21) and the equalities r = N − 1 − p − k, p = m 2 , k = m 1 . In the same way we have r 2 = m 1 − n 2 − 1. In this case we use the equalities p = n 2 , k = n 1 . The theorem is proved for the case when r 1 =r 2 . Let us consider now the case when r = r 1 = r 2 . The coefficients by D r in L 1 and L 2 are respectively
The relations n 1 + n 2 = m 1 + m 2 and m 2 !m 1 ! =n 2 !n 1 ! imply that B 1 + B 2 =0.The theorem is proved.
According to Theorems 5.6 and Proposition 5.7 the following statement is true. In this case we have (see [2] ): In this case we have (see [1] ):
F k (z) = √ πΓ(z/2) −(n k +1/2) J (n k +1/2) (z), (5.27) where Γ(z) is Euler Gamma function, J ν (z) is Bessel function. It follows from (5.27) that the zeroes of F k (z) and J (n k +1/2) (z) other than the origin coincide. In case (5.26) we have F k (z) = F k (z). Using this fact we deduce the well-known assertion (see [1] , [14] ):
Corollary 5.16 The functions J (n 1 +1/2) (z) and J (n 2 +1/2) (z) haven't common zeroes other than the origin.
Now we consider the functions of the class (1.3), where Ψ(t) is a polynomial, but we don't assume that the coefficients of Ψ(t) are algebraic numbers. Then the corresponding functions F 1 (z) and F 2,1 (z) haven't common zeroes.If Ψ 1 (x) =Ψ 1 (a − x), then the corresponding function F 1 (z) hasn't real zeroes and hasn't conjugate pairs of zeroes.
P r o o f. As in the proof of Theorem 5.6 we deduce equality (5.13) which contradicts condition 4 of the theorem. It proves the theorem.
