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Motivated by important applications in materials
science and geophysics, we consider the steady-
state growth of anisotropic needle-like dendrites in
undercooled binary mixtures with a forced convective
flow. We analyse the stable mode of dendritic
evolution in the case of small anisotropies of growth
kinetics and surface energy for arbitrary Péclet
numbers and n-fold symmetry of dendritic crystals.
On the basis of solvability and stability theories,
we formulate a selection criterion giving a stable
combination between dendrite tip diameter and tip
velocity. A set of nonlinear equations consisting of
the solvability criterion and undercooling balance is
solved analytically for the tip velocity V and tip
diameter ρ of dendrites with n-fold symmetry in the
absence of convective flow. The case of convective heat
and mass transfer mechanisms in a binary mixture
occurring as a result of intensive flows in the liquid
phase is detailed. A selection criterion that describes
such solidification conditions is derived. The theory
under consideration comprises previously considered
theoretical approaches and results as limiting cases.
This article is part of the theme issue ‘From
atomistic interfaces to dendritic patterns’.
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1. Introduction
A tree-like crystal structure having a main stem with lateral branches that are formed along the
crystallographic axes is called a dendrite (after the Greek word ‘dendro’ meaning ‘tree’) [1–4].
A dendritic shape represents the widely distributed crystal morphology appearing as a result of
solidification processes in many undercooled melts and supersaturated solutions (see, among
others, [5–9]). The growth kinetics and shapes of dendrites are controlled by heat and mass
transfer processes and anisotropic properties of the crystal–liquid interface. Therefore, dendrites
are formed in a broad range of microscopic, mesoscopic and macroscopic length scales, i.e. from
10−6 up to 10−3 m.
A number of experimental studies show that the internal structure of solidified materials (e.g.
monocrystal or polycrystal) is highly dependent on the level of undercooling (supersaturation),
solidification velocity and dendritic tip radius [4,10–14]. Therefore, the problem of the theoretical
description of a stable dendritic growth mode, which is influenced by the crystal symmetry,
kinetics, surface energy anisotropy and convection, represents one of the challenging tasks of
materials physics [15–17]. This problem stems from the classical Ivantsov solutions [18,19] and
experimental data [20–22] describing the steady-state growth of parabolic dendrites. A detailed
theoretical analysis has demonstrated that the isotropic solutions found by Ivantsov are unstable,
that is, the parabolic dendritic shape is unstable; however, the anisotropy of surface energy and
atomic kinetics are capable of stabilizing the dendrite shape in close proximity to the parabolic
Ivantsov solutions [23–25]. The Ivantsov solutions represent the main contribution, approximate
a real dendritic shape and give the basis for selection analyses.
The pioneering result on the basis of solvability theory for the purely thermal problem of
dendritic growth was obtained by Langer & Hong [26]. They found a combination (solvability
criterion) σ ∗ ≡ 2d0DT/(ρ2V) = σ0α7/4d between the stable diameter ρ of the dendritic tip and
its growth velocity V in the case of fourfold crystalline anisotropy, small Péclet number limit
and αd  1 (here d0 is the capillary constant, DT is the thermal diffusivity, αd is the surface
energy stiffness and σ0 is a selection constant). Slightly later, this result was obtained by Pelcé
& Bensimon [27], with the further generalization of this criterion for the fourfold symmetry of
the crystal lattice by Ben Amar & Pelcé [28] for a binary system, by Bouissou & Pelcé [29] for
a forced convective flow and for arbitrary Péclet numbers [30]. These solvability criteria have
been joined together in the review paper on dendritic growth [31]. More recently, the effect of
atomic kinetics for a high-rate solidification has been included [32]. In this work, the thermo-
solutal and kinetically limited regimes of steady-state dendritic growth have been analysed. Some
peculiarities of dendritic growth in diluted multicomponent systems were studied in [33] and
in the Earth’s inner core boundary in [34]. The theory of rapid dendritic solidification has been
developed by stitching together different stability asymptotics [35,36], obtaining a criterion for
σ ∗ valid for undercoolings up to several hundred kelvin [37]. The case of sixfold symmetry
was studied just a little while ago [38] within the framework of thermally controlled dendritic
solidification with a forced convective flow.
2. The model of dendritic growth
(a) Governing equations
Consider the steady-state growth of a two- and three-dimensional dendritic crystal along the
spatial axis z in the presence of a forced convective flow coming from the opposite direction
(figure 1). The phase transition temperature Tint at the dendrite interface is determined by the
latent heat of solidification Q, specific heat cp, the interface curvature K, the anisotropic capillary
length d(θ , φ), the melting temperature Tm for the pure system and the intensity of atomic kinetics,
given by the function of anisotropic kinetics β˜(θ , φ) with the spherical angles θ and φ which
define the orientation of the normal to the dendrite interface to its growth direction. The following
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Figure 1. A sketch of dendritic growth in a forced convective flow. (Online version in colour.)
Gibbs–Thomson equation at the solid–liquid boundary holds:
Tint = Tl = Ts = Tm − mCl − TQd(θ , φ)K− β˜(θ , φ)vn, (2.1)
where TQ =Q/cp is the hypercooling (temperature for adiabatic solidification), vn = (v · n) is the
normal growth velocity, n is the unit normal to the interface, m is the liquidus slope and Tl and Ts
stand for the temperatures in liquid and solid. The curvature is given by
K=
⎧⎪⎪⎨
⎪⎪⎩
1
R
, two-dimensional space, 2D case,
(R1 + R2)
(R1R2)
, three-dimensional space, 3D case,
(2.2)
where R is the dendrite tip radius in two dimensions and R1 and R2 are the main radii of curvature
for a three-dimensional dendritic tip.
In the case of cubic symmetry, the capillary length d(θ , φ) and the function of anisotropic
kinetics β˜(θ , φ) are described by
d(θ , φ) = d0{1 − αd[cos4 θ + sin4 θ (1 − 2 sin2 φ cos2 φ)]} (2.3)
and
β˜(θ , φ) = β0{1 − αβ [cos4 θ + sin4 θ (1 − 2 sin2 φ cos2 φ)]}, (2.4)
where d0 is the capillary constant, αd  1 stands for the stiffness, which depends on a small
anisotropy parameter εc of surface energy, β0 is the kinetic constant and αβ  1 is the kinetic
anisotropy parameter. Considering the case of a needle-like crystal in the form of a paraboloid of
revolution, equation (2.3) can be reduced by averaging over φ as [39]: d(θ ) = d0{1 − αd cos(4θ )}
with the stiffness αd = 15εc and the anisotropy εc of surface energy for cubic crystals. In this
case, following the works [40,41], we assume that the selection criterion σ ∗ should have the
scaling σ ∗ ∝ α7/nd with the same exponent 7/n and the same general form if the anisotropy (2.3)
or (2.4) are taken into account. Therefore, for obtaining the selection criterion σ ∗, we shall use
the simplest form of anisotropy under the assumption that the final scaling might be applied
to three-dimensional dendritic growth in which d(θ ) and β˜(θ ) are written for the case of n-fold
symmetry
d(θ ) = d0{1 − αd cos[n(θ − θd)]}, β˜(θ ) = β0TQ{1 − αβ cos[n(θ − θβ )]}, (2.5)
where θd and θβ designate the angles between the directions of growth and minimal functions
d(θ ) and β˜(θ ). Indeed, with θ = θd and θ = θβ we have cos(θ − θd) = 1, cos(θ − θβ ) = 1 and d(θ ) and
β˜(θ ) have minima due to the ‘minus’ signs in equation (2.5). As follows from equation (2.1), the
maximum of vn (largest undercooling and fastest growth) is reached by the growth direction
consistent with the minimal values of d(θ ) (that is, equivalent to the maximum of solid–
liquid surface energy) and β˜(θ ). An introduction of different angles in anisotropy has its
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relevant meaning. Indeed, transitions between different growth directions have been obtained
experimentally and explained by exchanging of anisotropies [12]. For the fourfold symmetric
crystals, equations (2.5) were used in a numerical modelling by the boundary integral model [42]
and in an analytical study by the non-local thermal conductivity problem [43] whose solution
explains the transitions between growth directions due to the difference in angles θd and θβ
between anisotropies in different ranges of undercooling (supersaturation).
As a result of the above assumptions, instead of d(θ , φ) and β˜(θ , φ) we shall use d(θ ) and β˜(θ )
determined by equations (2.5) in the Gibbs–Thomson condition (2.1), in addition to which the
following heat and mass balance conditions hold true at the dendritic interface:
TQ(v · n) =DT(VTs −VTl) · n (2.6)
and
(1 − k0)Cl(v · n) + DCVCl · n= 0, (2.7)
where k0 represents the equilibrium partition coefficient, Cl is the solute concentration in the
liquid phase, and DC represents the diffusion coefficient.
The convective heat and mass transport equations in the solid and liquid phases take the form
∂Tl
∂t
+ (w ·V)Tl =DT∇2Tl,
∂Ts
∂t
=DT∇2Ts (2.8)
and
∂Cl
∂t
+ (w ·V)Cl =DC∇2Cl, (2.9)
where w is the fluid velocity. Here, we traditionally neglect atomic diffusion in the solid. For
the sake of simplicity, we consider the case of equal thermal diffusivities in both phases. This
hypothesis does not change the selection criteria given below due to the fact that different thermal
diffusivities will change the selection constant only.
To describe the hydrodynamic flows, we use the linearized Oseen model for a viscous flow
[44–46]
U
∂w
∂z
= − 1
ρl
∇p + ν∇2w, ∇ ·w= 0. (2.10)
Here, U is the fluid velocity far from the dendritic surface (see figure 1), p is the pressure, ρl is the
density of the liquid and ν is the kinematic viscosity.
The convective heat and mass transfer problem (2.1)–(2.10) written out for the case of n-fold
symmetry of crystal growth enables us to find the generalized solvability criterion, including the
effects of kinetics and convection for arbitrary Péclet numbers. This criterion formulated below
comprises previously known results and enables the theory for rapid solidification scenarios to
be extended.
(b) Analytical solutions for a parabolic dendrite
In the present subsection, let us write out the Ivantsov solutions for the steady-state evolution of
two- and three-dimensional parabolic dendrites in a forced convective flow. First of all, we define
the corresponding parabolic coordinates ξ , η (and ϕ in three-dimensional geometry) connected
with the Cartesian ones, x, y and z, by means of the familiar expressions
x= ρ
√
ξη, z= ρ
2
(η − ξ ), 2D case,
and x= ρ
√
ξη cos ϕ, y= ρ
√
ξη sin ϕ, z= ρ(η − ξ )
2
, 3D case,
⎫⎪⎬
⎪⎭ (2.11)
where ρ/2 represents the dendritic tip radius, ϕ is the polar angle lying in the plane that is
perpendicular to the incoming flow and equation η = 1 corresponds to the solid–liquid surface
of the dendrite.
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The Oseen hydrodynamic equations (2.10) supplemented by the corresponding no-slip
boundary conditions for the fluid velocity components uη, uξ (and uϕ in three-dimensional
geometry) in the parabolic reference frame take the form [29,46]
uη = − f2D2√ξ + η , uξ =
√
ξη√
ξ + η
df2D
dη
, 2D case,
and uη = − f3D√
ξ + η , uξ =
√
ξ
ξ + η
d
dη
(√
ηf3D(η)
)
, uϕ = 0, 3D case,
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
(2.12)
where
f2D(η) = 2(U + V)√η − 2Ug2D(η), f3D(η) = (U + V)√η − 2Ug3D(η),
and g(η) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
g2D(η) = √η erfc
√
ηRe/2
erfc
√
Re/2
+
√
2/(πRe)
erfc
√
Re/2
[
exp
(
−Re
2
)
− exp
(
−ηRe
2
)]
, 2D,
g3D(η) =
√
ηE1(ηRe/2)
2E1(Re/2)
+ exp(−Re/2) − exp(−ηRe/2)√
ηReE1(Re/2)
, 3D,
⎫⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎭
(2.13)
with the Reynolds number Re= ρU/ν.
Now rewriting the heat and mass transfer equations (2.8) and (2.9) as well as the boundary
conditions (2.6) and (2.7) in parabolic coordinates, and then integrating them, we find the
temperature and concentration distributions in two-dimensional and three-dimensional cases as
Tl(η) = Ti + (T∞ − Ti)
IT(η)
IT(∞)
, Cl(η) =Ci + (Cl∞ − Ci)
IC(η)
IC(∞)
, (2.14)
where
IT(η) =
∫ η
1
exp
[
(j − 1)Pf
∫ η′
1
g(η′′)√
η′′
dη′′ − P0η′
]
dη′
η′(j−1)/2
,
IC(η) =
∫ η
1
exp
[
(j − 1)Pf
DT
DC
∫ η′
1
g(η′′)√
η′′
dη′′ − P0 DTDC
η′
]
dη′
η′(j−1)/2
,
Ti = T∞ + TQPg exp(P0)IT(∞), P0 = Pg + Pf ,
and Ci =
Cl∞
1 − (1 − k0) exp(P0DT/DC)PgIC(∞)DT/DC
, E1(q) =
∫∞
q
exp(−u)
u
du,
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
(2.15)
T∞ and Cl∞ are the temperature and solute concentration in the liquid phase far from the dendrite
surface, Pg = ρV/(2DT) and Pf = ρU/(2DT) stand for the growth and flow Péclet numbers, and
j= 2 and j= 3 in the two- and three-dimensional geometry, respectively.
If a solidified dendrite is not infinitely symmetric about the axis of its growth as the paraboloid
of revolution, the thermo-solutal Ivantsov solutions (2.14) and (2.15) should, in particular cases, be
replaced by the Horvay–Cahn solutions [47,48], which are described in the accompanying paper
in the present theme issue on the boundary integral theory [49].
3. Solvability integral and linear stability analysis
(a) Solvability condition
In the case of small anisotropies in surface energy and kinetics, the temperature and solute
concentration distributions lie in close proximity to the parabolic Ivantsov solutions describing
the steady-state dendritic growth. Pelcé & Bensimon [27] (see also [23,29]) showed that this
statement leads to the microscopic solvability condition, which represents an approximate
analytical solution of the linearized heat and mass transfer equations at the parabolic surface
of Ivantsov’s dendrite. As will be shown below, this solvability condition gives a unique
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combination between ρ and V and describes a stable dendritic growth mode. After Pelcé &
Bensimon [27] the solvability condition is given by
∫∞
−∞
G[X0(l)]Ym(l) dl= 0, Ym(l) = exp
[
i
∫ l
0
km(l1) dl1
]
, (3.1)
where G designates the curvature operator, km(l) represents the marginal wavenumber mode, i is
the imaginary unit and X0(l) is a continuum of solutions from which the dependence km(l) can
be derived. Expression (3.1) describes different shapes of evolving phase interfaces [23] and has
the following meaning: the solution G[X0(l)] is orthogonal to the imposed perturbation Ym(l) that
provides a stable mode. This condition follows from the Wentzel–Kramers–Brillouin method [50],
which was also applied for flame propagation [51] and needle-like fronts of crystals [52].
(b) Stability analysis
For the sake of simplicity, let us initially develop the theory for the purely thermal problem. To
obtain the marginal wavenumbers km entering the solvability integral (3.1), let us carry out a
linear stability analysis. We assume that a perturbation caused by any kind of small fluctuations
disturbs the liquid phase on a distance that is about the perturbation wavelength 2π/km. Taking
this into account, we expand the steady-state velocity components (2.12) in series in the small
vicinity of dendrite η = 1. Keeping in mind the principal contributions only, we have
uη = − V√
1 + ξ , uξ =
√
ξ
1 + ξ [V + Ua(Re)(η − 1)], (3.2)
where
a(Re) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
√
Re
2π
exp(−Re/2)
erfc(
√
Re/2)
, 2D case,
exp(−Re/2)
E1(Re/2)
, 3D case.
(3.3)
For the sake of convenience, we introduce (after Bouissou & Pelcé [29]) the local Cartesian
coordinates (xc, yc) fixed at the dendritic surface such that xc and yc, respectively, represent the
tangent and normal directions to the dendrite interface at a point where the normal makes an
angle θ with the growth direction. Using this frame of reference, one can express the velocity
components and temperature gradient as
u¯= −V sin θ − aU
ρ
sin θ cos θ yc, v¯ = −V cos θ , dT¯ldyc = −
TQV
DT
cos θ . (3.4)
Now let u′, v′, T′l and T
′
s designate the fluid velocity and temperature perturbations with
respect to the stationary fields, whereas ξ ′ is the steady-state interface perturbation having a
wavelength λ that is many times less than ρ. This enables us to neglect the advective term in the
Oseen equations (2.10) and arrive at the following hydrodynamic equations for perturbations:
Vp′ = νρ1∇2w′, V ·w′ = 0, (3.5)
where p′ and w′ are the perturbations of pressure and fluid velocity.
The temperature perturbations in the liquid and solid phases follow from equations (2.8) and
take the form
∂T′l,s
∂t
+ u¯
∂T′l,s
∂xc
+ v¯
∂T′l,s
∂yc
+ v′ dT¯l,s
dyc
=DT∇2T′l,s, (3.6)
since the steady-state temperature distribution does not depend on xc.
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On the unperturbed solid–liquid boundary yc = 0, one can obtain the following conditions for
perturbations:
T′s = −T′l +
TQV
DT
cos θ ξ ′ = TQ d(θ )∂
2ξ ′
∂y2c
− β˜(θ )∂ξ
′
∂t
, u′ = 0, v′ = −∂ξ
′
∂t
,
TQ
DT
∂ξ ′
∂t
= ∂T
′
s
∂yc
− ∂T
′
l
∂yc
− TQV
2 cos2 θ
D2T
ξ ′. (3.7)
Equations (3.5) imply that the pressure and velocity component perturbations can be expressed
as
p′ = 2νρ1A exp(ωt + ikxc − kyc),
u′ = (B − iAyc) exp(ωt + ikxc − kyc),
and v′ =
[
A
(
yc + k
)
+ iB
]
exp(ωt + ikxc − kyc),
⎫⎪⎪⎪⎬
⎪⎪⎪⎭
(3.8)
where A and B stand for the amplitudes of perturbations, ω and k represent the frequency and
wavenumber of perturbations, i is the imaginary unit and  has the same sign as the real part of k
because the perturbations cannot diverge at yc → ∞.
Substitution of perturbations (3.8) into the boundary conditions (3.7) defines A and B as
A= −C
(
ωK + iakU sin θ cos θ
ρ
)
, B= CaU sin θ cos θ
ρ
. (3.9)
Here, C represents the amplitude of interface perturbation ξ ′ =C exp(ωt + ikxc − kyc).
Further substitution of the temperature perturbations T′s,l = T˜s,l exp(ωt + ikxc − kyc) (here T˜s,l
are the temperature amplitudes in the solid and liquid phases) into equations (3.6) and boundary
conditions (3.7) leads to the dispersion law ω(k). This law at the neutral stability curve (where
ω = 0) leads to the marginal mode of wavenumber km (see, for details, [29,31]), which is
determined by the following cubic equation:
k3m =
V exp(iθ )
2 d(θ )DT
km + iaU sin θ cos θ8ρDT
km − iV sin θ2DT
k2m +
V2 cos θ exp(iθ )
4 d(θ )D2T
+ iVβ˜(θ ) sin θ
d(θ )TQ
k2m. (3.10)
The first summand on the right-hand side of expression (3.10) represents the well-known
Mullins–Sekerka wavenumber [23,27]
kmMS = −
√
V exp(iθ )
2 d(θ )DT
, (3.11)
while the first two contributions define the Bouissou & Pelcé expression [29,31]
kmBP = kmMS
√
1 + iaUd(θ )
8ρV
sin(2θ ) exp(−iθ ). (3.12)
Furthermore, the first four contributions in (3.10) correspond to the high Péclet number scenario
and determine the following wavenumber [30,32]:
kmAG = kmBP + V exp(−iθ )4DT
. (3.13)
The first and fifth terms on the right-hand side of expression (3.10) describe the kinetically limited
crystal growth without convection studied by Brener [43].
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An analytical solution of cubic equation (3.10) has been found using Cardano’s formula (d0 = 0)
for the fourfold symmetry of dendritic growth as [32]
km = kmAG + iVβ˜(θ ) sin θ2 d(θ )TQ
. (3.14)
In the kinetically limited growth regime (d0 → 0), equation (3.10) leads to [32]
km =
iTQ exp(iθ )
2DTβ˜(θ ) sin θ
+ V cos θ
2DT
. (3.15)
The aforesaid limiting cases (3.11)–(3.15) described by the single generalized expression (3.10)
have been previously considered for the fourfold crystal growth symmetry (n= 4).
Expression (3.10) transforms to the corresponding expression (3) for the sixfold symmetry (n=
6) [38].
(c) Solvability criterion for thermally controlled growth
Consider the purely thermal mode of dendritic solidification described by expression (3.14)
when αd  1, αβ  1, θd = 0 and θβ = 0. Substituting the wavenumber (3.14) into the solvability
integral (3.1), we arrive at
∫∞
−∞
dηG[X0(η)] exp
{
−i
∫ η
0
[
Pg(1 − iη1)
2
+ iρVβ0η1
2d0
−
√
(1 + iη1)(1 + η21)λn + iαη1Bn(η1)
σ ∗Bn(η1)
⎤
⎦dη1
⎫⎬
⎭= 0, (3.16)
where
l1 = −ρ2
[
tan θ
cos θ
+ ln
(
1
cos θ
+ tan θ
)]
, η = tan θ , α = aUd0
4ρV
, λn = n + 12 , σ
∗ = 2d0DT
ρ2V
,
Bn(η) = (1 + η2)n/2 − αd
n∑
k=0
(
n
k
)
ηn−k cos
(n − k)π
2
.
Expression (3.16) contains previously constructed solvability theories [29,30,32] for the
fourfold crystal growth symmetry (when n= 4). More specifically, expression (3.16) transforms to
equations (39) and (40) obtained by Bouissou & Pelcé [29] at n= 4, Pg  1 and β0 = 0. In addition,
the solvability integral (3.16) becomes identical to expression (5) from [30] and to equation (20)
from [32] for the same conditions at arbitrary Péclet number.
The wavenumber in the kinetically limited regime can be obtained by combining relations (3.1)
and (3.15) under the assumptions that θβ = 0 and θd = 0:
∫∞
−∞
dηG[X0(η)] exp
{
−i
∫ η
0
[
Pg +
iρ(1 + iη1)(1 + η21)λn
2DTβ0η1B′n(η1)
]
dη1
}
= 0,
B′n(η) = (1 + η2)n/2 − αβ
n∑
k=0
(
n
k
)
ηn−k cos
(n − k)π
2
. (3.17)
The integrals (3.16) and (3.17) become identical to integrals (20) and (24) from [32] for the fourfold
dendritic symmetry (n= 4).
We calculate the solvability integral (3.16) in two stages as detailed in [32]. At the first stage,
we neglect the kinetic contribution (proportional to β0 in (3.16)) and pay attention to the case
known as ‘thermally controlled’ crystal growth. Setting β0 = 0, we come to the selection criterion
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(see also [29–31])
σ ∗ = 2d0DT
ρ2V
= σ0α
7/n
d A
7/n
n
(1 + a1α2/nd A
2/n
n Pg)2(1 + bτυnn )
, (3.18)
where
τn = αα−3/nd A
−3/n
n , υn =
n + 7
2(n + 3) , An = 2
−3n/4
n∑
k=0
(
n
k
)
in−k cos
(n − k)π
2
,
and σ0 and b are constants. Indeed, if we consider the fourfold crystal symmetry, when A4 = 1 and
υ4 = 1114 , the generalized criterion (3.18) transforms to the previously known results (see criterion
(6) in [30] and criterion (25) in [32]). If this is really the case, a1 is given by [30]
a1 =
(
8σ0
7
)1/2 ( 3
56
)3/8
.
The second stage to evaluate the integral expression (3.16) is to analyse the dendrite growth
mode controlled by the kinetic contribution (proportional to β0). By doing so, we neglect the
summand proportional to the growth Péclet number in (3.16) and arrive at (by analogy with [32])
σ ∗ = σ0α
7/n
d A
7/n
n
[1 + a′1α
2/n
d PgDTβ0A
2/n
n /d0]2(1 + bτυnn )
, (3.19)
where a′1 is a new constant previously found for the fourfold symmetry (n= 4) [32,43]
a′1 = 20
√
σ0
3
.
The obtained criterion (3.19) becomes identical to the asymptotic criterion (25) given by
Brener [43] for n= 4, U = 0 and if the second contribution in square brackets in its denominator
is many times greater than unity. The derived criterion (3.19) is identical to criterion (26) deduced
in [32] merely at n= 4.
Stitching together the obtained limiting criteria (3.18) and (3.19), we come to the generalized
criterion of the form
σ ∗ = σ0α
7/n
d A
7/n
n
[1 + a1α2/nd A
2/n
n Pg(1 + δ0DTβ0/d0)]2(1 + bτυnn )
, (3.20)
where a′1 = a1δ0 and δ0 represents a fitting constant. Note that the selection constants σ0 and b
for each n might be found experimentally or from the phase-field modelling by analogy with the
fourfold growth symmetry (n= 4) studied in [53–56].
Keeping in mind that σ ∗ = 2d0DT/(ρ2V) = d0V/(2DTP2g), let us reformulate the selection
criterion (3.20) in terms of the dendrite tip velocity V as
V =
2DTP2gσ0α
7/n
d A
7/n
n /d0
[1 + a1α2/nd A
2/n
n Pg(1 + δ0DTβ0/d0)]2(1 + bτυnn )
. (3.21)
Expression (3.21) coincides with the expression V ∝DTα3/4d d−10 f (
√
αdPg) previously obtained
in [57] for a motionless liquid phase with n= 4 (the reader may find the function f in figure 8
in [57]).
The derived criteria (3.20) and (3.21) entirely correspond to the previously obtained criteria
(29) and (30) in [32] for n= 4. The difference between them is the powers of αd and τn responsible
for anisotropy and convection.
The generalized selection criteria (3.20) and (3.21) comprise previously studied growth regimes
in a single-component melt with n= 4 and n= 6. In particular, equations (3.20) and (3.21) include
the following criteria:
(i) without convection and growth kinetics for small Péclet number (α = 0, β0 = 0, Pg  1,
n= 4) [26,27];
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(ii) without growth kinetics for small Péclet number (β0 = 0, Pg  1, n= 4) [29,31];
(iii) without convection and growth kinetics for arbitrary Péclet number (α = 0, β0 = 0, n=
4) [30,58];
(iv) without convection for small Péclet number (α = 0, Pg  1, n= 4) [43];
(v) with convection, anisotropy for n= 4 and n= 6 [32,38].
Finally, consider a regime with a predominant role of kinetic anisotropy. For the limiting case
of small kinetic anisotropy αβ  1 in condition (3.17), we arrive at the selection criterion
V =
σ0α
5/n
β A
5/n
n Pg
β0(1 + hnα2/nβ A2/nn Pg)
. (3.22)
This criterion describes the kinetically limited dendritic solidification occurring at large Péclet
numbers only, where hn is a constant. Consequently, assuming Pg  1 in criteria (3.21) and (3.22),
and equating them, we find hn as
hn =
d0α
3/n
β a
2
1(1 + δ0DTβ0/d0)2
2DTβ0α
3/n
d
.
In the case of fourfold symmetry, n= 4, this formula transforms to the previously known one [32].
The criterion (3.22) can be reformulated for the dendrite tip diameter ρ as
ρ =
2DTβ0(1 + hnα2/nβ A2/nn Pg)
σ0α
5/n
β A
5/n
n
. (3.23)
Criteria (3.22) and (3.23) are identical to expressions (35) and (36) from [32] for n= 4. In addition,
expression (3.22) transforms to criterion (16) from [43] if the growth Péclet number is small
enough. Indeed, with the given kinetic anisotropy, αβ , the tip radius (3.23) depends on the
growth Péclet number in the whole range of the growth velocity. By contrast, using estimations
hn < 1 and α
2/n
β < 1, the limiting regime of small growth Péclet numbers, Pg  1, can be deduced
from equation (3.22) as V = σ0α5/nβ A5/nn Pg/β0. This result has been obtained by equation (16) in
Brener [43] for fourfold symmetry, n= 4, which is equivalent to the expression
ρ = 2DTβ0
σ0
α
−5/n
β A
−5/n
n ,
showing that, for a given kinetic anisotropy, αβ , the dendrite tip radius takes a constant value for
each arbitrarily chosen dendrite tip velocity. Thus, both criteria (3.22) and (3.23) confirm a key role
of kinetics (when compared with the surface energy anisotropy) for high-rate dendritic growth
highlighted in [59,60].
(d) Solvability criteria for solutal and thermo-solutal growth
Consider now a chemical dendrite in a binary mixture growing in the presence of convection
under constant temperature. The problem statement and solvability analysis are quite similar
to the aforementioned purely thermal theory. The difference consists in the fact that the chemical
dendrite is described by the so-called one-sided model (diffusion in the liquid controls the growth
and diffusion in the solid is negligible). This gives a scale factor ‘2’ in the solvability criterion.
In addition, keeping in mind a correlation multiplier mCi(1 − k0)/TQ appearing as a result of
transition from the purely thermal to the purely chemical Stefan problem, we come to the stability
criterion σ ∗CD that describes a stable dendritic growth in two-component isothermal systems with
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a forced convective flow:
σ ∗CD =
2d0DC
ρ2V
= [2mCi(1 − k0)/TQ]σ0α
7/n
d A
7/n
n
[1 + a2α2/nd A
2/n
n PC(1 + δ0DCβ0/d0CD)]2(1 + bτυnnCD)
, (3.24)
where
τnCD = αCD
α
3/n
d A
3/n
n
, αCD = aUd0CD2ρV , d0CD =
TQd0
2mCi(1 − k0)
, PC = ρV2DC
and a2 =
√
2a1 [30].
The two selection criteria (3.20) and (3.24) derived for thermally and chemically stable
dendritic growth should be joined together into a unified criterion for the thermo-solutal problem.
A complete deduction of this criterion for the fourfold symmetry is given in [31]. The unified
selection criterion, which gives a combination between V and ρ for dendritic growth in binary
systems with a forced convection and takes into account the anisotropies of growth kinetics and
surface energy, reads as
σ ∗ = 2d0DT
ρ2V
= σ0α
7/n
d A
7/n
n
1 + bτ¯ υnn
{
1
[1 + a1α2/nd A
2/n
n Pg(1 + δ0DTβ0/d0)]2
+ 2mCi(1 − k0)DT
[1 + a2α2/nd A
2/n
n PC(1 + δ0DCβ0/d0CD)]2TQDC
}
, (3.25)
where
τ¯n = α−3/nd A
−3/n
n
(
aUd0
4ρVP
+ aUd0DT
2ρVPDC
)
, P= 1 + 2mCi(1 − k0)DT
TQDC
.
The criterion (3.25) works at arbitrary Péclet numbers within the framework of the parabolic
heat and mass transfer model. What is most remarkable is that this criterion contains previously
studied limiting cases. In addition to limits described in its thermal part (3.20) (the first summand
in curly brackets of expression (3.25)), the criterion (3.25) includes the following modes:
(vi) without convection and growth kinetics for small Péclet number and constant
temperature (α = 0, β0 = 0, Pg  1) [28];
(vii) for the thermo-solutal problem with fourfold symmetry [30–32].
4. Undercooling balance
In this section, the second relation for V and ρ via the undercooling balance is formulated. This
second relation and selection criterion allow us to obtain a pair of most important parameters of
primary solidification, V and ρ, at a unique undercooling T.
(a) Governing equations
The thermo-solutal criterion (3.25) obtained for the n-fold symmetry determines the first
combination between the crystal tip velocity V and its tip diameter ρ as σ ∗ = 2d0DT/(ρ2V).
This combination is the result of solutions lying close to the steady-state Ivantsov or Horvay–
Cahn solutions, which determine the temperature and concentration at the surface of the two- or
three-dimensional dendrite.
The second combination between V and ρ is found from the undercooling balance, which
represents the driving force of crystal growth. The total undercooling T = Tm − T∞ at the
dendrite tip consists of several contributions:
T = TT + TC + TR + TK, (4.1)
where TT and TC stand for the thermal and solutal undercoolings, TR = 2d0TQ/R is the
undercooling appearing due to the Gibbs–Thomson effect and TK =V/μk represents the kinetic
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undercooling (μk is the kinetic coefficient). The total undercooling balance (4.1) connects the
surface temperature Ti at the dendritic tip and the far-field temperature T∞.
Introducing the modified thermal and solutal Ivantsov functions
Iv∗T(Pg,Pf ) = Pg exp(P0)IT(∞), P0 = Pg + Pf ,
and Iv∗C(PC,Pcf ) = PC exp(PC + Pcf )IC(∞),
⎫⎬
⎭ (4.2)
the thermal and solutal contributions are given by
TT = TQIv∗T(Pg,Pf ),
and TC =
mC∞(1 − k0)Iv∗C(PC,Pcf )
1 − (1 − k0)Iv∗C(PC,Pcf )
,
⎫⎪⎪⎬
⎪⎪⎭ (4.3)
where Pcf = ρU/(2DC). Expressions (4.1)–(4.3) represent an implicit combination for V and ρ as
functions of T.
(b) Exact analytical solutions
The set of two equations (3.25) and (4.1) determine the stable mode of crystal growth in a two-
component mixture. In the absence of convection, U = 0, this set of two equations can be resolved
analytically. Indeed, the thermal and concentration integrals (2.15) depend on the growth Péclet
number Pg only,
IT(Pg) =
∫∞
1
exp(−Pgη′)
η′(j−1)/2
dη′, IC(Pg) =
∫∞
1
exp(−PgDTη′/DC)
η′(j−1)/2
dη′, (4.4)
as well as the modified Ivantsov functions (4.2),
Iv∗T(Pg) = Pg exp(Pg)IT(Pg), Iv∗C(Pg) =
PgDT
DC
exp
(
PgDT
DC
)
IC(Pg). (4.5)
Then, the surface concentration Ci, undercooling Ti and d0CD also depend on Pg:
Ci(Pg) =
Cl∞
1 − (1 − k0)Iv∗C(Pg)
, Ti(Pg) =
(1 − k0)mCi(Pg)
k0TQ
and d0CD(Pg) =
TQd0
2mCi(Pg)(1 − k0)
.
⎫⎪⎪⎪⎬
⎪⎪⎪⎭
(4.6)
Therefore, the solvability criterion (3.25) reads
d0
σ0α
7/n
d A
7/n
n ρPg
= 1
[1 + a1α2/nd A
2/n
n Pg(1 + δ0DTβ0/d0)]2
+ 2k0Ti(Pg)DT
[1 + a2α2/nd A
2/n
n Pg(1 + δ0DCβ0/d0CD(Pg))DT/DC]2DC
≡ Λ(Pg). (4.7)
Equation (4.7) can be rewritten to obtain the dendrite tip diameter as a function of Pg:
ρ(Pg) = d0
σ0α
7/n
d A
7/n
n PgΛ(Pg)
. (4.8)
Keeping in mind the parametric solutions (4.4)–(4.8) and expressing velocity V in terms of Pg,
V(Pg) =
2DTPg
ρ(Pg)
, (4.9)
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Figure 2. Dimensionless dendritic tip velocity Vd = Vd0/DT and diameter ρd = ρ/d0 as functions of the growth Péclet
number Pg. Physical parameters are [32]: σ0 = 2, U = 0, αd = αβ = 0.1, DTβ0/d0 = 20, a1 = 0.5, δ0 = 32.4. The solid
and dashed curves are plotted for θd = 0 and θβ = 0, respectively. The crystal growth symmetry is marked as n = 6 (red),
n = 4 (green) and n = 3 (blue). The vertical lines plotted through the minimum points for each curve divide the parametric
regions of thermally controlled and kinetically limited regimes. (Online version in colour.)
we reformulate the undercooling balance (4.1) in a parametric form of Pg as
T = TT(Pg) + TC(Pg) +
4d0TQ
ρ(Pg)
+ 2DTPg
μkρ(Pg)
, (4.10)
where
TT(Pg) = TQIv∗T(Pg), TC(Pg) =
mC∞(1 − k0)Iv∗C(Pg)
1 − (1 − k0)Iv∗C(Pg)
.
Concluding this section, expressions (4.8)–(4.10) represent the exact parametric solutions (with
the parameter Pg) in the absence of convective flow.
(c) Behaviour of solutions
Figure 2 illustrates dimensionless dendrite tip velocity Vd =Vd0/DT and tip diameter ρd = ρ/d0
calculated by analytical solutions (4.8) and (4.9). The solid curves demonstrate the thermally
controlled growth, which is described by selection criteria (3.20), (3.21) or (3.25), while the dotted
lines show the kinetically limited growth, which is defined by selection criteria (3.22) and (3.23).
First, the dendritic crystals having larger growth symmetry (large values of n) evolve faster
than the corresponding crystals having smaller n (see figure 2a). As this takes place, their tip
diameter ρ is smaller, that is, the crystals are thinner than those with smaller n. Second, the
minima of curves plotted in figure 2b highlight a transition from thermally controlled growth
to kinetically limited growth. The thermally controlled growth (the solid curves in figure 2)
asymptotically tends to the kinetically limited growth (the dotted curves in figure 2) with
increasing growth Péclet number. Third, the velocity and tip diameter given by the selection
criteria (3.20) and (3.21) for the thermally controlled growth smoothly tend to their values given
by selection criteria (3.22) and (3.23) for the kinetic regime. Meanwhile, expressions (3.20), (3.21)
and (3.25) have been derived for the growth mode governed by the surface energy anisotropy αd,
while expressions (3.22) and (3.23) have been obtained for the mode controlled by the kinetic
anisotropy αβ . In other words, these two groups of selection criteria define two physically
different solidification scenarios. Note that in the nearly asymptotic region (10−1  Pg  1) the
growth velocity can sharply change between the thermally controlled and kinetically limited
regimes (i.e. between the solid and dotted lines in figure 2). This takes up the question of what
is the selection growth mode between kinetic and thermal branches illustrated in figure 2. Will
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this transition be smooth or discontinuous1 in the behaviour of V and ρ? Answers to these
questions might be found in natural experiments with the solidification of transparent liquids
and in computational modelling of rapid dendritic growth.
5. Dendritic growth under convective heat and mass transport at the interface
The fluid velocity field in the vicinity of growing dendrites might be so intensive that it may
lead to convective heat and mass transport fluxes at the dendritic surface [61]. The conductive
mechanism of heat and mass transfer (2.6) and (2.7) becomes inapplicable. For developing
the selection of growth mode under intensive convective conditions, we consider below the
corresponding theory for the fourfold symmetry (n= 4) in the presence of so-called convective
heat and mass fluxes in the liquid phase [61–67]. Such fluxes can be caused, for instance, by
turbulent mixing in the oceanic boundary layer underneath the ice cover.
Let us especially note that in the case of dendritic growth in electromagnetically levitated
undercooled droplets, it is possible to observe solidification processes with high Reynolds
numbers of the order of 102–103 [68,69]. This experimental evidence is confirmed by the following
estimation of the Reynolds number. If we choose typical dendritic parameters such as dendrite tip
diameter approximately 10−5–10−6 m, fluid velocity approximately 10−5–1 m s−1 and kinematic
viscosity approximately 10−7 m2 s−1, we come to the Reynolds number approximately 10−4–
103, which corresponds to experimental data [68,69]. In other words, if we are dealing with
undercooled metallic melts, one can expect that the heat and mass transfer mechanism becomes
convective and, as is shown in [68], the fluid flow inside the levitated drop becomes turbulent.
These estimations of course are valid only outside a narrow boundary layer surrounding the
growing dendritic structures. As a result, an important task for future investigations is to estimate
the Reynolds number in this boundary layer. We will not dwell on this point below, where the
theory of a stable mode of dendritic growth is developed with allowance for convective boundary
conditions at the phase interface.
(a) The model and its steady-state solution
If the flow near the dendrite surface is substantial, the rate of its motion depends on the convective
(or turbulent) fluxes of heat and solute in the liquid phase (ocean). In this case, the boundary
conditions (2.6) and (2.7) of heat and mass balance at the dendrite interface are replaced by [61,
62,64,65]
TQ
DT
v · n= ∇Ts · n+ αhρlclu∗ks (Ti − T∞) (5.1)
and
(1 − k0)Civ · n= αmu∗(Ci − Cl∞), (5.2)
where subscript i designates the temperature and solute concentration at the dendrite interface,
αh and αm are the convective (turbulent) coefficients for heat and mass, ρl and cl are the density
and specific heat capacity of the liquid phase, ks is the thermal conductivity coefficient of the
solid phase and u∗ represents the friction velocity (see figure 3). Note that the friction velocity is
determined as u∗ =
√
τs/ρl, where τs is the shear stress [71]. The ratio of exchange coefficients
αh/αm depends on the molecular diffusivities for heat DT and impurity DC, so that αh/αm =
(DT/DC)n¯ [61,66] with 23 < n¯<
4
5 [72–74].
Equations (2.8) and (2.9) must be integrated in parabolic coordinates (2.11) with allowance
for the boundary conditions (5.1) and (5.2). The integration leads to the temperature and
concentration distributions (2.14), where IT, IC, Ti and Ci are determined by the following
1According to the work of Brener [43], the transition between thermally controlled and kinetically limited regimes can be
smooth or sharp depending on the preferred growth directions along the anisotropy of surface energy, αd, or along the
anisotropy of kinetics, αβ .
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u
*
Figure 3. Schematic representation of a curl induced by intensive convective flow far from a dendritic interface. The curl
provides convective transport of heat and mass (expressions (5.1) and (5.2)) and friction velocity u∗ at the dendritic surface.
The distribution of velocities, shown in this curl by arrows, is taken from Gao et al. [70]. (Online version in colour.)
expressions:
IT(η) =
∫ η
1
exp(−Pgη′)
η′(j−1)/2
dη′, IC(η) =
∫ η
1
exp(−PCη′)
η′(j−1)/2
dη′,
and Ti = T∞ +
TQVks
αhρlclu∗DT
, Ci =
αmu∗Cl∞
αmu∗ − (1 − k0)V
,
⎫⎪⎪⎪⎬
⎪⎪⎪⎭
(5.3)
with j= 2 and j= 3 in the two- and three-dimensional cases (as before).
(b) Linear stability analysis for convective boundary conditions
As has already been mentioned, analytical solutions describing the steady-state dendritic growth
can be found in the vicinity of steady-state solutions (2.14) and (5.3) in the case of small
anisotropies of surface energy and growth kinetics. In order to find the marginal mode for
wavenumber km, one can develop the linear stability analysis in the case of convective heat
and mass transfer mechanisms by analogy with the previous description. The temperature
perturbations T′l and T
′
s are governed by equation (3.6), whereas the concentration perturbation
C′l has a similar form when replacing DT by DC and T
′
l by C
′
l. As U = 0 in the present model
(hydrodynamic flows are characterized by the friction velocity u∗ only, figure 3), u¯ and v¯ from (3.4)
have only the main contributions, i.e. u¯= −V sin θ and v¯ = −V cos θ .
In accordance with the aforementioned theory, temperature and concentration perturbations
(T′l,s and C
′
l) as well as the dendritic interface perturbation (ξ
′) take the form
T′l = (Tl0 + Tl1yc + Tl2y2c )E(t, xc, yc), T′s = (Ts0 + Ts1yc + Ts2y2c )E(t, xc, yc),
and C′ = (C0 + C1yc + C2y2c )E(t, xc, yc), ξ ′ =CE(t, xc, yc),
⎫⎬
⎭ (5.4)
where, as before,  has the same sign as the real part of k, ∂ξ ′/∂t= −v′ at the surface, and
E(t, xc, yc) = exp(ωt + ikxc − kyc); Tlι, Tsι, Cι and C represent the amplitudes of perturbations
(ι = 0, 1, 2).
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Substitution of solutions (5.4) into the temperature and concentration perturbation equations
leads to
Tl,s2 =
ωC
4DT
dT¯l,s
dyc
, Tl,s1 =
3ωC
4kDT
dT¯l,s
dyc
− [ω + Vk( cos θ − i sin θ )]Tl,s0
2kDT
,
and C2 = ωC4DC
dC¯l
dyc
, C1 = 3ωC4kDC
dC¯l
dyc
− [ω + Vk( cos θ − i sin θ )]C0
2kDC
.
⎫⎪⎪⎪⎬
⎪⎪⎪⎭
(5.5)
Solutions (5.5) transform to the corresponding expressions in the limiting case of zero velocity
of a laminar flow previously found in [31]. The derivatives dT¯l/dyc = h1 and dC¯l/dyc = h2 at the
dendrite surface yc = 0 entering in (5.5) can be obtained from the steady-state solutions (2.14)
and (5.3) as
h1 = −
2TQVks exp(−Pg)
ραhρlclu∗DTIT(∞)
, h2 = − 2(1 − k0)VCl∞ exp(−PC)
ρ[αmu∗ − (1 − k0)V]IC(∞)
. (5.6)
Now, expanding the boundary conditions (2.1), (5.1) and (5.2) in series, we come to the
following set of conditions imposed at the dendritic interface yc = 0:
T′l = −(h1 + mh2)ξ ′ − mC′l − dTQ
∂2ξ ′
∂y2c
+ β˜ ∂ξ
′
∂t
,
T′s =mh2ξ ′ + mC′l + dTQ
∂2ξ ′
∂y2c
− β˜ ∂ξ
′
∂t
,
TQ
DT
∂ξ ′
∂t
= ∂T
′
s
∂yc
− 2bh1ξ ′ − 2bT′l,
and
1 − k0
αmu∗
(
V cos θ C′l + V cos θ h2ξ ′ + Ci
∂ξ ′
∂t
)
+ C′l + h2ξ ′ = 0,
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
(5.7)
where b= αhρlclu∗/(2ks).
Further substitution of perturbations (5.4) into the boundary conditions (5.7) leads to four
equations for the perturbation amplitudes Tl0, Ts0, C0 and C. Equating the determinant of this
system to zero, we get a dispersion equation for the function ω(k). Now consider a coordinate
system moving in a normal direction to the dendrite interface with velocity V cos θ . Owing to
the rotational symmetry of the system a perturbation with wavenumber k grows with rate ω(k).
However, if the origin of the coordinate system is moving along the z-axis with the constant
velocity V, the perturbation grows as ω(k) − iVk sin θ by the action of the tangential velocity
V sin θ in the new reference frame [29]. Therefore, replacing ω(k) by −iVk sin θ at the neutral
stability curve (where ω vanishes), setting  = −1 and substituting −i instead of i according to
the previous theories [29–32], we come to the following equation for the wavenumber marginal
mode k= km:
k2 +
(
2b − iβV sin θ
d
− iB sin θ
dA
)
k − 2biβV sin θ
d
− iV sin θ
DTd
− 2biB sin θ
dA
= 0, (5.8)
where
A= 1 + (1 − k0)V cos θ
αmu∗
, B= (1 − k0)mCiV
αmu∗TQ
, β(θ ) = β˜(θ )
TQ
.
(c) Solvability criterion
(i) Purely thermal growth
For the dendritic growth in a one-component system without impurities (Cl∞ =Ci = 0), one can
find the following expression for the wavenumber from equation (5.8):
k= −b
√
1 + iqV sin θ
bd
− b + iβV sin θ
2d
, (5.9)
where we assume that αβ  1, V 10 m s−1 and q= β0 + 1/(bDT). Now substituting k from (5.9)
into the solvability condition (3.1) in the case of small anisotropy parameters (αd  1 and αβ  1)
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and with a zero angle between the directions of growth and surface energy minimum (with θd = 0,
see explanations around equation (2.5)), one can obtain
∫∞
−∞
dφ G[X0(η(φ))] exp
⎧⎪⎨
⎪⎩
∫φ
1/
√
2αd
⎡
⎢⎣
√√√√27/4ρ2bqVα5/4d (φ′5/2 − τ˜ φ(φ′2 − 1))
d0(1 − φ′2)
+ ρ√
2αdd0
(
27/4α5/4d bd0
√
φ′ + β0Vα3/4d
)]
dφ′
}
, (5.10)
where the following notations are introduced [23,27,29,31]:
l1 = −ρ2
[
tan θ
cos θ
+ ln
(
1
cos θ
+ tan θ
)]
, tan θ = i(1 −
√
2αdφ
′) = η(φ′), τ˜ = 2
3/4α
1/4
d bd0
qV
.
The solvability integral (5.10) can be found in accordance with the previous theory developed
in [23,27,29,31]. Two dominant contributions exist for this integral: the contribution from the loop
and the contribution from the stationary phase points. The first contribution should be calculated
between a distance ∼ τ˜ 2/3 (a splitting distance of the stationary phase points) at the intersection
of the steepest descent path and the real axis and φ′ ∼ 1. This contribution leads to an oscillating
factor to the exponentially small value of the integral of the form
cos
⎡
⎣A¯1
√
α
5/4
d DTbq
σ ∗
(1 + B¯1τ˜ 3/2) + 2b1τ˜3 + b2τ˜
2/3
⎤
⎦ ,
σ ∗ = 2d0DT
ρ2V
, b1 = 25/4α3/4d ρb, b2 =
α
1/4
d ρβ0V√
2d0
. (5.11)
The contribution from the stationary phase points has the following oscillating part:
cos
⎡
⎣A¯2
√
α
5/4
d DTbq
σ ∗
(1 + B¯2τ˜ 3/2) + 2b1(1 − τ˜ )3 + b2(1 − τ˜
2/3)
⎤
⎦ . (5.12)
Here, A¯1, A¯2, B¯1 and B¯2 are constants. The cancellation of the sum of contributions (5.11) and (5.12)
leads to the selection criterion for solely thermal dendritic growth in the presence of convective
heat transfer in the liquid phase:
σ ∗ = σ0α
5/4
d (1 + bDTβ0)(1 + μτ˜ 3/2)2
[1 + ν1(α3/4d ρb + 3α
1/4
d ρβ0V/2
5/4d0)]2
, (5.13)
where σ0, μ and ν1 represent new constants.
The constant ν1 can be determined from the limiting case of high growth velocities when the
crystal grows in the kinetic regime. Indeed, setting b→ 0, τ˜ → 0 and 3ν1α1/4d ρβ0V/(25/4d0)  1,
equation (5.13) gives
σ ∗ = 2
1/2σ0α
3/4
d d
2
0
9ν21β
2
0D
2
TP
2
g
, Pg = ρV2DT
. (5.14)
The selection criterion previously found for the dendritic growth in a laminar forced flow
(expression (29) in [32]) in the same limit takes the form
σ ∗ = σ0α
3/4
d d
2
0
γβ20D
2
TP
2
g
, γ = 400σ0
3
. (5.15)
Combining expressions (5.14) and (5.15), we get
ν21 =
29/225σ0
27
.
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Figure 4. Panel (a) shows a comparison of selection criteria for the conductive heat transfer mechanism (3.20) (plotted
for n = 4 and U = 0) and for the convective heat transfer mechanism (5.13) induced by intensive fluid motions (plotted
for u∗ = 0.1 m s−1). Panel (b) compares the ‘convective’ selection criterion (5.13) at different friction velocities. Physical
parameters are [38,62,74]: αh = 0.0095, ks = 2.03 Wm−1 ◦C−1, ρl = 103 kg m−3, cl = 4187 W s kg−1 ◦C−1, d0 = 2.8 ×
10−10 m,αd = 0.35,σ0 = 0.17, DT = 1.17 × 10−7 m2 s−1,μ = 0 andβ1 = β0 = 0. (Online version in colour.)
Thus, the selection criterion (5.13) contains only two constants, σ0 and μ, which should be
determined from experimental data or phase field modelling [54,55].
The obtained ‘convective’ selection criterion (5.13) and the criterion (3.20) for the traditional
conductive heat transfer mechanism in the liquid phase have a very similar behaviour V(ρ) as
is shown in figure 4a. It can be seen that the dendrite tip diameter is greater in the case of the
convective heat transfer mechanism induced by intensive convective (even turbulent) motions
in liquid (ocean) at a given crystal growth rate V. In addition, in the case of ‘convective’ growth
conditions, the dendrite tip diameter increases with increasing friction velocity u∗ at a fixed value
of V (see figure 4b).
(ii) Thermo-solutal growth
To obtain a stability criterion for binary systems, we consider two different cases. The first
case concerns very diluted systems, when β1 = β0 + mCi(1 − k0)/(TQαsu∗) 
√
d0/(VDT) or β1 
bd0/V and A∼ 1 (the last estimation follows from the boundary condition (5.2)). In this limit,
the wavenumber for the marginal mode takes the form of expression (5.9), where β0 is replaced
by β0 + mCi(1 − k0)/(TQαsu∗). In this case, derivation of the stability criterion is completely
analogous to the aforementioned case of pure systems and σ ∗ takes the form of expression (5.13),
where we write β1 instead of β0:
σ ∗ = σ0α
5/4
d (1 + bDTβ1)(1 + μτ˜
3/2
1 )
2
[1 + ν1(α3/4d ρb + 3α
1/4
d Pgβ1DT/2
1/4d0)]2
, τ˜1 =
α
1/4
d ρb
2d0
21/4Pg(1 + bDTβ1)
. (5.16)
The limit of applicability of this criterion is β1 
√
d0/(VDT) or β1  bd0/V.
The wavenumber for the marginal mode in the opposite limiting case β1 
√
d0/(VDT) can be
found from equation (5.8) in the form of
k= iβ1V sin θ
d
. (5.17)
Substituting k from (5.17) into the solvability condition (3.1) we obtain
∫∞
−∞
dφ G[X0(η(φ))] exp
(√
2αdρVβ1
d0
∫φ
1/
√
2αd
φ′2 dφ′
φ′2 − 1
)
. (5.18)
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The integral (5.18) is dominated by the contribution from the loop [29], which gives an oscillating
factor to the exponentially small value of the integral,
cos
(
A¯3
√
αdρVβ1
d0
)
,
where A¯3 is a constant. This function vanishes for selected values of the argument. Then, equating
the last expression to zero, we obtain the criterion
σ ∗ = 2d0DT
ρ2V
= σ0
√
αdVβ1
Pg
= 2σ0
√
αdDTβ1
ρ
, (5.19)
where, again, σ0 designates a constant, which must be found from experiments or phase field
modelling. Note that the limit of applicability of criterion (5.19) is β1 
√
d0/(VDT).
Let us especially emphasize that σ ∗ from expression (5.16), which is formally valid for β1 √
d0/(VDT), tends to zero for large β1. On the other hand, σ ∗ from (5.19), which was derived in
the limit β1 
√
d0/(VDT), formally tends to zero for small β1. This behaviour enables us to get
a single solvability criterion by stitching together both limiting cases in β1, i.e. expressions (5.16)
and (5.19). Thus, the generalized criterion becomes
σ ∗(ρ,V) = 2d0DT
ρ2V
= σ0α
5/4
d (1 + bDTβ1)(1 + μτ˜
3/2
1 )
2
[1 + ν1(α3/4d ρb + 3α
1/4
d Pgβ1DT/2
1/4d0)]2
+ 2σ0
√
αdDTβ1
ρ
. (5.20)
Thus, selection criterion (5.20) determines a combination between V and ρ in the case of
anisotropic thermo-solutal dendritic growth with allowance for the convective heat and mass
transport mechanism in the liquid.
(d) Undercooling balance and exact analytical solution
The undercooling balance T = Tm − T∞ is defined by expression (5.20). Its contributions, as can
be easily seen from (5.3), take the form
TT = Ti − T∞ =
TQVks
αhρlclu∗DT
, TC =m(Ci − Cl∞) =
(1 − k0)VmCl∞
αmu∗ − (1 − k0)V
, (5.21)
with, as before, TR = 4d0TQ/ρ, and TK =V/μk (R= ρ/2). Expressions (5.21) demonstrate that
TT and TC are independent of ρ. Keeping in mind that the total undercooling T = Tm − T∞
is constant and combining equations (4.1) and (5.21), one can express the explicit function ρ(V) in
the form
ρ(V) = 4d0TQ
T − TT(V) − TC(V) − V/μk
. (5.22)
Now substituting ρ(V) from (5.22) into (5.20), we come to the implicit equation for the dendritic
velocity V of the form
ρ2(V)V
2d0DT
σ ∗(ρ(V),V) = 1, (5.23)
where σ ∗(ρ(V),V) is determined by the right-hand side of equation (5.20) after substituting ρ(V)
from expression (5.22). Thus, relations (5.22) and (5.23) represent the exact analytical solution if
the convective heat and mass transport completely define the stable dendritic growth. Namely,
equation (5.23) gives V(T) and then equation (5.22) explicitly leads to the function ρ(T).
6. The role of convection in dendrite growth kinetics
Convection plays an essential role in the growth of dendrites [15,16,75]. Convection may influence
(i) the transport of heat and substances [46,53,76,77] as well as (ii) mechanical deformation of
dendritic crystals [78]. Because the mechanical influence of the flow is not considered in this work,
only the effect of the convective transport on the dendrite growth kinetics [79] is presented.
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Figure 5. (a) Comparison ofmeasured [80] and calculated [56] velocities of the growing SCN dendrites. (b) Calculated dendritic
tip velocities (curves are given by Alexandrov & Galenko model [31]) in the glass-fluxed sample of pure nickel. For comparison,
calculated tip velocities in thepresenceof aflowof 0.1 m s−1 and/or a strongly partitioning impurity of 1000 ppmare also shown.
The measured tip velocities taken from Gao et al. [56] are plotted as functions of the measured and corrected undercoolings in
Gao et al. [70]. (c) Dendrite growth velocities as functions of undercooling of Ni2B alloy for various fluid flow velocities [13].
Electrostatic levitation (ESL, solid circles), U = 0.00 m s−1, and EML (open squares), U = 0.25 m s−1. With the increase of
undercooling, the transition from irregular skeletal crystal to dendrite polycrystal ensemble occurs at the velocity of absolute
chemical stability V = Vabs. (d) Calculation of growth velocities by the model [36] (lines) using various levels of convection
(U = 0, 0.5, 0.75 m s−1) in comparisonwithdendrite growthmeasurements (diamonds) ofHartmann et al. [81] for solidification
of the Ti45Al55 alloy. Experimental error bars are shown only for the four smallest values of undercooling. (Online version
in colour.)
To demonstrate the effect of convective transport on the growth kinetics, we have chosen four
different materials: succinonitrile (SCN, a non-metallic and transparent substance) [80], nickel
(a typical metal having face-centred-cubic crystalline lattice) [70], Ni2B (a congruently melting
alloy that solidifies without chemical segregation) [76] and Ti45Al55 (an alloy solidifying with
chemical segregation) [81]. Figure 5 shows that in these four cases convection increases the
dendrite growth velocity. Experimental data with convection exhibit higher dendrite growth
velocity in comparison with data obtained for growth with (almost) negligible convection.
Qualitatively, the more intensive growth occurs due to the joint action of conductive and
convective heat and mass transports [82,83]. One quantitative explanation of the effect is that
the thermal and/or solutal boundary layer shrinks due to convection, which results in a higher
thermal and/or solutal gradient at the tips of dendrites and, therefore, in an increase of their
velocity [15,77].
The theory [30] (see equation (3.25) with n= 4) has been tested against data for both velocity V
and tip radius ρ/2 measured during growth of SCN dendrites under microgravity and terrestrial
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conditions. As has been shown [56], V and ρ/2 are both sensitive to the action of flow, which can
be well described theoretically in comparison with experimental data of Koss et al. [80]. Figure 5a
demonstrates that the growth velocity of SCN dendrites is described by a theory that takes into
account a negligible level of convection (U = 0, growth under microgravity) and an essential level
of convection with velocity comparable to the dendrite velocity (growth on the ground).
The thermal history, flow pattern and dendritic structure of a glass-fluxed nickel sample have
recently been modelled by magnetohydrodynamics calculations [70]. Simulations of temperature
distribution and flow structure revealed a large thermal gradient crossing the sample, which
led to an underestimation of the real undercooling for dendritic growth in the bulk volume
of the sample. By accounting for this underestimation, the dendritic tip velocities in the
glass-fluxed nickel melt have been calculated using a theory of three-dimensional dendritic
growth with convection [31] (see equations (3.18) and (4.1)–(4.3) with n= 4) with an agreement
between experiment and theory. Figure 5b shows the good fit the theory with incoming flow
(U > 0) between and experimentally measured velocities of dendrites grown in the glass-fluxed
nickel sample.
Convection affects not only the velocity but also the growth shape and even the crystal
morphology [84]. As is shown in Binder et al. [13], undercooled drops of the Ni2B alloy solidified
in an electrostatic levitator (ESL) have a regular structure with macroscopically rounded dendrite
tips, suggesting atomically rough growing facets. By contrast, Ni2B alloy samples solidified in an
electromagnetic levitator (EML) have a monocrystalline facetted structure suggesting atomically
smooth growing facets. Such an Ni2B monocrystal has a skeletal morphology [76] analogous to
the known morphology of bismuth crystals. The structure of an Ni2B skeletal crystal is irregular
and grows in a convective flow at the undercooling T < 225 K, i.e. in the T region to the left of
the dotted vertical line in figure 5c. At higher undercoolings, T > 225 K, when the influence of
convection decays due to the high crystal growth velocity, skeletal morphology and facetted shape
are succeeded by a dendritic polycrystal ensemble (in the T region to the right of the dotted
vertical line in figure 5c). As a result, forced convection increases the growth velocity of Ni2B
crystals, stabilizes the growth of atomically smooth facets and changes the macroscopic growth
shape [13]. More specifically, the crystal habit alters, i.e. a skeletal monocrystal acquires a dendritic
structure as its growth velocity increases. Using the model of Alexandrov & Galenko [31] (see
equations (3.18) and (4.1)–(4.3) with n= 4), theoretical predictions quantitatively agree with
experimental crystal growth velocities with convection (EML data) and without convection (ESL
data), see figure 5c.
The non-isothermal forced flow together with solute segregation may drastically influence
the dendrite growth [36]. This is illustrated in the semi-log plot shown in figure 5d, where a
systematic deviation of experimental data from theoretical predictions at the smallest values of
undercooling and zero convective flow U = 0 can be seen. This deviation occurs in the range of
growth velocity, V 1 m s−1, comparable with the estimated flow velocity in Ti45Al55 droplets
processed in EML [13,69]. In this range, convection may drastically affect the growth kinetics due
to comparable values of growth velocity V and flow velocity U [85,86]. Including an incoming
flow U > 0 into the selection criterion of the stable growth mode increases the dendrite growth
velocity, which leads to a decrease in this discrepancy if V ≈U. It is clearly apparent that at a flow
velocity of U = 0.75 m s−1 the model [36] is able to quantitatively reproduce the experimental
results within the experimental margin of error given in Hartmann et al. [81]. Finally, one should
note that the intensity of convection and flow velocity U were not measured directly in the
experiments of Hartmann et al. [81] and so were not included in the list of measurable parameters.
In this sense, the theoretical model of the work [36] uses the fluid velocity U as a parameter
that relates to the process of viscous flow in levitated droplets realistically, but this parameter
corresponds to the adjustment of theoretical predictions with respect to the experimental data
independently of experimentally measured parameters.
Figure 5 demonstrates the effect of convection of the growth of dendrites with the fourfold
symmetry of their crystal lattice (n= 4). In addition to this, equations (3.20) and (4.1)–(4.3) can
also be tested regarding the influence of convective flow and sixfold anisotropy (n= 6). Growing in
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Figure 6. The velocity V(T) of ice dendrite growing from undercooled water D2O. The solid curve is given by the model with
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without convection [38] whose predictions are compared with data obtained on the International Space Station (circles [7]).
(Online version in colour.)
undercooled water, secondary arms of ice dendrites evolve with the angle of 60◦ to the main stems
of these dendrites, which indicates the preferable growth of crystals having sixfold symmetry.
Using experimental data of Furukawa and co-workers [7] for dendrites grown from undercooled
water D2O under terrestrial and microgravity conditions, the model with and without convective
heat transport given in the work [38] can be checked. Figure 6 shows a comparison for the tip
velocity of an ice dendrite growing on the ground (1g conditions) and in microgravity on board
the International Space Station. It is clearly shown that convection increases the growth velocity,
which is in good agreement with theoretical predictions. As in the case of dendrite growth with
fourfold symmetry (see figure 5), this means that convection increases the thermal flux from the
interface at which the latent heat releases during crystal growth. This result is consistent with the
previous experimental results and theoretical advancements on the growth of pure and alloying
dendrites [13,15,36,70,76,82].
Concluding this section, we should point out that figures 5 and 6 clearly show the increase
of growth kinetics in the range of action of convective transport. This feature predicted by the
theoretical models for growth of dendrites under convective flow in pure liquids and alloy melts
is in agreement with experimental findings under terrestrial and reduced gravity conditions in
EML and ESL facilities and with the use of the melt fluxing technique [70,76].
7. Final remarks
(a) Assumptions and simplifications of the theory
(i) Heat and mass transport
The statement of the problem given by equations (2.1)–(2.10) implies that the chemical segregation
coefficient k0, impurity diffusion coefficient DC, liquidus slope m, liquid phase density ρl and
kinematic viscosity ν are constants that do not depend on temperature and chemical composition.
Moreover, thermal diffusivities in the phases are assumed to be similar, which allows one to
directly employ the available methods for the description of dendrite growth [24,27,39]. Such
a simplified statement of the problem ensues from the fact that, in particular, the difference
23
rsta.royalsocietypublishing.org
Phil.Trans.R.Soc.A376:20170215
.........................................................
between thermal diffusivities enters the ‘empirical constant’ σ0 of the condition being sought for
the selection of the stable dendrite growth regime.
Extending the theory to the very wide range of solidification velocity (as stated in §§2 and 4),
these simplifications can be crucial for the analysis and interpretation of experimental data. For
instance, at high solidification rates, the liquidus line slope and chemical segregation coefficient
become velocity-dependent functions, leading to a drastic change of growth kinetics, and making
the transition from the diffusion-limited to thermally controlled growth very sharp [87]. However,
these simplifications enable us to carry out the analytical calculations for systems of nonlinear
equations with hydrodynamic contributions.
(ii) Flow
The Oseen approximation used in the equation of motion (2.10) makes it possible to take into
account only the most important inertial terms. Even though calculations yield sufficiently
accurate results in the literature on classical problems for a viscous fluid [31,45], the Oseen
approximation may give an essential error in a quantitative description of two-dimensional
flows [44,45]. However, the Oseen approximation is the only approximation which leads to
the analytical solution for a needle-like dendrite in the presence of viscous flow. Following the
approach developed by Bouissou & Pelcé [29], we extend their theory to three dimensions and
show that it is possible to reach a good description of experimental data on crystal growth in a
pure metallic melt (nickel), congruently melting alloy (Ni2B) and organic transparent liquid (SCN)
[13,56,76] (see figure 5). In addition, equations for the velocity field w and the mass conservation
described by the Oseen approximation (2.10) assume the pressure p in the form
p= p0 + ρ0gz[1 − βT(Ttip − T∞)], (7.1)
where ρ0 is the fluid density at Ttip = T∞, i.e. if the temperature Ttip of the dendrite tip is equal
to the temperature T∞ far from the tip in the liquid phase, η = νρ0 is the dynamic viscosity, ν is
the kinematic viscosity, g is the projection of gravitational acceleration on the coordinate axis z
and βT is the thermal expansion coefficient. In the quasi-stationary regime of dendrite growth
with constant velocity, we assume that the difference Ttip − T∞ is constant. Therefore, the form of
equations (2.10) and (7.1) allows us to describe various regimes of solidification with convection
including (i) pure forced convection, p0  |ρ0gzβT(Ttip − T∞)|, and (ii) natural convection, p0 
|ρ0gzβT(Ttip − T∞)|. In order to solve the problem of dendritic growth with natural convection,
one should replace the conductive heat and mass transport conditions at the dendrite surface by
the corresponding convective transfer boundary conditions [61] (see §5).
(iii) Anisotropy
The anisotropic capillary length d(θ , φ) and the function of anisotropic kinetics β˜(θ , φ) have been
chosen by expressions (2.3) and (2.4) for fourfold cubic symmetry. Then, equations (2.3) and (2.4)
have been reduced to their simplest form of anisotropy, d(θ ) and β˜(θ ), under the assumption
that they are independent of the angle φ (due to infinite rotational symmetry of the paraboloidal
dendrite) and the final scaling law for σ might be applied to three-dimensional dendritic growth
in the case of n-fold symmetry (for the functions d(θ , φ) and β˜(θ , φ) given by equation (2.5)).
For many symmetries, however, such an assumption has no geometrical and physical relevance.
This assumption has just been used to obtain the selection criterion σ ∗ by the easiest and fastest
route even though we have included in the analysis, for instance, sixfold symmetric crystals,
which cannot also be described by the simplest approximation of the cubic crystalline lattices2.
Therefore, special tests of the criterion (3.25) with regard to its applicability to dendrite crystals
with different n-symmetries would be appropriate to check this approximation.
2Indeed, in three-dimensional space, the hexagonal close-packed lattice (hcp lattice) has the basal plane with sixfold symmetry
and twofold symmetry in the perpendicular plane. The anisotropic functions d(θ , φ) and β˜(θ , φ) for the crystal with hcp lattice
cannot be obtained from equations (2.3) and (2.4).
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(b) Nonlinear theory
Simultaneously imposing both anisotropies for capillary force d(θ , θd) and atomic kinetics β˜(θ , θβ ),
equation (2.5), on the dendrite interface is one of the distinguishing features of the analysis
suggested in the works of Saito et al. [42] and Brener [43]. On the one hand, most of the analytical
works [24,26,27,39] analyse stability conditions in the simple case of surface tension anisotropy
mainly for a cubic crystal symmetry. These works predict that dendrites will grow along the
direction of the minimum of surface energy, which is verified in experiments with relatively
sluggish kinetics in slightly supersaturated or supercooled mixtures and species [88,89]. On
the other hand, the focus of the present work lies in the description of the whole measurable
range of undercoolings, temperature gradients, cooling rates and solidification velocities on
the basis of a unified approach. Therefore, in addition to surface tension anisotropy given by
the function d(θ , θd), anisotropy of the kinetic coefficient β˜(θ , θβ ) is introduced, which relates
interfacial undercooling to local growth velocity, usually valuable at high solidification rates.
As a result, the introduction of these two anisotropies, d(θ , θd) and β˜(θ , θβ ), allows us to cover
the whole spectrum of growth velocities [25,43]: from surface energy controlled growth up to
kinetically limited growth of a dendrite.
Simultaneously introducing two anisotropies may, however, lead to a formal difficulty in
the mathematical consistency of the present analysis. As a starting point, we have used the
linearized equations (3.7) to get the critical wavelength (3.10) as a result of a linear response
to the imposed set of perturbations. Simultaneously introducing two anisotropies as small
parameters of the theory may lead, however, to an absence of linear responses in the general
case and to the unsuitability of the linear stability analysis. Indeed, while the selection problem
is investigated in the simple case of surface tension anisotropy [24,26,27,39] with the only
small parameter, αd, the use of linearized equations for perturbations and the Fredholm
alternative [90,91] leads to formally correct scaling laws (even though the prefactors for these
laws are not determined accurately and they should be obtained from asymptotic solutions or
experimental data [25]). Introducing a second small parameter may lead to unreliability of the
linearized equations due to structural instability of the theory [92] and a rigorous approach
would consist in using matched asymptotics beyond all orders [93]. Hence, the analysis of two
small anisotropies of surface tension and kinetics should be rigorously executed in a nonlinear
approximation to predict the scaling laws with a dominant role of the surface energy or atomic
kinetics.
A rigorous method allowing one to treat the selection theory with nonlinear equations of
motion has been developed by Kassner et al. for dendrite growth in a forced potential flow [94]
and under Oseen flow [95]. Indeed, the Nash–Glicksman integral formulation of the pattern
formation problem [93] does not allow the analysis of nonlinear bulk equations that render,
for instance, convection intractable. As such, Kassner et al. [94–96] extended the nonlinear
formulation of the pattern formation problem by its re-formulation in terms of partial differential
equations alone. One of the formal advantages of this extended method of Kassner et al. is that it
paves the way for rigorous nonlinear asymptotic analysis which might be correctly applied to the
problem involving multiple parameters [92].
In the present work, a linear analysis of Pelcé et al. [27,29] has been extended to high
growth velocity with the imposition of two anisotropies (surface tension and kinetics). Such
an application of the linear analysis is one attempt to develop a unified approach by stitching
together the asymptotics for different effects and phenomena. Obviously, the linear analysis
possesses a lower analytical complexity than a rigorous nonlinear analysis [94–96]; however, it
allows us to obtain results faster. The lower analytic complexity and faster obtained results are
achieved, however, at the price that the stability criteria (3.20) and (5.13) are found without the
required formal rigour with respect to a necessarily chosen multi-parametric space. Therefore,
derivation of criteria using a nonlinear theory [94–96] on the one hand and numerical tests of the
type of [54,55] on the other hand may provide corrections to the stability criteria describing the
whole spectrum of dendrite growth velocity.
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8. Conclusion
The model for n-fold symmetric dendrites growing under convective flow has been formulated
and critically reviewed. Using linear stability analysis and solvability condition, the selection
criterion for thermally and solutally controlled growth of the dendrite has been found. A solely
kinetically limited mode of dendrite growth in comparison with thermally controlled growth has
been analysed in terms of the behaviour of dendrite tip velocity and tip diameter.
A special type of intensive flow leading to convective boundary conditions at the dendrite
surface is considered. The obtained selection criterion in the case of convective boundary
conditions has been compared with the outcomes following from the conductive boundary
conditions at the dendrite surface. The effect of convective heat and mass transport on the growth
of pure and binary dendrites with four- and sixfold symmetry has been demonstrated.
Presently unresolved problems of dendritic growth have been pointed out. Several remarks
on the presently used theory have been formulated with regard to types of flow, anisotropies,
simplifications in the formal description of transport phenomena and the linearity of the stability
analysis applied to the problem of dendrite growth with multiple small parameters.
Further studies of dendrite growth could be envisaged to verify the models by the following:
— investigations of the joint influence of a tiny amount of impurity and convective transport
on the growth kinetics (which is important for a description of dendritic crystals growing
under terrestrial and microgravity conditions [6–8]);
— numerical simulations of solidification, taking account of the anisotropic properties
of moving crystal–liquid interfaces and convective boundary conditions (which is
important to check the differences in the selection criteria at small and large values of
growth Péclet numbers [29,30]);
— computational modelling of intensive (even turbulent) flow in the liquid core of a
solidifying sample, which provides convective transport (5.1) and (5.2) at the dendrite
surface (this is important to check the ‘convective’ criterion (5.13));
— checking the transition from the diffusion-limited (solutally and thermally controlled)
regime to the kinetically limited regime (which is important to verify theories that
predict a smooth/sharp change of the dendrite velocity with the exchange of preferred
crystallographic growth direction [12,32,43]);
— direct measurements of the velocity of convective flow prior to and during solidification
of levitating droplets [69] (this may provide an input of the flow velocity as a measurable
parameter into the models with convection as discussed in Galenko et al. [36]);
— a comparison of stitching solutions [32] (working in a wide range of undercooling)
with exact solutions [94–96] or asymptotic solutions [97] (which provide an analytical
description for a narrow range of undercooling); and
— a comparison with experimental and computational data on two-dimensional dendrites
with sixfold symmetry (which is important for the description of dendritic patterns
appearing in ferroelectric materials under electric fields [98]).
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