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The enumeration of lattice paths lying between two boundaries in two dimensional space has 
been done and the explicit expression is a determinant. By considering a natural extension of 
the boundaries in higher dimensional space, a generalized recurrence relation is established, the 
solution of which gives the number of paths in higher dimension not crossing the boundaries, in 
a determinant form. 
1. Induction 
It is known that the number of 2-dimensional lattice paths lying between any 
two boundaries can be explicitly expressed in the form of a determinant. The 
proof in [7] (one boundary case in [6]) utilizes the elementary property of 
determinants as suggested in [lo]. Interestingly, an effective use of such determi- 
nantal properties leads to a more general counting result on Young chains [ 1, p. 
69; 4, p. 641. Never-the-less, one may not find in a natural way, an analogous 
approach to count the number of higher dimensional paths between two bound- 
aries. 
The present paper deals with the problem of counting 
origin to a point (n,, ~1~) . . . , nk), under restrictions. The 
without restrictions is the multinomial coefficient 
k 
which we denote by 
c n1 
i=O 
lattice paths from the 
number of such paths 
I . 
In [3,7], the expression for the number of paths from the origin to 
(no, n 1, . . . , nk), no 2 zfzl &I’&, (pi’s being non-negative integers), not crossing the 
hyperplane x0 = & hq is obtained as 
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Here, we define more general boundaries that paths are not allowed to cross and 
establish a recurrence relation which gives rise to an orthogonal relation between 
two triangular matrices and enables us to obtain a determinantal expression for 
the number of higher dimensional paths with the above restrictions. For 2- 
dimensional paths, this technique is suggested in [2], which also appears in [8]. 
2. Higher dimensional paths 
In (tk + l)-dimensional space with axes X0, X1, . . . , Xk, consider lattice paths 
from the origin to (Q, ytl, . . . , nk), Yli > 0 for all i. By the r( = (r,, . . . , rk))th level, 
where ri=O,l,...,ni, YtiaO, i=l,..., k, we mean the set of points ((x,, ttl - 
rl ,***, nk - rk): 0~ x& n,,). We say that a path reaches the rth level if it passes 
through one of the points in that level. Note that a path may or may not reach a 
particular level. Also if it reaches the rth level it may pass through several of its 
points before reaching either one of the levels (r,, . . . , ri_ *, Ti - 1, ri+ [, . . , , rk), 
i=l , . . . * k. Let 
n,,- min {x,,} if the path reaches the rth level 
x(r) = 
and(x,!,n,-r,,...,nk-rk)iSa 
point on the path, 
otherwise. 
Clearly 0~ x(r)s n,, and x(n) = n,,. 
The representation of a path is done inductively. We know that [9] a 2- 
dimensional path from the origin to (n,,, n,) has a non-decreasing vector represen- 
tation which will be slightly modified due to the new notation. The modified 
vector notation representation is (x(O), x(l), . . . , x(n,)). Now consider 3- 
dimensionai paths. Since such a path from the origin to (n,,, n,, nJ intersects with 
theplane X,=i,i=OJ,..,, n, in a 2-dimensional path (including a degenerate 
cm, viz, a point), it consists of a string of (n, + 1) 2-dimensional path segments 
successively l ing in planes X, = i, i = 0, 1, . . . , n,, such that the initial point of the 
bath seg~‘*qt on each of the planes is joined by the terminal point of the path 
scmmcnt in the preceding plane by a step along X,-axis. Thus any path can be 
t~~iyucly represcntcd by the matrix 
i 
x(0, w, x(0, I ), , . . * x(0, j,, 0 
x(1, j,), x(1, j, f 11, * l e, x(1, j*) 
. * 
0 1 x(n,,i,,):x(n,,i.,+l),...,x(n,,n) (2) 
with xln,, n,) = n,,, 0=jo6j, s l l l ~j,,, G& = a, where the vector Hi, ji), 
X(i, jj f I), . e . , xti, ji +i), , . . , x( i, ji + ,)) in the (i -I- E)th row corresponds to the 
2-dir:ier!r;ional path segment on the plane X, = i. Alternatively, we observe that to 
a path tkre corresponds a non-decreasing vector with (n, + n2 + 1) non-negative 
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integer elements arranged along a path from (0,O) to ( nl, n,). By an extension of 
the above representation, it is not difficult to see that to each path from the origin 
to (4, n,, . . . , n,,), there corresponds a unique non-decreasing vector with (n, + 
l l l + nk i- 1) non-negative integer elements arranged along a unique path from 
the origin to (n,, . . . , nk). If the path in (k + 1)-dimension passes through the rth 
level, then the (rl + l . l + rk + 1)th element is x(r). 
To consider estricted paths, we denote by a(r) and b(r) the upper and lower 
restrictions respectively at the rth level such that the path at the rth level can pass 
through only points in the set 
The sets 
A(nj={a(r):OSriSni,i=l,...,k} 
and 
are respectively called the upper and lower restrictions on the path. Obviously, we 
have to set a(n) 3 n,, and b(0) = 0, where 0 is the k-vector with all zeros. In the 
following, we assume that the restrictions on a path are such that for every r, a(r) 
and b(r) are non-decreasing in any coordinate, i.e., 
and 
forj=l,...,k. 
3. Main re6dts 
For simplicity and clarity, we only consider paths with upper restriction as we 
would see that the case with both restrictions would not entail any special 
difficulty. Observe that OSX(~)SU(~) in this case. Denote by &(A(&) the 
number of paths from the origin to n with the upper restriction or simply the 
restrictions A(n), In the next theorem, WC give a recurrence relation on gk(A(n)) 
which is vital for the enumeration of paths. 
Theorem 1. 
(3) 
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where 1 is the k-vector with all ones, 
= (a(r) + l)(aW l l l (a(r)-CFcl (Iti +ri)i-2) 
nrzzz I(4 - ji)! 9 
SC= 
1 whenm=nr, 
0 otherwise, 
and the vector ordering x s y means Xi c yi for every i. 
Pro&. We give the proof for k = 3 as the general proof is analogous, except that 
it would involve complicated notations. Recall that g3(A(n,, n2, n3)), represents 
the number of non-decreasing ( n1 + n, + n3 + l)-vectors arranged along 3- 
dimensional paths from the origin to (n,, n2, n3), subject to the restriction that 
Osx(r,9 r2, r,bQ(r,, r2, Y3), ri =O, 1,. . . , t$y i = 1,2,3. 
For a given arrangement in a 3-dimensional path, the number of non-decreasing 
(q+n,+n,i-1)-vectors is g,(A(n,+n,+n,+l)), where 
A(n,+n2+n3+1)=(a(s,t,u):s=0,1,. ..,n,, t=is,iS+l,...,iS+l, 
u = jS+t, JS-+t +1, . . . 9 ls+t+l, 4) = i. = 0, in,+l = n2, in,+n2+~ = 5231. 
Note that by fixing (i,, . . . , i,,,) and (iI, . . . , j,,,+,J, we get the arrangement on a 
particular 3-dimensional path. Thus, when we vary both sets (iI, . . . , i,,) and 
(i,, . . . ,j,,,+,J such that Osi,s l l l G,,lsn2 and Osj,~ l l l sjn,+,,,sn3, we get 
all arrangements of (n, + n2 + n3 + 1)-vectors along 3-dimensional paths. The 
above discussion leads to 
g.(b%9n2,n3))=z c gI(A(nl+n2+n3+1)), 1 (4) 
RI R2 
w?lere 
& ={(i,, . . . , i,,):OGi,G l l l C&,dn,}, 
But for k = 1, it is known [6] from the determinantal solution or otherwise that 
da(O), a(l), . . . 9 a(n))= 
=‘i’ (- I)“+’ (“&‘:‘) g,(a(O), a(l), . . . , a(r)). 
t--o 
(3 
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Combining (4) and (S), we have 
RI R2 s-0 t-i, u=j,+, 
.>I 
(8.r.u)#h*n2.w3) 
x[gl(a(O, O,O), . . . 9 ah, t, UM. 6) 
Consider the summation CR, c,, which is equivalent o 
120 &ej,c s . . sj,+,su Cusi.,,+,s. . - ginI +n2<nje Singe the term under summation is in- 
dependent of js+t+l,  . . 9 jn,+n2.‘ the summation over R2 and u becomes 
n3 
c C-1) 
n,+n2+n3 -s-t-u-l a(s, t, u)+l 
u =O OSjls. - - Sjs+,Su n1+n2+n3-s-t-u 
n3 
X gda(O, 0, (0, . . . 9 a@, t, 24)) 1 
. . . _jF3 
in, +n2=u l9+t+2= 
But the last factor simplifies to 
( n1+n2+n3-s-t-u 1 nl+n2-s-t . 
Similar simplification can be made for the summation over R, and I!. On 
implementing these simplifications in (6), we get 
2 f 2 s=o t=O u=o [(_ l)n,+n,+n,-s-t-u-1 (n,~~nt~~~‘,‘_ 9 9 
2 3 
.)] 
(s,t,tt)#(nl,n2.n3) 
X c c gl(a(o, 0, O), . . . 9 a(s, t, u)) 1 9 (7) OSi,S - - - zSi,st OSj,S - 0 - Sjn+ccu 
because 
a(s, t, u)+ 1 
I( 
n1+n2+n3 -s-t-u n1+n2-s-t 
n,+n,+n,-s-t-u nl+n2-s-t )( 1 
= 
nl-s 
a(s, t, u)-i 1 = 
’ 4 -s, n,-t, n3-u > 
However, 
c c ql(a@, 0, Oh . . . 9 ds, t, UN = g3(Ab, t, UN, (8) 
OSi,S* * * S&St OSj,S* a. j.+,Gu 
by using (4). Now we can readily check that from (6), (7), and (8) follows (3) for 
k = 3. The general proof is similar and this completes the proof. 
Let 
A g:‘ 0 =(U(~):t?l~~~i~~~,i=l,..,, k}. 
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Let i3k(A(9 denote the paths from the origin to the point (n,, ~1~ - 
ml, . . . . nk -- mk) with the restriction {a(m + f) : 0~ ri S Jzi - WIi, i = 1, . . . , k}. In 
this notation, (3) is equivalent o 
We introduce an ordering (Y on vectors different from s, in which xcxy means 
that for at least one i, Xi < yi, i = 1, . . . , k. Thus, it is possible that simultaneously 
xcuy and yax. 
Consider the set {r : 0 s r G n} of k-vectors. Denote by d its cardinal@ 
Obviously d =flF=, (ni + 1). Let ~1,. . . , ud be an arrangement of this set of 
vectors uch that 0 = u,cyu2cy l l l aud = II. There are several ways of ordering the 
set Derote by Mk and Gk two upper triangular matrices of order d as given 
below: 
and 
where the (i, j)th element of each matrix is 
corouary 1. 
GkMk=I 
Proof. The (i, j)th element of GkMk is given by 
it 1) - cu’-ut) l 1 gk 
t=l 
Mk = rt;+yl> 
given, i, j = 1, . . . , d. 
Observing that 
unless U, G Ui and 
=0 
rlnless Ui c IQ, and using (9) in (12), we get 
The proof is complete, when we note that ui = Ui if and only if i = ja 
The next corollary gives E; 1. explicit expression for gk (A (n)), 
cor&wy 2. 
(11) 
(12) 
gk(A(n)) = (- I)“+ I”-’ det~(~;;;~u-)~, i,j=l,.m,d-1. (13) 
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hd Clearly gk (A(n)) = g,JA(f)). From Corollary 1, we see that 
(-l)xr=l”i &(A(;)> 
is equal to the (1, d)th element of A&l. Some minor simplification helps us to 
complete the proof. 
Taking into account both restrictions, let gk (A(n) 1 B(n)) be the number of 
paths with upper restrictions A(n) and lower restriction B(n). We know that 
x(r) s c1 (P). However, the non-decreasing condition on b(r) leads us to x(r) 3 
b(r,, l l l ) fi-1, ri + 1, ri+l, l l s 9 rk) if the path has moved from the ( rl, . . . , ri.-l, ri + 
l9 ri+19 l 9 l 9 r,Jth level (i = 1, . . . , k) tc; the rth level. Also, ~(n,,...,n,_.~,t~~- 
lvni+19*** 9 nk) 3 b(n) for every i. For k = 1, it is easy to see that b(r+ l)~x(r)~ 
a(r),r=O, 1,. . .,n,-1. 
From the determinantal solution [7], we note that 
n-l 
gl(a(0), a(l), . . . , a(n) 1 b(O), b(l), . . . , b(n) = c (- l)n-r-l 
r=O 
x 
( 
a(r)- b(n)+ 1 
) 
+ gl(a(o), a(l), . . . 9 a(r) 1 b(O), b(l), . . . , b(r)) (14) n-r 
where (z), is the usual binomial coefficient except hat (z) = 0 if y < z. 
Proceeding similarly as in the case of upper restriction and using (14), we obtain 
the following generalization of (3). 
Theorem 2. 
C (- l)(n-r)** 
OSr=Sn 
a(r)-b(n)+ l), gk(A(r) 1 B(r)) = 6:. 
n-r 
(1% 
If we introduce triangular matrices analogous to Gk 
and upper restrictions, the orthogonality of (11) can be 
leads to the expression for g,JA(n) 1 B(n)). 
corobry 3. 
and A& with both lower 
established w&h in turn 
gk(A(n) 1 B(n)) = (_ l)d-x;_,n,-1 det I( a(ui)- ‘(%: I)+ ’ , q+1- 4 (16) 
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for OSicQt,,r= 1,. . ., k. (When k = 1, the natural ordering of (0, 1, , . . , n) 
determines u1, . . . , u& viz, u, = 0, u2 = 1, . . . , u~+~ = n.) Using this ordering let us 
find the number of lattice paths from (0, 0,O) to (5,1,2), not crossing the surfaces 
determined by the equations x = 3.7~ and x = z2 - 1. Here the lower restriction 
B( 1,2) on the path does not exist which is equivalent o saying b(i, j) = 0 for 
i = 0,l and j = 0, 1,2, whereas the upper restriction A (1,2) on the path is given 
bY 
A(1,2)= 
a(O,O)= 1 a(0, l)= 1 a(O,2)= 1 
a(l,0)=2 a(l,l)=S 
We take ul=(0,0),u2=(1,0),u~=(0, 1),u4=(1, l),u,=(O,2), and u6=(l,2). _ 
From (13), we have 
g,(A(l, 2)) = (- 1)6-“-* det l(~~~)JJ1 i,i=l,~g.,5, 
= 
I( ““;$“> (40i~+l) (a(o;~+l) (aK4~~+1) (MA~~+l) 
1 o (a(l$+ 1) o (a&p: 1) 
/ 0 
I 
1 (a(O$+l) (a(Ob,‘:+l) (a(O;f:+l) 
I 0 0 1 o (““;¶$+ 1) 
0 0 0 1 (a(O;2:+ 1) 
2 2 2 10 
1 0 3 0 3 
=01222 
:O 0 1 0 6 
I 0 0 0 12 
I 
= 44. 
The derivation of (I) has been done either by the usual generating function 
method [3] or by a combinatorial argument [7]. Let us rederive it from (13). First 
of all, we note that 
a(r)= no-- i Pit&-ri), OSrSn, 
is 1 
and therefore from (13) the required number is 
c-- 1) d-Xf_ In,- 1 &t n,+l-p *(n-q) 
Uj+l - Ui )I 
9 (17) 
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which can be simplified by using the convolution formula (10) in [S] which can be 
written as the following: 
for any cy, @ and any vector p. Multiply the ith row of the determinant in (17) by 
a+l-p*n 
( 
-(u+l)+p l (n-ui) 
a+l-~*n+#4*ui r4 ) 
i=2 , . . . , d - 1 and add to the first row. Then the element in the first row and jth 
column, j=l,...,d-2 becomes 
a+l-#A *rid-l 
c 
a+1 
( 
a+1-p l (n-Ui) 
a+1 i=l a+l-p ‘(n-Ui) uj+l -ui ) 
x -(a+l)+jL*n-jL.4 
( ) 
. 
ui 
(19) 
In view of the fact that 
unless Ui s uj+la!ud_, and that in the sequence (ul, . . . , u,.,) every Ui precedes Uj+l 
if 4 s ~i+~, we find c&’ simplifies to ~SuIS~+l. Now by using (18), it can be 
checked that the summation in (19) equals zero. Next, we consider the element in 
the first row and the last column, which can be written as 
a+l-p-n d 
c 
a+1 
( 
a+l-fie(n-q) 
a+1 i=l U+l-p -(n-q) n-u, > 
x -(a+l)+pn-~0% 
( > 
a+l-p*n -u-l - 
ui a+1 ( ) n l 
(20) 
Note that I:+ is the same as LrySn. Again by using (US), the summation part in 
(20) is zero. Thus the fist row of the determinant in (17) gets simplified to 
( 0,o ,..., o,- a+;;:‘“(-“.-‘)). 
Expanding the determinant by the first row and the last columfi, we find (17) is 
reduced to 
a+l-pan -a-l 
(-l)++ a+l 
( > 
=a+l--p*n a+l+n4 
n a+l+n*l ( ) It 
which checks with (1). 
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