Abstract. Compare the means of independent samples with the two-sample t test.
The Four Steps
(1) State the research (alternate) and null hypotheses. The null hypothesis always contains some sort of equality.
H a : µ 1 < µ 2 H 0 : µ 1 ≥ µ 2 (2) Select a Type I error level, α, and the group sample sizes, n 1 and n 2 .
Use these to find the critical value for your test. 
(4) Compare the test statistic to the critical value, and decide whether the evidence (your data) supports the research hypothesis.
Example: A One-Sided Comparison
Botanists are comparing the number of species in samples of quadrats along two rivers river mean,(y) variance, s 2 sample size, n Vermillion River 11.17 9.37 6 Black River 8.20 10.20 5 They think there are more species on average along the Vermillion River and want to test at the α = 0.1 level (1) The research hypothesis and its logical opposite (the null) are:
Since these are small samples, the sampling distribution is a t distribution with 9 degrees of freedom df = 6 + 5 − 2 = 9 t 9,0.1 = 1.383 (4) The test statistic exceeds the critical t value, so the null hypothesis is rejected. The data supports the claim that the average species density is higher along the Vermillion River.
Example: A Two-Sided Comparison
A biologist is comparing oocyte pH in frogs, depending on response to progesterone:
response mean,(y) variance, s 2 sample size, n positive 7.325 0.021 6 negative 7.700 0.010 4 (1) The research hypothesis is that pH levels differ
2) Since this will be a small sample comparison, the sampling distribution will be a t distribution with 8 degrees of freedom. The researcher selects a Type I error of α = 0.05, so the critical values for her test will be t 8,0.025 = ±2.306 two-sided, right? (3) The researcher obtains the following test statistics and t-score: 
