Abstract-Collimation can improve both the spatial resolution and sampling properties compared to the same scanner without collimation. Spatial resolution improves because each original crystal can be conceptually split into two (i.e., a right and left halO by masking half the crystal with a high-density attenuator (e.g., tungsten); this reduces efficiency by 4x since both crystals comprising the line of response (LOR) are masked, but yields 4x as many resolution-enhanced (RE) LORs. All the new RE LORs can be measured by scanning with the collimator in different configurations.
In this simulation study, which is leading to the fabrication of a prototype collimator, the collimator was assumed to be ideal, neither allowing gamma penetration nor truncating the field of view. Comparisons were made in 2D between an uncollimated small-animal system with 2-mm ideal crystals that were perfectly absorbing and the same system with collimation that narrowed the effective crystal size to 1 mm. Digital phantoms included a hot-rod and a point source, both in a uniform background with contrast of 3:1. In addition to the collimated and uncollimated configurations, angular and spatial wobbling acquisitions of the 2-mm case were also simulated. Similarly, simulations with dif ferent combinations of the RE LORs were considered including (i) all 4x, (ii) only those parallel to the 2-mm LORs; and (iii) only cross pairs that are not parallel. Lastly, simulations of mixing collimated and uncollimated data were conducted.
The reconstructions show that for most noise levels there is a substantial improvement in image quality by using collimation even when there are 4x fewer counts. In many cases, the noisy reconstructions are superior in resolution to even the noiseless uncollimated reconstructions. By comparing various configurations of sampling, the results show that it is the matched combination of both improved spatial resolution of each LOR and the increase in the number of LORs that yields improved reconstructions.
Index Terms-PET, Positron Emission Tomography, Collima tion, Collimator, High Resolution I. INTRODUCTION T HERE have been numerous acquisition methods devised to improve the spatial resolution of reconstructions for positron emission tomography (PET). These methods typically fall into one of three categories: (i) the use of smaller crystals; (ii) the use of techniques for improving sampling; and (iii) the use of high-resolution detector inserts inside a larger scanner. Each method has its own advantages and disadvantages.
As crystal stopping power and light output has in creased [1]- [3] , it has been possible to reduce the crystal size from more than 5 cm [4] to about 4 mm in clinical scanners [5] and even smaller for microPET scanners [6] , [7] . This reduction in crystal size improves the spatial resolution of the lines of response (LORs) acquired by the scanner.
Improving the sampling has the potential to improve recon struction quality without improving the spatial resolution of the LORs. S.E. Derenzo used a "clam-type" mechanism that opened and closed the system slightly to change the LORs [8] .
Others have used wobbling techniques [9] , [10] , including wobbling the animal in small-animal systems [11] .
The use of high-resolution inserts within a PET scanner offers improved resolution because of finer crystals [12] [16]. Inserts do not decrease sensitivity since photons may be detected in the insert or surrounding scanner. Further, by bringing the insert near the patient, acolinearity may be decreased [12] .
In the late 1970s, the use of collimation for improving the resolution from relatively large crystals was explored by Hoffman et al. [4] . In the early 1980s Z.H. Cho designed and built the Dichotomic PET system that had two important conceptual similarities to the collimation described in this paper [17] , [18] : (i) use of collimation to improve spatial resolution; and (ii) a mechanism to improve spatial sampling (by rotating a portion of the scanner). Each NaI crystal with diameter of 25 mm was fitted with a collimator that had an opening of about 5 mm x 10 mm. For improved sampling, one out of 64 crystals was removed and the system was split into two approximately even pieces (3 1 and 32 crystals). The one piece rotated relative to the other to increase the sampling of the system. These ideas have not been explored since despite the im provements in sensitivity with more modem crystals. Since our small-animal scanner (A-PET) [19] , has crystals that are 2 mm, we expect aperture openings of 1 mm. Even for a modem clinical scanner with 4 mm crystals, the openings will be only ",2 mm. Thus, the apertures penetration and acceptance angle will be much more important on this scale.
II. MET HODS

A. System Description
We are proposing to add collimation to an existing small animal PET scanner (A-PET) to enhance quantification. The collimation will be situated just inside the PET crystal ring (Fig. 1) . A-PET has a circular LYSO crystal ring that is 21 cm in diameter, composed of 2.0 mm x 2.0 mm x 10 mm crystals with a system spatial resolution of 1.9 mm.
978-1-4673-0 120-61 1 11$26.00 ©2011 IEEE In this paper, we study the impact of having a collimator cover half of each crystal in the transverse direction only. In principle, the collimator is a highly attenuating bar that runs the axial length of the scanner; in this study, the collimator is perfectly absorbing. In addition, the study is conducted in 2D because of the axial symmetry of the system. The collimator can be used to cover the left half of each crystal, leaving the right half exposed and then covering the right half while leaving the left exposed. This conceptually divides the physical 2 mm crystals into two I mm crys tals (Fig. 2) . Although the sensitivity is decreased by a factor of 4 because of the lost photon pairs by covering a portion of the crystal, the resolution of detected LORs is improved. Further, when we expose only one half of the crystal at a time, each crystal now has two different responses and each crystal pair has 22=4 times as many responses. Thus we expect sampling to improve considerably. 
B. Scanner Geometry
The "collimated" model of the scanner consisted of 644 ideal (i.e., perfectly absorbing) crystals, each with surface 1 mm in a pseudo-circular geometry with diameter of 644 mm / 7r � 205 mm with no gaps between crystals. The model was 2D only with no axial extent. To form the lower-resolution "uncollimated" scanner model, adjacent crystals were merged to form 322 2-mm ideal crystals; there are two unique ways to merge these crystals, which we exploit to consider angular wobbling.
C. Phantoms
Two phantoms were considered. The first was a hot-rod phantom, with rod diameters of 0.525, 0.8, 1.2, 1.6, 2.0, and 2.4 mm. The background was uniform over a diameter of 25 mm, with contrast of 3: 1 for the hot rods. The second phantom consisted of a single hot spot with diameter 2.5 mm and a contrast of 3: 1 compared with the background, which also had a 25 mm diameter. The hot spot was offset from the center by 8.75 mm. Both phantoms were voxelized on a 0.25 mm x 0.25 mm grid.
(a) Full ring.
(b) Zoom. 
D. System-Matrix Generation
A system-matrix model was generated for the "collimated" case assuming ideal crystals. The matrix used 12 1 x 12 1 pixels, each of which were 0.25 mm x 0.25 mm so that pixel size would not limit resolution measurements. The ideal crystals were perfectly absorbing. For each pixel in the object, a 10 x 10 grid of SUb-positions was used to average over the pixel. At each sub-pixel location 1,500 coincidence pairs were generated, without considering positron range or acolinearity. This resulted in a total of 150,000 events per pixel. All events were generated with a uniformly random direction of decay in 2D and all were detected.
Other system matrices were generated by appropriately merging the elements of the "collimated" system matrix. For example, the "un collimated" was calculated by determining the crystals involved in each line of response (LOR) and then down sampling their indices into 2-mm crystals, resulting in about 4x fewer LORs. Likewise, the angular wobbling case was generated by offsetting the merger by 1 mm so that different pairs of crystals were merged in each case.
The system matrices represent three different acquisition protocols: (1) acquisition with 1 mm crystals (i.e., "colli mated"); (2) acquisition with 2 mm crystals, either angularly wobbled or unwobbled; and (3) acquisition with positional sub-sampling by moving the object in an 8 x 8 grid of 0.25 mm x 0.25 mm pixels for a total of 64 positions during the same total scan time (i.e., spatial wobbling, sometimes known as super-resolution). In order to simulate angular wobbling, two different system matrices were used in a joint reconstruction; these matrices represented the two unique 
groupings possible for merging 1-mm crystals into 2-mm crystals (Section II-B). This improvement in sampling is similar to the factor of 2x achieved by the "clam-type" motion of Derenzo [8] .
E. Simulated Data and Reconstruction
The system matrices were used to calculate noiseless for ward projections. Poisson noise was then added to the noise less forward projections with five different expected count levels: lOOk, 400k, 1.6M, 6.4M, and 25.6M counts. The reason for stepping by factors of 4 stems from the 4 x reduction in efficiency for collimation. Equal scan times can then be compared by considering the collimated reconstruction with an uncollimated reconstruction with 4 x the counts.
Reconstruction was conducted using a standard maximum likelihood expectation-maximization (MLEM) [20] , [2 1] al gorithm, including jointly reconstructing multiple data sets with their associated system matrices (e.g., wobbling). All reconstructions used 500 iterations to allow time for structures in the lower resolution cases to develop.
The reconstruction algorithm was also used to jointly re construct collimated and uncollimated data. Data sets were prepared representing different fractions of time spent acquir ing collimated and uncollimated data ( Table I ). The algorithm allowed an appropriate scale factor to be applied to the two system matrices in the joint reconstruction.
F. Resolution Measurement
In order to measure the resolution both as a function of number of iterations and fraction of collimated data, a special, analytic phantom was used. The forward projections were generated independently of the system matrices. The phantom consisted of a uniform cylinder with diameter 25 mm and a true-point hot spot at 8.75 mm from the center. There were 10 10 events in the background, spread uniformly over the diameter of the cylinder and decaying isotropically in 2D. There were 10 8 counts from the hot spot.
The resolution was measured by finding the horizontal pro file through the center of the hot spot and subtracting the ex pected background. The full width at half maximum (FWHM) was then determined from the background-subtracted profile.
III. RESULTS
A. Collimated vs. Uncollimated Reconstructions
Figures 4 and 5 show results for using collimation (top) and for the same scanner without collimation (bottom). The columns show different count levels, from left to right: lOOk, 400k, 1.6M, 6.4M, and 25.6M coincidence pairs in the data sets. Since collimation reduces the efficiency by 4 x, equivalent scan times can be compared by looking along upper-left to lower-right diagonals.
B. Sampling Issues with Collimated Reconstructions
Figures 6 and 7 show results for using collimation, but considering only two of the four new LORs per original LOR. The top figure uses only the new LORs that are parallel to the original LOR (See Fig. 2) . The bottom figures uses only the new LORs that are not parallel to the original LOR (i.e., the "cross" LORs). These results show the impact of improved spatial resolution but without the advantage of the improved sampling that also comes with the use of collimation. Figures 8 and 9 show results without using collimation, but considering mechanisms to improve the sampling. The top figure uses angular wobbling by rotating the scanner (or equivalently the phantom) by half the crystal pitch (i.e., half of 2 mm). The bottom figure moves the phantom over an 8 x 8 grid of positions, with 0.25 mm between steps. The total scan time was kept constant. These results show the potential impact on reconstruction by improving sampling but without improving the spatial resolution of the LORs.
C. Sampling Issues with Uncollimated Reconstructions
D. Mixing Collimated and Uncollimated Data
It is possible to jointly reconstruct the collimated and uncollimated data. The motivation for considering this is two fold: (1) it may be necessary to obtain uncollimated data with collimated data to avoid reconstruction artifacts if the field of view of the collimator is smaller than the object; and (2) it may be possible to achieve reconstruction properties that have both improved resolution and improved noise characteristics.
Ta ble I shows one example of the number of counts one would obtain by altering the fraction of the total acquisition time that is used to obtain collimated counts. When the fraction is zero, the data is fully uncollimated. For other count levels, the results would scale proportionately. Figure 10 shows for noiseless reconstructions the expected reconstruction resolution for different numbers of iterations and the fraction of time used to acquire collimated data. The lines indicate the change in resolution for a given iteration number. Iterations are shown in intervals of 10 for the first 100 iterations, intervals of 100 from iteration 100 to 1,000, and intervals of 1,000 from iteration 1,000 to 10,000. Figure 11 shows example reconstructions and their associated profiles used for the reconstruction measurement for the fully colli mated and fully uncollimated at 500 iterations. 
IV. DISCUSSION
Collimation offers improved resolution, but at the cost of a factor of 4 in efficiency. Figure 4 shows that the uncollimated data reconstructs the large structures well with less noise in the background. However, the improved resolution of collimation overcomes the sensitivity loss for the smaller structures. For example, the smallest sector is well recovered for many noise levels of the collimated data, but is never recovered for the collimated data, even in the noiseless case. Instead aliasing artifacts are seen in that sector. Figure 5 shows that there are similar, subtle fringe patterns in the reconstructions of the uniform cylinder with a single hot spot. This indicates a small amount of undersampling in both cases. The uncollimated cylinder also shows a hot-ring artifact near the edge of the phantom. We believe this is due to the partial-volume effect with the relatively poor resolution of the lines of response and the algorithm's overcompensation. Figure 6 shows that decreasing the sampling by considering only the parallel LORs (top) or the cross LORs (bottom) has a deleterious effect on the image quality and produces artifacts. Figure 7 shows that the fringe pattern is worse than in the case of Fig. 5 , because of the poorer sampling. From these images we conclude that the improvement in spatial resolution of the LORs from collimation is not enough to explain the improved image quality. Instead, it is the combination of the improved spatial resolution and the improved sampling. Figure 8 shows that there can be an improvement in reconstructed image resolution and quality from increased sampling. However, the improvement from only a factor of 2 x in sampling from angular wobbling is very marginal compared to the unwobbled case of Fig. 4(bottom) . On the other hand, the factor of 64x increase from spatial wobbling resulted in greatly improved discrimination of the second-smallest sector or rods and removed the aliasing artifacts from the smallest sector. Lastly, although the wobbling did offer some gain, it still did not result in the accurate reconstruction of the smallest sector. Figure 9 confirms the reduction in aliasing artifacts, due to the small pixel size used to assess resolution, that were suggested by Fig. 8 . The fringe pattern has been eliminated. Figures 10 and 12 show that jointly reconstructing colli mated and uncollimated data can result in improved resolution (compared to uncollimated) and improved noise properties (compared to collimated). Figure 10 shows that for noiseless data, the resolution for collimated reconstructions is better than that for uncollimated at the same number of iterations. For a large number of iterations, the resolution for both cases (and for mixed data) approaches the size of a single pixel (0.25 mm), which is not surpnsmg for a true point source. For a more reasonable number of iterations, the resolution monotonically transitions from uncollimated to collimated. Figure 12 confirms this transition graphically with the rod phantom and also shows the reduction in noise as the fraction of time acquiring collimated data is decreased.
Although collimating PET data results in a loss of efficiency, it offers improved resolution, making it possible to reconstruct structures that would not be possible with the uncollimated scanner alone. It also offers advantages in terms of low cost, mechanical simplicity, and easy integration with existing scanners. There are other potential cost savings in future scanner designs since larger crystals may be used -reducing manufacturing costs, improving packing fraction, and reducing inter-crystal scatter -and then the collimator insert could provide improved resolution only when needed.
V. CONCLUSION
Collimation offers a low-cost addition to PET scanners to improve their spatial-resolution capabilities. With collima tion, reconstructions are able to obtain higher resolution than possible from just improving the sampling through wobbling or other techniques. However, in order to fully benefit from the improved spatial resolution of collimated PET, a further improvement in sampling is required. This improvement in sampling is naturally integrated with the improved resolution in the collimator system proposed. (Fig. 10) . The uncollimated data are shown on the left and the collimated, on the right. The top row shows the reconstructions at 500 iterations. The bottom row shows the narrow profiles (single pixel) through those reconstructions. The profiles include the raw, background, and background-subtracted, which were used to determine the FWHM.
