Hybrid analog and digital (HAD) beamforming has been recently receiving considerable deserved attention for practical implementation on the large-scale antenna systems. Compared to fully-digital beamforming, partially-connected HAD beamforming can significantly reduce the hardware cost, complexity, and power consumption. This paper aims to mitigate interference and increase robustness against direction-of-arrival (DOA) mismatch along with lowering hardware complexity, cost, and power dissipation. To achieve these goals, a novel robust HAD beamforming receiver with partially-connected structure is proposed. It is based on methods of an improved bat algorithm (I-BA) and robust adaptive beamformers (RABs) in the digital domain. Since most of the RAB methods are sensitive to the DOA mismatch and depending on the complex weights which lead to an expensive receiver, the I-BA is proposed. In the analog part, analog phase alignment by linear searching (APALS) with sufficiently fine grid points is employed to optimize the analog beamforming matrix. The performance of the proposed I-BA is assessed using MATLAB simulation and compared with BA, and particle swarm optimization (PSO) algorithms. It shows better performance in terms of convergence speed, stability, and convergence rate. Besides, the proposed hybrid I-BA-APALS approach showed better performance compared to other proposed robust hybrid techniques, i.e., diagonal loading (DL) APALS (DL-APALS) and DL spatial matched filter (SMF) APALS (DL-SMF-APALS).
the desired signal, while steering the nulls toward the directions of interference signals. In a hybrid system, this can be accomplished by constantly updating the total beamforming weights. The widespread of wireless devices has led to the multiplicity and diversity of interference sources. Therefore, adaptive beamforming will be one of the most important techniques in wireless communication systems for interference suppression [2] .
The immense hardware cost and power consumption of massive multiple-input-multiple-output (MIMO) systems are VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ considered among the most design challenges. This is particularly so in the classical massive MIMO system, where each antenna is connected to one radio frequency (RF) chain. This results in a remarkably high hardware cost, complexity, and power consumption [3] . Consequently, the use of the hybrid analog and digital (HAD) beamforming received great interest from researchers, due to the promising practical implementation in the massive MIMO systems for the fifth-generation (5G) communications [4] . Compared to a fully-digital beamforming design, HAD beamforming requires fewer numbers of RF chains [5] , [6] . Moreover, HAD beamforming combines the accuracy and speed features of digital beamforming and the inexpensive characteristic of analog beamforming [7] , [8] . Nature-inspired optimization algorithms are widely used for adaptive beamforming to address the restrictions of conventional adaptive optimization algorithms. Algorithms based on error-derivative methods such as linearly constrained minimum variance (LCMV), and minimum variance distortionless response (MVDR) suffer from inflexibility and getting stuck in local minima. Besides, it needs accurate knowledge of directions of arrival (DOA) of interference signals [7] , [9] , [10] . Recently, the employment of metaheuristic algorithms in the array pattern synthesis has received great interest from researchers. This is due to its flexibility, and being able to deal with non-convex and nondifferentiable optimization problems [9] [10] [11] [12] [13] . Genetic algorithm (GA) [14] is one of the ancient and well-known nature-inspired techniques. It has been used early for synthesizing pattern of antenna arrays [15] . Particle swarm optimization (PSO) [16] is another widely known swarm-based algorithm; It is faster, efficient, easier to implement, and has a capability of solving linear and nonlinear optimization problems. PSO is used extensively in designing antenna arrays [17] , [18] . A lot of other metaheuristic optimization algorithms have been also employed successfully in antenna array synthesizing [12] , [19] [20] [21] , such as the ant-lion optimization (ALO) technique introduced in [22] , grey wolf optimizer (GWO) [23] , cat swarm optimization (CSO) [24] , ant colony optimization (ACO) [25] , invasive weed optimization (IWO) [26] , simulated annealing (SA) [27] , whale Optimization algorithm (WOA) [28] , and others.
The Bat Algorithm (BA) is a swarm intelligence algorithm initiated by Yang in 2010 [29] . It is inspired from the nature behavior of bats, which uses echolocation by changing pulse rates of emission and loudness to detect prey and avert obstacles. A number of researchers have used BA for linear antenna array (LAA) to steer nulls and minimize sidelobe level (SLL). Van Luyen and Giang [10] proved that the BA can outperform the accelerated particle swarm optimization (APSO) and GA in terms of adaptive null-steering, sidelobe suppression, and computation time in array pattern synthesis using phase-only control. In [30] again they utilize BA in order to minimize SLL and to place nulls in the desired directions using amplitude-only control. It has been proven that the BA based beamformer is more effective and faster as compared to GA and APSO. In [31] BA based beamformer using complex weight (amplitude and phase) compared with APSO shows faster convergence and higher efficiency. However, the above and a lot of other researches using different metaheuristic optimization algorithms mainly concentrate on the fully-digital beamforming instead of HAD beamforming. To best of our knowledge, very few employments of these algorithms in HAD beamforming were carried out [32] [33] [34] [35] [36] .
In [34] , [35] the authors proposed a phase-only HAD beamforming based on GA with the aim of minimizing the transmit power under signal-to-interference-plusnoise ratio (SINR) constraints. Based on the particle swarm ant colony optimization (PSACO) algorithm, in [36] , a partially-connected hybrid precoding structure for wideband massive MIMO systems is proposed in order to realize excellent energy and spectral efficiency. In [33] , based on a genetic algorithm (GA), a joint precoding in the multiuser MIMO (MU-MIMO) system with the objective of maximizing the capacity is carried out. The authors in [32] proposed two HAD beamformers based on PSO and manifold optimization (MO) for capacity maximization. However, all these research activities mostly focus on a transmitter not receiver. These proposed beamformers were mainly concentrating on such objective issues as rate maximization [37] , [38] , secrecy rate maximization [39] , maximizing signal-to-leakage-and-noise ratio (Max-SLNR) per user [40] , [41] , and transmit/receive power minimization/maximization [3] , while often neglecting the aspect of robustness. On the other hand, considerably less attention has been paid to the partially-connected structure [3] , [38] , [42] , [43] .
The authors in [3] proposed two low complexity phase alignment methods for average receive power maximization of partially-connected hybrid structure. The proposed methods for direction angles estimation are root multiple signal classification-hybrid digital and analog PA (Root-MUSIC-HDAPA) and HDAPA. However, these methods may result in a performance loss of interference reduction due to the DOAs' estimation errors. Further, the system model in [3] is designed to support only one desired signal and no interferences. Reference [38] proposed a semidefinite relaxation based alternating minimization (SDR-AltMin) algorithm for transmission rate optimization of the hybrid partially-connected structure. The work in [42] , which considered a wideband uplink MIMO system, showed that the digital beamforming with low resolutions analog-todigital converter (ADC) can achieve a higher rate and energy-efficient as compared to the partially-connected hybrid receiver. However, the tight space constraints in a full digital massive array remains a challenge. Assuming perfect knowledge of the channel state information (CSI), [43] introduced achievable rates of partial-connected hybrid precoding in MU-MIMO system when utilizing only one RF chain per user. For each user (receiver), the analog combiner is obtained using singular value decomposition (SVD) algorithm. Based on a low complexity Gram-Schmidt method, the work in [44] is proposed for uplink multiuser fully-connected hybrid system. The main idea is to address the inter-user interference and to maximize the effective gain. This paper focuses on an efficient interference suppression at the receiver for the partially-connected HAD beamforming structure. Our goal is to maximize the SINR in the case of the presence and absence of DOA mismatches. Some research activities provide improvements on the BA to avoid the weaknesses of the algorithm being trapped in the local minima or yielding unstable results [45] [46] [47] . The main distinctions between the Improved-BA (I-BA) and the BA are the bats' compensation for Doppler effects in echoes, and the possibility of selecting different habitats; this makes the algorithm further imitating the bats' behaviors and thus improves the stability and efficiency. The main contributions of this paper are summarized as follows:
1) Presents an I-BA and analyzes its special properties and excellent features in terms of adaptive beamforming. I-BA allows us to optimize the digital beamformer's weights using the phase-only, so that a receiver design will have less hardware cost and complexity. 2) Formulating the objective functions for the SINR maximization based hybrid beamforming optimization model under the partially-connected HAD receiver. Besides, two simple hybrid algorithms are proposed for single and multiple data streams. 3) By means of a closed-form solution of digital beamforming vector, combinations of analog phase alignment by linear searching APALS) in the analog part and diagonal loading (DL) methods [48] in the digital domain are proposed. For better performance, a spatial matched filter (SMF) method is adopted, which is a good way of choosing the loading level [49] . Simulation results show that the proposed I-BA-APALS-based hybrid beamforming method outperforms DL-based hybrid methods, i.e., DL-APALS and DL-SMF-APALS in terms of nulls depth, robustness, and the SINR maximization.
The rest of this work is structured as follows: our system model of partially-connected HAD beamforming is defined. In section III, the problem is formulated. Thereafter, the proposed Improved-BA is described, and the results are discussed in Section IV and V, respectively. Finally, the conclusions are given in Section VI.
Notation: Capital X , boldface small x, and small x letters are used to represent matrices, vectors, and scalars, respectively. Notations (·) T and (·) H denote transpose and conjugate transpose of a matrix, respectively. | x | denotes the magnitude of a complex number x and the norm is denoted by x . E {·} denotes the expectation operation.
II. SYSTEM MODEL
Consider a partially-connected HAD beamforming structure at the receiver, as shown in Fig. 1 . This structure is used to reduce hardware cost and energy consumption with somewhat less performance. The receiver is chosen to be equipped with N isotropic antennas divided into L subsets of antenna arrays, and each subset contains M antenna elements. The number of RF chains N RF is chosen to be less than the number of antenna elements N RF ≤ N . Each subset of antenna array elements is connected to only one RF chain. The antenna elements are followed by phase shifters that feed the RF chains. The hybrid beamforming of Fig.1 receives one desired signal s d (t) e j2πf c t with an angle of arrival (AOA) θ d , and K interference signals i k (t) e j2πf c t with different angles of arrival θ k , k = 1, . . . , K . The received signals x m (t) of the l-th sub-array at the input of each m-th element (m = 1, . . . , M ) include the desired narrow band signal, the interference narrow band signals, and an additive white Gaussian noise (AWGN) v (t) with zero mean and variance σ 2 v . Therefore, the l-th sub-array outputx l (t) can be represented as follows
where d is the spacing between adjacent antenna array elements, assumed throughout this paper to be 0.5λ. τ d and τ k are the propagation delays from the desired signal emitter and k-th interference signal emitter, respectively, to a reference point which is assumed to be the first element on the array. c is the speed of light. Eq. (1) includes the phase difference α l,m for the m-th phase shifter of the analog beamformer in the l-th sub-array. After the analog beamformer, the signals x l (t) with (l = 1, . . . , L) pass through the L RF chains which include ADCs and down converters, resulting in the following baseband signal in a matrix-vector notation for all L subsets
where
T is an AWGN, and A is N × (K + 1) matrix of steering vectors a(θ ) which can be defined as
where the column vector a(θ ) is called an array manifold, which can be given by a (θ ) = 1, e jπsinθ , . . . , e jπ(N −1)sinθ T
After the digital beamformer
Through the digital beamforming vector f D we can control the amplitude, phase, or both.
f D = a 1 e jα 1 , a 2 e jα 2 , . . . , a L e jα L T (7)
III. PROBLEM FORMULATION FOR SINR MAXIMIZATION
The input observation vector x(t), can also be formulated for all sub-arrays as
where A i matrix constitutes of all steering vectors of interference signals, and
In this work, we assume that all the signals are zero-mean and independent. Multiplying these signals by analog and digital beamformer weights and adding them together results in the following output
The mean power of the desired signal p d , the interference correlation matrix R ii , and the noise correlation matrix R vv (assuming independent noise signals) can be composed from the signals and noise samples at n time intervals, which are given by
The SINR is given by dividing the power of the desired signal by the sum of powers of all interference and noise signals. The hybrid system output power for the signal of interest can be given by
In the same context, we can derive the hybrid system output power for the unwanted signals as follows
Therefore, the SINR is defined as
Our goal is to maximize the SINR. However, metaheuristic optimization algorithms usually look for the minima. Hence, the SINR maximization can equivalently be represented by the (SINR) −1 minimization, as long as SINR > 0, which is achieved if any signal power from the desired signal is received at the receiver. Thus, the cost function (CF) can be given by the inverse of the SINR as follows
Problem (15) is non-convex due to the fact that it is in the fractional form and the optimization variables are coupled.
In order to efficiently solve this problem, we decompose it into two subproblems, and then solve them alternately. Specifically, for given analog beamformer F RF , we solve problem (15) and obtain the digital beamformer vector f D .
Then, for given f D , we sovle problem (15) and obtain the analog beamformer matrix F RF .
A. DESIGN OF THE DIGITAL WEIGHT VECTOR
According to the unitary constraint, the denominator term (15) is constant. To proceed, we first rewrite problem (15) for given analog beamformer matrix F RF as follows
We observe that, problem (16) is now a convex and the unitary constraint is linear. As such, the optimal solution can be obtained as will be shown in the next steps. If the actual covariance matrix R i+v is well known, problem (16) can be solved using Lagrange's multiplier technique as
Here, to calculate f D we use the initial value of F RF that makes the array main beam steers towards the direction of the desired signal. Since f H D F H RF a (θ d ) = 1, the optimization problem (16) is equivalent to the following one
This because the second term in the optimization problem is constant, so, it will not have an effect on the problem solution.
Problem (19) is still convex and can also be equivalently represented as
whereR is the estimated array covariance matrix, since a typical information about different signals may not be possible.
where Q is the snapshot size. The optimization problem (20) is with a convex cost function and a linear constraint. Hence, it is a convex optimization problem. The optimization problem (20) can efficiently be solved by Lagrange's multiplier like the solution of problem (16) as
As Q increases,R will converge to the true covariance matrix. However, the convergence of the standard Capon beamformer (SCB) is very slow. To resolve this problem, a widely used diagonal loading method has been used in order to improve SCB performance. The diagonal loading technique can improve the performance of SCB by adding to the covariance matrix an identity matrix scaled by a real weight called diagonal loading level [50] . Assuming ξ is the proposed diagonal loading level, the new digital beamformer vector can be given by
The diagonal loading level ξ has a considerable effect on the performance of SCB; therefore, several methods have been proposed to optimize the diagonal loading level. One of the most effective and simple methods is the spatial matched filter (SMF) method [49] . The loading level of the SMF is given by
whereâ
is the normalized steering vector, andR x = 1 Q xx H is the estimation covariance matrix of the received signal.
B. DESIGN OF THE ANALOG WEIGHT VECTORS
Given the digital beamformer vector f D , we solve problem (20) to obtain the analog beamformer matrix F RF as follows
Problem (25) is a convex optimization problem since its objective function is convex and the constraint is linear. The digital beamformer vector f D is given by (23) . The angle θ is the searching angle in the range −π 2 ≤ θ ≤ π 2 , which will be used to construct F RF . Whereas, as shown in Eq. (3), the matrix F RF can be built using the corresponding phase of the m-th antenna of subarray l, i.e., α m,l as
By adjusting the value of θ in (26), we can minimize the cost function in (25) . This can be done using the APALS with sufficiently fine grid of points in the above defined range of θ .
To perform linear fine searching, we will use a small enough searching step size θ , where the range of θ is divided into N step sub-periods or points. Therefore, the angle θ in (26) is selected from the set, ∈ − π 2 , − π 2 + θ, . . . ., π 2 . The optimization process of digital beamforming vector and analog beamforming matrix is done alternately until a stopping criterion is met as shown in algorithm 1.
C. OVERALL HYBRID BEAMFORMING ALGORITHM AND CONVERGENCE
Depending on the results presented in the previous subsections, the overall iterative hybrid algorithm (Algorithm 1) is proposed to solve problem (15) . In each iteration, the digital beamformer f D and analog beamformer F RF are alternately optimized, by solving problem (20) and (25) , respectively. The resulted solution in the t-th iteration is then used as the input of the next (t + 1)th iteration. Next, we discuss the convergence analysis of Algorithm 1. First, returning to step 3 in Algorithm 1, where the optimal solution of Problem (20) is obtained for given F t RF , we get
which is right since problem (20) is solved optimally with given F t RF . Second, in step 4 of Algorithm 1, the optimal solution of Problem (25) is obtained for given f t+1 D , we have
This holds since problem (25) is solved optimally with given f t+1 D , as seen in step 4 of Algorithm 1. Further, the minimization of the cost function of the inverse of SINR is lower bounded by zero. According to the above description, the proposed Algorithm 1 is convergent.
D. OPTIMAL SINR
Let f be a total beamforming vector, f = F RF f D . The weight vector f can be found from the maximum of the SINR, hence, Eq. (14) can be rewritten as
Problem (27) can be formed the same as (16) , therefore, the optimal weight vector is given by
Inserting (30) into (29), we obtain the optimal SINR,
, which gives an upper bound of the output SINR.
E. PARTIALLY-CONNECTED HAD SYSTEM DESIGN FOR MULTIPLE DATA STREAMS
The previous solution was for one data stream, i.e., one received desired signal. However, we can easily extend our system to support multiple data streams using the same methods. Considering one desired signal s d,l (t) per subarray, l ∈ {1, . . . , L}. As such, the digital beamformer F D ∈ C L×N s is used to demodulate the N s received data streams, where N s is assumed in this paper to be equal to the number of RF chains. The digital beamformer matrix can be written as
where f D,l is a digital beamformer vector for the l-th subarray. The estimated l-th data streamŝ d,l received at the l-th sub-array can be given bŷ
Using the same derivation strategies as in (10)-(13), the SINR of the l-th data stream (SINR l ) can be represented as
The achievable sum-rate of the partially-connected HAD receiver is given by
As mentioned before, our goal is to maximize the SINR. Here, in order to solve this maximization problem, we decompose it into L subproblems, and then solve them separately, i,e., maximize the SINR l , l ∈ {1, . . . , L}. Therefore, take these into account, and follow the same derivation steps and tactics as in (15)- (19) , problem (20) can be reformulated for multiple data streams system as follows
For a given analog beamformer matrix F RF , problem (35) will have the same solution for f D,l as in (23). Given the digital beamformer vectors f D,l , l ∈ {1, . . . , L}, the analog beamformer matrix construction problem can also be divided into L sub-problems. Each sub-problems can be solved using the same optimization method used with problem (25), i.e., linear searching. Therefore, the optimization problem given in (35) is now used to solve for analog beamformer using the search angle θ l for l-th subarray. For each searching round we optimize one f l vector from the analog beamforming matrix F RF given in (3) . The remaining vectors are fixed to the initial values and the vectors previously optimized. The initial values of F RF vectors are chosen so as to make the subarrays directed toward the DOAs of the desired signals. This process is done alternately until a stopping criterion is met as shown in algorithm 2.
IV. PROPOSED METAHEURISTIC OPTIMIZATION ALGORITHM
The previously employed DL methods take advantage of closed-form solutions for the given problems. However, metaheuristic and stochastic techniques have been observed as more flexible and efficient. Metaheuristic algorithms have a powerful ability for antenna array patterns synthesis such as null steering. Unlike metaheuristic approaches, which have global search ability, deterministic optimization methods are very sensitive to the initial points [13] . More importantly, DL techniques are complex weights' methods, resulting in an expensive receiver. As such, they are impractical, especially for battery-powered applications due to the need of employing both phase shifters and attenuators. Consequently, we propose an efficient metaheuristic optimization algorithm in order to optimize the digital beamforming weights using only the phase; Whereas, digital beamforming vector can be adjusted using amplitude only (i. e., a 1 , a 2 , . . . , a L ), phase only (i. e., α 1 , α 2 , . . . , α L ), or both (i. e., complex weights) as shown in Eq. (7) .
The BA is inspired from the advanced echolocation capability of bats used to sense distances in order to avoid barrier
Algorithm 2 Proposed DL and I-BA Based HAD Beamformers for Multiple Data Streams
Input: 1: Initializing F RF ; 2: repeat 3: for each subarray do 4: Solve (33) with given F RF and obtain f D,l ; 5: Solve (33) with given f D,l and obtain F RF ; 6: end 7: until a stopping criterion is met. Output: F D , F RF . and detect prey. It is a promising optimization algorithm that is characterized by robustness, accuracy, and fast convergence compared to its predecessors such as genetic algorithm and PSO. Further details about the BA can be found in [10] , [51] and other references therein. The BA had received a number of improvement attempts in recent years in order to address the algorithm's shortcomings such as unstable results and being trapped in the local minima [45] [46] [47] . In this paper we adopt the novel BA (NBA) proposed by Meng et al. [46] . In addition, more refinement has been made in order to improve stability by tuning the inertia weight using random variables to help the algorithm easily skip out of the local minima [45] .
A. IMPROVED BAT ALGORITHM
The I-BA optimizes a problem by iteratively searching the candidate solutions in the search-space toward the best solution. For our problem, the I-BA will be used to optimize (20) by iteratively searching the entire search-space, which are the phases of the digital beamforming in the range − π 2 ≤ α l ≤ π 2 , l ∈ {1, . . . , L}. In each iteration of I-BA, the velocity and position of each Bat are adjusted toward the best position. For our problem the phases of the digital beamforming vector f D need to be optimized, i.e., α 1 , α 2 , . . . , α L . First, we initialise Z Bats (swarm size) with random positions α
L . The position of the Bat is used to evaluate (20) , which is solved for f D . Secondly, the bats' habitat selection depends on a stochastic decision. If a uniform random number R ∈ [0, 1] is less than the threshold of the selection P ∈ [0, 1], bats positions can be represented as
where α t ij is the Z bats' positions in a D-dimensional space,
is the contractionexpansion coefficient. g t j and m t j are the global best position and the mean of the individual's best position in a D-dimensional space at time step t, respectively. Finally, u ij is a number uniformly distributed in the range between 0 and 1. On the other side, if R is greater than or equal to P, bats positions mathematical model can be represented as follows
In the BA, bats fly randomly at position α t i with velocity v t i , loudness t i , frequency f i in a range [f min , f max ], and the pulse rate of emission r t i in the range of [0, 1]. C is a positive number representing the compensation rates, ε is the smallest constant number in the computer used to avoid zero-division error, c is the speed of signal in the air (c = 340 m/s), and w is an inertia weight parameter that can be adjusted in order to improve the stability of the algorithm by quickly jump out of the local minima, which is given by (41) where µ min , µ max are the minimum and maximum factor of the stochastic inertia weight, respectively. rand(), randn() are the random number between 0 and 1, and the random number of standard normal distribution, respectively. σ is the deviation between the stochastic inertia weight and its mean. Finally, with regard to local search, the local generation new position for each bat can be represented as follows if (randn (0, 1) > r i ),
where randn(0, σ 2 ) is a Gaussian distribution with 0 mean and variance σ 2 . t mean is the average loudness of all bats at time step t. As iteration progress, the loudness i and the rate r i of emission pulse can be updated by
where ς and γ are constants (0 < ς < 1, γ > 0), which can be tuned experimentally. Based on the above description, the basic steps of the I-BA are summarized in algorithm 3.
B. COMPLEXITY ANALYSIS
The I-BA involves as high complexity as all other metaheuristic techniques. The computational complexity of I-BA' pseudo-code itself is O (Z T max ). As shown in Table 2 , the complexity of the cost function for the proposed I-BA is scaled with the maximum number of iterations (T max ) multiplied by swarm size (Z ). The smaller the number of maximum iterations and swarm size, the closer the complexity of the I-BA-APALS with the DL-SMF-APALS, and DL-APALS hybrid algorithms. Table 2 also presents the comparison of the I-BA complexity with the optimal and fully-digital algorithms. N ite is the maximum alternate iterations in Algorithm 1.
V. SIMULATION RESULTS
In this section, we evaluate the performance of the DL-APALS, DL-SMF-APALS, and I-BA-APALS hybrid algorithms and compare them with the fully-digital SCB [52] and DL [48] optimization algorithms. A partially-connected HAD beamforming receiver with L = 4 RF chains is adopted in the simulations. The simulation parameters used by the I-BA and other metaheuristic algorithms are presented in Table 3 . Unless otherwise stated, the other parameters are set as: diagonal loading level ξ = 30, half-wavelength antenna spacing between adjacent elements, the antenna array receives the desired signal from angle θ d = 0 o , and two interference signals arriving from angles θ k = 60 o , − 30 o . The SNR of the interference signals (SNR i ) is assumed to be 15 dB. Fig. 2 presents the output SINR versus input SNR of the desired signal (SNR d ). In this examination, Q is set to be 128 snapshots and N to be 32-elements. Fig. 2 compares the proposed hybrid algorithms based on RAB techniques i.e., DL-APALS and SMF-APALS, and I-BA i.e., I-BA-APALS with fully-digital methods. Observing Fig. 2 , we notice that our proposed hybrid algorithm based on I-BA has a better performance compared to all other techniques. The hybrid I-BA-APALS has the best performance which is highly close to the optimal, followed by the SMF-APALS with a very close performance. As can be seen, the traditional SCB and DL methods have very poor performance for higher SNR d . Fig. 3 plots the sum-rate achieved versus the SNR d . For multiple data streams, 4 data streams are considered (one data stream per subarray), where we use 4 RF chains in this test. As shown, the rate of the system increases as the SNR improves. The hybrid I-BA-APALS algorithm has always better achievable rate compared to other hybrid and conventional algorithms. However, all proposed hybrid algorithms have very close performance. It is worth mentioning, due to the alternating optimization process of digital and analog beamformers as shown in Algorithm 2, the global optimal may not be achieved, which may result in a bit less rate performance. Fig. 4 (a) and Fig. 4 (b) present the curves of the output SINR versus input SNR of the desired signal for the antenna array size equaling 16-elements and 32-elements, respectively. These figures investigate the effect of snapshots size into the performance of different algorithms. As shown, while the performance is improved considerably as the number of snapshots increased for SCB and DL techniques, there is very little effect on the performance of our proposed algorithm. On the other hand, observing these figures, we found that the SCB method has very low performance compared with our proposed I-BA-APALS hybrid algorithm and DL technique, as expected. The significant degradation in the performance of the SCB method shown in Fig. 4 is because of the growing difference between the estimated array covariance matrix R and the true covariance matrix as N increases. For the SNR d less than −5dB, we noticed that the DL technique and our proposed algorithm have almost close performance. However, for higher values of the SNR d , the performance of our proposed algorithm is significantly better than the DL technique. Therefore, our proposed algorithm has a better ability for interference suppression.
To examine the performance of the hybrid and fully-digital algorithms in null steering, Fig. 5 and Fig. 6 show the optimized beamforming gains for 16 and 32 antenna array elements, respectively. The SNR d and SNR i are chosen to be −5dB and 15dB, respectively. The design in Fig. 5 optimizes the radiation patterns of a ULA with three null steering at −30 o , 15 o , 60 o , while two null at −30 o , 60 o are considered in Fig. 6 . The resulted deep null, optimized angle of the analog beamforming, and phases of the digital beamforming are given in Table 4 and Table 5 . As can be seen clearly from these tables, hybrid algorithms based on the proposed I-BA and other metaheuristic techniques have better ability to put deep null at the predefined locations of interference signals compared to RAB methods. The I-BA-APALS has achieved the deepest null of at least −43 dB at all desired null directions. As can be shown, hybrid algorithms based on RAB methods, i.e., DL-APALS and SMF-APALS have a weak ability to mitigate more than one interference signal. On the other hand, as can be shown, the optimized angles of the analog beamformers are almost the same for all hybrid algorithms, which means that the analog beamforming matrix has little effect on the null steering. It mainly directs the main beam towards the desired direction. a: CONVERGENCE CHARACTERISTICS Fig. 7 shows comparative convergence characteristic graphs obtained using BA, PSO, and proposed algorithm. The population size is set to be equal 40 for all algorithms and cases. All algorithms are used to solve the objective function given in (20) with a different number of antennas, snapshot size, SNR i , and SNR d . In Fig. 7 (a) and Fig. 7 (b) , the number of antenna array elements are set to be 16 and 32, whereas, the snapshots size are set to be 128 and 200, respectively. The SNR i is chosen to be 15dB, and the SNR d is set to be 0dB and −15dB, respectively. Observing these curves, it is shown that the BA gets local optimal solution early in both figures; however, our proposed algorithm has a better ability to jump from local minima in both cases. Although PSO has a close optimal solution to I-BA in Fig. 7 (a) , it has poor performance for higher antenna array size. The comparison of average convergence curves of the proposed algorithm is illustrated in Fig. 7 (c) and Fig. 7 (d) for 20 runs, which shows a quite good stability. Fig. 8 illustrates the effect of antenna array size on the performance of the hybrid beamformer we are proposed. From Fig. 8 , it is shown that the performance of the proposed beamformer based on I-BA-APALS is gradually improved with increased number of antennas. As noticed from the curves, for our proposed algorithm, the various values of the received SNR of the desired signal have a significant impact on the performance. We can see a marked improvement on the performance for our proposed algorithm as SNR d increased, and less impact on the performance of DL method for higher values of SNR d .
b: THE IMPACT OF DOA MISMATCHES
Finally, Fig. 9 examines the effect of DOA mismatch into the performance of the proposed robust adaptive methods. The number of antenna array elements and snapshot size are set to be 16 and 200, respectively. The maximum estimation DOA angle mismatch is chosen to be 3 o . Fig. 9 further compares the performance of the classic SCB, and DL methods with the hybrid I-BA-APALS, DL-APALS, and SMF-APALS proposed techniques in the presence of DOA mismatch. As can be seen, the proposed I-BA-APALS shows better robustness performance to the DOA mismatch followed by SMF-APALS with close performance. This is because the proposed I-BA-APALS has good flexibility, therefore, it has a less impact by the DOA mismatch, and snapshot size.
VI. CONCLUSION
In this paper, we have proposed a hybrid beamforming system based on three hybrid adaptive beamforming techniques, namely, DL-APALS, SMF-APALS, and I-BA-APALS, with the objective of maximizing the SINR. The first two methods use only a linear searching to optimize the analog beamforming vectors, where the optimum digital beamforming vector is obtained by closed-form solution. In the last hybrid scheme, we further proposed an efficient nature-inspired optimization technique, that is, I-BA with the aim of optimizing the digital beamforming vector, which gave better global optima, convergence speed, and stability performance as compared to BA and PSO. With the aid of simulation and analysis, we found that the performance of the traditional adaptive beamformers, i.e., SCB, and DL techniques have serious degradation when the input SNR of the desired signal is large. By combining the DL, SMF, and I-BA methods with linear searching scheme to optimize the total beamforming vector, we got a better performance by I-BA-APALS in terms of output SINR, null depth, and robustness against DOA mismatch followed by SMF-APALS. On the other hand, since the I-BA-APALS depends on the phase-only as a controlling parameter, resulting in an inexpensive receiver that makes it convenient for practical implementation. This makes our proposed beamformer appropriate for many future applications that are likely to be susceptible to interference such as future 5G wireless cellular communication systems and battery-powered devices, e.g. unmanned aerial vehicles (UAVs) and other Internet of things (IoT) systems. He is a Visiting Postdoctoral Fellow with the Nanjing University of Science and Technology. His research interests include wireless communication networks, network security, and the physical layer of the vehicular networks. Besides the academic degrees, he has many other certificates, such as CCNA, CCNA Sec., CCNP, the Sudanese Engineering Society Award, and others.
