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Introduction
With the efforts at NCEP (National Center for Environmental Prediction), NASA DAO (National Aeronautics and Space Administration, Data Assimilation Office) and ECMWF (European Centre for Medium-Range Weather Forecasts) to re-analyse, first fifteen (1979) (1980) (1981) (1982) (1983) (1984) (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) , then forty years of meteorological data, consistent long time series of atmospheric fields of temperature, humidity and winds are becoming available. As by-products of these re-analyses, a large number of the quantities produced by the parametrizations of the physical processes is archived, which can then be compared to observations not assimilated in the analysis process. Among other radiative fluxes and heating rates, one such parameter is the longwave (LW) radiation at the surface, which mainly depends on the temperature and water vapour distribution in the planetary boundary layer and on the presence of clouds in the first few kilometres above the surface. Various authors have aimed at deriving this surface longwave flux from satellite observations, particularly from ISCCP, (Darnell et al., 1983 (Darnell et al., , 1992 Gupta et al., 1993 Gupta et al., , 1999 Rossow and Zhang, 1995) , which would help in the validation of the radiation fields produced by general circulation climate models (GCMs). In this case, such a validation is usually done on the monthly time-scale provided by these climatological datasets. Another possibility of validation of the surface longwave radiation produced by GCMs has emerged from the advent of a variety of surface networks carrying out well calibrated surface radiation measurements. All of this recent validation effort has indicated a general underestimation of the downward longwave radiation at the surface in climate GCMs and in ERA-15 (Garratt et al., 1993; Garratt and Prata, 1996, Garratt et al., 1998; Wild et al., 1995 Wild et al., , 2001 ).
Most of these GCM studies have focussed on comparisons performed on monthly mean time-scales, and of point measurements with model radiation fluxes representative of grids, the size of which is usually of the order of 10 4 to 10 5 km 2 . Moreover, in the case of the climate GCMs, the verification is further complicated by the model integration having possibly drifted away from the observed profiles in terms of temperature, humidity and clouds. Wild et al. (2001) questioned the adequacy of the present generation of GCM-type LW radiation schemes at representing the clear-sky downward LW radiation. Apart from deficiencies in the absorption parameters used in the radiation schemes, Wild (1999) also explored the role of aerosols produced by biomass burning, particularly for surface downward shortwave radiation. One might also wonder whether some of the biases found in the previously mentioned studies could not be related to the mismatch between the 2. Data and methodology
Surface observations
The comparisons are made over 27 individual stations, which are part of either the BSRN, SURFRAD or ARM networks, and were operational over the months of April and May 1999. Figure 1 presents their geographical distribution, and Table 1 gives their characteristics. These stations span a large range of latitudes from high northern latitudes to the South Pole.
As discussed by Ohmura et al. (1998) , the Baseline Surface Radiation Network aims at providing long-term measurements of the components of the surface radiation budget together with information on the relevant atmospheric profiles for a number of stations, each of them characteristic of a larger regional climate. Details on the required measurement accuracy and the methodology used to ensure that all measurements fulfill these requirements are given in Ohmura et al. (1998) . The SURFace RADiation network (1997) is a collaborative effort among NOAA, NASA and U.S. university scientists. Locations were chosen with the intent of best representing the diverse climate of the United States, and special consideration was given to places where the landform and vegetation are homogeneous over an extended region so that the point measurements would be representative of a large area. The six stations presently available, although all continental in essence, encompass a wide range of atmospheric conditions, from the mountainous climate at Fort Peck, Montana to
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Technical Memorandum No.339 3 the more humid climate of the Mississippi valley at Goodwin Creek. The Atmospheric Radiation Measurement program (Stokes and Schwartz, 1994) provides similar high-quality measurements of the surface radiation together with a wealth of information on the atmospheric structure through radiosonde, lidar, microwave radiometer and radar measurements. ARM data are available for the high-latitude site at Barrow (Alaska), two tropical Pacific sites (Nauru and Manus) and the mid-latitude South Great Plains site at Billings (Oklahoma).
All measuring stations used in this study have adopted the standards for measurement set by BSRN (WCRP, 1991; Heimo et al., 1993) : These are 10 Wm -2 for broadband thermal infrared measurements. To achieve these goals, the broadband infrared instruments are calibrated against standards traceable to the World Radiation Centre in Davos, Switzerland. In a round-robin calibration experiment carried out within the BSRN stations, the calibrations of the set of pyrgeometers were shown (Philipona et al., 1998) , over a two-year period, to be within 2 percent of the median, therefore within the 10 Wm -2 precision required for climate applications.
Most stations used in this study measure the downward and upward longwave radiation at the surface with a typical frequency of 0.3 Hz. The thermal infrared radiation is usually measured by an upward looking broadband pyrgeometer for downward longwave radiation, and another pyrgeometer is mounted facing downward, usually on a crossarm near the top of a 10-metre tower to measure the upwelling longwave radiation. These two measurements of upwelling and downwelling radiation in the infrared wavebands with their equivalent in the solar wavelengths constitute the complete surface radiation budget. Although all observations are made available with a frequency of at least 3 minutes, all parameters have been averaged over one hour intervals for comparisons with the model surface radiation fields. Given the generally large variability in observed surface temperature and emissivity due to surface type and vegetation varying over small distances, the model upwelling radiation over a model grid is usually difficult to compare to station measurements of the same quantity (Morcrette, 2001) . As the focus is on comparing with radiation parameters operationally provided by the ECMWF forecast system, only the downward longwave radiation emitted by the atmosphere and available at the surface will be considered.
Conventional radiosonde and synoptic observations.
Table 1 also gives the coordinates of the stations where the radiosonde (RAOB) and synoptic (SYNOP) observations are used in the ECMWF operational analysis. The conventional meteorological observations have been extracted from the Global Telecommunication System over the study period for those RAOB and SYNOP sites closest to the radiation-measuring stations. Only a few sites have the radiation measurements exactly collocated with the radiosonde and synoptic observations. Therefore we selected radiosoundings from the geographically closest RAOB sites, and synoptic observations from SYNOP sites wich are the closest in terms of location (and height when several are within the same radius from the radiation-measuring station). For most of the locations considered in this study, the RAOB and SYNOP are within 10 to 20 kilometers from the location of the radiation measurements. Exceptions are Regina, Fort Peck, Carpentras, Penn State, Bondville, Boulder/Table Mountain, Goodwin Creek, Florianopolis, where the RAOB and SYNOP are usually within 100 kilometers of the radiation measurements. For Nauru, collocated RAOB and SYNOP are available as part of the ARM program, but the observations do not enter the ECMWF analysis system, as they are not available on a near real-time basis. Only Ilorin has both its corresponding radiosounding and synoptic observations more than 300 km away from the site of the radiation measurements.
Model data
All model data used in this study are taken from series of forecasts, starting 24 hours apart, between the 31 March 12 UTC and the 31 May 1999 12 UTC, run when preparing for the introduction of a new LW radiation scheme, the Rapid Radiation Transfer Model (Mlawer et al., 1997) , into the ECMWF forecasting system. The analyses from which the forecasts were started are obtained through the operational 4DVAR, a fourdimensional variational assimilation of all the observations during a 6-hour window centered around the analysis time (Rabier et al., 1998; Mahfouf and Rabier, 2000) .
The model used in this study is the so-called cycle 23R1 version of the ECMWF forecast system, operational between the end of June and mid-September 2000. This version differs significantly from the version used for ERA-15, the 15-year reanalysis (Gibson et al., 1997 (Temperton et al., 2001) . Together with the spectral description of some of the dynamical fields, the ECMWF model has a reduced horizontal grid for all its grid-point computations, keeping roughly the same grid size (about 60 km) when going from equator to poles (Hortal and Simmons, 1991) .
Most of the physics package has received some revision between the ERA-15 and cycle 23R1 versions of the ECMWF model. Particularly relevant to this study is the original version of the LW radiation scheme of Morcrette (1991) used for ERA-15, its revision in December 1997 (Gregory et al., 2000) , and the present RRTM LW radiation code that became operational on 27 June 2000, and is now being used for ERA-40.
With respect to the clouds, the switching between deep or shallow convection was modified from a test on the moisture convergence to one based on the depth of the convection. Furthermore, the deep convective closure was changed from one based on moisture convergence (Tiedtke, 1989) to one that relates the convection to the reduction of the convective available potential energy (CAPE) towards zero over a certain timescale (Nordeng, 1994) . The prognostic cloud scheme (Tiedtke, 1993) represents both stratiform and convective clouds, and their time evolution is defined through two large-scale budget equations for cloud water content and cloud fractional cover. This scheme links the formation of clouds to large-scale ascent, diabatic cooling, boundary-layer turbulence, and their dissipation to adiabatic and diabatic heating, turbulent mixing of cloud air with unsaturated environmental air, and precipitation processes. The results presented in the following sections are obtained with the scheme operationally used for global forecasts and analyses (Jakob, 1994) during the summer of 2000. It differs from Tiedtke's original formulation through a revised representation of the ice sedimentation after Heymsfield and Donner (1990) and through a new precipitation scheme (Jakob and Klein, 2000) , which accounts for the overlap between cloud layers when computing the evaporation of the falling precipitation.
Together with the RRTM LW scheme, the model configuration used in Section 3 uses the cloud LW optical properties from Smith and Shi (1992) for liquid water clouds, and those from Ebert and Curry (1992) for ice water clouds. A fixed effective radius of 10 µm over land and 13 µm over the ocean is assumed for the liquid water cloud droplets. The effective particle dimension De varies between 30 and 60 µm for the ice particles, following the temperature dependence parametrization of Ou and Liou (1995) with provision made for the precipitation of all ice particles with De larger than 60 µm (Jakob and Klein, 2000) . Mixed phase clouds are considered between 0 and -23 o C following Matveev (1984) . All optical thicknesses, before entering the radiative computations, are scaled by the 0.7 inhomogeneity factor according to Tiedtke (1996) .
Comparison of operational surface radiation fields with observations

Discrepancy between model and actual orography
The first problem when comparing the model surface downward longwave radiation (SDLW) with observed SDLW, particularly in the framework of a large-scale numerical model of the atmosphere (with a spectral description for some of its prognostic fields) is the potential difference in orography between model and observations. When a difference in surface altitude between the measuring station and the model grid exists, it gives rise to an almost constant bias in surface pressure. Such a difference in surface pressure, ∆p, is illustrated in Figure 2 Table 2 , for both the operational model, and for model fluxes corrected according to Wild et al. (1995) . To investigate the effect of the different parameters on such a correction, calculations were also carried out including first an explicit correction on the surface pressure, based on the usually systematic difference in surface pressure between the model location and the pressure at the observing station, as illustrated in Figure 2 . The results appear as Model +∆p in Table 2 . Next calculations include corrections for both surface pressure and temperature, this last parameter interpolated/extrapolated from the original temperature profile based on the new pressure coordinate (Model+∆p+T, in Table 2 ). Finally, keeping the original profiles of relative humidity, calculations were repeated allowing for adjustments in pressure, temperature and specific humidity (Model+∆p+Tq, in Table 2 ). Overall, for clear-sky and total fluxes over a two-month period, the ∆p+Tq correction is as successful as the W95 correction. However, on a one-hour basis, the ∆p+Tq correction is more likely to be better adapted to more complex individual situations. An example is the South Pole where the ∆p+Tq correction improves the model result as it can account for the effect of temperature inversions whereas W95 actually deteriorates the original model result.
For the following comparisons with observations, results are presented with the physically based ∆p+Tq correction applied to the 16 stations in Table 2 . Results for all other stations are given without correction.
Comparisons with observations
The one-hour time-series of the surface downward longwave radiation during the April-May 1999 period are presented in Figures , the most striking difference is in the diurnal fluctuations, with the model usually displaying variations of a much larger amplitude than the observations (see particularly Desert Rock, Tateno). The overestimated amplitude can be linked to too low a minimum SDLW as in Budapest (first half of April), Carpentras (most of the period), Bondville, too large a maximum as in Penn State U (beginning of May), or to a combination of both as in Boulder, Desert Rock, Tateno, Florianopolis. Whereas, for these last five stations, the effect is somewhat enhanced by the large ∆p+Tq correction, the main signal is also present is the uncorrected field (not shown). The main reason for this excessive diurnal cycle in SDLW appears to be linked to too strong a connection of the planetary boundarylayer temperature to the surface conditions. For stations with overall clear-sky conditions (Boulder, Desert Rock), this problem is further enhanced during daytime by the known overestimation of the surface downward shortwave radiation by the current shortwave radiation scheme (Morcrette, 1991) .
The agreement in SDLW for the few days of observations available for Bermuda ( Fig. 7) is quite good. In the deep tropics over the West Pacific (Fig. 8) , the average level of SDLW is well represented, but due to the large effect of the background water vapour absorption, it is rather difficult to judge the success of the model at representing the small amount of temporal variability linked to the variability in cloudiness.
The time-averages of the observed and model SDLW are presented in Table 3 for all stations when observations are present. Results are further separated between clear-sky and overcast conditions based on the model total cloud cover and the time evolution of the cloudiness in the synoptic reports.
Over the clear-sky situations available for each station over the two months, only Boulder and Ilorin presents an overestimation of the SDLW by more than 10 Wm -2 . The large ∆p+Tq correction for Boulder and the absence of nearby synoptic observation for Ilorin might explain these larger differences. Figure 8 ).
Sensitivity to modelling assumptions
The results presented in the previous section had been obtained with the operational representation of the physical processes in the ECMWF model as of Summer 2000. In the following, the surface radiation fluxes are studied in terms of their sensitivity to the various versions of the radiation codes available at ECMWF, and to the various representations of the aerosols and of the cloud optical properties. In the following, even if the physically based ∆p+Tq correction or the W95 correction would generally slightly improve the agreement with the observations, the results will be presented without any correction so as to show the real impact of the various modelling assumptions and to facilitate comparisons between different radiative configurations.
Radiation codes
Between May 1989 and December 1997, the LW radiative computations in the ECMWF model were carried out using the spectral emissivity method of Morcrette (1991;  hereafter results with this version of the LW scheme are denoted M'91) and the shortwave radiative computations with the two-spectral interval version of the scheme by Fouquart and Bonnel (1980) . Both parametrizations were using absorption coefficients derived from the HITRAN'86 spectroscopic database (Rothman et al., 1987) using a Malkmus statistical model to derive transmission functions for water vapour, uniformly mixed gases and ozone on a 0.01 µm basis, before doing the convolution with either the black-body functions or the spectral distribution of the solar energy (Morcrette et al., 1986 ). The parametrized transmissivities for H 2 O, CO 2 , O 3 , N 2 0, CH 4 , were computed for the 6 spectral bands of the LW scheme. Cloud optical properties for both liquid and ice water clouds were taken from Smith and Shi (1992) and were available as emissivities over the whole LW spectrum. The liquid water cloud effective radius was varying between 10 µm at the surface and 45 µm at the top of the atmosphere, as a function of pressure. The ice particle radius was fixed to 40 µm. ERA-15 computations were performed with this version of the LW radiation scheme.
In December 1997, together with revision to other parts of the package of physical parametrizations (Gregory et al., 2000) , most of the absorption coefficients for the water vapour lines, and the water vapour continuum coefficients were replaced following the approach by Zhong and Haigh (1995), using absorption coefficients derived from the HITRAN'92 spectroscopic database (Rothman et al., 1992) . Furthermore, the ice cloud longwave optical properties were made consistent in both the longwave and shortwave parts of the spectrum, based on Ebert and Curry (1992) . This revised scheme was operationally used in the ECMWF model from 17 December 1997 to 26 June 2000. Such an emissivity method has a quadratic dependence on the number of vertical levels. In the following, results with this version of the longwave scheme are denoted G'00.
With the increase in vertical resolution of the ECMWF model from 31 to 50 in September 1998 then to 60 levels in April 1999, a linear dependence on the number of vertical levels of the radiative computations was becoming necessary. The Rapid Radiation Transfer Model of Mlawer et al. (1997) , being validated not only on line-by-line model results, but also on spectrally detailled measurements of the surface longwave radiation available as part of the ARM program, was tested within the ECMWF model and shown to have a positive impact on most aspects of the model (Morcrette et al., 1998) . Contrary to the M'91/G'00 schemes., RRTM allows to deal with both the true cloud fraction and spectrally defined emissivities and transmissivities in each of the 16 different spectral bands. Since 27 June 2000, the ECMWF forecast system has been using RRTM for its LW computations. Also in June 2000, the spectral resolution of the SW radiation scheme was changed from two spectral intervals (0.25-0.69-4.00 µm) to four spectral intervals (0.25-0.69-1.19-2.38-4.00 µm). Rothman et al., 1996) , but more certainly the better handling of the water vapour absorption, by both the lines and the continuum in RRTM. When clouds are considered, G'00 are generally lower than M'91, reflecting both the impact seen in clear-sky conditions and the fact that, for the same ice cloud water content, the ice cloud emissivity produced by Smith and Shi (1992) (used in M'91 and ERA-15) is higher than that produced by Ebert and Curry (1992) (used in G'00). When RRTM is considered (with Ebert and Curry's ice cloud optical properties), SDLW are systematically higher than either G'00 or M'91, by 1 to 7 Wm -2 .
Cloud optical properties
In the ECMWF radiation scheme operational as of summer 2000, the water cloud optical properties are defined from Smith and Shi (1992) in the LW, and Fouquart (1987) in the SW. The effective radius for water cloud droplets is specified as 10 µm over land and 13 µm over the ocean. For ice clouds, optical properties are taken from Ebert and Curry (1992) in both the LW and SW. Effective particle size De varies between 30 and 60 µm (see section 3). In Tables 5 to 9 , the SDLW is presented averaged over the two months of April and May 1999, for all one-hour slots within the two months and separately for all overcast situations occurring over these two months. Overcast situations are diagnosed from the model total cloudiness being larger than 0.99. All computations are done with the RRTM LW radiation scheme, but differ through the choice of cloud optical properties, cloud effective particle size, and cloud inhomogeneity treatment. Table 5 illustrates the impact of various specifications of the optical properties of liquid water clouds. For Smith and Shi (1992; SS'92), the liquid water cloud LW emissivity is diagnosed for the whole LW spectrum from the liquid water path (LWP). For Savijarvi and Raisanen (1997; SR'97) and Lindner and Li (2000; LL'00) , it is diagnosed for each of the 16 spectral intervals of RRTM. When the liquid water clouds are the lowest ones in the atmospheric column and the liquid water content is large enough to make the clouds radiatively black, the impact of different representations of the mass absorption coefficient is small, typically smaller than 1 Wm -2 . It is only for the high latitudes (NYA, BAR, SYO, GVN) that the liquid water content is
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The sensitivity of SDLW to various representations of the optical properties of ice water clouds is shown in Table 6 . For SS'92, the ice water cloud LW emissivity is diagnosed for the whole LW spectrum from the ice water path. For EC '92, Fu and Liou (1993; FL'93) and Fu et al. (1998; Fu'98) , the spectral mass absorption coefficients given by the different authors are interpolated to the 16 spectral intervals of RRTM. Again, when the lowest cloud layers are made of liquid water with the resultant cloud emissivity at or close to saturation, the impact of different representations of the ice cloud optical properties is small, typically smaller than 2 Wm -2 . At high latitudes (NYA, BAR, SYO, GVN, SPO), or somewhat over high grounds (BOU), the change in ice cloud optical properties induces variations between 2 and 6 Wm -2 on SDLW averaged over two months, going to 9 Wm -2 for SPO.
The impact on SDLW of different specifications of the effective radius Re of the droplets in liquid water clouds appears in Table 7 . f(P) refers to the formulation originally used for ERA-15, where Re varies from 10 µm at the surface to 45 µm at the top of the atmosphere as a linear function of pressure, fixed refers to 10 µm droplets over land and 13 µm droplets over the oceans, and M'94 is the diagnostic formulation of Martin et al. (1994) . Averaged over two months, the impact is negligible, as even when Re is diagnosed (Martin et al., 1994) , the resulting Re is usually smaller than the specified values, which leads to higher optical thickness, of no impact on an already saturated cloud emissivity. For high latitude stations, only when looking at individual hours, can any impact, always smaller than 2 Wm -2 , be found.
The change in SDLW linked to the representation of the effective dimension of the particles in ice clouds is given in Table 8 . 40 refers to the particle size used for ERA-15, where all ice particles have a De of 40 mm. 40-130 and 30-60 refer to the temperature-dependent formulation of Ou and Liou (1995) , with the two figures giving the range of variations for De. S'01 refers to the diagnostic formulation of Sun (2001) , which relates De to both the temperature and the ice water content in the cloud. The effect of a different representation of De is very similar to what was found for a different representation of the ice cloud optical properties. Largest impact is found at high latitudes, particularly for the South Pole ( Figure 9 ) where a diagnosed De from temperature and ice water content allows to correct a large fraction of the underestimation compared to observations. Table 9 presents, for the set of parametrizations presently used in the ECMWF model, the impact of the 0.7 inhomogeneity factor that has been introduced in June 2000 in the longwave radiative computations of the operational ECMWF model. Overall, the inhomogeneity factor only has a small impact (< 1 Wm -2 ) on the two-month averages of the SDLW for middle and low latitudes. At high latitudes (NYA, BAR, SYO, GVN, SPO), its effect is similar to an increase in Re and De, i.e., a decrease in SDLW.
Representation of aerosols
The ECMWF model is operationally run with an annually averaged climatological distribution of aerosols, originally designed by Tanre et al. (1983) . In the present model configuration, five types of aerosols are considered, four with a geographical variation (maritime, continental, urban and desert aerosols), the fifth one, a stratospheric background aerosol, is included with a homogeneous horizontal distribution. This representation of aerosols is referred to as AER1 in the following. Recently, the distribution of tropospheric aerosols derived from a chemical transport model by Koepke et al. (1997) and Hess et al. (1998) was adapted to the ECMWF model. This new climatology is given as monthly mean distributions of optical thickness, asymmetry factor, and single scattering albedo for sea salt aerosol, sulfate aerosol, soil dust aerosol, organic aerosol and black carbon aerosol. They have been given the same vertical distributions as the previous climatology, and obviously impact only the troposphere. This new aerosol climatology is referred to as AER2. Table 10 compares for all stations the SDLW computed without accounting for any aerosol effect, and with the operational AER1 and new AER2 geographical distributions and sets of optical properties for the aerosols. As expected, in the longwave part of the spectrum, the aerosol effect on the surface downward longwave radiation remains small (< 2 Wm -2 ), with the impact of the revised climatology even smaller.
Discussion and concluding remarks
In this study, two sets of questions have been addressed: Firstly, what is the quality of the surface longwave radiation fluxes produced by a version of the ECMWF forecast system very similar to the one presently used for the 40-year reanalysis, and will the ERA-40 surface longwave radiation fluxes be better than those available as part of ERA-15, as judged by comparisons with observed fluxes. Secondly, using a series of sensitivity studies and assuming the cloud information to be specified by the ECMWF model analysis, what is the potential for improving the SDLW through different choices in the representation of the cloud optical properties, of the cloud effective particle size, of the aerosols. A related question is how sensitive the SDLW is to various specifications of cloud parameters, presently out of the scope of a representation by prognostic equations in GCMs.
To answer these questions, the surface downward longwave radiation produced by a recent version of the ECMWF model has been compared to high-quality measurements at 25 sites covering the entire latitude range, over the months of April and May 1999. Comparisons have been done on a one-hour basis, in an attempt at separating clear-sky and overcast situations from those with a partial cloudiness in the column over the sites. Looking first at the clear-sky situations, the present version of the ECMWF model, including the RRTM longwave scheme is shown to be in a generally good agreement with the observations, with the discrepancies likely to be mainly linked to errors in the model definition of the temperature and humidity profiles. For overcast profiles, the agreement between model and observations is also generally good, showing the model essentially produced clouds with their base at the proper height. When all cases are considered, errors are usually larger, reflecting some deficiencies in the model timing in its production of cloudiness. However, the version of the model used here improves the surface downward longwave fluxes relative to the ERA-15 fluxes. The ERA-40 system is running with a different resolution (TL159 instead of the TL319 of this study), and the analysis is carried out with a three-dimensional variational (3DVAR) system instead of the operational 4-DVAR used here. However, on pointwise comparisons over the first hours of the forecasts, at points where radiosonde and synoptic observations are usually available, 3DVAR forecasts of a vertically integrated quantity like SDLW should be similar in behaviour to 4DVAR forecasts, so the results presented here should augur of the quality of the final ERA-40 SDLW.
A proper surface energy budget over land should be linked to a proper determination of each of the radiative and turbulent components. This study shows how the downward longwave radiation is behaving. In particular, the comparisons in Section 3 show the rather correct forcing by the (low-level) clouds produced by the prognostic cloud scheme, inducing a realistic modulation of the SDLW.
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Computations have also been carried out to test the sensitivity of the surface downward longwave fluxes to most of the parameters usually specified in a longwave radiation parametrization. Profiles from only one set of assimilations were used, so results presented here do not include potential feedbacks that the various changes could have brought to the SDLW. A complete study would have involved numerous sets of two-month long assimilations. However, results from the sensitivity study of Section 4 represent the first-order impact of what could be expected from a fully interactive system.
For SDLW, the formulation chosen for the cloud optical properties of liquid water clouds is not critical, as the cloud liquid water path generally leads to an emissivity of one. Similarly, the definition of the effective radius of the liquid water droplets is shown to have a marginal effect on the SDLW. Only at high latitudes, where the cloud water path is small enough for the cloud emissivity to differ from unity, can differences reach 2 Wm -2 . The choice of the ice cloud optical properties introduces a larger sensitivity particularly for high latitudes. The present model formulation using ice cloud optical properties from Ebert and Curry (1992) and an effective particle diameter De simply diagnosed from temperature fails to capture the full effect of clouds on the surface downward longwave radiation of the polar latitudes. A diagnostic of De from both temperature and ice water content, such as recently proposed by Sun (2001) , corrects most of the underestimation in SDLW. As any change which decreases the cloud optical thickness, the 0.7 inhomogeneity factor of Tiedtke (1996) has little effect on the SDLW outside the arctic and antarctic regions. As expected, the aerosols play a small role on the SDLW (up to +1 Wm -2 compared to calculations without aerosols).
In conclusion, from the comparisons of model SDLW with observations and the sensitivity calculations, only the radiative parametrizations related to ice clouds show a potential for further improvement of the ECMWF surface downward longwave radiation. Improvements might also be brought by a better representation of the time evolution of the cloudiness.
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Dr E. Nclear and Ntot are the number of clear-sky and total sky one-hour comparisons possible over a given site over the April-May 1999 period. W95 refers to the 2.8 Wm-2 (100m)-1 correction factor of Wild et al. (1995a) . ∆p includes an adjustment of the pressure levels based on the difference between model and surface pressure, T includes a temperature interpolation/extrapolation based on the adjusted pressure distribution, q includes an adjustment to the specific humidity based on a fixed relative humidity when T is adjusted. Table 2 : Impact of different orography corrections on the surface clear-sky and total downward longwave radiation
Comparisons are made for all slots for which observations are available during the full hour. All model results include the ∆p+Tq orographic correction when relevant. Clear-sky (overcast) situations are defined as the situations within 3 hours of a synoptic observation reporting no cloudiness (total cloudiness: 8 octas) and for which the model total cloudiness is lower than 5 percent (larger than 99 percent Table 4 : Impact of a change in longwave radiation scheme on the surface downward longwave radiation.
Calculations are done for the 1464 one-hour intervals of the period April-May 1999, with RRTM as LW radiation scheme. Results are presented for all-sky or overcast (TCC > 0.99) conditions. All cloudy radiative computations assume no inhomogeneity effect. All ice clouds have cloud optical properties from Ebert and Curry (1992) . For liquid water cloud optical properties, SS"92 refer to Smith and Shi (1992) , SR'97 to Savijarvi and Raisanen (1997) , and LL'00 to Lindner and Li (2000) . Calculations are done for the 1464 one-hour intervals of the period April-May 1999, with RRTM as LW radiation scheme. Results are presented for all-sky or overcast (TCC > 0.99) conditions. All cloudy radiative computations assume no inhomogeneity effect. All liquid water clouds have cloud optical properties from Smith and Shi (1992) . For ice water cloud optical properties, SS"92 refer to Smith and Shi (1992) , EC'92 to Ebert and Curry (1992) , FL'93 to Fu and Liou (1993), and Fu'98 to Fu et al. (1998) GWN n/a n/a n/a n/a 357. Calculations are done for the 1464 one-hour intervals of the period April-May 1999, with RRTM as LW radiation scheme. Results are presented for all-sky or overcast (TCC > 0.99) conditions. All cloudy radiative computations assume no inhomogeneity effect. Optical properties are from Ebert and Curry (1992) for ice clouds, and from Smith and Shi (1992) for liquid water clouds. For the effective radius in liquid water clouds, f(P) is a function of pressure, fixed refers to 10 µm over land and 13 µm over the ocean, and M'94 is the parametrization by Martin et al. (1994) . Calculations are done for the 1464 one-hour intervals of the period April-May 1999 with RRTM, without (No) or with account for the radiative effects of the aerosols. AER1 is the operational configuration with geographical distributions and optical properties from Tanre et al. (1983) , AER2 is an experimental climatology with geographical distributions and optical properties from Koepke et al. (1997) and Hess et al. (1998) . All cloudy radiative computations assume the inhomogeneity effect of Tiedtke (1996) , the water cloud optical properties from Smith and Shi (1992) , and the ice cloud optical properties from Ebert and Curry (1992) 
