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Abstract
We consider the commutation of R∞; the Bouseld–Kan R-completion functor, with homotopy (inverse)
limits over catagories I with compact classifying spaces. We get a generalization of the usual bre lemma
regarding preservation of a bration sequence by R∞. The basic result is that for such I -diagrams N of
nilpotent spaces the canonical commutation map
R∞holimI N
c→ holimI R∞N
is always a covering projection. This has clear implications for Sullivan–Quillen localization and completion
theory and for rational models. On the way we are lead to a su7cient condition for the homotopy limit over
a nite diagram to be non-empty or in fact r-connected for a given r¿− 1.
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1. Introduction
We consider the commutation of homotopy limits of nilpotent spaces with R-completion, for any
commutative ring with unit R. Namely, we consider the relation between R∞ holimN and holimR∞N
for a diagram of nilpotent spaces N. The completion functor R∞ with respect to a commutative ring
was dened by Bouseld and Kan [1] and since then has played a major role in various “localization”
processes and convergence results for Adams-type homotopy spectral sequences. For example, the
general Sullivan conjecture is investigated using this functor [6], this reference is a good example of
the various uses of this functor. In a nutshell, R∞ X is a completion of a space X with respect to its
maps to R-nilpotent spaces—these are extensions of the natural notion of topological or simplicial
R-modules. The notion of homotopy limit is dened in [1] but we also use the exposition in [3].
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A basic result about R-completion is the Fibre Lemma [1]; see below: It guarantees that a principal
bration sequence with a connected group as bre is still a principal bration sequence after the
application, to each space in it, of the Bouseld–Kan R∞-completion. In other words, the canonical
comparison map from the completion of the bre to the bre of the completions is a homotopy
equivalence. This implies that brations between nilpotent spaces with connected bre are also
preserved by the same functor. No other “localization” or “completion” functor in homotopy theory
is known to enjoy this general property although this and similar properties imply nice behaviour in
the case of Sullivan rationalization for example.
However, when we consider the example of a loop space bration of a nilpotent space with a
non-trivial fundamental group such as S1, we realize immediately that in general the comparison
map from the completion of the bre to the bre of the completion is neither one to one nor onto
on the set of components—since the set of components of the bre does not change under this
completion functor. Still, in the case of nilpotent spaces, there is a close connection between the
two: The restriction of the comparison map to any connected component of the loop space induces an
isomorphism on higher homotopy groups, and is thus a covering projection; see below. It turns out
that this nice behaviour of the restriction map happens more generally: In [8], the authors consider
the completion of brations with non-connected bres and also completions of mapping spaces with
a nite domain and nilpotent range. They show that in these cases the comparison map is as close
to homotopy equivalence as can be expected in light of the examples above.
1.1. The main result
The present note considers the more general question of the commutation of homotopy limits over
certain “compact” diagrams with the R-completions of Bouseld and Kan via properties of the above
mentioned comparison map 4.1.
Ignoring some technical terms, our main result in this direction is (see 2.2 below):
Theorem 1.1. For a diagram N of component-wise nilpotent spaces; over a compact category I ;
the natural commutation map 4.1:
R∞ holimI N
c−→ holimI R∞N
from the R-completion of the homotopy limit of N to the homotopy limit of its completions is; up
to homotopy; a covering projection. In other words; homotopy 0bres over each component of the
range of that map are homotopically discrete.
Recall from [1] about R∞ X : The main result is not surprising given the fact that there is reason-
able control over the homotopy groups of the R-completion. However, we use little of this knowledge
in the following arguments. For a nilpotent space N (or disjoint union thereof) the homotopy and
homology groups of R∞ N are discussed in great detail in [1] (V 3.1, 3.2 ,VI 5.1). In particular,
the R-homology groups are preserved: H∗(N; R) ∼= H∗(R∞ N; R). If N is pointed of nite type the
R∞-completion is closely related to localization and completion functors dened by Sullivan and
Quillen. If R ⊂ Q is a sub-ring of the rational then we have ∗R∞N ∼= ∗N ⊗ R; where the tensor
product of R with the nilpotent fundamental group is the expected thing. For a nite eld R=Z=pZ
we get a similar formula using the p-completion of nilpotent or abelian groups: ∗R∞N ∼= (∗N )∧p .
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For a space N not having nite type the tensor product above is only a part of ∗R∞ N the other part
being certain canonical completion coming from the theory of innitely generated abelian groups.
1.2. Organization of the paper
The rest of the paper is organized as follows: in Section 2 we give denitions and formulate the
main result and some corollaries. Section 3 we give several examples of situations when the main
result is applicable. Section 4 is devoted to the inductive proof of the main result through a series
of lemmas. In the last section two other examples of the main inductive method are presented, one
of which was used in the proof of the main result.
2. Notation, main results and examples
In this section we formulate the main denitions and give examples, some of which are used later
in the proofs. Our spaces can be taken to be either CW-complexes or more conveniently simplicial
sets. We often use results of [1] about R-completion of nilpotent spaces.
Note that in the present work spaces, are not necessarily connected and, in general are not pointed,
bre maps and covering maps are not surjective in general. Of course, they are surjective on each
path component in the range that is hit. In particular, our diagrams are of unpointed spaces and their
limits and homotopy limits may well be empty spaces.
We rst comment that the theorem claims nothing restrictive on the induced map between the
two sides on the level of path components, 0; it says that the restriction to each component of the
domain is, up to homotopy, a covering map in the usual sense. In general, even under the condition
of the main theorem the comparison map may be very far from being a homotopy equivalence: If
the domain of the comparison map is empty—while the range is not—a realistic possibility, then the
conclusion of the main result is trivially satised, independently of the homotopy type of the range.
Examples (Compact and non-compact categories): Theorem 1.1 applies to what is called in [6] “very
small categories”, basically those with a nite number of composable chains of non-identity arrows
? → ? → ? → · · · → ?. These are just the categories that have nite nerves, so certainly a
compact classifying space.
However, we will see that, in particular, the result applies to the completion R∞(Nh) of the
homotopy xed points of a (torsion free) group  with a nite classifying space B, such as
certain arithmetic groups, acting on any component-wise nilpotent space N . This example involves
a category with an innite number of morphisms and non-compact nerve.
Thus, strict niteness is not a necessary condition for application of the main result. However, in
general, for innite diagrams the comparison map might well be very complicated. The standard ex-
ample is that of the innite product
∐
i K(Z=piZ; n). The rationalization of each factor is contractible
but the innite product has non-trivial rational homology, and so being nilpotent its completion with
respect to the rational numbers is non-trivial since it preserves Q-homology. This is the usual case of
homology not commuting with innite products—so an innite product of acyclic spaces may well
have large homology groups. Thus for innite diagrams the bres of the comparison map can have
non-trivial homotopy groups in all dimensions. This can very well happen even if the classifying
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space of the underlying small category is of nite type, or indeed, contractible—see below. How-
ever, these bres are probably subject to other limitations the nature of which, however, is unknown.
There are some cases where even in the absence of the above hypothesis the comparison map is
known to be an equivalence [2, (2.1)].
2.1. De0nitions and main results
The examples above indicate that a strong niteness assumption on the diagram is needed to guar-
antee even an “approximate” commutation with the homotopy limit. We formulate such a restriction
by considering certain categories called here compact. These are more general than the “very small”
categories in Dwyer–Spalinski(10.13) [7] since we do not insist on having a nite number of neither
objects nor morphisms, see the next example below. In the following denition, by a classifying
space of a category I we mean the (strict!) co-limit of any free and object-wise contractible diagram
of spaces over I . Thus any classifying space of I is weakly equivalent to its nerve, Nerve(I); but
may be diOerent from the canonical nerve in other essential features such as compactness. We see
that here we do not use any specic canonical notion of classifying space. Rather we are happy with
any space obtained from a free and object-wise contractible diagram. Thus, topologically speaking,
the innite sphere is the standard model from which one can construct the classifying space of
any nite group acting freely on it, by dividing out the group action. The innite inverse tower of
receding half lines
· · · (−∞;−n− 1] ⊂ (−∞;−n] · · · (−∞;−1] ⊂ (−∞; 0]
gives a good—i.e. free and object-wise contractible—model for getting a classifying the space of
the inverse limit diagram. Simplicially one can use the nerves of the over-categories dened in [1].
In both of the last examples the classifying space is a non-compact space: In the rst one gets a
K(; 1); in the second the non-positive half-line (−∞; 0]. Notice that in the last example we get a
category which is not compact even though its nerve is weakly contractible.
Denition 2.1. A compact category is a small category with a classifying space which is a nite
complex or; simplicially; with a nite number of non-degenerate simplices. A diagram of spaces
over a compact category will be called a compact diagram.
Remark. Lemma 2.6 below gives a practical necessary and su7cient condition for a small category
to be compact.
Example. Any torsion free group with a compact classifying space; such as the group of integers
Z; is an example of compact category with one object and innite number of morphisms. For any
small category C with an initial object the diagram of singletons {?} is a free diagram of spaces
and thus has a classifying space consisting of a single point. Therefore C is a compact category. Of
course for such a category the statement of the theorem is trivial.
Remark. In what follows we will encounter homotopy covering projections; namely maps with a not
necessarily connected range but with homotopically discrete homotopy bres over each component
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in the range; and a homotopically trivial covering projection which; over each component in the
range; is simply a product covering; S × X → X ; possibly with S being the empty set. The latter
is a homotopically covering projection whose restriction to each component of the domain is an
equivalence. Now we can formulate the main commutation result.
Theorem 2.2. Let N be a diagram of spaces each of which is a disjoint union of nilpotent spaces;
over a compact category C. Homotopy 0bres of the natural commutation map:
c :R∞ holimC N −→ holimC R∞N
over any connected component of the range are homotopy discrete spaces; thus; up to homotopy;
the comparison map is a covering projection. If; in addition; all the nilpotent spaces in N are of
0nite type; then the restriction of c to each component of its domain is a homotopy equivalence;
thus the comparison map is a trivial (component-wise product) covering projection.
Remark. An illuminating example of the situation; which plays a crucial role in starting the induction;
is a pullback diagram
∗ −→ K(A; 1)←− ∗
that gives; by taking homotopy limit; the loop bration over an Eilenberg–MacLane space. Assume;
in addition; that A is an abelian group. In general; R∞K(A; 1) has a non-trivial homotopy group in
dimensions one and two; in fact; it always splits as a product K(A′; 1)× K(B; 2) with B trivial for
a nitely generated A [1] and 4.2 below. We see that the bre of the completion is a disjoint union
of K(B; 1)’s while the completion of the bre is a discrete space. So the comparison map is of the
form A→ ∐K(B; 1); a map with discrete homotopy bres since A is taken here as discrete space.
If A is a nitely generated group the comparison map is a map between discrete spaces and thus a
trivial covering map.
Corollary 2.3. For any 0bration over a 0nite CW-complex; with a component-wise nilpotent 0bre
N; the homotopy 0bre of the comparison map from the completion of the space of sections to the
space of sections of the 0brewise completion is homotopically discrete. In particular; this holds for
product 0bration; so that the homotopy 0bre of the comparison map:
c :R∞map(K; N ) −→ map(K; R∞N )
is homotopically discrete; for K 0nite; N nilpotent. If N is of 0nite type then the comparison map
is a trivial covering projection.
Corollary 2.4. The homotopy limit of a compact diagram of nilpotent R-acyclic spaces is a disjoint
union of R-acyclic nilpotent spaces.
Proof. Since the homotopy limit of the completions is a point; it follows from the theorem that the
completion of the limit is homotopically discrete.
The theorem follows from a seemingly stronger technical statement about R-completions: The
following statement about arbitrary categories contains the main content of the previous one, 2.2. It
refers to free diagrams over an arbitrary small category [4,5].
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Theorem 2.5. Let N be a diagram of spaces Ni over a category I where each Ni is a disjoint union
of nilpotent spaces. Let F : I → S be any free I -diagram of spaces with a 0nite number of free
generating I -cells. In such a situation homotopy 0bres of the natural commutation map:
c :R∞mapI (F;N)→ mapI (F; R∞N)
over each connected component of the range are all homotopy discrete spaces. If all the nilpotent
spaces in N are of 0nite type; then in addition the restriction of c to each component in its domain
is a homotopy equivalence.
The main result 2.2 follows directly from 2.5 in view of:
Lemma 2.6. A small category I is compact i: there is a free I -diagram of contractible spaces
with a 0nite number of free cells.
Proof. The classifying space can be built as the strict direct limit of any free I -diagram of con-
tractible complexes. The free I -cells are then in one to one correspondence with the cells of the
classifying space.
3. Examples
3.1. Fibrations
If we have a bre sequence of component-wise nilpotent spaces: F → E → B with F non-
connected then, in general, the commutation map for localization or completion, namely the map
R∞F → fib(R∞E → R∞B), while always being a covering map, does not induce an isomorphism
between the sets of path components. Here the diagram of spaces is the obvious “pullback diagram”:
?→ ?← ?. Consider any degree p map of the 1-sphere, the circle, which is a nilpotent space. The
bre of the given map has p connected components but the bre, say after rationalization R∞=LQ,
has only one component.
3.2. Function complexes [9]
An important special case of a homotopy limit is simply the function complex map(K; X ) where
K is taken to be the realization or classifying space of the given indexing diagram: K = |C|, and the
diagram is the constant diagram sending each map in I to the identity map of X . Then holimC X is
homotopy equivalent to the unpointed function complex. If the domain K is a nite complex, then
each component of the function complex behaves correctly with respect to R-completion. However,
if K = BG is the classifying space of some nite group, say with two elements, then although the
classifying space of the indexing category is of nite type and in fact has a nite number of cells
in each dimension, the commutation map is not a covering projection as in 1.1: Take the range
X = BU (n) and take the completion (=localization) at the rational numbers R= Q.
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3.3. Cross sections and homotopy 0xed points
Another special case of a homotopy limit as above is the space of cross sections of a bre map:
E → K , where K as above is a nite complex. In fact the space of sections K(p) is homotopy
equivalent to the homotopy limit of the associated canonical diagram of equivalences dened over
the category C with |C|= K as in the latter example. Assuming that K is connected, this diagram
is a diagram of spaces all of which are equivalent to the typical bre F . In general, here, the
homotopy limit might be empty. Taking completion amounts to taking the brewise completion of
the above bration p, and the homotopy limit holimR∞N is the space of sections of this brewise
completion. In particular if  is a group with compact classifying space B such as Zn and N is
component-wise nilpotent space on which  acts, then the map R∞Nh → (R∞ N )h is a covering
map which is trivial if each component of N is of nite type. Notice that here it is enough to assume
that B=K(; 1) has the homotopy type of a nite CW-complex L since in that case  acts freely
on the contractible universal covering space L˜, which has a nite number of freely generating cells
so we are under 2.6.
3.4. Rational models
Since for nilpotent spaces of nite type the rational completion agrees with the rational localization
[1]-V, the control over the commutation map implies control over taking rational or minimal models
of, say, homotopy pullback. Thus taking rational models does not commute with taking pullback
but rather the canonical map (pullback(f; g))Q → pullback(fQ; gQ) is a trivial covering map where
f :N → M ← L : g are maps of nilpotent spaces of nite type. In general we thus have a “near
commutation” with discrete error terms of rationalization and taking homotopy limits over compact
categories. In particular, the internal homotopy limit in the category of DGA over the rationals Q
approximates well the homotopy limit functor on the space level. Of course even for a diagram of
connected DGAs that model 1-connected spaces the homotopy limit is, in general, the rational model
of a non-connected nilpotent space.
4. Proof of the main commutation result 2.5
In the present proof which runs through the end of this section, we use some rather standard
material about homotopy limits and free I -diagrams of spaces (simplicial sets or CW-complexes)
see, e.g. [4,3]. It is convenient to work with simplicial sets here though not necessary. However,
in that case we assume implicitly that all spaces used as ranges of function complexes are brant.
Notice that the term “bre” indicates the homotopy 0bre of a map over a chosen base point.
4.1. The comparison map
We rst note that it follows from the basic properties of R∞, homotopy limits and 5.1 below that
the map
holimI N→ holimI R∞N
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factors through the R-completion of the domain thus giving the canonical comparison map for such
diagrams. With some more eOorts using the fact that R∞ is a simplicial functor, see C.8 in [4], one
can easily construct a natural comparison map for an arbitrary diagram of spaces Y: we now take a
free object-wise contractible I -diagram EI with mapI (EI;Y)= holimI Y; and use the evaluation map
to get a map adjoint to the desired one:
R∞mapI (EI;Y)× EI → R∞(mapI (EI;Y)× EI)→ R∞Y:
To facilitate inductive discussion over various categories, we say that a particular diagram of spaces
has the commutation with discrete 0bre (CDF) property if the comparison map for that diagram
has discrete bres. We refer to bres of the comparison map as the error terms.
The proof is given by a sequence of lemmas treating special cases. We implicitly regard taking a
homotopy bre as a kind of homotopy limit. At each step, in order to show that the covering map
is trivial we prove the equivalent statement saying that the restriction of the map to each component
of the domain is a homotopy equivalence or has a contractible homotopy bre. It is important
to note throughout the proof that at each stage, taking the homotopy limit of a compact diagram
of component-wise nilpotent spaces is again component-wise nilpotent. This is true by elementary
considerations, but also in view of 5.1 below.
The proof follows these steps:
• Proof for bres of a covering map.
• Proof for any bre map of component-wise nilpotent spaces.
• Proof for an arbitrary pullback diagram of component-wise nilpotent spaces—reducing to and
proving the special case where one of the maps is a covering projection.
• A cell by cell proof of 2.5 for a free I -diagram F with a nite number of generating cells.
4.2. Lemmas for pullbacks over covering maps
Lemma 4.1. Any covering map of connected nilpotent spaces N = M˜ → M has the CDF property.
Proof. First note that it is true for a principal bration of the form
A −→ N p−→M;
where A is an abelian discrete structure group. The reason is that we can consider the classication
map
N
p−→M −→ BA= K(A; 1):
One gets a bration with the space N as a connected bre and it is preserved under completion.
Thus the bre of R∞(p) is seen to be %R∞BA. This last space has vanishing homotopy groups
above dimension one as a consequence of the following lemma:
Lemma 4.2. Let & be a nilpotent group. Then for all i¿ 3; iR∞K(&; 1)=0. If & is 0nitely generated
then R∞K(&; 1) is aspherical.
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Proof. In a special case these are formulae VI.2.2 and 5.2 in [1]; and probably the general case is
also there. For a modern proof one can refer to theorem 4.B.3 of [4] using the fact that for nilpotent
spaces the completion R∞ is a localization with respect to an appropriate map and an inductive
argument using the preservation by R∞ of principal brations with connected bre. This proves the
lemma.
Notice that a similar statement is thus true for any localization Lf that preserves principal brations
with a connected group as bre.
To continue the proof we have that the range of the comparison map being %R∞BA is, there-
fore, of the form
∐
K(Gi; 1). The bres of the given cover map are discrete, so their R-completion
is discrete too. Thus all the bres of the comparison map from a discrete space to this aspheri-
cal space are discrete, as claimed. Now notice that by 4.2, if the spaces are of nite type, then
the group A is nitely generated and the completion of K(A; 1) has vanishing homotopy groups
above dimension one. Therefore the above bre %R∞BA is discrete and the comparison map is
now a map between two discrete spaces, thus a trivial covering map as needed. This completes
the rst case of principal covering map. Next, given any covering map N → M with N;M nilpo-
tent (and the bre discrete) we take the rened relative Moore–Postnikov resolution N = Mk →
· · · → M2 → M1 → M0 = M of the map p into a nite tower of principal brations with
abelian structure groups. This is a 0nite tower of principal brations, each of which has the above
form:
Using the above argument for each step in the tower together with 4.2 and 4.4 we can quickly
deduce:
Lemma 4.3. For any covering map of (connected) nilpotent spaces N → M the 0bre of R∞N →
R∞M is an aspherical space
∐
K(Gi; 1) and it is discrete if the spaces are of 0nite type.
Thus, we may conclude that the comparison map has homotopy discrete homotopy (error terms)
bres and is a trivial cover in the nite type case. This completes the proof of 4.1.
Above, we have used the observation:
Lemma 4.4. Let
L l−→M m−→N
be any composition of two 0bre maps. With an appropriate choice of base points it gives a 0bration
sequence:
Fib(l)→ Fib(m ◦ l)→ Fib(m):
(Symbolically if we denote the 0bre of P → Q by “P=Q” this means: L=M = (L=N )=(M=N ).)
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We now continue with the next cases:
Lemma 4.5. Any covering map
∐
j N˜ j →
∐
j Nj of component-wise nilpotent spaces has the CDF
property.
Proof. We consider each component N˜ j separately; reducing to 4.1.
4.3. Lemmas for general pullbacks
Now consider general bre maps of any component-wise nilpotent spaces:
Lemma 4.6. Any 0bre map
∐
Nj →
∐
Mi of component-wise nilpotent spaces has the CDF
property.
Proof. We proceed by rst restricting to a component of the total space. So we are reduced to a
map of connected nilpotent spaces p :E → B with a not necessarily connected bre F . (But since B
is connected all the components of the bre F are equivalent to each other.) We choose a component
F1 of F ∼=
∐
F1. Now select a lift of p to a suitable cover B˜ of B such that the bre of E → B˜ is
exactly the chosen component F1 of the bre of p :E → B. This is always possible by elementary
covering space considerations; see below. We get a bration F1 → E → B˜ with a connected bre.
Now; a bration sequence of nilpotent spaces with a connected bre remains a bration sequence
after R-completions. So this means that the following is a diagram of bration sequences; where F1
is any chosen component of the bre of p :E → B and B˜ is the appropriate covering map. Moreover;
importantly; we have an aspherical space in the upper right corner by 4.3.
But this immediately implies that D, the homotopy bre of the comparison map, is discrete, as
needed.
Now we examine the CDF property for any pullback diagram of disjoint unions of nilpotent spaces.
The following statement immediately implies the above results its proof generalizes the arguments
above.
We rst prove the claim for the comparison map of a pullback over a covering map B˜→ B.
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Lemma 4.7. Any pullback square of component-wise nilpotent spaces
along a covering map p has the CDF property.
Proof. We may assume that all spaces except possibly E˜ are; in fact; connected; otherwise we restrict
to connected components. Here we may proceed as in 4.1 above by induction on the nite Moore–
Postnikov tower of the covering map p of nilpotent spaces: We notice that the claim reduces to the
case of covering map 4.1 since the pullback of a cover is a cover p˜ over E and the comparison
map for the pullback is just the comparison map for the covering map over E.
We now consider the case of
Finite types: If we assume, in addition, that the nilpotent spaces are of nite type then we
show again by induction that the error term of the comparison map restricted to each component
is contractible. Again by the above observation this property is compatible with composition of
covering so that it is su7cient to prove it for principal covering with abelian group. In this case it
is again a direct consequence of Lemma 4.2 above.
Remark. To be sure; in proving the second part of the theorem we have only used nite generation
of 1B. See 4.2 above.
The nal lemma in this direction is the general lemma for pullbacks:
Lemma 4.8. Any pullback diagram of disjoint unions of nilpotent spaces of the form E1
p1−→B p2←−E2
has the CDF property.
Proof. We reduce to the special case where p1 is a covering map as in 4.7 above. If the pullback
is empty; then the CDF property holds by default. So; by restricting to connected components of
the three spaces; we may assume that all three spaces in the given diagram are connected; however;
the pullback itself may not be connected. Let Ps be any connected component of the homotopy
pullback. The claim of the lemma is then: The comparison map; when restricted to R∞Ps; has a
discrete homotopy bre. To show that; one constructs below a related pullback diagram composed of
covering spaces of the given pullback diagram; whose homotopy pullback is precisely Ps. Consider
the diagram where bold letters denote the given pullback diagram:
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In this diagram, on the left we have homotopy bres of the preceding maps; if we omit the spaces
Fi and their arrows on the left, then all ve squares and rectangles are homotopy pullbacks. To build
it, we started with the given pullback rectangle diagram whose possibly non-connected pullback is
denoted by
∐
P to remind us of its possible non-connectivity.
Now we use again, as in 4.6, the following statement from the theory of covering spaces:
Claim. For any map of connected spaces f :X → Y and any choice of a connected component
F1 ⊆ F of the 0bre F of f; there is a lifting f˜ of f to an appropriate cover of Y; namely;
f˜ :X → Y˜ whose 0bre is equivalent F1; with the composition into Y being the given choice; see
the diagram below.
Proof. To construct the lifting consider the following 3×3 diagram of brations: Choose the covering
map which renders f˜ surjective on the fundamental groups; namely; after choosing base points; with
Im(1Y˜ → 1Y ) = Im(1X → 1Y ):
Notice that now there is a determined correspondence between 0Fib(f) and the stock of the
covering map. Then choose the lifting which sends the component F1 to the corresponding point ∗
in the stock S of the covering map. Now f˜ is surjective on the fundamental groups and its connected
homotopy bre is the chosen component F1.
To proceed with the construction of the preceding diagram, we choose a component F2 of the bre
of p2 that hits our chosen Ps and the corresponding lifting p˜2 whose bre is precisely F2. We then
take the pullback E˜
′
1 of p1 over B˜, which is a cover of B selected so that the map p˜2 is surjective on
the fundamental groups and the lifting is determined by the proper choice as above of a connected
component of the bre of p2 :E2 → B. The pullback E˜′1 over B˜ has several components. Exactly
one of these, denoted by E˜1, is hit via the map b by the connected Ps chosen above, which in turn
is the component hit by F2 in the pullback
∐
P. Notice that every component of the pullback
∐
P
is hit by a right choice of F2. So now our arbitrarily selected Ps appears as a connected pullback
along p˜2 (or along b) in the appropriate rectangle (square).
Now, since both horizontal brations of nilpotent spaces with the connected bre F2 are preserved
by R∞, the pullback rectangle along: E2 → B˜ ← E˜1 whose pullback is Ps remains a homotopy
pullback after R-completion.
Consider now the error term, namely a bre of the comparison map : Let
∐
P∞ be the pullback
of the R∞-completion of E1 → B ← E2 as in the outer square of the three-squares diagram below.
All three squares are pullback squares: The outer one by denition, the middle one by the bre
lemma for connected bres, and the inner one follows by commutation of taking bres. We have a
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well dened map c| :R∞Ps →
∐
P∞ which is the restriction of the comparison map to our selected
component Ps. While
∐
P∞ may not be connected, only one of its components is hit by R∞Ps.
We must show that, rst, the bre . of the natural map c| :R∞Ps →
∐
P∞ is discrete and,
second, that it is contractible if all spaces in the given pullback are of nite type.
By commutation of taking bres and pullbacks, since the two relevant pullback squares share
R∞E2, we get that the innermost square in the following diagram is a pullback square which is, in
fact, a bration sequence.
The error term . is the corresponding bre of the map / :W1 → W2 in the diagram above. But
by simple commutation this is the bre 1 of the map associated to the commutative square, denoted
by , from R∞E˜1 to the pullback of the rest of that square on the right hand side (pullback along
b˜): In fact, this identication . ≈ 1 follows from the tautology:
Observation: In any commutative square of spaces (such as ):
the bre F∗ = Fib(Fib(h) → Fib(u)) corresponding to any point ∗∈Fib(u) is homotopy equivalent
to the bre of Y → pullback(u; v) over the corresponding point in the pullback. (Symbolically, if
we denote the bre of P → Q by “P=Q” then this is “[(Y=V )=(U=X )]” = “Y=(U ×X V )”.)
Recall that R∞E˜1 is a component of E˜
′
1 and that the error term varies with the components of
the actual pullback: this means that our unknown space . ≈ 1 is an error term for the completion
of the following pullback diagram—which describes E˜
′
1 as pullback along B˜→ B:
E˜
′
1:=pullback(B˜ −→ B←− E1):
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But this last pullback diagram is a pullback along a covering map B˜ → B so its error term is
discrete by 4.7.
The proof that in the case of nite type one gets a trivial covering namely that the restriction to
Ps has a single point as bre is straightforward by the reduction above to previous cases.
4.4. General homotopy limits
We now complete the proof of the main comparison theorem by an induction argument on the
cellular structure of a free I -diagram F as in 2.5. The inductive step uses a pushout diagram as
follows to which we shall refer as the F-CELL [3–5]:
This presents an I -diagram Y as one obtained from the I -diagram X by gluing to it the free I -cell
Fd × 5[n] along its boundary. For example, let I be the equalizer small category (v  w) and let
Y be the free and object-wise contractible I -diagram sending a point by two maps to the two ends
of the unit interval. Then X is the free two-arrow diagram of sets {∗} {0; 1} containing the zero
skeletons of Y and Fd is the free diagram of sets Fw = (7  pt) consisting of the empty set and
one point.
Lemma 4.9. Let X → Y be a co0bration of I -diagrams; where Y is obtained from the X as a
pushout by attaching a free I -cell Fd×5[n] along a map from the boundary Fd×@5→ X. Assume
that the diagram X sati0es theorem 2.5 for F = X; then so does Y.
Proof. Let T be an I -diagram of component-wise nilpotent spaces. We have to show that bres
of R∞map(Y;T) → map(Y; R∞T) are discrete and that they are contractible under the nite type
assumption.
Notation: We will write map(−;−) for the spaces of I -maps of I -diagrams, omitting the subscript
I from the notation. To proceed, we factor the comparison map into two maps a; b—each of which
will be proven to be a covering projection or correspondingly a trivial covering projection:
R∞map(Y;T)
a−→P b−→map(Y; R∞T)
where P is the homotopy pullback in the diagram:
Denote by F-CELL the two-arrow (;; g) pushout diagram above whose pushout is the
diagram Y.
Both maps a and b are dened using the fact that the function complex out of Y is a pullback
of function complexes out of the F-CELL: The map a into P is given by the universality of the
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pullback as follows. In the diagram that denes P we have strict bre map res, so we may take P
to be the actual pullback: Now since we have a natural restriction map from the domain of a to the
pullback diagram which denes P that commutes strictly, we get a map to the pullback P. To dene
b, we note that map(Y; R∞T) is a pullback of the diagram of mapping spaces of the F-CELL into
R∞T. So b is dened as a map between two pullbacks, since their dening diagrams are related by
a strictly commutative maps of pullback data.
Consider rst the bres of b. The bres of b are given by the pullbacks of the bres of diagrams
that give both its range and domain as pullbacks. Since taking a pullback commutes with taking bres
over any selection of base points in any component of the bases. The various bres are discrete,
by our assumption that X satises Theorem 2.5 for X = F and by the above results about the
comparison for pullbacks and brations of nilpotent spaces. Here, we have used the assumption that
our diagram Fd is a free diagram because it allows us to compute the equivariant function complex
generated in d, since this implies via Yoneda’s lemma that a function complex out of Fd × @5[n]
is just map(@5[n]; Td) ∼= map(Sn−1; Td), where Td is the space in the d place of the diagram T.
Here we are using the result that the comparison map for the free n-loop space has discrete bres.
This follows either from the analogous result for the based loops discussed above or from presenting
the free loops as a homotopy pullback and using 4.8. So by construction of P and the induction
assumption on the diagrams in the F-CELL the bre of the map b is discrete.
Now consider the bres of a. We claim that a is in fact a comparison map for a pullback diagram
of component-wise nilpotent spaces and therefore by 4.8 above its bre is discrete (or correspondingly
contractible) as claimed: Indeed, the pullback P is by denition a homotopy pullback of completions.
Consider the map:
a :R∞map(Y;T)→ P = pullback(R∞map(F − CELL;T)):
This map itself is a comparison map for the pullback in the diagram mapI (F-CELL;T). Notice
that this is a pullback diagram of component wise nilpotent spaces: In view of 5.1 below the space
map(X;T) is component-wise nilpotent.
In other words, the map a is a map from R∞ applied to mapI (Y;T), which is a pullback over
the little diagram map(F-CELL;T), so the domain of a is the completion of a pullback. And a goes
into the pullback P of the spaces obtained by rst taking the R-completion of each function space
in map(F-CELL;T), so the range of a is the pullback of the completion of the same diagram of
function spaces. Hence by the CDF property for pullbacks 4.8, the bres of a are discrete.
This completes the proof that the bres of both a and b are discrete, so the bre of their compo-
sition is also discrete, as claimed.
A slight modication of the above arguments as conducted in the rst case above shows that if
the given test diagram T of component-wise nilpotent spaces is of nite type, then both maps a and
b are trivial covering maps. This completes the proof of the main Theorems 2.2 and 2.5.
5. Connectivity and nilpotency of homotopy limits
Induction. Above we have used an “inductive” approach to prove a property of homotopy limit.
We close this paper with two more examples of inductive arguments. In outline, our approach may
be summarized as follows: Let P =P(X : I → S; holimI X) be a property relating a diagram X to
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its homotopy limit. Let SS be a class of spaces and assume that P holds for all the spaces X in
this special class SS, when each is considered as trivial homotopy limit over the trivial category.
Assume further that given spaces X; Y; Z; : : :, if P holds for each of them then it holds for nite
product X ×Y ×Z ×· · ·, for the higher free loop spaces map(Sn; X ) and for the homotopy equalizer
for any two maps X  Y . Under these conditions P should hold for compact diagrams of spaces
in the closure of our special class SS under compact homotopy limits.
Two examples of induction: As a rst example of an inductive approach to compact homotopy
limits, we show a non-surprising result which is just a slight generalization of [8], where function
complexes are considered:
Theorem 5.1. A compact homotopy inverse limit of any diagram of component-wise R-nilpotent
spaces is a component-wise nilpotent space. Moreover; let E = EI : I → S be any free I -diagram
of spaces with a 0nite number of free cells. Then the mapI (EI;N) is a component-wise R-nilpotent
space.
Proof. Let PN (X ) be the statement that each connected component of a compact homotopy limit of
a diagram of R-nilpotent spaces is a nilpotent space. Let the initial class be the class of spaces whose
connected components are R-nilpotent spaces. This class includes; crucially; the empty space. Then
by the inductive approach one can show that each connected component of any compact homotopy
limit of R-nilpotent spaces is R-nilpotent. This is true; since one can check it for nite products
and homotopy equalizers of two maps between such spaces; for example by checking that in each
component of the equalizer given by a choice of a homotopy class of paths in the range the condition
of R-nilpotency is satised.
We end this note with a theorem which is not directly related to the results above except in the
methods employed, it gives a simple and evident general condition for the homotopy limits to have
connectivity −16m6∞ and, in particular, to be non-empty. This might be useful in view of the
fact that the main theorem has an empty assertions if one starts with a diagram whose homotopy
limit is the empty space.
Theorem 5.2. Let C be an n-dimensional small category (∞¿ dim|C|=n¿ 0). Let X be a diagram
of spaces over C with each space Xi in the diagram; i.e.; each Xi=X(i) for some i∈ objC being an
(n− 1)-connected space. Then the homotopy limit of X is not empty; namely it is (−1)-connected.
Moreover; if each space X(i) in the diagram is (dim|C| + r)-connected; then the homotopy limit
is r-connected.
Proof. We prove this by induction. By arguments above every such homotopy limit can be built
by successively taking a nite product and then a homotopy equalizer over spaces constructed up
to that stage. The number of homotopy pullbacks needed is not bigger than the dimension of the
diagram C; since we glue at each step the collection of all free cells of a given dimension. So we
see that while connectivity does not change by taking products; it goes down at most by one each
time we take a homotopy pullback corresponding to the pushout maps in the F-CELL above. So by
our assumption; after dim|C| steps we have a space with the claimed connectivity as the homotopy
limit.
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