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Abstract 
NASA’s I0,240-processor Columbia supercomputer 
gained worldwide recognition in 2004 for  increasing 
the space agency’s computing capability ten-fold, and 
enabling US. scientists and engineers to perform sig- 
nificant, breakthrough simulations. Columbia has am- 
ply demonstrated its capability to accelerate NASA’s 
key missions, including space operations, exploration 
systems, science, and aeronautics. Columbia is part of 
an- integrated high-end computing (HEG) environment 
comprised of massive storage and archive systems, 
high-speed networking, high-Jdelity modeling and 
simulation tools, application performance optimiza- 
tion, and advanced data anabsis and visualization. In 
this paper, we illustrate the impact Columbia is having 
on NASA ’s numei-ous space and exploration applica- 
tions, such as the development of the Crew Exploration 
and Launch Vehicles (CEVKLV, effects of long- 
duration human presence in space, and damage as- 
sessment and repair recommendations for  remaining 
shuttle flights. We conclude by discussing HEC chal- 
lenges that must be overcome to solve space-related 
science problems in the future. 
1. Introduction 
NASA’s Columbia supercomputer is a 10,240- 
processor Linux-based SGI Altix cluster that has in- 
creased the space agency’s computing capability ten- 
fold and revitalized its high-end computing (HEC) 
effort. Constructed in just four months at the NASA 
Advanced Supercomputing VAS) facility at Ames 
Research Center, Columbia has enabled U.S. scientists 
and engineers to perform significant, breakthrough 
simulations since it became fully operational in Octo- 
ber 2004. Performing at a peak of 62 teraflops 
(Tflopls), Columbia has amply demonstrated its capa- 
bility to accelerate NASA’s Vision for Space Explora- 
tion, which seeks to establish a sustained human pres- 
ence in the solar system, and to make new discoveries 
and develop revolutionary technologies and capabili- 
ties to benefit humanity. 
Columbia is having a significant impact on all four 
of NASA’s Mission Directorates, particularly in Space 
Operations and Exploration SystGms. Among the many 
projects being computed on Columbia, scientists have 
conducted high-fidelity computations to analyze the 
Space Shuttle Main Engine (SSME) liquid hydrogen 
flowliner. Results are being used to identify the root 
cause of the flowliner crack problem and to obtain 
more accurate flight rationale for the shuttle’s return to 
flight. 
Researchers are also running high-fidelity computa- 
tional fluid dynamics (CFD) codes on Columbia for 
future space vehicle designs, including the Crew Ex- 
ploration and Launch Vehicles (CEV/CLV), and are 
building realistic models to simulate flight risks for 
these new spacecraft. Risks and performance issues 
during both the ascent and entry/descent/landing 
phases are being carefully analyzed. 
NASA scientists are also employing the Columbia 
system for developing comprehensive, integrated mod- 
els of human body functions during and post-flight 
recovery, and to develop countermeasures to protect 
astronauts. These Digital Astronaut models are particu- 
larly important to understand human physiological 
behavior for long-duration space missions. 
The integrated HEC environment in which Colum- 
bia operates contributes significantly to the successful 
results obtained on this 20-node supercluster, currently 
ranked the fourth fastest in the world [l]. This envi- 
ronment is comprised of massive storage and xchive 
systems, high-speed networking, high-fidelity model- 
ing and simulation tools, application performance op- 
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timization, and advanced data analysis and visualiza- 
tion. 
While the Columbia supercomputer represents a 
remarkable leap in NASA’s HEC resources, many 
space-related science challenges remain that cannot be 
solved without petascale-size systems. In this paper, 
we discuss three application areas that will benefit 
greatly from next-generation technology and methods. 
2. Columbia System 
NASA’s Columbia supercomputer is a 10,240- 
processor system composed of twenty 5 12-processor 
nodes, twelve of which are SGI Altix 3700s, and the 
remaining eight are double-density SGI Altix 3700 
Bx2’s. Each node is a shared memory, single-system- 
image (SSI) system, running the Linux operating sys- 
tem. Four of the Bx2 nodes are tightly linked to form a 
2048-processor shared memory environment. 
Each processor in the 2048-CPU subsystem is an 
Intel Itanium 2, running at 1.6 gigahertz (GHz), with 9 
megabytes (MB) of level 3 cache (the “Madison 9 M  
processor), and a peak performance of 6.4 gigaflops 
(Gfloph). There is a total of 4 terabytes (TB) of shared 
memory, or 2 gigabytes (GB) per processor. One other 
Bx2 node is equipped with these same processors. The 
remaining 15 nodes have Itanium 2 processors running 
at-1.5.GHz, with 6 MB of  level 3 cache, and a peak 
performance of 6.0 Gflop/s. All these nodes also have 
2 GB of shared memory per processor. 
Within each node of Columbia, the processors are 
interconnected via SGI’s proprietary NUMAlink fab- 
ric. The 3700’s utilize NUMAlink3 with a peak band- 
width of 3.2 GB/s. The Bx2’s have NUMAlink4 where 
the bandwidth is doubled to 6.4 GB/s. The 20 nodes 
are connected to each other by Voltaire InfrniBand 
fabric, as well as via 10- and I-gigabit Ethernet con- 
nections. The four Bx2 nodes in the 2048-CPU subsys- 
tem use NUMAlink4 among themselves as well as the 
other fabrics. Columbia is connected to 440 TB of on- 
line RAID storage through a Fibre Channel switch. 
This capacity is being upgraded to almost 1 petabyte 
(PB). The archive (tape) storage capacity is 10 PB. 
On each 5 12-processor node, the primary features 
and benefits are as follows: 
0 Low latency to memory (less than 1 microsecond), 
which significantly reduces the communication 
overhead; 
0 High memory bisection bandwidth, Columbia be- 
ing the first system (in November 2004) to exceed 
1 TWS on the STREAM benchmark [2]; 
0 Global shared memory and cache-coherency, 
which enables simpler and more efficient pro- 
gramming paradigms than message passing; 
* Large shared memory (1 TB), which allows bigger 
problems to remain resident on the system. 
These features make Columbia particularly well 
suited for large-scale compute- and data-intensive ap- 
plications. Typical problems are physics-based simula- 
tions involving a discretized grid of the physical do- 
main that is partitioned across multiple processors. In 
addition, applications requiring dynamic load balanc- 
ing and/or adaptive gridding are much easier to control 
on Columbia, leveraging shared memory programming 
models such as OpenMP and MLP [ 3 ] .  
The development and operating environment on 
Columbia features a 64-processor SGI Altix fi-ont-end, 
a Linux-based operating system, Altair PBS Profes- 
sional job scheduler, Intel Fortran/C/C+ compiler, 
and SGI ProPack software. 
C Environment 
The NAS facility’s integrated KEC environment 
provides resources, capabilities, and services that en- 
able NASA scientists and engineers to make highly 
effective use of the Columbia system. This supercom- 
puting resource has accelerated technology develop- 
ments in several scientific areas and is used to conduct 
rapid engineering analysis to reduce design cycle times 
and cost. Columbia enables the NASA user community 
to model and analyze data up to 10 timesfaster than 
before, and to view their results at much higher fidel- 
ity. Dramatic improvements in turnaround time and 
accuracy mean that answers to problems that were until 
recently considered unsolvable are now feasibly within 
reach [4]. 
But true high performance computing is not en- 
abled only by supercomputing hardware resource such 
as the Colufnbia system. The NAS facility therefore 
provides a fully integrated HEC environment that is 
comprised of massive storage and archive systems, 
high-speed networking, high-fidelity modeling and 
simulation tools, application performance optimization, 
and advanced data analysis and visualization. The NAS 
staff has world-class expertise in these wide-ranging 
areas to provide an environment that enables NASA to 
accelerate vehicle design cycle time, conduct extensive 
parameter studies of multiple mission scenarios, facili- 
tate scientific discovery, and increase safety during the 
entire life cycle of space exploration missions. 
3.1. System Technologies 
Tine 14kS EEC team of engineers and computer 
scientists conduct supercomputer system analyses 
based on several factors such as NASA mission needs, 
overall system performance, code compatibility and 
interoperability, critical user applications, and memory 
and data storage capacity for system balance. Results 
are used to determine new system architectures and to 
specify the requirements for facility infrastructure im- 
provements. To protect the integrity of users’ data and 
applications, NAS security experts analyze customer 
requirements, then design and implement custom, 
state-of-the-art security models that meets those re- 
quirements. 
3.2. Network Design 
NAS network engineers design and implement 
high-speed local and wide area networks that allow 
geographically distributed NASA users to efficiently 
access Columbia and rapidly transfer data to and from 
their local sites. Work in this area includes high-level 
and detailed network architecture design and en,‘ eineer- 
ing; hardware selection, testing, installation and con- 
figuration; and security testing. These engineers are 
experts in a wide range of protocols and applications. 
They also employ sophisticated tools to diagnose and 
tune end-to-end user application performance. 
3.3. Modeling and  Simulation Tools 
Coupled with the HEC resources at NAS, we de- 
velop simulation- and- modeling tools to help NAS-A- 
achieve scientific goals not previously attainable. For 
example, our scientists have created molecular-level 
models, using Columbia and parallel software, to de- 
velop a sophisticated biochemical model of DNA dam- 
age caused by space radiation. Scientists also run vari- 
ous six-degree-of-freedom simulations to complete key 
foam debris analyses for shuttle launches. In the future, 
we will be able to make these simulations so fast that a 
complete flight can be simulated in real time. 
3.4. Code Parallelization and  ~ ~ t i m i z a t i o n  
The NAS team ports complex modeling codes and 
performs sophisticated parallel performance analysis 
and optimization to enable significantly increased per- 
formance on the Columbia architecture. Researchers 
are now getting results in hours and days instead of 
months. For example, the performance of a magneto- 
hydrodynamics code used to study aspects of planet 
formation and accretion of gas onto its central star was 
improved dramatically using the NAS-developed 
CAPO parallelization and optimizing tool [ 5 ] .  These 
code improvements affect not only computational per- 
formance but also the fidelity of the models them- 
selves. 
3.5. Data Analysis a n d  Visualization 
The NAS facility’s visualization staff designs and 
implements methods and environments that provide 
scientists advanced capabilities in viewing and steering 
their computational data and simulations, such as space 
shuttle debris analyses and nuclear combustion in SU- 
pernovae. The hyperwall graphics hardware helps re- 
searchers display, analyze, and study ultra-large high- 
dimensional datasets in meaningful ways, allowing the 
use of different tools, viewpoints, and parameters. We 
research and apply advances in IT to enhance the un- 
derstanding of computational simulation and experi- 
mental data. The staff also consults with and assists 
researchers in creating animations, videos, and acousti- 
cal data to help analyze and present scientific results. 
4. Space Mission Appfications 
The integrated Columbia supercomputing environ- 
ment provides key support for all four of NASA’s Mis- 
sion Directorates: Aeronautics Research, Science, 
Space Operations, and Exploration Systems. As a Na- 
tional Leadership Computing System (NLCS), Colum- 
bia‘s highly advanced architecture is also available to a 
broader science and engineering community to solve 
research problems of national interest. 
Within- the Space Operations and Exploration Sys- 
tems Mission Directorates (SOMD/ESMD), we illus- 
trate in this paper the impact of Columbia with a sam- 
pling of three recent applications areas: the SSME 
flowliner analysis for the Space Shuttle’s Return-to- 
Flight, CEV/CLV simulation assisted risk assessment, 
and blood circulation in the human brain under altered 
gravity. 
4.1. Space Shuttle Main Engine Flowliner 
NASA’s SOMD focuses on providing critical ca- 
pabilities that enable human and robotic exploration 
missions in and beyond low-Earth orbit, including the 
International Space Station and the Space Shuttle. 
SOMD is also responsible for leadership and manage- 
ment of the Agency’s space operations related to 
launch services, space transportation, and space com- 
munications. In this section, we discuss the computa- 
tional analysis of cracks in the Space Shuttle Main 
Engine (SSME) turbopump. 
In May 2002, numerous cracks were found in &e 
SSMEktl flowliner; specifically, at the gimbal joint in 
the liquid hydrogen (LH2) feedline flowliner. While 
repairs were made to existing cracks on all orbiters, 
scientific investigations have continued because the 
actual cause of the original cracks was not conclusively 
established, and remaining shuttle flights require long- 
term investigations into the root cause of the problem, 
Recently, high-fidelity computations were con- 
ducted on Columbia to analyze the SSME LH2 feedline 
flowliner [ 6 ] .  Various computational models were used 
to characterize the unsteady flow features in the tur- 
bopump, including the Low-Pressure-Fuel-Turbopump 
(LPFTP) inducer, the orbiter manifold, and an experi- 
mental hot fire test article used to represent the mani- 
fold. Unsteady flow originating from the LPFTP in- 
ducer is one of the major contributors to high fre- 
quency cyclic loading that results in fatigue damage to 
the flowliners. 
The flow fields for the orbiter manifold and the hot 
fire test article were computed and analyzed on Co- 
lumbia for similarities and differences using an incom- 
pressible Navier-Stokes flow solver, INS3D, to com- 
pute the flow of liquid hydrogen in each test article for 
two computational models [7]. 
The first computational model included the LPFTP 
inducer; by studying the inducer model alone, scien- 
tists were able to compare unsteady pressure values 
against existing data. To resolve the complex geometry 
in relative motion, an overset grid approach [8] was 
employed, which contained 57 overlapping zones with 
26.1 million grid points. 
The second computational grid system added the 
flowliner geometry. This grid system, which was very 
similar to the ground test article, consisted of 264 over- 
set grids with 65.9 million grid points, and is shown in 
Figure 1. The flowliner component alone contained 
212 grids and 41 million points. 
Figure 1. Surface grids for LPFTP inducer and 
the liquid LHZ flowliner. 
To speed up and automate the grid generation pro- 
cedure, scientists at the NAS facility developed scripts 
to perform the various steps in the grid generation 
process prior to use of the INS3D flow solver. They 
also developed special procedures to automat ical Iy 
create grids for each component type. 
Two parallel programming paradigms were imple- 
mented into the hTS3D code: the Multi-Level lzrallel- 
ism (MLP) [3] and the hybrid MPI+OpenMP models. 
Multiple-node computations showed that point-to-point 
implementation of the MFI+OpenMP code performs 
more efficiently than the master-worker version of the 
MPI code [9]. This turbopump application currently 
exhibits some of the best scalability on the Columbia 
system. 
Figure 2. Unsteady flow interactions in the bel- 
lows cavity, considered a major contributor t o  
high-frequency cyclic loading. 
Results of the CFD calculations confirmed the 
presence of backflow, caused by the LPFTP inducer. 
This is illustrated in Figure 2. The region of reverse 
flow extended far enough upstream to interfere with 
both flowliners in the gimbal joint. Computed results 
for the test article were verified by correlation with 
pressure measurements, and confirmed a strong un- 
steady-interaction between the backflow caused by -the 
LPFTP inducer and secondary flow in the bellows cav- 
ity through the flowliner slots. It was observed that a 
swirl on the duct side of the downstream flowliner is 
stronger than on the same side of the upstream flow- 
l ier-causing more significantly stronger unsteady 
interactions through the downstream slots than those 
observed in the upstream slots. Despite the progress 
made in extremely complex simulations such as these, 
it crucial to further extend these models for flight ra- 
tionale. 
4.2. Crew Exploration Vehicle Risk Assessmelnt 
NASA’s ESMD is developing a collection of new 
capabilities .and supporting technologies, and conduct- 
ing foundational research to enable sustained and af- 
fordable human and robotic exploration. As part of this 
work, Columbia is being used for the high-fidelity 
modeling and simulation of next-generation spacecraft 
and launch vehicles design. NASA is particularly fo- 
cused on building the Crew Exploration Vehicle 
(CEV), the first new U S .  human spacecraft in 30 
years. The CEV will transport a maximum of six crew 
members to and from the International Space Station 
and up to four astronauts to and from the moon, with 
the first CEV mission planned around 2010, when the 
Figure 3. Flowfield and surface pressures for blast wave propagating through wake of maneuver- 
ing Launch Abort System. 
shuttle will be retired. The CEV will also _ . .  support fu- 
ture Mars missions. 
e CEV design includes Launch Abort System 
r crew escape, similar to that used in other 
aft, including the Apollo capsule. Several com- 
nal modeling and simulation tools suitable for 
analyzing abort scenarios have recently been devel- 
oped and enhanced for use on Columbia. Staff at 
NASA’s Ames and Glenn Research Centers have col- 
ated on this work under the Simulation Assisted 
Assessment (SARA) project. The SARA team 
developed a Probabilistic Risk Assessment (PRA) ap- 
proach and demonstrated how risk analysis can be ap- 
plied to launch abort using the Apollo configuration 
[lo]. A PRA identifies the best level of fidelity for 
modeling critical failure modes associated with launch 
abort. Columbia was then used to conduct higher- 
fidelity modeling on specific failure modes. Two fail- 
ure modes considered during the past year included 
booster explosion and those caused by re-contact with 
the booster during separation. Each of these modes 
required the application of high-fidelity aerodynamic 
simulation. 
One of the more prominent fai!ure modes antn.a!yzed 
(using Apollo data) was a possible catastrophic failure 
of the booster, leading to detonation of the propellant, 
which create blast wave overpressures that could fa- 
tally damage the LAS. This is illusatrated in Figure 3. 
_ _  ___ -__- - . . - - As the risk model was being developed, it became 
clear that the exact nature and magnitude of the explo- 
sion is a contributor to abort risk. In other words, the 
type of booster and the nature of the failure it was 
likely to encounter determined the environments under 
which the crew escape system must operate to ensure a 
successful abort. The process for characterizing this 
interaction has to be carefully modeled and simulated. 
One of the weaknesses found in an engineering- 
level model was the effect of headwind as the CEV 
ascends. In order to account for these effects in the risk 
analysis, high-fidelity blast wave models were built 
and simulated on Columbia using the Overflow Na- 
vier-Stokes code [ 1 1 J. Results indicated that headwinds 
significantly affect the nature and magnitude of the 
shock wave as it impacts an escaping CEV. Therefore, 
the warning time required to initiate the abort sequence 
is also affected. Additional work in high-fidelity simu- 
lations remains to help engineers generate require- 
ments for the LAS. 
Another failure mode dependent on high-fidelity 
simulation involves the ability of the LAS to achieve 
“clean” separation of the CEV from the booster stack 
ir! the event of ixperding cztastrophic failure; in =the: 
words, the CEV must not scrape or re-contact the 
booster stack. This failure mode was especially de- 
manding because it involved complex proximity aero- 
dynamics-modeling transonic flow and the complex 
flow at the small gap (or cavity) between the CEV and 
booster stack at separation. Both Navier-Stokes simula- 
tions, using Overflow, and Euler simulations, using 
F10,wCart [12] were applied, and their results validated 
against transonic wind tunnel and abort flight test data 
from the Apollo era [13]. 
AI1 these cases are computationally expensive to 
simulate. A single steady-state simulation required 
approximately 3,500 processor-hours on Columbia. 
The complexity of the geometry and the flow-field 
required about 30 million grid points, which enabled 
good scalable performance up to at least 250 CPUs. In 
all, approximately 20 cases were computed using 
Overflow at various ascent trajectories and separation 
thrust levels. Including the computation of the initial 
static solution, each case required approximately 
20,000 processor-hours on Columbia. All failure 
modes benefited greatly from the HEC resources at the 
NAS facility. These tools and processes, utilizing the 
Columbia resources, will likely be applied to analyze 
the actual LAS design, and to further understand the 
CEV failure modes and their impact on the vehicle’s 
survivability. 
4.3. Human Presence in Space 
NASA’s ESMD is also responsible for conducting 
biological and physical research necessary to ensure 
the health and safety of crew during long-duration 
space flight. Astronauts in space are exposed to hostile 
environments such as radiation and altered gravity. 
Scientists at the NAS facility are therefore using the 
Columbia system to develop biomedical simulation 
tools to study the impacts of altered gravity on astro- 
naut health and performance, and the long-term impact 
on humans in space. 
For astronauts, blood circulation and body fluid 
distribution undergo significant changes due to the 
stressful environment of microgravity, both during and 
after space flights. Many studies on physiological 
changes under weightlessness have been performed 
(especiaIly in conjunction with the Space Shuttle pro- 
gram), including diverse physiological functions af- 
fected by the nervous system such as heart rate, blood 
pressure, hormone release, and respiration. In particu- 
lar, altered blood supply to the brain and consequent 
delivery of oxygen to certain parts have non-trivial 
impact on the health and safety of astronauts, making it 
essential to understand what happens to arterial wall 
mechanics and resulting blood flow patterns under 
iii icrogravity . 
Researchers at NASA have initiated development 
of a computational model of the human circulatory 
system as a mtdium for connecting various biomedical 
functions of astronauts in space. Various arterial net- 
work models were developed; the high-fidelity CFD 
was then coupled to study local regions of interest, 
model for the au 
(COW), the circle of arteries at the base of brain that 
supplies blood to its various parts. This computational 
approach was applied to localized blood flow through a 
realistic carotid bifurcation and then connected to the 
COW using a geometry obtained from an anatomical 
data set. A three-dimensional COW configuration was 
reconstructed from human-specific magnetic resonance 
images using an image segmentation method. 
Through the numerical simulation of blood flow in 
the model problems, it was observed that altered grav- 
ity has considerable effects on arterial contraction 
and/or dilatation and consequent changes in flow con- 
ditions. The resulting numerical procedure was vali- 
dated using laboratory test cases. Based on the consis- 
tency and good quantitative results produced by this 
procedure, this computational model was then ex- 
tended to study blood circulation under altered gravity. 
Figure 4. Human-specific 
cerebral arterial tree recon 
netic resonance images (i 
junction with supercomputing technology to 
establish large-scale continuum fluid simuia- 
tions (right). 
The computed results [14] have provided evidence 
that altered gravity has considerable effects on arterial 
contraction and/or dilatation and resulting flow pat- 
terns. In future work, studies will be performed on the 
Co!umbia supercomputer to better understand the 
quantitative influence of altered gravity on the entire 
human circulatory system. Although the simulation 
procedure was validated using simple test models, sci- 
entists are very interested in being able t3 compare 
high-fidelity simulation results based on clinical ge- 
ometry to clinical data in the future, eventually leading 
to the development of a whole-body algorithm for the 
Digital Astronaut program. 
5. Emerging IT Challenges 
Many of Columbia’s scientific and engineering us- 
ers have stated that the system has allowed them to 
successfully complete investigations they never al- 
lowed themselves to dream of previously. Now, these 
users are envisioning what they can accomplish when 
even more powerful computing systems are available. 
NASA has already begun planning its next-generation 
supercomputer to meet the ever-increasing demand for 
computational resources required for breakthrough 
space science discoveries. 
Obstacles to reaching these goals are wide ranging, 
and include not just hardware limitations, but network 
communication between nodes, scalable algorithms, 
and computer science tools, among others. With the 
Digital Astronaut program, for example, increased 
computational capabilities will enable scientists to ex- 
tend simulations from just the arterial system to the 
entire body, and couple it with other systems such as 
the respiratory system. It will be feasible to bridge be- 
tween the macroscopic and microscopic (molecular) 
scales, thereby extending studies from the capillary to 
the cell level, all ultimately leading to accurate predic- 
tion of astronauts’ performance during long-duration 
space flights. 
ments, but also the overall strategy to plan for and en- 
sure enough data storage space is available to meet our 
users’ requirements. Also, as vendors move to multi- 
core processors, the issue of getting the data to mem- 
ory becomes an even bigger challenge. 
5.2. Modeling and Simulation 
While the current NAS HE& environment includes 
high-fidelity modeling and simulation, taking it to an 
integrated system level will require the combination of 
existing simulation software frameworks and the de- 
velopment of new advanced physics-based predictive 
technologies. Multidisciplinary computations are criti- 
cal for expanding the current operational envelope, for 
developing revolutionary new concepts for vehicles 
and propulsion systems, and for planning an entire 
exploration mission. The need for modeling, comput- 
ing, and analyzing various scenarios is rapidly increas- 
ing the demand for large parallel computing resources 
to achieve efficient solution turnaround time. 
The physical complexity of modeling complete 
multi-component systems with stationary and moving 
sections is not the only limiting factor; computational 
complexity also exists, including factors such as: the 
scalability of highly parallel algorithms that do not 
sacrifice the robustness or convergence of the underly- 
ing numerical scheme; the ability to efficiently handle 
multiple physical length and time scales through adap- 
tive remeshing; and producing stable and accurate nu- 
merical boundary condition treatments which are ro- 
bust for many physical problems. 
5.1. Computing Hardware and Storage 
5.3. Performance Enhancement Tools 
Well-known scalability bottlenecks exist in high- 
performance computer hardware; in a recent report [9] ,  
it was observed that performance scalability is affected 
on the Columbia system when communication occurs 
between multiple boxes. With access to a system hav- 
ing 10 times the number Columbia’s processors, we 
could, for example, increase the fidelity of the current 
propulsion subsystem analysis to full-scale, multi- 
component, multidisciplinary propulsion applications, 
including modeling systems for new and existing 
launch vehicles to reach full flight rationale. But so- 
phisticated domain decomposition, optimized sorting, 
and latency-tolerant algorithms, as well as faster inter- 
connects are necessary to make these applications scal- 
able to very large processor counts. 
As the amount of data computed on HEC systems 
increases, the issue of managing, archiving, and re- 
trieving this data will become a serious challenge. The 
NAS facility now stores over 1 TB of data per day. We 
are examining not just the day-to-day storage require- 
At present, user tools such as code parallelizers, 
debuggers, and performance analyzers to make the best 
use of supercomputing resources are acutely lacking in 
the HEC market. The NAS staff is evaluating vendor 
produets and helping to improve them, but industry 
needs to accelerate their efforts to create more useful 
tools. Static and dynamic dependence analysis, relative 
debugging, and the ability to gather and analyze trace 
data are some examples of near-term IT challenges. 
Development of appropriate programming paradigms 
and techniques for current and future NASA 
supercomputing systems, and efficiently porting some 
of the Agency’s most important mission-critical appli- 
cations to demonstrate high levels of sustained per- 
formance is vital to the sustained success and impact of 
HEC. Tools that can enhance user productivity and 
code maintainability are also critical In reducing the 
total life cycle cost of NASA applications and increas- 
ing their return on investment. 
6. Summary and Conclusions 
The 10,240-processor Columbia supercomputer has 
dramatically improved NASA’s high-end computing 
(HEC) capability and capacity. Enabled by the NASA 
Advanced Supercomputing WAS) facility’s multidis- 
ciplinary integrated environment, US. researchers are 
obtaining results heretofore deemed impossible. The 
Columbia HEC environment is a shared-capacity asset 
for the agency, and supports all four NASA Mission 
Directorates: Aeronautics Research, Science, Space 
Operations, and Exploration Systems. 
In support of the agency’s Space Operations and 
Exploration Systems Mission Directorates, NAS re- 
searchers have utilized Columbia to identify the root 
cause of the SSME flowliner crack problem to obtain a 
flight rationale for future shuttle missions. They have 
developed modeling and simulation tools to analyze 
risks for crew escape on future space flight missions. 
Simulations tools are also being developed to perform 
high-fidelity analysis of the human circulatory system, 
so as to determine the short- and long-tem impacts of 
altered gravity on astronauts in space. These three ap- 
plications, highlighted in this paper, represent a small 
portion of the space mission-related work being con- 
ducted on Columbia. 
- The Columbia supercomputer was Gritical to 
NASA’s Return to Flight effort, where scientists per- 
formed six-degree-of freedom foam debris transport 
analyses and visualization to, forecast space shuttle 
damage, and for damage assessment and repairs during 
the successful Space Shuttle Discovery flight in July 
2005. In addition, many Science areas, such as global 
ocean modeling, hurricane track prediction (including 
Hurricane Katrina), cosmology, and astrophysics, as 
well as hndamental Aeronautics Research in the sub- 
sonic, supersonic, and hypersonic regimes depend 
heavily on the integrated Columbia HEC environment. 
Significantly more can be accomplished when even 
more powerful computing systems become available. 
However, obstacles to reaching these goals are wide 
ranging, and include many IT challenges that must be 
overcome. Barriers such as those mentioned here must 
be removed before efficient use of greater computa- 
tionaI resources can be achieved and HEC can have an 
even bigger impact on NASA space science missions. 
7. References 
[3] J.R. Taft, “Achieving 60 Gflop/s on the production CFD 
code Overflow-MLP”, Parallel Compunng, 27, 2001, pp. 
521 -536. 
[4] W.F. Brooks et al., “Impact of the Columbia Super- 
computer on NASA Science and Engineering Applications”, 
Disb-ibuted Computing-MDC 2005, Springer LNCS 3741, 
2005, pp. 293-305. 
[5] H. Jin, M. Frumkin, and J. Yan, “Code parallelkation 
with CAPO - a user manual”, Technical Report, NAS-OI- 
008, NASA Ames Research Center, 2001. 
[6] C. Kiris, D. Kwak, and S.E. Rogers, “Incompressible 
Navier-Stokes solvers in primitive variables and their appli- 
cations to steady and unsteady flow simulations”, Numerical 
Simulations of Incompressible Flows, World Scientific, 2003, 
pp. 3-34. 
[7] C. Kiris, D. Kwak, and W. Chan, “Parallel unsteady tur- 
bopump simulations for liquid rocket engines”, Supercom- 
putif2g2000,2000. 
[SI P.G. Buning et al., “Overflow user’s manual, version 
1 .8g”, Technical Report, NASA Langley Research Center, 
1999. 
191 R. Biswas et al., “Performance characterization of the 
Columbia supercomputer using scientific applications”, 
Supei~omputing2005,2005. 
[IO] SI Lawrence et al, “Simulation assisted risk assess- 
ment,” 44th AlAA Aerospace Sciences Meeting, 2006, Paper 
2006-0090. 
[ l l ]  S. Lawrence, D.L. Mathias, K. Gee, and M.E. Olsen, 
“Simulation assisted risk assessment: Blast overpressure 
modeling,” 8th International Corzference on Probabilistic 
Safety Assessment and Management, 2006, Paper 0197. 
[12] M.J. Aftosmis, M.J. Berger, and G. Adomavicius, “A 
parallel multilevel method for adaptively refined Cartesian 
grids with embedded boundaries,” 38th AIAA Aerospace 
Sciences Meeting, 2000, Paper 2000-0808. 
E131 B.L. Barrier and O.C. Pendergraft Jr., “Transonic aero- 
dynamic characteristics of a powered wind-tunnel model of 
the Apollo Launch Escape Vehicle during separation,” 
NASA TM-X 1336, 1967. 
[14] C.S. Kim, C. Kiris, D. Kwak, and T. David, “Numerical 
simulation of local blood flow in the carotid and cerebral 
arteries under altered gravity,” Journal of Biomechanical 
Engineering, 128,2006, pp. 194-202. 
[l] Top500 Supercomputer Sites, http://www.topjOO.org. 
[2] The STREAM Benchmark, http://www.streambench.org. 
