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a b s t r a c t
A sequence (xn) of points in a topological group is slowly oscillating if for any given neigh-
borhood U of 0, there exist δ = δ(U) > 0 andN = N(U) such that xm−xn ∈ U if n ≥ N(U)
and n ≤ m ≤ (1+δ)n. It is well known that in a first countable Hausdorff topological space,
a function f is continuous if and only if (f (xn)) is convergent whenever (xn) is. Applying
this idea to slowly oscillating sequences one gets slowly oscillating continuity, i.e. a func-
tion f defined on a subset of a topological group is slowly oscillating continuous if (f (xn))
is slowly oscillating whenever (xn) is slowly oscillating. We study the concept of slowly
oscillating continuity and investigate relations with statistical continuity, lacunary statis-
tical continuity, and some other kinds of continuities in metrizable topological groups.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
The concept of continuity and concepts related to continuity play a very important role not only in pure mathematics
but also in other branches of science involving mathematics, especially in computer science, and dynamical systems.
In a first countable Hausdorff topological space, a function f is continuous if and only if (f (xn)) is a convergent sequence
whenever (xn) is. This might suggests to us defining some other kinds of continuities, namely, slowly oscillating continuity,
statistical continuity, and lacunary statistical continuity in Hausdorff topological groups which allow a countable base at
each point.
In this paper we study some new kinds of continuities, and also extend the concept of slowly oscillating continuity
to topological groups and give some characterizations involving statistical continuity, lacunary statistical continuity, and
slowly oscillating continuity. If we take X = R, the set of real numbers, thenwe also obtain the results of [1] and of Section 2
of [2] as special cases.
2. Preliminaries
Throughout this paper, N and X will denote the set of all positive integers and a topological Hausdorff group, written
additively, which satisfies the first axiom of countability. We will use bold-face letters x, y, z, . . . for sequences x = (xn),
y = (yn), z = (zn), . . . of terms of X . s(X), c(X), C(X), S(X), and Sθ (X) denote the set of all X-valued sequences, the set of all
X-valued convergent sequences and the set of all X-valued Cauchy sequences, the set of all X-valued statistically convergent
sequences, and the set of all X-valued lacunarily statistically convergent sequences of points in X , respectively.
Following the idea given in a 1946 American Mathematical Monthly problem [3], a number of authors, Posner [4],
Iwinski [5], Srinivasan [6], Antoni [7], Antoni and Salat [8], and Spigel and Krupnik [9], have studied A-continuity defined
by a regular summability matrix A. Some authors, Öztürk [10], Savaş and Das [11], and Borsik and Salat [12], have studied
A-continuity for methods of almost convergence or for related methods. See also [13] for an introduction to summability
matrices.
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The notion of statistical convergence was introduced by Fast [14] and has been investigated by Fridy in [15]. In [16],
Zygmund called it ‘‘almost convergence’’ and established a relation between it and strong summability. A sequence (xk) of
points in X is said to be statistically convergent to an element ℓ of X if for each neighborhood U of 0
lim
n→∞
1
n
|{k ≤ n : xk − ℓ ∉ U}| = 0,
and this is denoted by st- limn→∞ xn = ℓ. The statistical limit is an additive function on the group of statistically convergent
sequences of points in X (see [17,18]).
A sequence (xk) of points in a topological group is called lacunarily statistically convergent to an element ℓ of X if
lim
r→∞
1
hr
|{k ∈ Ir : xk − ℓ ∉ U}| = 0,
for every neighborhood U of 0 where Ir = (kr−1, kr ] and k0 = 0, hr : kr − kr−1 → ∞ as r → ∞ and θ = (kr) is an
increasing sequence of positive integers. For a constant lacunary sequence, θ = (kr), the lacunarily statistically convergent
sequences in a topological group form a subgroup of the group of all X-valued sequences, and the lacunary statistical limit
is an additive function on this space (see [17,18] for the topological group setting, [19,20] for the real case). Throughout this
paper, we assume that lim infr krkr−1 > 1.
Connor and Grosse-Erdmann [21] gave sequential definitions of continuity for real functions, calling it G-continuity
instead of A-continuity, and their results cover the earlier works related to A-continuity. By a method of sequential
convergence in a topological group, or briefly a method, we mean an additive function G defined on a subgroup of s(X),
denoted by cG(X), to X . A sequence x = (xn) is said to be G-convergent to ℓ if x ∈ cG(X) and G(x) = ℓ (see [22]). In
particular, lim denotes the limit function lim x = limn xn on the group c(X), and st- lim denotes the statistical limit function
st- lim x = st- lim xn on the subgroup, S(X), and Sθ - lim denotes the lacunary statistical limit function Sθ - lim x = Sθ - lim xn
on the subgroup, Sθ (X). A method G is called regular if every convergent sequence x = (xn) is G-convergent with
G(x) = lim x. We see that lim, st- lim, and Sθ - lim all give regular methods not only for the real case but also for the
topological group setting. Quite recently, the concept of slowly oscillating continuity for real functions has been introduced
for real functions in [1]. The definition is extended to the topological group setting as follows: a sequence x = (xn) is slowly
oscillating if for any given neighborhood U of 0, there exist δ = δ(U) > 0 and N = N(U) such that xm− xn ∈ U if n ≥ N(U)
and n ≤ m ≤ (1 + δ)n, and a function f defined on a subset of a topological group is slowly oscillating continuous if it
maps slowly oscillating sequences to slowly oscillating sequences, i.e. (f (xn)) is slowly oscillating whenever (xn) is slowly
oscillating.
As not all topological groups are complete, we state the following observations which are valid for all topological groups.
In connection with convergent sequences and Cauchy sequences we see the following types of continuity of functions on X .
(cp1): For each x0 in the domain of f , limn→∞ f (xn) = f (x0)whenever limn→∞ xn = x0 (the ordinary continuity).
(2C): (xn) ∈ c(X)⇒ (f (xn)) ∈ C(X).
(C3): (xn) ∈ C(X)⇒ (f (xn)) ∈ c(X).
(C4): (xn) ∈ C(X)⇒ (f (xn)) ∈ C(X).
Clearly (cp1) is equivalent to (2C). (C3) implies (C4) and (C4) implies (cp1). Therefore (C3) implies (cp1). It is clear that
(C3) implies (2C). Hence (C3) implies (cp1). It is obvious that (C4) does not imply (C3) and (2C) does not imply (C3). We also
see that (cp1) does not imply (C4).
3. Statistical and lacunary statistical continuity in topological groups
Before giving results related to the limit and continuity, we give a sequential definition of the statistical limit point of a
set and a sequential definition of the statistical limit of a function at a point and statistical continuity of a function in the
following.
An element ℓ of X is called a statistical limit point of a set F of X if there is an F-valued sequence of points with statistical
limit ℓ. It turns out that the set of all statistical limit points of F is equal to the set of all limit points of F in the ordinary sense.
An element ℓ of X is called a statistical accumulation point of F if it is a statistical limit point of the set F − {ℓ}. The set of all
statistical accumulation points of F is equal to the set of all accumulation points of F in the ordinary sense (see also [22–24]).
A function f onX is said to have a statistically sequential limit at a point x0 ofX if the image sequence (f (xn)) is statistically
convergent to ℓ for any statistically convergent sequence x = (xn) with statistical limit x0; and a function f on X is said to
be statistically sequentially continuous at a point x0 of X if the image sequence (f (xn)) is statistically convergent to f (x0) for
any statistically convergent sequence x = (xn)with statistical limit x0.
Now we give a lemma on the statistically sequential limit of a function and it turns out that the concept of a statistically
sequential limit of a function coincides with the concept of a limit of a function in the ordinary sense.
Lemma 1. A function f on X has a statistically sequential limit at a point ℓ of X if and only if it has a sequential limit at the point
ℓ in the ordinary sense.
Proof. The proof follows from the fact that any statistically convergent sequence has a convergent subsequence, which was
obtained for topological groups in Corollary 4 in [18]. 
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Now we give a theorem on statistically sequential continuity and it turns out that statistical continuity coincides with
ordinary continuity not only in R but also in topological groups.
Theorem 2. A function f on X is statistically sequentially continuous at a point x0 of X if and only if it is continuous at x0 in the
ordinary sense.
The proof follows from the above lemma and the fact that any statistically convergent sequence has a convergent
subsequence (see [25]).
In connection with this result, the problem of investigating the following types of continuity of functions f : X → X at
the point x0 arises.
(st2): st- limn→∞ xn = x0 ⇒ st- limn→∞ f (xn) = f (x0) (the statistical continuity).
(3): limn→∞ xn = x0 ⇒ st- limn→∞ f (xn) = f (x0).
(4): st- limn→∞ xn = x0 ⇒ limn→∞ f (xn) = f (x0).
The first two cases are explained. Clearly (st2) implies (3) and therefore implies (cp1). Obviously (cp1) implies (3). Hence
(cp1), (st2) and (3) are equivalent. Let us investigate the case (4).
Theorem 3. Any function f : X → X satisfying the property (4) at even only one point x0 is a constant function.
Proof. Let x0 be a fixed element of X . We can construct a sequence as xn = z if n = k2 for k = 1, 2, . . . and xn = x0
otherwise. It is easy to see that st- limn→∞ xn = x0. It follows from (4) that the sequence (f (xn)) defined by f (xn) = f (z) if
n = k2 for k = 1, 2, . . . and f (xn) = f (x0) otherwise is convergent. The last statement yields limn→∞ f (xn) = f (x0) = f (z)
for any z ∈ X . Thus f is a constant function. 
An element ℓ of X is called a lacunary statistical limit point of a set F of X if there is an F-valued sequence of points with
lacunary statistical limit ℓ. It turns out that the set of all lacunary statistical limit points of F is equal to the set of all limit
points of F in the ordinary sense. An element ℓ of X is called a lacunary statistical accumulation point of F if it is a lacunary
statistical limit point of the set F − {ℓ}. The set of all lacunary statistical accumulation points of F is equal to the set of all
accumulation points of F in the ordinary sense (see also [22]).
A function f on X is said to have a lacunarily statistically sequential limit at a point ℓ of X if the image sequence (f (xn)) is
lacunarily statistically convergent to ℓ for any lacunarily statistically convergent sequence x = (xn)with lacunary statistical
limit x0, and a function f on X is said to be lacunarily statistically sequentially continuous at a point x0 of X if the image
sequence (f (xn)) is lacunarily statistically convergent to f (x0) for any lacunarily statistically convergent sequence x = (xn)
with lacunary statistical limit x0. It turns out that lacunary statistical continuity coincideswith ordinary continuity (see [21])
for real functions.
Now we give a lemma on the lacunarily statistically sequential limit of a function and it turns out that the concept of a
lacunarily statistically sequential limit of a function coincides with the concept of a limit of a function in the ordinary sense.
Lemma 4. A function f on X has a lacunarily statistically sequential limit at a point ℓ of X if and only if it has a sequential limit
at the point ℓ in the ordinary sense.
Proof. The proof follows from the fact that any lacunarily statistically convergent sequence has a convergent subsequence,
which was proved for topological groups in [17]. 
Now we give a theorem on lacunarily statistically sequential continuity and it turns out that the concept of lacunarily
statistically sequential continuity coincides with the concept of ordinary continuity not only in R but also in topological
groups.
Theorem 5. A function f on X is lacunarily statistically sequentially continuous at a point x0 of X if and only if it is continuous
at x0 in the ordinary sense.
The proof easily follows from the above lemma.
In connection with this result the problem of investigating the following types of continuity of functions f : X → X at
the point x0 arises.
(Lst2): Sθ - limn→∞ xn = x0 ⇒ Sθ - limn→∞ f (xn) = f (x0) (the lacunary statistical continuity).
(L3): limn→∞ xn = x0 ⇒ Sθ - limn→∞ f (xn) = f (x0).
(L4): Sθ - limn→∞ xn = x0 ⇒ limn→∞ f (xn) = f (x0).
The first two cases are explained. Clearly (Lst2) implies (L3). Hence (cp1) and (Lst2) are equivalent.
4. Slowly oscillating continuity in topological groups
It is known that a sequence (an) of points in R is slowly oscillating (see [26,27]) if
lim
λ→1+
limn max
n+1≤k≤[λn]
|xk − xn| = 0
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where [λn] denotes the integer part of λn. This is equivalent to the case where xm − xn → 0 whenever 1 ≤ mn → 1 as
m, n →∞. Using ε > 0 and δ, this is also equivalent to the case where for any given ε > 0, there exist δ = δ(ε) > 0 and
N = N(ε) such that |xm − xn| < ε if n ≥ N(ε) and n ≤ m ≤ (1+ δ)n (see also [28]). For topological groups this definition
can be stated as saying: for any given neighborhood U of 0, there exist δ = δ(U) > 0 and N = N(U) such that xm − xn ∈ U
if n ≥ N(U) and n ≤ m ≤ (1+ δ)n.
Recently, Çakallı introduced a concept of slowly oscillating continuity for real functions in [1], and Canak andDik obtained
some further results on slowly oscillating continuity in Section 2 of [2]. Here we extend the concept to topological groups.
We adapt the definition by saying that a function f defined on a subset of a topological group is slowly oscillating continuous
if it transforms slowly oscillating sequences to slowly oscillating sequences, i.e. (f (xn)) is slowly oscillating whenever (xn)
is slowly oscillating (see also [2] for some further results on slowly oscillating continuity for real functions).
We note that the sum of two slowly oscillating continuous functions is slowly oscillating continuous and the composite
of two slowly oscillating continuous functions is slowly oscillating continuous in topological groups.
In connectionwith slowly oscillating sequences and convergent sequences inX the problemof investigating the following
types of continuity of functions on X arises, wherew(X) denotes the set of all slowly oscillating sequences of points in X .
(w): (xn) ∈ w(X)⇒ (f (xn)) ∈ w(X).
(wc): (xn) ∈ w(X)⇒ (f (xn)) ∈ c(X).
(c): (xn) ∈ c(X)⇒ (f (xn)) ∈ c(X).
(d): (xn) ∈ c(X)⇒ (f (xn)) ∈ w(X).
(e): (xn) ∈ C(X)⇒ (f (xn)) ∈ w(X).
(f): (xn) ∈ w(X)⇒ (f (xn)) ∈ C(X).
(u): Uniform continuity of f on X .
We see that (w) is the slowly oscillating continuity. It is clear that (c) is equivalent to (cp1). It is easy to see that (wc) implies
(d); (wc) implies (w); (w) implies (d), (e) implies (d) and (wc) implies (c). Before giving a proof of the implication (w) implies
(c), we note that if a sequence x = (xn) of points inX is slowly oscillating, then the forward difference sequence,1x = (1xn),
is a null sequence.
Theorem 6. If f is slowly oscillating continuous on a subset E of X, then it is continuous on E in the ordinary sense.
Proof. Since the proof does not involve any ε, the proof of Theorem 2.1 in [1] also applies as the proof of this theorem. 
Corollary 7. If f is slowly oscillating continuous on a subset E of X, then it is statistically continuous on E (see also [1]).
Corollary 8. If (xn) is statistically convergent and slowly oscillating and f is a slowly oscillating continuous function on X, then
(f (xn)) is a convergent sequence.
Theorem 9. If a function f on a subset E of X is uniformly continuous, then it is slowly oscillating continuous on E.
Proof. Let f be a uniformly continuous function and x = (xn) be any slowly oscillating sequence of points in E. To prove that
(f (xn)) is slowly oscillating, take any neighborhoodW of 0. Uniform continuity of f implies that there exists a neighborhood
U of 0 such that f (x) − f (y) ∈ W whenever x − y ∈ U . Since (xn) is slowly oscillating, for this neighborhood U of 0, there
exist N = N(U) = N1(U) and a δ such that xm − xn ∈ U if n ≥ N(U) and n ≤ m ≤ (1 + δ)n. Hence f (xm) − f (xn) ∈ W if
n ≥ N(U) and n ≤ m ≤ (1+ δ)n. It follows from this that (f (xn)) is slowly oscillating. 
In the following theorem, we prove that the set of slowly oscillating continuous functions is a closed subset of the space
of all continuous functions.
Theorem 10. The set of slowly oscillating continuous functions on a subset E of X is a closed subset of the set of all continuous
functions on E.
Proof. Let f be any element in the closure of the set of slowly oscillating continuous functions on E. Then there exists a
sequence of points of slowly oscillating continuous functions such that limk→∞ fk = f . To show that f is slowly oscillating
continuous take any slowly oscillating sequence (xn) of points in E. Let U be any neighborhood of 0. Then we may choose
a neighborhood W of 0 such that W + W + W ⊂ U . Since (fk) converges to f , there exists an N such that for all
x ∈ E and for all n ≥ N, f (x) − fn(x) ∈ W . As fN is slowly oscillating continuous, there exist an N1, greater than N ,
and a δ such that fN(xn) − fN(xm) ∈ W if n ≥ N1 and n ≤ m ≤ (1 + δ)n. Hence for all n ≥ N1, f (xn) − f (xm) =
[f (xn)− fN(xn)] + [fN(xn)− fN(xm)] + [fN(xm)− f (xm)] ∈ W +W +W ⊂ U . This completes the proof of the theorem. 
Corollary 11. The set of all slowly oscillating continuous functions on a subset E of X is a complete subspace of the space of all
continuous functions on E.
Proof. The proof follows from the previous theorem. 
We note that any continuous function on a G-sequentially compact set is also uniformly continuous for any regular
subsequential method G (see [22] for the definition of G-compactness). We recall that the uniform limit of a sequence of
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continuous function is again continuous. Thismight suggest to us giving the following theoremwhich states that the uniform
limit of a sequence of slowly oscillating continuous function is again slowly oscillating continuous.
Theorem 12. If (fn) is a sequence of slowly oscillating continuous functions defined on a subset E of X and (fn) is uniformly
convergent to a function f , then f is slowly oscillating continuous on E.
Proof. Let (xn) be a slowly oscillating sequence andW a neighborhood of 0. We can choose a neighborhood V of 0 such that
V + V + V ⊂ W . As (fn) is uniformly convergent to f , there exists a positive integer N such that fn(x) − f (x) ∈ V for all
x ∈ E whenever n ≥ N . As fN is slowly oscillating continuous, there exist a δ and a positive integer N1 = N1(W ) such that
fN(xm)− fN(xn) ∈ V for n ≥ N1(W ) and n ≤ m ≤ (1+ δ)n. Now for n ≥ N1(W ) and n ≤ m ≤ (1+ δ)nwe have
f (xm)− f (xn) = f (xm)− fN(xn)+ fN(xn)− fN(xm)+ fN(xm)− f (xn) ∈ V + V + V ⊂ W .
This completes the proof of the theorem. 
Now we give the definition of slowly oscillating compactness in topological groups. A subset F of X is called slowly
oscillating compact if whenever x = (xn) is a sequence of points in F there is a slowly oscillating subsequence z = (xnk)
of x.
We note that any compact subset of X is slowly oscillating compact, the union of two slowly oscillating compact subsets
of X is slowly oscillating compact, any subset of a slowly oscillating compact set is slowly oscillating compact, and the
intersection of any slowly oscillating compact subsets of X is slowly oscillating compact.
Theorem 13. For any regular subsequential method G, if a subset F of X is G-sequentially compact, then it is slowly oscillating
compact.
Proof. The proof of this theorem can be obtained by noticing the regularity and subsequence property of G. 
We note that the converse is not necessarily true.
Theorem 14. The slowly oscillating continuous image of any slowly oscillating compact subset of X is slowly oscillating compact.
Proof. The proof follows by adapting the proof for the real case in [1] to topological groups. 
We state one more compactness definition saying that a subset F of X is called Cauchy compact if whenever x = (xn) is
a sequence of points in F there is a subsequence z = (zk) = (xnk) of x which is Cauchy; we see that any Cauchy compact
subset of X is also slowly oscillating compact and a slowly oscillating continuous image of any Cauchy compact subset of X
is Cauchy compact.
5. Conclusion
We note that the present work contains not only an improvement and a generalization of the work of Cakalli [1] and
Section 2 of the paper of Canak and Dik [2]—as it has been presented in a more general setting, i.e. for a topological
group which is more general than the real space—but also an investigation of statistical and lacunary statistical sequential
continuities, most of which are also new for real functions. As the vector space operations, namely, vector addition and
scalar multiplication, are continuous in a cone normed space, and so cone normed spaces are special topological groups, we
see that the results are also valid for cone normed spaces (see [29] for the definition of a cone normed space). On the other
hand, we suggest investigating slowly oscillating sequences of fuzzy points, and slowly oscillating continuity, statistical
continuity, and lacunary statistical continuity for the fuzzy functions (see [30] for the definitions and related concepts in a
fuzzy setting). However, due to the change in settings, the definitions and methods of proof will not always be analogous to
those of the present work.
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