We show that for any infinite set A in R, there exists a compact set E ⊆ R of positive Lebesgue measure that does not contain any non-trivial affine copy of A. This proves the Erdös similarity conjecture.
Introduction
Let us call a set A ⊆ R universal if every set of positive Lebesgue measure in R contains a non-trivial affine copy of the set A. In other words, A is universal if for every E ⊆ R with m(E) > 0, there exist x ∈ R and δ = 0 such that x + δA ⊆ E. A classical result of Steinhaus [15] shows, using the Lebesgue density theorem, that finite sets must be universal. In 1974, Erdös proposed a conjecture, now known as Erdös similarity conjecture [2] , [3, Chapter 4] :
Conjecture. There are no infinite universal sets.
In this paper, we confirm this conjecture. Theorem 1.1. There does not exist any infinite universal set on the real line, i.e., given any infinite set A ⊆ R, there exists a compact set E ⊆ R of positive Lebesgue measure that does not contain any nontrivial affine copy of A. In other words, for every x ∈ R and δ = 0, there exists a ∈ A such that x + δa ∈ E.
Let us briefly review the surrounding literature. Given an infinite set A ⊆ R, Komjáth [6] proved the existence of a set E ⊆ R of positive Lebesgue measure that does not contain any translate of A. This result leaves open the possibility that E might contain a scaled copy of A. Falconer [5] proved non-universality of slowly decaying sequences. Specifically, he showed that sets that contain an infinite sequence {x n : n ∈ N} with x n+1 /x n → 1 is non-universal. Bourgain [1] showed that for any three infinite sets {S i : i = 1, 2, 3} in R, the sumset S 1 +S 2 +S 3 cannot be universal. He remarked that variants of his method can be used to establish non-universality of certain double sums as well, such as {2 −n } + {2 −n }. Using a probabilistic construction, Kolountzakis [8] showed that for any infinite set A, one can find a set E ⊆ [0, 1] with Lebesgue measure arbitrarily close to 1 such that the exceptional set of dilates {δ ∈ R : ∃ x ∈ R such that x + δA ⊆ E} has Lebesgue measure zero. His work also established non-universality of certain infinite structures with large gaps, for instance sets of the form
At the time we propose our solution, determining whether the set {2 −n : n ∈ N} is universal is still an open problem. We refer the interested reader to [16] for a comprehensive survey of the conjecture and for the detailed bibliography therein.
The conjecture has also led to many related questions of interest concerning existence or avoidance of patterns in sets. For instance, Steinhaus's theorem fails for Lebesgue-null sets of large Hausdorff dimension; given any countable collection of three tuples of points, Keleti [7] constructed a compact set in R of Hausdorff dimension one not containing any nontrivial affine copy of any of the given triplets. In contrast, Laba and Pramanik [9] obtained certain sufficient conditions, involving ball growth and Fourier decay of measures, under which a set of dimension strictly less than one contains a three-term non-trivial arithmetic progression. See [10, 14] for subsequent refined investigation between Fourier dimension and existence of configurations.
On the other extreme, and though apparently a contradiction in terms, small sets can also contain many patterns. Erdös and Kakutani [4] constructed a perfect set of measure zero but Hausdorff dimension one which contains an affine copy of all finite sets. Recently, Máthé [11] constructed such a perfect set with Hausdorff dimension zero. Molter and Yavicoli [12] constructed an F σ -set of Hausdorff dimension zero containing affine copies of large families of infinite sets. Yang [17] studied the topological properties of sets containing affine copies of many infinite sequences.
We now briefly describe the strategy of our proof. Given a fast decaying sequence obeying certain decay conditions, we will describe in Section 2 the construction of a Cantor set of positive Lebesgue measure that does not contain any nontrivial affine copy of the sequence. The proof of this conditional non-universality statement (Theorem 2.1) appears in Section 3. In Section 4, we will extract a subsequence from an arbitrary infinite set that satisfies the decay specifications of Section 2; hence, the construction and results of Section 2 apply to this subsequence. The proof of Theorem 1.1 is completed in Section 4.
Non-universality of fast decaying sequences
Throughout the paper, m(K) will denote the Lebesgue measure of a measurable set K ⊆ R. The notation a k ց 0 (or a k ր ∞) will mean that the sequence {a k : k ≥ 1} is strictly decreasing to zero (or strictly increasing to infinity).
2.1.
A Cantor construction. Let N 1 , N 2 , .... be a sequence of positive integers greater than 3. For each n ∈ N, let us choose a subset
The set B n will represent the n th digit set of our Cantor construction.
Given the sequence of tuples N := {(N n , B n ) : n ∈ N}, we define
Each ordered list of integers b = (b 1 , · · · , b n ) ∈ Z N 1 × · · · × Z Nn corresponds to a closed interval I b ⊆ [0, 1] given by
Among them, the intervals of the form {I b : b ∈ Σ n } are called the n th -level basic intervals of the Cantor construction associated to N . Their union leads to the set
often called the n th Cantor iterate. The iterates {K n : n ∈ N} form a nested sequence of sets that is decreasing in n. Taking their intersection over all the levels n, we arrive at the following set generated by the set of tuples N :
A set K obtained through the prescription above is sometimes called a Cantor-Moran set (as it was first studied by Moran [13] ). Such a set should be viewed as a natural generalization of the standard middle-third Cantor set in which N n = 3 and B n = {0, 2} for all n. Similar to the middle-third Cantor set, it is readily seen that elements of K are identified by their digit expansion:
The above construction is quite general. For our choice of K we will fix M n < N n and choose our digit sets B n to be
In other words, {1, 2, · · · , M n } is a forbidden band for the n th digit set. Since 0 is always an admissible digit, we observe that a finite sum of the form b 1 δ 1 + · · · + b n δ n is always in K, provided b j ∈ B j for each j.
2.2.
A fast decaying sequence. Suppose that {a k : k ≥ 1} is a sequence of positive numbers such that (2.4) a 1 = 1, a k ց 0 and a k a k+1 ր ∞ as k → ∞.
For n ≥ 1, and given positive integers M n ≥ 1 and N n ≥ 2, we set
Fix ε > 0. The main assumptions on M n and N n are the following: δ n a kn+1 → ∞ as n → ∞, (2.6) M n ≤ εN n n −2 for all n ≥ 1. (b) In addition, if ε > 0 is sufficiently small, then m(K 0 ) > 0. In fact, m(K 0 ) can be made arbitrarily close to 1 by letting ε approach zero.
This theorem is proved in the next section.
Proof of Theorem 2.1
The proof is divided into several lemmas. The first lemma estimates the Lebesgue measure of the Cantor set. 
Thus we can make m(K) arbitrarily close to 1 by choosing ε small, provided we can find sequences M n and N n that obey (2.7) for that choice of ε.
Proof. The set K c = [0, 1] \ K is an increasing union of the sets K c n = [0, 1] \ K n , where K n is as in (2.1). This means that
According to our construction,
from which (3.1) follows. The j th summand in (3.1) is bounded above by M j /N j , which combined with (2.7) leads to the conclusion (3.2). Proof. Fix δ > 0. By assumption (2.6) and since δ n → 0, there exists an integer n 0 = n 0 (δ) such that for all n ≥ n 0 , we have δ ∈ δ n , δn a kn+1 . Recalling from (2.4) that a 1 = 1, we cover the latter interval by disjoint subintervals, as follows:
For the δ under consideration and for every n ≥ n 0 (δ), we can therefore find a unique positive integer k ≤ k n such that δ ∈ δ n a k , δ n a k+1 ; in other words, δa k ∈ δ n , a k a k+1 δ n .
It follows from the definition (2.5) of k n that a k /a k+1 ≤ M n . Hence δa k ∈ [δ n , M n δ n ), as claimed.
Proposition 3.3. For all δ > 0 and for all x ∈ K, we can find some positive integer k such that x + δa k ∈ K.
Proof. Fix δ > 0. We consider two cases, depending on the digit expansion of x.
Case 1:
Suppose that x is a left endpoint of one of the basic intervals of K, i.e.,
As noted in Section 2.1, x ∈ K, since 0 ∈ B n for every n ≥ 1. From the construction described there, it follows that for all m ≥ n,
We first choose m ≥ n so that the conclusion of It follows from (3.4 ) that x + δa k−1 ∈ K.
Case 2: Suppose that x ∈ K is not of the form (3.3) . This means that there are infinitely many nonzero digits b j ∈ B j such that
Given δ > 0, let us first choose n for which the conclusions of Lemma 3.2 hold. In other words, we find k ≤ k n such that δa k ∈ [δ n , M n δ n ). Then write x = y + ε n , where y = n j=1 b j δ j and 0 < ε n ≤ δ n .
This implies that x + δa k ∈ y + ε n + [δ n , M n δ n ) ⊆ y + (δ n , (M n + 1)δ n ). Since y ∈ K is of the form treated in Case 1, we deduce from (3.4) that y + (δ n , (M n + 1)δ n ) ∩ K = ∅. Hence x + δa k ∈ K.
Proof of Theorem 2.1. The proof is by contradiction. Suppose there exists δ = 0 such that x + δa k ∈ K 0 for all k ≥ 1. Since K 0 is closed, this means that x ∈ K 0 .
If δ > 0 and x ∈ K 0 , then x ∈ K. By Proposition 3.3, we can find k ≥ 1 such that x + δa k ∈ K, hence x + δa k ∈ K 0 , a contradiction.
If δ < 0 and x ∈ K 0 , then x ∈ 1 − K, i.e., 1 − x ∈ K. By Proposition 3.3 again, there exists k ≥ 1 such that 1−x+(−δ)a k ∈ K, or equivalently, x+δa k ∈ 1−K, hence x+δa k ∈ K 0 , again a contradiction. Hence, K 0 does not contain any affine copy of the sequence {a k : k ≥ 1}.
Finally, the statement concerning the measure of K 0 follows from Lemma 3.1. If ε > 0 is sufficiently small, then it follows from (3.2) that m(K) = m(1 − K) > 1 − π 2 ε 6 . Using the fact that K ∪ (1 − K) ⊂ [0, 1], we have that
This completes the proof of Theorem 2.1.
Proof of Theorem 1.1
Proof. Let A ⊆ R be an infinite set. If A is unbounded, no bounded subset of R can contain any affine copy of A; hence we can choose E = [0, 1] in this case. Thus we may assume that A is bounded. Without loss of generality, after a translation if necessary, we may assume that A has zero as a limit point. Replacing A by −A if needed and after a possible scaling (the statement of the theorem is invariant under all of these operations), we can find a fast-decaying sequence {a k : k ≥ 1} ⊆ A, consisting of positive numbers, such that a 1 = 1,
Indeed any sequence of positive real numbers decreasing to zero admits a subsequence with the above properties.
Fix any ε > 0 that is the reciprocal of a positive integer. We will shortly specify sequences {M n : n ≥ 1} and {N n : n ≥ 1} that satisfy the requirements (2.6) and (2.7). Once this is accomplished, Theorem 2.1 applies, so the set K 0 = E provided by this theorem does not contain any affine copy of {a k : k ≥ 1} and hence contains no affine copy of A. As shown in Lemma 3.1, the set K 0 is also of positive Lebesgue measure for small ε > 0.
It remains to define the positive integers M n and N n . Set M n := ⌊R n 2 ⌋ + 1, where ⌊x⌋ denotes the largest integer less than x. Then R n 2 < M n ≤ R n 2 + 1 < 2R n 2 . We also define
Since 1/ε is a positive integer, so is N n . The definition (4.2) immediately implies (2.7). To verify (2.6), we first recall from (4.1) the requirement that R k+1 > R k + 1, which implies that R n 2 ≤ M n = ⌊R n 2 ⌋ + 1 ≤ R n 2 + 1 < R n 2 +1 . Hence it follows from the definition (2.5) that k n = sup{k : R k ≤ M n } = n 2 . The definition (4.1) and a 1 = 1 implies the relation 1/a k+1 = R 1 · · · R k for all k ≥ 1. From this and (4.3), we obtain δ n a kn+1 = δ n a n 2 +1 = δ n · n 2 j=1 R j ≥ ε 4
where * indicates the product over all indices j such that j is not a perfect square. The assumed bound R k > k lets us estimate the last quantity from below: (4.4) δ n a kn+1 ≥ ε 4 n 1 (n!) 2 * 1≤j≤n 2 j = ε 4 n 1 (n!) 2 n 2 ! (n!) 2 = ε 4 n n 2 ! (n!) 4 , By Stirling's approximation, n! ∼ √ 2πn n e n , where the notation a n ∼ b n means that there exist absolute constants C, c > 0 such that Cb n ≥ a n ≥ cb n for all sufficiently large n. Using this, we estimate the lower bound in (4.4): ε 4 n n 2 ! (n!) 4 ∼ ε 4 n √ 2πn(n 2n 2 e −n 2 ) (2π) 2 n 2 (n 4n e −4n ) ∼ n 2n 2 −4n−1 (4/ε) n e n 2 −4n .
The last quantity diverges to infinity as n → ∞. We have thus verified all the requirements, and hence completed the proof.
