Three methods of the complete eigenvalue-eigenvector problem by Clark, Charles A.
Boston University
OpenBU http://open.bu.edu
Theses & Dissertations Dissertations and Theses (pre-1964)
1961
Three methods of the complete
eigenvalue-eigenvector problem
Clark, Charles A.
Boston University
https://hdl.handle.net/2144/25637
Boston University
BOSTON UNIVERSITY 
GRADUATE SCHOOL 
Thesis 
THREE METHODS OF THE COMPLETE 
EIGENVALUE - EIGENVECTOR PROBLEM 
by 
CHARLES CLARK 
(A.B.,BOSTON UNIVERSITY,l953) 
Submitted in partial fulfilment of the 
requirements for the degree of 
Master of Arts 
1961 
First Reader 
Second Reader 
A f'l 
11&/ 
'-- i 
Approved 
by 
"-! ;? 
/ . // / ', 
d--n--c~ / . ! -~~ .#'--
. . . . . ....... -~- ...................... . 
PROFESSOR OF MATHEMATICS 
PROFESSOR OF MATHEMATICS 
CONTENTS 
Chapter Page 
I INTRODUCTION ....................................... i 
II THE CLASSICAL JACOBI METHOD .•. 1 ................... 1 The Orthogonal Transformation 0 AO ...•••......•..• 1 
The Reduction of Off Diagonal Elements ......•..... 5 
Convergence of Diagonal Values to the Eigenvalues .. 10 
Finding the Eigenvectors .......•.......••..•••.... 11 
III THE GIVENS METHOD ••••••••••..••..•.•.............• 13 
The Orthogonal Transformation oTAO .•.........•.•.• 13 
Determining Eigenvalues of a Tri-diagonal Matrix .• 16 
Convergence of Mathod of Calculating Eigenvalues •• 26 
Finding the Eigenvectors ...•....••••••..•....•...• 30 
IV THE LANCZOS METHOD . • . . . . . • . . . . • . . . . . . . • • . • . • . • • • . . 36 
Matrix Polynomials . . . . • . . . . . . • . • . . . . . • . • • . . . . . • . . . 36 
The Power Method . • . . . . . . . • . . . . • . . . . • • . . • • . . . . . . . . • 3 7 
Chebyshev Polynomials .••••.•.•••...•........••.... 40 
Calculating Bounds for the Eigenvalues .......••... 41 
Utilizing Properties of Chebyshev Polynomials ••.... 44 
Fourier Cosine Analysis ..•.......•.•••.••....•.•.. 47 
Finding the Eigenvectors .•.•..•••.••..........•.•• 54 
V EXAMPLES . . . . . . . . . • • . • . . • . . . • . . . . • • . • . • . • . • • • • • . . . . 56 
VI 
The Hilbert Matrix . . . • • • • . . . . . • • . . . . . . . . . • • . . . . . . . 56 
The Classical Jacobi Method .•.••........•.•..•.••• 56 
The Givens Method . . • . • • . . . . • . . . . • . • . . . . . . . . . . . . . • • 59 
The Lanczos Method . • • . • • . . . • • • . . • . • . . . . . . . • . • • . . . . 64 
CONCLUSIONS ....................................... 68 
Introduction 
Let A be an nxn square matrix whose elements may be 
complex. The problem to be solved is to find a set of n 
numbers ~Al,A2 , ••. An} and a set of n vectors ~x1 ,x2 , ... xn} 
such that for each Ai and xi 
Each such number A. will be called an eigenvalue of A and 
L 
the vector x. will be called the eigenvector corresponding 
L 
to the eigenvalue Ai. 
There are many physical reasons for wishing to solve 
i 
this problem. It is fundamental in the theory of vibrations, 
whether large or small. The equation appears in the study of 
oscillations of an electric network, in the wave vibrations 
of atoms, in elastic vibrations of structures, in flutter 
vibrations in the wing of an airplane, in atomic energy re-
actor problems, and in multiple factor analysis problems in 
psychometrics. 
The following is a typical example. Quite frequently it 
is necessary to solve a system of n linear equations in n 
unknowns: 
a 1 x 1 + ... + a x = xl n nn n n 
where the prime denotes a derivative. In matrix notation 
this can be written as 
Ax = xl 
A solution is sought in the form 'At x = ve , where x and v 
are vectors and 'A is a scaler. This leads to the equation 
which can be rewritten as 
'At (A-'AI)ve = 0 . 
'At Since e will never equal zero, this requires that 
(A-'AI)v = 0. 
ii 
Thus an eigenvalue 'A of A with its corresponding eigenvector 
'At 
v will yield a solution x = ve to the given equations. 
Three methods will be described for finding all n 
solutions to the general eigenvalue problem Ax = 'Ax. In the 
first two methods A is restricted to being a real symmetric 
matrix, in the third A need simply be a real matrix. 
The first two rely heavily on the use of orthogonal 
matrices to transform the given matrix into a new matrix which 
iii 
permits more direct calculation of its eigenvalues and vectors. 
The results can then be transformed back to produce the eigen-
values and eigenvectors of the original matrix. These two 
methods are well known and are used quite extensively. The 
third method utilizes the properties of Chebyshev polynomials 
to generate a sequence of vectors which are linear combinations 
of powers of the original matrix and an initial arbitrary 
vector. The set of eigenvalues and eigenvectors are then 
recovered from this sequence of vectors by searching for 
hidden periodicities. This method is relatively new and 
untried. 
The Classical Jacobi Method 
The Orthogonal Transformation OTAO 
In 1846 C. G. J. Jacobi published his classical paper 
on computing eigenvalues and eigenvectors of a real symmetric 
matrix A. He introduced a method of reducing the matrix A 
to diagonal form by calculating a sequence of matrices 
~ which are orthogonally similar to A by the 
recurrence formula 
T ~+l = ok ~ ok (k = 1, 2, ••. ) . 
For a proper choice of the Okts the matrix ~ can be made to 
approach a diagonal matrix. Such an operation it turns out 
can be considered as subjecting the matrix A to a series of 
plane rotations where the Ok are special orthogonal matrices 
of order n. For each value of k there is specified a pair 
of subscripts (i,j)k denoted by Tk satisfying 1 ~ i < j ~ n, 
and such that the matrix Ok can be written as 
1 
1 
o .. 
~J 
0 .. 
JJ 
1 
1 
1 
where all remaining elements are zero. Ok is thus equal to 
the identity matrix except for the four positions (i,i), 
( i, j ). (j, i) and (j, j ) . In order for Ok to be orthogonal 
h d . . T O T t e con LtLons ok ok = ~k = I must be satisfied. In 
addition we will require that det (ok) = 1. These conditions 
produce the following equations: 
T 
ok ok = I 
T 
okok = I 
oii 2 + 0 .. 2 1 = JL 
0,. 2 + 0, 2 1 
= LL Lj 
0, 2 + 0 .. 2 - 1 Lj JJ - oj i 
2 + 0 .. 2 - 1 JJ -
0, ,0,. + o .. o .. = 0 LL LJ J L J J 
o .. o .. + o .. o .. = 0 LL JL LJ JJ 
Solving these simultaneously produces the results 
0,. =- 0, • LJ J L 
Since oii 2 + oji 2 = l, there exists a real angle e satisfying 
such that 
o < e < rrh , 
o .. = cos (ek) LL 
o .. =sin (ek) JL 
2 
- 1 
n 
Therefore 
o .. =cos (ek) 
JJ 
o .. = - sin (ek) 
1] 
The matrix Ok can thus be written as 
i 
1 
1 
ok = cos ek 
sin ek 
j 
-sin ek i 
• 
cos ek j 
1 
1 
The angle ek can be chosen in such a way that the elements 
of k in the (i,j) and (j,i) positions are equal to zero; 
-K+l 
that is they have been annihilated. Jacobi chose to annihilate 
the off-diagonal element of greatest magnitude with each 
rotation. Continuing this process he showed that after a 
finite number of rotations, say N, all the off-diagonal ele-
ments could be made less than any preassigned number. The 
diagonal elements of ~ are approximately equal to the eigen-
values of A and the columns of the matrix 0 = o
1
o
2 
•.• ON are 
approximately the corresponding eigenvectors. 
Let us now examine what happens to the matrix ~ when 
it is operated on by some Ok with ~k = (i,j). For convenience 
the values cos(e) and sin(e) will be replaced by the letters 
3 
c and s and the subscript k will be omitted. The matrix AO 
is obtained from A by the rule 
(A)q for q t- i 
' 
q t- j 
' 
(AO)q i s · (A) j = c. (A) + for q = i 
-s.(A)i + c. (A) j for q = j 
where ( )n is the th column of the matrix in the parentheses. n 
Only the ith and jth columns have been affected by this oper-
ation. Similarly, 
T (o (Ao)) = p 
(AO) p for p f- i, p f- j , 
c · ( AO) . + s. ( AO) . for p = i l. J 
-s.(AO)i + c.(AO)j for p = j 
where ( ) is the nth row of the matrix in the parentheses. 
n 
Here only the ith and jth rows have been affected. Thus in 
going from the matrix A to the matrix OTAO only the ith and 
jth rows and columns are altered and only positions (i,i), 
(i,j), (j,i) and (j,j) are altered by both operations. In 
terms of the elements a .. of A these equations become l.J 
( OT AO) 
= a p t- i, p t- j' q t- i, pq pq 
T (OTAO). p t- p t-( 0 AO) . = = c-a + s.a i, j' pl. l.P pi pj 
(OTAO) . = (OTAO). = -s.a + c·a p t- i, p t- j ' PJ JP pi pj 
q t-
4 
j' 
and for the four elements affected by both operations 
The trace of a matrix A = tr (A) equals the sum of the 
diagonal elements of A. The diagonal of OTAO differs from 
the diagonal of A only in the positions (i,i) and (j,j). The 
sum of these two elements is 
T T (0 AO)i. + (0 AO} .. = ~ J J 
2 + 2c.s.a. + s 2 .a .. c .aii ~j JJ 
+ s 2 • a .. - 2c.s.aij + c 2 .a .. ~~ JJ 
a .. 
JJ 
Therefore 
T 
tr(o AO) = tr(A) 
The Reduction of Off Diagonal Elements 
So far we have shown that operating on a matrix A with 
T 
a special orthogonal matrix 0 in the form 0 AO has produced 
a matrix which differs from the original in the ith and jth 
rows and columns only. The only restriction on e so far is 
that it must lie between 0 and 90 degrees. We now show that 
for a particular choice of e the elements of OTAO in the (i,j) 
5 
and (j,i) positions can be annihilated. Setting (OTAO)ij = 0 
gives 
c 2 -aiJ' - c.s.a + c.s.a .. - s 2 .a - o . ii J J ij 
a .. • (c2 - s 2 ) = c-s-(a a ) ~J ii ij 
C•S = ' where c = cos e, s = sin e. 
But by a fundamental trigonometric identity 
tan (2e) = 2 tan ( e} = 2 sin ( e l cos ( e} 
1 - tan2 (e) cos 2 (e) - sin2 (e) 
Therefore 
tan ( 2e) = 2 ai. 
a .. - a .. 
~~ JJ 
and 
Using this value for e to compute cos (e) and sin (e) ensures 
that when the matrix OTAO is formed the (i,j)th element, and 
h h ( · · )th 1 · T . t i '11 b ence t e J,~ e ement s~nce 0 AO ~s symme r c w~ e zero. 
Starting with A= A, , the process is as follows. Scan 
~ for the off diagonal element of greatest magnitude, say 
aij" This defines a pair of subscripts (i,j)k = ~k. Then 
forme based on the elements aii' aij' and ajj" The matrix 
6 
~+1 is formed such that 
If all the elements off the diagonal are less in magnitude 
than some preselected number the process is stopped, other-
wise ~+2 is formed, etc. 
We now show that the off diagonal elements will indeed 
become less then some preselected number. Define the norm 
of a matrix = N(A) as 
N(A) = 
n 
:2 
i' j 
2 
a ij 
= 1 
If the matrix B = AA7 is formed the diagonal elements will 
look like: 
n n 
L_ :z_ 
j = 1 j = 1 
Then 
tr(AAT) = tr(B) = 2:a~j + 
= 2a~. 
, • I J • 
"'J<: 
T 
trace (AA ) = N(A) 
If A has been transformed into OTAO, then 
N(OTAO) = tr ( (OTAO) (OTAO)T) 
= tr 
(OTAOOTATO) 
= tr 
(OTAATO} 
b 
nn = 
n 
~ 
j = 1 
7 
But for any matrix C 
T 
= tr ( c c). 
Letting C T = 0 A we have 
tr (OTAATO) = tr (A TOOT A) 
= 
tr (ATA) 
-
-
tr (AAT) 
Therefore 
and we see that the norm is invariant under an orthogonally 
similar transformation. 
Define the sum sk of the matrix ~ as 
n 
L. 
i ol j 
a~. 
l.J 
that is Skis the sum of squares of all off diagonal terms. 
In terms of the norm, Sk is given as 
sk = N(~) - ~ 2 i = 1 aii 
N(A) ~ 2 = aii 
i = 1 
We have already seen that the only changes in the diagonal 
of~ occur in positions (i,i) and (j,j) for vk = (i,j). 
Forming the sum of squares of these two values in ~+l and 
again letting c = cos (ek) and s = sin (ek) we have d = 
(o~~ok)~i + (OTA 0) 2 = a2 (c4 + s4) + 4c 3 s a .. a .-4cs3 a k kl<jj ii l.l. iJ ii 
8 
a ij 
9 
+ 4c2s2a.. + 8c2 2 2 + 4 3 _ 4 3 
11 aij s aij cs aij ajj c saij ajj 
Likewise 
We have chosen e such that 
T (0 AO)ij = 2 2 c aij - csaii + csajj - s aij = o. 
Squaring this and solving for a~j gives 
a 2 ~ 2 c 3 sa a - c 2s 2 a 2 - 2 cs 3 a a + 2 c 2s 2 a a ij ij ii ii ii ij ii j. 
Substituting back into the equation for d , we have 
Therefore the sum of squares of the diagonal terms of ~+l 
exceed the corresponding sum of~ by the amount 2a~j· In 
terms of Sk this means that 
sk+l = sk - 2a~j 
Since aij was the maximum off diagonal element of ~ the 
following inequality holds where 2N = n(n-1) equals the 
number of terms off the diagonal: 
sk ::; 2N aL 
:. sk+l - sk - 2 afj < ( 1- ~) sk . 
The sequence {skf is thus monotone decreasing and fork 
large enough Sk can be made less than some preselected number. 
This means that ~ will approach a diagonal matrix D. 
Convergence of Diagonal Elements to the Eigenvalues 
To show that the diagonal elements of ~ do approach 
the eigenvalues of A we state without proof the following 
theorem ( [2] ,pp. 34) . 
Let Ai (H) (i = 1, 2, ... n) denote the 
eigenvalues of a symmetric matrix H 
of order n, arranged in non-decreasing 
order. Then for any two symmetric 
matrices B and C of order n the following 
holds fori= 1,2, ... n: 
Also since any symmetric matrix A can be reduced to a diagonal 
matrix D by an orthogonally similar transformation where the 
diagonal elements of D are the eigenvalues of A, then 
Y.t. 
f.. max $ N(A) 
10 
This follows from the fact that the norm is an invariant 
under such a transformation. Replacing the matrix A by the 
matrix B-C gives 
A (B-C) <_ N(B-C)~ 
max 
But by the previous theorem then 
where 6 .. is the Dirac 
l.J 
delta and aij are the elements of ~' and C = ~' we note that 
Therefore 
But since the eigenvalues of the matrix (o . . aij) are the values l.J 
a .. (i = 1, 2, ... n) of the matrix ~ and the eigenvalues of~ l_l_ 
equal the eigenvalues of A, then 
The value Sk can be made as small as desired and so the diagonal 
terms of ~ approach the eigenvalues of A. 
Finding the Eigenvectors 
Forming the product of orthogonal matrices o1o2 ••. ok = o, 
we have then 
11 
12 
which can be rewritten as 
AO =v 
since 0 is orthogonal. Replacing A by the matrix D =(oi. a .) 
-" J iJ 
where the a .. are elements of A , ~J -" the relation becomes only 
approximately true, i.e. 
AO ~ DO 
If it were exactly true then the columns of 0 would be the 
true eigenvectors of A. Since it is only approximately true 
the columns of 0 only approximate the n eigenvectors of A. 
The degree of approximation depends on how small the value 
sk has become. 
The Givens Method 
The Orthogonal Transformation OTAO 
This method is also based on the use of plane rotations 
to annihilate off diagonal elements. The angle e of the 
1 
rotation matrix is chosen in such a way that after 2 n(n-1) 
rotations the matrix A is reduced to a tri-diagonal matrix 
G. The eigenvalues and eigenvectors of G can be found by 
relatively simple methods and the eigenvectors of G then need 
only be rotated back to give the eigenvec rs of A. 
According to the previous chapter the matrix Ok is a 
special orthogonal matrix equal to the identity matrix except 
for four strategically placed sine or cosine terms. The matrix 
T product Ok~Ok was shown to be equal to ~ except for two rows 
and two columns. Which two rows and columns depend entirely 
on the placing of the sine and cosine terms in Ok, denoted 
by vk. With a judicious choice of the angle e the elements 
a .. and a .. of A + 1 could be annihilated. The difficulty l.J Jl. -1<: 
here is that in general after the (i,j) element has been 
annihilated a subsequent rotation will reintroduce a non-
zero (i,j) element. 
Instead of reducing the elements aij = aji to zero 
Givens chose to annihilate the elements ai-l,j = a .. 1 and J 1 1-
13 
14 
once these elements of the matrix are zero no subsequent 
rotation will involve them. Thus in one pass through the 
matrix all·possible elements are annihilated, resulting in 
a tri-diagonal matrix. The sequence of elements annihilated 
is the following: 
Thus we sweep across the matrix from left to right and from 
top to bottom. 
The angle of rotation is calculated in the following 
manner. Going back to the equations for a rotation we have 
= - sin (e) api + cos (e) a . PJ 
For p = i-1 this becomes 
T T (0 AO). l . = (0 AO) .. l = 1- ,J ],1- - sin (e) ai-l,i + cos (e) ai . 
-1, J • 
These elements will be annihilated if we make the right side 
equal to zero. Hence 
-sin (e) ai-l,i +cos (e) ai-l,j = 0 • 
The angle e is thus found to be 
e = arctan (ai-l, j ) • 
ai-l,i 
A simpler method computationally to achieve the annihilation 
is the following. Choose sin (e) and cos (e) such that 
(e) ai-l,' cos = ~ 
sin (e) = a, 1 . l.- , ] 
This avoids the necessity of actually calculating the 
arctan (e), sin (e) and cos (e), requiring instead only a 
square root calculation. 
We show now that once an element is reduced to zero, 
it stays zero. Because of symmetry we need only prove this 
for elements above diagonal. For a rotation ~k = (i,j) only 
the ith and jth rows and columns are affected. For annihi-
lation along the first row the subscript i-1 must equal 1, 
therefore i = 2 and 
(j = 3,4, ... n) . 
This shows that column 2 is affected by every rotation, the 
remaining columns only once each. Once an element alp equals 
zero for p- 3,4, ... n, it is not subsequently affected. 
Hence row 1 is properly annihilated. Moving down one row 
the subscripts become 
(j = 4, 5, ... n) . 
The affected elements in row 1 become linear combinations of 
15 
the elements a
13
, a14 , a1n. Since these elements are 
zero, row 1 is unchanged. This time column 3 is affected by 
every rotation and columns 4 through n once each. Therefore 
once element a 2p equals zero for p = 4,5, ..• n, it is not 
subsequently changed. Continue down to 
1f - (n-1 n) k - ' • 
This single rotation annihilates a 2 n- ,n The remaining 
elements in columns n-1 and n have been previously annihilated 
and so they remain zero. This completes the sweep. A total 
of 
1 (n-2) + (n-3) + ... + 1 = 2 (n-l)(n-2) 
rotations are necessary. The matrix A has been transformed 
to a tri-diagonal matrix by the transformation 
T G-OAO, 
where 0 = o1 o2 ... ON and N = ~ (n-l)(n-2). We now discuss 
a method for calculating the eigenvalues and eigenvectors of 
the matrix G. 
Determining the Eigenvalues of a Tri-diagonal Matrix 
If a matrix A has eigenvalues A1 , ..• ,An with corresponding 
eigenvectors x 1 , ... ,xn then the matrix A-~I has eigenvalues 
and eigenvectors x 1 x , ••• , n 
th To show this, take the i value Ai and its eigenvector xi. 
16 
Then 
Axi = A.x. l. l. 
Subtracting the vector ~xi from both sides gives 
Thus Ai-~ is an eigenvalue of the matrix A-~I and the corre-
spending eigenvector is xi. Since this holds true fori-
1,2, ... n, the matrix A-~I has the required eigenvalues and 
vectors. 
Define the signature of a matrix S(A) as the number of 
positive eigenvalues minus the number of negative eigenvalues, 
treating the value 0 as being positive and counting multiple 
eigenvalues separately. Let N equal the number of positive p 
eigenvalues and N the number of negative ones. Then S(A) 
m 
can be written as 
S (A) = N - N • p m 
By taking the number ~ large enough, all the values Ai-~ can 
be made negative and so the signature of A-~I will be -n, i.e. 
S(A-~I) : N - N : 0-n: -n p m 
Likewise, by taking~ small enough all the values A.-~ will 
l. 
be positive and hence the signature of A-~I will be n, i.e. 
S(A-~I) = N - N = n-o : n . p m 
17 
As ~ varies from a large number to a small number, the signa-
ture becomes a step function of ~' varying from -n for large 
~ to n for small ~ and changing by an even integer as the 
variable ~ passes over an eigenvalue. Eigenvalues of multi-
plicity k are signaled by a jump of 2k in the value of the 
signature. 
Since the number of positive and negative eigenvalues 
of A-~I is a function of ~' denote these values by N (~) and p 
N (~). Hence 
m 
S(A-~I) : N (~) - N (~) p m 
There must be a total of n eigenvalues so 
Nm(~) = n - Np(~) 
S(A-~I) = Np(~) - (n-Np(~) ) 
= 2Np (~) - n . 
Order the n eigenvalues of A in the manner 
and similarly for A-~I, 
71 
max 
For a specific choice of ~' say ~l' compute the signature 
of A-~1 r and hence the number of positive eigenvalues, Np(~1 ) 
18 
Call this integer k. Then 
are all positive and hence A1 , .•. , Ak are greater than ~l • 
Thus ~l is a lower bound for A1 , ... , Ak and an upper bound 
••• ' A • 
n 
If we had some means for determining the 
value S(A-~I) for various choices of ~we would be able to 
bracket the eigenvalues of A by pairs of bounds and by sue-
cessive choices of ~ gradually narrow the bounds for each A 
until each one was defined to sufficient accuracy. 
For a symmetric matrix A define a matrix Ai as the 
principal minor of order i in the upper left hand corner of 
A. Also define the number pi = det i (A ) • A symmetric matrix 
is said to be regularly arranged if no two consecutive pi 
are zero. Such an arrangement is always possible since every 
non-singular symmetric matrix with elements in a field F is 
congruent in F to a diagonal matrix D where 
D = 
0 
such that di f 0 fori= 1,2, 
0 
d 
n 
n ( (10] , pp.56). In 
addition if p, = 0, then Ai+l is chosen so that p, 1 not only ~ ~+ 
is different from zero but has opposite sign from pi-l' i.e. 
p, 
1 
p, 
1 
< 0. If these conditions are met then according 
~- ~+ 
19 
to a theorem by Darboux ( [10] , pp. 58) the signature S(A) 
is equal to the number of permanences minus the number of 
variations of sign in the sequence 
where a p. = 0 is treated as positive. It actually makes no 
l. 
difference how a vanishing pi is treated since pi-l and pi+l 
have opposite signs and one variation and one permanence from 
i-1 to i+l will be recorded whether 0 is treated as plus or 
minus. 
Thus the problem of determining the signature is equiva-
lent to the problem of evaluating the principal minors of A 
and counting changes of signs. This is a difficult problem 
in general but for a tri-diagonal matrix it becomes relatively 
simple. 
Write the matrix G in the following form 
a b 
1 1 
0 
b a b 
1 2 2 
G ;:: b a 
0 2, 3. 
b 
n-1 
b 
n- 1 
·a. 
Define a sequence of functions f ( 71), •.• f (71) in the follow-
o n 
ing manner: 
1. to any fi(71) attach a unique sign SIG[fi(71)] 
such that: 
20 
+1 if f. (7\) > 0 ]_ 
SIG[fi (t-)j = -1 if fi(r-) < 0 
SIG[ fi-l (7\ )] if fi(t-) = 0 ' 
2. the fi(!-) are formed by the recursion formulas: 
a. fi(t-) = (ai-t-)srG[fi_1 (r-)J ,if bi-l = o 
b. fi(!-): (ai-7\)fi_1 (t-)-b~_ 1SIG~i-2 (t-j,if bi_ 2 = 0 
and bi-l -1 0 
otherwise, 
where f (7\) = 1 and b = 0. 
0 0 
Then N (~). which equals the number of eigenvalues greater p 
than or equal to ~. is equal to the number of permanences in 
If all the bi are different from zero then no two con-
secutive fils can be zero. Assume fi and fi-l both zero. 
Then by formula (2c) fi_ 2 would have to be zero. Carrying 
this back would require that f be zero. But it is defined 
0 
equal to 1 and so a contradiction is reached. Hence no two 
consecutive fils are zero. Also if fi-l is zero then fi and 
f. 2 have different signs since b~ 1 is a positive number. ]_- ]_-
Writing out the principal minors of the matrix G-~r. 
denoted by di, we have: 
21 
d = 1 0 
dl = a -fl. = (al-f.L) d 1 0 
d2 - ( a2 -fl.) ( al -fl.) -b2 = (a2-f.L) - 1 
d3 = ( a3 -fl.) d -2 b~dl 
For b. ~ 0 (i = 1,2, .•• n) we find that the sequence 
l. 
d -1 
b2 
1 
{ d
0
, d1 , •.. dn} is identical to the sequence { f 0 , fl, , fn} 
and the results of the theorem of Darboux apply. Define N' (fl.) p 
as the number of permanences of signs in the sequence r di } and 
N1 (fl.) as the number of variations of signs. Since there are 
v 
n+l terms in the sequence, 
N~ (fl.) + N~ (fl.) = n • 
According to the theorem of Darboux 
S(G-f.LI) = N~ (fl.) - N~ (fl.) 
= 2 N 1 (fl.) - n p 
We have previously shown that the signature can be written as 
S(G-f.LI) : 2 N (fl.) - n • p 
Therefore N1 (fl.) = N (fl.) and so the number of permanences p p 
in the sequence fdi} , counting zero as positive, equals the 
number of eigenvalues of G greater than fL. 
If bi ~ 0 (i = 1,2, ... n-1) then the matrix G cannot 
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have a multiple eigenvalue. For if some eigenvalue were 
multiple, say Ak' then the rank of G - Akl would be less than 
n-1. However for~= Ak' fn (Ak) = ~ (Ak) = det (G-Akl) = 0. 
Since no two consecutive values of fi (Ak) are zero fn-l (Ak) = 
dn-l (Ak) ~ 0. Therefore the rank of G-Akl equals n-1 since 
the minor d (Ak) of order n-1 is different from zero. 
n-1 
Therefore Ak cannot be a multiple eigenvalue. 
It remains to show what happens when one or more of the 
b. are zero. 
l. 
Assume just one bi is zero, say b . p Then G can 
be written as 
where G1 is a square matrix of order p and G2 is a square 
matrix of order q = n-p. For G1 define the usual sequence 
of functions { 1, f 1 , f 2 , 
sequence {1, g1 , g 2 , 
fp} and for G2 similarly the 
For each sequence define a 
1 1 2 
corresponding value of Np (~), say N (~) and N (~), such p p 
that Ni (~) equals the number of permanences in the sequence 
p 
corresponding to G.. The normal sequence for G would look 
.. l. 
like the following: 
f = 1 0 
fl = a-~ 1 
f -2 (a2-~) fl-b~ 
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f = (a -~) f 1 - b
2 
p p p- p-1 
(since b = o) p 
fp+2 ( ) f b 2 = ap+2 -~ p+l - p+l fp 
etc ...• 
BUt ap+l -~ = g1 , and so fp+l = fp.g1 . Likewise g2 = 
(ap+ 2 -~) g1 - b~1 g0 , and so fp+ 2 = fp.g2 • This continues 
all the way to the end value, f = f .g • Writing the two 
n p q 
sequences {fiJ and {gJ in succession gives 
where the Ni 1 s have been written in to show the terms they p 
include. The value of N2 will not be changed if the terms p 
of {gi} are multiplied by a constant different from zero, say 
f . The two sequences can thus be written p 
g f 'glf ' 0 p p ••• ' g f } q p 
Since g
0
=1, g
0
fp = fp and so there is no change in sign from 
f to g f • Therefore deleting g f and extending the sequence p op op 
back to include f will not change the value of N2 • The two p p 
sequence are written as 
24 
r f • fl. f 'gl f 'g2f ' gqfp } ~ !,~ p p / 
Nl 
'v 
N2 
p p 
Since gifp : f p+i' the sequence becomes 
{fo,fl, f ,f l'f 2' p p+ p+ ... fn} 
which is nothing more then the sequence for the matrix G. 
Therefore 
This argument can be easily extended if more than one b. 
]. 
equals zero. If k of the bi 1 s vanish, then there will be 
k+l subsequences formed and it will follow that 
If by chance f equaled zero, then the last value of p 
{fi} and the first value of {gi} would have the same sign 
since zero is treated as plus. The two sequences could be 
written in succession as 
{ f ' fl, •.. ' f ' ~
Nl 
p 
go,gl, ··· gq} 
'----v--
N2 
p 
Deleting g and extending the second sequence back to include 
0 
fp would not alter the number of permanences of gi 
N2 would not change. p 
I 
Therefore N does not change. p 
and so 
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Convergence of Method of Calculating Eigenvalues 
By definition a sequence of numbers {ai} is said to 
be convergent and the elements a. of the sequence are said 
J. 
to approach the limit £ if subsequent to the choice of a 
positive number E however small, there exists on integer N 
such that I a.- ..1.1 < E for all values of i > N. Instead of 
J. 
converging on ,J. directly by generating a sequence { ai} we 
shall form a sequence of pairs of numbers [ Li, U i} , where 
Li is called the lower bound and Ui the upper bound, such 
that: 
1. L. / d < U. , for all i , 
J. ;:, ,c. - J. 
2. ui-Li is monotone decreasing as i 
increases. 
If we can make Ui-Li ~ E for all i > N then we shall say that 
the sequence {Li, ui} has converged to.£. after N iterations 
and .J can be approximated by either Ui or Li for i > N. If 
ui-Li s; E, then ui :;; Li + E and ui-E ::; Li. Since L1 ~ .£.5 u 1 , 
then ui -E :::; L5 ui and Li ~ _f :5 Li + E , or 
I U i-L I s; E and / L i- _.l / 5_ E • 
So either Ui or Li can be used as an approximation to~­
Assume that initially a pair of numbers (L ,U ) are 
0 0 
known to be bounds for ,t, i.e. L
0 
~~~ U
0
. If U
0
-L
0 
~ E then 
we have an approximation to _f • If not then form the value 
1 
-r ~ 2 (L 0 +U0 ) • Also assume that by some means we can 
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determine whether L < T or 1.;:: T. If 1< T then the new 
bounds become 
L +U 
0 0 ) 
2 
If~~ T then the new bounds become 
In the first case 
ul-Ll = 
while in the second case 
ul-Ll = 
L +U 
- ( 0 0 
- 2 
1 (L +U ) 2 0 0 
' u ) 0 
-L = 0 
u 
1 (L +U } - = 0 2 0 0 
1 (u -L ) 2 0 0 
1 (u -L ) 2 0 0 . 
In either case the difference between upper and lower bound 
is one half the previous difference. In general 
1 1 ~ 
0 i-Li = 2 (ui-1-Li-1) =(2) (uo-Lo) ' 
where at each stage Li ~ 1~ Ui. 1 . The value(-2 )~ (u -L ) can 0 0 
always be made less thanE by taking i sufficiently large. 
U -L i 
0 0 $ 2 
E 
U -L 
log t- ( o o ) -;;_ i . 
e 
Thus if N is the smallest integer greater then 
log2 ( 
0
o -Lo) , then 
e 
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and so convergence is guaranteed in a finite number of 
iterations. 
We have previously shown that for every number ~ there 
is an integer N 1 (~) which equals the number of eigenvalues p 
greater than ~. Let us now examine a method for generating 
a convergent sequence of bounds {Li,ui} j for each Aj' 
(j = 1, 2, ... n). Assume that initially a pair of bounds 
(L
0
,U
0
) 1 are known for the maximum eigenvalue A1 . This 
automatically implies that they are bounds for the remaining 
eigenvalues. One could start with the bounds 
where 
Therefore 
(L , U )k = ( -s, s) , k = 1, 2, ••. n ~ 
0 0 
s = vniz. a~. 
' J ~J 
We now proceed to converge on bounds for Al first, followed 
by converging on bounds for A2 , and continuing until we have 
converged on bounds for A . In the process of determining 
n 
bounds for A , it may also be possible to simultaneously p 
improve bounds on AP+l' . . . ' A . starting with (L ,U ) 1 , n 0 0 
N~(~) for ~ 1 (L +U ) • If N1 (~) = 0 then ~ is compute 
- 2 0 0 p 
(Ll,ul) 1 greater than Al and the new bounds are = (L , 2 (L +U ) 0 0 0 
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) . 
If N 1 (~)) o then~ is too p small and the new bounds are 
1 (Ll,ul) = ( 2(Lo+Uo)' uo). Continuing thus we compute for 
each i the value N 1 (~) for p 
(Li+l'Ui+l) accordingly. This process was shown to be con-
vergent in N steps where N is the least integer greater than 
I With each value of N (~) generated for p 
also derive additional information about the 
bounds for the remaining eigenvalues. A value of N1 (~) = k > 1 p 
means that the next k-1 A's are also greater than ~ and the 
rest are less than~· Hence for A2 , ... , Ak the bounds 
k) are replaced by 
(Li+l'ui+l)r = ) (Li,ui)r if Li ~ ~ (~,ui)r if Li < ~ 
and the bounds (Li,ui)r (r = k+l, ' n) are replaced by 
(Li+l'ui+l)r = l (Li,~)r if u. > ~ ~ -(Li,ui)r if u. < ~ ~ 
Thus as the bounds for Al are being refined, bounds for other 
A's may also be refined. Once convergence has occured for 
(Li,ui)l , the process is repeated for (Li,ui) 2 • This time 
(Li,u) 2 is altered according to whether N;(~) )1 or 
N~(~) ~ 1. After {Li,ui} 2 has converged the process is 
repeated for {Li,ui} 3 and so on until the bounds {Li,ui} n 
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have converged. At worst it will require N steps for each 
eigenvalue, assuming e is held constant. Thus all bounds 
will have been determined in a maximum of nN steps. In 
practice this estimate usually proves too large since it does 
not take into account the refining of bounds for A 
1
, .•. A 
r+ n 
which may occur simultaneously with the refinement of bounds 
for A 
r 
The Als computed are the eigenvalues of the tri-diagonal 
matrix G. However since eigenvalues are invariant under an 
orthogonal transformation they are thus the eigenvalues of 
the matrix A. This completes the discussion on the determi-
nation of the eigenvalues of A. The remainder of the chapter 
will discuss methods appropriate for determining the eigen-
vectors of A. 
Finding the Eigenvectors 
To find the eigenvector xi corresponding to Ai it is 
necessary to solve the homogeneous set of equations 
(A- A,I) X, = 0 • 
~ ~ 
This can be accomplished by first solving the system 
for the vector ui and then transforming ui to xi. Define 
the matrix ~i as 
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Then the set of equations can be written as 
dl bl 
bl d2 b2 
Kiui = 
b2 
d 
b 
1 
! 
' I 
b I n-1 
d:-1 J 
n-1 a. n 
0 
0 
0. 
where d. = a. - A. (j = 1' 2, J J l. • • • a. ) • n 
Since an eigenvector can be multiplied by any non-zero constant 
th 
and remain an eigenvector we can assume the n element of ui 
is equal to one, 
a. = 1 
n 
This enables us to solve for a.n-l from the equation 
b a. +do. =0, 
n-1 n-1 n n 
and then solve for a. from the equation 
n-2 
b a. + d a. + b 10. = 0 • 
n-2 n-2 n-1 n-1 n- n 
The a.'s are solved for in succession back to the equation for 
As a check on the computation the last equation 
should be identically satisfied. However for small values 
of b. this method may lead to poorly determined values for 
l. 
the elements of ui. 
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The process of back substitution must be done for each 
value of A. defining a matrix K. to determine all the vectors 
~ ~ 
ui (i = 1,2, n) The vectors u. are transformed into 
~ 
the eigenvectors x. of A by the operation 
~ 
where 0 is the product of matrices used to reduce A to G. Thus 
T G : 0 AO 
Also 
G = Alui ui 
OTAO ui : AiUi 
T -1 Since 0 is orthogonal 0 = 0 and therefore 
This equation states that the vector Oui is an eigenvector 
of A corresponding to A,, which we call x .. 
~ ~ 
An alternative method is now discussed which is less 
sensitive to division by small numbers. The matrix Ki is 
reduced to a lower triangular form matrix by a series of plane 
rotations of the Jacobi type. These rotations are applied as 
right multipliers only. The first one, u1 , is chosen to 
annihilate position (1,2): b 1 • This affects only columns 1 
and 2 and only the first three elements of these columns since 
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the remaining elements are zero. u2 is chosen to annihilate 
position (2,3), etc. until finally Un-l has annihilated 
position (n-l,n). The matrix Ki has been reduced to the 
form 
1 l 11 
I 
1. 1. I 21 22 0 
L. '"K. U 1 U ... U 
::;: 1. 1. 1 
1 1 2 n- I 31 32 33. 
0 ·. . I 1n n-2 1n n-1 1nn 
Since det (Ki) = 0, 
L 1 I 
then it follows that det (Li) = 0. 
Hence some diagonal element must be zero, say L . Because 
rr 
B was reduced to zero by a series of plane rotations then 
-<- rr 
the remaining elements in column r must also be zero ( (12] , 
pp. , 0'/ ) • 
Therefore 
Therefore _t 1 r r+ , = -'r+2 ,r 
(K. u)r = o 
l. 
This requires that 
K. (u)r = o . 
l. 
But Ki = G- Ail and so 
(G-Ail) (u)r = 0. 
r r 
G (u) = Ai (u) · 
= o, i.e. (L. )r = 0. 
l. 
th This equation states that the r column of U is an eigenvector 
of G corresponding to Ai. Replacing G by OTAO gives 
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OTAO (u)r 
= t-. (u)r ~ 
.. AO (u)r = Ai o(u)r 
Therefore the vector o(u)r is an eigenvector of A corresponding 
to the eigenvalue Ai· Repeating this process for all n t-ts 
will produce all the corresponding eigenvectors. 
If Ai is an eigenvalue of multiplicity m, then m of the 
diagonal elements of L. will be zero. In this case m columns 
~ 
of L. will be zero and the corresponding m columns of U can 
~ 
be rotated back by the matrix 0 to produce m eigenvectors of 
A. These eigenvectors thus formed will be orthogonal. Assume 
two of the vectors formed corresponding to a A. of multiplicity 
~ 
m are x = o(u)P and x = o(u)q • They will be orthogonal if p q 
T 
x x = o. Substituting we have p q 
T This quantity is zero since U is orthogonal and so x x p q 
This is true for any pair of vectors from a set of m vectors 
o. 
formed for a A of multiplicity m. Hence they form an orthogonal 
set. 
In actual computation the diagonal elements 111 , ;; • • ·' A:. nn 
will seldom exhibit one which is exactly zero. Instead of 
looking for a zero element one looks for the minimum element 
or possibly all elements which are less then some threshold 
value. For an ill conditioned matrix it is possible that none 
will meet the threshold test and any vectors produced for 
that A, would be grossly inaccurate. 
~ 
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THE LANCZOS METHOD 
Matrix Polynomials 
with x a variable, play an important role in ordinary algebra, 
so polynomials Pi(A) = aiAi + ... + a 1A + a 0 I, with A a matrix, 
play an equally important role in matrix algebra. Most of the 
rules of ordinary algebra carry over directly into matrix 
algebra. Two such rules which are true in matrix algebra 
are the associative laws of addition and multiplication. If 
we wish to multiply a vector w by the ith power of a matrix 
A, it is accomplished most efficiently by forming the sequence 
of vectors 
w 
= 
w 
0 
wl - Aw 
- 0 
w2 
-
Aw1 
th 
rather than by raising A to the i power and then forming 
Aiw. Any polynomial Pi(A) operating on a vector w to produce 
a new vector P. (A)w is formed as a linear combination of the 
~ 
vectors (w
0
,w1 , w.). Thus ~ 
(j = 1,2, ... i) 
Many polynomials satisfy a recurrence realtion by means of 
th 
which the i polynomial is determined as a linear combination 
of the i-1, i-2, ... , i-m polynomials, where m is usually 
small. Some important polynomials satisfy a simple recurrence 
relation of the form 
Writing this in terms of a matrix polynomial operating on a 
vector w gives 
Replacing the relation w. = Ajw by the more general relation 
J 
w. = P.(A) w the equation for P. 1 (A) w can be written as J J 1+ 
The Power Method 
Before discussing the Lanczos method it will be instructive 
to first summarize a well known method called the "power method" 
and draw certain parallels between the two methods. In the 
power method the coefficients are chosen such that 
a. =1 , i3. = -y. 1 = 0 , ( i = 1, 2, . . . ) 1 1 1-
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This produces the very simple recurrence relation 
w. 1 = Aw. J.+ ]. 
and the polynomial P. (A) is simply Ai 
]. 
A space of n dimensions is spanned by the set of eigen-
vectors (v1 ,v2 , ••• v ) of the non-singular matrix A. n It is 
thus possible to write any vector w as a linear combination 
of the n eigenvectors, 
Using the recurrence relation wi+l = Awi produces the vectors 
w1 = Aw = A(a1v1 + 
= alAlVl + 
+ a v ) 
n n 
a A v 
n n n 
wk = Awk-1 = A(alAlk-lvl + •.. + anAnk-lvn) 
k k 
= alAl vl + ... + anAn vn 
where A is the eigenvalue corresponding to the eigenvector p 
vp (p = 1,2, ... n). Assume that Al is the eigenvalue of 
greatest magnitude. The vector vk can be 
, A2 k 
L al vl+ai~:--} v2 
1 
rewritten as 
A k 
+ ... +a(,n) 
n "1 
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For large values of k the coefficients 
. • • n 
will normally be very small, can approximated by 
(k large) . 
Hence 
Thus starting with a random vector w, the recurrence relation 
wi+l = Awi has generated a sequence of vectors which produces 
the following information: 
l. for large k, the vector wk approximates the eigen-
vector v 1 , 
2. the ratio of any pair of corresponding elements of 
wk+l and wk approximates the dominant eigenvalue Al 
The sequence of vectors as such, however, does not 
directly exhibit any information concerning the remaining 
eigenvalues and eigenvectors. This is the price paid for 
simplicity. The Lanczos method uses a slightly more compli-
cated recurrence formula to generate a sequence of vectors 
which does not tend to converge to any one eigenvalue and 
vector but rather reflects each eigenvalue and vector in a 
periodic fashion. The loss in simplicity is compensated for 
by the ability to generate all the eigenvalues and vectors. 
Setting 
al = 2, ~i = o, ~i-1 = 1 
in the recurrence relation for w. produces the recurrence 
l. 
relation Lanczos uses, 
The choice for the ai, ~i' and ~i is based on a desire to 
utilize the properties of Chebyshev polynomials. 
The Chebyshev Polynomials 
The Chebyshev polynomials can be easily developed 
starting with the basic trigonometric identity 
cos(ktl) e + cos(k-1) e: 2 cos ke cos e 
which can be rewritten as 
cos(k+l) e = 2 cos k e cos e - cos (k-1) e. 
This identity makes it possible to compute the value of 
cos(k+l) e knowing the two previous values cos ke and 
cos(k-1) e. If the substitution cos e = x is made then a 
sequence of polynomials in x, defined as T (x) , can be 
1< 
generated starting with 
cos 0 = l:T (x) ' 0 
cos e = X - Tl (x) ' 
40 
cos 2e 
= 2 cos
2 e 
-
cos 0 = 2 x2 - 1 - T2 (x) 
cos 3e = 2 cos e cos 2e - cos e = 4 x3 -3x -
etc ••... 
T
3 
(x) , 
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It becomes obvious that a recurrence relation among the 
Ti (x)ts can be written as 
Tk+l (x) = 2xTk (x) - Tk-l (x) 
This defines a set of polynomials called the Chebyshev 
polynomials. The value of Tk (x) is exactly the value of 
cos kS if the variables are related according to x = cos e, 
that is 
cos kS = Tk (x) . 
Accordingly the range of the variable xis (-1,1) . 
Calculating Bounds for the Eigenvalues 
This limit on the range of x will require that all 
eigenvalues of the matrix A lie in the range (-1,1) To 
insure satisfying this condition the matrix A must be properly 
normalized. If a bound on the eigenvalues is known, i.e. 
fAil ~ 6 fori= 1,2, n 
then the matrix A' _ ~ A has eigenvalues with magnitude less 
than or equal to one. For if 
then 
i = 1, 2, n 
Therefore the eigenvalues of A1 are 1' 2, n) 
I Ai I and they satisfy the condition t;l :s; 1 since = 1' 2, •.. n). 
One way of estimating a bound is to use the power method 
to approximate the dominant eigenvalue. A faster though less 
accurate method is based on a theorem of Gersgorin. The 
equation 
,/\1 dominant 
is rewritten in terms of the elements of A as 
n 
L j:l a .. a. ~J J (i = 1,2, • . . n) 
a ) • Of the n elements in the 
n 
vector v
1 
, assume the largest 
both sides of the mth equation 
in magnitude is a . Dividing 
m 
by the element a gives 
m 
n 
~ 
j:l 
a 
m 
a . a. 
mJ J 
a 
m 
a 
n 
a 
m 
Since the absolute value of a sum is always less than or 
equal to the sum of the absolute values, it follows that 
I all 
/aml/ i"ll ~ -I a i m 
The second factors are all less than 
a is largest in magnitude, and thus 
m 
1 a ! 
/amn/ 
I n 
+ . • . + I;-
m 
or equal to one since 
Unfortunately the value m is only known if the vector v1 is 
known. Form the sums s. (i = 1, 2, n) 
' 
where 
~ 
n 
- I aij I . si = 2_ j=l 
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th Then s. is the sum of the absolute values of the i row of 
l. 
the matrix A. Of these positive numbers call the largest one 
s. Since si ~ s (i = 1,2, n) it must be true that the 
sm, which is the bound for )\1 , is less than or equal to s. 
Therefore 
and s is a bound for )\1 . 
The eigenvalues of a matrix A are defined by the determi-
ental equation 
det (A- 'III) = 0 
which can be written as 
Since taking the transpose of a number leaves it unaltered, 
this equation cah be written as 
Since taking the transpose of a number leaves it unaltered, 
this equation can be written as 
T Hence A has the same eigenvalues as A. Thus a second 
estimate of the bound of A can be made by adding rows of AT , 
which is the same as adding columns of A, and choosing a 
maximum sum s 1 • I The smaller of the two values, s and s , 
is used as the bound for Al • 
Utilizing Properties of Chebyshev Polynomials 
From now on we assume that the matrix A has been 
scaled down by the factor s so that all eigenvalues are 
in the range (-1,1). Starting with a random vector w, 
we generate a sequence of vectors according to the recurrence 
relation w. 
= 
2A w. 1 - wi-2 . Thus ~ ~-
w = w 0 
wl - A w 
- 0 
w2 - 2A w1-w0 -
Writing the vector w as a linear combination of the eigen-
vectors gives 
w = a 1 v 1 + ... + an v n • 
Operating on this linear combination according to the pre-
ceding recurrence relations produces the vectors 
w 
0 
=A w 
0 
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" w2 = 2A w1 - w0 
= 2A(a1 "A 1 v1 + ... + a A v ) -n n n 
(alvl + + a v ) n n 
= a1 (2"A~ - l)v 1 + a 2 (2"A~ - 1 )· 
v2 + ... + a (2"A 2 - 1) v n n n 
= alT2("Al)vl + a2T2("A2)v2 + ... + 
a T ("A )v 
n 2 n n 
: al[ 2A1Tk("Al)- Tk-l("Alj]vl + ... + 
a [2). Tk("A ) - Tk 1 ("A )j v n n n - n n 
For each eigenvalue make the substitution 
"Ai = cos e i . 
Therefore 
Thus the vectors can be rewritten as 
a v 
n n 
cos(e )v 
n n 
+ a cos(ke )v 
n n n 
We have generated a sequence of vectors wj (j = 0,1, ... k) 
each one of which is a linear combination of the eigenvectors 
such that the coefficients of the eigenvectors are purely 
periodic functions cos(ke.) 
l. 
The problem now is to find the 
unknown frequencies e. (i = 1,2, 
l. 
n) . 
Much as it was necessary to use only one component from 
each of two successive vectors to define the eigenvalue in 
the power method, so here only one component from the same 
position of each vector wk is needed to determine the ei 
( i = 1' 2, n) This is true since each component of vi 
is multiplied by the same periodic function cos(kei) and 
hence will experience the same period. 
Thus after generating the vectors w
0
, w1 , ... , wN we 
need only choose elements from the same position of each 
wk and form a new sequence of numbers 
This is the sequence we will subject to a Fourier cosine 
analysis in order to find the unknown frequencies ei 
(i = 1,2, ... n). 
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Fourier cosine Analysis 
The sequence of numbers \s
0
,s1 , .•• , sN} can be con-
sidered as a vectorS with N+l components. We can form the 
inner product of this vector with other vectors of equal 
dimension. The relative size of an inner product can be 
considered as a measure of agreement between two vectors. 
If it is large they are similar, if small they are dissimilar. 
We form the inner products of S with a generated set of 
vectors systematically, calling the products r
0
,r1 , rN. 
The values of r will tend to oscillate. The largest values 
of r will correspond to the unknown eigenvalues. 
Since we will be using only one component of each vector 
vi, we call it di. Then each sj is of the form 
sj = d1 cos(je1 ) + d 2 cos(je 2 ) + + 
d cos (j e ) 
n n 
where for notational convenience the ais have been absorbed 
into the vis. The generated vectors are of the form 
21Tk ~ = (1, cos N+l' 41Tk 2j1Tk cos N+l, ... , cos N+l , • · ·, 
2N1Tk ) 
cos N+l , (k = 0' 1' ... ' N) • 
The inner product thus 
27f'k 
cos (je1 ) cos (~) + ... + 
d 
n 
N 
L__ 
j:O 
27f'k 
cos (je ) cos (~1 ) n N+ 
where 
N 
vi= L 
j=O 
cos (j e. ) 
J. 
cos 
The angle e must be restricted to the range 
because if e surpasses this limit two frequencies T + ~ and 
V - ~ could not be distinguished since 
cos (T + ~) = COS (1T - cp) 
This restriction however is perfectly compatible with the 
limits on the eigenvalues which are 
- 1 s "~ 1 
For e such that 
then cos (e) covers the range of 'A's perfectly. 
This method relies heavily on the sum of products of 
pairs of cosine terms so we now develop a formula to evaluate 
this sum. Start with the trigonometric identity 
sin a cos ~ -
-
1 
2 
1 
2 
~ 
L sin 
[sin 
(a+~)+ sin 
(a+ ~ ) sin 
(a-~ l] 
(~-a l] . 
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Let a 1 = 2 e ' ~ = ke ' then 
sin (~e) cos (ke) = ~ [sin (k+~) e -
1 , J 
sin (k,...2))eJ 
Perform a summation from k = 1 to k = N 
N 1 L sin ( 2e) cos k:l 
1 N_ [ 1 (ke) = 2 :2-_ sin (k+2 ) e -k:l 
sin (k-~) e J . 
The right side telescopes nicely to give 
N ~ sin (~e) cos (ke) = ~ [ sin (N+~) e 
k:l 
sin (~e) ] • 
1 Adding sin (2e) to both sides and factoring on the left side 
gives N 
sin (~e) 2_ (ke) 1 [sin 1 cos = 2 (N+2) e + k:O 
sin (~e)] . 
N 
sin (N+~) e + sin (~e) 2_ cos (ke) 
= 2 k:O 2 sin (!e) 
2 
Since sin a + sin ~ 1 1 _ 2 sin 2(a+~) cos 2 (a-~) , this 
equation becomes 
N 
:E cos (ke) -
k:O 
1 1 
sin "2 (N+l)e cos 2 Ne 
sin 1e 
2 
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The limit of the right side for e approaching zero is 
lim 
8->-0 
= lim 
8->-0 
1 
sin 2 (N+l )e cos ! Ne 2 
sin 1 e 
2 
N+l 
2 
cos 1 (N+l)e cos l NB - N sin 1 (N+l)e sin l N8 
= N+l 
2 2 2 2 2 
1 1 e 2 cos 2 
and so the equation holds for all permissible values of e. 
For any value of e such that 0 -;,e <; 1r then 
sin ~ (N+l)e cos ~ 
sin 1 e 
2 
N 
=I z cos 
k=O 
since each term in the sum is less than or equal to 1. 
Using the identity 
1 r· ] 
cos a cos i3 = 2 L cos (a-/3) + cos (a+/3) 
the sum of terms of the form cos (je) cos (j~) is 
N 
:£ cos j:O (j e ) cos (j cp) = ~ 
N [ £. (cos ( j e-N) + 
j=O 
= 
cos (j 8+ j ¢) ) J 
1 1 
sin 2 (N+l)(e-¢) cos 2 N(8-¢) 
1 
sin 2 
2 sin 1 (8-¢) 
2 
1 (N+l)(8+¢) cos 2 N(B+¢) 
2 sin 1 (8+¢) 
2 
+ 
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where K1 (e,¢) and K2 (e,¢) are functions called kernels. 
In terms of the vector ~ the angle ¢ corresponds to 
21Tk 
N+l 
If the unknown angle e. happened to be a multiple of 
~ 
2V , say ~P for some integer p, then the kernels take 
N+l N+l 
on the following values: 
0 
' 
ifp'fk 
Kl ( 27rp , ~) = N+l 
1 (N+l) , ifp = k 
2 
_f 0 ' if p 'I 
k 
K ( 2Vp , 21rk ) 0 if p = k'IO 2 N+l N+l -~~ (N+l) ifp = k = 0 
Hence the sum K1 + K2 is zero for all k except for k = p 'f 0 
when the sum is ~ (N+l) or for k = p = 0 where the sum is 
N+l In practice the angle e. is seldom a multiple of 
----. 
~ 
27r and so the sequence of sums Kl + K2 formed as k varies N-1 
could hardly be expected to behave like this. But for N 
large there will be some angle ¢ 21rk = N+l which will differ 
from e. by only a small amount. This will be indicated by 
~ 
the values K1 + K2 becoming much larger in the vacinity of 
21rk then they are in the remainder of the sequence. This 
N+l 
property of growing large rapidly and then declining rapidly 
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is called peaking. The value of k corresponding to the 
maximum value in the sequence yields an approximation 2Vk
1 N+ 
to the angle ei. By taking larger values of N the peak 
becomes more clearly defined and the approximation to ei 
becomes more accurate. 
Since rk is composed of n unknown frequencies ei 
(i = 1,2, n) the angle 2Vk N+l will approach then e's in 
succession as k varies from 0 toN. Therefore we can expect 
up to n peaks in the sequence { rk} . Unfortunately the degree 
of peaking near any one ei is lessened because of cross 
interference from the remaining ess. However the peaking is 
still noticeable if the value 211" N+l is small enough. Lanczos 
recommends that this value be at least 4 times smaller than 
the difference between two successive 81 s in order to properly 
resolve their peaks ( [9] ,pp. 188). 
To find all n peaks the following process is performed 
Initially choose N+l = 360, giving a resolution of 211" = 10 N+l 
If Generate the values r
0
, ••• , r 359 and scan for peaks. 
there are n distinct peaks treat each one separately, taking 
larger values of N until each ei is resolved to sufficient 
accuracy. If less than n distinct peaks appeared resolve 
these and then scan the remaining range with a larger N, say 
N+l = 720. As soon as new peaks become sufficiently defined 
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resolve them. continue increasing N until the value ~is N+l 
less than some threshold value. If m( n values of e were 
found, then the remaining n-m values either lay too close 
to neighboring values for resolution or some of the eigen-
values were multiple causing multiple 8 1 s. 
The m values of e found by this method are converted 
into eigenvalues of A by the equation 
where s is the value used to normalize the matrix A. 
53 
Finding the Eigenvectors 
For each of the m eigenvalues found (m::: n) there is a value 
2TTk 
of k, say k , corresponding to the angle 8 = 
a a 
a for 
N+l 
a = 1, 2, ... m The eigenvector v corresponding to }I. is 
a a 
w ,w ' ... w formed by taking a linear combination of the vectors 
0 1 N 
used in the following manner. Each vector w. (j = 0, 1, ... N) can 
J 
be written in terms of the eigenvector as 
n 
w = L: 
j [3 = I 
cos(jS ) v . 
[3 [3 
Each angle 8 can be determined as 
[3 
21Tk 
e = __ [3 ([3= 1, 2, ... n) . 
[3 N+l 
Multiply on both sides of the equation for 
21Tjk 
a 
w by cos( ) and 
j N+l 
suming from 0 to N gives 
2""k N 
L: 
j = 0 
cos( J a w, = 
N 
L: 
N 
L: 
[3= 1 N+l J j = 0 
N N 
= L: L: 
[3=1 j=O 
N 
= L: cos 2 ( 
j = 0 
2TTjk 
a 
cos( --='-) cos 
N+l 
cos( 
v 
a 
2TTjk 
cos( __ [3 ) 
N+ 1 
v [3 
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since for a '* j3 
N 
L 
j = 0 
2,.jkj3 
cos(N+l = 0 
The coefficient of v is simply a constant and so the eigenvector 
a 
v can be written as 
a 
N 
v = L 
a j = 0 
211"jk 
a (a = 1, 2, ... m) . 
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Examples 
The Hilbert Matrix 
The Hilbert matrix of order n is defined as 
H(i,j) = 1/(i+j- 1) i,j=l,2, .•• n 
This matrix is often used for test purposes because it can be easily 
generated and because it is so ill-conditioned that it puts a stringent 
test to any routine used to recover its eigenvalues and eigenvectors. 
The Hilbert matrix of order 5 was chosen to demonstrate the three 
methods discussed. 
1 I/2 1/3 I I 4 I/5 
I/ 2 1/3 I I 4 I/ 5 1/6 
H(5) = 1/3 I/ 4 1/5 I/6 I/7 
l/4 I/5 1/6 I I 7 I I 8 
1/5 I/6 1/7 1/8 I/9 
All computations were carried out using eight significant 
figures but for purposes of illustration all numbers are written to 
seven decimal place accuracy, 
The Classical Jacobi Method 
1.0000000 0.5000000 
0,5000000 0.3333333 
A,= 0.3333333 0,2500000 
0.2500000 0.2000000 
0,2000000 0. 166666 7 
0,3333333 
0,2500000 
0.2000000 
0,1666667 
0,1428571 
0.2500000 
0.2000000 
0.1666667 
0.1428571 
0.1250000 
0.2000000 
0,1666667 
o. 1428571 
0.1250000 
O.lllllll 
The sum of squares of all terms in the matrix, called norml, 
is equal to 2. 4992644, The sum of squares of the terms along the 
...... 
. J.~ 
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diagonal, called norm2., is equal to 1. 1838649. The maximum off 
diagonal element of A, lies in position ( 1, 2.) and so the first rotation 
matrix 0, is formed based on the elements in positions ( 1, 1), ( 1, 2.), 
(2, 2.). The angle theta equals 28.154962. degrees. Hence cos(G) = 
o. 8816746 and sin(e) = 0.4718579. The matrix 0, is 
0.8816746 -0.4718579 0.0 o.o o.o 
0.4718579 o. 8816746 o.o o.o 0.0 
0, = 0.0 0.0 1.0000000 o.o o.o 
o.o o.o o.o 1.0000000 o.o 
0.0 0.0 o.o 0.0 1.0000000 
The matrix A, = T O,A,O, is equal to 
1.2675918 0.0 0.4118560 0.3147902. 0.2549779 
o.o 0.0657414 0.0631326 0.0583704 0.0525741 
0.4118560 0.063132.6 0.2000000 0.1666667 o. 142.8571 
0.3147902 0.0584704 0.1666667 0.1428571 0.12.50000 
o. 2549779 0.0525741 0.142.8571 o. 1250000 0.1111111 
where the elements in positions ( 1, 2) and (2, 1) have been reduced 
to zero. The second rotation matrix is based on elements of A, 
in positions ( 1, 1), ( 1, 3), (3, 3). The angle theta equals 18.826181 
degrees. Hence cos(e) = 0. 9465018 and sin($) = 0. 3226982.. The 
matrix O, is 
0.9465018 o.o 
o.o 1.0000000 
0.3226982 o.o 
0.0 o.o 
o.o 0.0 
and the product of 0, 0~ is 
-0.3226982 
o.o 
0.9465018 
0.0 
0.0 
0.0 
o.o 
1.0000000 
0.0 
o.o 
o.o 
0.0 
o.o 
1.0000000 
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0.8345066 
0.4466144 
0,0,= 0. 3226 982 
o.o 
0.0 
The matrix Al= 
I. 4087791 
o. 0203728 
AJ= o.o 
0.3517325 
0. 2874368 
-0.4718579 -0.2845148 
0.8816746 -0. 15226 77 
o.o 0.9465018 
o.o o.o 
0.0 o.o 
o;A;;04 is equal to 
0. 0203728 0.0 
0.0657414 0.0597551 
0.0597551 0,0595827 
0.0583704 0.0561680 
0.0525741 0.0529336 
o.o 
o.o 
0.0 
1.0000000 
0.0 
0,3517325 
0.0583704 
0.0561680 
o. 1428571 
0.1250000 
0.0 
o.o 
o.o 
o.o 
1.0000000 
0.2874368 
0.0525741 
0.0529336 
0.1250000 
0.1111111 
Notice that while elements (1, 3) and (3, I) have been annihilated, 
• the elements (I, 2) and (2, I) are no longer zero though they are 
smaller in magnitude then in the original matrix. 
After 10 rotations the matrix A, has been transformed into the 
matrix A,. The maximum off diagonal element of A, is equal to 
o. 0423291. 
I. 5651467 0.0423291 0.0002780 -0.0301778 -0.0017359 
0.0423291 0.2097107 0,0017721 0.0032809 -0.0028935 
A.,= 0.0002780 o. 0017721 0.0001046 0.0001874 -0.0001597 
-0.0301778 0.0032809 0.0001874 0,0120768 0.0 
-0.0017359 -8.0028935 -0.0001597 0.0 0.0002625 
The product of rotation matrices 0, •.• 0,0 iS equal to 
0.7900753 -0.5827028 0.0281201 o. 1860215 -0.0290425 
0.4228355 0,3ll5639 -0.3348359 -0.7224390 0.3001743 
0.3055169 0,4265269 0,7839304 -0,1278552 -0.3063332 
0.2455134 o. 4410308 -0.5207462 0.3225040 -0.6083004 
0.2082631 0,4323791 0.0370187 0. 56 843 81 0.66721 8 
The norms of A.,are equal to 
norm! = 2.4992643, norm2 = 2.4938086. 
Norm2 has increased from I. 1838649 to 2.4938086 showing that 
the diagonal has become heavy. 
After 27 rotations the maximum off diagonal element is of the 
order 2.2(-8). This is less than a chosen threshold of 5.0(-8) and 
so no additional rotations are necessary. Also norm! is equal to 
norm2. 
The diagonal elements of this final matrix Auare the eigenvalues 
of A, and are listed as they occur along the diagonal. 
'" 1.5670505 "· 0.2085342 
A, 
0.0000033 
;\. It 
0.0114075 0.0003059 
The eigenvectors of A, are the corresponding columns of the 
product of matrices 0, o, ... 0,1 and are 
v, v, v, v¥ Vs-
0.7678547 -0.6018714 0.0061737 0.2142135 -0.0471618 
0.4457910 0.2759134 -0.1166911 -0.7241019 0.4326679 
0.3215782 0.4248766 0.5061610 -0. 1204534 -0.6673523 
0.2534389 0.4439030 -0.7671919 0.3095740 -0.2330216 
0.2098226 0.4290133 0.3762477 0.5651934 0.5575983 
The Givens Method 
1.0000000 0.5000000 0.3333333 0.2500000 0.2000000 
0.5000000 0.3333333 0.2500000 0.2000000 0.1666667 
A,= 0.3333333 0.2500000 0.2000000 o. 1666667 0.1428571 
0.2500000 0.2000000 0.1666667 0.1428571 0.1250000 
0.2000000 0. 1666667 0.1428571 0.1250000 0.1111111 
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The elements in positions ( l, 2) and ( l, 3) are equal to 0. 5000000 
and 0. 3333333. Therefore cos(B) = 0. 8320503 and sin(6) = 0. 5547002. 
The first rotation matrix 0, is 
1.0000000 
0.0 
0, = 0.0 
0.0 
o.o 
o.o 
0.8320503 
0.5547002 
o.o 
0.0 
0.0 
-0.5547002 
0.8320503 
0.0 
0.0 
o.o o.o 
o.o o.o 
0.0 o.o 
1.0000000 0.0 
0.0 1.0000000 
and the matrix A, which is the result of the first rotation equals 
T 
0, A, 0,. 
1.0000000 
o. 6009252 
A 2 = 0.0 
0.2500000 
0.2000000 
0.6009252 o.o 
0.5230769 0.0346153 
0.0346153 0.0102564 
0.2588600 0.0277350 
0. 2179179 0.0264142 
0.2500000 0.2000000 
0.2588600 0.2179179 
0.0277350 0.0264142 
0. 1428571 0. 1250000 
0. 1250000 0. lllllll 
The e.lements in positions (1,2) and (1,4) are equal to 0.6009252 
and 0.2500000. Therefore cos(EI) = 0.9232870 and sin(e) = 0.3841106. 
The second rotation matrix O, is 
1.0000000 0.0 0.0 0.0 0.0 
0.0 0. 9232870 0.0 -0.3841106 0.0 
o.= 0.0 0.0 1.0000000 0.0 0.0 
0.0 0.3841106 0.0 0.9232870 0.0 
0.0 0.0 0.0 0.0 l. 000000 
The matrix A, which is the result of two rotations equals 
T o,A, o,. 
1.0000000 0.6508541 0.0 0.0 0.2000000 
0.6508541 0.6505854 0.0426132 0.0475323 0. 2492146 
A,= 0.0 0.0426132 0. 0102564 0.0123112 0.0264142 
0.0 0. 04 76323 0.0123112 0.0153485 0.0317062 
0.2000000 0. 2492146 0.0264142 0.0317062 0.1111111 
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Continuing thus for a total of 6 rotations produces the tri-diagonal 
matrix G. 
1.0000000 0.6808899 0.0 0.0 0.0 
0.6808899 0. 7439869 0.0914099 0.0 0.0 
G = 0.0 0.0914099 0.0424131 0. 0026949 0.0 
0.0 0.0 0.0026949 0.0008927 0.0000411 
0.0 0.0 0.0 0.0000411 0.0000086 
Forming the product 0,0, .. o. produces the matrix 0 
1.0000000 0.0 0.0 0.0 0.0 
0.0 0.7343330 -0.6211456 0.2674170 -0.0584909 
0 = 0.0 0.4895553 0.2234749 -0. 7350385 0.4124473 
0.0 0. 3671665 0. 4863921 -0.0515250 -0.7911741 
0.0 0.2937332 0. 5724156 0. 6209280 0. 4477827 
The norm of the matrix A, is equal to 1. 5809062 and so the 
five initial pairs of bounds are: 
A, AL 
L -1.5809062 -1.5809062 
u 1.5809062 1.5809062 
;\J 
-1.5809062 
l. 5809062 
"· 
-1.5809062 
l. 5809062 
After 26 iterations the bounds are changed to: 
}\, ;\z ;\ 3 ;\, 
L 1. 5670507 0.0 0.0 0.0 
u 1. 56 70507 0. 7904531 0.7904531 0.7904531 
After 24 more iterations they are: 
;\. ;\, A, ;\, 
L l. 56 70507 0.2085342 0.0 0.0 
u 1. 5670507 0.2085342 0. 1976132 0. 1976132 
After 22 more iterations they are: 
A. Az ;\, ;\, 
L 1.5670507 0.2085342 0.0114074 0.0 
u 1. 5670507 0.2085342 0.0114075 0.0061754 
After 17 more iterations they are: 
;\,. 
-1.5809062 
l. 5809062 
A, 
0.0 
0.7904531 
;\,. 
0.0 
0.1976132 
;\ ,:,-
0.0 
0.0061754 
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L 
u 
A, 
1. 5670507 
1.5670507 
IL 
0.2085342 
0.2085342 
i., 
0. 0114074 
0.0114075 
J\' 
0.0003058 
0.0003059 
0.0 
0. 0001929 
Finally after 12 more iterations for a total of 101 iterations the 
bounds are: 
L 
u 
A. 
1. 5670507 
1.5670507 
A, 
0.2085342 
0.2085342 
~J 
0.0114074 
0.0114075 
;\, 
0.0003058 
0.0003059 
!Is 
0.0000032 
0.0000033 
To solve for the eigenvector of G corresponding to the first 
eigenvalue, the matrix K,= G -;\~ is formed for .A,= 1. 56 70507. 
-0.5670507 0.6808899 0.0 0.0 0.0 
0.6808899 -0.8230638 0.0914099 0.0 0.0 
K,= 0.0 0.0914099 -1.5246376 0.0026949 0.0 
0.0 0.0 0.0026949 -1.5661580 0.0000411 
0,0 0.0 0.0 0. 0000411 -1.5670421 
The rotation matrix u, is formed from the elements of K, 
inpositions (1,1) and(l,2). Thus cos(6) = -0.6399462 and 
s in(G') = 0. 76 8419 7. 
-0.6399462 -0.7684197 0.0 0.0 0.0 
0. 7684197 -0.6399462 0.0 0.0 0.0 
U,= 0.0 0.0 1.0000000 0.0 0.0 
0.0 0.0 0.0 1.0000000 0.0 
0.0 0.0 0.0 0.0 1.0000000 
The matrix K"= K, U, equals 
0.8860912 0.0 0.0 0.0 0.0 
-1.0681913 0. 0035072 0.0914099 0.0 0.0 
K~= 0.0702412 -0.0584974 -1.5246376 0.0026949 0.0 
0.0 0.0 0.0026949 -1.5661580 0.0000411 
0.0 0.0 0.0 0.0000411 -1.56704 1 
The matrix U • is formed from the elements in positions 
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( 2, 2) and (2, 3). Thus 
1.000000 0.0 0.0 0.0 0.0 
0.0 0.0383403 
-0.9992647 0.0 0.0 
u.= 0.0 0. 9992647 0.0383403 0.0 0.0 
0.0 0.0 0.0 1.0000000 0.0 
0.0 0.0 0.0 0.0 1.0000000 
The matrix KJ= K, U, equals 
0.8860912 0.0 0.0 0.0 0.0 
-1.0681913 0.0914771 0.0 0.0 0.0 
K,= 0.0702412 -1.5257593 -0.0000066 0.0026949 0.0 
0.0 0. 0026929 0.0001033 -I. 5661580 0.0000411 
0.0 0.0 0.0 0.0000411 -1.5670421 
Continuing thus the matrix is finally reduced to a lower 
triangular matrix L 
0.8860912 0.0 0.0 0.0 0.0 
-I. 0681913 0. 0914771 0.0 0.0 0.0 
L= 0.0702412 -1.5257593 0.0026949 0.0 0.0 
0.0 0. 0026929 -1.5661580 0.0000028 0.0 
0.0 0.0 0.0000412 -0.0000010 -1.550878 
The smallest diagonal element of L lies in column four and so' 
the fourth column of U = U, U, ... U.,. is an eigenvector of G . 
The fourth column of U is the vector 
,., 
U= 
-0.7678547 
-0.6394756 
-0.0383403 
-0.0002470 
0.0 
Multiplying the matrix 0 by the vector 
,., 
U produces the 
eigenvector of A, corresponding to A,= I. 5670507. 
-0.7678547 
<¥) -0.4458393 
0 U= -0.3214449 
-0.2534297 
-0.2099354 
Repeating this process for the remaining lamdas produces the 
corresponding eigenvectors. The complete solution by this method 
is the following: 
)1., 
1.5670507 
v, 
-0.7678547 
-0.4458393 
-0.3214449 
-0.2534297 
-0.2099354 
;\, 
0.2085342 
-0.6018712 
0. 2759258 
0.4248407 
0.4439014 
0.4290430 
The Lanczos Method 
1.0000000 0.5000000 
0.5000000 0.3333333 
0.3333333 0.2500000 
0.2500000 0.2000000 
0.2000000 0. 166666 7 
;\, 
0.0114075 
v, 
0.2142134 
-0.7241327 
-0. 1202291 
0.3091407 
0.5654391 
0.3333333 
0.2500000 
0.2000000 
0. 166666 7 
0.1428571 
t\, 
0.0003059 
o. 0471589 
-0.4326129 
0.6671137 
0.2333831 
-0.5577756 
0.2500000 
0.2000000 
0. 1666667 
0. 1428571 
0. 1250000 
t\,-
0.0000033 
vs 
0.0061742 
-0.1166960 
0.5061687 
-0.7671894 
0. 3762413 
0.2000000 
0.1666667 
0.1428571 
0.1250000 
0.1111111 
The values of S • are formed where S ~ equals the sum of 
row i. 
s. = 2.2833333 
s, = 1. 4500000 
s3 = 1. 0928571 
s" = 0. 884523 8 
S,-= 0.7457349 
The largest value corresponds to S, and so A is divided by 
2. 2833333 to bring the eigenvalues within the range ( -1, 1 ) . 
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0.4379562 0.2189781 0.1479854 0. 1094890 0.0875912 
0.2189781 0. 1459854 0. 1094890 0.0875912 0.0729927 
' A = 0.1459854 0. 1094890 0.0875912 0. 0729927 0. 0625651 
0. 1094890 0.0875912 0. 0729927 0. 0625651 0.0547445 
0.0875912 0. 0729927 0.0625651 0.0547445 0.0486618 
The random vector We chosen was a vector all of whose 
components equaled 0. 2 and the vectors We were successively 
generated. 
wo w, w, 
0.2000000 0. 1999999 0.0871619 
0.2000000 0. 1270072 -0.0312577 
0.2000000 0. 0957247 -0.0775419 
0.2000000 0.0774765 -0. 1031350 
0.2000000 0.0653110 -0.1196051 
The sequence of numbers [ s;} was formed by selecting the 
first position of each w, The first 20 such values are listed 
below: 
s, 0.2000000 s .o -0.0264737 
s, 0.1999999 s .. -0. 1759007 
s, 0.0871619 s'' -0.3317712 
s, -0.2035202 S,J -0.2297310 
s, -0.4040159 s ·1 0.1446949 
s, -0.2347598 s lj- 0.4021697 
s, 0. 1428887 S;~.< 0.2719295 
s, 0.3258396 s ,, -0.0276609 
s r 0.2217032 s ,, -0.1719200 
s1 0. 0683351 s ,. -0.1841617 
Initially N+ l was chosen equal to 360, giving a resolution of 
The following is a sequence of values of [r.} for the values of k 
from 40 to 50 where 
N 2 rr jk 
rK = ~ ( SJ• cos N + 1 ) j=O 
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k r" 8, 
40 1. 2866260 40.0° 
41 -1.2880066 41. 0 ° 
42 1.7766506 42.0° 
43 -2.0240716 43.0° 
44 3. 0092442 44.0° 
45 -4.5418735 45.0° 
46 11.7151305 46.0° 
47 22.8003263 47.0° 
48 -5.6218559 48.0° 
49 3 0 3701961 49.0° 
50 -2. 1891695 50.0° 
A definite peaking is noticeable near k= 46 and k= 47 corresponding 
to angles of 46° and 47o respectively. Increasing N+ 1 to 8x360 = 2880 
produced a peaking at 46.625 o and 84.750 o. A final increase of 
N+ 1 to 64x360 = 23040, giving a resolution of 0.015625°, produced 
peaking at 46.656250°, 84.765625° and 89.718750°. The following 
is a sequence of values of {r,j for the values of k from 5420 to 
5430. 
k r, El. 
5420 20. 1343393 84.687500° 
5421 20.4038164 84.703125° 
5422 20.6093451 84.718750° 
5423 20.7497525 84.734375 ° 
5424 20.8242413 84.750000° 
5425 20.8323920 84.765625° 
5426 20.7741570 84.781250° 
5427 20.6498682 84.796875° 
5428 20.4602388 84.812500° 
5429 20.2063465 84.828125° 
5430 19.8896390 84.843750° 
It was not possible to detect the peaking due to the two remaining 
angles without going to a larger value of N. 
Unfortunately a larger N was unfeasable because of a limited 
amount of machine time available and so they had to remain 
undetected. 
The three angles are converted to eigenvalues of A by 
the equations 
t\; = 2. 2833333cos(8:) 
to give the following eigenvalues: 
}1, 
l. 5672201 
.A, 
0.2083086 
A. 
0.0112082 
The three eigenvectors are computed using the final values of 
8; obtained. The vectors have been normalised so that the 
maximum component in each vector agrees with the corresponding 
component of the vectors obtained by the Givens method. 
v, v, v3 
0.7678547 -0.6018712 0. 2264374 
0.4237162 0.2834270 -0.7242134 
0.3306122 0.4321886 -0.2116373 
0.2591487 0.4362874 0.1842276 
0.2151633 0.4016837 0. 4256483 
67 
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CONCLUSIONS 
Three methods have been presented for determining the 
eigenvalues and eigenvectors of a real matrix A. The first 
two are restricted to symmetric matrices. Each one is 
theoretically capable of determining all n eigenvalues and 
vectors though the third method seems the least practical. 
After reduction to diagonal form by the Jacobi method 
the answers are immediately available. A complete error 
analysis exists and convergence is guaranteed. However 
scanning for the maximum off diagonal element is time 
consuming and a large number of rotations may be necessary 
in order to reduce the maximum off diagonal element to less 
than a threshold value. 
The Givens methods has the advantage of requiring only 
1 
a fixed number of rotations equal to 2 (n-l)(n-2) to reduce 
the original matrix. However the resulting matrix G is in 
tri-diagonal form and additional coding is necessary to 
obtain the eigenvalues. The method of improving bounds is 
simple to code and relatively fast for a tri-diagonal matrix. 
The calculation of the eigenvectors is also carried out in 
two steps. The first step finds the eigenvectors of the 
matrix G with n-1 rotations and the second step transforms 
them into eigenvectors of A. Even with all this additional 
69 
work the Givens method is generally preferable to the 
Jacobi method. 
For a non-symmetric matix the Lanczos method would 
have to be used. For a symmetric matrix however the results 
seem to show that it is the least desireable of the three. 
The accuracy of the eigenvalues depends on the accuracy to 
which the unknown angles have been resolved. This requires 
a large value of N which means many multiplications of a matrix 
by a vector to generate the sequence of vectors {w.} 
l 
A 
large N also requires the computation of many cosines, which 
is a fairly slow process, to form the sequence { ri} . The 
vectors fwi} must be stored for later use in calculating the 
eigenvectors. This requires n(N+l) storage locations which 
may exceed high speed storage and hence require use of 
magnetic tapes, adding considerably to total machine time. 
The sequence {r.} will exhibit many smaller peaks and it may 
l 
be difficult to distinguish between a peak corresponding to 
an unknown ei and these smaller peaks. In defense of the 
method Lanczos claims ( [9 J, pp. 187) that the method is 
free of any significant accumulation of round off errors or 
loss of significant figures. 
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Abstract 
For a square nxn matrix A there exists a set of n numbers 
and a set of n vectors {v , .. . ,v } such that for each 
1 n 
},. and v 
i i 
is a subscript 
Each number },. 
i 
Av = }.. v 
i i i 
is called an eigenvalue and each vector v. 
1 
is called 
the corresponding eigenvector. The complete eigenvalue-eigenvector 
problem deals with methods of producing all n eigenvalue and eigen-
vectors and not simply one or two. 
In the Jacobi method the matrix A is reduced to a matrix 
approaching the diagonal form by a series of orthogonal transformations 
of the form 
A 
k+ 1 
T 
0 
K 
where A 
1 
= A and the matrix 0 
K 
A 0 
K K 
(k :: 1, 2, ... , n) 
are special orthogonal matrices. 
For each value of K there is specified a pair of subscripts lT = (i, j) 
K K 
such that the matrix 0 equals the identity matrix except in positions 
K 
(i, i), (i, j), (j, i) and (j, j). These positions are equal to the values 
c, -s, s and c respectively where 
c :: cos( 8K) 
s = sin( e ) 
K 
The sequence { lT } is chosen such that for each value of K 
K 
the maximum off-diagonal element of A is reduced to zero, A 
K 
sufficient condition for this is to choose the subscripts " = (i, j) 
K K 
such that a .. is the maximum off-diagonal element of AK and 
lJ 
such that 
e 
K 
= 
1 2a .. 
arctan ( _.::,1J,__ __ ) . 
2 a .. a .. 
11 JJ 
Using this value of El to compute cos( El) and sin( 6) guarantees that 
K 
when the matrix A is formed the elements in positions (i, j) and 
K+l 
(j, i) will be zero. 
The process 1s continued until the maximum off-diagonal element 
is reduced to less than some preselected value. At this point the 
diagonal elements of A approximate the eigenvalues and the columns 
K 
of 0 approximate the eigenvectors where 
0=:00 0 
1 2 K 
Convergence is guaranteed since at each step the sum of squares of the 
off-diagonal terms is decreased by the mount 2 2a .. lJ 
The Givens method also uses orthogonal transformations to reduce 
to matrix A to a matrix G where G is a tri-diagonal matrix. The 
variation consists of choosing the angle El in such a way that the 
K 
elements of A in positions (i-1, j) and (j, i-1) are equal to zero. 
K+l 
The sequence { TT } is chosen in a fixed manner to annihilate the elements 
K 
in the order 
a ' 13 a ' 14 
... , a , a 
ln 
The angle 8 is chosen such that 
K 
8 
K 
= arctan ( 
a 
i- 1, j 
a. 1 . 
1- ' 1 
, ... , a 
n- 2, n 
In this scheme once an element is annihilated it is never altered in 
successive transformations. I Therefore only Z (n-1) (n-2) transforma-
tions are necessary. 
The eigenvalues of G, which are identical to the eigenvalues of A, 
are found by a method of converging bounds. 
of bounds {L., U.}. is formed where 
J J 1 
For each A a sequence 
i 
L 5 A < U 
j i j (j = 1' 2, . . . ) 
such that the differences U - L form a monotone decreasing sequence. j j 
For a large enough valve of j this difference will become less than some 
preselected value. The method of improving bounds depends on 
evaluating the principal minors of the matrix G - f1 I and counting 
changes of signs of these minors for various values of f1 . 
The eigenvectors of A are found by first finding the eigenvectors 
of G and then transforming them back to eigenvectors of A. For each 
>.. , form the matrix K. = G - >...I. This matrix is reduced to a 
i 1 1 
lower triangular matrix L. by a series of plane rotations of Jacobi 
1 
type applied as right multiplies only. Thus 
L =KU ... U =KU 
i i 1 n-1 i 
One or more columns of L will be zero. For each such column, 
i 
the corresponding column of U is a eigenvector of G. Premultiplying 
each such column by 0 produces eigenvectors of A. More than one 
zero column of L corresponds to a multiple eigenvalue >..
1
. 
i 
process is repeated for i = 1, 2, ... , n . 
This 
In the Lanczos method the matrix A must first be normalized 
such that all eigenvalues are in the range (- 1, 1). By a theorem of 
1 
Gersgorin the matrix A' = - A satisfies this condition where s equals 
s 
the maximum row sum of absolute values of A. 
A sequence of vectors rw } is formed such that k 
W = 2Aw - w (k= 1,2, ... N) 
kt1 k k-1 
where w is a random vector. In terms of the eigenvectors 
0 
v , v , ... , v these vectors can be written as 
1 2 n 
w 
k 
= a
1
Tk(>..
1
) v +a T _(>.. )v 
1 2 k 2 2 
+ 
. . . + a T ( >.. n)v , 
n k n 
where 
w =:a.v +a.v + ... +a.v 
o 11 22 nn 
and T (A) is the Chebyshev polynomial of degree k. If the 
k 
substitution A =: cos( e.) is made then the vectors can be written as 
i 1 
w "'a.
1 
cos(k8
1
) v + ... + a. cos (k8 ) v 
k 1 n n n 
(k::O.l, ... ,N). 
From the sequence of vectors {w } a new sequence of numbers 
k 
{s } is· formed by selecting an element from the same position of each 
k 
A set of vectors u is formed where j 
For each u. the value r is formed such that 
J j 
N 
r "' ~ 
j k=:o 
2rrjk 
S . cos ( N + 1 
k 
The sequence {r.} will tend to oscillate and for some values of j the 
J 
amplitude of oscillation will be significantly larger than at the remaining 
points. The values of j corresponding to these peaks define the 
unknown frequencies a. approximately by the relation 
1 
This approximation of S. improves with larger values of N. 
1 
When 
all n e•s have been resolved to sufficient accuracy the eigenvalues 
are found by the relation 
>.. = s . cos( e.) (i = 1, 2, ... , n) 
i 1 
where s is the normalizing factor. 
For each value of j, say j., used to calculate the angle e. 
1 1 
the corresponding eigenvector v. is calculated by the relation 
1 
v 
i 
= 
N 
~ 
k=o 
cos( 2rrkj. __ 1) 
N+l 
w (i = 1, 2, ... , n) . 
k 
