In this article, the problem of sampled-data control is considered for fuzzy Markovian jump systems (FMJSs) with actuator saturation. Firstly, the mode-dependent lyapunov functional is constructed, which consists of a two-sided closed-loop function. On the basis of this function, stochastically stable criteria are presented in the form of linear matrix inequalities (LMIs). Then, based on the stochastically stable criteria, mode-dependent sampled-data controllers are designed for FMJSs. As a corollary, stable criteria and controller design are also proposed for the general aperiodic sampled-data linear system with actuator saturation. The improved LMI-based optimization conditions are obtained to estimate the region of attraction. Finally, numerical examples are provided to show the significant improvement of the presented method.
I. INTRODUCTION
As an important class of stochastic systems, Markovian jump systems (MJSs) play a very important role in describing different types of systems. Such as economic systems, engineering systems, communication systems, networked control systems and manufacturing systems [1] - [7] . Moreover, Takagi-Sugeno (T-S) fuzzy models have attracted wide attention in industry and academia in recent decades [8] - [20] . Therefore, there is a kind of system based on Markov switching and T-S fuzzy rule, which we call FMJSs. Many significant issues about FMJSs have been presented in the existing literature. Based on the Takagi-Sugeno fuzzy model method, the dissipative control problem was analyzed in [21] . The delay-dependent robust stabilization problem was researched about discrete-time FMJSs with time-varying delays in [22] . The improved H ∞ state-feedback control was considered for FMJSs with unknown partial transition probabilities in [23] . By using event-triggered strategy and the mode-dependent reliable control, the conditions of stability and controller The associate editor coordinating the review of this manuscript and approving it for publication was Jianquan Lu . design problem were established for FMJSs with mismatched membership functions in [24] .
On the other hand, sampled-data control has received extensive attention by the development of computer hardware and software technology in recent decades. Compared with the periodic sampled-data control systems, the aperiodic sampled-data control systems are more practical in some respects [25] - [29] . Similarly, the sampled-data control of the Markovian jump system has also attracted widespread attention from scholars. Using looped function method, [30] discussed the mean square exponentially stabilization problem and robust sampled-data problem of MJSs. Reference [31] investigated the aperiodic sampled-data control of polytopic uncertain delayed stochastic MJSs. By input delay approach, [32] considered the extended dissipative of polytopic uncertain MJSs. [33] discussed the non-fragile sampled-data controller design of MJSs. Moreover, based on the Lyapunov-Krasovskii function approach, dissipativebased sampled-zdata control problems were analyzed for T-S fuzzy systems in [34] - [36] . Based on sampled-data control for MJSs and sampled-data control for T-S fuzzy systems, there are some results about sampled-data control VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ of FMJSs have been emerged in some journals. By using mode-dependent Lyapunov function, the question about asynchronous dissipative control was researched in [37] for FMJSs. By input-delay-dependent vector method, [38] considers the stabilization problem of fuzzy Markovian chaotic systems with sampled-data control. Reference [39] , [40] investigated the control problem for FMJSs under fast sampling singular perturbation. By considering general switching policies, a new event-triggered strategy was proposed for FMJSs in [41] . The sampled-data reliable control problem for T-S fuzzy semi-MJSs was considered in [42] . In addition, it should be noted that in the real world, most real power systems are subjected to amplitude constraints, so if the actuator saturation is ignored in the design of the control system, the global stability of the closed-loop system cannot be guaranteed. Therefore, the analysis and the synthesis for dynamic system controllers with actuator saturation as the target has attracted wide attention among the control field. In the existing research, the problem of T-S fuzzy-model-based control was investigated for nonlinear overhead crane systems with actuator saturation in [43] . By using a novel time-varying lyapunov functional, the local synchronization problem was proposed for neural networks with sampled-data and input saturation in [28] . Based on event-triggered strategy, the problem of controller design was considered for MJSs with actuator saturation in [44] . However, there exist fewer results about sampled-data control problems for FMJSs with actuator saturation. In the existing example, because of that the Lyapunov function constructed does not make full use of the information on both the intervals x(t) to x(t k ) and x(t) to x(t k+1 ), the result was conservative. Hence, we believe that dealing with the control problem of the system mentioned above by the closed-loop function method should be a worthy research topic, which has inspired our current research.
Motivated by the discussion above, considering the actuator saturation, the problem of sampled-data control for FMJSs is studied in this article. The content is organized as follows. At first, by constructing a mode-dependent Lyapunov function and using the free-matrix-based inequality method, stochastically stable criteria are derived in terms of LMIs. Next, using this stability criteria, mode-dependent sampleddata controllers are designed for FMJSs. Then, an optimization scheme is proposed to calculate the controllers to maximize the admissible initial condition set. In addition, stable criteria and controller design are also presented as a corollary for the general aperiodic sampled-data linear system with actuator saturation. The improved LMI-based optimization conditions are obtained to estimate the region of attraction. At last, numerical examples are provided to demonstrate the significant improvement of the presented method.
Notations: Throughout this article, the notations are fairly standard. N, R n and R m×n denote respectively the set of positive integers, n-dimensional Euclidean space and m × n real matrices; the superscripts '−1' and 'T' stand for the inverse and the transpose of a matrix; A > 0 and B > C are symmetric matrices; col{η 1 , ζ 2 } denotes a vector obtained by stacking η 1 on the top of η 2 ; · denotes the Euclidean norm of vectors and the induced norm of matrices; L 2 [0, +∞) denotes the square-integrable vector function space on the interval [0, +∞); If the matrix presented in this paper does not indicate its dimension, it is assumed that the matrix has the compatible dimension of an algebraic operation.
II. SYSTEM DESCRIPTION
Consider a nonlinear fuzzy Markovin jump system described by the IF-THEN rules:
where x(t) ∈ R n and u(t) ∈ R m are respectively the state vector and the control input of the system, ι ∈ {1, 2, . . . , r} = R, r is the number of fuzzy rules, ϑ 1 (t), ϑ 2 (t), . . . , ϑ p (t) are premise variables, ζ ι1 , ζ ι2 , . . . , ζ ιp are fuzzy sets, A ι and B ι are the constant matrices with appropriate dimensions. u(t) is the control input limited by the amplitude defined as |u l | ≤ u 0l , u 0l > 0, l = 1, 2, . . . , m. The initial condition (t) is a continuous vector-valued function of t ∈ [−τ, 0], and r 0 = r(0) ∈ S is the initial mode. r(t) is a Markov process taking values in a collection of finite elements S = {1, 2, . . . , N } with the switching transition rate matrix [π ij ] s×s :
where > 0, lim →0 o( ) = 0, and for i = j, π ij > 0 is a transition rate from ith mode at time t to jth mode at time t + , satisfying π ii = − r j=1,j =i π ij . Using fuzzy reasoning approach, the FMJSs (1) are rewritten:
where ϑ(t) = [ϑ 1 (t) ϑ 2 (t) . . . ϑ p (t)], and
where ζ ικ (ϑ κ (t)) being the grade of membership for ϑ κ (t) in ζ ικ (κ = 1, 2, 3, .., p). We know that ϕ ι (ϑ(t)) ≥ 0 and r ι=1 ϕ ι (ϑ(t)) ≥ 0 for all t. In consequence, for all t, we get h ι (ϑ(t)) ≥ 0 and r ι=1 h ι (ϑ(t)) = 1. For simplicity, the systems (3) can be reconstruction for r(t) = i:
where
Build on a given zero-order-hold function with the set of
, for every k ≥ 0, the control signals of systems are generated, where h max and h min are the upper bound and the lower bound of sampling periods, respectively, with h max ≥ h min > 0. Choose the mode-dependent controller for FMJSs (1), as follows:
In addition, the following dead-zone function is given:
for simplicity, in what follows we denote notation (K i x(t k )) as k . Substituting (5) into (4), and the following closed-loop systems can be obtained:
Consider a matrix G i ∈ R m×n and introduce a polyhedral set:
where K l,i stand for the lth row of the matrix K i , and G l,i stand for the lth row of the matrix G i . And, the following definition and lemmas are necessary to obtain the results in this article.
Definition 1 [45] : The FMJSs (7) are stochastically stable for all finite (t) defined on [−τ, 0] and initial mode r 0 ,if there exists a finite number (φ(·), τ, r 0 ) > 0 such that the following inequality holds:
where ε(·) stands for the expectation operator.
Lemma 1 [46] : Let P be a positive definite matrix and defineP = M T PM , with M being a nonsingular matrix. If
then P < P 0 . Lemma 2 [46] : Consider the function k given in (6) . If x(t k ) ∈ S, then the following relation:
is verified for arbitrary matrix ∈ R m×m with positive definite and diagonal.
Lemma 3 [27] : Let's say x is a differentiable function:
Remark 1: Because the inequality contains β α x(s)ds instead of 1 β−α β α x(s)ds, and it will provide many advantages for the derivation of the main result in this paper, which can reduce the conservatism effectively.
III. MAIN RESULTS
In this part, we shall derive the stability condition for sampled-data FMJSs with control saturation.
Theorem 1: For given scalars ε 1 > 0 and ε 2 > 0, assume that there are matrices P i > 0,
,ι with suitable dimensions and diagonal matrices > 0 such that (11) and (12) 
Proof : Consider the Lyapunov functional (13) for systems (7):
.
Then, for any i ∈ S, r(t) = i, let L be the weak infinitesimal generator for W i (t), we get
Using Lemma 3, we obtain the inequality as follows:
On the other hand, we can obtain from (9)
In addition, according to FMJSs (7), for arbitrary matrices Y i with suitable dimensions, the equality (17) holds:
Adding right side of (16) and (17) to LW i (t), and considering (14) , (15) meanwhile, we obtain that for t ∈ [t k , t k+1 ),
Based on Schur complement, we obtain from (11) that
Applying Dynkin's formula, one obtains for all t ≥ 0,
On the other side, for every r(t) = j ∈ S, we have that
where ρ 2 = min j∈S (λ min P i )) > 0. From inequalities (20) and (21), we have that
where (23) multiplying (23) with e χ 1 t , which yields (24) integrating (24) from 0 to t, since ϒ(0) = 0, we have
Furthermore, using Schur complement to (12), we can obtain
0l P i , which implies that all initial conditions x(t 0 ) in E P belongs to EP.
Taking limit as t → ∞ for formula (25) , we get
As a consequence, the finite number (φ, τ, r 0 ) in Definition 1 is chosen as χ 2 χ T 1 W(r(0), t 0 ), the FMJSs (7) are stochastically stable. This completes the proof.
Remark 2: It is worth noting that the two-sided closedloop function is originally proposed in [26] . Inspired by this, the mode-dependent Lyapunov function W i (t) is established, which fully uses the information of both intervals from x(t) to x(t k+1 ) and from x(t k ) to x(t). Notice that V i (t k ) = V i (t k+1 ) = 0, i = 1, 2, 3, 4. Therefore, V 0 (t) satisfies the looped-functional condition. As a consequence, this greatly reduces the conservatism of the results.
Remark 3: According to the property of the closed-loop function, the value of this function at the sampling instant is greater than 0, and the derivative is less than 0, so this function is greater than 0 in domain of definition. Hence, there is no need to prove its positive characterization here.
When there is the general aperiodic sampled-data linear system with actuator saturation, we can rewrite it as the following system:
the effective control signal suitable for the system above is considered as follows:
Considering the dead-zone function (Kx(t k )), the continuous-time system (26) can be reconstructed:
where (Kx(t k )) = Kx(t k ) − sat(Kx(t k )). Therefore, with the results obtained in Theorem 1, we get the stochastically stable criteria in Corollary 1 for system (28) .
Corollary 1: For given scalars ε 1 > 0 and ε 2 > 0, assume that there exist matrices P > 0, U 1 > 0, U 2 > 0, Q 1 = Q T 1 , Q 2 , Q 3 = Q T 3 , Q 4 , X 1 , X 2 , X 3 , X 4 , X 5 = X T 5 , X 6 , X 7 , X 8 , X 9 , X 10 = X T 10 , Z arbitrary matrices Y , M 1 , M 2 , N 1 , N 2 with appropriate dimensions and diagonal matrices > 0 such that (29) and (30) are satisfied for each h k ∈ [h min , h max ]:
and 1 , . . . , 14 are the same definition as Theoren 1.
Proof: Consider the looped function (31) for systems (28):
Then, follow a similar path to the proof for Theorem 1, Corollary 1 is proved.
For systems (7) , the theorem referred to below propose a method to design the mode-dependent sampled-data controllers.
Theorem 2: For given scalars ε 1 > 0 and ε 2 > 0, assume that there exist matricesŨ 1i > 0,Ũ 2i > 0,Q 1i =Q T 1i ,Q 2i , Q 3i =Q T 3i ,Q 4i ,X 1i ,X 2i ,X 3i ,X 4i ,X 5i =X T 5i ,X 6i ,X 7i ,X 8i ,X 9i , X 10i =X T 10i ,Z arbitrary matrices H i ,M 1,ιi ,M 2,ιi ,Ñ 1,ιi ,Ñ 2,ιi with appropriate dimensions and diagonal matrices¯ > 0 such that (32) and (33) 
and 1 , . . . , 14 are also the same definition as Theorem 1. In the circumstances, the following desired state feedback controller gains are obtained:
Proof:
Premultiplying and postmultiplying 1 ι < 0 and 2 ι < 0 in (11) by 1 i and ( 1 i ) T , respectively, we obtain (32) . Premultiplying and postmultiplying (12) by 2 i and ( 2 i ) T , respectively, we obtain (33) . This completes the proof.
In the following work, we will consider the maximization problem of the estimate for the region of attraction based on Theorem 2.
Given a set E P i (t) , we can get the maximum value of set E P i (t) by maximizing α, where the scalar α satisfies the following relationship:
with αE P i (t) = {αx : x ∈ E P i (t) }. Using Schur complement, we can see that (35) is equal to
For any positive scalar , where is (P i (t)) −1 = ( P i (t)) −1 ≥ 2 I − 2 P i (t). Setting β = α −2 in the above inequality yields
Afterwards, α can be maximized by resolving the problem as follows:
min β s.t. (32) , (33) and (36) 
For nominal system (28) , according to a similar path to the proof for Theorem 2, we can get the Corollary 2 to design the controller.
Corollary 2: For given scalars ε 1 > 0 and ε 2 > 0, assume that there exist matricesP > 0,Ũ 1 > 0,Ũ 2 > 0,Q 1 =Q T 1 , Q 2 ,Q 3 =Q T 3 ,Q 4 ,X 1 ,X 2 ,X 3 ,X 4 ,X 5 =X T 5 ,X 6 ,X 7 ,X 8 , X 9 ,X 10 =X T 10 ,Z arbitrary matrices Y ,M 1 ,M 2 ,Ñ 1 ,Ñ 2 with appropriate dimensions and diagonal matrices¯ > 0 such that (38) and (39) are satisfied for each h k ∈ [h min , h max ]:
and 1 , . . . , 14 are the same definition as Theorem 1. In the circumstances, the following desired state feedback controller is obtained:
T , and 1 = diag{Ỹ ,Ỹ ,Ỹ ,Ỹ ,Ỹ ,Ỹ ,¯ ,Ỹ ,Ỹ , I }, 2 = diag{Ỹ , I }. Premultiplying and postmultiplying 1 < 0 and 2 < 0 in (29) by 1 and T 1 , respectively, we have (38) . Premultiplying and postmultiplying (30) by 2 and T 2 , respectively, we have (39) .
Then, for any initial conditions x 0 = x(t 0 ) belongs to the following set:
, for arbitrary asynchronous sampling satisfying 0 ≤ h min ≤ h k ≤ h max , under the input saturation mentioned in (27) with K = LY −1 , the corresponding trajectories for the studied system (26) converges asymptotically to the origin. This completes the proof.
Next, we will consider two optimization problems based on Corollary 2.
Firstly, let's consider the optimization problem of h max on a set for given initial condition. According to Corollary 2, an optimization scheme can be included to maximize the supremum of the system sampling period. And define a region that admissible initial states:
Obviously, the conditionP = Y −T PY −1 < P 0 guarantees that E P 0 ⊂ EP. Therefore, given u 0 and h min , the upper-bound of maximum h max can be gained through the optimization problem as follows: 
Notice that the last inequality above from Lemma 1 ensures that P < P 0 , which ensures that E P 0 ⊂ E P . Next, let's consider the maximization problem of the estimate for the region of attraction. We propose a approach to maximize the region of attraction based on Corollary 2. Let's recommend a set E (W R ) . We can get the maximum value of set E (W R ) by maximizing α, where the scalar α satisfies the following relationship:
with αE (W R ) = {αx : x ∈ E (W R ) }. Using Schur complement, we can see that (42) is equal to the inequality as follows:
Notice that Remark 4: The results of Corollary 2 respects the calculation of a controller K . However, when the controller gain K is given, conditions (38) and (39) can also be used to analyze problems. It's enough to replace K with KY . Under this circumstances, the question (41) can be resolved respectively to identify the upper bound and lower bound of the allowable sampling period or to estimate the region of attraction.
IV. SIMULATION EXAMPLE
In this section, we shall give some examples to prove the effectiveness of the methods proposed in this article.
Example 1: To explore its applicability of Theorem 2, we consider the FMJSs with two different modes:
In parallel to (47) , the transition rate matrix is considered:
By using Theorem 2 with ε 1 = ε 2 = 0.5, λ 1 = 0.46 and λ 2 = 0.33, choose h 1 (x 1 ) = 1/.1 + exp(0.5(x 1 + 1)) and h 2 (x 1 ) = 1−h 1 (x 1 ), set h min = 0.1 and h max = 0.2, and solve (38) , we obtain the following mode-dependent sampled-data controllers:
Moreover, the admissible initial condition sets are given as follows:
Choose the initial value of systems x(0) = [−10 5] T , use the sampled-data feedback controllers mentioned above K 1 , K 2 , the Markov jump signals and state responses of closed loop systems are shown in Fig. 1 . Corresponding sampling interval and the input signal are given in Fig. 2 . It is see in above figures that the presented approach is remarkably effective in Example 1.
Example 2: Consider the (26) with matrices taken from [46] , as follows: and where u 0 = 5. The controller K is given as [1 0]. In this case, the system with u(t) = Kx(t k ) is unstable. Nevertheless, it has been proved that if the upper bound of sampling period becomes large enough, the closed-loop systems will become stable. Now, we will prove that this system will become stable even if this system is affected by actuator saturation. For purpose of evaluating the stability of this system under a given K , we analyze two problems (38) and (43) ,where variable L is replaced with KY .
Solve the first problem mentioned earlier. With P 0 = I , the result of (38) are shown in Table 1 . We can see clearly significant improvement.
Solve the second optimization problem mentioned earlier. For h min = 0.8, h max = 1 and u 0 = 5, our goal is to maximize the allowed initial set. Solving (43), we got β min = 0.0023, while in [46] , the same minimization issue leads to β min = 6.37. 
Example 3:
Consider the (26) with matrices taken from [46] , as follows:
and where u 0 = 5. Using the conditions provided in [46] with ε = 1.3, for arbitrary asynchronous sampling period h min = 0 and h max = 0.75, The controller matrix K = [−1.4778 0.4680] is obtained. The following set of acceptable initial conditions is given:
x T 0.4450 0.2307 0.2307 21.0091 x ≤ 1}.
Applying the conditions given in the present part with ε 1 = ε 2 = 1.3, for arbitrary asynchronous sampling period h min = 0 and h max = 0.75, We can obtain the controller K = [−1.9173 0.6908]. Moreover, the set is obtained as follows:
: x T 0.0982 −0.0269 −0.0269 0.0117
x ≤ 1}.
These two sets obtained of admissible initial states are depicted in Fig. 1 . It is easy to see that the set obtained from Corollary 2 in this paper is significantly larger than that obtained from theorem 2 in literature [46] . The effectiveness of this method proposed is verified.
V. CONCLUSION
In this article, the sampled-data control problem is considered for FMJSs with actuator saturation. By employing the mode-dependent Lyapunov functional including a two-sided closed-loop function, stochastically stable criteria are presented in terms of LMIs. Based on the stability criteria, mode-dependent sampled-data controllers are designed for FMJSs. Furthermore, stable criteria and controller design are also proposed as a corollary for the general aperiodic sampled-data linear system with actuator saturation. The improved LMI-based optimization conditions are given to estimate the region of attraction. Numerical examples are given to show the effectiveness of the presented method. In the future, we are going to extend our study to the output feedback control [47] - [49] , strong stability problem [50] and the problem of pinning control strategy [51] , and so on [52] .
