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In this paper we establish the L, convergence of a polynomial collocation 
method for the solution of a class of Cauchy singular linear integral equations, 
which we term the generalized airfoil equation. Previous numerical results 
have shown that if the right hand side is smooth then convergence is rapid, 
with 6 decimal accuracy achievable using 8-10 basis elements. Practical problems 
in aerodynamics dictate that this equation be solved for discontinuous data. 
The convergence rate is numerically demonstrated to be 0(1/N), where N 
is the number of basis elements used. Simple extrapolation is shown to be 
effective in accelerating the convergence, 4-5 decimal accuracy being achieved 
using 16 basis elements. 
1. INTRODUCTION 
Over the last sixty years there has been considerable engineering and mathe- 
matical interest in the integral equations of the form 
(l/n) j-T1 M(x - 0 r@) df = W(X), 
where the kernel M(x - 6) has the form 
(1.1) 
M(x - E) = l/(x - 5‘) + c log I x - E I + &(x - 0, U.2) 
with KB(x - 5) Hilbert-Schmidt [4, 51. Such equations form a subset of 
Cauchy singular equations whose numerical solution is discussed in some detail 
in the recently translated book of Ivanov [7]. The importance of Eq. (1.1) stems 
from the fact that a large number of subsonic flow problems can be reduced to 
solving particular cases of (1.1) [4]. If KS = c = 0 then (1 .l) reduces to the 
classical airfoil equation [15]. Consequently, we refer to it as the generalized 
airfoil equation. 
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Hundreds of papers in the engineering literature have been devoted to the 
numerical solution of (1.1). A brief survey and an historical account of the 
development of numerical methods may be found in our report [4]. Over the 
years a variety of procedures have been discussed, including analytical solutions 
[14], iteration, collocation [2, 4, 51, least squares [2, 41 and Galerkin’s method 
[4, 51. For practical computations collocation methods seem to be preferred, and 
we propose to study the one developed by Bland [2,4] in his treatment of flows 
over airfoils in ventilated wind tunnels. Curiously, he makes no reference to 
previous work of Multhopp [IO], Karpenko [S], and others who seem to have 
discovered similar procedures. In particular, no general discussion of conver- 
gence is given, and the purpose of this paper is to fill that gap. 
Detailed calculations, and an examination of Galerkin’s method and its 
relation to collocation may be found in [4, 51. More recently, Dow and Elliott [3], 
expanding on the work of Ivanov [7], have established the pointwise convergence 
of collocation methods for (1 .l) w h ere c = 0, and &(x - 5) and W(X) are 
assumed Holder continuous. Unfortunately these conditions are too restrictive to 
deal with most problems of practical interest in aerodynamics, since generally 
c f 0, and W(X) is often discontinuous [16, 171. In these cases anL, setting seems 
to be the most appropriate in which to approach the problem of convergence 
P, 71. 
It is interesting to note, that while collocation has been used for almost 60 
years in aerodynamics for the numerical solution of (I.]), we have been unable 
to find convergence proofs discussed anywhere in the engineering literature. 
with the exception of the Soviet Union, the situation seems to be essentially 
the same in the mathematical literature. 
The paper is divided into four sections. In Section 2 we briefly discuss the 
existence theory for (1.1) and outline the collocation method developed by Bland. 
In Section 3 we establish the L, convergence of this method under fairly general 
conditions on the kernel &(x). In the last section, we make some comments 
concerning the difficulty of solving (1.1) when W(X) is not highly differentiable, 
and in particular when W(X) is discontinuous. Some suggestions are also made 
for improving the rate of convergence. These are illustrated with numerical 
results. 
2. COLLOCATION 
As is well known, when c = &(x) = 0 the solution to (1 .l) is non-unique 
[14] since there exists a non-zero solution to 
(lb-) 1’ (4W - 6) d-5 = 0. 
-1 
Likewise, it has been shown by Tricomi and others [14, 31, that solutions to 
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(1.1) will in general exhibit a singularity of the form u(t) N C/(1 + @i2 as 
t-+--1. 
In aerodynamics the imposition of the Kutta condition 
ljly u(E) = 0, + 
is made to obtain uniqueness. For these reasons we look for solutions of (1.1) 
of the form 
45) = (((1 - 5)/U + m”“)P(o (2.1) 
Consequently (1 .l) is rewritten as 
(I/d fl ((1 - 5/l + 5)“‘“) M(x - t)~(t) &f = 44 (24 
where p(t) is taken as the new dependent variable. The introduction of appro- 
priate Hilbert spaces allows us to recast (2.2) as an operator equation. 
Let LG2 be the space of complex functions on [-1, 11, square integrable with 
respect to the weight function (1 - E/l + [)l12. Similarly LX2 is the space of 
functions square integrable with respect to (1 + t/l - [)1/2. 
Assume that 
’ IS ’ ((1 - t/l + 5)““) ((1 + x/l - .)li2) I K&c - [)I” d5 dx < CO, (2.3) -1 -1 
where (2.3) is taken as a Riemann-Stieltjes integral. 
Define operators H, Kl , and K2 from L,2 to LX2 by 
HP(X) = (l/n) s’ ((1 - E/l + W*)(P(W - 5) df, 
-1 
(2.4) 
k;P(x) = h’n) 1’ ((1 - 411 + V”) log I x - t IP@) df, 
-1 
(2.5) 
&P(X) = (l/n)J' ((1 - f/l + 5)"") KB(X - tf)P(t) d5, 
-1 
P-6) 
where the integral in (2.4) is taken in the sense of a Cauchy principal value. We 
then have the folIowing theorem, a proof of which may be found in [4, 51, and 
partially in [7]. 
THEOREM 2.1. H, Kl and K, define bounded operators from L,2 to L,2. In 
particular His unitary (i.e. H-l = H* where H* is the adjoint of H). Kl and K, 
are Hilbert-Schmidt, and thus compact. 
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Consequently if w(x) E Lx2 (2.2) can be written in operator form as 
(HfK)P=w, (2.7) 
where K = Kl + K, is a compact operator from Lti2 to Lx2. Since H-1 = H* 
exists as a bounded operator, (2.7) is equivalent to the equation 
p + H*Kp = H*w (2.8) 
which is an equation of the second kind in L 62. As a result the Fredholm alter- 
native holds: Eq. (2.7) has a unique solution if and only if the homogeneous 
equation (W + K)p = 0 has only zero as a solution. This condition is assumed 
to hold from now on, and thus (2.7) h as a unique solution in Ld2 for each w E L,2. 
Since (2.8) is an equation of the second kind with a Hilbert-Schmidt kernel, 
it is possible to consider solving it numerically by the application of standard 
techniques [l ,6]. However, since the kernel of H*K is generally computationally 
intractable, it is more appropriate to deal with (2.7) directly. 
In this paper we restrict ourselves to the examination of collocation methods, 
which from a computational point of view appear to be the most efficient [3,4]. 
In general then, we look for approximate solutions of the form 
(2.9) 
where the coefficients {an}? are to be determined. Let {xi},” be N points in 
[-1, l] and form the residual 
y&4 = (W + K) PN) (4 - w(x). (2.10) 
Requiring that yN(xi) = 0, i = 1, 2 ,..., N, gives N equations for the unknown 
coefficients {a,)?. Under the assumption that the matrix [(H + K) u,(q)], 
i, 71 = 1, 2,..., N, is nonsingular, one obtains a general class of collocation 
methods for the approximation of p(t). 
Historically, a variety of basis sets u,(x) and collocation points have been used. 
These range from taking simple monomials and equally spaced points [4], to 
trigonometric bases, Chebyshev polynomials [ 161, piecewise linear splines [lo], 
and more recently Jacobi polynomials [4, lo]. It is this latter method that we 
analyse in detail. 
Let 
Y&v) = (l/7rl~2) (cos((n - 4) cos-1 x))/cos((+) cos-1 x), 
and 
n = 1, 2,..., (2.11) 
xn(X) = (1 /r9) (sin((n - +) cos-l x))/sin((+) cos-r x), n = 1, 2,.... (2.12) 
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PW-91? and tx&X are Jacobi polynomials, normalized by the conditions 
and 
s 
l ((1 - X/l + X)1/2) Y&X) ‘y,(X) dx = a,, , 
-1 
s ’ ((I + 41 - V2) X,,(X) x,&4 dx = L, . -1 
{Y~(x)}~ is a complete orthogonormal basis for Lti2, and {x~(x)}~ is a complete 
orthonormal basis for Lx2 [13]. 
The collocation method introduced by Multhopp, and developed further by 
Bland [2], and ourselves [4, 51, consists of using {Yn(x)}f as the basis elements, 
and the zeros of xN+l (x) as the collocation points. The method has produced 
excellent numerical results on a wide variety of problems occuring in aerodyna- 
mics [4]. 
The technique appears to be natural from several points of view. For sim- 
plicity, polynomial bases are an ideal choice, and considerations of numerical 
stability indicate that orthogonal polynomials are optimal [l]. The Jacobi 
polynomials then become the right choice. 
The selection of the collocation points can be motivated by several distinct 
arguments. Particularly interesting are those that come from examining the 
relationship between collocation and other methods of solving (1.1). In [2] 
Bland began by using the method of least squares. In our paper [5] the starting 
point was Galerkin’s method. In both cases it was found that after evaluating 
certain integrals, cancellation of matrices lead naturally to the above collocation 
method. The zeros of x~+~(x) then app eared as the nodes of the Gauss- Jacobi 
quadrature method based on the weight (1 + x/l - x)lj2. 
We now proceed to the analysis of the convergence of Bland’s collocation 
method and the associated error estimates. 
3. CONVERGENCE 
We begin by placing the above collocation method in an operator framework. 
First observe that the spaces Lti2 and Lx2 can be considered as spaces of 
Lebesgue-Stieltjes square integrable functions with respect to the functions 
CX(X) = ST1 (1 - s/l + s)l12 ds and /3(x) = ST1 (1 + s/l - s)l12 ds. Let f E Lx2 be 
Riemann-Stieltjes integrable, and let LN(f) denote the polynomial of degree 
i’V - 1 which interpolates to f at the points {~f+‘}r, the zeros of xN+r(x). This 
polynomial is well defined since x&,+1(x) has i’V distinct zeros. Thus 
b(f) = f M4f(xfE'+1)~ (3.1) 
P=l 
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where &(x))r are the fundamental polynomials of Lagrange interpolation. (Note 
that we use an indexing such that deg(l,(f)) = deg(Y&x)) = deg(&x)) = 
N - 1). 
In addition to Eq. (2.3) we assume that 
It then follows easily from the Cauchy-Schwarz inequality that (Kp) (x) E L,2 
is continuous, and that the operator KN: Lb2 -+ LX2 given by 
is well defined. 
K,(P) = LN(KP)* (3.2) 
Using (3.2), a little algebra shows that Bland’s collocation method can be 
cast in the operator form 
where 
HP, -!- KNPN = WN Y (3.3) 
PN = 5 an ‘u, ? and WN = Lj.J(W). 
r&=1 
In this form the collocation method resembles the projection methods 
discussed by Phillips in [12]. It would be a projection method if we could write 
KN = PNK and LN(w) = PNw for a sequence of continuous projection operators 
{PN}? on LX2. However, if this were the case, PN would equal LN . But LN is given 
in terms of point evaluations which are not continuous in LX”. Thus a direct 
appeal to convergence theorems available for projection methods is ruled out. 
We opt then for a more straightforward method and begin by establishing a 
basic lemma. 
LEMMA 3.1. Let PN satisfy an approximation scheme of the form (3.3). Assume 
that {KN)r is a sequence of bounded operators and that )I K - KN I/ -+ 0. Then 
Then TN = (H + KN)-l exists for N su@Gntly large, /) TN (1 is uniformly bounded, 
and 
II P - PN II G II TN II II HP - LNWPII . (3.4) 
Proof. The existence and uniform boundedness of TN are standard [12]. 
To obtain (3.4) observe that 
p-pN=p-- TNWN=TN[(H+KN)P--N] 
= T,[HP + L,(Kp) - LN(w)] = TdHp - &JWP)I. 
Thus (/p - p, /) < /I TN 1) 1) Hp - L,(Hp)!( and the lemma is established. 1 
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We now show that our assumptions imply that /I Hp - L,(Hp)ll .+ 0. To see 
this observe that HP = w - Kp. Since Kp is continuous, and w is Riemann- 
Stieltjes square integrable, so is Hp. The result now follows as a particular case 
of Theorem 14.3.1 of Szego [13], which we state as Lemma 3.2. 
LEMMA 3.2. Let f be a complex valued function Riemann-Stieltjes square 
integrable with respect to the weight function p(x). Then, 
Thus (/ Hp - L,(Hp)[j -+ 0, and it follows from Lemma 3.1 that p, -+ p in 
Lti2, provided that I/ K - KN II---f 0. We now turn our attention to the proof 
of this fact. 
First observe that KN = KIN + KzN, where K,,(p) = L,(K,p) and K,,(p) 
=L,(K,p). As established below it is a consequence of Lemma 3.2 that 
11 K2N - K, II--+ 0. However, to prove this for KIN requires a slight generaliza- 
tion of Lemma 3.2 so that it will apply to functions with logarithmic singulari- 
ties. 
Let f ELX2 and consider the Gauss-Jacobi quadrature rule based on the 
weight p(x), i.e. : 
QN(f) = cw2N + 1) g1 (1 + $+‘>f(XA (3.5) 
where 
.;+I = -cos(2kT/2N + l), h = 1, 2 ,..., N, (3.6) 
are the zeros of xN+i(x). We say that f E L,2 is quadrature convergent if 
IiIi QN(f) = /;lf(4 dk%+ (3.7) 
It is shown in [13] that if f is continuous, then f is quadrature convergent. A 
careful examination of the proof of Lemma 3.2 given in [13] shows that it will 
be true for all f E L,Z which have the property that 1 f I2 is quadrature conver- 
gent. We now show that this is also true for f  (x) = (log j x 1)“. 
LEMMA 3.3. Let f  (x) = (log j x 1)“. Then 
lim QN(f) = I’ (log I x I)” 4%). N-m -1 
Proof. We begin by showing that (3.5) can be interpreted as a Riemann sum 
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for the integral si (1 - cos fI)f(-cos 0) A?, when f(1) = 0. To see this, 
consider the partition of [0, I] determined by the points 
xg = 0, xN+l = 77, xk = 2krr/2N + 1, k = 1, 2 ,..., N. 
Then if g(0) = (1 - cos e)f(-cos 0) we consider the Riemann sum 
a,(g) = f g&J (2d2N + 1) + &I 42N + 1. (3.9) 
k=l 
Since f( 1) = 0, g(a) = 0 so that 
Ug) = G37W + 1) f (1 - co44)f(--~44) = Qdf). 
k=l 
(3.10) 
Making the change of variable x = -cos 0 in the integral J:,~(x) C+?(X) gives 
fl (log 1 x 1)” dfqx) = in (1 - cos e) (log 1 cos e 1)” de. (3.11) 
Since log(l) = 0 it is seen that QN(f) is just a Riemann sum for approximating 
St1 I f I2 4W. F rom these observations, it follows, by simple, though tedious 
algebra, that 
lim Qdf) = 1’ If I2 4W N-m I -1 
LEMMA 3.4. Let K(x - 0 eLz[d/3(x) x da(E)], and ussume that K,(x) = 
K(x - 5) is quadrature convergent for each [. Let K: L,,,2 ---f Lz2 be defined by 
WP) (4 = 1-1 W - 5) ~(6 d43 (3.12) 
Let 
Kv(P) = LN(KP), N> 1. (3.13) 
Then for each N > 1 K, is bounded, compact, and 
IiliijK- KN// =O. (3.14) 
Proof. The boundedness of KN is established first. From (3.1) it is seen that 
&P) (x> = ; &c(X) WP) cxk). (3.15) 
k=l 
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From Eq. 14.2.4 in [13] we get that 
I l I Lwl” 4w = 2 Ak If(Xk)12, -1 k=l 
where A, = 2~(1 - cos(2K7rjN + 1))/(2N + 1) are the weights in the quadrature 






since plc < 00, and so KN is bounded. The compactness of KN follows, since for 
each N > IrC, has finite rank. 
To prove the uniform convergence of K, to K observe that 
where 
(KP - KNP) = j-’ &(x, 5) P(5) ME)t 
-1 
Thus 
&&, t> = K(x - 6) - 5 lk@) Wk - 8. 
k=l 
II K - KN II2 < JyI I K.J(? w M4 ~43 
Let pFLp(x) = K(x - 5). Then 
ev(% 4) = CL&) - h&d (4 
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From Lemma 3.2 and the remarks immediately preceeding Lemma 3.3 it 
follows that 
for each fixed [. 
From the proof of Lemma 3.2 found in [13] we get 
lim sup 
N+m 
(sl, I& - LN(P,)l”d(4) d 4 J-f, I KC” - 0” @(x). (3.17) 





I P(5)12 d4‘5) < a, -1 
so that by the dominated convergence theorem 
Thus 
l l lim I/ K - KN /I2 < lim N-tm N+m IS I $v(x, 01” @(x) d45) = 0 -1 -1 
and the lemma is proved. U 
THEOREM 3.1. Let M(x) = C log I x / + I&(x) where &(x) satisfies the 
conditions of Lemma 2.3 and 
’ lim s h-0 -1 
1 K,(x - 5 + h) - &(x - [)I2 dor(.$) = 0. 
Assume that w(x) is quadrature convergent for the rule (3.5). Then 
lim II p - p, II2 = 0, N+m 
where p, satisJes (3.3), and p is the unique solution of (2.7). 
Proof. The proof is an immediate consequence of Lemmas 3.1 and 3.4. a 
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4. NUMERICAL RESULTS 
As was pointed out in the Introduction, our motivation for the above results 
stems from the work of Bland on subsonic flows past thin airfoils in ventilated 
wind tunnels [2,4]. The generalized airfoil equation derived there has the kernel 
+ (( 1 + sgn (x))/8) [(l + c, mh TH~H)/(G + (Ilk) tanh ~?H)I ci”” 
- (I/49f) l&n CW(I x lihf)) - (%H/IB) F(I x IPTH) exPWWPZ)l 
+ l/8?H[csch(nX/2/$H) - 2/3&r~ + (exp(ikM%/j? - 1) csch n~/2&~] 
- ik/4+?[log (tanh(nx/4&&x) 
+ (exp(&Wx,‘/32) - 1) log tanh(v I x 1/4~$&], 
where 
F(x) = i [(cxn&) exp(--fi,x) - (l/rr(n - l/2)) exp((n 
% = l/(1 + u/(1 + ('d)")) (1 + @~H/~s)~), 
ii, = &(I - &2)1'2, En = MhdPbz 3 
I 
(J = CwiTH F /3 = (1 - M2)1’2, 







The physical meaning of the parameters K, M, 7H and c, is given in [4]. It is 
known that for various limiting values of these parameters that (4.1) reduces to 
many of the well studied particular cases in aerodynamics [4]. 
Inspection of (4.1)-(4.6) shows that K(.x; k, M, q H , cW) satisfies the conditions 
of Theorem 3.1. Thus we conclude that the collocation method presented in [2] 
for solving (1 .I) with the kernel (4.1) is convergent. Extensive calculations 
reported in [4, 51 confirm this theoretical prediction. In general, for smooth w’s, 
the convergence is rapid with 6 figure accuracy usually being achieved with 
8-10 basis elements. 
More recently we have begun to examine flows past airfoils with control 
surfaces (flaps). This requires solving (1.1) when w(x) is a piecewise polynomial 
function. The simplest and one of the most important cases being 
w(x) = 0, --I <x <x,, 
w(x) == 1, x,<x<l. 
(4.7) 
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In general the solution will exhibit at logarithmic singularity at x -= scl and 
from the error estimate (3.4) the convergence rate is expected to be slow. When 
K = 0 and w has the form in (4.7) then 
IIP - PN II G II w - LN(W)II . (4.8) 
Since it has been shown in [2] ( see also [16]) that collocation is numerically 
equivalent to Galerkin’s method we expect that (1 w - LN(w)]l should behave no 
worse than 
(4.9) 
which is 0(1/iV1/2). 
To see what happens numerically we solved the equation 
HP = w 
using 1 to 20 basis elements, and (I pN II was tabulated. Since 1 i/p )I - i/p, )/ [ < 
/I p - p, Ij the convergence rates for pN and 11 p, I/ should be comparable for 
large A? Examination of the last column in Table I indicates a convergence rate 
TABLE I 
Convergence of IIpN /I to lip I/ for (4.8), x,, = 0” 
N !I PN /I y0 Error I oh Error / x N 
___~___--- __ -.--- -. __ 
1 I. 77245 - 10.545 10.5 
2 1.50774 5.964 11.2 
3 I .67441 - 4.430 13.3 
4 1.54963 3.352 13.4 
5 I .64833 -2.843 14.2 
6 1.56602 2.330 14.0 
7 1.63626 -2.051 14.4 
8 1.57475 1.785 14.3 
9 1.62929 -1.617 14.5 
10 1.58017 1.447 14.5 
11 1.62477 - 1.335 14.7 
12 1.58386 1.217 14.6 
13 1.62159 -1.136 14.8 
14 1 S8654 1.049 14.7 
15 1.61923 - .989 14.8 
16 1.58857 0.923 14.8 
17 1.61471 -.876 14.9 
18 1.59817 0.823 14.8 
19 1.61597 -m.786 14.9 
20 1.59145 0.743 14.9 
0 l/p /IE=t = (lr/2 + l)llz = 1.60337. 
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of 0(1/N), a rate somewhat better than expected. Many other problems for 
K # 0 have also been solved, and again the convergence rate is 0(1/N). These 
results indicate that to achieve engineering accuracy for problems with control 
surfaces would require on the order of 150 basis elements; a number which 
today is generally impractical. Changing the general numerical procedure, using 
a continuous representation of p seems not to improve the situation. In Table 
III we present some results of Milne [9], who used a finite element approach 
with piecewise linear elements for the solution of (4.8). The same slow con- 
vergence is observed for the physically significant moments of the solution. 
Consequently it becomes important to find methods which can accelerate 
the convergence of numerical methods for solving (1 .I) with non-smooth w’s. 
In the paper [6] we discussed several methods which were generalizations of 
procedures that have been introduced for equations of the second king. Theore- 
tical analysis indicated that one could expect to increase the rate of convergence 
from 0(1/N) to 0(1/N3/*). Although this is some improvement, it does not 
appear to be large enough to warrant doing the substantial arithmetic needed to 
implement them. Although we have not abandoned such ideas, we have begun 
to search for methods which can make the maximum use of the output of our 
present code. A promising approach at this time appears to be the use of simple 
extrapolation methods. Such techniques are commonplace in algorithms for 
solving differential equations. However, they have not seemed to have at- 
tracted much attention in the literature on integral equations. A possible reason 
for this is the fact that theoretically one needs to have an asymptotic expansion 
for the error in terms of the “size” of the system. For differential equations the 
system size is usually determined by the step size h in a finite difference algo- 
rithm, and general error expansions have been worked out in a variety of cases. 
To the author’s knowledge no similar theory is available for collocation methods 
for integral equations. However, in our case, we presently have the capacity 
to compute solutions to (1.1) cheaply in the range 1 < N ,< 20, and using 
these results it is possible to experimentally study how the error in the solu- 
tion behaves as a function of N. Examination of the third column in Table I 
leads us to conjecture that 
(II P II - II P, Il)/ll P II = (-ljN. 149/N + a,lN2 + as/N3 + *** . (4.10) 
Other numerical results behaved in a similar fashion. Thus it seems reasonable 
to consider extrapolating on the even terms in the error sequence. If we let 
dN = II P II - II PN II and define 
and 
Z,l = 2or,, - c+ , (4.11) 
2,’ = 0IN/3 - 2012, + 801,,/3, (4.12) 
ZN~ = --a&l + 2ar,,/3 - 8&3 + 640(,,/21, (4.13) 
409/71/I-19 
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then it is easy to show that 
IIP II - 2,’ = 0(1/W, IIP II - ZN2 = WP3), IIP II - ZN3 = W/N4), 
(4.14) 
when N is even. Thus if (4.10) is correct, we would expect a substantial increase 
in accuracy using (4.11)-(4.13). The results in Table II confirm this. 2s3 is 
TABLE II 
Extrapolated Values of p, 
II P II exact Zs’ Z2 Zt3 
1.60337 1.60241 1.60327 1.60335 
correct to within an error of 2 x 10-5, a substantial improvement over l/ps,, jl . 
Further numerical experiments have shown that we can achieve errors of the 
same order of magnitude for equations with K # 0. 
As an independent check on the above, we used our extrapolation formulas on 
Milne’s results in Table III. The results of using a second order extrapolation 
on the solution involving 12 basis elements are presented in Table IV. Again 
the results show a marked improvement over his solution using 60 basis elements. 
TABLE III” 
Convergence of the Moments of the Solution 







12 0.3410 0.1353 0.0756 
24 0.3435 0.1359 0.0767 
36 0.3443 0.1361 0.0771 
48 0.3447 0.1362 0.0773 
60 0.3450 0.1362 0.0775 
Exact 0.3460 0.1365 0.0780 
o These results are taken from an unpublished paper of Milne [9]. 
L, CONVERGENCE FOR AIRFOIL EQUATION 285 
TABLE IV 
Second Order Extrapolation of the Results in Table III 
Lift First Hmge 
moment moment 
~.- 
Z,az = 0.3460 0.1365 0.0780 
5. CONCLUSIONS 
In this paper we have established the L, convergence of an important colloca- 
tion method for solving a class of Cauchy singular integral equations. This 
result allows one to obtain error estimates under weak conditions on both the 
kernel and right hand side of the equation. This was necessary in order to discuss 
widely occuring problems in aerodynamics. It is shown that for discontinuous 
data, corresponding to problems representing flows over airfoils with control 
surfaces, that convergence is slow, of order (1 /IV). Simple extrapolation methods 
are shown to improve the convergence rate by several orders of magnitude. The 
same results are shown to hold for a finite element method proposed by Milne. 
Our results show that extrapolation methods, although neglected in the past, 
can be an effective means of producing highly accurate solutions to linear 
integral equations, even under weak conditions on the kernel and the right 
hand side. 
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