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Kurzfassung
Zur Verringerung des Schadstoﬀausstoßes wird in heutigen stationären Gasturbinen eine
magere vorgemischte Verbrennung eingesetzt. So konnten die Stickstoﬀoxid-Emissionen bei
Gasturbinen deutlich verringert werden. Jedoch neigen magere Flammen zur Ausbildung
selbsterregter Druckschwingungen, den sogenannten thermoakustischen Instabilitäten. Dabei
kommt es zur Interaktion der Druckschwingung mit instationärer Wärmefreisetzung in der
Brennkammer. Dies kann starke thermische und mechanische Belastungen verursachen, die
zur Beschädigung oder sogar zum Versagen der Brennkammer führen können. Die Vorhersage
thermoakustischer Instabilitäten bereits in der Designphase einer Gasturbinenbrennkammer
ist somit von großer Bedeutung.
Ein Ansatz zur Berechnung thermoakustischer Schwingungen sind numerische Verbren-
nungssimulationen auf der Basis von Computational Fluid Dynamics (CFD) Verfahren. Bei
thermoakustischen Instabilitäten werden die Eigenfrequenzen eines Verbrennungssystems an-
geregt. Zur genauen Berechnung der Instabilität müssen somit die angeregten Eigenfrequen-
zen des CFD Modells denen des zugrunde liegenden physikalischen Verbrennungssystems
entsprechen. Die Eigenfrequenzen des Modells hängen unter anderem von den akustischen
Impedanzen an den Rändern des Rechengebiets ab. Moderne CFD Software erlaubt jedoch
bisher nur eine sehr eingeschränkte Modellierung der Randimpedanzen und damit der Ei-
genfrequenzen. Darüber hinaus stellt die Skalendisparität in einer turbulenten, reaktiven
Strömung eine besondere Herausforderung dar. Beispielsweise besteht eine hohe Energiedis-
parität zwischen akustischen und hydrodynamischen Prozessen. Dies führt zu einer geringen
Genauigkeit bei der Berechnung akustischer Wellenausbreitung mit CFD Verfahren.
Ziel der vorliegenden Arbeit ist die Berechnung thermoakustischer Instabilitäten mithilfe
numerischer Verbrennungssimulationen. Dazu wurde ein CFD Lösungsverfahren entwickelt
mit dem akustische Wellenausbreitung in turbulenten, reaktiven Strömungen trotz der großen
Skalendisparität eﬃzient und genau berechnet werden kann. Darüber hinaus wurden akus-
tischen Randbedingungen für das Lösungsverfahren implementiert und angewendet, die eine
genaue Modellierung der Eigenfrequenzen des CFD Modells ermöglichen.
Zunächst wurde in dieser Arbeit ein CFD Lösungsverfahren für nicht reaktive Strömun-
gen aus der Literatur [168] ausgewählt, das im Folgenden SICS (Semi-Implicit Characteristic
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Splitting) genannt wird. Dieses Verfahren beinhaltet eine getrennte Berechnung der akusti-
schen Wellenausbreitung. Somit werden akustische Prozesse nicht durch numerische Fehler
hydrodynamischer Prozesse verfälscht. Darüber hinaus ist SICS eﬃzient im Hinblick auf die
benötigten Computerressourcen zur Berechnung typischer Strömungen in Gasturbinenbrenn-
kammern. SICS wurde in dieser Arbeit für reaktive Strömungen erweitert und in die CFD
Software THETA des Deutschen Zentrums für Luft- und Raumfahrt e.V. (DLR) implemen-
tiert. Darüber hinaus wurden die charakteristischen Randbedingungen Navier-Stokes Cha-
racteristic Boundary Conditions (NSCBC) und die Impedanzrandbedingungen Time Domain
Impedance Boundary Condtions (TDIBC) zur Modellierung der akustischen Randimpedan-
zen eines CFD Modells implementiert. Bei NSCBC können akustische Übertragungsfunktio-
nen erster Ordnung und bei TDIBC beliebiger Ordnung an den Rändern des Rechengebiets
aufgeprägt werden.
Die implementierten Verfahren werden anhand von zwei Testfällen validiert. Erstens wird
die Entstehung von indirektem Verbrennungslärm im Entropiewellengenerator (EWG) Ex-
periment [8] untersucht. Zweitens wird die thermoakustische Instabilität der PRECCINSTA
Modellbrennkammer [117,129] in einem mageren, technisch-vorgemischten Betriebspunkt be-
rechnet. Die in dieser Arbeit erzielten Ergebnisse sind bei beiden Testfällen in sehr guter
Übereinstimmung mit den experimentellen Ergebnissen. Die Übereinstimmung ist außerdem
wesentlich besser als bei bisher in der Literatur [55, 73] veröﬀentlichten Simulationen. Zur
Berechnung des indirekten Lärms im EWG wird erstmalig die Abschlussimpedanz des Expe-
riments mithilfe von TDIBC berücksichtigt. Dies hat eine deutlich verbesserte Übereinstim-
mung zwischen gemessenem und berechnetem indirekten Lärm zur Folge. Darüber hinaus
wird erstmals auch der direkte Lärm des EWG numerisch berechnet. Es wird gezeigt, dass
der indirekte den direkten Lärm im subsonischen EWG Experiment dominiert. Dies bestätigt
entsprechende experimentelle Ergebnisse [6].
Bei der PRECCINSTA Modellbrennkammer bestehen die seitlichen Wände aus Quarzglas-
scheiben. In dieser Arbeit wird erstmals der dämpfende Einﬂuss der mit Spiel eingebauten
Glasscheiben auf die thermoakustische Schwingung des Brenners untersucht. Dazu werden
Simulationsergebnisse mit schallharten und schallweichen Wänden mit entsprechenden Mes-
sungen [158, 249] verglichen. Es wird gezeigt, dass die Verwendung von Glasscheiben eine
starke Dämpfung der thermoakustischen und turbulenten Druckamplituden zur Folge hat.
Die thermoakustische Frequenz bleibt hingegen unbeeinﬂusst. Des Weiteren werden erstmalig
in dieser Arbeit Anfachung und Dämpfung der thermoakustischen Instabilität in der Brenn-
kammer räumlich aufgelöst. Die Instabilität wird im Großteil der Brennkammer angefacht.
In der äußeren Rezirkulationszone der verdrallten Strömung wird sie hingegen gedämpft.
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Abstract
For reducing environmental pollution, lean premixed combustion is applied in modern statio-
nary gas turbines nowadays. This allows for reducing nitrogen oxide emissions of gas turbi-
nes drastically. On the other hand, lean premixed combustion increases the susceptibility to
self-excited thermoacoustic instabilities. These instabilities can damage or even destroy the
combustor hardware due to mechanical or thermal loads. Hence, the prediction of thermoa-
coustic instabilities already within the design process of gas turbine combustors is of high
importance.
Thermoacoustic instabilities can be predicted by means of computational ﬂuid dynamics
(CFD) methods. In the case of thermoacoustic instabilities, the eigenfrequencies of a com-
bustor are excited. For an accurate prediction of instabilities the eigenfrequencies of the
CFD model must be in accordance to the underlying physical combustion system. The ei-
genfrequencies of CFD models furthermore depend on the acoustic impedance applied at the
boundaries of the computational domain. However, modern CFD software usually involves
only very restricted models for the boundary impedances. Moreover, the disparity of scales
within a turbulent reactive ﬂow is a diﬃcult issue. The disparity between acoustic and hy-
drodynamic energy results in low accuracy when computing acoustic wave propagation with
CFD methods.
The main goal of this work is the computation of thermoacoustic instabilities with CFD
methods. In this scope, a CFD solution algorithm was developed which can compute acoustic
wave propagation accurately and eﬃciently in spite of the disparity of acoustic and hydrody-
namic scales. Furthermore, acoustic boundary conditions were implemented for this algorithm
to allow for precise modelling of the eigenfrequencies of combustion systems.
First of all, a CFD solution algorithm for non-reactive ﬂows is chosen from literature [168],
which is called Semi-Implicit Characteristic Splitting (SICS) in the following. This algorithm
includes a separate computation of acoustic wave propagation from other ﬂow processes.
Hence, acoustic results are not blended by numerical errors of hydrodynamic processes. Mo-
reover, SICS is very eﬃcient in the sense of low computational costs. As part of the work at
hand SICS has been extended to compute reactive ﬂows and has been implemented into the
CFD Software THETA of the German Aerospace Center (DLR). In addition two diﬀerent
15
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methods for modelling the acoustic impedance at the boundaries of the computational do-
main are implemented. Firstly, Navier-Stokes Characteristic Boundary Conditions (NSCBC)
are used to apply a ﬁrst order frequency response. Secondly, higher order frequency responses
are modeled by means of Time Domain Impedance Boundary Conditions (TDIBC).
The methods developed and implemented as part of this work are applied to two diﬀerent
test cases. First of all, the generation of indirect combustion noise is studied by means of the
entropy wave generator (EWG) experiment [8]. Then the thermoacoustic instability of the
swirl stabilized PRECCINSTA model combustor [117, 129] at a lean, technically-premixed
operating point is analysed. The predicted results of both test cases are in very good agree-
ment with experimental results, and the agreement is signiﬁcantly better than for any simu-
lation of these test cases published in literature [55,73] today. For the computation of indirect
noise within the EWG, the experimental downstream impedance is exactly considered as part
of the CFD model for the ﬁrst time. This results in a better agreement between predicted
and measured indirect noise. Moreover, the direct noise contribution within the experiment
is computed numerically. As a result, the indirect noise dominates the direct noise, which is
in line with experimental ﬁndings [6].
The side walls of the PRECCINSTA combustion chamber consist of quartz glass windows
which are loosely supported. In this work the inﬂuence of the acoustic damping by these
windows is analysed for the ﬁrst time. Numerical results for fully and partially reﬂective side
walls are compared to according experimental data [158, 249]. It is shown that the ampli-
tude of the thermoacoustic and turbulent pressure oscillations are strongly damped by the
presence of the windows, whereas the thermoacoustic frequency is not altered. Furthermore,
the excitation and the damping of the thermoacoustic instability is analysed by spatially
resolved data. As a result, the instability is excited in most parts of the combustion chamber.
However, a strong damping is visible within the outer recirculation zone of the swirled ﬂow.
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1.1. Motivation
In den letzten Jahrzehnten wurden strenge gesetzliche Auﬂagen zur Reduktion von Stickoxi-
demissionen erlassen [36,130]. Bei Verbrennungsprozessen kann die Bildung von Stickoxiden
(NOx) durch niedrige Temperaturen und geringe Verweilzeiten reduziert werden [36, 263].
In modernen stationären Gasturbinen wird deshalb eine magere, vorgemischte Verbrennung
eingesetzt, die bei Temperaturen unterhalb der stöchiometrischen Flammentemperatur ab-
läuft [116,136]. Dadurch ist es gelungen, NOx Emissionen von modernen Gasturbinen bis auf
unterhalb von 10 parts per million (PPM) zu reduzieren [74,130].
Allerdings sind magere Vormischﬂammen anfällig für die Ausbildung von selbsterregten
Druckschwingungen [136, 140, 263]. Diese können über verschiedene Mechanismen mit dem
Verbrennungsprozess, d.h. mit der Wärmefreisetzung in der Brennkammer, gekoppelt sein.
Falls es zwischen der Wärmefreisetzung und den Druckschwingungen zur Resonanz kommt,
spricht man von thermoakustischen Instabilitäten [207], die mit hohen Druck- und Tempe-
raturamplituden verbunden sein können. Verstärkend kommt bei magerer Verbrennung in
Gasturbinen hinzu, dass aufgrund der niedrigen Flammentemperatur nur noch eine Konvek-
tionskühlung der Brennkammer möglich ist. Dies reduziert jedoch die akustische Dämpfung
in der Brennkammer im Vergleich zur herkömmlichen Filmkühlung wesentlich [130]. Darüber
hinaus treten thermoakustische Schwingungen verstärkt im Teillastbereich auf, da in diesen
Betriebspunkten die Verbrennung noch magerer als bei Volllast ist.
Die starken thermischen und mechanischen Belastungen der Brennkammer durch ther-
moakustische Instabilitäten können zur Beschädigung und schließlich sogar zum Versagen der
Brennkammer führen. Darüber hinaus können thermoakustische Schwingungen eine verrin-
gerte Eﬃzienz der Verbrennung, lokales Verlöschen, überhöhte Schadstoﬀemissionen oder ein
Zurückschlagen der Flamme zur Folge haben [130,136]. Aufgrund dieser vielfältigen Heraus-
forderungen sind thermoakustische Schwingungen in Gasturbinen ein viel beachtetes Thema
sowohl in der Wissenschaft [5, 38, 136] als auch in der industriellen Praxis [136, 166, 274]. In
den folgenden Unterkapiteln wird das Themengebiet Thermoakustik vertiefend beschrieben,
bevor der Stand der Technik zur Vorhersage von thermoakustischen Schwingungen dargestellt
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wird. Abschließend wird die Aufgabenstellung und die Zielsetzung der vorliegenden Arbeit
abgeleitet.
1.2. Thermoakustische Instabilitäten
Thermoakustische Instabilitäten wurden erstmals 1777 von B. Higgins als singende Flamme
beschrieben [99]. Im darauf folgenden Jahrhundert stellte P. L. Rijke im Jahr 1859 das nach
ihm benannte Rijke-Rohr vor [217], das bis heute Gegenstand wissenschaftlicher Arbeiten im
Bereich der Thermoakustik darstellt [264, 277]. Dabei wird in einem senkrechten, zu beiden
Enden oﬀenen Rohr eine Wärmequelle angebracht. Aufgrund freier Konvektion entsteht eine
aufwärts gerichtete Strömung. Eine anfängliche Druckstörung im Rijke-Rohr bewirkt eine
Oszillation der Strömungsgeschwindigkeit, worauf mit einem Zeitverzug eine Änderung der
Wärmefreisetzung folgt. Ist die Wärmequelle bei einem Viertel der Rohrlänge positioniert,
entspricht die Frequenz des Drucks und der Wärmefreisetzung der ersten harmonischen Fre-
quenz des Rohrs. Entsprechend kommt es zur Resonanz und die Luft im Rijke-Rohr wird in
dauerhafte Schwingung versetzt. Es entsteht eine thermoakustische Instabilität.
Technische Relevanz erlangten thermoakustische Instabilitäten erstmals in den 1950er Jah-
ren bei Feststoﬀraketenantrieben [17,41]. Die Druckamplituden können dort um Größenord-
nungen höher sein als bei Gasturbinen. In den folgenden Jahrzehnten fanden thermoakusti-
sche Phänomene in sehr unterschiedlichen Verbrennungssystemen Beachtung. In den 1970er
Jahren traten thermoakustische Schwingungen in industriellen Heizkesseln und Hochöfen
auf [203]. Im folgenden Jahrzehnt wurden erstmals Schwingungen in Ramjet-Triebwerken
und Nachbrennern untersucht [18, 43, 128]. Trotz eines hohen Forschungsaufwands in den
vergangenen 60 Jahren, sind Instabilitäten in Raketenbrennkammern bis heute Gegenstand
wissenschaftlicher Arbeiten [17,74].
Seit Anfang der 1990er Jahre gelten strenge Auﬂagen für NOx Emissionen von stationären
Gasturbinen [259]. Dies führte zur Einführung von magerer vorgemischter Verbrennung in
stationären Gasturbinen, die anfällig für thermoakustische Schwingungen ist [130, 136]. Im
Bereich der Fluggasturbinen werden ebenfalls zunehmend strengere Auﬂagen für NOx Emis-
sionen erlassen [2]. Entsprechend werden moderne Fluggasturbinen in Richtung magerer,
vorgemischter Verbrennung entwickelt [71]. Bei Triebwerken treten thermoakustische Insta-
bilitäten verstärkt während Idle oder Subidle Bedingungen auf [157]. Diese können beispiels-
weise zur Erhöhung der Triebwerksstartzeit, zum Strukturversagen einzelner Komponenten
oder zu sehr hohen Lärmemissionen führen [157,166].
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Abbildung 1.1.: Schematischer Wirkkreis einer thermoakustischen Schwingung. [213]
1.2.1. Kopplungsmechanismen
Thermoakustische Instabilitäten resultieren aus der Resonanz von physikalischen Mechanis-
men im Verbrennungssystem [29]. Dabei wird zwischen Anregungs- und Rückkopplungsme-
chanismen unterschieden, wie in Abbildung 1.1 gezeigt wird. Ausgehend von einer anfäng-
lichen Druckstörung verursacht der Anregungsmechanismus eine Störung im Strömungsfeld,
die eine Fluktuation der Wärmefreisetzung zur Folge hat. Der Rückkopplungsmechanismus
verbindet diese Fluktuation der Wärmefreisetzung wiederum mit dem Anregungsmechanis-
mus, so dass der Wirkkreis geschlossen ist.
Oftmals liegt das Gebiet der Wärmefreisetzung stromab der anregenden Störung im Strö-
mungsfeld [29, 136]. Somit erfolgt die Rückkopplung zwischen der Wärmefreisetzung und
der Anregung entgegen der Strömungsrichtung in der Brennkammer. Da sich nur akustische
Wellen entgegen der Strömungsrichtung ausbreiten können, muss die Rückkopplung mithilfe
von Schallwellen erfolgen. Der akustische Rückkopplungsmechanismus lässt sich anhand der
Schallentstehung weiter unterteilen [88, 167]. Zum einen erzeugt die ﬂuktuierende Wärme-
freisetzung direkt akustische Wellen aufgrund der Dichteänderungen. Neben diesen akusti-
schen Wellen entstehen aber auch Entropiewellen, die sich konvektiv ausbreiten. Wenn diese
Entropiewellen beschleunigt werden entsteht indirekter bzw. Entropielärm [8, 154, 172]. Dies
kommt durch die Variation des benötigten Druckgradienten zur Beschleunigung einer Strö-
mung mit inhomogener Dichteverteilung zustande. In Gasturbinen entsteht Entropielärm in
der beschleunigten Strömung am Brennkammerauslass sowie in der Turbine [56, 167]. So-
wohl direkter als auch indirekter Verbrennungslärm können Rückkopplungsmechanismen für
thermoakustische Instabilitäten sein [56,80,136,278].
Durch thermoakustische Anregungsmechanismen führt eine Druckﬂuktuation zu einer Va-
riation der Wärmefreisetzung. Dies kann mithilfe einer Vielzahl strömungsmechanischer Ef-
fekte erfolgen. Welcher Eﬀekt zum Tragen kommt, hängt vom betrachteten Verbrennungssys-
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tem und Betriebspunkt ab [136]. Im folgenden werden die wichtigsten Anregungsmechanismen
für thermoakustische Instabilitäten in Gasturbinen beschrieben [30,136].
 Fluktuation der Flammenoberﬂäche: Akustische Wellen können zu einer periodischen
Anregung der Flammenoberﬂäche führen. Mit einer Änderung der Flammenoberﬂäche
geht gleichzeitig eine veränderte Wärmefreisetzung einher [54,69].
 Interaktion der Flammenfront mit großskaligen kohärenten Wirbeln [25, 37, 194, 228]:
Wirbelstrukturen können auf verschiedenen Wegen in Gasturbinenbrennkammern ent-
stehen. Die geometrische Begrenzung der Flamme kann zur Bildung von Wirbelstruk-
turen führen. Darüber hinaus wird der Brennstoﬀ oft verdrallt in die Brennkammer
eingedüst. Dabei können sich helikale Strukturen in der Scherschicht ausbilden [246].
Diese Wirbel führen hauptsächlich durch zwei Eﬀekte zu instationärer Wärmefreiset-
zung [136]. Zum einen ändert sich die Flammenoberﬂäche indem sie durch Wirbel auf-
gerollt wird [276]. Zum anderen interagieren Wirbel miteinander oder mit der Brenn-
kammerwand. Dies kann zur Zündung oder Verlöschung des Gases führen [239].
 Interaktion der Flammenfront mit der Brennkammerwand [233]: Wenn eine Flammen-
front auf eine Oberﬂäche triﬀt verändert sich die Flammenoberﬂäche sehr schnell. Dies
kann wiederum zur einer starken Fluktuation der Wärmefreisetzung führen.
 Fluktuation des lokalen Äquivalenzverhältnisses [118,138,139,158]: Druckschwingungen
können die Massenströme der Luft- und Brennstoﬀzufuhr beeinﬂussen, woraus eine
Variation des lokalen Äquivalenzverhältnisses entsteht. Die lokalen Inhomogenitäten des
Äquivalenzverhältnisses konvektieren anschließend von der Brennstoﬀeindüsung bzw.
vom Vormischbereich zur Flammenfront und führen dort zu instationärer Verbrennung.
 Zerstäubung und Verdampfung des Brennstoﬀs [41, 118]: Wenn akustische Wellen auf
ein Brennstoﬀspray treﬀen, können sich die Form des Spraykegels, die Tröpfchengröße,
die Verdampfungsrate und Mischungsgeschwindigkeit des Brennstoﬀs verändern. Diese
Eﬀekte führen zu lokalen Inhomogenitäten des Äquivalenzverhältnisses und damit zu
einer Beeinﬂussung der Wärmefreisetzung in der Brennkammer.
1.2.2. Stabilitätsanalysen
Im vorangegangen Unterkapitel wurden die physikalischen Mechanismen beschrieben, die
in Gasturbinenbrennkammern zu einer Kopplung zwischen Wärmefreisetzung und Druck-
schwingungen, d.h. zu thermoakustischen Schwingungen, führen können. Ob innerhalb des
Wirkkreises die ﬂuktuierende Wärmefreisetzung zu einer Anfachung der akustischen Schwin-
gungen führt, hat erstmals Lord Rayleigh im Jahr 1887 untersucht [205,206]. Er fand heraus,
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dass Wärmefreisetzungs- und Druckschwingungen in Phase schwingen müssen, damit die
Instabilität angefacht wird
RI =
∫
V
∫
Ts
p′(x,t)q′(x,t) dt dV ≥
∫
V
∫
Ts
∑
D(x,t) dt dV (1.1)
Dabei sind RI der Rayleigh-Index, V das Brennkammervolumen, Ts die Schwingungsdauer,
t die Zeit, p′ die Druckschwingung, q′ die Schwingung der Wärmefreisetzung und D die Dis-
sipation akustischer Energie. Falls die Druck- und Wärmefreisetzungsschwingungen in Phase
sind, d.h. die Phasenverschiebung kleiner als 90◦ ist, nimmt der Rayleigh-Index positive Wer-
te an. Damit wird Energie vom Wärmefreisetzungsprozess in das akustische Feld übertragen
und es ﬁndet eine Anfachung statt.
Ein positiver Rayleigh-Index ist nur eine notwendige Bedingung für eine thermoakusti-
sche Instabilität [136, 204]. Damit es zu einer anwachsenden Instabilität kommt, muss die
vom akustischen Feld aufgenommene Energie größer sein als die akustische Dissipation in der
Brennkammer. Dies wird durch den rechten Teil der Gleichung (1.1) ausgedrückt. Die Dissipa-
tion akustischer Energie in einer Gasturbinenbrennkammer erfolgt hauptsächlich durch drei
Eﬀekte [140]. Erstens wird Energie vom akustischen Feld in Wirbelstrukturen oder Entro-
piestörungen übertragen. Zweitens wird akustische Energie aus dem System konvektiert oder
abgestrahlt. Drittens ﬁndet eine Frequenzverschiebung der akustischen Energie statt. Wenn
dabei ein Energietransfer vom Frequenzbereich der thermoakustischen Schwingung zu ande-
ren Frequenzen erfolgt, bewirkt dies eine Dissipation der thermoakustischen Schwingung.
Die zuvor beschriebenen Dissipationseﬀekte ﬁnden an unterschiedlichen Orten einer Brenn-
kammer statt. Die Energieübetragung in Wirbelstrukturen und Entropie erfolgt hauptsäch-
lich in wandnahen Grenzschichten, Helmholtzresonatoren und an Strömungsablösungspunk-
ten [136]. Akustische Energie wird über Ein- und Auslässe der Brennkammer konvektiert
und abgestrahlt. Außerdem erfolgt eine Abstrahlung über die Brennkammerwand, wenn die-
se in Schwingung versetzt wird. Die Frequenzverschiebung akustischer Energie geht auf den
Doppler-Eﬀekt zurück, der bei reﬂektierten und transmittierten Wellen an der Flammenfront
auftritt [137]. Vergleicht man die akustischen Dissipationseﬀekte in Gasturbinenbrennkam-
mern zeigt sich, dass die Verluste durch Konvektion über die Ränder und durch Strömungsab-
lösungen typischerweise dominant im Vergleich zu Verlusten in Grenzschichten sind [106,136].
Wie groß der Einﬂuss der Frequenzverschiebung von akustischer Energie ist, wurde bisher
noch nicht wissenschaftlich beurteilt [136].
Das Rayleigh-Kriterium (Gl. (1.1)) erlaubt eine einfache Analyse thermoakustischer Schwin-
gungen, d.h. der Energietransfer vom Verbrennungsprozess in das akustische Feld kann ab-
geschätzt werden. Jedoch kann es weder genutzt werden um das Auftreten einer Instabilität
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vorherzusagen, noch um die Frequenz und Amplitude der Instabilität zu berechnen. Um
diese Lücke zu schließen wurden bisher hauptsächlich drei unterschiedliche Methoden einge-
setzt [226], dazu zählen analytische Netzwerkmodelle [41,47,227], Galerkin Methoden [42,279]
und numerische Verbrennungssimulationen [72,73,147].
Analytische Netzwerkmodelle werden seit den 1950er Jahren zur Vorhersage thermoakus-
tischer Instabilitäten verwendet und seitdem stetig weiterentwickelt [41, 122, 226]. Dabei
wird das gesamte Verbrennungssystem in eindimensionale Netzwerkelemente zerlegt. Je-
des Element modelliert dabei einen Teilmechanismus des thermoakustischen Wirkkreises
(Kap. 1.2.1). Die akustischen oder strömungsmechanischen Eigenschaften der Elemente wer-
den durch Transfermatrizen charakterisiert, die entweder analytisch, experimentell [47, 142]
oder numerisch [96,123,199] bestimmt werden können. Durch eine Stabilitätsanalyse des ge-
samten Netzwerks lassen sich thermoakustische Instabilitäten in Brennkammern abschätzen.
Zur Vereinfachung der Stabilitätsanalyse werden die analytischen Netzwerkmodelle unter
der Annahme kleiner Schwankungen zunächst linearisiert [41]. Eine lineare Stabilitätsana-
lyse ermöglicht eine Berechnung der thermoakustischen Frequenz und der Wachstumsrate
der Anregung. Außerdem kann festgestellt werden, ob ein Betriebspunkt stabil oder instabil
ist [131, 226, 227]. Allerdings lässt sich mit einer linearen Analyse nicht die Amplitude der
Schwingung berechnen [124,279]. Um dies zu verdeutlichen zeigt Abbildung 1.2 schematisch
die akustische Anregung G und Dissipation D als Funktion der Schwingungsamplitude A bei
einer thermoakustischen Instabilität. Ausgehend vom Ursprung führt eine anfängliche Stö-
rung zu einer wachsenden Druckamplitude, wenn die Wachstumsrate der Anregung γG die der
Dissipation γD übersteigt. Bei steigender Druckamplitude erreicht die Anregung einen Sätti-
gungswert und wird bei der sogenannten Limit-Cycle Amplitude ALC durch die Dissipation
kompensiert. Bei einem linearen Modell wird die Sättigung der Anregung vernachlässigt. Eine
anfängliche Störung mit γG > γD führt zu einer unendlichen Druckamplitude, da die Anre-
gung immer größer als die Dissipation ist. Zur Berechnung der Limit-Cycle Amplitude wur-
den deshalb nicht-lineare Stabilitätsanalysen eingeführt [124,186,234]. Das Netzwerkelement
mit den stärksten nicht-linearen Eﬀekten ist dabei die Flammentransferfunktion (FTF), die
den Zusammenhang zwischen Wärmefreisetzung und Druckschwingung beschreibt [53, 229].
Die Modellierung der FTF stellt deshalb bei einer nicht-linearen Netzwerkanalyse die größte
Herausforderung dar.
Neben analytischen Netzwerkmodellen werden zur Berechnung thermoakustischer Instabi-
litäten Galerkin Methoden eingesetzt [4,42,125,279]. Dabei wird für jede akustische Eigenmo-
de des Verbrennungssystems eine gewöhnliche Diﬀerentialgleichung (DGL) zweiter Ordnung
mit linearer oder nicht-linearer Anregungsfunktion gelöst [226]. Dies stellt ein sehr eﬃzientes
Verfahren zur Berechnung thermoakustischer Schwingungen im Hinblick auf die benötigten
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Abbildung 1.2.: Schematische Abhängigkeit der akustischen Anregung und Dissipation von
der thermoakustichen Druckamplitude. [136]
Computerressourcen dar, das sowohl die Berechnung des zeitlichen Schwingungsverhaltens
als auch des Limit-Cycle Zustands zulässt [279]. Außerdem kann der Energietransfer zwi-
schen akustischen Eigenmoden vorhergesagt werden, indem die Diﬀerentialgleichungen linear
miteinander gekoppelt werden [4]. Dies ermöglicht eine umfangreiche Analyse der an der
thermoakustischen Schwingung beteiligten physikalischen Prozesse [279]. Ein entscheidender
Nachteil des Verfahrens ist, dass u.a. die betrachteten Eigenmoden des Verbrennungssystems
a-priori berechnet werden müssen, damit die Anregungsfunktionen der Diﬀerentialgleichun-
gen bestimmt werden können [226].
Ein dritter Ansatz zur Berechnung von thermoakustischen Instabilitäten stellen nume-
rische Strömungssimulationen (CFD) dar [26, 73, 147, 221, 273]. Sie sind der umfangreichste
Ansatz zur Berechnung thermoakustischer Instabilitäten, da alle an thermoakustischen Insta-
bilitäten beteiligten physikalischen Mechanismen (Kap. 1.2.1) in die Berechnung einbezogen
werden können [255]. Strömungs-, Verbrennungs- und akustische Prozesse sowie auch deren
Kopplung miteinander können räumlich und zeitlich aufgelöst berechnet werden. Dazu wird
ein System gekoppelter partieller Diﬀerentialgleichungen numerisch integriert [82, 178, 195].
Bei der Lösung des Gleichungssystems stellt die Auﬂösung der sehr unterschiedlichen Zeit-,
Längen- und Energieskalen der beteiligten physikalischen Prozesse eine große Herausforde-
rung dar, die als Multiskalenproblem bekannt ist [27, 61, 82, 225, 261]. Bei Verbrennungspro-
zessen ist das Verhältnis zwischen den kleinsten und größten chemischen Zeitskalen in vielen
Fällen von Ordnung O(10−9) [82]. Dies führt zu einer hohen Steiﬁgkeit des Gleichungssys-
tems und damit zu numerischen Konvergenzproblemen. Darüber hinaus sind Strömungen in
Gasturbinenbrennkammern typischerweise turbulent und die Disparität zwischen der kleins-
ten und größten turbulenten Längenskalen beträgt beispielsweise in diesem Anwendungsfall
mehr als O(10−4) [109, 130, 177, 202]. Um das gesamte Spektrum der turbulenten Längens-
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kalen zu berücksichtigen, ist eine sehr hohe räumliche Auﬂösung der CFD Simulation nötig.
Jedoch steigen mit der räumlichen Auﬂösung die benötigten Computerressourcen mindestens
kubisch an, sodass mit heutigen Computersystemen weitesgehend keine vollständige Auﬂö-
sung der turbulenten Längenskalen für Simulationen von Gasturbinenbrennkammern möglich
ist [109,192].
Neben den zuvor beschriebenen Disparitäten in Verbrennungs- und Strömungsprozessen,
führt die Berücksichtigung akustischer Prozesse in CFD Simulationen zu zusätzlichen Dispari-
täten [27,61,261]. Die Disparität zwischen akustischen zu strömungsmechanischen Zeitskalen
wird durch die Mach-Zahl (Ma) charakterisiert, welche als Verhältnis konvektiver zu akus-
tischer Ausbreitungsgeschwindigkeit berechnet wird. In Gasturbinenbrennkammern liegt die
Mach-Zahl typischerweise im Bereich unter 0,3. Mit sinkender Mach-Zahl steigt die Dispa-
rität, sodass im Grenzfall Ma → 0 das zu lösende Gleichungssystem sehr steif wird und
somit numerische Konvergenzprobleme auftreten [192]. Darüber hinaus steigt die Disparität
zwischen akustischer zur strömungsmechanischer Energie mit sinkender Mach-Zahl und lässt
sich für Gasturbinenbrennkammern zu O(10−7) mit Ma < 0,3 abschätzen [109,261].
Akustische und strömungsmechanische Werte werden in CFD Simulationen typischerwei-
se nicht getrennt sondern als Superposition behandelt. Um ein ausreichend hohes Signal-
Rauschverhältnis zu erreichen, sollte der Fehler des numerischen Verfahrens zwei Ordnun-
gen unter der Disparität der Energieskalen, also bei O(10−9), liegen [261]. Diese Abschät-
zung gilt für Aeroakustik, d.h. für strömungsinduzierten Lärm. Im Fall von Thermoakustik
werden Druckschwingungen durch instationäre Verbrennungsprozesse induziert. Da dies ei-
ne deutlich stärkere akustische Quelle darstellt, sind auch die resultierenden akustischen
Energieskalen größer [30]. Bei der Vorhersage thermoakustischer Instabilitäten stellt eine
geringe Genauigkeit jedoch eine zusätzliche Unsicherheit dar. Deshalb gibt es derzeit Bestre-
bungen in wissenschaftlichen CFD Simulationen von thermoakustischen Schwingungen die
numerische Genauigkeit zu erhöhen [73, 147]. Alternativ werden hybride CFD/CAA (Com-
putational Aeroacoustics) Ansätze verfolgt bei denen ausgehenden von einer CFD Lösung
die Schallentstehung und -ausbreitung in einem eingenständigen Verfahren berechnet wer-
den [27,60,61,70,80,90,105,171,174]. Durch die getrennte Berechnung der akustischen Pro-
zesse kann für diese eine sehr hohe Genauigkeit erreicht werden. Bei hybriden Ansätzen kann
jedoch derzeit nicht die Rückkopplung akustischer Wellen auf die reaktive Strömung berück-
sichtigt werden wie sie bei thermoakustischen Instabilitäten auftritt [80].
Eine Herausforderung bei der Simulation thermoakustischer Schwingungen stellt auch die
Modellierung der akustischen Eigenschaften an den Rändern des Simulationsgebiets dar
[30,103,269]. Zum einen können an den Rändern des Rechengebiets unphysikalische Reﬂexio-
nen akustischer Wellen entstehen, die das Signal im Rechengebiet verfälschen [35, 250, 267].
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Zum anderen werden bei thermoakustischen Instabilitäten die Eigenfrequenzen des Verbren-
nungssystems durch instationäre Wärmefreisetzung angeregt. Die simulierten Eigenfrequen-
zen des Verbrennungssystems hängen u.a. von den akustischen Eigenschaften an den Rändern
des CFD Gebiets ab [103, 136]. Die genaue Modellierung der akustischen Ränder ist somit
Voraussetzung zur Berechnung thermoakustischer Instabilitäten.
1.2.3. Stabilisierung
Im vorherigen Unterkapitel wurden Methoden zur Vorhersage von thermoakustischen In-
stabilitäten diskutiert. Diese Methoden werden eingesetzt, um Schwingungen in Verbren-
nungssystemen bereits in der Designphase zu vermeiden. Darüber hinaus gibt es Verfahren
zur Stabilisierung von thermoakustischen Instabilitäten im Betrieb. Dazu werden die in Ka-
pitel 1.2.1 beschriebenen Anregungs- oder Rückkopplungsmechanismen durch aktive oder
passive Steuerung beeinﬂusst [130,203,213].
Bei passiver Steuerung wird der akustische Rückkopplungsmechanismus Abb. 1.1 durch
zusätzliche Dämpfung abgeschwächt. Die Dämpfung kann beispielsweise durch Modiﬁkation
der Liner [130], Helmholtz-Resonatoren [12], Leitbleche oder zusätzliche Bohrungen in der
Brennkammerwand [203] erhöht werden. Während dadurch bei industriellen Raketenantrie-
ben und Nachbrennern thermoakustische Schwingungen bereits vielfach vermieden werden,
sind diese Modiﬁkationen bei Gasturbinen bisher selten. Dies ist auf die typischerweise nied-
rigeren thermoakustischen Frequenzen bei Gasturbinen zurückzuführen, die eine Dämpfung
technisch aufwendiger machen [29,213]. Darüber hinaus können zusätzliche Dämpfer die Ei-
genfrequenzen des Verbrennungssystems beeinﬂussen. Unter Umständen wird dadurch ein
zuvor stabiles System destabilisiert [213].
Der thermoakustische Anregungsmechanismus (Abb. 1.1) wird bei passiver Steuerung in
der Regel durch eine modiﬁzierte Brennstoﬀzufuhr beeinﬂusst [213]. Eine wichtige Rolle spielt
dabei die Verzugszeit zwischen Eindüsung und Wärmefreisetzung, die das Resonanzverhalten
des Systems bestimmen kann [13, 97]. Die Anpassung der Verzugszeit aller Injektoren kann
ein Verbrennungssystem ebenso stabilisieren [13] wie der gleichzeitige Einsatz von Injektoren
mit unterschiedlichen Verzugszeiten [148]. Ferner kann ein verändertes dynamisches Verhal-
ten der Injektoren oder der Brennstoﬀzufuhr stabilisierend wirken. Eine weitere Möglichkeit
die Brennstoﬀzufuhr passiv zu steuern ist über einen Pilotbrenner. Dabei wirkt sich eine
fette, d.h. eine brennstoﬀreiche, Verbrennung des Pilotbrenners positiv auf die Stabilität des
Systems aus [97].
Industrielle Verbrennungssysteme werden heutzutage hauptsächlich durch passive Verfah-
ren stabilisiert [23, 213]. Diese sind jedoch nur für wenige Betriebspunkte ausgelegt. Im
Gegensatz dazu bieten aktive Verfahren die Möglichkeit u.a. auf veränderte Umgebungsbe-
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dingungen, Brennstoﬀzusammensetzungen oder Maschinenverschleiß automatisch zu reagie-
ren [214]. Dadurch kann eine Erweiterung des Betriebsbereichs erreicht werden, die zu höherer
maximaler Leistung, höherer Brennstoﬀﬂexibilität und geringerem Wartungsaufwand führen
kann [29,156,214].
Bei aktiver Stabilisierung von thermoakustischen Schwingungen besteht die Möglichkeit so-
wohl den thermoakustischen Anregungs- als auch den Rückkopplungsmechanismus (Abb. 1.1)
zu stören, um das Resonanzverhalten zu beeinﬂussen. Letzteres kann über das Einbringen
akustischer Druckwellen mithilfe von Lautsprechern erfolgen, die zu destruktiver Interferenz
mit der thermoakustischen Schwingung führen [127, 193]. Für technisch relevante Systeme
müsste bei dieser Methode die vom Lautsprecher eingebrachte Leistung jedoch sehr hoch
sein [95]. Da sich das technisch nicht realisieren lässt, wird bei aktiver Steuerung typischer-
weise die Brennstoﬀ- oder Luftzufuhr als Stellgröße verwendet [18, 29, 213, 257]. Dies beein-
ﬂusst den thermoakustische Anregungsmechanismus wodurch ein Resonanzverhalten vermie-
den werden kann. Ein häuﬁg verwendeter Ansatz bei industriellen Systemen ist die Modulati-
on der Brennstoﬀzufuhr mit der thermoakustischen Frequenz der Brennkammer [95,110,188].
Durch eine gezielte Steuerung des Phasenverzugs zwischen der Brennstoﬀ- und Druckschwin-
gung wird die thermoakustische Schwingung unterdrückt und der Bertriebsbereich deutlich
vergrößert.
Die aktive Steuerung thermoakustischer Instabilitäten stellt hohe Anforderungen an die
verwendete Steuerungstechnik [95, 214]. Die Aktuatoren müssen den Brennstoﬀ- oder Luft-
strom bei einer unter Umständen hohen Frequenz mit genau deﬁnierter Amplitude und Pha-
senverzug modulieren. Dabei muss eine ausreichende Zuverlässigkeit der Aktuatoren sicherge-
stellt werden um den Wartungszyklus des Gesamtsystems nicht zu verkürzen. Wird darüber
hinaus ein Signal aus der Brennkammer als Eingangsgröße für die Steuerung verwendet, muss
das Übertragungsverhalten vom Eingangssignal zur Modulation bestimmt werden. Dies stellt
ebenfalls eine Schwierigkeit bei aktiver Steuerung dar [95,188]. Aufgrund dieser Schwierigkei-
ten wird eine aktive Steuerung bei industriellen Gasturbinen bisher nur vereinzelt oder nur
als Sicherheitseinrichtung beim Auftreten unerwarteter Schwingungen eingesetzt [236].
1.3. Stand der Technik
Zur Vorhersage thermoakustischer Instabilitäten in der industriellen Praxis werden heutzuta-
ge hauptsächlich lineare Netzwerkmodelle (Kap. 1.2.2) verwendet [226]. Die Modelle basieren
auf den Arbeiten von L. Crocco [39, 40], der frühzeitig thermoakustische Schwingungen in
einzelne Kopplungsmechanismen (Kap. 1.2.1) zerlegte und diese als eindimensionale Phä-
nomene mithilfe von analytischen Transfermatrizen beschrieb. Die Transfermatrizen trans-
portieren die akustischen Variablen Druck und Geschwindigkeit, Riemann Invarianten oder
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konvektive Wellen [226]. D. Bohn und E. Deuker [20] fassten die Transfermatrizen zu einem
Netzwerk zusammen. Durch lineare Stabilitätsanalysen der so entstehenden Netzwerke lassen
sich Frequenzen und Anregungsrateen thermoakustischer Instabilitäten vorhersagen.
Netzwerkmodelle wurden seit der Einführung insbesondere durch drei Erweiterungen ent-
scheidend verbessert. Erstens können die Transfermatrizen der Netzwerkelemente genauer
bestimmt werden indem sie nicht wie ursprünglich analytisch [39, 165], sondern experimen-
tell [38, 186, 187] oder mithilfe numerischer Simulationen [47, 198] gewonnen werden. Zwei-
tens verbessert die Berücksichtigung nicht-linearer Elemente die Berechnung der Limit-Cycle
Amplitude [52, 53, 124, 186, 232]. Eine Vorhersage der Limit-Cycle Amplitude war mit der
anfänglich linearisierten Stabilitätsanalyse gar nicht möglich (Kap. 1.2.2). Drittens wurden
Netzwerkmodelle für thermoakustische Instabilitäten mit umlaufenden oder radialen Moden
eingeführt [59,197], womit die Annahme eindimensionaler Netzwerkelemente teilweise aufge-
hoben wurde. Die erweiterten Netzwerkmodelle unterliegen aber auch heutzutage weiterhin
wesentlichen Einschränkungen. So können mehrdimensionale Eﬀekte in Verbrennungssyste-
men nur eingeschränkt berücksichtigt werden [226]. Beispielsweise wird eine kompakte, d.h.
eindimensionale, Flamme vorrausgesetzt. Darüber hinaus wird zur Berechnung der Limit-
Cycle Amplitude die nicht-lineare Flammentransferfunktion benötigt, deren genaue Bestim-
mung auch mit experimentellen oder CFD Methoden sehr schwierig ist [96, 185].
Eine Alternative zu Netzwerkmodellen für die Berechnung thermoakustischer Phänome-
ne stellen mehrdimensionale, numerische Verbrennungssimulationen auf der Basis von CFD
Verfahren dar. Dabei können alle an einer thermoakustischen Instabilität beteiligten phy-
sikalischen Prozesse räumlich und zeitlich aufgelöst werden [255]. Jedoch steigen mit der
Auﬂösung einer CFD Simulation auch die erforderlichen Computerressourcen. Beispielswei-
se ist eine vollständige Auﬂösung aller turbulenten Skalen mit einer Direkten Numerischen
Simulation (DNS) turbulenter Verbrennung derzeit und mindestens auch mittelfristig für
technisch relevante Systeme nur in Ausnahmefällen möglich [30]. DNS Verbrennungssimula-
tionen werden heutzutage noch für vereinfachte Rechengebiete und Strömungen mit kleinen
Reynoldszahlen durchgeführt wie beispielsweise von [32,252,275].
Durch Modellierung turbulenter Skalen lässt sich der Rechenaufwand einer CFD Simula-
tion deutlich verringern. Werden nur die energiereichen turbulenten Skalen aufgelöst, d.h.
die kleinsten Skalen werden modelliert, so ergibt sich eine Large-Eddy Simulation (LES)
[202,224]. LES Methoden werden seit ungefähr zwei Jahrzehnten für Verbrennungssimulatio-
nen eingesetzt, wobei noch viele Fragen oﬀen sind [30,191]. Beispielsweise publizierte S. Me-
non [160] im Jahr 1991 LES Ergebnisse zu einer Ramjet-Brennkammer, wobei aber sehr
vereinfachend eine achsensymmetrische Strömung angenommen wurde. Mittlerweile werden
LES aber auch für technisch relevante Systeme ohne vereinfachte Geometrie eingesetzt. Zum
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Beispiel wurden LES zur Untersuchung der Verbrennung in Gasturbinenbrennkammern von
Eggenspieler und Menon [57] und Kim et al. [120] sowie in Modellbrennkammern von di Ma-
re et al. [50] und Roux et al. [221] verwendet. Weitere Beispiele zu LES Simulationen von
technisch relevanten Verbrennungssystemen sind außerdem in [3,73,96,230,235,273] zu ﬁnden.
Für industrielle Anwendungen sind LES Methoden derzeit meistens noch zu aufwendig. Zur
weiteren Reduktion der eingesetzten Computerressourcen kann ein im Vergleich zu LES grö-
ßerer Anteil der turbulenten Skalen mithilfe instationärer Reynolds-Averraged Navier-Stokes
(URANS) Simulationen modelliert werden [195]. Dabei werden neben den kleinsten turbu-
lenten Skalen ebenfalls energiereiche Skalen anteilig modelliert. Somit können erfahrungs-
gemäß großskalige kohärente Strukturen mithilfe einer URANS Simulation direkt aufgelöst
werden [176]. Aufgrund des höheren Modellierungsanteils sind URANS Simulation sehr eﬃ-
zient, jedoch sind die Ergenisse oftmals ungenauer als bei einer LES [109]. Deshalb wurden in
den letzten zehn Jahren hybride Verfahren entwickelt, die LES und URANS Methoden verei-
nen [75,164,220,243]. Dabei wird in Bereichen hoher räumlicher Auﬂösung LES eingesetzt. In
Bereichen unzureichender Auﬂösung für LES wird eine URANS Methode verwendet. Durch
diesen Ansatz lassen sich die benötigten Computerressourcen im Vergleich einer vollständi-
gen LES stark verringern und gleichzeitig auch eine hohe Genauigkeit erzielen [109,243]. Ein
detailierter Überblick zu hybriden RANS/LES Verfahren wurde von J. Fröhlich und D. von
Terzi [75] veröﬀentlicht.
Zu den hybriden RANS/LES Methoden zählen beispielsweise Detached Eddy Simulationen
(DES) [243], zonal RANS-LES [219,220] und Scale Adaptive Simulationen (SAS) [164]. Auch
wenn diese hybriden Verfahren bereits in vielen technischen Bereichen erfolgreich eingesetzt
wurden [58], sind sie bisher nur für wenige Verbrennungssimulationen verwendet worden.
DES wurde im Jahr 2007 von Choi et al. [33] für eine Ramjet-Brennkammer eingesetzt. Erste
SAS Ergebnisse zur Verbrennung in Modellbrennkammern wurden in den Jahren 2009 von
Widenhorn et al. [270,271] und 2011 von Di Domenico et al. [49] publiziert. Weitere Beispiele
von SAS Verbrennungssimulationen sind in [64,65,144,147,208,209,269] zu ﬁnden.
Thermoakustischen Instabilitäten können durch großskalige Wirbelstrukturen oder Mi-
schungsinhomogenitäten verursacht werden (Kap. 1.2.1). Darüber hinaus können die Flam-
menposition und die Verbrennungsintensität eine entscheidende Rolle bei thermoakustischen
Schwingungen spielen. Da diese physikalischen Phänomene mit LES Methoden sehr genau
berechnet werden können [34], wurden bisher zur Berechnung thermoakustischer Instabilitä-
ten mit CFD hauptsächlich LES Methoden verwendet. Dazu zählen die folgenden Beispie-
le. Angelberger et al. [3] untersuchten 1998 Verbrennungsinstabilitäten einer vorgemischten
Flamme. Schmitt et al. [230] analysierten die Wechselwirkung zwischen thermoakustischen In-
stabilitäten und NOx Emissionen einer Gasturbinenbrennkammer unter Hochdruck. Franzelli
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et al. [73] zeigten den Einﬂuss von Mischungsinhomogenitäten auf thermoakustische Schwin-
gungen einer drallstabilisierten Flamme in einer Modellbrennkammer. Weitere Beispiele zur
Berechnung thermoakustischer Instabilitäten mit LES Methoden sind in [102, 160, 221, 273]
zu ﬁnden.
Eine Analyse thermoakustischer Schwingungen wurde aber in Einzelfällen auch mit den
deutlich eﬃzienteren URANS Methoden erfolgreich durchgeführt. Beispielsweise untersuch-
ten Cannon et al. [31] die Instabilität einer vorgemischten Flamme und zeigten dabei, dass
für diesen Testfall LES im Vergleich zu URANS keinen Gewinn an Genauigkeit darstellt.
URANS Methoden wurden ebenfalls von Toﬀolo et al. [255] zur Vorhersage thermoakusti-
scher Schwingungen eingesetzt. Im Vergleich dazu wurden hybride RANS/LES Verfahren
bisher nur selten für thermoakustische Analysen verwendet. Lourier et al. [147] untersuchten
im Jahr 2013 die Instabilität einer drallstabilisierten Flamme erstmals mithilfe einer SAS.
Bei thermoakustischen Instabilitäten werden die Eigenmoden eines Verbrennungssystems
durch instationäre Wärmefreisetzung angeregt (Kap. 1.2.1). Die Eigenmoden wiederum hän-
gen u.a. von den akustischen Randbedingungen des Verbrennungssystems ab. Dies wurde
beispielsweise von Hield und Brear [98] experimentell gezeigt. Für eine genaue numerische
Berechnung thermoakustischer Instabilitäten müssen somit die korrekten Reﬂexionseigen-
schaften, d.h. Impedanzen, an den Rändern des Rechengebiets aufgeprägt werden. Allerdings
wurde ursprünglich in CFD Simulationen eine der akustischen Variablen, d.h. Druck oder Ge-
schwindigkeit, an den Rändern als konstant betrachtet [63]. Daraus ergibt sich eine vollstän-
dige Reﬂexion akustischer Wellen an der Begrenzung des Rechengebiets [121]. Falls diese Re-
ﬂexionen nicht im untersuchten physikalischen System auftreten, ergeben sich unphysikalisch
reﬂektierte Wellen. Diese verfälschen zum einen die Lösung im Rechengebiet [153, 195] und
zum anderen beeinﬂussen sie die Eigenmoden des Systems [231]. Um unphysikalische Reﬂexio-
nen zu vermeiden wurden akustisch schwach reﬂektierende Randbedingungen entwickelt [35].
Dazu zählen Perfectly Matched Layer (PML) [14, 101, 250], Sponge Layer [19, 107, 153] und
charakteristische Randbedingungen [85,196,251].
Während PML und Sponge Layer die Reﬂexionen an den CFD Rändern nur minimieren
können, ermöglichen charakteristische Randbedingungen zusätzlich das akustische Reﬂexi-
onsverhalten zu steuern. Wie Selle et al. [235] zeigten, entsprechen die von Poinsot und
Lele [196] entwickelten charakteristischen Randbedingungen einem Tiefpass-Filter, dessen
Übertragungsfunktion über einen freien Parameter angepasst werden kann. Jedoch sind die
Randimpedanzen bei Verbrennungssimulationen nur in Sonderfällen als Tiefpass-Filter dar-
stellbar [268]. Allgemeiner Impedanzen lassen sich über Impedanzrandbedingungen in CFD
Simulationen realisieren, wie im Jahr 2008 gleichzeitig von Widenhorn et al. [268, 269] und
Huber et al. [104] erstmalig am Beispiel akademischer Testfälle gezeigt wurde.
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Zur Berechnung thermoakustischer Instabilitäten in technischen Systemen mit CFD Me-
thoden wurden bis heute hauptsächlich Randbedingungen mit konstanten akustischen Va-
riablen oder charakteristische Randbedingungen verwendet wie beispielsweise von [3,73,102,
221, 230]. Dabei wurden die CFD Gebiete so gewählt, dass die Impedanz an den Rändern
durch die jeweils verwendete Randbedingung erfüllt werden konnte. Beispielsweise erweiter-
ten Franzelli et al. [73] das Rechengebiet über den Auslass einer Brennkammer hinaus und
berechneten damit einen Teil der Strömung in der umgebenden Atmosphäre. An den so ent-
stehenden Atmosphärenrändern kann die Impedanz mit charakteristischen Randbedingungen
realisiert werden. Eine solche Erweiterung des Rechengebiets ist allerdings in vielen Fällen
nicht möglich und erhöht darüber hinaus die benötigten Computerressourcen.
1.4. Zielsetzung und Aufgabenstellung
Im folgenden Abschnitt werden zunächst die Ziele der vorliegenden Arbeit abgeleitet und
schließlich die entsprechende Aufgabenstellung festgelegt. Im vorherigen Kapitel wurde der
Stand der Technik zur Vorausberechnung thermoakustischer Schwingungen aufgezeigt. Zu-
sammenfassend werden dazu heutzutage vorzugsweise entweder Netzwerkmodelle oder LES
Verbrennungssimulationen eingesetzt. In der industriellen Praxis werden hauptsächlich Netz-
werkmodelle aufgrund ihrer hohen Eﬃzienz, d.h. ihrem geringen Bedarf an Computerres-
sourcen, verwendet. Allerdings beinhalten diese Modelle immer starke Vereinfachungen der
zugrunde liegenden physikalischen Prozesse und damit einhergehend große Unsicherheiten.
LES Methoden haben im Gegensatz dazu einen sehr hohen Bedarf an Computerressourcen,
bieten dafür aber die Möglichkeit die an einer thermoakustischen Schwingung beteiligten phy-
sikalischen Prozesse sehr genau aufzulösen. Einen Kompromiss stellen hybride LES/RANS
Verfahren dar. Sie bieten in ausgewählten Bereichen den hohen Detaillierungsgrad einer LES
bei deutlich geringerem Ressourcenbedarf. Da diese bisher aber noch nicht für thermoakusti-
sche Schwingungen eingesetzt wurden, ist das erste Ziel dieser Arbeit ein hybrides LES/RANS
Verfahren zur Vorhersage thermoakustischer Schwingungen einzusetzen.
Bei LES Verbrennungs- und Akustiksimulationen besteht eine große Disparität der Zeit-,
Längen und Energieskalen. Die Zeit- und Längenskalendisparitäten führen zu numerischen
Konvergenzproblemen, die eine eﬃziente Lösung des zugrunde liegenden Gleichungssystems
verhindern. Darüber hinaus gehen Energieskalendisparitäten zu Lasten der Genauigkeit akus-
tischer Prozesse. Daraus ergibt sich als zweites Ziel dieser Arbeit, die Auswahl und Weiter-
entwicklung eins numerischen Lösungsverfahrens, das trotz der Skalendisparitäten eﬃzient
ist und gleichzeitig akustische Prozesse genau berechnet.
Die Genauigkeit der Vorhersage akustischer Prozesse hängt zum einen vom eingesetzten nu-
merischen Lösungsverfahren ab, das die Genauigkeit der Wellenausbreitung im numerischen
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Rechengebiet bestimmt. Darüber hinaus spielt die Modellierung der akustischen Eigenschaf-
ten an den Rändern des Rechengebiets eine entscheidende Rolle. Künstliche Reﬂexionen kön-
nen das Simulationsergebnisse verfälschen. Außerdem hängen die Eigenmoden eines Systems
von den Randbedingungen ab. Bei thermoakustischen Schwingungen werden Eigenmoden
eines Verbrennungssystems angeregt. Für eine genaue Berechnung einer thermoakustischen
Schwingung müssen somit zunächst einmal die zugrunde liegenden Eigenmoden genau mo-
delliert werden. Entsprechend ist das dritte Ziel dieser Arbeit, numerische Randbedingungen
zu verwenden, die eine Modellierung akustischer Eigenschaften in LES Verbrennungssimula-
tionen erlauben.
Aus den genannten Zielen ergibt sich die Aufgabenstellung dieser Arbeit. Zunächst soll
ein numerisches Lösungsverfahren mit akustischen Randbedingungen entwickelt werden, wel-
ches eine genaue und eﬃziente Vorausberechnung thermoakustischer Schwingungen in tech-
nisch relevanten Verbrennungssystemen ermöglicht . Das Verfahren soll in die CFD Software
THETA (Turbulent Heat Release Extension of the Tau Code) [48] des DLR Instituts für Ver-
brennungstechnik implementiert und die gewünschten Eigenschaften anhand von Testfälle de-
monstriert werden. In einem Testfall wird die Entstehung von indirektem Verbrennungslärm
in einer subsonischen Düse untersucht. In einem weiteren Testfall wird die thermoakustische
Instabilität in einer drall-stabilisierten Brennkammer mithilfe eines hybriden LES/RANS Mo-
dells simuliert und analysiert. Die Ergebnisse dieser Arbeit zu diesen Testfällen sollen mithilfe
experimenteller und numerischer Daten aus der Literatur validiert werden.
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2. Modellierung reaktiver Strömungen
Bei numerischen Verbrennungssimulationen werden gemittelte Bilanzgleichungen gelöst. Die-
se enthalten ungeschlossene Turbulenz- und Verbrennungsterme, die modelliert werden. Im
Folgenden werden zunächst die Bilanzgleichungen, deren Mittelung sowie die Modellierung
der Turbulenz- und Verbrennungsterme diskutiert.
2.1. Bilanzgleichungen
Die Bilanzgleichungen der Masse, des Impuls, der Enthalpie und der Gaskomponenten lauten
in Einstein-Notation [82,195]:
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Dabei ist ρ die Dichte, u die Geschwindigkeit, h die Enthalpie, Yk der Massenbruch der
Gaskomponente k, q der Wärmeﬂuss, τi,j der Gesamtspannungstensor, Dk der Komponen-
tendiﬀusionskoeﬃzient und ωk der Komponentenquellterm.
Die Enthalpie wird in dieser Arbeit als Summe aus thermischer Enthalpie und Bildungs-
enthalpie berechnet
h =
∫ T
T0
cpdT +
Nk∑
k=1
∆h0f,kYk (2.5)
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wobei T die Temperatur, cp die Wärmekapazität, h0f,k die Standardbildungsenthalpie der
Komponente k, T0 die Standardtemperatur und Nk die Anzahl der Komponenten sind [195].
Der Wärmeﬂuss in der Enthalpiegleichung (2.3) wird mithilfe des Fourierschen Gesetzes zu
qi = λq
∂T
∂xi
(2.6)
=
λq
cp
∂h
∂xi
(2.7)
berechnet, wobei λq die Wärmeleitfähigkeit ist. Des Weiteren wird ein ideales Gas angenom-
men
p = ρRT
Nk∑
k=1
Yk
Mk
(2.8)
wobei R die allgemeine Gaskonstante und Mk die molare Masse der Komponente k sind. Als
Lösungsvektor des Gleichungssystems (2.1)-(2.8) wird
φ =

ρ
ρuj
ρh
ρYk
 (2.9)
gewählt. Das Gleichungssystem (2.1)-(2.8) ist geschlossen und kann nach dem Lösungsvek-
tor φ numerisch gelöst werden. Aufgrund der Disparität der turbulenten Skalen einer Strö-
mung ist eine direkte Lösung des Gleichungssystems jedoch mit einem erheblichen Bedarf an
Computerressourcen verbunden. Deshalb wird das Gleichungssystem für die numerische Lö-
sung zunächst gemittelt, wodurch die Disparität der aufgelösten Turbulenzskalen verringert
wird. Dies wird im folgenden Abschnitt diskutiert.
2.2. Turbulenzmodellierung
In turbulenten Strömungen überlagern sich Wirbel unterschiedlicher Größe [202, 215]. Die
Wirbelgröße reicht von der integralen Längenskala bis hin zur Kolmogorov Längenskala, wel-
che die kleinsten Wirbel charakterisiert. Die Disparität zwischen Kolmogorov und integralen
Skalen kann zu
Lk
L
= Re−3/4t (2.10)
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abgeschätzt werden [177, 212]. Dabei sind Lk das Kolmogorov Längenmaß, L das integra-
le Längenmaß und Ret die turbulente Reynoldszahl. In Gasturbinenbrennkammern kann die
Reynoldszahl am Diﬀusoreinlass Werte vonO(105) oder sogar darüber annehmen [130]. Somit
ergibt sich aus Gleichung (2.10) eine Disparität turbulenter Skalen in Gasturbinenbrennkam-
mern von O(10−4) [109].
Nach der Theorie der Energiekaskade [215] wird nur Wirbeln der integralen Längenskala
Energie zugeführt. Diese Wirbel sind instabil, zerfallen zu kleineren Wirbeln und übertragen
damit Energie auf kleinere Skalen. Dieser Prozess setzt sich sukzessive fort bis zur kleinsten
turbulenten Skala, der Kolmogorov Skala. Die kleinsten Wirbel werden durch viskose Prozes-
se dissipiert. Entsprechend der Theorie der Energiekaskade wird der Bereich der integralen
Längenskalen Energiebereich und der Kolmogorov Skalen Dissipationsbereich genannt. Diese
beiden Bereiche werden durch den Inertialbereich verbunden, indem weder Energie zugeführt
noch dissipiert, sondern nur von größeren auf kleinere Skalen transferiert wird.
2.2.1. Favre Mittelung
Eine direkte Lösung der in Abschnitt 2.1 diskutierten Bilanzgleichungen (2.1)-(2.4), d.h.
eine Direkte Numerische Simulation (DNS), löst alle turbulenten Skalen einer Strömung auf.
Dazu muss die räumliche Auﬂösung der Simulation der kleinsten turbulenten Skala, d.h.
der Kolmogorov Skala, angepasst werden. Jedoch steigt mit der räumlichen Auﬂösung einer
Simulation der Bedarf an Computerressourcen mindestens kubisch an. Aufgrund dieses hohen
Ressourcenbedarfs sind direkte Verbrennungssimulationen auf heutigen Computersystemen
für technisch relevante Verbrennungssysteme praktisch nicht möglich [109,192].
Zur Verringerung des Ressourcenbedarfs einer CFD Simulation können die Bilanzgleichung
(2.1)-(2.4) z.B. Favre gemittelt werden
∂
∂t
ρ¯+
∂
∂xi
(ρ¯u˜i) =0 (2.11)
∂
∂t
(ρ¯u˜j) +
∂
∂xi
(ρ¯u˜ju˜i) =− ∂p¯
∂xj
+
∂
∂xi
(τ¯ij − ρ¯u˜′′i u′′j ) (2.12)
∂
∂t
(ρ¯h˜) +
∂
∂xi
(ρ¯h˜u˜i) =
Dp
Dt
+
∂
∂xi
(
λ
cp
∂h˜
∂xi
+ ρ¯u˜′′i h′′) + τij
∂ui
∂xj
(2.13)
∂
∂t
(ρ¯Y˜k) +
∂
∂xi
(ρ¯Y˜ku˜i) =
∂
∂xi
(Dk
∂Y˜k
∂xi
+ ρ¯u˜′′i Y
′′
k ) + ω¯k (2.14)
wobei (¯) Reynolds-Mittelwerte, (˜) Favre-Mittelwerte, ()′′ Fluktuationsgrößen und DP/Dt die
substantielle Ableitung sind [195]. Durch die Favre Mittelung treten die folgenden ungeschlos-
senen Terme auf [82,195]:
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 Reynoldsspannungen: u˜′′i u
′′
j ,
 Reynolds Enthalpie- und Komponentenﬂüsse: u˜′′i h′′ und u˜
′′
i Y
′′
k ,
 Komponentenquellterm ω¯k,
die zur Lösung des Gleichungssystems modelliert werden müssen. Die Berechnung des gemit-
telten Komponentenquellterms ist Gegenstand des Kapitels 2.3 dieser Arbeit. Die Modellie-
rung der Reynoldsspannungen und -ﬂüsse wird im weiteren Verlauf dieses Kapitels diskutiert.
Darüber hinaus werden in dieser Arbeit zur Lösung der Enthalpiegleichung (2.13) die höhe-
ren Momente der Mittelung der substantiellen Druckableitung und des viskosen Arbeitsterms
vernachlässigt [195].
2.2.2. RANS Modell
In den gemittelten Bilanzgleichungen (2.11)-(2.14) treten ungeschlossene Terme auf, u.a.
die Reynoldsspannungen. Bei RANS Modellen werden die Reynoldsspannungen mithilfe der
Wirbelviskositätshypothese (Hypothese von Boussinesq) geschlossen
ρ¯u˜′′i u
′′
j = −µt
(
∂u˜i
∂xj
+
∂u˜j
∂xi
− 2
3
δij
∂u˜m
∂xm
)
+
2
3
ρ¯kδij (2.15)
wobei µt die turbulente Viskosität, k die turbulente kinetische Energie und δij das Kronecker-
Delta sind [195]. Somit reduziert sich die Modellierung der Reynoldsspannungen bei RANS
Modellen auf die Berechnung der turbulente Viskosität [202]. Zur Bestimmung der turbulen-
ten Viskosität wiederum wurden in der Literatur eine Vielzahl von Modellen vorgeschlagen,
beispielsweise von [9, 111,162,238,242].
In dieser Arbeit wird das Shear Stress Transport (SST) k-ω Modell von F. R. Menter
[161, 162] verwendet, welches das Standard k- [111] und das k-ω [272] Modell kombiniert.
Das Standard k- Modell führt zu guten Ergebnissen in wandfernen Bereichen [109]. Jedoch
muss im Allgemeinen in wandnahen Bereichen eine zusätzliche Dämpfungsfunktion für die
turbulente Viskosität verwendet werden. Im Gegensatz dazu führt das k-ω Modell von D. C.
Wilcox in wandnahen Bereichen zu einer sehr genauen Vorhersage des Geschwindigkeitsproﬁls
ohne zusätzliche Dämpfungsfunktion, allerdings zu ungenauen Ergebnissen in wandfernen
Bereichen. Im SST k-ω Modell wird aus diesen beiden Modellen jeweils der genauere Bereich
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verwendet. Mithilfe von Blending-Funktionen wird das Standard k- in wandfernen und das
k-ω Modell in wandnahen Bereichen eingesetzt. Dazu werden zwei Bilanzgleichungen
∂ρ¯k˜
∂t
+
∂
∂xi
ρ¯k˜u˜i =
∂
∂xi
[
(µ+ Ck1µt)
∂k
∂xi
]
+ P − Ck2ρkω (2.16)
∂ρ¯ω˜
∂t
+
∂
∂xi
ρ¯ω˜u˜i =
∂
∂xi
[
(µ+ Cω1µt)
∂ω
∂xi
]
+
Cω3
νt
P + Cω2ρω2 + 2ρ(1− F1) ∂k
∂xi
∂ω
∂xi
(2.17)
für die turbulente kinetische Energie k und die speziﬁsche Dissipation pro kinetischer Energie
ω gelöst [161]. Dabei ist P ein Produktionsterm, F1 eine Blending-Funktion und Ci Modell-
konstanten, deren Berechnung ausführlich in [109,161] beschrieben wird.
Aus der turbulenten kinetischen Energie und der speziﬁschen Dissipation wird die turbu-
lente Viskosität
µt =
Cµρk
max(Cµω,
√
2SijSijF2)
(2.18)
bestimmt [161]. Dabei ist Cµ eine Modellkonstante, Si,j der Schubspannungstensor und F2
eine Blending-Funktion. Mithilfe der Gleichung (2.18) wird zunächst die turbulente Visko-
sität µt berechnet. Diese wird wiederum zur Bestimmung der Reynoldsspannungen nach
Gleichung (2.15) der gemittelten Impulsgleichung (2.12) verwendet.
2.2.3. Hybrides LES/RANS Modell
Bei LES Methoden wird im Vergleich zu RANS Methoden ein Teil des Turbulenzspektrums
direkt aufgelöst (Abb. ??). Die LES Filterweite liegt im Bereich der räumlichen Auﬂösung,
d.h. der numerischen Gitterweite. Oftmals wird sogar die Gitterweite als Filterweite verwen-
det [109]. Daraus ergibt sich, dass bei LES nur turbulente Strukturen modelliert werden,
die im Bereich der numerischen Gitterweite liegen. Die Modellierung erfolgt bei LES durch
sogenannte Subgrid Scale (SGS) Modelle.
In der Literatur wurden eine Vielzahl an SGS Modellen vorgeschlagen [202, 225]. Eine
Möglichkeit stellt die Modellierung in Anlehnung an RANS Modelle mithilfe der Wirbelvis-
kositätshypothese dar. Dabei vereinfacht sich die Modellierung der SGS Turbulenzterme auf
die Berechnung der turbulenten Viskosität. Bei diesem Ansatz nehmen die gemittelten Bi-
lanzgleichungen die gleiche Form für LES und RANS Simulationen an. Diese Eigenschaft lässt
sich für Hybride LES/RANS Verfahren nutzen. Dabei wird die turbulente Viskosität inner-
halb eines Rechengebiets in Abhängigkeit bestimmter Kriterien entweder aus einem RANS
oder einem SGS Modell berechnet. So entsteht ein hybrides Verfahren, das die Turbulenz
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in bestimmten Gebieten als LES modelliert. In den verbleibenden Gebieten entsteht eine
URANS Lösung.
Hybride LES/RANS Verfahren bieten zwei entscheidende Vorteile gegenüber LES. Erstens
ist die Anwendung von LES Verfahren bei industriellen Verbrennungssystemen aufgrund des
hohen Ressourcenbedarfs heutzutage nur eingeschränkt möglich. Mithilfe eines hybriden Ver-
fahrens lassen sich die benötigten Ressourcen stark reduzieren [243]. Dies ergibt sich aus den
weniger restriktiven Anforderungen hybrider Verfahren an die räumliche Auﬂösung. Zweitens
erfordern LES Verfahren im Allgemeinen die Berücksichtigung einer Dämpfungsfunktion in
wandnahen Bereichen [109]. Bei hybriden Verfahren wird die turbulente Viskosität in wand-
nahen Bereichen mithilfe des RANS Modells berechnet, bei dem einfache Wandfunktionen
eingesetzt werden können.
In der vorliegenden Arbeit wird die SAS Methode [58,161] als hybrides Verfahren verwen-
det. Dabei wird das in Abschnitt 2.2.2 beschriebene SST k-ω Modell als RANS Methode
eingesetzt. Der Übergang zu einer LES Lösung wird durch einen zusätzlichen Anregungsterm
in der ω-Gleichung (2.17)
FSST−SAS = max
[
CF1kS
2 Lt
LvK
− 2
CF2
k max
(
1
ω2
∂ω
∂xj
∂ω
∂xj
,
1
k2
∂k
∂xj
∂k
∂xj
)
, 0
]
(2.19)
erreicht [163]. Dabei sind CFi Modellkonstanten, Lt =
√
k/ω die turbulente Längenskala und
LvK die von Karman Längenskala. Der Übergang zwischen RANS und LES wird bei SAS
maßgeblich durch die von Karman Längenskala LvK gesteuert. Diese wird umso geringer
desto instationärer eine Strömung wird [161]. In Bereichen hoher räumlicher Auﬂösung einer
Simulation kann ein hoher Anteil der turbulenten Fluktuationen aufgelöst werden. Entspre-
chend sinkt die von Karman Längenskala und der Anregungsterm FSST−SAS (2.19) nimmt
zu. Die verstärkte Anregung hat eine gesteigerte speziﬁsche Dissipation ω zur Folge. Wie aus
Gleichung (2.18) ersichtlich wird, bewirkt eine steigende Dissipation eine Verringerung der
turbulenten Viskosität µt, d.h. die Bandbreite der aufgelösten Turbulenz steigt.
Zusammenfassend steigt mit der räumlichen Auﬂösung bei einer SAS gleichzeitig der Anteil
der aufgelösten Turbulenz an. Bei einer ausreichenden Auﬂösung geht das Verfahren somit
von einer RANS in eine LES Methode über. Ob die räumliche Auﬂösung für eine LES Lösung
ausreicht, kann anhand von zwei Kriterien beurteilt werden. Zum einen wird das Verhältnis
aus aufgelöster zu totaler turbulenter Energie
rKE =
1
2
u′iu
′
i
1
2
u′iu
′
i + k¯
(2.20)
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und zum anderen aus turbulenter zu molekularer Viskosität
rµ =
µ¯t
µ¯
(2.21)
betrachtet. Nach S. B. Pope [201] soll bei einer LES das Verhältnis der turbulenten Energien
80% übersteigen.
In der Praxis hat sich das Kriterium der turbulenten Energien bei hybriden Methoden
jedoch oft nicht als hinreichend erwiesen [44]. Selbst wenn der Anteil der aufgelösten tur-
bulenten kinetischen Energie den Schwellenwert von 80% übersteigt, kann z.B. eine weitere
Erhöhung der räumlichen Auﬂösung noch zu signiﬁkant unterschiedlichen Ergebnissen füh-
ren. Deshalb wird in der vorliegenden Arbeit zusätzlich das Viskositätenverhältnis (2.21) als
Kriterium zur Beurteilung der räumliche Auﬂösung verwendet [109]. Erfahrungsgemäß sollte
das Verhältnis turbulenter zu molekularer Viskosität maximal Werte der Ordnung O(101) in
Bereichen einer LES Lösung annehmen.
2.2.4. Gradienten Diﬀusions Modell
Wie in Abschnitt 2.2.1 gezeigt wurde, treten in den gemittelten Bilanzgleichungen (2.13)-
(2.14) ungeschlossene Reynolds Enthalpie- und Komponentenﬂüsse auf. Diese werden in der
vorliegenden Arbeit mit dem Gradienten-Diﬀusions Modell [82,195] berechnet. In Anlehnung
an molekularen, diﬀusiven Transport werden die Reynoldsﬂüsse proportional zum entspre-
chenden Skalargradienten angenommen:
ρ¯u˜′′i h′′ = −
λt
cp
∂h˜
∂xi
(2.22)
ρ¯u˜′′i Y
′′
k = −ρ¯Dk,t
∂Y˜k
∂xi
(2.23)
Dabei sind λt und Dk,t die turbulente Wärmeleitfähigkeit und der turbulente Diﬀusionskoef-
ﬁzient der k-ten Komponente. Diese Größen wiederum werden aus der tubulenten Prandtl-
Prt und Schmidt-Zahl Sct als
λt
cp
=
µt
Prt
(2.24)
ρ¯Dk,t =
µt
Sct
(2.25)
berechnet. Die turbulente Viskosität µt ergibt sich aus den zuvor beschriebenen Turbulenz-
modellen. Somit werden in Analogie zu den Reynoldsspannungen auch die Reynolds skalaren
Flüsse mithilfe der turbulenten Viskosität modelliert. Dies beruht auf der experimentellen
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Beobachtung, dass die Reynoldsﬂüsse bei einfachen, freien Scherschichten die gleiche Größen-
ordnung aufweisen wie die entsprechenden molekularen, diﬀusiven, skalaren Flüsse [82, 109].
Darüber hinaus unterliegen die Kennzahlen Prt und Sct deutlich geringeren räumlichen und
zeitlichen Schwankungen als λt und µt [82]. Somit werden diese näherungsweise als konstant
zu Prt = 0.7 und Sct = 0.7 angenommen. Die Genauigkeit dieser Modellierung der Reynolds-
ﬂüsse wird ausführlich von [82,109] diskutiert.
2.3. Verbrennungsmodellierung
Zur Simulation reaktiver Strömungen wird der Quellterm ωk der Komponententransport-
gleichungen (2.4) modelliert. Dieser berücksichtigt die zeitliche Änderung des Massenbruchs
der k-ten Komponente aufgrund chemischer Reaktionen [82, 195]. Bei Verbrennungsprozes-
sen wird die chemische Umsetzung von Komponenten mithilfe von chemischen Reaktions-
mechanismen beschrieben [82]. Eine detaillierte Beschreibung der Verbrennung von Wasser-
stoﬀ umfasst beispielsweise ungefähr vierzig, von Methan mehrere hundert und von Diesel-
kraftstoﬀ mehrere tausend Reaktionsschritte [258,263]. Darüber hinaus lassen sich reduzierte
Mechanismen ableiten, die deutlich weniger Reaktionen umfassen können. Bei sehr starker
Reduktion eines Reaktionsmechanismus laufen die durch die Reaktiongleichungen beschriebe-
nen Umwandlungen nicht notwendigerweise auch physikalisch auf molekularer Ebene ab. Im
Grenzfall werden die Reaktionen als Globalreaktionen bezeichnet. Reduzierte Mechanismen
erfordern bei CFD Anwendungen weniger Computerressourcen, allerdings geht die Reduktion
im Allgemeinen auch mit einer Einschränkung des Gültigkeitsbereichs einher [82].
Wie zuvor in Kapitel 2.2 beschrieben, werden bei Verbrennungssimulationen gemittelte
Bilanzgleichungen gelöst. Aufgrund der Mittelung wird dabei auch der Komponentenquell-
term als Reynolds-Mittel berechnet. Die einfachste Modellierung des gemittelten Quellterms
besteht in der Vernachlässigung aller höheren Momente, d.h. der Quellterm wird aus ge-
mittelten Größen berechnet. Bei diesem Ansatz wird jedoch die Wechselwirkung zwischen
Turbulenz und Chemie vernachlässigt, deshalb spricht man dabei von laminarer Chemie. Bei
der Modellierung turbulenter Chemie ist es im Allgemeinen nicht möglich, höhere Momente zu
vernachlässigen, da diese signiﬁkant sein können [82]. Deshalb wird dazu eine Modellierung
mithilfe von Wahrscheinlichkeitsdichtefunktionen (PDF) verwendet. Im Folgenden werden
sowohl Modelle für laminare als auch für turbulente Chemie diskutiert. Ein weiterführende
Diskussion der Modellierung laminarer und turbulenter Chemie ﬁndet sich in [82].
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2.3.1. Finite-Rate Chemistry Modell
In diesem Abschnitt wird die Modellierung des gemittelten Komponentenquellterms ω¯k für
laminare Chemie dargestellt. Ein Reaktionsschritt r eines Mechanismus wird durch
Nk∑
k=1
ν ′krMk 
Nk∑
k=1
ν ′′krMk (2.26)
beschrieben [82,263], wobei ν ′kr und ν
′′
kr die Stöchiometriekoeﬃzienten der Komponente k in
Reaktion r sind undMk für die Komponente k steht. Die Geschwindigkeit einer Elementar-
reaktion wird durch deren Reaktionsrate bestimmt [48,263]:
RR
FRC
r = k¯fr
Nk∏
k=1
c¯
ν′kr
k − k¯br
Nk∏
k=1
c¯
ν′′kr
k (2.27)
Dabei ist ck = ρYk/Mk die Konzentration der Komponente k und kfr und kbr die Vorwärts-
und Rückwärtsgeschwindigkeitskoeﬃzienten der Reaktion r. Die Geschwindigkeitskoeﬃzien-
ten werden mithilfe des Arrhenius-Ansatzes [82]:
k¯r = ArT¯
nr exp
(
− ErRT¯
)
(2.28)
berechnet. Wobei Ar der Arrhenius Vorfaktor, nr der Arrhenius Temperaturexponent und
Er die Aktivierungsenergie sind. Der Reynolds gemittelte Quellterm der Komponententrans-
portgleichung (2.4) wird schließlich als Summe über alle Reaktionen zu
ω¯FRCk = Mk
Nr∑
r=1
(ν ′′kr − ν ′kr)RRFRCr (2.29)
bestimmt, wobei Nr die Anzahl der Reaktionen ist [82]. Der Quellterm wird maßgeblich durch
die chemischen Reaktionsraten RRr bestimmt. Bei Verbrennungsprozessen können Reaktio-
nen sehr schnell ablaufen, deshalb wird bei bestimmten Verbrennungsmodellen näherungs-
weise eine unendliche Geschwindigkeit angenommen [82, 112]. Bei der Modellierung nach
Gleichung (2.29) wird diese Näherung nicht verwendet und entsprechend wird der Quell-
term durch endliche Reaktionsraten bestimmt. Demzufolge wird die Modellierung nach Glei-
chung (2.29) Finite-Rate Chemistry (FRC) Ansatz genannt.
Wie aus Gleichungen (2.27)-(2.29) hervorgeht, ist der Komponentenquellterm eine stark
nicht-lineare Funktion der Temperatur T und der Konzentrationen Ck. Diese beiden Variablen
können zwar aus dem in Abschnitt 2.1 gewählten Lösungsvektor φ berechnet werden, aber
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aufgrund der nicht-linearen Beziehung ist eine direkte Implementierung in eine CFD Software
nur mit einer expliziten Diskretisierung möglich. Bei einer expliziten Diskretisierung muss für
eine stabile Simulation der Zeitschritt an die kleinste chemische Skala angepasst werden [92].
Da die chemischen Zeitskalen bei Verbrennungsprozessen sehr klein sein können, ist dies im
Allgemeinen mit einem sehr hohen Bedarf an Computerressourcen verbunden [48,82]. Somit
ist eine direkte Implementierung des Komponentenquellterms nicht sinnvoll.
Um die Zeitschrittlimitierung zu umgehen kann der Quellterm in Hinblick auf den Lö-
sungsvektor linearisiert werden [48,82,112]. Dies erlaubt eine implizite Implementierung des
Quellterms. Die maximale Zeitschrittgröße für eine stabile Simulation orientiert sich dann an
der Steiﬁgkeit des Reaktionsmechanismus, die durch die Disparität der chemischen Zeitskalen
bestimmt wird. Somit hängt der numerische Zeitschritt bei einer impliziten Implementierung
des Komponentenquellterms nicht mehr von der kleinsten chemischen Zeitskala, sondern vom
Verhältnis der größten und kleinsten Skalen ab. Dies ermöglicht deutlich eﬃzientere Verbren-
nungssimulationen [82,112].
2.3.2. Eddy-Dissipation Modell
In technischen Anwendungen wird Verbrennung fast ausschließlich in turbulenten anstatt
laminaren Strömungen realisiert [190]. Dies ist auf folgende Gründe zurückzuführen. Zum
einen werden durch Turbulenz die Mischungsprozesse und somit die Verbrennungeﬃzienz
verbessert. Zweitens führt die starke Wärmefreisetzung der Verbrennung zu Strömungsinsta-
bilitäten, die wiederum Transition von laminarer zu turbulenter Strömung begünstigen.
Verbrennung ist ein molekularer Prozess, deshalb kann sie nur ablaufen wenn Brennstoﬀ
und Oxidator im Bereich molekularer Längenskalen gemischt sind [151, 177, 190]. Entspre-
chend der turbulenten Energiekaskade (Kap. 2.2) kann turbulente Mischung als Kaskaden-
prozess von integralen zu molekularen Längenskalen betrachtet werden [190]. Unter der An-
nahme dass die chemischen Reaktionen deutlich schneller ablaufen als der Mischungsprozess,
d.h. im Grenzwert unendlich schneller Reaktionen, wird die Geschwindigkeit der Verbrennung
durch den Mischungsprozess gesteuert. In diesem Fall ist die Umsatzrate einer chemischen
Komponente, d.h. der Komponentenquellterm in Gleichung (2.4), umgekehrt proportional
zur charakteristischen turbulenten Zeitskala τt
ω¯k ∼ 1
τ¯t
=
k˜
˜
=
1
Ckω˜
(2.30)
wobei  die turbulente Dissipation und Ck eine Modellkonstante sind [244, 245]. In dieser
Arbeit werden k-ω basierte Turbulenzmodelle verwendet (Kap. 2.2). Entsprechend wird die
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turbulente Zeitskala τt über die speziﬁsche Dissipation ω berechnet. Aus diesem Ansatz wird
mit dem Eddy-Dissipation Modell (EDM) [151] die Reaktionsrate einer Reaktion r zu
RR
EDM
r = ρ¯C
EDM
1
1
βkω˜
min
(
Y˜e
ν ′e,rMe
, CEDM2
∑
p Y˜p∑
p ν
′′
p,rMp
)
(2.31)
berechnet [112]. Dabei sind YE und YP die Massenanteile der Edukte und Produkte und
CEDMi Modellkonstanten. Für den ersten Term der Minimumfunktion wird der kleinste aller
Edukte verwendet. Der Komponentenquellterm ergibt sich schließlich aus der Summe über
alle Reaktionen zu:
ω¯EDMk = Mk
Nr∑
r=1
(ν ′′kr − ν ′kr)RREDMr (2.32)
Das EDM überprüft ob eine Mischung mit Brennstoﬀ- oder Oxidatorüberschuss, d.h. im
fetten oder mageren Bereich, vorliegt. Da die chemischen Reaktionen als unendlich schnell
angenommen werden, wird bei einer fetten Mischung der gesamte Oxidator und bei einer
mageren Mischung der gesamte Brennstoﬀ umgesetzt [112]. Bei diesem Ansatz können große
Fehler entstehen wenn die Annahme unendlich schneller chemischer Reaktionen nicht erfüllt
ist, d.h. wenn Nichtgleichgewichtseﬀekte auftreten [112]. In diesem Fall laufen die chemi-
schen Reaktionen langsamer ab als die turbulente Mischung und entsprechend werden die
Reaktionsraten von EDM überschätzt. Darüber hinaus wird bei EDM mithilfe der turbu-
lenten Zeitskala eine mittlere Reaktionsrate abgeschätzt, die nur für Globalreaktionen gültig
ist [151]. Die Reaktionsraten einzelner Zwischenprodukte können nicht berechnet werden.
Entsprechend ist die Anwendung von EDM auf globale Reaktionsmechanismen beschränkt,
d.h. Gleichung (2.32) zur Berechnung des EDM Komponentenquellterms ist nur für eine
geringe Anzahl an Reaktionen (Nr ≤ 4) gültig.
Die Geschwindigkeit der chemischen Reaktionen kann mithilfe des in Abschnitt 2.3.1 vor-
gestellten FRC Modells berechnet werden. Die Überschätzung der Reaktionsraten bei EDM
lässt sich somit durch eine Kombination mit dem FRC Modell beheben, indem beide Reak-
tionsraten berechnet und die jeweils geringere verwendet wird
RR
EDM/FRC
r = min(RR
EDM
r ,RR
FRC
r ) (2.33)
dabei werden die Reaktionsraten für FRC und EDM mithilfe der Gleichungen (2.27) und
(2.31) berechnet [112,190].
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2.3.3. Assumed-PDF Modell
In den vorangegangenen Abschnitten wurde der gemittelte Komponentenquellterm ω¯k ver-
einfachend aus gemittelten Variablen berechnet. Diese Annahme kann zu sehr großen Unge-
nauigkeiten führen [82]. Der Quellterm ist stark nicht-linear wie beispielsweise an Gleichung
(2.27) zu erkennen ist. Deshalb gilt im Allgemeinen
ωk(φ) 6= ωk(φ¯) (2.34)
wobei φ der Lösungsvektor der in Kapitel 2.1 vorgestellten Bilanzgleichungen ist [82]. Zur
Modellierung des Quellterms bieten sich Wahrscheinlichkeitsdichtefunktionen (PDF) an, mit
denen der gemittelte Quellterm geschlossen berechnet werden kann
ωk(φ) =
∫ ∞
−∞
ωk(φˆ)P (φˆ)dφˆ (2.35)
wobei P (φˆ) die PDF der Zufallsvariable φˆ ist [82]. Zur Bestimmung der PDF gibt es grund-
sätzlich zwei Ansätze. Zum einen kann mit einem Transported-PDF (TPDF) Ansatz die
PDF des chemischen Gesamtsystems in jedem Punkt und zu jedem Zeitpunkt berechnet
werden [51,66,67,200]. Dies erfordert allerdings einen sehr hohen Einsatz von Computerres-
sourcen, sodass diese Verfahren heutzutage nur für akademische Testfälle möglich sind [16,82].
Insbesondere für die in der vorliegenden Arbeit untersuchten Testfälle übersteigt ein TPDF
Verfahren die derzeit verfügbare Rechenleistung bei weitem.
Als zweiter Ansatz kann die PDF in Gleichung (2.35) mit einem Assumed-PDF (APDF)
Verfahren berechnet werden. Dabei wird die Form der PDF a-priori angenommen. Diese An-
nahme reduziert den Bedarf an Computerressourcen sehr deutlich, jedoch geht dies auch mit
zusätzlichen Fehlern einher. Die Form der PDF wird im Allgemeinen durch die physikalisch-
chemischen Prozesse der berechneten reaktiven Strömung bestimmt, die bei APDF durch eine
vorgegebene Ansatzfunktion angenähert wird [82]. Im Hinblick auf den sehr hohen Bedarf an
Rechenleistung für TPDF Verfahren, stellen APDF Methoden einen guten Kompromiss zwi-
schen Eﬃzienz und Genauigkeit dar [82]. Im Folgenden wird der in der vorliegenden Arbeit
verwendete APDF Ansatz genauer beschrieben.
Zur Berechnung des gemittelten Komponentenquellterms nach Gleichung (2.35) wird der
laminare Komponentenquellterm ωk benötigt. Dieser wird mithilfe der in Kapitel 2.3.1 vor-
gestellten Finite-Rate-Chemistry (FRC) Methode berechnet:
ω¯APDF−FRCk = Mk
Nr∑
k=1
(ν ′′kr − ν ′kr)
∫ ∞
−∞
RRFRCk (φˆ)P (φˆ)dφˆ (2.36)
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Nach Gleichungen (2.27) und (2.28) ist die Reaktionsrate RRFRCk eine Funktion der Dichte
ρ, der Temperatur T und des Komponentenvektors Y . In der vorliegenden Arbeit werden
Strömungen bei kleinen Mach-Zahlen (Ma < 0,3) berechnet. In diesem Mach-Zahl Bereich
kann die Dichte vereinfachend als abhängige Variable der Temperatur und der Komponenten
angenommen werden. Somit wird keine PDF für die Dichte zur Berechnung des gemittelten
Quellterms in dieser Arbeit verwendet. Des Weiteren wird statistische Unabhängigkeit zwi-
schen der Temperatur und dem Komponentenvektor angenommen [82]. Dies grobe Näherung
vereinfacht die Berechnung der gesamten PDF, da diese als Produkt der PDFs statistisch
unabhängiger Variablen geschrieben werden kann. Somit ergibt sich die gemittelte Reakti-
onsrate zu:
RR
APDF−FRC
k =
∫ ∞
−∞
RRFRCk (Tˆ ,Yˆ )P (Tˆ )P (Yˆ )dTˆdYˆ (2.37)
Für die Temperatur-PDF wird eine abgeschnittene Gaußverteilung angenommen
P (Tˆ ) =
1√
2piσT0
exp
(
−(Tˆ − T¯0)
2
2σT0
)[
H(Tˆ − Tmin)−H(Tˆ − Tmax)
]
+ Cδ1δ(Tˆ − Tmin) + Cδ2δ(Tˆ − Tmax),
(2.38)
wobei σT0 und T¯0 die Varianz und der Mittelwert der Temperatur-PDF, H die Heaviside-
Funktion, δ der Dirac-Impuls und Cδi Impulsstärken sind [141]. Eine Gaußverteilung ist für
jede beliebige Temperatur (−∞,∞) deﬁniert. Jedoch ist nicht jeder Temperaturwert physika-
lisch sinnvoll. Die maximale Temperatur einer Flamme wird beispielsweise durch die adiabate
Flammentemperatur begrenzt und die minimale Temperatur durch die Einströmbedingungen
bestimmt. Deshalb ist die Temperatur-PDF (2.38) auf das Intervall [Tmin,Tmax] begrenzt. Des
Weiteren werden die Pulsstärken Cδi aus der Normierungsbedingung der PDF bestimmt [82].
Die Varianz σT0 und der Mittelwert T¯0 der Temperatur-PDF entsprechen aufgrund des
begrenzten Temperaturintervalls nicht der Varianz σT und dem Mittelwert T¯ des reaktiven
Strömungsfeldes. Diese können aber aus den Größen des Strömungsfeldes iterativ berechnet
werden [82]. Somit kann die Temperatur-PDF nach Gleichung (2.38) bestimmt werden, wenn
der Mittelwert T¯ und die Standardabweichung σT der Temperatur des Strömungsfeldes be-
kannt sind. Für den Mittelwert der Temperatur wird vereinfachend der Favre-Mittelwert ver-
wendet (T¯ ≈ T˜ ) da dieser sehr einfach aus dem Favre gemittelten Lösungsvektor φ˜ (Kap. 2.1)
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bestimmt werden kann. Des Weiteren wird die Varianz der Temperatur σT über eine verein-
fachte Bilanzgleichung bestimmt
∂ρ¯σT
∂t
+
∂
∂xi
ρ¯σT u˜i =
∂
∂xi
[(
µ
Pr
+
µt
Prt
)
∂σT
∂xi
]
+ 2
µt
Prt
∂T˜
∂xi
∂T˜
∂xi︸ ︷︷ ︸
Produktion
− ρ¯CT σT
τt︸ ︷︷ ︸
Dissipation
(2.39)
mit
σT = T˜ ′′2 (2.40)
wobei CT eine Modellkonstante ist [81,83]. Die Bilanzgleichung (2.39) der Temperaturvarianz
enthält einen Produktions- und einen Dissipationsterm. Mit steigender turbulenter kinetischer
Viskosität µt und steigendem Gradienten der gemittelten Temperatur nimmt die Produktion
der Temperaturvarianz zu. Die Dissipation wird in Anlehnung an die Turbulenzmodellierung
(Kap. 2.2) als Kaskadenprozess betrachtet. Die Temperaturvarianz zerfällt von großen in
kleinere Strukturen, die dissipiert werden. Entsprechend ist der Dissipationsterm umgekehrt
proportional zur turbulenten Zeitskala τt. Die Turbulenzgrößen in Gleichung (2.39) erge-
ben sich in der vorliegenden Arbeit aus den in Kapitel 2.2 diskutierten Turbulenzmodellen.
Darüber hinaus wurde in Gleichung (2.39) die Wechselwirkung zwischen Temperaturﬂuktua-
tionen und chmeischen Quelltermen vernachlässigt [82].
Zur Berechnung des gemittelten Komponentenquellterms ω¯k wird nach Gleichung (2.37)
die PDF der Komponenten P (Yˆ ) benötigt. Dazu wird eine Beta-PDF für die Komponenten
angenommen [82]. Da die Komponenten Yk statistisch abhängig sind, handelt es sich dabei um
eine multivariate Beta-PDF, die u.a. von den Kovarianzen der Komponenten abhängt [82].
Analog zur Bestimmung der Temperaturvarianz (Gl. (2.39)) können Bilanzgleichungen für
die Kovarianzen gelöst und so die multivariate Komponenten-PDF berechnet werden. Jedoch
steigt die Anzahl der Kovarianzen und damit der zusätzlichen Bilanzgleichungen quadratisch
mit der Anzahl der Komponenten an. Dieser Ansatz zur Mittelung des Komponentenquell-
terms übersteigt heutige Computersysteme bei weitem. Deshalb wird für die Komponenten-
PDF eine vereinfachte multivariate Beta-PDF angenommen, die nicht von den Varianzen
und Kovarianzen aller Komponenten, sondern von der Summe der Komponentenvarianzen
σY abhängt [86]
P (Yˆ ) =
Γ
(∑Nk
k=1 βk
)
∏Nk
k=1 Γ (βk)
[
δ
(
1−
Nk∑
k=1
Y¯k
)
Nk∏
k=1
Yˆ βk−1k
]
(2.41)
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mit
Γ (βk) =
∫ ∞
t=0
tβk−1 exp(−t)dt (2.42)
βk = Y¯k
(∑Nk
k=1 Y¯k(1− Y¯k)
σY
− 1
)
(2.43)
Somit kann die vereinfachte multivariate Beta-PDF aus den Mittelwerten der Komponen-
ten Y¯k und der Summe der Komponentenvarianzen σY bestimmt werden. Die Reynolds-
Mittelwerte werden durch die entsprechenden Favre-Mittelwerte (Y¯k ≈ Y˜k) angenähert, die
direkt aus dem Favre gemittelten Lösungsvektor φ˜ (Kap. 2.1) bestimmt werden können. Au-
ßerdem wird zur Berechnung der Summe der Komponentenvarianzen σY eine vereinfachte
Bilanzgleichung gelöst
∂ρ¯σY
∂t
+
∂
∂xi
ρ¯σY u˜i =
∂
∂xi
[(
µ
Sc
+
µt
Sct
)
∂σY
∂xi
]
(2.44)
+ 2
µt
Sct
Nk∑
k=1
∂Y˜k
∂xi
∂Y˜k
∂xi︸ ︷︷ ︸
Produktion
− ρ¯CY σY
τt︸ ︷︷ ︸
Dissipation
(2.45)
mit
σY =
Nk∑
k=1
T˜ ′′2 (2.46)
wobei CY eine Modellkonstante ist [82]. In Analogie zur Bilanzgleichung der Temperaturvari-
anz, wird der Produktionsterm durch die Gradienten der mittleren Komponenten bestimmt.
Für die Dissipation wird ebenfalls ein Kaskadenprozess angenommen, bei dem die Dissipati-
on umgekehrt proportional zur turbulenten Zeitskala τt ist. Die Turbulenzgrößen µt und τt
werden in dieser Arbeit entsprechend der Turbulenzmodellierung (Kap. 2.2) bestimmt.
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Gegenstand der vorliegenden Arbeit ist die Vorhersage thermoakustischer Instabilitäten in
Verbrennungssystemen. Dazu werden gemittelte Bilanzgleichungen für reaktive Strömungen
numerisch integriert. In dieser Arbeit wurde dafür ein Lösungsverfahren für die Bilanzglei-
chungen nichtreaktiver Strömungen aus der Literatur [168] ausgewählt, für reaktive Strömun-
gen erweitert und in die DLR CFD Software THETA implementiert [147]. Dieses Lösungs-
verfahren für reaktive Strömungen wird im Folgenden vorgestellt.
3.1. Druckkorrekturverfahren
Zur Lösung des in Kapitel 2 vorgestellten Transportgleichungssystems wurden in der Literatur
zwei unterschiedliche Verfahrenstypen entwickelt [192]. Dabei wird zwischen kompressiblen
und näherungsweise inkompressiblen Strömungen unterschieden. Zur Berechnung kompres-
sibler Strömungen wird das Transportgleichungssystem überwiegend gekoppelt gelöst und
dabei die Dichte als unabhängige Lösungsvariable betrachtet [10, 150, 192]. Der Druck wird
dann mithilfe der Zustandsgleichung aus der Dichte und der Energie berechnet [192]. Bei
diesem Vorgehen handelt es sich um sogenannte Dichte-basierte Lösungsverfahren.
Im Fall kleiner Mach-Zahlen (Ma ≤ 0,3) können Strömungen vereinfachend als inkompres-
sible angenommen werden. Zur Berechnung inkompressibler Strömungen werden oftmals in
einem ersten Schritt die Bilanzgleichungen nacheinander, d.h. sequentiell gelöst. Die Glei-
chungen sind jedoch beispielsweise aufgrund des konvektiven Terms über das Geschwindig-
keitsfeld gekoppelt. Somit kann eine sequentielle Lösung nicht das gesamte Gleichungssystem
erfüllen und ist deshalb nur eine Schätzung der gesuchten Lösung. Die Schätzung wird in
einem zweiten Schritt korrigiert. Dazu wird oftmals eine Druckkorrektur berechnet, mit de-
ren Hilfe alle Lösungsvariablen korrigiert werden. Bei diesen Verfahren handelt es sich um
sogenannte Druck-basierte oder Druckkorrekturverfahren. Nach J. Kim und P. Moin [119]
können darüber hinaus im Schätzungsschritt Terme der Transportgleichungen vernachlässigt
werden, wenn sie dafür im Korrekturschritt berücksichtigt werden. In diesem Fall spricht man
von Fractional-Step Verfahren.
Die Anwendungsbereiche der zuvor vorgestellten Verfahrenstypen wurden mittlerweile deut-
lich erweitert. Es wurden sowohl Dichte-basierte Verfahren für näherungsweise inkompressi-
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ble Strömungen [175], als auch Druckkorrekturverfahren für kompressible Strömungen ent-
wickelt [1, 192]. Letztere eignen sich insbesondere zur Berechnung von thermoakustischer
Schwingungen in Gasturbinenbrennkammern, die in dieser Arbeit untersucht werden. Die
Verbrennung in Gasturbinen läuft üblicherweise bei sehr kleinen Mach-Zahlen ab, bei denen
Druckkorrekturverfahren eﬃzienter sind [1]. Da ein inkompressibles Verfahren jedoch nicht
die Berechnung von akustischen Prozessen erlaubt, muss dabei ein kompressibles Druckkor-
rekturverfahren eingesetzt werden.
Eines der Ziele der vorliegenden Arbeit ist die Entwicklung eines numerischen Lösungs-
verfahrens zur Berechnung thermoakustischer Instabilitäten in Gasturbinenbrennkammern,
das trotz der Disparitäten von akustischen und hydrodynamischen Prozessen eﬃzient und
genau ist. Die Disparität zwischen akustischen und hydrodynamischen Prozessen wird durch
die Mach-Zahl beschrieben. Mit sinkender Mach-Zahl steigt die Disparität. Die Verbrennung
in Gasturbinen läuft üblicherweise bei sehr kleinen Mach-Zahlen ab. Wie zuvor beschrie-
ben, stellen Druckkorrekturverfahren den eﬃzientesten Verfahrenstyp zur Berechnung von
Strömungen in diesem Mach-Zahl Bereich dar. Deshalb wird in der vorliegenden Arbeit ein
kompressibles Druckkorrekturverfahren entwickelt und eingesetzt.
3.2. Semi-Implicit Characteristic Splitting Verfahren
In der Literatur [1,93,108,114,168,211] wurden eine Vielzahl von kompressiblen Druckkorrek-
turverfahren entwickelt, die im Bereich kleiner Mach-Zahlen eﬃzient sind. Neben der Eﬃzienz
ist eine hohe Genauigkeit der berechneten akustischen Prozesse ein Ziel dieser Arbeit. Dies ist
eine große Herausforderung bei CFD Verfahren, da die Energiedisparität von akustischen und
hydrodynamischen Vorgängen im Bereich der numerischen Fehler liegen kann [261]. Daraus
kann sich eine schlechte Auﬂösung akustischer Prozesse bei CFD Methoden ergeben.
Im Hinblick auf eine gute Auﬂösung akustischer Prozesse hebt sich das Druckkorrekturver-
fahren von Moureau et al. [168] ab, das eine Erweiterung des inkompressiblen Fractional-Step
Verfahrens von J. Kim und P. Moin [119] darstellt. Dabei werden die Terme der Bilanzglei-
chungen so auf die Schätzungs- und Korrekturschritte verteilt, dass nur die Druckkorrektur
akustische Terme enthält.
In dieser Arbeit wird das Druckkorrekturverfahren vom Moureau et al. [168] aufgrund
seiner Eﬃzienz und hohen Genauigkeit bei akustischen Prozessen verwendet. Dieses wurde
ursprünglich für nichtreaktive Strömungen entwickelt [168] und wurde im Rahmen dieser
Arbeit für reaktive Strömungen erweitert [147]. Das Verfahren basiert auf der Zerlegung
der zugrunde liegenden Bilanzgleichungen in zwei Lösungsschritte anhand charakteristischer
Ausbreitungsmechanismen. Die einzelnen Schritte werden semi-implizit behandelt. Entspre-
chend wird das Verfahren im Rahmen dieser Arbeit Semi-Implicit Characteristic-Splitting
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(SICS) genannt. Zur Ableitung des Verfahrens werden im Folgenden zunächst die charakte-
ristischen Ausbreitungsmechanismen der Bilanzgleichungen bestimmt. Anhand dieser werden
im Anschluss die Lösungsschritte des SICS Verfahrens abgeleitet.
3.2.1. Charakteristiken der Bilanzgleichungen
Physikalische Größen breiten sich innerhalb einer Strömung über unterschiedliche Mecha-
nismen aus, die sich anhand ihrer Geschwindigkeit unterscheiden lassen [28, 192, 266]. Bei-
spielsweise breitet sich eine Temperaturﬂuktuation konvektiv mit Strömungsgeschwindigkeit
und diﬀusiv mit Diﬀusionsgeschwindigkeit aus, wohingegen sich Druckﬂuktuationen in Form
akustischer Wellen mit Schallgeschwindigkeit relativ zur Grundströmung ausbreiten. Die un-
terschiedlichen Ausbreitungsmechanismen lassen sich bestimmten Termen der in Kapitel 2.1
vorgestellten Bilanzgleichungen zuordnen, wie im Folgenden diskutiert wird.
Die Bilanzgleichungen (2.1)-(2.4) bilden ein System inhomogener, partieller Diﬀerential-
gleichungen (DGL) der Form
∂tφ+ ∂iFc(φ) + ∂iFd(φ, ∂iφ) = S(φ) (3.1)
wobei Fc konvektive und Fd diﬀusive Terme sind und S ein Quellterm ist. Darüber hinaus
werden die Abkürzungen ∂t = ∂/∂t und ∂i = ∂/∂xi zur besseren Übersichtlichkeit verwen-
det. Wenn der Quellterm und der diﬀusive Term vernachlässigt werden, ist Gleichung (3.1)
hyperbolisch, d.h. Fluktuationen breiten sich konvektiv und in Form von Wellen aus [28].
Bei hyperbolischen Diﬀerentialgleichungen kann die Ausbreitung von Fluktuationen mithilfe
der Charakteristikentheorie beschrieben werden [28, 266]. Dabei breiten sich Fluktuationen
entlang charakteristischer Kurven aus. Entlang einer Charakteristik ist der Lösungsvektor φ
konstant und die Ausbreitungsgeschwindigkeit der Fluktuationen entspricht den Eigenwer-
ten der DGL. Zur Berechnung der Eigenwerte des hyperbolischen Anteils der DGL (3.1) wird
diese unter Vernachlässigung des diﬀusiven Terms und des Quellterms auf die Form
∂tφ+B(φ)∂iφ = 0 (3.2)
gebracht, wobei B die sogenannte Funktionalmatrix ist [192]. Die Eigenwerte der Funktio-
nalmatrix entsprechen den Eigenwerten der DGL (3.2). Nach Moureau et al. [168] kann die
hyperbolische DGL (3.2) in einen konvektiven und einen akustischen Anteil zerlegt werden:
∂tφ+ [Bc(φ) +Ba(φ)]∂iφ = 0 (3.3)
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Dabei sind Bc und Ba die konvektive und die akustische Funktionalmatrizen. Wenn in Glei-
chung (3.3) die konvektive Funktionalmatrix Bc vernachlässigt wird, beschreibt die DGL
ausschließlich die Ausbreitung akustischer Wellen. Somit kann zusammenfassend von den
ursprünglichen Bilanzgleichungen (2.1)-(2.4) ein Anteil bestimmt werden, der nur die akusti-
sche Ausbreitung von Fluktuationen in der Strömung beschreibt. Diese Eigenschaft wird im
Folgenden zur Deﬁnition des SICS Korrekturschritts verwendet.
3.2.2. Korrekturschritt
In der vorliegenden Arbeit wird das Druckkorrekturverfahren SICS [168] zur Lösung der
Bilanzgleichungen (2.1)-(2.4) verwendet. Dieses basiert auf einem Fractional-Step Ansatz,
bei dem die Terme der Bilanzgleichungen auf einen Schätzungs- und einen Korrekturschritt
aufgeteilt werden. Im vorangegangenen Abschnitt wurde gezeigt, dass die Bilanzgleichungen
auf eine hyperbolische Form gebracht werden können. Diese kann dann anhand der Eigen-
werte der Gleichungen in einen konvektiven und einen akustischen Anteil aufgeteilt werden.
Diese Eigenschaft wird bei SICS zur Deﬁnition des Korrekturschritts verwendet, der nur den
akustischen Anteil der Bilanzgleichungen beinhaltet. Der Korrekturschritt wird im Folgenden
hergeleitet.
Zur Bestimmung des Korrekturschritts wird die Enthalpiegleichung (2.3) umgeformt. Dafür
werden Druckvariationen mithilfe des idealen Gasgesetzes (2.8) mit Einstein-Summation über
k zu
∂p = RT∂ρ+ ρR∂T + ρTR
M
Mk
∂Yk (3.4)
bestimmt, wobei R und M die speziﬁsche Gaskonstante und die molare Masse des Gas-
gemisches sind. Des Weiteren wird die Temperaturvariation in Gleichung (3.4) durch die
Deﬁnition der Enthalpie (2.5) ersetzt
∂p =
c2
γ
∂ρ+
γ − 1
γ
ρ∂h+
1
γ
(
c2
M
Mk
+ (1− γ)hk
)
︸ ︷︷ ︸
αk
ρ∂Yk (3.5)
wobei γ der Isentropenexponent, c die Schallgeschwindigkeit, hk die Enthalpie der Kompo-
nente k und αk eine vereinfachende Substitution sind. Durch Einsetzen der Druckvariation
in die Enthalpiegleichung (2.3) ergibt sich
∂t(ρh) + ∂i(ρhui) = −c2ρ∂iui + γ∂i(λ∂iT ) + γτij∂jui + αk [∂tYk + ∂i(ρYkui)] (3.6)
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Im Gegensatz zum Verfahren für nichtreaktive Strömungen von Moureau et al. [168] enthält
die Enthalpiegleichung (3.6) für reaktive Strömungen einen zusätzlichen Quellterm. Dieser
ergibt sich daraus, dass nach Gleichung (3.4) eine Variation der Komponenten ∂Yk zu einer
Druckvariation ∂p führt. Gleichung (3.4) wird verwendet, um die substantielle Ableitung
des Drucks in der Enthalpiegleichung zu ersetzen. Entsprechend führt eine Variation der
Komponenten auch zu einer Änderung der Enthalpie. Bei nichtreaktiven Strömungen werden
üblicherweise homogene Gasgemische angenommen, d.h. ∂Yk = 0. Somit muss der letzte
Term in Gleichung (3.6) nur für inhomogene Gasgemische berücksichtigt werden, die bei der
Simulation reaktiver Strömungen vorliegen.
Der zusätzliche Quellterm in Gleichung (3.6) wird durch die rechte Seite der Komponen-
tentransportgleichung (2.4) ersetzt:
∂t(ρh) + ∂i(ρhui) = −c2ρ∂iui + γ∂i(λ∂iT ) + γτij∂jui + αk [∂i(Dk∂iYk) + ωk] (3.7)
Somit ergibt sich der Quellterm aus der Diﬀusion und der chemischen Umwandlung der Kom-
ponenten Yk. Dieser Term lässt sich sehr eﬃzient in einen Lösungsalgorithmus integrieren,
da er bereits zur Lösung der Komponentengleichungen berechnet wird.
Der SICS Korrekturschritt beinhaltet nur die akustischen Terme der Bilanzgleichungen für
reaktive Strömungen. Zur Bestimmung der akustischen Terme wird in einem ersten Schritt
nur deren hyperbolischer Anteil betrachtet. Nach Abschnitt 3.2.1 werden dazu die diﬀusiven
Terme und die Quellterme der Bilanzgleichungen vernachlässigt. Somit ergibt sich der hyper-
bolische Anteil der Transportgleichungen für die Masse (2.1), den Impuls (2.2), die Enthalpie
(3.7) und die Gaskomponenten (2.4) in primitiver Formulierung zu:
∂tρ+ ρ∂iui + ui∂iρ = 0 (3.8)
ρ∂tuj + ρui∂iuj = −∂jp (3.9)
ρ∂th+ ρui∂ih = −c2ρ∂iui (3.10)
ρ∂tYk + ρui∂iYk = 0 (3.11)
Im Folgenden wird mithilfe der Eigenwerte und Eigenvektoren der Bilanzgleichungen (3.8)-
(3.11) gezeigt, dass diese hyperbolisch sind. Dazu wird vereinfachend eine eindimensionale
Strömung angenommen. Die Berechnung der Eigenwerte ist auch für dreidimensionale Strö-
mungen möglich, jedoch ist dies deutlich aufwendiger [28,254]. Außerdem lassen sich die Er-
gebnisse für eindimensionale Strömungen auf dreidimensionale Strömungen übertragen [28].
Des Weiteren wird in Gleichung (3.10) die Enthalpie mithilfe von Gleichung (3.5) durch den
Druck ersetzt. Ohne diese Substitution beinhaltet das Gleichungssystem (3.8)-(3.11) fünf un-
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abhängige Variablen bei vier Gleichungen und ist damit ungeschlossen. Daraus ergibt sich
das System der Bilanzgleichungen in primitiver Form zu
∂tΦ+

u ρ 0 0
0 u 1/ρ 0
0 c2ρ u 0
0 0 0 u

︸ ︷︷ ︸
B
∂xΦ = 0 (3.12)
mit
Φ =

ρ
u
p
Yk
 (3.13)
wobei Φ der primitive Lösungsvektor ist. Die Eigenwerte und Eigenvektoren der Funktional-
matrix B betragen
λ1 = u− c, λ2 = λ3+k = u, λ3 = u+ c (3.14)
und
v1 =

ρ
−1
c2ρ
0
 , v2 =

1
0
0
0
 , v3+k =

0
0
0
1
 , v3 =

ρ
1
c2ρ
0
 (3.15)
Dabei sind λi die Eigenwerte und vi die Eigenvektoren. Der Eigenwert λ3+k tritt für jede Gas-
komponente k auf. Der zugehörige Eigenvektor entspricht dem kanonischen Einheitsvektor der
k-ten Dimension. Der obige Eigenvektor v3+k wurde beispielhaft für die erste Gaskomponente
angegeben. Die Eigenwerte der Funktionalmatrix sind reell und die zugehörigen Eigenvek-
toren linear unabhängig. Nach Burg et al. [28] sind die Bilanzgleichungen (3.8)-(3.11) somit
52
3.2 Semi-Implicit Characteristic Splitting Verfahren
hyperbolisch. Nach Moureau et al. [168] lassen sich die hyperbolischen Bilanzgleichungen
(3.8)-(3.11) weiter in einen konvektiven und einen akustischen Anteil aufteilen:
∂tΦ+


u 0 0 0
0 u 0 0
0 0 u 0
0 0 0 u

︸ ︷︷ ︸
Bc
+

0 ρ 0 0
0 0 1/ρ 0
0 c2ρ 0 0
0 0 0 0

︸ ︷︷ ︸
Ba

∂xΦ = 0 (3.16)
Die Eigenwerte der konvektiven bzw. der akustischen Funktionalmatrix betragen
λc,1 = λc,2 = λc,3+k = λc,3 = u bzw. (3.17)
λa,1 = −c, λa,2 = λa,3+k = 0, λa,3 = c (3.18)
Unter Vernachlässigung der konvektiven Funktionalmatrix beschreibt Gleichung (3.16) somit
nur die Ausbreitung akustischer Wellen. Folglich ergibt sich der akustische Anteil der Bilanz-
gleichungen (2.1)-(2.4) durch Ausmultiplizieren von Gleichung (3.16) zu
∂tρ = −ρ∂iui (3.19)
∂tuj = −1/ρ ∂jp (3.20)
∂tp = −c2ρ∂iui (3.21)
∂tYk = 0 (3.22)
wobei die konvektive Funktionalmatrix Bc vernachlässigt wird und die entsprechenden Terme
einer dreidimensionalen Strömung verwendet werden. Das obige Gleichungssystem wird in
der vorliegenden Arbeit als Korrekturschritt gelöst. Bei einer sequentiellen Lösung des Glei-
chungssystems ergibt sich der maximale Zeitschritt aus dem größten Eigenwert des Glei-
chungssystems. Da sich dabei im Allgemeinen sehr kleine Integrationsschritte und ein ent-
sprechend hoher Bedarf an Computerressourcen ergibt, wird das Gleichungssystem gekoppelt,
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d.h implizit, mithilfe einer Druckkorrekturgleichung gelöst. Nach Moureau et al. [168] werden
die Gleichungen (3.8)-(3.11) dafür in konservativer, semi-diskreter Form geschrieben:
ρn+1 − ρ∗
∆t
+ ρ∂iui = 0 (3.23)
ρun+1j − ρu∗j
∆t
+ ρuj∂iui = −1
2
∂j(p
n+1 + pn) (3.24)
ρhn+1 − ρh∗
∆t
+ ρh∂iui = −c2ρ∂iui (3.25)
ρY n+1k − ρY ∗k
∆t
+ ρYk∂iui = 0 (3.26)
Dabei sind ()n und ()n+1 die Lösungen zu den Zeitschritten n und n + 1, ()∗ ist eine ge-
schätzte Lösung und ∆t ist der numerische Zeitschritt. Die geschätzte Lösung berechnet sich
aus dem Schätzungsschritt, der im nachfolgenden Kapitel 3.2.3 beschrieben wird. Darüber
hinaus wurde der Druck in Gleichung (3.25) durch die Enthalpie mithilfe der Gleichung (3.5)
substituiert. Die entsprechende semi-diskrete Gleichung für den Druck lautet:
pn+1 − p∗
∆t
= −c2ρ∂iui (3.27)
Die Druckkorrektur wird als Änderung zwischen der geschätzten und der gesuchten Druck-
lösung deﬁniert
δp = pn+1 − p∗ (3.28)
wobei δp die Druckkorrekturvariable ist. Durch Einsetzen der Druckkorrektur in Gleichung
(3.27) ergibt sich der Zusammenhang zwischen der Druckkorrektur und dem Geschwindig-
keitsfeld zu:
δp = −c2ρ∆t∂iui (3.29)
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Durch Substitution von Gleichung (3.29) in die Gleichungen (3.23)-(3.26) ergibt sich das
Gleichungssystem des Korrekturschritts zu:
ρn+1 − ρ∗
∆t
− 1
c2
δp
∆t
= 0 (3.30)
ρun+1j − ρu∗j
∆t
− uj
c2
δp
∆t
= −1
2
∂j(δp+ p
∗ + pn) (3.31)
ρhn+1 − ρh∗
∆t
− h+ c
2
c2
δp
∆t
= 0 (3.32)
ρY n+1k − ρY ∗k
∆t
− Yk
c2
δp
∆t
= 0 (3.33)
Zur Lösung des obigen Gleichungssystems wird die geschätzte Lösung φ∗ und die Druckkor-
rektur benötigt. Die Berechnung der geschätzten Lösung wird im nachfolgenden Kapitel 3.2.3
beschrieben. Zur Bestimmung der Druckkorrektur wird die Divergenz der Impulsgleichung
(3.31) verwendet, wodurch sich die Druckkorrekturgleichung in Form der Wellengleichung
∂i∂iδp− ∂i 2ui
c2∆t
δp− 4
c2∆t2
δp =− ∂i∂i(pn + p∗)
+
4
∆t
(
ρ∗ − ρn
∆t
+
1
2
∂i(ρu
∗
i + ρu
n
i )
) (3.34)
ergibt [168]. Zur Herleitung der Wellengleichung (3.34) wurde die Kontinuitätsgleichung (2.1)
verwendet. Somit erfüllt die korrigierte Lösung φn+1 die Massenerhaltung. Dies ist auch an
den letzten Termen der Wellengleichung zu erkennen. Eine Massenquelle der geschätzten
Lösung führt zu einem Quellterm in der Druckkorrektur, der diese wieder ausgleicht.
Zusammenfassend wird die Wellengleichung (3.34) zur Bestimmung der Druckkorrektur δp
gelöst. Die Druckkorrektur wird verwendet, um aus der geschätzte Lösung φ∗ die gesuchte
Lösung zum neuen Zeitschritt φn+1 zu berechnen. Im folgenden Kapitel wird die Bestimmung
der geschätzten Lösung diskutiert.
3.2.3. Schätzungsschritt
In dieser Arbeit wird das Fractional-Step Verfahren SICS verwendet, das aus Schätzungs-
und Korrekturschritt besteht. Im Folgenden wird zum einen das Bilanzgleichungssystem des
Schätzungsschritts abgeleitet. Zum anderen wird gezeigt, dass der Schätzungsschritt aus-
schließlich konvektive, diﬀusive und chemische Prozesse beinhaltet.
Der Korrekturschritt des Lösungsverfahrens SICS wurde im vorangegangenen Kapitel be-
schrieben. Im Schätzungsschritt werden alle Terme berücksichtigt, die beim Korrekturschritt
vernachlässigt werden [168]. Somit ergibt sich durch Subtraktion der Gleichungen des Kor-
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rekturschritts (3.23)-(3.26) von den vollständigen Bilanzgleichungen für die Masse (2.1), den
Impuls (2.2), die Enthalpie (3.7) und die Gaskomponenten (2.4) das Gleichungssystem des
Schätzungsschritts in semi-diskreter Form zu
φ∗ − φn
∆t
+ ui∂iφ = Fφ (3.35)
mit
Fφ =

0
∂iτij
γ∂i(λ∂iT ) + γτij∂jui + αk [∂i(Dk∂iYk) + ωk]
∂i(Dk∂iYk) + ωk
 (3.36)
Dabei ist Fφ der chemische und diﬀusive Anteil der Bilanzgleichungen. Die Diﬀusion wird
durch die Terme zweiter Ableitung und die chemischen Prozesse durch den Komponenten-
quellterm ωk beschrieben. Bei Vernachlässigung dieser Terme nehmen die Bilanzgleichungen
hyperbolische Form nach Gleichung (3.2) an
φ∗ − φn
∆t
+

u 0 0 0
0 u 0 0
0 0 u 0
0 0 0 u

︸ ︷︷ ︸
Bc
∂xφ = 0 (3.37)
wobei φ der konservative Lösungsvektor und Ac die konvektive Funktionalmatrix sind. Darü-
ber hinaus wurde vereinfachend eine eindimensionale Strömung angenommen. Die Eigenwerte
der Funktionalmatrix betragen λk,1−4 = u. Folglich beschreibt die Transportgleichung (3.35),
d.h. der Schätzungsschritt des Lösungsverfahrens SICS, neben Diﬀusion und chemischen Pro-
zessen auch die konvektive Ausbreitung der Lösungsvariablen.
3.3. Implementierung
In der vorliegenden Arbeit werden die Bilanzgleichungen für Masse, Impuls, Enthalpie und
Gaskomponenten mithilfe des Fractional-Step Verfahrens SICS in der CFD Software DLR
THETA [48] gelöst. DLR THETA verwendet den Finite-Volumen Ansatz [192] zur numeri-
schen Integration von Bilanzgleichungen auf unstrukturierten Dualgittern aus Polyederzellen.
Die dabei entstehenden diskreten Gleichungssysteme werden in dieser Arbeit mit dem Matrix-
freien, präkonditionierten Bi-Conjugated Gradient Stabilizied Verfahren (PBCGS) [159] ite-
rativ gelöst. Die Lösungsvariablen sind dabei in den Zellmittelpunkten angeordnet.
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Abbildung 3.1.: Allgemeines Kontrollvolumen
Zur Implementierung des Lösungsverfahrens SICS in THETA werden die Bilanzgleichungen
der SICS Schritte diskretisiert. Im Folgenden werden zunächst die dazu verwendeten Diskre-
tisierungsverfahren und ihre analytische Genauigkeit diskutiert. Zur Veriﬁkation der Imple-
mentierung wird im Anschluss gezeigt, dass die Genauigkeit des implementierten Lösungs-
verfahrens den analytischen Werten entspricht.
3.3.1. Diskretisierung
In Abschnitt 3.2.1 wurde die allgemeine Form einer Bilanzgleichung (Gl. (3.1)) vorgestellt.
Sowohl die Gleichung des SICS Schätzungsschritts (3.35) als auch die des Korrekturschritts
(3.34) lassen sich in dieser Form schreiben. Deshalb wird im Folgenden vereinfachend die
Diskretisierung der SICS Gleichungen anhand der allgemeinen Form einer Bilanzgleichungen
diskutiert. Mithilfe des Finite-Volumen Ansatzes [192] wird die diskrete Form der allgemeinen
Transportgleichung für ein Kontrollvolumen ∆V zu
∆φv
∆t
∆V +
∑
f
[Fc,f (φ) + Fd,f (φ, ∂iφ)] = Sv(φ)∆V (3.38)
bestimmt [48]. Dabei sind ∆φ die zeitliche Änderung der Lösungsvariable, ()v räumlich über
das Kontrollvolumen gemittelte Werte und ()f Werte auf der Oberﬂäche des Kontrollvolu-
mens. Abbildung 3.1 zeigt beispielhaft ein diskretes Kontrollvolumen und die Oberﬂäche f .
Darüber hinaus ist eine benachbartes Volumen durch gestrichelte Linien angedeutet.
Die Diskretisierung des Quellterms S ist abhängig von der eingesetzten Verbrennungsmo-
dellierung. Diese wird ausführlich von [82, 112] diskutiert und ist nicht Gegenstand dieser
Arbeit. Die zeitliche Änderung der Lösungsvariablen wird mithilfe des Crank-Nicolson Ver-
fahrens [192] zu
∆φv = φ
n+1
v − φnv (3.39)
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Tabelle 3.1.: Diskretisierungsverfahren für konvektive Terme.
Verfahren Cc1 Cc2 Fehlerordnung
Upwind Discretisation Scheme (UDS) 0 0 O(1)
Central Discretisation Scheme (CDS) 1 0 O(2)
Linear Upwind Discretisation Scheme (LUDS) 0 1 O(2)
Quadratic Upwind Discretisation Scheme (QUDS) 1/2 1/2 O(2)
bestimmt [192]. Die konvektiven und diﬀusiven Terme sowie die Quellterme werden dabei zu
einem Zwischenzeitpunkt
()n+1/2 =
1
2
[
()n + ()n+1
]
(3.40)
ausgewertet. Dabei ergibt sich eine zeitliche Fehlerordnung O(2) der zeitlichen Diskretisie-
rung, d.h. der numerische Fehler ist proportional zum Quadrat des Zeitschritts ∆t [192].
Die konvektiven Terme werden mithilfe der Deferred Correction Methode [189] zu
F n+1c,f = uf · s
(
φn+1v0 +
1
2
[
Cc1(φ
n
v1 − φnv0) + Cc2 l · ∇φnf
])
(3.41)
berechnet [48]. Wobei s der Normalenvektor, l der Verbindungsvektor zwischen den Mittel-
punkten zweier Kontrollvolumen, ∇φf der gemittelte Gradient auf der Oberﬂäche und Cci
Parameter der Diskretisierung sind. Außerdem sind φv0 und φv1 Werte des Lösungsvektors φ
in den Mittelpunkten der Kontrollvolumina v0 und v1. Die Deﬁnition der Vektoren s und l
und der Kontrollvolumina wird in Abbildung 3.1 verdeutlicht. Darüber hinaus wird hier ver-
einfachend angenommen, dass das Kontrollvolumen v0 auf der Seite stromauf der Oberﬂäche
f liegt, d.h. uf · s > 0. Nach Gleichung (3.41) werden somit nur Werte stromauf teilweise
implizit behandelt, um eine verbesserte Stabilität des Lösungsverfahrens zu erreichen [48].
In Abhängigkeit der Parameter Cc1 und Cc2 ergeben sich unterschiedliche Diskretisier-
ungsverfahren mit unterschiedlichen Fehlerordnungen, wie in Tabelle 3.1 gezeigt wird. Die
größte Genauigkeit erreicht dabei formal das Quadratic Upwind (QUDS) Verfahren. Jedoch
wird nach Gleichung (3.41) zur Berechnung der konvektiven Terme der Gradient auf der
Oberﬂäche verwendet. Dieser wird in der vorliegenden Arbeit mit einer Fehlerordnung O(2)
berechnet. Dadurch reduziert sich die Fehlerordnung von QUDS auf O(2).
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Die diﬀusiven Terme der Gleichung (3.38) werden ebenfalls mit der Deferred Correction
Methode [189] diskretisiert
F n+1d,f = dφ
[
Cd
φn+1v1 − φn+1v0
|l| +∇φ
n
f · (s− Cdl)
]
(3.42)
wobei dφ der Diﬀusionskoeﬃzient und Cd ein Parameter der Diskretisierung ist. Mithilfe der
Deferred Correction Methode werden numerische Druckschwingungen vermieden, die in Form
eines Schachbrettmusters auftreten können [189]. Diese können bei einer Vernachlässigung des
impliziten Anteils, d.h. für Cd = 0, entstehen und das Lösungsverfahren destabilisieren.
Der Parameter Cd ist frei wählbar. In der vorliegenden Arbeit wird der von Traore et al. [256]
vorgeschlagene Wert von
Cd =
s · s
s · l |l| (3.43)
verwendet. Dabei steigt Cd mit zunehmenden eingeschlossenen Winkel zwischen den Vekto-
ren s und l. Dies führt zu einer robusten Implementierung für stark verzerrte Gitter [256].
Unabhängig vom gewählten Parameter Cd ergibt sich bei der Diskretisierung der diﬀusiven
Terme nach Gleichung (3.42) eine numerische Fehlerordnung O(2).
3.3.2. Numerischer Fehler
Das Ergebnis einer CFD Simulation entspricht nicht exakt der des untersuchten physikali-
schen Problems. Der numerische Fehler kann nach Oberkampf et al. [179] in
 Rundungsfehler
 Modellfehler
 Diskretisierungsfehler
 Implementierungsfehler
aufgeteilt werden. Rundungsfehler entstehen bei CFD Simulationen durch die begrenzte An-
zahl der signiﬁkanten Stellen zur Darstellung einer Zahl im Computerspeicher. In dieser
Arbeit werden alle Gleitkommazahlen mit einer Genauigkeit von 16 signiﬁkanten Stellen be-
rechnet. Wie auch im Folgenden gezeigt wird, sind Rundungsfehler damit beispielsweise im
Vergleich zu Diskretisierungsfehlern vernachlässigbar.
Modellfehler treten auf, wenn das verwendete mathematische Modell das zugrunde liegende
physikalische Problem nicht adäquat beschreibt [180]. Dieser Fehler ist somit abhängig vom
untersuchten Problem. Nach Oberkampf et al. [179] wird der Nachweis, dass der Modellfehler
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innerhalb einer gewünschten Genauigkeit liegt, als Modellvalidierung bezeichnet. Dies wird
in der vorliegenden Arbeit anhand von zwei Testfällen in den Kapiteln 5 und 6 diskutiert, in
denen das SICS Verfahren für unterschiedliche Testfälle angewendet wird und die Vorhersagen
mit experimentellen Daten verglichen werden.
Der Fehler der in dieser Arbeit verwendeten Diskretisierungsverfahren wurde im vorange-
gangenen Abschnitt diskutiert und dabei die Fehlerordnung der Verfahren angegeben. Die
diskreten Gleichungen konvergieren gegen die des zugrunde liegenden analytischen Modells
mit der Fehlerordnung des Diskretisierungsverfahrens bei sinkender Diskretisierungsweite
lim
∆→0
∆ → 0 (3.44)
wobei ∆ die Diskretisierungsweite und ∆ der Diskretisierungsfehler sind. Wenn Gleichung
(3.44) für ein implementiertes Verfahren gilt, ist dieses konsistent [192].
Implementierungsfehler konvergieren im Allgemeinen nicht gegen Null für eine unendlich
feine Diskretisierungsweite, d.h. ein Verfahren mit Implementierungsfehlern ist nicht konsis-
tent. Folglich kann die Konsistenzbedingung (Gl. (3.44)) zur Überprüfung von Implementie-
rungsfehlern verwendet werden. Der Nachweis der Konsistenz und damit einer fehlerfreien
Implementierung wird Veriﬁkation genannt [218]. Jedoch ist für jede endliche Diskretisier-
ungsweite der numerische Fehler ungleich Null. Somit kann die Konsistenzbedingung (3.44)
numerisch nicht exakt nachgewiesen werden. Stattdessen wird die Fehlerordnung des imple-
mentierten Verfahrens bestimmt und mit der analytischen Ordnung des Diskretisierungs-
fehlers verglichen. Stimmen beide Fehlerordnungen überein, ist der Implementierungsfehler
vernachlässigbar in Hinblick auf den gesamten numerischen Fehler und somit das implemen-
tierte Verfahren veriﬁziert.
3.3.3. Veriﬁkation der SICS Implementierung
Im Folgenden wird die Implementierung des Lösungsverfahrens SICS in die CFD Softwa-
re THETA veriﬁziert. Dazu werden Testfälle untersucht, in denen ausschließlich das SICS
Verfahren verwendet wird. Bei SICS werden die charakteristischen Ausbreitungsmechanis-
men einer Strömung getrennt in einem Schätzungs- und einem Korrekturschritt berechnet
(Kap. 3.2). Im Folgenden werden zwei Testfälle mit unterschiedlichen Ausbreitungsmecha-
nismen betrachtet, um jeweils einen dieser Schritte zu veriﬁzieren. Darüber hinaus spielt die
Parallelisierung des SICS Verfahrens zur Berechnung rechenintensiver Testfälle eine wich-
tige Rolle. Deshalb wird ebenfalls die Parallelisierung des Verfahrens veriﬁziert, indem die
Ausbreitung einer akustischen Welle mit unterschiedlichen Gebietszerlegungen auf mehreren
Prozessoren parallel berechnet wird.
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Abbildung 3.2.: Numerischer Fehler bei Wirbelkonvektion.
Zur Veriﬁkation des SICS Schätzungsschritts wird als erster Testfall die Konvektion eines
zweidimensionalen Wirbels auf einem periodischen Gitter mit Länge L = 0,1 m für eine
Periode Ts ≈ 2,9 ms berechnet [195]. Eine ausführliche Beschreibung des Testfalls ﬁndet
sich in Anhang A.1 dieser Arbeit. Ausgehend von der gröbsten Diskretisierung ∆x0 = L/20
und ∆t0 = Ts/512 wird die Diskretisierungsweite drei Mal räumlich und zeitlich halbiert.
Anhand der Richardson-Extrapolation [179,216] wird aus den Lösungen mit unterschiedlichen
Diskretisierungen der numerische Fehler in der L2-Norm berechnet.
Abbildung 3.2 zeigt den numerischen Fehler als Funktion der räumlichen und zeitlichen
Diskretisierungsweite für die Diskretisierungsverfahren QUDS, CDS und CN (Kap. 3.3.1).
Für alle Verfahren zeigt sich bei hinreichend kleiner Diskretisierungsweite eine Fehlerordnung
O(2), die der analytischen Fehlerordnung der Verfahren entspricht. Somit ist der numerische
Fehler bei diesem Testfall durch den Diskretisierungsfehler und insbesondere nicht durch
Implementierungsfehler bestimmt.
Als zweiter Testfall wird zur Veriﬁkation des SICS Korrekturschritts die Ausbreitung einer
akustischen Welle mit einer Frequenz von 100Hz und einer Amplitude von 0,2 m/s in einer
Grundströmung von 0,25m/s betrachtet (Anhang A.2). Nach einer Ausbreitung der Welle
über 10 Wellenlängen wird die Dissipation
A =
A− Anum
A
(3.45)
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Tabelle 3.2.: Veröﬀentlichte Dissipations- und Dispersionsfehler.
Verfahren Fehlerordnung Veröﬀentlichung
Lax-Wendroﬀ (LW) O(2) Föller und Polifke [78]
TVD O(2) Gunasekaran und McGuirk [91]
WENO O(5) Gunasekaran und McGuirk [91]
und die Dispersion
λ =
λ− λnum
λ
(3.46)
für unterschiedliche Diskretisierungsweiten berechnet. Dabei sind A die Dissipation, λ die
Dispersion, A die analytische Wellenamplitude, λ die analytische Wellenlänge, Anum die nu-
merische Wellenamplitude und λnum die numerische Wellenlänge. Die Dissipation und Di-
spersion wurden für unterschiedliche Diskretisierungsverfahren mithilfe dieses Testfalls in der
Literatur [78,91] berechnet. Tabelle 3.2 zeigt einen Überblick der dabei verwendeten Diskre-
tisierungsverfahren. Darüber hinaus werden in dieser Arbeit die Fehler für das CDS und das
QUDS Verfahren (Kap. 3.3.1) berechnet.
In Abbildung 3.3 werden die Dissipations- und Dispersionsfehler für unterschiedliche Dis-
kretisierungsverfahren als Funktion der Diskretisierungsweite gezeigt. Die räumliche Diskre-
tisierung wird ausgehend von 10PPW (Points Per Wavelength) drei mal halbiert. Bei den
gezeigten Dispersionsfehlern fällt auf, dass die Dispersion bei WENO mit O(5) größer als
bei TVD mit O(2) ist. Dies entspricht nicht des theoretischen Fehlers und ist möglicherweise
auf Fehler bei der Bestimmung des Fehlers zustande gekommen. Für THETA SICS ergeben
sich näherungsweise die gleichen numerischen Fehler für das CDS und das QUDS Verfah-
ren. Im betrachteten Testfall wird der Fehler akustischer Wellenausbreitung berechnet. Diese
wird beim SICS Verfahren im Korrekturschritt mithilfe der Wellengleichung (3.34) berech-
net, deren dominanter Term der Laplace Operator und somit der diﬀusive Term ist [168].
Entsprechend ist der akustische Fehler näherungsweise unabhängig vom eingesetzten Diskre-
tisierungsverfahren für konvektive Terme.
Sowohl für den Dissipations- als auch den Dispersionsfehler zeigt sich bei hinreichend klei-
ner Diskretisierungsweite für THETA SICS eine numerische Fehlerordnung O(2), die der ana-
lytischen Fehlerordnung entspricht. Darüber hinaus ist der absolute Fehler von THETA SICS
vergleichbar zu den in der Literatur veröﬀentlichten Werten. Im Fall des Dissipationsfehlers
(Abb. 3.3(a)) zeigt sich bei sehr grober Diskretisierung (10PPW) der geringste Fehler mit
THETA. Bei feinerer Diskretisierung entspricht der Dissipationsfehler von CDS und QUDS
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Abbildung 3.3.: Numerischer Fehler bei akustischer Wellenausbreitung. [78, 91]
näherungsweise dem des LW Verfahrens. Der Dispersionsfehler (Abb. 3.3(b)) von THETA ist
ebenfalls vergleichbar mit dem des LW Verfahrens. Bei 80PPW zeigt sich ein geringerer Di-
spersionsfehler bei THETA. Der geringste Dispersionsfehler bei grober Diskretisierung wird
aufgrund der höheren Fehlerordnung von O(5) mit dem WENO Verfahren erreicht.
Mithilfe eines dritten Testfalls wird die parallele Implementierung des SICS Verfahrens ve-
riﬁziert. Bei DLR THETA wird eine Gebietszerlegung verwendet, um Simulationen parallel
auf mehreren Prozessoren auszuführen. Zur Beurteilung der Parallelisierung wird die Aus-
breitung einer akustischen Welle mit unterschiedlicher Gebietszerlegung berechnet (Anhang
A.3). Das gesamte Rechengebiet umfasst ungefähr 0,9Mio Gitterpunkte. Heutige Prozessoren
bestehen aus mehreren Prozessorkernen. Für den hier betrachteten Testfall werden Prozes-
soren mit vier Prozessorkernen, d.h. mit vier Gleitkomma-Recheneinheiten, eingesetzt. Jedes
Teilgebiet wird von einem Kern bearbeitet. Dabei handelt es sich um Intel Xeon Prozessoren.
Abbildung 3.4 zeigt die benötigte Rechenzeit in Abhängigkeit von den eingesetzten Pro-
zessorkernen. Im Falle idealer Skalierung halbiert sich die Rechenzeit wenn die Anzahl der
Prozessorkerne verdoppelt wird. Dies ist für THETA SICS in den Bereichen 1-4 und 8-64
Prozessorkerne sichtbar. Beim Übergang von 4 zu 8 Kernen wird ein zweiter Prozessor ver-
wendet, dies reduziert die Skalierbarkeit geringfügig. Beim Übergang von 64 auf 128 Pro-
zessorkerne sinkt die Zahl der Gitterpunkte auf ungefähr 7000 pro Prozessorkern. Dies stellt
einen verhältnismäßig kleinen Rechenaufwand pro Prozessorkern dar, wodurch der Anteil der
benötigten Computerressourcen für den Datenaustausch zwischen Prozessorkernen wichtiger
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Abbildung 3.4.: Parallele Skalierbarkeit des SICS Verfahrens.
wird. Dies verhindert eine weitere Skalierung der Rechenzeit. Insgesamt zeigt der Verlauf der
Rechenzeit, dass die Implementierung des SICS Verfahrens sehr gut parallel skalierbar ist.
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Zur Lösung der in Kapitel 2.1 vorgestellten Transportgleichungen in einer CFD Software
muss das Rechengebiet begrenzt werden. An den Rändern des Rechengebiets werden Rand-
bedingungen vorgegeben. Diese können einen entscheidenden Einﬂuss auf die Stabilität des
Lösungsverfahrens haben [126, 248]. Im Falle eines kompressiblen Lösungsverfahrens erge-
ben sich dabei besondere Herausforderungen. Akustische Wellen werden an den Rändern
des Rechengebiets reﬂektiert. Tritt die Wellenreﬂexion im numerischen Modell aber im zu-
grunde liegenden physikalischen Problem nicht auf, so spricht man von künstlicher Wellen-
reﬂexion [260]. Diese führt zu einem verfälschten numerischen Ergebnis und sollte deshalb
vermieden werden [195,250,260].
Neben der Vermeidung künstlicher Reﬂexionen kann es erforderlich sein, die physikalische
Wellenreﬂexion an der Begrenzung des Rechengebiets im numerischen Modell frequenzabhän-
gig und genau abzubilden. Dies ist insbesondere von Bedeutung, wenn akustische Wellen mit
den hydrodynamischen Prozessen stark gekoppelt sind, wie beispielsweise bei thermoakus-
tischen Instabilitäten [29, 103, 195]. Dabei beeinﬂussen die Randbedingungen über die Am-
plitude der reﬂektierten Welle die Amplituden hydrodynamischer Prozesse. Darüber hinaus
werden die Eigenfrequenzen des numerischen Modells u.a. von der Phasenverschiebung der
an den Rändern reﬂektierten Wellen bestimmt [121]. Bei thermoakustischen Instabilitäten
werden die Eigenfrequenzen des Verbrennungssystems angeregt [130, 136]. Somit kann zur
genauen Berechnung thermoakustischer Instabilitäten eine Modellierung der Phasenverschie-
bung der an den Rändern reﬂektierten akustischen Wellen notwendig sein [231]. Im Rahmen
dieser Arbeit wurden zwei Methoden zur Modellierung akustischer Reﬂexionen an der Be-
grenzung des numerischen Rechengebiets für das in Kapitel 3.2 diskutierten Lösungsverfahren
entwickelt und in die DLR CFD Software THETA implementiert. Beide Methoden werden
in den folgenden Abschnitten diskutiert.
4.1. Charakteristische Randbedingungen
Die in Kapitel 2.1 diskutierten Transportgleichungen stellen ein System von nicht-linearen,
partiellen Diﬀerentialgleichungen mit hyperbolischem Anteil dar [28]. Zur Deﬁnition der
Randbedingungen von partiellen Diﬀerentialgleichungen mit hyperbolischem Anteil werden
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üblicherweise Charakteristiken verwendet [85,195,210,253,267]. In Kapitel 3.2.2 wurden die
Eigenwerte λi der Transportgleichungen bestimmt. Zu diesen Eigenwerten werden die Varia-
tionen der charakteristischen Wellenamplitude Li in x1-Richtung zu:
L1 = λ1(
∂p
∂x1
− ρc∂u1
∂x1
) (4.1)
L2 = λ2(c
2 ∂ρ
∂x1
− ∂p
∂x1
) (4.2)
L3 = λ3
∂u2
∂x1
(4.3)
L4 = λ4
∂u3
∂x1
(4.4)
L5 = λ5(
∂p
∂x1
+ ρc
∂u1
∂x1
) (4.5)
L5+k = λ5+k
∂Yk
∂x1
(4.6)
mit
λ1 = u1 − c, λ2 = λ3 = λ4 = λ5+k = u1, λ5 = u1 + c (4.7)
berechnet [195, 253]. Dabei wird angenommen, dass die Randﬂäche des Rechengebiets or-
thogonal zur x1-Richtung ist und sich akustischen Wellen hauptsächlich in x1-Richtung aus-
breiten. Die Ergebnisse lassen sich jedoch auf jede beliebige Richtung anwenden. Außerdem
werden im Folgenden die Variationen der charakteristischen Wellenamplitude vereinfachend
als charakteristische Wellen bezeichnet. λi entsprechen den Ausbreitungsgeschwindigkeiten
der charakteristischen Wellen. L1 und L5 breiten sich mit Schallgeschwindigkeit relativ zur
Grundströmung aus und beschreiben somit akustische Wellen. Die verbleibenden charakte-
ristischen Wellen breiten sich konvektiv mit Strömungsgeschwindigkeit aus.
Zur Bestimmung der Randbedingungen wird zwischen ein- und auslaufenden Charakteris-
tiken unterschieden. Abbildung 4.1(a) zeigt schematisch die Charakteristiken einer subsoni-
schen Strömung an einem Ein- und einem Ausströmrand. An einem Einströmrand beﬁnden
sich 4+Nk und an einem Ausströmrand eine einlaufende Charakteristik, wobei Nk die Anzahl
der Gaskomponenten Yk ist. Damit das Lösungsverfahren stabil ist, muss an den Rändern die
Anzahl der physikalischen Randbedingungen der Anzahl der einlaufenden Charakteristiken
entsprechen [195,222,223].
Bei einem numerischen Lösungsverfahren muss für jede Variable des Lösungsvektors ei-
ne Randbedingung gesetzt werden. Der Lösungsvektor φ des in Kapitel 2.1 vorgestellten
Transportgleichungssystems beinhaltet 5 + Nk Variablen. Somit übersteigt im Allgemeinen
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Abbildung 4.1.: Charakteristiken am Ein- und Auslass einer subsonischen Strömung [145,
195].
die Anzahl der Variablen die Anzahl der physikalischen Randbedingungen, wie am Beispiel
subsonischer Ein- und Ausströmränder zu sehen ist [195]. Zur Lösung des Gleichungssystems
werden deshalb neben physikalischen auch numerische Randbedingungen verwendet, d.h. die
Randwerte werden mithilfe der numerischen Lösung innerhalb des Rechengebiets bestimmt.
In dieser Arbeit wird zur Deﬁnition der physikalischen und numerischen Randbedingungen
die Navier-Stokes Characteristic Boundary Conditions (NSCBC) Methode verwendet [196].
Dabei werden zur Bestimmung der Randwerte charakteristische Gleichungen für die Ränder
gelöst, die es erlauben ein- und auslaufende charakteristische Wellen getrennt zu behandeln.
Im Folgenden werden die charakteristischen Gleichungen des Schätzungs- und des Korrek-
turschritts des SICS Verfahrens abgeleitet.
4.1.1. Schätzungsschritt
In Kapitel 3.2.3 wurden die Eigenwerte des SICS Schätzungsschritts bestimmt. Durch Sub-
stitution der Eigenwerte in die Gleichungen (4.1)-(4.6) werden die charakteristischen Wellen
in x1-Richtung berechnet
Lc,1 = λc,1(
∂p
∂x1
− ρc∂u1
∂x1
) (4.8)
Lc,2 = λc,2(c
2 ∂ρ
∂x1
− ∂p
∂x1
) (4.9)
Lc,3 = λc,3
∂u2
∂x1
(4.10)
Lc,4 = λc,4
∂u3
∂x1
(4.11)
Lc,5 = λc,5(
∂p
∂x1
+ ρc
∂u1
∂x1
) (4.12)
Lc,5+k = λc,5+k
∂Yk
∂x1
(4.13)
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mit
λc,i = u1 (4.14)
wobei Lc,i die charakteristischen Wellen des Schätzungsschritts sind. Anhand der charakte-
ristischen Wellen lassen sich die Gradienten des primitiven Lösungsvektors an den Rändern
des Rechengebiets zu
u1
∂φ
∂x1
= u1dc =

1
c2
[
Lc,2 +
1
2
(Lc,5 + Lc,1)
]
1
c
(
Ma1Lc,2 +
1
2
(Ma1 + 1)Lc,5 +
1
2
(Ma1 − 1)Lc,1
)
ρLc,3 +Ma2
1
c
[
Lc,2 +
1
2
(Lc,5 + Lc,1)
]
ρLc,4 +Ma3
1
c
[
Lc,2 +
1
2
(Lc,5 + Lc,1)
]
(
h
c2
− 1
γ − 1
)
Lc,2 +
(
h
c2
+ 1
)
(Lc,1 + Lc,1)− αk 1
γ − 1Lc,5+k
ρLc,5+k + Yk
1
c2
[
Lc,2 +
1
2
(Lc,5 + Lc,1)
]

(4.15)
bestimmen, wobei Mai = ui/c die Mach-Zahl in xi-Richtung ist. Des Weiteren wurde der
Enthalpiegradient mithilfe des idealen Gasgesetzes (3.5) berechnet. Durch Substitution der
Gradienten in die Transportgleichung (3.35) ergibt sich die charakteristische Gleichung des
SICS Schätzungsschritts zu:
φ∗ − φn
∆t
+ u1dc + u2
∂φ
∂x2
+ u3
∂φ
∂x3
= Dφ (4.16)
Mithilfe von Gleichung (4.16) können die Randwerte für den SICS Schätzungsschritt berech-
net werden, wenn die charakteristischen Wellen Lc,i bekannt sind.
Abbildung 4.1(b) zeigt die charakteristischen Wellen des SICS Schätzungsschritts an ei-
nem Ein- und einem Ausströmrand. Am Ausströmrand treten alle Charakteristiken aus dem
Rechengebiet heraus. Entsprechend werden dort ausschließlich numerische Randbedingungen
verwendet, d.h. die charakteristischen Wellen Lc,i werden aus dem Rechengebiet bestimmt
(Tab. 4.1). Am Einströmrand treten alle Charakteristiken in das Rechengebiet ein, entspre-
chend werden dort alle Charakteristiken vorgegeben. Dazu werden die Local One Dimensio-
nal Inviscid (LODI) Gleichungen verwendet [196]. Diese entsprechen der charakteristischen
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Tabelle 4.1.: Charakteristische Randbedingungen des Schätzungsschritts
Randbedingung physikalisch numerisch
Einströmrand reﬂektierend Lc,i
schwach reﬂektierend Lc,1 = Lc,5+k = 0
Lc,2 = σ2(T − T∞)
Lc,3 = σ3(u2 − u2,∞)
Lc,4 = σ4(u3 − u3,∞)
Lc,5 = σ5(u1 − u1,∞)
Ausströmrand reﬂektierend Lc,i
schwach reﬂektierend Lc,i
Viskose Wand reﬂektierend Lc,i
Gleichung (4.16) für eine eindimensionale Strömung unter Vernachlässigung des diﬀusiv-
chemischen Terms:
φ∗ − φn
∆t
+ u1dc = 0 (4.17)
Für eine vollständig reﬂektierende Randbedingung werden ein konstanter Variablenvektor
φ am Einlass vorgegeben und daraus nach Gleichung (4.17) die charakteristischen Wellen
berechnet [195,196].
Zur Reduzierung der Reﬂexion werden die charakteristischen Wellen am Einlass mithil-
fe von Variablen im Fernfeld berechnet wie in Tabelle 4.1 gezeigt wird [196]. Mithilfe der
Kopplungsparameter σi kann die Reﬂexion angepasst werden. Für σi = 0 ergibt sich ei-
ne nicht-reﬂektierende und für σi → ∞ eine vollständig reﬂektierende Randbedingung. Der
resultierende Reﬂexionsfaktor wird in Abhängigkeit der Kopplungsparameter im nächsten
Abschnitt bestimmt.
Neben Ein- und Ausströmrändern beinhaltet die Simulation von Verbrennungsprozessen
oftmals Wände als Begrenzung des Rechengebiets. In dieser Arbeit werden Wände als un-
durchlässig und starr angenommen. Daraus ergibt sich, dass die Geschwindigkeit in normalen
Richtung zur Wand u1 = 0 beträgt. Entsprechend sind die charakteristischen Wellen nach
Gleichungen (4.8)-(4.13) Lc,i = 0. Damit ergibt sich ein konstanter Variablenvektor als Wand-
randbedingung des SICS Schätzungsschritts.
4.1.2. Korrekturschritt
Im vorangegangenen Abschnitt wurden die Randbedingungen des SICS Schätzungsschritts
anhand der charakteristischen Wellen abgeleitet. In diesem Kapitel werden die entsprechen-
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den Randbedingungen für den Korrekturschritt bestimmt. Nach Kapitel 3.2.2 betragen die
Eigenwerte des Gleichungssystems des Korrekturschritts:
λa,1 = −c, λa,2−4 = λa,5+k = 0, λa,5 = c (4.18)
Durch Substitution der Eigenwerte in Gleichungen (4.1)-(4.6) werden die charakteristischen
Wellen des Korrekturschritts La,i zu:
La,1 = λa,1(
∂p
∂x1
− ρc∂u1
∂x1
) (4.19)
La,2 = La,3 = La,4 = 0 (4.20)
La,5 = λa,5(
∂p
∂x1
+ ρc
∂u1
∂x1
) (4.21)
La,5+k = 0 (4.22)
bestimmt. Aus den charakteristischen Wellen (4.19) und (4.21) werden die Gradienten des
Drucks und der Geschwindigkeit in x1-Richtung zu
∂
∂x1
 p
u1
 = da =

1
2c
(Lc,5 − Lc,1)
1
2ρc2
(Lc,5 + Lc,1)
 (4.23)
berechnet. Mithilfe der Gradienten wird die charakteristische Druckkorrekturgleichung zu
∂1d
δ
a,1 + ∂j∂jδp−
2
c2∆t
(
u1d
δ
a,1 + δp da,2 + ∂jujδp
)− 4
c2∆t2
δp
= −∂1dn+∗a,1 − ∂j∂jpn+∗ +
4
∆t
(
ρ∗ − ρn
∆t
+
1
2
(
∂jρu
n+∗
j + ρd
n+∗
a,2
)) (4.24)
bestimmt, wobei j = 2,3. Dabei sind die Zeitindizes φδ = φn+1 − φ∗ und φn+∗ = φn + φ∗.
Die charakteristische Druckgleichung kann an den Rändern des Rechengebiets gelöst werden,
wenn die charakteristischen Wellen bekannt sind. Abbildung 4.1(c) zeigt die Charakteristi-
ken des SICS Korrekturschritts. An Ein- und Ausströmrändern beﬁnden sich jeweils eine
ein- und eine auslaufende Charakteristik. Wie in Tabelle 4.2 gezeigt wird, wird an den Rän-
dern die jeweils auslaufende Charakteristik als numerische Randbedingungen verwendet, d.h.
aus Werten innerhalb des Integrationsgebiets berechnet, um ein stabiles Lösungsverfahren
zu garantieren. Zur Bestimmung der physikalischen Randbedingungen, d.h der einlaufen-
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Tabelle 4.2.: Charakteristische Randbedingungen des Korrekturschritts
Randbedingung physikalisch numerisch
Einströmrand reﬂektierend La,5 = La,1 La,1
schwach reﬂektierend La,5 = Kρc(u1 − u1,∞) La,1
Ausströmrand reﬂektierend La,1 = −La,5 La,5
schwach reﬂektierend La,1 = K(p− p∞) La,5
Viskose Wand reﬂektierend La,5 = La,1 La,1
den charakteristischen Wellen, werden aus Gleichungen (3.23), (3.24) und (3.29) die LODI
Beziehungen
un+1 − u∗
∆t
=
1
2ρc2
(La,5 − La,1) (4.25)
pn+1 − p∗
∆t
=
δp
∆t
= −1
2
(La,5 + La,1) (4.26)
des Korrekturschritts bestimmt. Als physikalische Randbedingungen kann an einem Ein-
strömrand die Geschwindigkeit und an einem Ausströmrand der Druck vorgegeben werden.
An Gleichungen (4.25) und (4.26) ist zu erkennen, dass die ein- und auslaufenden charakteris-
tischen Wellen dabei betragsmäßig gleich sind. Somit ergibt sich eine vollständige Reﬂexion
der akustischen Wellen an den Ein- und Ausströmrändern. An Wänden wird aufgrund der
Haftbedingungen ein konstante Geschwindigkeit ui = 0 vorgegeben. Nach Gleichung (4.25)
entsprechen sich dabei die ein- und auslaufenden charakteristischen Wellen. Folglich werden
akustische Wellen gemäß dieser Deﬁnition der Wandrandbedingungen vollständig reﬂektiert.
Zur Deﬁnition schwach reﬂektierender Randbedingungen werden Geschwindigkeit und Druck
nicht auf den Ein- bzw. Ausströmrändern, sondern im Fernfeld vorgegeben (Tab. 4.2) [195,
196]. Eine steigende Abweichung der Randwerte von den Fernfeldwerten führt dabei zu ei-
ner proportionalen Verstärkung der einlaufenden Wellen. Beispielsweise berechnet sich die
einlaufende charakteristische Welle an einem Ausströmrand zu
La,1 = K(p− p∞) (4.27)
mit dem Kopplungsparameter
K = σc(1−Ma2)/L (4.28)
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wobei L eine Referenzlänge und σ der Kopplungsfaktor sind. Mithilfe dieser Kopplung zwi-
schen Rand- und Fernfeldwerten werden dem Rechengebiet Randbedingungen aufgeprägt
ohne dass die konstanten Vorgaben zu jedem Zeitpunkt an den Rändern exakt erfüllt sind.
Somit können konstante Randwerte in Form von Fernfeldwerten vorgegeben werden und
gleichzeitig die Reﬂexion akustischer Wellen an den Rändern reduziert werden.
Nach Selle et al. [235] ergibt sich bei der Deﬁnition der einlaufenden Wellen nach Gleichung
(4.27) der komplexe Reﬂexionsfaktor akustischer Wellen zu:
R =
−1
1− i2ω
K
(4.29)
Dabei ist ω die Kreisfrequenz, i2 = −1 die imaginäre Einheit und R das Verhältnis aus
ein- zu auslaufenden akustischen Wellen im Frequenzbereich. Für K → 0 ergibt sich nach
Gleichung (4.29) ein Reﬂexionsfaktor von R = 0 und somit eine nicht-reﬂektierende Randbe-
dingung. Mit steigendem Kopplungsparameter K nehmen die Reﬂexionen zu. Für K → ∞
ergibt sich R = −1 und somit eine vollständige Reﬂexion akustischer Wellen.
4.1.3. Implementierung
Zur Bestimmung der Randbedingungen mithilfe der NSCBC Methode [195, 196] werden die
charakteristischen Gleichungen (4.16) und (4.24) auf den Rändern gelöst. Dieses Verfahren
wurde ursprünglich für explizite Lösungsverfahren entwickelt, wobei die charakteristischen
Gleichungen explizit vor jedem Zeitschritt integriert werden. Um die Stabilität des Verfahrens
zu garantieren, muss die Courant-Zahl
CFL =
(u+ c)∆t
∆x
< 1 (4.30)
erfüllen. Daraus resultieren im Allgemeinen sehr kleine Integrationsschritte. Um die Zeit-
schrittlimitierung zu umgehen, können die charakteristischen Gleichungen implizit gelöst
werden. Dies führt zu einer Kopplung der Geschwindigkeits- und Druckfelder. In der vorlie-
genden Arbeit wird ein Druckkorrekturverfahren (Kap. 3) verwendet, bei dem diese Größen
sequentiell berechnet werden. Somit ist eine direkte implizite Lösung der charakteristischen
Gleichung nur iterativ möglich.
In dieser Arbeit werden zunächst die Randwerte mithilfe der charakteristischen Wellen
Li extrapoliert. Dabei wird die Green-Gauß Methode [145] verwendet, die den Gradienten
der Lösungsvariablen entsprechend der charakteristischen Wellen in den Mittelpunkten der
Randzellen vorgibt. Anschließend werden die vollständigen Transportgleichungen mit diesen
Dirichlet-Randbedingungen gelöst. Da der Gradient der Lösungsvariablen von den charakte-
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Abbildung 4.2.: Betrag des Reﬂexionsfaktors bei charakteristischen Randbedingungen
ristischen Wellen bestimmt wird, werden in den Randzellen näherungsweise die charakteris-
tischen Gleichungen gelöst. Darüber hinaus werden die Gleichungen an den Rändern impli-
zit gelöst. Dies ermöglicht eine Integration der Gleichungen, die nicht der CFL-Limitierung
CFL < 1 unterliegt. Jedoch steigt mit dem zeitlichen Integrationsschritt auch der Fehler der
Randbedingungen, d.h. die Reﬂexion akustischer Wellen entspricht nicht mehr dem analyti-
schen Reﬂexionsfaktor (Gl. (4.29)).
Zur Veriﬁkation der Implementierung wird die Reﬂexion einer akustischen Welle am Ein-
und Auslass eines eindimensionalen Kanals berechnet (Anhang A.4) [145]. Die Frequenz
und die Druckamplitude der akustischen Welle betragen 1 kHz bzw. 10Pa. Abbildung 4.2(a)
zeigt sowohl den numerischen Reﬂexionsfaktor am Ein- und Ausströmrand als auch den
analytischen Reﬂexionsfaktor für CFL = 1 als Funktion des Kopplungsparameters K. Der
Kopplungsparameter wird zwischen 102 und 105 variiert. Die untere Grenze entspricht dem
empfohlenen Minimum des Kopplungsparameters für nicht-reﬂektierende Randbedingungen
von σ = 0.27 [196]. Im Falle der oberen Grenze stellt sich eine näherungsweise vollständi-
ge Reﬂexion ein. Wie Abbildung 4.2(a) zeigt, stimmen der numerische und der analytische
Reﬂexionsfaktor sowohl am Ein- als auch am Ausströmrand sehr gut überein.
Abbildung 4.2(b) zeigt den numerischen und den analytischen Reﬂexionsfaktor für unter-
schiedliche CFL-Zahlen. Mit steigender CFL-Zahl nimmt die Abweichung zwischen numeri-
schem und analytischem Reﬂexionsfaktor zu. Für den Fall dass der Reﬂexionsfaktor an den
Rändern exakt vorgegeben werden soll, muss die CFL-Zahl dort entsprechend klein sein.
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4.2. Impedanzrandbedingungen
Im vorangegangenen Abschnitt wurden charakteristische Randbedingungen diskutiert, die es
erlauben den Reﬂexionsfaktor akustischer Wellen an den Rändern des Rechengebiets mithilfe
eines freien Parameters einzustellen (Kap. 4.1). Die Übertragungsfunktion der akustischen
Variablen ist dabei erster Ordnung [182]. Zur Vorgabe von Übertragungsfunktionen höhe-
rer Ordnung werden in der vorliegenden Arbeit Impedanzrandbedingungen verwendet. Diese
ermöglichen es, komplexe Reﬂexionsfaktoren frequenzabhängig an den Rändern eines Re-
chengebiets festzulegen.
4.2.1. Digitale Filter
Das in dieser Arbeit verwendete Lösungsverfahren (Kap. 3) berechnet den Lösungsvektor φ
einer reaktiven Strömung im Zeitbereich. Zur Vorgabe eines frequenzabhängigen Reﬂexions-
faktors an den Rändern des Rechengebiets wird der Lösungsvektor jedoch im Frequenzbereich
benötigt. Die dazu notwendigen Fourier Hin- und Rückransformationen der Randwerte sind
für CFD Anwendungen zu rechenintensiv [104, 268]. Deshalb werden in dieser Arbeit Ti-
me Domain Impedance Boundary Conditions (TDIBC) verwendet. Dabei werden analytische
Modellfunktionen als Übertragungsfunktion vorgegeben, deren Transformation zwischen Zeit-
und Frequenzbereich bekannt ist. Somit kann die Berechnung der Randwerte ohne Fourier-
Transformationen vollständig im Zeitbereich erfolgen.
In der Literatur zu Impedanzrandbedingungen [11, 24, 76, 149, 152, 183, 251] wurden eine
Vielzahl analytischer Modellfunktionen zur Deﬁnition von TDIBC vorgeschlagen. In dieser
Arbeit wird eine rationale Modellfunktion
H(z) =
Y (z)
X(z)
=
b0 + b1z
−1 + . . . bMz−M
1 + a1z−1 + . . . aNz−N
(4.31)
verwendet [181,183,184]. Dabei sind H die Modellfunktion, X und Y die Ein- und Ausgangs-
variablen, ai und bi die Filterkoeﬃzienten und z = eiω. Wie von Özyörük et al. [183,184] vorge-
schlagen, wird Gleichung (4.31) mithilfe des Verschiebungssatzes der z-Transformation [182]
in den Zeitbereich transformiert
yn = −
N∑
j=1
aky
n−j +
M∑
j=0
bkx
n−j (4.32)
wobei xn und yn diskrete, äquidistante Zeitreihen der Ein- und Ausgangsvariablen sind.
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Abbildung 4.3.: Digitale Filter als direkte Form I und direkte Form II transponiert. [104,182]
Die algebraische Gleichung (4.32) kann zur Berechnung der Randwerte verwendet werden.
Sie entspricht der sogenannten direkten Form I eines digitalen Filters [182]. Abbildung 4.3(a)
zeigt das zugehörige Schaltbild der Gleichung. Bei der direkten Form I eines Filters führen
jedoch Rundungs- und Quantisierungsfehler schnell zur Destabilisierung des Filters [182].
Deshalb haben Huber et al. [104] vorgeschlagen, für CFD Anwendungen die stabilere direkte
Form II transponiert zu verwenden (Abb. 4.3(b)). Dazu wird die Übertragungsfunktion in
Kettenform
H(z) =
Nj∏
j=1
Hj(z) (4.33)
geschrieben, wobei die Übertragungsfunktion jedes KettenelementsHj durch ein System zwei-
ter Ordnung
Hj(z) =
bj0 + bj1z
−1 + bj2z−2
1 + aj1z−1 + aj2z−2
(4.34)
beschrieben wird [182]. Dabei sind aji und bji die Filterkoeﬃzienten. Gleichung (4.34) kann
durch Faktorisierung der Gleichung (4.31) bestimmt werden. Entsprechend sind beide Formen
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äquivalente Beschreibungen der Modellfunktion H(z). Mithilfe der Faltungs- und Verschie-
bungssätze der z-Transformation [182] wird Gleichung (4.34) in den Zeitbereich transformiert
ynj = bj0x
n
j + w
n−1
j1 (4.35)
wnj1 = bj1x
n
j − aj1ynj + wn−1j2 (4.36)
wnj2 = bj2x
n
j − aj2ynj (4.37)
wobei wji die Zustandsvariablen sind [104, 182]. Anhand der Gleichungen (4.35)-(4.37) kön-
nen die Randwerte für eine CFD Simulation berechnet werden, wenn die Filterkoeﬃzienten
bekannt sind. Die Bestimmung dieser Koeﬃzienten wird im folgenden Abschnitt diskutiert.
4.2.2. Filterkoeﬃzienten und Abtastung
Im vorangegangenen Abschnitt wurden Modellfunktionen in direkter Form I (Gl. (4.31))
und in direkter Form II transponiert (Gl. (4.33) vorgestellt. Zur Anwendung der Filter in
einer CFD Simulation müssen die Filterkoeﬃzienten der Modellfunktionen bestimmt werden.
In der vorliegenden Arbeit werden dafür zunächst die Koeﬃzienten der Modellfunktion in
direkter Form I bestimmt. Mithilfe der kommerziellen Software MathWorks Matlab [155]
werden anschließend die Koeﬃzienten der direkten Form II transponiert berechnet, die in der
CFD Software THETA verwendet werden.
Die Filterkoeﬃzienten ai und bi der direkten Form I werden so bestimmt, dass die Mo-
dellfunktion (Gl. (4.31)) der vorzugebenden Übertragungsfunktion entspricht. Zur Bestim-
mung der Koeﬃzienten werden zwei unterschiedliche Verfahren verwendet. Zum einen werden
die Filterkoeﬃzienten durch Koeﬃzientenvergleich der Modellfunktion (4.31) mit der vorzu-
gebenden Übertragungsfunktion bestimmt, falls die vorzugebende Übertragungsfunktion in
analytischer Form vorliegt. Zum anderen werden die Koeﬃzienten anhand einer Kurvenanpas-
sung der Modellfunktion an die vorzugebende Übertragungsfunktion bestimmt [104,132,268].
Nach Huber et al. [104] wird für die Kurvenanpassung der komplexen Funktionen ein Least-
Square Ansatz [132] verwendet. Darüber hinaus wird ein gedämpftes Gauß-Newton Ver-
fahren [46] zur Verbesserung der Genauigkeit verwendet. Beide Algorithmen stehen in der
kommerziellen Software MathWorks Matlab [155] zur Verfügung.
In Abschnitt 4.2.1 wurde angenommen, dass die diskreten Ein- und Ausgangsfolgen des
Filters äquidistant sind, d.h. die Abtastungsrate fs konstant ist. Nach dem Nyquist'schen Ab-
tasttheorem [182] ist die maximal aufgelöst Frequenz fN des Filters durch die Abtastungsrate
bestimmt
fN =
1
2
fs (4.38)
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wobei fN die sogenannte Nyquist-Frequenz ist. Damit sind auch die zuvor diskutierten Filter-
koeﬃzienten ai und bi eine Funktion der Abtastungsrate, denn diese beschreiben den Verlauf
der Modellfunktion im Frequenzintervall
f ∈ [0, fN ] (4.39)
Unter der Annahme, dass jeder numerische Zeitschritt einer CFD Simulation als diskreter
Wert der Ein- und Ausgangsfolge verwendet wird, ist die Abtastungsrate durch den numeri-
schen Zeitschritt festgelegt:
fs =
1
∆t
(4.40)
Aus dieser Abhängigkeit der Abtastungsrate fs der Ein- und Ausgangsfolgen und des nu-
merischen Zeitschritts ∆t ergeben sich folgende Auswirkungen für CFD Simulationen mit
TDIBC. Erstens muss ein konstanter numerischer Zeitschritt verwendet werden, da sonst die
Abtastungsrate nicht konstant ist und somit die numerische Übertragungsfunktion an den
Rändern verfälscht wird. Um dies zu vermeiden ist eine Anpassung der Filterkoeﬃzienten
bei jeder Änderung des numerischen Zeitschritts notwendig. Da die Filterkoeﬃzienten ge-
gebenenfalls mithilfe einer Kurvenanpassung komplexer Kurven bestimmt werden, kann die
Änderung des numerischen Zeitschritts mit sehr viel Aufwand verbunden sein.
Zweitens bestimmt nach Gleichungen (4.38) und (4.40) der numerische Zeitschritt die
Nyquist-Frequenz des Filters. Die Filterkoeﬃzienten werden so gewählt, dass sie die Mo-
dellfunktion H(z) im gesamten aufgelösten Frequenzbereich nach Gleichung (4.39) beschrei-
ben. Bei Verbrennungssimulationen werden üblicherweise Zeitschritte im Bereich O(10−6)
verwendet. Daraus ergibt sich eine Nyquist-Frequenz des Filters von fN = 500 kHz. Oftmals
liegen die dominanten Signale eines Testfalls in einem deutlich kleineren Frequenzintervall
wie beispielsweise f < 1 kHz. Somit muss die Kurvenanpassung über einen deutlich größeren
Frequenzbereich ausgeführt werden als für die CFD Simulation relevant ist. Dies verringert
die Genauigkeit der Kurvenanpassung mit steigender Nyquist-Frequenz, d.h. mit sinkendem
numerischen Zeitschritt.
Aufgrund der zuvor beschriebenen Herausforderungen bei CFD Simulationen mit TDIBC
wird in der vorliegenden Arbeit der ganzzahlige, positive Downsamplingfaktor
FDS =
1
fs∆t
(4.41)
verwendet, mit dessen Hilfe die Abtastungsrate des Filters angepasst werden kann [146]. Das
Downsampling ermöglicht bei einer Änderung des numerischen Zeitschritts in ganzzahligen
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Vielfachen die Abtastungsrate und somit auch die Filterkoeﬃzienten konstant zu halten,
wie aus Gleichung (4.41) ersichtlich ist. Darüber hinaus bewirkt das Downsampling eine
Reduktion der Nyquist-Frequenz. Dies erhöht wiederum die Genauigkeit angepasster Modell-
funktionen [146].
Mit steigendem Downsamplingfaktor und gleichzeitig konstanter Abtastung sinkt der nu-
merische Zeitschritt. Somit wird der ursprüngliche Zeitschritt durch mehrere Schritte berech-
net
∆tDS =
∆t0
FDS
(4.42)
wobei ∆t0 der ursprüngliche und ∆tDS der Zeitschritt mit Downsampling ist. Damit die
Randwerte unabhängig vom gewählten Downsamplingfaktor sind, wird die Eingangsfolge des
Filters über vorangegangene Zeitschritte gemittelt
xnDS =
m∑
i=m−FDS
gixi (4.43)
≈ xm/FDS0 (4.44)
mit
m = n− (n mod FDS) (4.45)
berechnet. Dabei ist xn0 die Eingangsfolge der Simulation mit dem ursprünglichen Zeitschritt
∆t0 und gi eine Gewichtungsfunktion. Dabei können unterschiedliche Gewichtungsfunktionen
verwendet werden. Beispielsweise kann die Dirac-Funktion als Gewichtung der Inputvariable
eingesetzt werden
gi1 = δ(n mod FDS) (4.46)
Diese sehr einfache Gewichtung führt jedoch zu Aliasing-Fehlern, die das Filter destabilisieren
können [182]. Um Aliasing-Fehler zu vermeiden, wird die konstante Gewichtung
gi2 =
1
FDS
(4.47)
eingesetzt, die einem Rechteckfenster entspricht. Mithilfe des Rechteckfensters wird eine sta-
bilere Implementierung des Filters erreicht [182]. Dies ermöglicht erstens einen höheren Down-
samplingfaktor und zweitens Filter höherer Ordnung zu verwenden.
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Die zeitlich gemittelte Eingangsfolge entspricht näherungsweise der ursprünglichen Ein-
gangsfolge x0. Da ebenfalls die gleichen Filterkoeﬃzienten verwendet werden, wird unabhän-
gig vom Downsamplingfaktor die gleiche Ausgangsfolge
ynDS ≈ ym/FDS0 (4.48)
berechnet, wobei yn0 die Ausgangsfolge der Simulation mit dem ursprünglichen Zeitschritt
∆t0 ist. Ohne die zuvor beschriebene zeitliche Mittelung wird das Filter bereits bei geringen
Downsamplingfaktoren aufgrund von Aliasing-Fehlern instabil. Jedoch bewirkt die Mittelung
eine zusätzliche Phasenverschiebung der reﬂektierten Wellen. Der Einﬂuss des Downsampling-
faktors auf den numerischen Reﬂexionsfaktor wird in Abschnitt 4.2.5 anhand eines Beispiels
ausführlicher diskutiert.
4.2.3. Stabilität
In Abschnitt 4.1 wurden charakteristische Wellen zur Deﬁnition der Randbedingungen ver-
wendet. An den Rändern eines CFD Rechengebiets wird dabei zwischen ein- und auslaufenden
Wellen unterschieden. Der Wert einer auslaufenden charakteristischen Welle am Rand des Re-
chengebiets kann nicht durch die Randbedingung verändert werden, sondern er wird durch
die bisherige Lösungen im inneren des Rechengebiets bestimmt. Im Gegensatz dazu werden
einlaufende Wellen durch die Umgebung des Rechengebiets bestimmt.
Eine Vorgabe auslaufender charakteristischer Wellen als Randbedingung ist ebenso nicht
physikalisch wie die Berechnung einlaufender Wellen aus dem Inneren des Rechengebiets. Ent-
sprechend führt beides zu einem instabilen Lösungsverfahren [192]. Um dies zu vermeiden
wurde in Abschnitt 4.1 zwischen numerischen und physikalischen Randbedingungen unter-
schieden. Auslaufende charakteristische Wellen werden als numerische und einlaufende als
physikalische Randbedingungen behandelt. Nach Fung et al. [76] kann dies auf TDIBC über-
tragen werden, indem die charakteristischen Wellen als Eingangs- und Ausgangsvariablen
des digitalen Filters verwendet werden. Die auslaufende Welle wird aus dem Inneren des
Rechengebiets bestimmt und als Eingangsvariable verwendet. Mithilfe des Filters wird die
einlaufende Welle bestimmt. Somit ergibt sich die Übertragungsfunktion zu
H(z) =
αˆ−
αˆ+
(4.49)
= R(z) (4.50)
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wobei αˆ− und αˆ+ die Fourier-Transformierten der ein- und auslaufenden Wellen, d.h. der
Riemann Invarianten
α+ =
1
2
(pa + uaρc) (4.51)
α− =
1
2
(pa − uaρc) (4.52)
sind. Dabei ist pa der Schalldruck und ist ua die Schallschnelle. Die Übertragungsfunktion
H(z) entspricht bei dieser Wahl der Eingangs- und Ausgangsvariablen dem Reﬂexionsfaktor
der charakteristischen Wellen am Rand des Rechengebiets. Zur Bestimmung des Schalldrucks
und der Schallschnelle werden der Druck und die Geschwindigkeit in
p = p¯+ p′ + pa (4.53)
u = u¯+ u′ + ua (4.54)
zerlegt [113]. Dabei sind (¯) zeitliche Mittelwerte und ()′ turbulente Fluktuationen. Um den
Schalldruck und die Schallschnelle zu berechnen wird zunächst der zeitliche Mittelwert des
Drucks und der Geschwindigkeit von den jeweiligen Gesamtwerten (Gl. (4.53) und Gl. (4.54))
subtrahiert. Anschließend wird zur Elimination der turbulenten Fluktuationen der räumliche
Mittelwert über die Randﬂäche gebildet [113], wobei angenommen wird, dass Schalldruck
und -schnelle homogen im Randquerschnitt verteilt sind.
Als Alternative zu den ein- und auslaufenden Wellen können auch der Druck und die
Geschwindigkeit als Eingangs- und Ausgangsvariablen des Filters genutzt werden
H(z) =
pˆ
uˆ
(4.55)
= Z(z) (4.56)
wobei die Übertragungsfunktion dann die Impedanz Z ist. Diese Formulierung der Übertra-
gungsfunktion bietet jedoch nicht die Möglichkeit zwischen ein- und auslaufenden Charakte-
ristiken zu unterscheiden und führt deshalb nach Fung et al. [76, 77] nur zu einer bedingten
Stabilität des Lösungsverfahrens. Deshalb wird in der vorliegenden Arbeit die Übertragungs-
funktion als Reﬂexionsfaktor nach Gleichung (4.49) verwendet.
Die Stabilität des Lösungsverfahrens wird bei TDIBC durch die Wahl der Ein- und Aus-
gangsvariablen des Filters beeinﬂusst [77]. Darüber hinaus sollte das verwendete Filter stabil
sein. Dabei wird zwischen der Stabilität der Implementierung und des analytischen Filters
unterschieden. Die Implementierung des Filters kann aufgrund von Rundungs- und Quantisie-
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rungsfehlern instabil werden [182]. Um dies zu vermeiden wurde in der vorliegenden Arbeit
das Filter in direkter Form II transponiert implementiert. Diese Form ist vergleichsweise
robust gegenüber Rundungs- und Quantisierungsfehlern [104,182].
Das analytische Filter ist BIBO (bounded-input bounded-output) stabil, wenn jede be-
schränkte Eingangsfolge
|xn| ≤ Cx <∞ (4.57)
zu einer beschränkten Ausgangsfolge
|yn| ≤ Cy <∞ (4.58)
führt, wobei Cx und Cy endliche, positive Werte sind [182]. Zur Beurteilung der Stabilität
des analytischen Filters wird die Kausalitätsbedingung verwendet. Ein Filter ist kausal wenn
für beliebige Zeitpunkte n0 die Ausgangsvariable nur von Werten zu den Zeitpunkten n ≤ n0
abhängt [182]. Dies bedeutet, dass keine zukünftigen Werte der Ein- oder Ausgangsvariablen
verwendet werden und das Filter somit nicht vorhersagend ist. Nach Oppenheim et al. [182]
ist ein kausales Filter BIBO stabil, wenn die Polstellen der zugehörigen Übertragungsfunktion
H(z) innerhalb des komplexen Einheitskreises liegen
|zp,i| < 1 (4.59)
wobei zp,i die Polstellen sind.
Die in dieser Arbeit verwendete rationale Übertragungsfunktion (4.31) ist kausal, wie an
der zugehörigen Diﬀerenzengleichung (4.32) zu erkennen ist. Somit kann a-priori anhand
der Polstellen der Übertragungsfunktion festgestellt werden, ob das Filter stabil ist. Dazu
wird zwischen Finite Impulse Response (FIR) und Inﬁnite Impulse Response (IIR) Filtern
unterschieden. Bei FIR Filtern sind alle Koeﬃzienten des Nennerpolynoms ai = 0 . In diesem
Fall besitzt die kausale Übertragungsfunktion (4.31) keine Polstellen und ist bedingungslos
stabil [182]. Bei IIR Filtern ist mindestens ein Koeﬃzient des Nennerpolynoms ungleich null.
In diesem Fall ist die Übertragungsfunktion (4.31) nur dann stabil, wenn Gleichung (4.59)
erfüllt ist. Für die in dieser Arbeit verwendeten IIR Filter wird dies mithilfe der kommerziellen
Software MathWorks Matlab [155] überprüft.
4.2.4. Schätzungs- und Korrekturschritt
Abbildungen 4.1(b) und 4.1(c) zeigen die Charakteristiken des SICS Schätzungs- und des
Korrekturschritts an Ein- und Ausströmrändern. Im Falle des Schätzungsschritts laufen alle
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Tabelle 4.3.: TDIBC des SICS Verfahrens
SICS Schritt Randbedingung physikalisch numerisch
Schätzung Einströmrand φ (m˙, u2, u3, T , Yk, p)
Ausströmrand ∂1φ = 0
Viskose Wand ui = 0 ∂1ρ = ∂1h = ∂1Yk = 0
Korrektur Einströmrand α− (H, m˙∞) α+
Ausströmrand α− (H, p∞) α+
Viskose Wand α− (H, ¯˙m = 0) α+
Charakteristiken an Einströmrändern ein und an Ausströmrändern aus. Zur Stabilisierung
des Lösungsverfahrens muss die Anzahl der einlaufenden Charakteristiken der Anzahl der
physikalischen Randbedingungen entsprechen. Wie in Tabelle 4.3 gezeigt wird, werden ent-
sprechend an Einströmrändern nur physikalische und an Ausströmrändern nur numerische
Randbedingungen für den SICS Schätzungsschritt verwendet.
Im Fall von Wänden wird in der vorliegenden Arbeit die Haftbedingung ui = 0 verwendet.
Daraus ergibt sich, dass im SICS Schätzungsschritt weder Charakteristiken ein noch aus-
laufen. Die verbleibenden drei Randbedingungen können nach der Charakteristikentheorie
frei gewählt werden. Jedoch hat die Wahl einen Einﬂuss auf den diﬀusiven Transport an
der Wand. Die Diﬀusion von Gaskomponenten durch die Wand wird in dieser Arbeit nicht
berücksichtig, woraus sich ∂1Yk = 0 ergibt (Tab. 4.3). Im Gegensatz dazu, kann Wärme-
leitung an der Wand zu Diﬀusion der Enthalpie (∂1h 6= 0) führen. Die dazu notwendigen
Randbedingungen wurden im Rahmen dieser Arbeit implementiert jedoch tritt dieser Fall in
keinem der vorgestellten Testfälle auf. Deshalb werden in Tabelle 4.3 vereinfachend nur die
Randbedingungen für adiabate Wände gezeigt.
Beim SICS Korrekturschritt läuft an Ein- und Ausströmrändern sowie an Wänden jeweils
eine Charakteristik ein und eine aus (Abb. 4.1(c)). Nach Tabelle 4.3 wird die auslaufen-
de Welle in beiden Fällen als numerische Randbedingung verwendet. Die einlaufende Welle
wird mithilfe des in Abschnitt 4.2.1 vorgestellten digitalen Filters berechnet. Darüber hin-
aus werden zur Vermeidung eines Drifts der Mittelwerte an Ein- und Ausströmrändern, die
Fernfeldwerte des Massenﬂusses m˙∞ und des Drucks p∞ aufgeprägt [104]. Somit kann auf
den Wänden in Normalenrichtung eine Schallschnelle u′ 6= 0 auftreten. Da Wände jedoch
als undurchlässig angenommen werden, wird zusätzlich der mittlere zeitliche Massenﬂuss
¯˙m = 0 aufgeprägt. In Anlehnung an die zuvor diskutierten charakteristischen Randbedin-
gungen (Kap. 4.1) werden dazu die einlaufenden Wellen nach Gleichung (4.27) verwendet.
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4.2.5. Implementierung
In der vorliegenden Arbeit wurden TDIBC für Einströmränder, Ausströmränder und Wände
in die DLR CFD Software THETA implementiert. Zur Veriﬁkation der Implementierung
wird zunächst ein zweidimensionaler Kanal mit einer Grundströmung 10m/s betrachtet, der
in Anhang A.5 ausführlich beschrieben wird.
Im Rahmen dieser Arbeit wurden TDIBC unter anderem eingesetzt um die akustischen
Eigenschaften einer Brennkammerwand zu modellieren (Kap. 6.2.4). Die dabei verwendete
Modellfunktion zur Modellierung des Reﬂexionsfaktors wird im Folgenden zur Veriﬁkation
der TDIBC Implementierung für Wände verwendet. Entsprechend wird an einer Kanalwand
als Reﬂexionsfaktor die Modellfunktion erster Ordnung
H(z) =
b0
1 + a1z−1
(4.60)
mit
a1 = − exp(−CH∆t/2) (4.61)
b0 = 1 + a1 (4.62)
vorgegeben, wobei CH = 7784 s ein Modellparameter ist. Der Parameter CH wurde so be-
rechnet, dass der Betrag des Reﬂexionsfaktor 90% bei 300 Hz entspricht. Diese Einstellung
wurde in Anlehung an die in Kapitel 6.2.4 verwendte Modellierung gewählt.
Gleichung (4.60) beschreibt ein Tiefpassﬁlter mit maximaler Polstelle
|zp|max = −a1 < 1. (4.63)
Alle Polstellen liegen innerhalb des komplexen Einheitskreises. Nach Abschnitt 4.2.3 ist das
Filter somit bedingungslos stabil. Zur Anregung der Wandrandbedingung werden am Anfang
der Simulation Druckstörungen bei diskreten Frequenzen eingebracht. Die Druckstörungen
breiten sich im Rechengebiet aus und werden an den Wänden reﬂektiert. Der entsprechen-
de numerische Reﬂexionsfaktor wird aus Zeitreihen des Drucks bestimmt. Ein ausführliche
Beschreibung des Testfalls ﬁndet sich in Anhang A.5. Abbildung 4.4 zeigt den analytischen
Reﬂexionsfaktor nach Gleichung (4.60) und den numerischen Reﬂexionsfaktor. Sowohl der
Betrag als auch die Phasenverschiebung des numerischen und des analytischen Reﬂexions-
faktors stimmen sehr gut über ein.
Zur Veriﬁkation der TDIBC Implementierung an Ein- und Ausströmrändern wird im Fol-
genden ein eindimensionaler Kanal mit einer Grundströmung von 10m/s untersucht [147,268].
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Abbildung 4.4.: Betrag und Phase des Reﬂexionsfaktors an einer Wand
Tabelle 4.4.: Filterkoeﬃzienten.
i Zählerpolynom b1i Nennerpolynom a1i
0 -0.840399 -
1 1.635910 -1.795511
2 -0.798005 0.798005
Dabei wird am Ein- bzw. Ausströmrand des Kanals eine Kombination aus Hoch- und Tief-
passﬁlter als speziﬁsche Impedanz
Z(iω) =
(Cz1 − Cz0)iω
1 + (Cz0 + Cz1)iω − Cz0Cz1ω2 (4.64)
vorgegeben, wobei Cz0 = 0.0002 und Cz1 = 0.001 Modellkonstanten sind. Die Modellkonstan-
ten wurden in Anlehnung an [268] gewählt. Da die Impedanz in analytischer Form vorliegt,
werden die Koeﬃzienten der Modellfunktion durch Koeﬃzientenvergleich bestimmt. Daraus
ergeben sich die in Tabelle 4.4 gezeigten Filterkoeﬃzienten. Die Betragsmäßig größte Polstelle
der Modellfunktion ergibt sich für diese Koeﬃzienten zu:
|zp|max ≈ 0.987 < 1 (4.65)
Nach Kapitel 4.2.3 ist die Übertragungsfunktion somit bedingungslos stabil.
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Abbildung 4.5.: Betrag und Phase des Reﬂexionsfaktors am Ein- und Auslass
Zur Berechnung des numerischen Reﬂexionsfaktors am Ausströmrand wird der Einström-
rand akustisch angeregt. Im Gegensatz dazu wird der Ausströmrand angeregt für die Berech-
nung des numerischen Reﬂexionsfaktors am Einströmrand. Mithilfe der Zeitreihen des Drucks
und der Geschwindigkeit im Rechengebiet wird der numerische Reﬂexionsfaktor berechnet.
Der Testfall wird ausführlicher in Anhang A.5 vorgestellt.
Abbildung 4.5 zeigt den Vergleich des numerischen und des analytischen Reﬂexionsfaktors
am Ein- und Ausströmrand des Kanals. Sowohl der Betrag als auch der Phasenverzug des
numerischen Reﬂexionsfaktors stimmen sehr gut mit dem analytischen Reﬂexionsfaktor über-
ein. Abbildung 4.6 zeigt den Reﬂexionsfaktor am Ausströmrand des Kanals für unterschiedli-
che Downsamplingfaktoren. Dabei wird ausgehend von einer Simulation ohne Downsampling
(FDS = 1) der numerische Zeitschritt um zwei Größenordnungen verringert und somit ein
maximaler Downsamplingfaktor von FDS = 100 erreicht. Wie in Abbildung 4.6(a) zu sehen
ist, wird der Betrag des Reﬂexionsfaktors nur leicht durch das Downsampling verändert.
Für alle betrachteten Downsamplingfaktoren zeigt sich eine sehr gute Übereinstimmung der
Beträge des numerischen und analytischen Reﬂexionsfaktors.
Im Gegensatz zum Betrag des numerischen Reﬂexionsfaktors zeigt sich bei dessen Pha-
senverzug eine Abhängigkeit vom Downsamplingfaktor wie in Abbildung 4.6(b) gezeigt wird.
Der Fehler zwischen dem Phasenverzug des numerischen und des analytischen Reﬂexions-
faktors steigt mit zunehmender Frequenz an. Der maximale Fehler von näherungsweise 8%
ist bei 1 kHz sichtbar. Diese Phasenverschiebung wird durch die zeitliche Mittelung der Ein-
gangsfolge verursacht, wodurch die Eingangswerte zeitlich verschoben werden. Die Mittelung
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Abbildung 4.6.: Einﬂuss des Downsamplingfaktors auf den Reﬂexionsfaktor am Auslass
ist jedoch notwendig, um Aliasing-Fehler zu vermeiden, die das Filter sonst destabilisieren
würden [182].
Wie zuvor gezeigt bewirkt das Downsampling bei TDIBC einen Fehler im Phasenverzug
des Reﬂexionsfaktors. Gleichzeitig wird jedoch auch die Nyquist-Frequenz verringert. Dies ist
insbesondere dann von Bedeutung, wenn die Filterkoeﬃzienten der Modellfunktion durch ei-
ne komplexe Kurvenanpassung bestimmt werden. Eine Kurvenanpassung wird beispielsweise
eingesetzt wenn der Reﬂexionsfaktor in Form experimenteller Daten vorliegt. Ohne eine Re-
duzierung der Nyquist-Frequenz ist bei technisch relevanten Testfällen eine Kurvenanpassung
oftmals nicht möglich.
Im folgenden Kapitel wird die numerische Simulation von indirektem Lärm im Entropie-
wellengenerator von Bake et al. [8] diskutiert. Bei diesem Experiment wurde der akustische
Reﬂexionsfaktor an einem Austrittsrand gemessen. Der gemessene Reﬂexionsfaktor wird in
dieser Arbeit mithilfe der TDIBC Modellfunktion modelliert. Wie im folgenden Kapitel ge-
zeigt wird, erhöht die Downsampling Methode die Genauigkeit der Modellfunktion erheblich.
Da der berechnete indirekte Lärm bei diesem Testfäll stark von den verwendeten akustischen
Randbedingungen abhängt [135, 172], erhöht das Downsamling Verfahren auch die Genau-
igkeit der numerischen Ergebnisse zum indirekten Lärm deutlich. Dieses Beispiel zeigt, dass
das im Rahmen dieser Arbeit entwickelte Downsampling für TDIBC ein wichtiges Verfahren
zur Anwendung dieser Randbedingungen für technisch relevante Testfälle darstellt.
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Bei Verbrennungslärm wird zwischen direktem und indirektem Lärm unterschieden [8]. Die
turbulent instationäre Wärmefreisetzung eines Verbrennungsprozesses führt zu Druckﬂuk-
tuationen und somit zu akustischen Wellen, die als direkter Verbrennungslärm bezeichnet
werden [94, 247]. Darüber hinaus erzeugen Verbrennungsprozesse Temperatur- bzw. Entro-
pieschwankungen, die mit Strömungsgeschwindigkeit konvektiert werden. Bei Beschleunigung
dieser Entropieschwankungen entstehen Druckschwingungen [8,100,154]. Diese werden als in-
direkter Verbrennungslärm oder Entropielärm bezeichnet.
In Gasturbinen entsteht Entropielärm in der beschleunigten Strömung am Brennkam-
merauslass und insbesondere in der ersten Turbinenstufe. Wie in Kapitel 1.2.1 diskutiert
wurde, kann dies einen Rückkopplungsmechanismus thermoakustischer Instabilitäten dar-
stellen [56,80,136]. Darüber hinaus hat Entropielärm als wichtiger Anteil von Flugzeuglärm
in den letzten Jahrzehnten an Bedeutung gewonnen. Bei Flugzeugtriebwerken stellen Fan-
und Strahllärm traditionell die Hauptlärmquellen dar [241]. Durch Reduzierung von Fan- und
Strahllärm kann jedoch bei modernen Fluggasturbinen auch Entropielärm einen wesentlichen
Anteil am Gesamtlärm haben [135].
Der Entstehungsmechanismus von Entropielärm wurde mithilfe des Entropiewellengene-
rators (EWG) von Bake et al. [8] experimentell und u.a. von Mühlbauer et al. [172] und
Leyko et al. [135] numerisch untersucht. Die numerischen Untersuchungen werden in dieser
Arbeit fortgesetzt. Dabei steht die Verbesserung der bisher erzielten numerischen Ergebnis-
se [8, 55,135,172] im Mittelpunkt.
5.1. Entropiewellengenerator
In einer reaktiven, beschleunigten Strömung wird direkter und indirekter Verbrennungslärm
erzeugt. Bei experimenteller Untersuchung von Verbrennungslärm besteht die Herausforde-
rung zwischen direktem und indirektem Lärm zu unterscheiden. Zur Untersuchung von indi-
rektem Lärm verwendete M. Bohn [21,22] Ende der 1970er Jahre künstliche Entropiewellen,
die durch ein Heizmodul erzeugt werden. Dabei ist der Anteil des direkten Lärms im Vergleich
zu indirektem Lärm vernachlässigbar. Somit erlaubt dieser experimentelle Aufbau die allei-
nige Untersuchung von indirektem Lärm. Aufgrund technischer Beschränkungen wurden bei
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Abbildung 5.1.: Schematischer Aufbau des EWG Experiments [6, 8]
diesen Experimenten jedoch erstens nur Entropiewellen mit kleinen Temperaturamplituden
untersucht. Zweitens war eine Auswertung der experimentellen Daten nicht im Zeitbereich
möglich und drittens konnte keine quantitative Aussagen über die Abhängigkeit des indirek-
tem Lärms von Strömungsparametern getroﬀen werden [6].
Aufbauend auf den Experimenten von M. Bohn [21, 22], untersuchten Bake et al. [68]
die Entstehung von indirektem Lärm mithilfe des in Abbildung 5.1 schematisch gezeigten
EWG Experiments, bei dem die zuvor genannten technischen Beschränkungen behoben wur-
den. Der experimentelle Aufbau besteht aus einer konvergent-divergenten Düse. Stromauf
der Düse werden mithilfe von Heizdrähten künstliche Entropiewellen erzeugt. Die Entropie-
wellen werden durch die Düse konvektiert wodurch Entropielärm entsteht, der stromab der
Düse an vier Mikrofonpositionen gemessen wird (Tab. 5.1). Stromab der Messstrecke wer-
den Reﬂexionen des Entropielärms mithilfe eines reﬂexionsarmen Abschlusses minimiert. Die
künstlich erzeugten Temperaturﬂuktuationen werden zwischen dem Heizmodul und der Düse
mit einem Thermoelement und einem Vibrometer gemessen. Weitere Details zum Aufbau des
EWG Experiments werden ausführlich von F. Bake [6] beschrieben.
Tabelle 5.1.: Abmessungen des EWG Experiments [8]
Bauteil Axiale Position [mm] Durchmesser [mm]
Thermoelement 34,0
Vibrometer 47,5
Düse 105,5 7,5
Mikrofon 4 1256,0
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Tabelle 5.2.: EWG Referenztestfälle [8]
Parameter Fall 1 Fall 2
Düsen Mach-Zahl [-] 1,0 0,7
Massenstrom [kg/h] 42,0 37,0
Max. Temperaturﬂuktuation [K] 9,1 13,4
Heizleistung [W] 106,8 138,2
Verwendete Heizringe 3-6 1-6
Steuerung der Heizringe simultan verzögert
Zur Analyse des EWG Experiments wurden von Bake et al. [8] die in Tabelle 5.2 ge-
zeigten Referenztestfälle festgelegt. Diese Testfälle wurden ebenfalls mithilfe von analyti-
schen [55, 84, 100, 135] und numerischen [8, 55, 135, 143, 147, 172] Methoden untersucht. Die
Untersuchungen zeigen, dass eine genaue Modellierung des reﬂexionsarmen Abschlusses und
des Heizmoduls des EWG von hoher Bedeutung sind, um genaue Ergebnisse zu erzielen. Im
folgenden Abschnitt wird diese Modellierung für CFD Simulationen diskutiert.
5.2. Modellierung
Im Rahmen dieser Arbeit wurden Simulationen für den subsonischen EWG Referenztestfall
(Tab. 5.2) durchgeführt. Als Lösungsverfahren wird das in Kapitel 3 abgeleitete SICS Ver-
fahren verwendet. Turbulente Fluktuationen haben einen geringen Einﬂuss auf Entstehung
und Ausbreitung des Entropielärms beim EWG Experiment [173]. Entsprechend werden tur-
bulente Fluktuationen vereinfachend mit dem eﬃzienten SST-URANS Modell berechnet, das
in Kapitel 2.2.2 beschrieben wurde.
Das verwendete Rechengebiet umfasst einen Großteil des experimentellen Aufbaus wie in
Abbildung 5.1 gezeigt wird. Das Rechengebiet wird detailiert in [173] beschrieben. Die achsen-
symmetrische Geometrie wird durch ein 10◦ Segment mit ungefähr 125 000Hexaederzellen
räumlich diskretisiert. Die Annahme einer achsensymmetrischen Strömung hat einen ver-
nachlässigbaren Einﬂuss auf die akustischen Ergebnisse bei diesem Testfall, wie von Ley-
ko et al. [134] gezeigt wurde. Die zeitliche Diskretisierungsweite beträgt 10−6 s. Bei der ge-
wählten Diskretisierung werden akustische Wellen mit einer Frequenz von f ≤ 1 kHz räumlich
mit PPW > 130 und zeitlich mit PPP ≥ 103 (Points Per Period) aufgelöst. Konvektive Terme
werden mit dem QUDS und zeitliche Terme mit dem CN Verfahren berechnet (Kap. 3.3.1).
Beide Verfahren sind Ordnung O(2) genau.
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5.2.1. Abschlussimpedanz
Abbildung 5.1 zeigt schematisch das in dieser Arbeit verwendete CFD Rechengebiet. Das
Rechengebiet endet stromab vor dem reﬂexionsarmen Abschluss des EWG. Die Modellierung
der akustischen Impedanz am Ausströmrand des EWG hat einen großen Einﬂuss auf die Ge-
nauigkeit der numerischen Ergebnisse [8, 172]. Leyko et al. [135] und Mühlbauer et al. [172]
modellieren die Impedanz mit den in Kapitel 4.1 vorgestellten charakteristischen Randbedin-
gungen NSCBC. Dabei wird die numerische Impedanz mithilfe des Kopplungsparameters σ
soweit wie möglich an die experimentell bestimmte Impedanz angepasst.
Mühlbauer et al. [172] haben den Kopplungsparameter durch einen Vergleich der numeri-
schen und experimentellen Druckschwankungen in der Messstrecke zu σ = 1,8 bestimmt. Im
Gegensatz dazu haben Leyko et al. [135] den Kopplungsparameter durch ein Least-Square
Fitting des Betrags des numerischen Reﬂexionsfaktors an die entsprechenden experimentel-
len Daten zu σ = 0,46 berechnet. Abbildungen 5.2(a) und 5.2(b) zeigen den Betrag und
die Phasenverschiebung des experimentell gemessenen und des numerischen Reﬂexionsfak-
tors für die beiden in der Literatur verwendeten NSCBC Kopplungsparameter als Funktion
der Frequenz. Der NSCBC Reﬂexionsfaktor wird nach Gleichung (4.29) berechnet. Im Hin-
blick auf den Betrag zeigt sich bei einem Kopplungsparameter von σ = 0,46 eine bessere
Übereinstimmung mit den experimentellen Daten für f < 100 Hz. Jedoch stimmt der Betrag
des NSCBC Reﬂexionsfaktors mit σ = 1,8 bei einer Frequenz von ungefähr 150Hz sehr gut
mit den experimentellen Daten überein. Bei einem Vergleich der Phasenverschiebungen in
Abbildung 5.2(b) wird deutlich, dass mit σ = 0,46 eine bessere Übereinstimmung mit den
experimentellen Daten erreicht wird, als für σ = 1,8. Jedoch ergeben sich bei beiden Einstel-
lungen große Abweichungen von der experimentellen Phasenverschiebung im Frequenzbereich
40 < f < 100 Hz.
Um eine bessere Übereinstimmung zwischen numerischem und experimentellem Reﬂexi-
onsfaktor zu erreichen, werden in dieser Arbeit die in Kapitel 4.2 beschriebenen Impedanz-
randbedingungen TDIBC eingesetzt [143, 147]. Zur Bestimmung der TDIBC Filterkoeﬃzi-
enten wird die Modellfunktion nach Gleichung (4.31) an die in Abbildung 5.2 gezeigten
experimentellen Daten angeﬁttet. Die Modellfunktion beschreibt den Reﬂexionsfaktor über
den gesamten aufgelösten Frequenzbereich. Für die CFD Simulationen wird eine Zeitschritt-
weite von ∆t = 10−6 s verwendet. Somit ergibt sich der aufgelöste Frequenzbereich nach
Gleichung (4.39) zu f ≤ 500 kHz. Ein Fitting der Modellfunktion über diesen großen Fre-
quenzbereich bei gleichzeitig hoher Genauigkeit im Hinblick auf die experimentellen Daten
im Frequenzbereich von f ≤ 200 Hz stellt eine große Herausforderung dar. Deshalb wird der
aufgelöste Frequenzbereich durch Downsampling reduziert.
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Abbildung 5.2.: Reﬂexionsfaktor am Ausströmrand des EWG Rechengebiets
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Das Downsampling wird anhand der beiden in Kapitel 4.2.2 vorgestellten Gewichtungs-
funktionen durchgeführt. Mithilfe der Dirac-Funktion (Gl. (4.46)) kann die Abtastungsrate
um FDS = 25 reduziert werden. Darüber hinaus kann maximal eine Filterordnung von unge-
fähr n < m < 100 gewählt werden. Bei höherem Downsampling oder einer höheren Ordnung
der Modellfunktion wird das Filter für den EWG Testfall erfahrungsgemäß instabil. Die Ord-
nung der Modellfunktion wird zu m = 15 und n = 9 gewählt. Bei dieser Ordnung wurde
im Rahmen der vorliegenden Arbeit die beste Übereinstimmung mit den experimentellen
Daten unter den genannten Einschränkungen erzielt. Abbildungen 5.2(c) und 5.2(d) zeigen
den Betrag und die Phasenverschiebung der TDIBC Modellfunktion für die gewählte Ord-
nung m = 15 im Vergleich zu den experimentellen Daten von Bake et al. [8]. Der Betrag
des numerischen Reﬂexionsfaktors gibt die experimentellen Werte gut wieder. Insbesondere
im Vergleich zu den zuvor diskutierten NSCBC Reﬂexionsfaktoren zeigt sich eine wesentlich
bessere Übereinstimmung des Betrags der TDIBC Modellfunktion.
Neben der Dirac-Funktion wird in dieser Arbeit ein Rechteckfenster (Gl. (4.47)) als Ge-
wichtungsfunktion beim Downsampling verwendet. Damit ist es möglich die Abtastung um
mehrere Größenordnungen zu reduzieren wie in Kapitel 4.2.2 gezeigt wurde. Jedoch sinkt die
zeitliche Auﬂösung akustischer Wellen mit steigendem Downsampling. Um die maximale Fre-
quenz des gemessenen Reﬂexionsfaktors (Abb. 5.2) von 200Hz mit 50PPP aufzulösen, muss
die Abtastrate mindestens fs = 10 kHz betragen. Somit ergibt sich nach Gleichung (4.41)
ein maximaler Downsamplingfaktor von FDS = 50. Als TDIBC Modellfunktion wird ein FIR
Filter der Ordnung m = 9985 und n = 0 gewählt. Dabei entspricht die Ordnung des Filters
ungefähr der doppelten Anzahl der verwendeten Stützstellen des komplexen Curve-Fittings.
In diesem Fall werden die experimentellen Daten sehr gut durch die geﬁttete Modellfunk-
tion wiedergegeben, wie in Abbildungen 5.2(c) und 5.2(d) gezeigt wird. Sowohl der Betrag
als auch der Phasenverzug der Modellfunktion mit m = 9985 stimmen sehr gut mit den
experimentellen Daten überein. Trotz der sehr hohen Ordnung des Filters und des hohen
Downsamplingfaktors ist das Filter bei den in dieser Arbeit durchgeführten CFD Simulatio-
nen des EWG stabil. Im Rahmen dieser Arbeit wurden beide Filter verwendet und deren
Einﬂuss auf die erzielten Ergebnisse für den EWG testfall werden nachfolgend diskutiert.
5.2.2. Wärmequellen
Beim EWG Experiment werden Entropiewellen mithilfe von Heizdrähten erzeugt [6]. Diese
werden bei CFD Simulationen mithilfe von Wärmequellen modelliert. Der Quellterm wird
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in der Literatur [55, 133, 172] als Produkt eines zeitlichen Verlaufs und einer räumlichen
Verteilung berechnet
Sh(x,t) = S0ζ(t)ψ(x) (5.1)
wobei Sh der Quellterm, S0 die Quellstärke, ζ(t) der zeitliche Verlauf und ψ(x) die räumliche
Verteilung des Quellterms sind.
Mühlbauer et al. [172] haben den zeitlichen Verlauf der Wärmequellen mithilfe einer li-
near ansteigenden und einer exponentiell abfallenden Funktion angenähert. Jedoch kann der
experimentell gemessene zeitliche Verlauf genauer mit der rein exponentiellen Ansatzfunktion
ζ(t) =

0 für t < t0
1− e−(t−t0)/τ für t0 ≤ t ≤ t0 + th
ζ(t0 + th)e
−(t−t0)/τ für t > t0 + th
(5.2)
wiedergegeben werden, die von Leyko et al. [135] vorgeschlagen wurde. Dabei sind t0 die
Startzeit, th die Wärmepulsdauer und τ die Relaxationszeit. Für die Experimente wurden
t0 = th = 100 ms gewählt [6]. Die Relaxationszeit wurde von Leyko et al. [135] für den super-
sonischen Referenzfall (Tab. 5.2) mithilfe eines Least-Square Fittings zu τ = 7 ms ermittelt.
Dieser Wert wurde ebenfalls von Durán et al. [55] für den subsonischen EWG Fall verwendet.
Abbildung 5.3(a) zeigt den experimentell bestimmten Temperaturverlauf stromab des Heiz-
moduls für den subsonischen EWG Fall sowie die exponentielle Ansatzfunktion (Gl. (5.2))
mit unterschiedlichen Relaxationszeiten. Bei einer Relaxationszeit von τ = 7 ms zeigt sich
in der Aufwärmphase ein deutlicher Unterschied zwischen experimentellem und modellier-
tem Temperaturverlauf. Anhand eines Least-Square Fittings im Bereich t < 200 ms wurde
in der vorliegenden Arbeit die Relaxationszeit des subsonischen EWG Falls zu τ = 3,5 ms
berechnet. Wie in Abbildung 5.3(a) gezeigt wird, ergibt sich für diese Relaxationszeit eine
sehr gute Übereinstimmung des experimentellen und des modellierten Temperaturverlaufs.
Entsprechend wird in dieser Arbeit die exponentielle Ansatzfunktion (Gl. (5.2)) mit einer
Relaxationszeit von τ = 3,5 ms zur Modellierung des zeitlichen Verlaufs der Wärmequel-
len des subsonischen Referenzfalls verwendet. Der Einﬂuss des verbesserten Fittings auf den
numerisch berechneten Entropielärm wird in Abschnitt 5.3.3 diskutiert.
Zur Modellierung der räumlichen Verteilung der Wärmequellen ψ(x) schlagen Leyko et al.
[135] einen Tangens Hyperbolicus als Ansatzfunktion für den supersonischen EWG Fall vor.
Diese Funktion wird ebenfalls von Durán et al. [55] für den subsonischen Referenzfall verwen-
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Abbildung 5.3.: Räumliche und zeitliche Verteilung der CFD Wärmequellen [147]
det. Im EWG Experiment wird die Strömung in diskreten Ebenen mithilfe von Heizdrähten
aufgeheizt [6]. Entsprechend verwenden Mühlbauer et al. [172] die diskrete Ansatzfunktion
ψ(x) =
{
1 für |xh,i − x| < ∆x2
0 sonst
(5.3)
zur Modellierung der räumlichen Verteilung der Wärmequellen. Dabei sind xh,i die x-Koordi-
naten der Heizdrähte. Abbildung 5.3(b) zeigt die durch Gleichung (5.3) beschriebene räumli-
che Verteilung der Wärmequellen. Die diskrete Verteilung der Wärmequellen entspricht besser
dem experimentellen Aufbau. Weiterhin ermöglicht sie eine verzögerte Steuerung der Quelle-
benen zueinander. Dies ist insbesondere zur Simulation des subsonischen EWG Falls wichtig,
bei dem die einzelnen Heizebenen verzögert angesteuert werden [6]. Aus diesen beiden Grün-
den wird in dieser Arbeit die diskrete Quellenverteilung nach Gleichung (5.3) verwendet. Der
Einﬂuss der verzögerten Ansteuerung der Quellebenen auf die berechneten Druckﬂuktuatio-
nen wird in Abschnitt 5.3.3 bestimmt.
5.2.3. Direkter Lärm
Das EWG Experiment wurde zur Untersuchung von indirektem Lärm durchgeführt [8]. Bei
der Erzeugung der Entropiewellen mithilfe des Heizmoduls entsteht jedoch direkter und indi-
rekter Lärm. Einerseits hat F. Bake [6] anhand von Verzögerungszeiten und einer Köhärenz-
analyse der gemessenen Drucksignale gezeigt, dass die gemessenen Signale von indirektem
Lärm dominiert werden. Andererseits haben Durán et al. [55] mithilfe eines analytischen Mo-
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dells für den subsonischen EWG Fall das Verhältnis von indirektem zu direktem Lärm zu
ungefähr 10−2 berechnet. Aufgrund dieser gegensätzlichen Ergebnisse wird in der vorliegen-
den Arbeit der direkte Lärm des subsonischen EWG Falls numerisch berechnet und mit dem
gesamten Lärm verglichen.
Direkter Lärm wird im EWG Experiment an den Heizdrähten (Abb. 5.1) aufgrund der
instationären Erwärmung der Strömung erzeugt. Der direkte Lärm breitet sich von dort
mit Schallgeschwindigkeit durch die Düse aus und wird schließlich stromab der Düse an den
Positionen der Mikrofone gemessen. Zur numerischen Berechnung des direkten Lärms werden
die zuvor diskutierten Wärmequellen (Kap. 5.2.2) durch akustische Quellen ersetzt [143].
Akustischen Quellen erzeugen keine Entropiewellen. Dies ermöglicht den direkten Lärm im
Bereich der Mikrofone des EWG Experiments getrennt numerisch zu berechnen.
Zur Simulation des EWG wird das Lösungsverfahren SICS (Kapitel 3) verwendet. Dabei
werden die charakteristischen Ausbreitungsmechanismen einer Strömung auf einen Schätzungs-
und einen Korrekturschritt aufgeteilt. Der Korrekturschritt beinhaltet nur die Ausbreitung
akustischer Wellen. Entsprechend werden akustische Quellen mithilfe eines Quellterms in der
Druckkorrekturgleichung (3.34) berücksichtigt
Sa(x,t) =
4
c2∆t2
(p(x,t)− p0(x,t)) (5.4)
wobei Sa der akustische Quellterm und p0 der Solldruck sind [143]. Die Form des akustischen
Quellterms entspricht dem Zeitableitungsterm der Druckkorrekturgleichung (3.34). Als Soll-
druck p0 wird der Druckverlauf der Simulationen mit Wärmequellen verwendet und die akusti-
schen Quellen werden an den gleichen Stellen wie die Wärmequellen eingesetzt (Abb. 5.3(b)).
Dadurch werden die gleichen Druckﬂuktuationen mithilfe des akustischen Quellterms erzeugt
wie bei der Aufheizung der Strömung durch die Wärmequellen, wie im Folgenden gezeigt wird.
Abbildung 5.4 zeigt die akustischen Wellen α± nach Gleichungen (4.51) und (4.52) an
unterschiedlichen Stellen der Simulationen mit akustischen Quellen und mit Wärmequellen.
Die Simulation mit akustischen Quellen wird zur Berechnung von direktem Lärm durchge-
führt. Die zugehörigen akustischen Wellen werden in Abbildung 5.4 als α± Direkter Lärm
bezeichnet. Mithilfe der Simulationen mit Wärmequellen wird direkter und indirekter Lärm
berechnet. Die dabei entstehenden akustischen Wellen werden im Folgenden vereinfachend
als α± EWG Lärm bezeichnet.
Abbildung 5.4(a) zeigt die akustischen Wellen an der Stelle x = −100 mm stromauf des
Heizmoduls. Die gezeigten akustischenWellen der beiden Simulationen für direkten und EWG
Lärm stimmen sehr gut überein. Abbildung 5.4(b) zeigt die akustischen Wellen an der Stelle
x = 47,5 mm stromab des Heizmoduls. Zur Berechnung der akustischen Wellen wird eine
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Abbildung 5.4.: Akustische Wellen stromauf der EWG Düse [143]
stationäre Grundströmung angenommen. Im Falle der Simulationen von EWG Lärm, d.h. mit
Wärmequellen, wird eine Entropiewelle durch die Stelle stromab des Heizmoduls konvektiert,
wodurch die Grundströmung zeitweise nicht stationär ist. Im Folgenden werden zunächst die
stationären Zeitbereiche bestimmt und in diesen die akustischen Wellen diskutiert.
Abbildung 5.3(a) zeigt den Temperaturverlauf an der Stelle x = 47,5 mm stromab des
Heizmoduls. Ausgehend von einem stationären Zustand zum Zeitpunkt t ≈ 0,11 s wird die
Strömung aufgeheizt , bevor sie ab dem Zeitpunkt t ≈ 0,125 s wieder näherungsweise stationär
wird. Zur Zeit t ≈ 0,2 s wird die Strömung wieder abgekühlt und geht anschließend in den
ursprünglichen stationären Zustand über. Die Berechnung der akustischen Wellen an dieser
Stelle ist nur während einer stationären Grundströmung möglich. Entsprechend werden in
Abbildung 5.4(b) die akustischen Wellen der Simulationen von EWG Lärm nur zu diesen
Zeiten gezeigt. Die dargestellten akustischen Wellen der Simulationen von direktem und EWG
Lärm stimmen sehr gut überein.
Eine signiﬁkante Abweichung der akustischen Wellen während der instationären Grundströ-
mung stromab des Heizmoduls führt ebenfalls zu einer Abweichung der akustischen Wellen
stromauf des Heizmoduls, die in Abbildung 5.4(a) gezeigt werden. Die akustischen Wellen
stromauf des Heizmoduls stimmen jedoch während der gesamten Simulationszeit sehr gut
überein. Somit sind auch die akustischen Wellen an der Stelle x = 47,5 mm stromab des
Heizmoduls in den Simulationen von direktem und von EWG Lärm gleich. Die akustische
Welle α+ an der Stelle x = 47,5 mm breitet sich in positive x-Richtung aus. Sie wird teilweise
an der Düse reﬂektiert und teilweise durch die Düse transmittiert. Der transmittierte An-
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Abbildung 5.5.: Temperaturverlauf x = −47.5 mm (Vibrometer). [143]
teil wird stromab der Düse als direkter Lärm gemessen. Somit kann mithilfe der akustischen
Quellen nach Gleichung (5.4) der direkte Lärm des EWG Experiments berechnet werden.
Abbildung 5.5 vergleicht den experimentellen und die numerisch berechneten Temperartur-
verläufe an der Stelle des Vibrometers stromab des Heizmoduls. Dabei wird für den zeitlichen
Verlauf der Wärmequellen eine Relaxationszeit von τ = 3,5 ms verwendet (Kap. 5.2.2). Der
berechnete Temperaturverlauf der Simulation des EWG Lärms stimmt gut mit den experi-
mentellen Verlauf überein. Im Gegensatz dazu ist bei der Simulation des direkten Lärms ein
näherungsweise konstanter Temperaturverlauf zu erkennen. Folglich wird bei diesen Simula-
tionen des direkten Lärms wie beabsichtigt keine Entropiewelle an der Stelle des Heizmoduls
und somit kein indirekter Lärm erzeugt.
5.3. Ergebnisse
Im folgenden Kapitel werden zunächst die Verzögerungszeiten zwischen Erzeugung und Mes-
sung von direktem und indirektem Lärm dargestellt. Mithilfe der Verzögerungszeiten werden
Zeitbereiche bestimmt, während denen die numerischen Ergebnisse besonders sensitiv auf die
Modellierung der Heizdrähte bzw. der Abschlussimpedanz reagieren. Die numerischen Ergeb-
nisse innerhalb dieser Zeitbereiche werden dann zur Diskussion der entsprechenden Modelle
verwendet. Abschließend werden numerische Ergebnisse zu indirektem und direktem Lärm
des EWG Experiments vorgestellt.
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Tabelle 5.3.: Verzögerungszeiten an Mikrofon 4 [146]
Lärmquelle 1. Signal [ms] 1. Reﬂektiertes Signal [ms]
Direkt 3,56 9,76
Indirekt 12,65 18,86
5.3.1. Verzögerungszeiten
Im EWG Experiment werden Entropiewellen mithilfe eines Heizmoduls erzeugt. Die Wellen
werden mit Strömungsgeschwindigkeit u zur Düse konvektiert. In der Düse entsteht indirekter
Lärm, der sich mit u± c ausbreitet und schließlich in der Messstrecke erfasst wird. Während
des Heizprozesses wird bereits direkter Lärm erzeugt. Im Gegensatz zu indirektem Lärm, brei-
tet sich dieser ausgehend vom Heizmodul sofort mit u±c aus. Aufgrund der unterschiedlichen
Ausbreitungsgeschwindigkeiten werden direkter und indirekter Lärm im EWG Experiment
mit unterschiedlichen Verzögerungszeiten gemessen [6]. Die Verzögerungszeit eines Signals
über eine Distanz x wird nach
tD(x) =
∫ x0+x
x0
dx
s(x)
(5.5)
berechnet, wobei tD die Verzögerungszeit und s die Ausbreitungsgeschwindigkeit sind. In die-
ser Arbeit werden Verzögerungszeiten mithilfe der CFD Daten auf der Mittelachse des EWG
nach Gleichung (5.5) bestimmt. Tabelle 5.3 zeigt die so berechneten Verzögerungszeiten an
Mikrofon 4 (Tab. 5.1). Nachdem die ersten Signale von direktem und indirekten Lärm gemes-
sen wurden, breiten sie sich weiter stromab aus und werden Abschluss des EWG reﬂektiert
(Abb. 5.1). Die Verzögerungszeiten dieser reﬂektierten Signale werden ebenfalls in Tabelle 5.3
dargestellt.
Abbildung 5.6 zeigt den von Bake et al. [8] gemessenen Druckverlauf und die zuvor be-
rechneten Verzögerungszeiten an Mikrofon Position 4. Die gezeigten Verzögerungszeiten sind
um 100ms zu den Werten in Tabelle 5.3 verschoben, da das Heizmodul im EWG Experi-
ment zum Zeitpunkt t = 100 ms eingeschaltet wird. Mithilfe der Verzögerungszeiten werden
die Zeitbereiche I-IV festgelegt. Ausgehend von einem näherungsweise stationären Zustand,
steigt der Druck nach Eintreﬀen des ersten direkten Lärms und dessen reﬂektierten Signals
in den Bereichen I und II leicht an. Nachdem das erste Signal des indirekten Lärms gemessen
wird, steigt der Druck stark in Bereich III an. Die Verzögerungszeit des ersten reﬂektierten
indirekten Lärms stimmt gut mit der Lage des ersten Maximums des Drucksignals überein.
Entsprechend nimmt das Drucksignal im anschließenden Bereich IV wieder ab.
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Abbildung 5.6.: Verzögerungszeiten an Mikrofon 4 [146]
Anhand des Druckverlaufs und der Verzögerungszeiten in Abbildung 5.6 zeigt sich zum
einen, dass das gemessenen Drucksignal in den Bereichen I-III hauptsächlich durch nicht-
reﬂektierte Signale bestimmt wird. In diesen Bereichen werden zwar auch reﬂektierte Signale
des direkten Lärms gemessen, aber diese sind im Vergleich zu dem nicht-reﬂektierten, indi-
rekten Lärm vernachlässigbar. Zum anderen hat das reﬂektierte Signal des indirekten Lärms
einen starken Einﬂuss auf den Druckverlauf im Zeitbereich IV.
Da der Druckverlauf im Zeitbereich IV stark durch die Reﬂexionen am Ausströmrand des
EWG abhängt, wird dieser zur Diskussion der Modelle für die Abschlussimpedanz im Fol-
genden verwendet. Im Gegensatz dazu ist das gemessene Drucksignal in den Bereichen I-III
näherungsweise unabhängig von akustischen Reﬂexionen. Entsprechend werden die Ergeb-
nisse in diesen Bereich zur Beurteilung der Modellierung der Wärmequellen verwendet.
5.3.2. Einﬂuss der Abschlussimpedanz
Abbildung 5.7 zeigt den zeitlichen Verlauf des Drucks an der Mikrofonposition 4 für un-
terschiedliche Abschlussimpedanzmodelle im Vergleich zu den experimentellen Daten. Die
Modellierung der Abschlussimpedanz hat erst einen signiﬁkanten Einﬂuss auf den Druckver-
lauf, wenn reﬂektierte Signale des indirekten Lärms gemessen werden, d.h. für t > 0,12 s.
Dies bestätigt die Ergebnisse der Analyse der Verzögerungszeiten im vorherigen Abschnitt.
In Kapitel 5.2.1 wurde die Modellierung der EWG Abschlussimpedanz mithilfe von NSCBC
beschrieben. Abbildung 5.7(a) zeigt die zeitlichen Verläufe des Drucks für die NSCBC Kopp-
lungsparameter σ = 0,46 und σ = 1,8, die von Leyko et al. [135] bzw. von Mühlbau-
er et al. [172] zur Modellierung der EWG Impedanz verwendet wurden. Mit beiden Ein-
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Abbildung 5.7.: Einﬂuss der Modellierung der Abschlussimpedanz [146]
stellungen der NSCBC wird der experimentelle Wert des ersten Maximums von 33Pa gut
durch die Simulationen wiedergegeben. Im nachfolgenden Verlauf (t > 0,12 s) zeigt sich je-
doch für σ = 0,46 eine deutlich Abweichung vom experimentellen Druckverlauf. Im Vergleich
dazu stimmen die Ergebnisse mit σ = 1,8 besser mit den experimentellen Daten überein,
jedoch ist die Lage der Extremstellen zu kleineren Zeiten verschoben.
Neben den NSCBC wurden in Kapitel 5.2.1 TDIBC mit Modellfunktionen der Ordnung
m = 15 und m = 9985 zur Modellierung der EWG Abschlussimpedanz vorgestellt. Ab-
bildung 5.7(b) zeigt die mit TDIBC berechneten Druckverläufe an Mikrofon Position 4 im
Vergleich zu den experimentellen Daten. Sowohl bei der Berechnung mit TDIBC der Ordnung
m = 15 als auch der Ordnung m = 9985 stimmt der Wert des ersten Maximums des Drucks
gut mit den experimentellen Daten überein. Im Fall der TDIBC mit m = 15 zeigt sich jedoch
ab t > 0,135 s eine um ungefähr 5Pa größere Abweichung von den experimentellen Daten
als bei den Berechnungen mit m = 9985. Im Vergleich aller vorgestellten Modelle für die
Abschlussimpedanz, wird in dieser Arbeit mit den TDIBC der Ordnung m = 9985 die beste
Übereinstimmung mit den experimentellen Daten erreicht.
5.3.3. Einﬂuss der Wärmequellen
Das Heizmodul des EWG Experiments wird in CFD Simulationen mithilfe von Wärmequel-
len modelliert. Dazu wurden in Abschnitt 5.2.2 die in der Literatur [135, 172] verwendeten
räumlichen Verteilungen und zeitlichen Verläufe der Wärmequellen vorgestellt. Der zeitliche
Verlauf wird durch die exponentielle Funktion nach Gleichung (5.2) mit der Relaxationszeit τ
angenähert. Abbildung 5.8(a) zeigt den berechneten Druckverlauf im Vergleich zu den expe-
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Abbildung 5.8.: Einﬂuss von zwei Modellparametern der Wärmequellen
rimentellen Daten für zwei unterschiedliche Relaxationszeiten. Die Simulationen wurden mit
TDIBC der Ordnung m = 9985 durchgeführt. Im Falle des in der Literatur [55] verwendeten
Werts für den subsonischen EWG Fall von τ = 7 ms wird eine maximale Druckﬂuktuation
von ungefähr 25Pa berechnet. Damit weicht der Maximalwert um näherungsweise 7Pa (22%)
vom entsprechenden experimentellen Wert ab. Die Steigung des Druckverlaufs vor dem ersten
Maximum wird ebenfalls unterschätzt.
Bei einem zeitlichen Verlauf der Wärmequellen mit Relaxationszeit τ = 3,5 ms stimmt
der berechnete Druckverlauf sehr gut mit den experimentellen Daten überein, wie in Abbil-
dung 5.8(a) gezeigt wird. Sowohl die Steigung des Druckverlaufs vor dem ersten Maximum
als auch die maximale Druckﬂuktuation werden sehr genau berechnet. Wie in Abbildung
5.3(a) zu sehen ist, wird unabhängig von der Relaxationszeit die gleiche maximale Tem-
peraturﬂuktuation der Entropiewelle vorgegeben. Dennoch ergeben sich für die untersuch-
ten Relaxationszeiten unterschiedliche Druckamplituden des indirekten Lärms. Somit ist die
Druckamplitude von indirektem Lärm nicht nur abhängig von der maximalen Temperatur-
ﬂuktuation, sondern auch von der Form der Entropiewelle. Ein höherer zeitlicher Gradient
des Temperaturverlaufs führt zu einer höheren Druckamplitude des indirekten Lärms. Dieses
Ergebnis wird von Giauque et al [84] mithilfe eines analytischen Modells für indirekten Lärm
bestätigt.
Beim subsonischen EWG Fall (Tab. 5.2) werden die Heizdrähte verzögert eingeschaltet
[6]. Die Verzögerungszeit entspricht der konvektiven Zeit zwischen den Heizdrähten. Abbil-
dung 5.8(b) zeigt den Einﬂuss dieser verzögerten Steuerung auf den berechneten Druckver-
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Abbildung 5.9.: Zeitlicher Verlauf des Drucks an Mikrofonposition 4
lauf in der Messstrecke. Unter Berücksichtigung der Verzögerungszeit wird der experimentelle
Druckverlauf gut durch die Simulation wiedergegeben. Bei einer simultanen Ansteuerung der
Wärmequellen, d.h. bei Vernachlässigung der Verzögerungszeit, stimmt ebenfalls die berech-
nete maximale Druckﬂuktuation gut mit dem experimentellen Wert überein. Der Druckver-
lauf ist jedoch zu kleineren Zeiten verschoben. Im Vergleich zu den experimentellen Daten
beginnt der starke Druckanstieg aufgrund von indirektem Lärm ungefähr 2,9ms früher.
5.3.4. Indirekter Lärm
In den vorherigen Abschnitten wurde die Genauigkeit der Modelle für das EWG Heizmodul
und die Abschlussimpedanz mithilfe der ersten 50ms des Drucksignals in der Messstrecke
diskutiert. Im Folgenden wird das gesamte berechnete Drucksignal mit den experimentellen
Daten verglichen. Abbildung 5.9 zeigt den experimentellen, einen in der Literatur [55] veröf-
fentlichten und mehrere im Rahmen dieser Arbeit mit DLR THETA berechnete Druckverläu-
fe. Im Vergleich der CFD Daten zeigt sich in Abbildung 5.9(a) eine bessere Übereinstimmung
der THETA Ergebnisse mit den experimentellen Daten als bei den von Durán et al. [55]
veröﬀentlichten Ergebnissen. In der vorliegenden Arbeit wird die gleiche Modellierung der
Abschlussimpedanz mithilfe von NSCBC wie von Durán et al. [55] verwendet. Jedoch unter-
scheiden sich die Simulationen unter anderem in der Modellierung der Wärmequellen. Diese
unterschiedlichen Modellierungsansätze können die Ursache für die Abweichungen der CFD
Daten voneinander sein.
Wie in Abbildung 5.2 zu sehen ist, ergibt sich bei einer Modellierung der Abschlussim-
pedanz mit NSCBC und σ = 1,8 eine schlechtere Übereinstimmung des numerischen und
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des experimentell bestimmten Reﬂexionsfaktors als mit σ = 0,46. Jedoch führt die unge-
nauere Modellierung der Impedanz mit σ = 1,8 zu einer insgesamt besseren Übereinstim-
mung der experimentellen und numerischen Druckverläufe wie in Abbildung 5.9(a) gezeigt
wird. Dies stimmt mit den von Mühlbauer et al. [172] veröﬀentlichten Ergebnissen für den
supersonischen EWG Testfall überein. Der Kopplungsparameter σ = 1,8 wurde von Mühl-
bauer et al. [172] mithilfe einer Parameterstudie so bestimmt, dass der zeitliche Verlauf des
Drucks in der Messstrecke genau berechnet wird. Entsprechend zeigt sich auch bei den in
dieser Arbeit durchgeführten Simulationen mit σ = 1,8 eine gute Übereinstimmung mit den
experimentellen Daten.
Die Bestimmung des NSCBC Kopplungsparameters mithilfe einer Parameterstudie ist nur
möglich wenn experimentelle Daten vorliegen. Zur Vorausberechnung von indirektem Lärm
ist nur ein Fitting der numerischen Impedanz an die des experimentellen Aufbaus möglich. Im
Fall der Modellierung mit NSCBC führt das auf den von Leyko et al. [135] vorgeschlagenen
Kopplungsparameter von σ = 0,46. Wie in Abbildung 5.9(a) zu sehen ist, ergibt sich jedoch
dabei eine signiﬁkante Abweichung der CFD Ergebnisse von den experimentellen Daten.
Deshalb wurde in Abschnitt 5.2.1 ein verbessertes Fitting mithilfe von TDIBC vorgestellt.
Wie in Abbildung 5.9(b) zu sehen ist, ergibt sich mit beiden TDIBC Modellfunktionen eine
bessere Übereinstimmung mit den experimentellen Daten als mit den zuvor diskutierten
NSCBC Ansätzen. Sowohl die maximalen Druckﬂuktuationen als auch die Lage der Maxima
und Minima wird genau vorhergesagt. Bei den CFD Ergebnissen mit TDIBC der Ordnung
m = 15 zeigt sich eine konstante Abweichung von näherungsweise 8Pa im Bereich 0,135 <
t < 0,2 s von den experimentellen Daten. Die Abweichung wird durch das genauere Fitting
mit TDIBC der Ordnung m = 9985 in diesem Bereich um ungefähr 5Pa reduziert.
Abbildung 5.10 zeigt die Leistungsdichtespektren (Power Spectral Density, PSD) der be-
rechneten Druckverläufe bei unterschiedlicher Modellierung der EWG Abschlussimpedanz
sowie des experimentellen Druckverlaufs an Mikrofonposition 4. Zur Berechnung der numeri-
schen Spektren wurden die Daten für eine bessere Auﬂösung bei niedrigen Frequenzen durch
Zero-Padding auf die experimentelle Samplingzeit erweitert [172]. Die akustischen Spektren
bestätigen die zuvor diskutierte Genauigkeit der Simulationen. Bei den CFD Rechnungen mit
NSCBC ergibt sich eine etwas bessere Übereinstimmung mit dem experimentellen Datensatz
für σ = 1,8. Die Modellierung der Abschlussimpedanz mit TDIBC führt sowohl mit einer
Modellfunktion der Ordnung m = 15 als auch m = 9985 zu einer höheren Genauigkeit als
mit NSCBC. Insgesamt ergibt sich die beste Übereinstimmung zwischen numerischen und
experimentellen Daten für die TDIBC der Ordnung m = 9985. In diesem Fall ist nur bei sehr
kleinen Frequenzen (f ≤ 5 Hz) eine signiﬁkante Abweichung dominanter Signale zwischen
numerischen und experimentellen Spektren zu sehen.
103
5. INDIREKTER VERBRENNUNGSLÄRM
Frequenz [Hz]
PS
D
 [d
B
]
100 101 102 103
20
40
60
80
100
120
Exp. (Bake et al.)
THETA NSCBC =0.46
(a) NSCBC σ = 0,46
Frequenz [Hz]
PS
D
 [d
B
]
100 101 102 103
20
40
60
80
100
120
Exp. (Bake et al.)
THETA NSCBC =1.8
(b) NSCBC σ = 1,8
Frequenz [Hz]
PS
D
 [d
B
]
100 101 102 103
20
40
60
80
100
120
Exp. (Bake et al.)
THETA TDIBC m=15
(c) TDIBC m = 15
Frequenz [Hz]
PS
D
 [d
B
]
100 101 102 103
20
40
60
80
100
120
Exp. (Bake et al.)
THETA TDIBC m=9985
(d) TDIBC m = 9985
Abbildung 5.10.: Leistungsdichtespektren des subsonischen EWG Referenzfalls
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Abbildung 5.11.: Druckverlauf an Mikrofonposition 4
5.3.5. Direkter Lärm
In Abschnitt 5.3.1 wurden die Verzögerungszeiten von direktem und indirektem Lärm zwi-
schen dem Heizmodul und der Mikrofonposition 4 diskutiert. Abbildung 5.11 zeigt den expe-
rimentellen Druckverlauf an dieser Stelle und die Verzögerungszeiten. Bevor das erste Signal
des indirekten Lärms an dieser Stelle gemessen wird, ergibt sich eine Druckerhöhung von un-
gefähr 3Pa. Nach Eintreﬀen des indirekten Lärms steigt der Druck stark auf näherungsweise
33Pa an. Die Lage des ersten Druckmaximums stimmt sehr gut mit der Verzögerungszeit des
ersten reﬂektierten Signal des indirekten Lärms überein. Anhand der guten Übereinstimmung
der Verzögerungszeiten des indirekten Lärms mit charakteristischen Stellen des gemessenen
Druckverlaufs, zeigt sich der dominante Einﬂuss des indirekten Lärms im Vergleich zum di-
rekten Lärm.
Die Analyse der Verzögerungszeiten zeigt zwar die Dominanz des indirekten Lärms im
EWG Experiment, jedoch lässt sie keine quantitative Aussage über die Stärke des direkten
Lärms zu. Aus diesem Grund wurde im Rahmen dieser Arbeit der direkte Lärm des EWG
Experiments mithilfe von akustischen Quellen (Kap. 5.2.3) numerisch berechnet. In Abbil-
dung 5.11 wird der gesamte und der direkte Lärm des EWG Experiments dargestellt. Für
die Simulationen wurde die Abschlussimpedanz mit den TDIBC der Ordnung m = 9985 und
der zeitliche Verlauf der Wärmequellen mit τ = 3,5 ms modelliert.
Die numerischen Druckverläufe in Abbildung 5.11 stimmen gut mit den experimentellen
Daten überein bis das erste Signal des indirekten Lärms gemessen wird. Anschließend zeigt
sich nur bei der Simulation des gesamten EWG Lärms ein starker Anstieg des Druck auf
ungefähr 33Pa, der in sehr guter Übereinstimmung mit den experimentellen Daten ist. Im
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Gegensatz dazu ergibt sich bei der Simulation des direkten Lärms nur ein leichter Anstieg auf
näherungsweise 5Pa. Somit kann das Verhältnis der Amplituden von indirektem zu direkten
Lärm auf ungefähr 6 abgeschätzt werden. Wie in Abbildung 5.4 gezeigt wird, beträgt die Am-
plitude der auf die Düse zulaufenden akustischen Welle ungefähr 170Pa. Diese Welle bewirkt
jedoch stromab der Düse nur eine Druckﬂuktuation von 5Pa (Abbildung 5.11). Somit wird
nur ein kleiner Anteil des am Heizmodul erzeugten direkten Lärms durch die Düse transmit-
tiert. Dies ist auf die starke Änderung der Querschnittsﬂäche in der Düse zurückzuführen.
Zur Berechnung des direkten Lärms des EWG Experiments werden in dieser Arbeit akus-
tische Quellen eingesetzt, die keine Entropiewelle erzeugen (Kap. 5.2.3). Die Entropiewelle
beeinﬂusst jedoch die Strömung in der Düse des EWG Experiments und somit das Übertra-
gungsverhalten der Düse. Aufgrund der Entropiewelle steigt die Mach-Zahl in der Düse um
ungefähr 3% an. Bake et al. [8] haben experimentelle und numerische Daten für verschiedene
Düsenmachzahlen veröﬀentlicht. Anhand dieser Daten lässt sich für den subsonischen EWG
Fall abschätzen, dass eine Erhöhung der Mach-Zahl um 3% zu einer Änderung des Druck-
verlaufs von weniger als 1Pa führt. Im Vergleich zu der zuvor diskutierten Änderung der
Druckamplitude von 28Pa zwischen direktem und gesamten EWG Lärm ist somit der Ein-
ﬂuss der Entropiewelle auf das akustische Übertragungsverhalten der Düse vernachlässigbar.
5.4. Schlussfolgerungen
In diesem Kapitel wurde der Entstehungsmechanismus von indirektem Verbrennungslärm
anhand des subsonischen EWG Testfalls untersucht. Das EWG Experiment wurde bereits
ausführlich in der Literatur mit numerischen [8,55,135,172] und analytischen [55,84,100,135]
Methoden untersucht. Deshalb wurde in diesem Kapitel zunächst die in der Literatur ver-
wendete Modellierung des EWG Experiments für CFD Simulationen dargestellt. Darauf auf-
bauend wurde gezeigt, dass eine Verbesserung der Modellierung der Wärmequellen und der
Abschlussimpedanz zu einer deutlich besseren Übereinstimmung numerischer und experi-
menteller Ergebnisse führt als bisher in der Literatur für den subsonischen EWG Referenzfall
veröﬀentlicht wurde.
Im Hinblick auf die Wärmequellen wurden die Modellierungen von Leyko et al. [135] und
Mühlbauer et al. [172] in dieser Arbeit kombiniert. Die von Mühlbauer et al. [172] vorgeschla-
genen räumliche Verteilung der Wärmequellen wird zusammen mit dem von Leyko et al. [135]
entwickelten zeitlichen Verlauf verwendet. Dies ermöglicht eine sehr genaue Vorhersage der
experimentell gemessenen Druckverläufe (Kap. 5.3.3). Darüber hinaus wurde gezeigt, dass die
Form der Entropiewelle einen starken Einﬂuss auf die maximale Druckamplitude des indirek-
ten Lärms hat. Mit steigendem Gradient der Entropiewelle nimmt die Druckamplitude des
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indirekten Lärms zu. Dieses Ergebnis wird von Giauque et al [84] mithilfe eines analytischen
Modells für indirekten Lärm bestätigt.
In der Literatur [8, 55, 135, 172] wurden bisher NSCBC zur Modellierung der Abschlus-
simpedanz des EWG verwendet. In dieser Arbeit wird diese Modellierung durch TDIBC
erweitert, die es ermöglichen die experimentell gemessene Impedanz sehr genau wiederzuge-
ben. Das verbesserte Modell der Abschlussimpedanz führt zu einer höheren Genauigkeit des
numerisch berechneten indirekten Lärms im Hinblick auf die experimentellen Daten.
Analytische Ergebnisse von Durán et al. [55] ergeben, dass die im subsonischen EWG Re-
ferenzfall gemessenen Druckverläufe durch direkten Lärm dominiert werden. Im Gegensatz
dazu hat F. Bake [6] anhand einer Analyse der Verzögerungszeiten von direktem und indi-
rektem Lärm gezeigt, dass die Signale durch indirekten Lärm verursacht werden. Aufgrund
dieses Widerspruchs wurde in dieser Arbeit der direkte Lärm des subsonischen EWG Ex-
periments numerisch berechnet. Die numerischen Ergebnisse dieser Arbeit zeigen, dass das
Amplitudenverhältnis von indirektem zu direktem Lärm ungefähr 6 beträgt. Somit werden
die im EWG gemessenen Druckverläufe durch indirekten Lärm dominiert.
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In diesem Kapitel wird die thermoakustische Instabilität in einer mager, technisch-vorge-
mischten, drallstabilisierten Flamme untersucht. Dazu werden zunächst die Brennkammer
und die verwendete Modellierung vorgestellt. Abschließend werden die Ergebnisse dieser Ar-
beit im Vergleich zu experimentellen und numerischen Ergebnissen aus der Literatur disku-
tiert.
6.1. PRECCINSTA Modellbrennkammer
Abbildung 6.1 zeigt schematisch die in diesem Kapitel untersuchte PRECCINSTA (Prediction
and Control of Combustion Instabilities in Industrial Gas Turbines) Modellbrennkammer,
die zur Untersuchung von thermoakustischen Instabilitäten entwickelt wurde [117,129]. Von
einem Plenum gelangt Luft durch einen Drallerzeuger in die Brennkammer. Durch 12 Kanäle
mit einem Durchmesser von 1mm wird Methan im Drallerzeuger eingedüst. Dadurch entsteht
in der Brennkammer eine technisch-vorgemischte, verdrallte Flamme.
Der Testfall wurde für verschiedene Betriebspunkte experimentell [158, 265] untersucht,
die in Tabelle 6.1 dargestellt werden. Im mageren Betriebspunkt 1 wird eine thermoakusti-
sche Instabilität beobachtet [158]. Druckschwingungen in der Brennkammer breiten sich in
den Drallerzeuger und somit an die Stelle der Methaneindüsung aus. Die Luftmassenströme
reagieren sensitiver auf die Druckschschwingungen als die Brennstoﬀmassenströme. Folglich
führt eine Variation des Drucks im Drallerzeuger zu einer stärkeren Änderung der Luft-
als der Brennstoﬀmassenströme und damit zu einer Inhomogenität des lokalen Äquivalenz-
verhältnisses. Die Inhomogenität konvektiert in die Brennkammer und beeinﬂusst dort den
Tabelle 6.1.: Betriebspunkte des PRECCINSTA Brenners
Betriebspunkt Luft [g/min] Methan [g/min] Pth [kW] φ [-]
1 734,2 30,0 25,1 0,70
2a 734,2 35,9 30,0 0,83
2b 734,2 32,3 27,0 0,75
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Abbildung 6.1.: Schematischer Aufbau des PRECCINSTA Testfalls [158]
Verbrennungsprozess. Diese Änderung führt wieder zu einer Druckschwingung in der Brenn-
kammer, die den thermoakustischen Wirkkreis schließt. Im Gegensatz zu Betriebspunkt 1
wurde bei den anderen in Tabelle 6.1 gezeigten Betriebspunkten keine thermoakustische In-
stabilität beobachtet. Folglich wird in dieser Arbeit nur Betriebspunkt 1 untersucht.
6.2. Modellierung
Im Rahmen dieser Arbeit wurden Simulationen der PRECCINSTA Modellbrennkammer mit
der DLR CFD Software THETA durchgeführt. Dabei wurde das in Kapitel 3 vorgestellte
Lösungsverfahren SICS sowie die in Kapitel 4.2 erläuterten TDIBC eingesetzt. Im Folgenden
wird die verwendete Modellierung vorgestellt.
6.2.1. Diskretisierung
Die PRECCINSTA Modellbrennkammer wurde bereits mithilfe von CFD Simulationen von
unterschiedlichen Autoren [68,73,79,169,221,262] untersucht. Die Simulation des Mischungs-
prozesses im Drallerzeuger stellt dabei eine große Herausforderung dar. Der Brennstoﬀ wird
mit hoher Geschwindigkeit durch Kanäle mit sehr geringem Durchmesser eingedüst. Abbil-
dung 6.2(a) zeigt zur Veranschaulichung des Mischungsprozesses eine instantane Isoﬂäche des
Methan-Massenbruchs (YCH4 = 0.055) im Drallerzeuger. Für eine genaue Berechnung der Mi-
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(a) Mischungsprozess (b) Mittlere Diskretisierungsweite
Abbildung 6.2.: Numerische Auﬂösung der PRECCINSTA Modellbrennkammer
schung von Luft und Methan wird der Bereich der Eindüsung räumlich sehr hoch aufgelöst.
Abbildung 6.2(b) zeigt die in dieser Arbeit verwendete räumliche Auﬂösung ∆x = 3
√
∆V .
Die gesamte Diskretisierung besteht aus ungefähr 44Mio Tetraederzellen mit Prismenschich-
ten an den Drallerzeuger- und der Brennkammerwänden. Die Berechnung in THETA erfolgt
jedoch auf einem Dualgitter mit ungefähr 8Mio Polyedern. Im Bereich der Eindüsung des
Brennstoﬀs beﬁndet sich die maximale räumliche Auﬂösung von etwa 0,04mm und im Luft-
plenum die minimale Auﬂösung von 3mm. Somit wird die räumliche Diskretisierungsweite
innerhalb des Rechengebiets um den Faktor 75 variiert. Der Bereich reaktiver Strömung wird
räumlich mit näherungsweise 0,75mm aufgelöst. Darüber hinaus wird eine Zeitschrittwei-
te von ∆t = 5 · 10−7 s verwendet. Bei dieser Diskretisierung werden akustische Wellen mit
f ≤ 1 kHz räumlich mit PPW > 100 und zeitlich mit PPP ≥ 2000 angenähert. Die gesamte
Simulationszeit beträgt 60ms. Damit werden näherungsweise 6 konvektive Durchlaufzeiten
durch die Brennkammer simuliert.
Um die sehr hohe räumliche Auﬂösung im Drallerzeuger und den damit einhergehenden
hohen Bedarf an Computerressourcen zu vermeiden, wurden die meisten der veröﬀentlichten
Simulationen [68, 79, 169, 221, 262] des PRECCINSTA Testfalls mit der Annahme perfekter
Vormischung durchgeführt, d.h. es wurde ein homogenes Brennstoﬀ-Luftgemisch über das
Luftplenum eingebracht. Franzelli et al. [73] haben jedoch gezeigt, dass zur Berechnung der
thermoakustischen Instabilität des Testfalls der Mischungsprozess nicht idealisiert werden
darf. Daher wird auch in dieser Arbeit die technische Vormischung in die Simulation einbe-
zogen, wie in Abbildung 6.2(a) veranschaulicht wird.
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Bei Berücksichtigung des Mischungsprozesses wurde die thermoakustische Frequenz von
Franzelli et al. [73] zu 390Hz bestimmt. Diese Vorhersage weicht um 100Hz von der experi-
mentell bestimmten Frequenz ab [158]. Die Abweichung wird von den Autoren [73] durch die
Vernachlässigung des Brennstoﬀplenums erklärt, welche die akustische Impedanz der Eindü-
sungsebenen verfälscht. Deshalb wird für eine genauere Vorhersage der thermoakustischen
Frequenz in der vorliegenden Arbeit das Brennstoﬀplenum als Teil des numerischen Rechen-
gebiets berücksichtigt.
Zur zeitlichen Diskretisierung wird das in Kapitel 3.3.1 beschriebene CN Verfahren mit
Fehlerordnung O(2) eingesetzt. Die Impulsgleichungen werden räumlich rein zentral (CDS)
diskretisiert, um numerische Dissipation konvektiver Prozesse zu minimieren. Mit steigen-
der Dissipation reduziert sich die maximal aufgelöste Frequenz turbulenter Fluktuationen
einer CFD Simulation. Alle der in Kapitel 3.3.1 vorgestellten räumlichen Diskretisierungs-
verfahren außer CDS führen aufgrund ihrer Dissipation zu so starker Dämpfung, dass LES
Lösungen näherungsweise URANS Lösungen entsprechen. Im Gegensatz zur Impulsgleichung
führt Dissipation bei den Gleichungen skalarer Variablen nicht zu einer Dämpfung turbulen-
ter Fluktuationen. Zur Stabilisierung der Simulationen werden diese Gleichungen deshalb mit
QUDS mit Limitierung der Gradienten diskretisiert. Sowohl QUDS als auch CDS Verfahren
sind O(2) genau.
6.2.2. Turbulenz
Die in der Literatur [68,79,169,221,262] veröﬀentlichten CFD Simulationen des PRECCINSTA
Testfalls wurden ausschließlich mit LES Methoden durchgeführt. Im Gegensatz dazu wird in
der vorliegenden Arbeit das hybride LES/RANS Modell SAS eingesetzt (Kap. 2.2.3). Ent-
sprechend wird in Bereichen niedriger räumlicher Auﬂösung eine URANS Lösung berechnet.
Für eine genauere Berechnung der Strömung wird räumlich begrenzt eine höhere Auﬂösung
verwendet, wodurch sich dort eine LES Lösung entwickelt.
Zur Beurteilung der relativen räumlichen Auﬂösung einer SAS Lösung werden nach Ka-
pitel 2.2.3 zwei unterschiedliche Kriterien verwendet. Erstens wird das Verhältnis der auf-
gelösten zur gesamten turbulenten kinetischen Energie rKE betrachtet. Dieses wird nach
Gleichung (2.20) berechnet. Abbildung 6.3(a) zeigt dieses Verhältnis. Im Drallerzeuger und
in der Brennkammer liegt das Verhältnis über 90%. Dabei ist der Anteil aufgelöster turbu-
lenter kinetischer Energie im Drallerzeuger ungefähr 5% höher als in der Brennkammer. Im
Gegensatz dazu beträgt der Anteil im Luftplenum weniger als 80%. Somit wird im Luftple-
num eine URANS Lösung und im Drallerzeuger und in der Brennkammer eine LES Lösung
berechnet [201].
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(a) Viskosität (b) Kinetische Energie
Abbildung 6.3.: Verhältnis von aufgelösten zu gesamten turbulenten Fluktuationen
Als zweites Kriterium zur Beurteilung der räumlichen Auﬂösung wird das Verhältnis von
turbulenter zu molekularer Viskosität rµ in Abbildung 6.3(b) dargestellt. Dieses wird nach
Gleichung (2.21) berechnet. In Bereichen mit rµ < 10 kann davon ausgegangen werden, dass
eine LES Lösung berechnet wird. Somit wird im Drallerzeuger und in der Brennkammer
eine für LES ausreichende relative, räumliche Auﬂösung erreicht. Dies stimmt mit dem zu-
vor betrachteten rKE-Kriterium überein. Nach beiden zuvor betrachteten Kriterien wird im
Drallerzeuger und in der Brennkammer eine ausreichende räumliche Auﬂösung für eine LES
erreicht. Im Luftplenum ergibt sich aufgrund der geringeren Auﬂösung eher eine URANS
Lösung. Dies zeigt den Vorteil von SAS im Vergleich zu LES Methoden. Die Genauigkeit der
im Luftplenum berechneten Strömung hat einen geringen Einﬂuss für eine Analyse der ther-
moakustischen Schwingung des Brenners. Die Strömung im Plenum wird nur mitberechnet,
da sonst die Eigenfrequenzen des gesamten Systems verändert werden. SAS ermöglicht durch
eine geringe Auﬂösung im Luftplenum, dieses sehr eﬃzient in die Simulation einzubeziehen.
6.2.3. Verbrennung
Zur Modellierung der Verbrennungsprozesse in der PRECCINSTA Brennkammer werden in
dieser Arbeit zum einen das EDM-FRC und zum anderen das APDF-FRC Modell einge-
setzt, die in Abschnitt 2.3 beschrieben wurden. Das EDM Verfahren ist nur gültig für glo-
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Tabelle 6.2.: Modellierung der Verbrennungsprozesse
Modell EDM-FRC APDF-FRC
Mechanismus BFER [73] DRM19 [115]
Anzhal der Komponenten 6 21
Anzahl der Reaktionen 2 84
bale Reaktionsmechanismen. In dieser Arbeit wird dafür der globale Reaktionsmechanismus
BFER [73] verwendet, der nur die Methanoxidation sowie das Kohlenstoﬀoxid-Gleichgewicht
berücksichtigt (Tabelle 6.2). Für die Modellierung mit APDF-FRC wird hingegen der de-
taillierte DRM19 [115] Mechanismus verwendet. Beide Ansätze werden in diesem Abschnitt
beschrieben.
Mit globalen Mechanismen können Verbrennungsprozesse zwar sehr eﬃzient aber nur in
einem kleinen Zustandsbereich genau modelliert werden [263]. Der Zustandsbereich eines
Verbrennungsprozesses wird u.a. durch die Bereiche der Temperatur und des Äquivalenzver-
hältnisses bestimmt [263]. Im Fall des PRECCINSTA Testfalls bewirkt im Betriebspunkt 1
(Tab. 6.1) die thermoakustische Schwingung eine Variation des lokalen Äquivalenzverhältnis-
ses von 0.6 < Φ < 1.4 [158]. Für eine genaue Modellierung des Verbrennungsprozesses mithilfe
eines herkömmlichen globalen Mechanismus ist diese Variation des Äquivalenzverhältnisses
zu groß. Deshalb verwenden Franzelli et al. [73] zur Berechnung chemischer Prozesse des
Testfalls das Korrekturverfahren nach Fernández-Tarrazo et al. [62], bei dem die Arrhenius-
Faktoren des Mechanismus zur Laufzeit der Simulation an das lokale Äquivalenzverhältnis
angepasst werden. Dieser Ansatz erlaubt eine genaue Modellierung des Verbrennungsprozes-
ses im gesamten Bereich des lokalen Äquivalenzverhältnisses.
Abbildung 6.4 zeigt für unterschiedliche Reaktionsmechanismen die laminare Flammenge-
schwindigkeit (sL), die mithilfe des Softwarepakets Cantera [89] berechnet wurde. Zum einen
wird die Flammengeschwindigkeit des detaillierten GRI-Mech 3.0 [240] Mechanismus mit 53
Gaskomponenten und 325 Reaktionen dargestellt. Aufgrund des hohen Detaillierungsgrades
des GRI Mechanismus werden diese Ergebnisse im Folgenden als Referenzlösung verwen-
det. Zum anderen wird die Flammengeschwindigkeit des BFER Mechanismus von Franzel-
li et al. [73] gezeigt, dessen Arrhenius-Faktoren in Abhängigkeit des Äquivalenzverhältnisses
bestimmt werden. Die Ergebnisse der BFER und GRI Mechanismen sind in guter Über-
einstimmung. Somit kann mithilfe des globalen Reaktionsmechanismus BFER die laminare
Flammengeschwindigkeit über einen großen Bereich des Äquivalenzverhältnisses genau be-
rechnet werden.
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(a) Laminare Flammengeschwindigkeit (b) Instantane Wärmefreisetzung
Abbildung 6.4.: Modellierung der Verbrennungsprozesse
Abbildung 6.4(b) zeigt eine instantane Verteilung der berechneten Wärmefreisetzung in
der Mittelebene der untersuchten Brennkammer, die mit EDM-FRC und dem BFER Me-
chanismus berechnet wurde. Bereiche hoher Wärmefreisetzung entsprechen der numerischen
Flammenfront. Der Detailausschnitt der Abbildung verdeutlicht, dass bei der in dieser Ar-
beit verwendeten räumlichen Diskretisierung die Dicke der Flammenfront näherungsweise
der Diskretisierungsweite ∆x entspricht. Die starken Gradienten der Gaskomponenten und
der Temperatur über die Flammenfront werden mit zwei Punkten räumlich diskretisiert.
Diese Approximation entspricht einer räumlichen Filterung mit Filterweite ∆x. Chemische
Prozesse mit einer Längenskala kleiner als die Filterweite werden numerisch nicht aufgelöst
und entsprechend als Sub Grid Scale (SGS) Prozesse bezeichnet. Diese entsprechen der nicht
aufgelösten bzw. modellierten Turbulenz-Chemie-Interaktion einer CFD Simulation.
Im Fall des EDM werden SGS Prozesse mithilfe der turbulenten Zeitskala abgeschätzt. Die-
se Abschätzung ist jedoch zum einen nur für globale Reaktionsraten gültig und zum anderen
ist sie verhältnismäßig ungenau. Für eine genauere Modellierung wird in der vorliegenden
Arbeit die in Kapitel 2.3.3 vorgestellte APDF Methode verwendet. Dabei werden chemische
SGS Prozesse mithilfe von vorgegebenen Wahrscheinlichkeitsdichtefunktionen der Tempera-
tur und der Komponenten berücksichtigt.
Im Gegensatz zum EDM ist die APDF Methode auch auf detailierte Reaktionsmecha-
nismen anwendbar. Für eine genauerer Berechnung der chemischen Prozesse wird in der
vorliegenden Arbeit für die Modellierung mit APDF der detaillierte Methan-Mechanismus
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DRM19 [115] verwendet. Abbildung 6.4(a) zeigt die laminare Flammengeschwindigkeit des
DRM19 im Vergleich zu den BFER und GRI Mechanismen. Die Ergebnisse mit DRM19
stimmen bei hohen Äquivalenzverhältnissen etwas besser mit den GRI Ergebnissen überein
als die des BFER Mechanismus. Insgesamt zeigt sich jedoch für beide Mechanismen eine
vergleichbar gute Übereinstimmung mit den Flammengeschwindigkeiten des GRI.
Die Flammengeschwindigkeiten des globalen BFER und des detaillierten DRM19 Mecha-
nismus sind sehr ähnlich. Dennoch wird in dieser Arbeit mit dem detaillierteren Mechanis-
mus eine deutlich verbesserte Modellierung der Verbrennungsprozesse des Testfalls erreicht.
Dies ist auf die höhere Genauigkeit bei der Modellierung der Zündverzugszeiten mit dem
detaillierten DRM19 im Vergleich zum globalen BFER Mechanismus zurückzuführen. Die
genaue Bestimmung der Zündverzugszeiten ist insbesondere bei der Simulation einer abge-
hobenen Flamme von Bedeutung, wie sie im in dieser Arbeit untersuchten Betriebspunkt des
PRECCINSTA Testfalls vorliegt.
6.2.4. Randbedingungen
Zur Simulation des PRECCINSTA Testfalls werden an den Einlässen die in Tabelle 6.1 ge-
zeigten Massenströme für den Betriebspunkt 1 vorgegeben. Im Experiment heizen sich die
Wände des Luft- und des Brennstoﬀplenums auf [158]. Dies führt zu einer Vorheizung der
Luft- und Brennstoﬀströme. Die Vorheiztemperatur des Brennstoﬀ-Luftgemisches wurde ex-
perimentell zu 320 ≤ T ≤ 380 K bestimmt [158]. In der Literatur [73] wird diese bei CFD
Simulationen durch eine Temperatur von 320K an den Einlässen berücksichtigt. Um die in
dieser Arbeit berechneten Ergebnisse mit den Literaturdaten vergleichbar zu machen, wird
ebenfalls eine Temperatur der Einlassmassenströme von 320K verwendet. Dies entspricht der
minimal gemessenen Vorheiztemperatur. Eine Variation der numerischen Einlasstemperatu-
ren innerhalb des experimentell bestimmten Intervalls führt folglich immer zu einer Erhöhung
der Temperaturen in der Brennkammer. Eine Erhöhung der Einlass Temperatur auf die ma-
ximal gemessene Vorheiztemperatur von 380K erhöht die Temperatur in der Brennkammer
um ungefähr 60K. Diese Steigerung der Temperatur in der Brennkammer kann ebenfalls
durch eine Erhöhung des Äquivalenzverhältnisses von 0.7 auf ungefähr 0.735 erreicht werden.
Das erhöhte Äquivalenzverhältnis von 0.735 entspricht ungefähr dem thermoakustisch stabi-
len Betriebspunkt 2b (Tab. 6.1) mit einem Äquivalenzverhältnis von 0.75. Somit könnte die
Vorgabe der maximalen Vorheiztemperatur als Einlassrandbedingung zur Berechnung einer
thermoakustisch stabilen Verbrennung führen. Dieser Einﬂuss der Einströmrandbedingung
wird im Rahmen der vorliegenden Arbeit nicht untersucht und sollte entsprechend Gegen-
stand nachfolgender Arbeiten sein.
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Die Wandtemperaturen wurden während des Experiments nicht gemessen [158]. In Anleh-
nung an CFD Simulationen des Testfalls in der Literatur [73] werden deshalb die Wände in
dieser Arbeit als adiabat angenommen. Im Fall der Wände des Luft- und des Brennstoﬀplen-
ums hat die Annahme adiabater Wände eine vernachlässigbaren Einﬂuss auf die numerischen
Ergebnisse, da die Vorheizung der Massenströme an den Wänden durch eine erhöhte Einlass-
temperatur berücksichtigt wird. Die Temperaturen der Brennkammerwände und der Wände
des Drallerzeugers können jedoch einen starken Einﬂuss auf den numerisch berechneten Ver-
brennungsprozess haben. Der Wärmeverlust an den Brennkammerwänden führt zu niedri-
geren Flammentemperaturen, die wiederum den gesamten Verbrennungsprozess beeinﬂussen
können. Die Temperatur der Wände des Drallerzeugers in der Nähe des Brennkammerein-
lasses kann die Flammenposition beeinﬂussen. Da eine Abschätzung der Wandtemperaturen
ohne experimentelle Daten jedoch mit erheblichen Unsicherheiten verbunden ist, erschwert
die Berücksichtigung der Wandwärmeﬂüsse die Diskussion der Ergebnisse im Vergleich zu
Literaturdaten. Deshalb werden die Wandwärmeﬂüsse in dieser Arbeit vernachlässigt.
Neben den zuvor beschriebenen strömungsmechanischen Randbedingungen, sind zur Be-
rechnung der thermoakustischen Instabilität des Testfalls die akustischen Randbedingungen
von großer Bedeutung [73]. In der Literatur [73] werden akustische Reﬂexionen am Aus-
strömrand der Brennkammer durch eine Erweiterung des Rechengebiets um einen Teil der
Atmosphäre berechnet. Da dies die benötigten Computerressourcen stark erhöht, werden in
dieser Arbeit die in Kapitel 4.2 vorgestellten Impedanzrandbedingungen zur Modellierung
der akustischen Reﬂexionen am Auslass verwendet. Abbildung 6.5 zeigt den analytisch be-
rechneten Reﬂexionsfaktor für ein oﬀenes, durchströmtes Ende nach Munt et al. [170], der
durch experimentelle und numerische Daten bestätigt wurde [170,237]. Der analytische Ver-
lauf wird in der vorliegenden Arbeit mithilfe der TDIBC Modellfunktion (Gl. (4.31)) mit
Ordnung m = 45 und n = 0 angenähert. Wie in Abbildung 6.5 gezeigt wird, stimmt sowohl
der Betrag als auch die Phasenverschiebung der Modellfunktion mit der analytischen Lösung
sehr gut überein. Deshalb wird in der vorliegenden Arbeit diese Modellfunktion als akustische
Randbedingung am Auslass der Brennkammer verwendet.
Im experimentellen Aufbau des PRECCINSTA Brenners werden in die Brennkammer-
wand Quarzglasscheiben eingesetzt, um einen optischen Zugang für Messtechnik zu ermögli-
chen [158]. Die Glasscheiben werden dabei mit Spiel gelagert, um eine Zerstörung der Scheiben
aufgrund thermischer Spannungen zu vermeiden. Die Lagerung dieser Scheiben bewirkt je-
doch eine Dämpfung akustischer Schwingungen in der Brennkammer [249]. Diese Dämpfung
wurde in bisherigen CFD Simulationen des Testfalls [73, 144] nicht berücksichtigt. Stattdes-
sen wurde eine vollständige Reﬂexion akustischer Wellen an den Glasscheiben angenommen.
In der vorliegenden Arbeit zeigt sich, dass bei diesen Simulationen die Amplitude der ther-
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Abbildung 6.5.: Modellierung des Reﬂexionsfaktor am atmosphärischen Auslass
moakustischen Schwingung um näherungsweise eine Größenordnung überschätzt wurde. Da-
her wurde in dieser Arbeit der Dämpfungsmechanismus der mit Spiel gelagerten Glasscheiben
mithilfe von Impedanzrandbedingungen modelliert. Dazu wurden die seitlichen Brennkam-
merwände zum einen vollständig reﬂektierend mit einem Reﬂexionsfaktor R = 1 modelliert.
Zum anderen wird die akustische Dämpfung an den Wänden mithilfe des in Abschnitt 4.2.5
diskutierten Tiefpassﬁlters modelliert.
Der Reﬂexionsfaktor der Glasscheiben wurde experimentell bisher nicht bestimmt. Daher
wird in dieser Arbeit der Reﬂexionsfaktor mithilfe des Tiefpassﬁlters nach Gleichung (4.60)
approximiert. Das Tiefpassﬁlter wird in dieser Arbeit aus zwei Gründen verwendet. Erstens
ergibt sich bei der gewählten Modellfunktion für f → 0 eine vollständige Reﬂexion akustischer
Wellen ohne zusätzliche Phasenverschiebung. Signale bei f → 0 entsprechen den zeitlichen
Mittelwerten der akustischen Variablen. Diese bleiben bei der gewählten Modellfunktion un-
verändert. Zweitens wurde in dieser Arbeit eine Parameterstudie zur Dämpfungsfunktion
durchgeführt. Das gewählte Tiefpassﬁlter hat nach Gleichung (4.60) nur einen freien Para-
meter. Modellfunktionen höherer Ordnung haben eine größere Anzahl freier Parameter. Dies
erhöht den Aufwand einer Parameterstudie deutlich ohne dabei eine geringere Unsicherheit
bei der geschätzten Dämpfungsfunktion zu erreichen.
Abbildung 6.6 stellt die in dieser Arbeit verwendeten Reﬂexionsfaktoren für die seitlichen
Brennkammerwände dar. Zum einen wird eine vollständig reﬂektierende Wand mit R = 1
und zum anderen eine gedämpfte Wand modelliert. Für die akustisch gedämpfte Wand wird
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Abbildung 6.6.: Modellierung des Reﬂexionsfaktor an der Brennkammerwand
das Tiefpassﬁlter nach Gleichung (4.60) mit dem freien Parameter CH = 11470 verwendet.
Der Parameter CH wird so gewählt, dass sich für Signale bei der thermoakustischen Frequenz
von näherungsweise 300Hz ein Betrag des Reﬂexionsfaktors von
R300 = |R(300 Hz)| = 0.95 (6.1)
ergibt. Darüber hinaus werden Signale bei 300Hz mit einer Phasenverschiebung von näher-
ungsweise −pi/10 rad reﬂektiert.
Die eingebrachte Dämpfung und Phasenverschiebung an den seitlichen Wänden führt zu
einer Reduzierung der gesamten Druckamplitude und somit zu einer Verringerung der Schwin-
gung des Geschwindigkeitsfeldes im gesamten Verbrennungssystem. Dies hat zum einen Ein-
ﬂuss auf den Mischungsprozess im Drallerzeuger, der den Anregungsmechanismus der ther-
moakustischen Schwingung bestimmt. Zum anderen beeinﬂusst das instationäre Geschwindig-
keitsfeld die Flammenform und -lage und somit die Wärmefreisetzung in der Brennkammer.
Folglich wird auch der thermoakustische Rückkopplungsmechanismus durch die Wanddämp-
fung beeinﬂusst. Die Auswirkung der in dieser Arbeit verwendeten Dämpfungsfunktion auf
die thermoakustische Schwingung des PRECCINSTA Brenners wird in Abschnitt 6.3.1 dis-
kutiert.
An den Übergänge der Brennstoﬀ- und Luftzufuhr in die jeweiligen Plenen ändern sich die
Querschnittsﬂächen im PRECCINSTA Brenner stark. In der vorliegenden Arbeit wird verein-
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fachend angenommen, dass diese Querschnittsänderungen zu einer akustischen Entkopplung
der Zufuhrleitungen vom Gesamtsystem führt [121]. Daher werden die Einströmränder des
Brennstoﬀs und der Luft vereinfachend als vollständig reﬂektierend angenommen.
6.3. Ergebnisse
Im vorherigen Abschnitt wurde die Modellierung des PRECCINSTA Modellbrenners be-
schrieben. Für chemische Prozesse und Wandreﬂexionen wurden dabei jeweils zwei alternative
Modellierungsansätze vorgestellt. Im Folgenden wird der Einﬂuss dieser Modelle diskutiert.
Dazu wird als Referenz die Modellierung mit globalem Reaktionsmechanismus (EDM) und
vollständig reﬂektierenden Wänden (R = 1) festgelegt. Ausgehend vom Referenzmodells
wird als erste Variation das Verbrennungsmodell verändert, indem das detaillierte Modell
(APDF) verwendet wird. Die Simulationsergebnisse mit EDM und APDF werden im folgen-
den Abschnitt mit experimentellen Ergebnissen [158, 249] und mit numerischen Daten aus
der Literatur [73] verglichen.
Als zweite Variation wird der Einﬂuss der akustischen Wandreﬂexionen an den seitlichen
Brennkammerwänden untersucht. Dazu werden akustische Reﬂexionen Tiefpass geﬁltert und
damit gedämpft. Die Filterfunktion an den Wänden wurde bisher weder experimentell noch
analytisch bestimmt. Die Annahme einer Filterfunktion für die CFD Simulation ist deshalb
mit hohen Unsicherheiten behaftet. Daher können anhand der berechneten CFD Ergebnisse
mit Wanddämpfung nur qualitative Aussagen getroﬀen werden. Die Dämpfung wirkt sich
direkt auf die Druckschwingung in der Brennkammer aus, wie im Folgenden gezeigt wird.
Darüber hinaus beeinﬂusst die Änderung der akustischen Schwingung auch die hydrodyna-
mischen und chemischen Prozesse in der Brennkammer. Der Einﬂuss der Wanddämpfung auf
diese Prozesse wird im Rahmen der vorliegenden Arbeit nur eingeschränkt untersucht.
6.3.1. Akustische Eigenmoden
Abbildung 6.7 zeigt die Leistungsdichtespektren des Drucks im Plenum und in der Brennkam-
mer. Dabei werden Messdaten für zwei unterschiedliche Konﬁgurationen dargestellt. Ersten
wurde der Brenner mit Quartzglasscheiben in den seitlichen Brennkammerwänden vermes-
sen [158]. Die Quarzglasscheiben ermöglichen einen optischen Zugang für die Messtechnik.
Die in den folgenden Abschnitten diskutierten Messdaten wurden für diese Konﬁguration mit
Glasscheiben ermittelt. Die Glasscheiben sind mit Spiel gelagert, sodass akustische Wellen
an den Scheiben gedämpft werden. Um den Einﬂuss der Dämpfung zu ermitteln, wurde eine
zweite Konﬁguration mit schallharten Metallwänden vermessen [249]. Die jeweiligen Mikro-
fonpositionen werden in Abbildung 6.1 dargestellt.
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In Abbildungen 6.7(a) und 6.7(b) zeigen die gemessenen Daten eine dominante Schwingung
mit näherungsweise 290Hz im Luftplenum und in der Brennkammer. Zusätzlich ist eine starke
Schwingung bei der ersten harmonischen Frequenz von 580Hz sichtbar. In der Literatur
wurde bisher kein berechnetes Druckspektrum für den Testfalls bei diesem Betriebspunkt
veröﬀentlicht. Franzelli et al. [73] geben jedoch die Frequenz der dominanten Schwingung mit
390Hz an.
Die Druckspektren der THETA Referenzsimulation mit EDM und schallharten Wänden
(R = 1) zeigen ein deutliches Maximum von 151 dB im Luftplenum und von 147 dB in
der Brennkammer bei 290Hz, wie in Abbildungen 6.7(a) und 6.7(b) dargestellt wird. Dies
stimmt gut mit den experimentellen Daten überein. Die Abweichung in der Amplitude beträgt
<7 dB. Die Frequenz der ersten harmonische Schwingung bei 580Hz wird ebenfalls gut mit der
THETA EDM Simulation vorhergesagt. Die berechnete Amplitude der ersten harmonischen
Schwingung weicht um <1dB in der Brennkammer und im Luftplenum von der Messung ab.
Neben dem globalen Verbrennungsmodell EDM wurde in dieser Arbeit das detailliertere
Modell APDF eingesetzt (Kap. 2.3.3). Abbildungen 6.7(a) und 6.7(b) zeigen die Druckspek-
tren der THETA Simulationen mit APDF und EDM. Für APDF ergibt sich eine um et-
wa 2 dB niedrigere maximale Druckamplitude wie im Referenzfall. Jedoch ist die Lage der
Maxima leicht zu höheren Frequenzen verschoben. Mithilfe der APDF Simulation wird die
thermoakustische Frequenz zu 300Hz berechnet. Im Vergleich zur Referenzsimulation ist dies
ein geringfügig schlechtere Übereinstimmung mit den experimentellen Daten. Neben der Ver-
schiebung der thermoakustischen Frequenz zeigt sich bei der APDF Simulation jedoch auch
eine subharmonische Schwingung bei beispielsweise 150Hz. Dies stimmt nicht mit den ex-
perimentell bestimmten Druckspektren überein, bei denen nur ein sehr geringes Maximum
bei subharmonischen Frequenzen zu sehen ist. Das detaillierte APDF Verbrennungsmodell
verbessert im Vergleich zum Referenzfall insbesondere die Vorhersage der Zündverzugszeiten.
Dies führt zu einer veränderten Wärmefreisetzung und einem veränderten Strömungsfeld in
der Brennkammer und somit zu einer veränderten Anregung der thermoakustischen Schwin-
gung. Im Fall der APDF Simulation wird dadurch eine subharmonische Schwingung angeregt.
In Abschnitt 6.3.4 wird die Anregung der subharmonischen Schwingung bei APDF näher un-
tersucht.
Um den Einﬂuss der akustischen Dämpfung an der Brennkammerwand zu untersuchen,
werden in Abbildungen 6.7(c) und 6.7(d) gemessene und berechnete Druckspektren für je-
weils schallharte und gedämpfte Wände dargestellt. Wie anhand der der experimentellen
Ergebnisse zu erkennen ist, bewirkt die Dämpfung eine Reduzierung der maximalen Ampli-
tude um 5dB im Luftplenum und um 10 dB in der Brennkammer. Darüber hinaus bleiben
die Frequenzen der dominanten Schwingung und der ersten harmonischen erhalten.
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Abbildung 6.7.: Leistungsdichtespektren im Plenum und in der Brennkammer
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Bei der THETA Simulation mit Wanddämpfung werden Reﬂexionen von Signalen bei
300Hz um 5% reduziert. Diese wird beispielhaft verwendet, um den Einﬂuss der Dämp-
fung zu untersuchen. Diese Wanddämpfung wird gewählt um eine gute Übereinstimmung
der berechneten und der gemessenen Amplitude der thermoakustischen Schwingung zu er-
reichen, d.h. die Wanddämpfung wird so verändert, dass das berechnete Druckspektrum bei
300Hz gut mit dem experimentellen Ergebniss übereinstimmt. Es wird keine Anpassung
der Wanddämpfung über den gesamten Frequenzbereich vorgenommen, da der Einﬂuss der
Wanddämpfung nur beispielhaft untersucht wird.
Abbildungen 6.7(c) und 6.7(d) zeigen die Druckspektren der Simulation mit der akusti-
schen Dämpfung R300 = 0.95 an den seitlichen Brennkammerwänden. Im Vergleich zur Re-
ferenzsimulation zeigt sich eine deutliche Reduktion der maximalen Amplitude um 16dB im
Luftplenum und um 20 dB in der Brennkammer. Im Luftplenum stimmen die berechnete und
die gemessene maximale Amplitude mit Wanddämpfung sehr gut mit einer Abweichung von
<1dB überein. In der Brennkammer beträgt diese Abweichung 4 dB. Signale bei höheren
Frequenzen >350Hz werden in der Simulation zu stark an der Wand gedämpft. Bei der ers-
ten harmonischen Schwingung beträgt die Abweichung der Amplituden zwischen Experiment
mit Glasscheiben und Simulation mit Wanddämpfung bereits 14 dB. Wie in Abbildung 6.6
zu erkennen ist, beträgt die Dämpfung in der Simulation bei dieser Frequenz ungefähr 25%.
Somit ist die in der Simulation verwendete Dämpfungsfunktion akustischer Reﬂexionen an
den Brennkammerwänden bei hohen Frequenzen zu stark.
Im Gegensatz zur Druckamplitude beeinﬂusst die akustische Dämpfung an den Wänden die
Frequenzen der dominanten Schwingung in der THETA Simulation nicht. Wie im Referenzfall
wird die Frequenz zu 290Hz berechnet. Somit zeigt sich sowohl im Experiment als auch in
den Simulationen eine starke Reduzierung der Druckamplitude aufgrund der Wanddämpfung
bei unveränderten Frequenzen der dominanten Signale. Um eine bessere Übereinstimmung
der Simulation mit dem Experiment zu erreichen, könnte die Wanddämpfungsfunktion der
Simulation variiert werden. Dies ist jedoch nicht Gegenstand der vorliegenden Arbeit.
Tabelle 6.3 stellt die Gesamtschalldruckpegel (OASPL, Overall Sound Pressure Level) in
der Brennkammer dar. Im Vergleich der berechneten und gemessenen OASPL für schallharte
Wände zeigt sich, dass der OASPL in den Simulationen ungefähr 6-7 dB höher sind. Dies
liegt an den höheren maximalen Druckamplituden der Simulationen, die den OASPL do-
minieren. Bei dem Experiment mit Glasscheiben zeigt sich ein deutlich reduzierter OASPL
von 148,3 dB. Dies ist ebenfalls bei der Simulation mit Wanddämpfung (EDM R300 = 95%)
zu erkennen, bei der sich ein OASPL von 146,3 dB ergibt. Somit sind der gemessene und
berechnete OASPL mit Wanddämpfung in guter Übereinstimmung.
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Tabelle 6.3.: Leistungsdichte und Schalldruckpegel in der Brennkammer
Datensatz PSDmax [dB] OASPL [dB]
Exp. Metallw. (Stöhr und Werner) 140,6 157,3
THETA EDM R = 1 147,4 163,4
THETA APDF R = 1 146,1 164,5
Exp. Glassch. (Meier et al.) 130,5 148,3
THETA EDM R300 = 95% 126,2 146,3
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Abbildung 6.8.: Phasendeﬁnition [158]
In den folgenden Abschnitten werden phasengemittelte Daten zur Analyse der thermoakus-
tischen Schwingung verwendet. Abbildung 6.8 zeigt die dazu verwendete Phasendeﬁnition
nach Meier et al. [158]. Die Phasenwinkel ph1, ph5, ph3 und ph7 entsprechen den Druckmi-
nima und -maxima sowie dem mittleren Druck im Luftplenum. Die verbleibenden Phasen-
winkel ph2 bis ph8 liegen zeitlich gemittelt zwischen den zuvor deﬁnierten Phasenwinkeln.
Wie bereits diskutiert wurde, zeigt sich bei den THETA Simulationen mit EDM eine domi-
nante Schwingung bei 290Hz und mit APDF bei 300Hz. Die Ergebnisse der Simulationen
werden in dieser Arbeit mit der jeweils zugehörigen Frequenz der dominanten Schwingung
phasengemittelt.
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Abbildung 6.9.: Phasengemittelte Verteilung der axialen Geschwindigkeit und des Mischungs-
bruchs
6.3.2. Strömungsfeld und Mischungsprozess
Im Betriebspunkt 1 der PRECCINSTA Modellbrennkammer tritt eine thermoakustische
Schwingung aufgrund von Mischungsinhomogenitäten auf. Während einer Schwingungspe-
riode verändert sich die Druckdiﬀerenz zwischen Brennkammer und Luftplenum [73, 158],
wodurch die Geschwindigkeit im Drallerzeuger verändert wird. Abbildung 6.9 zeigt die axia-
le Geschwindigkeit in der Mittelebene der Brennkammer der THETA EDM Simulation bei
unterschiedlichen Phasenwinkeln. Ausgehend von der maximalen Geschwindigkeit im Draller-
zeuger in Phase ph7 nimmt diese über ph1 bis ph3 ab, so dass schließlich eine Rückströmung
im Drallerzeuger entsteht. Im weiteren Phasenverlauf ph3-ph5-ph7 wird die Strömung in
axialer Richtung wieder beschleunigt.
Abbildung 6.10 zeigt die mittlere Geschwindigkeit in der Mittelebene der Brennkammer
als Funktion des Radius bei verschiedenen Höhen über dem Brennkammereinlass. Sowohl
die THETA Ergebnisse als auch die CFD Ergebnisse aus der Literatur stimmen sehr gut
mit den experimentellen Daten überein. Das Brennstoﬀ-Luftgemisch wird verdrallt in die
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Brennkammer eingebracht. In der verdrallten Strömung bilden sich eine innere (IRZ, Inner
Recirculation Zone) und eine äußere (ORZ, Outer Recirculation Zone) Rezirkulationszone
aus. Die Rezirkulation bewirkt eine starke Rückströmung um die Mittelachse des Brenners
im Bereich |r| < 15 mm, wie in Abbildung 6.10(a) gezeigt wird. Im Fall der Simulation mit
detailliertem Verbrennungsmodell wird die innere Rezirkulation stärker vorhergesagt als mit
dem globalem EDM Modell.
Die Schwingung des Geschwindigkeitsfeldes beeinﬂusst die Mischung von Brennstoﬀ und
Luft im Drallerzeuger. Zur Analyse des Mischungsprozesses wird im Folgenden der Mischungs-
bruch nach Bilger et al. [15] verwendet, der den Mischungszustand in einem Zweistromsystem
aus Brennstoﬀ und Luft beschreibt [263]. Der Mischungsbruch ist unabhängig von chemischen
Reaktionen und damit zur Analyse des reinen Mischungsprozesses geeignet [263]. Im Brenn-
stoﬀstrom beträgt der Mischungsbruch Z = 1 und im Luftstrom Z = 0. Bei vollständiger
Mischung beträgt der globale Mischungsbruch Z ≈ 0,039 entsprechend des globalen Äquiva-
lenzverhältnisses von φ = 0,7.
Abbildung 6.9 zeigt den Mischungsbruch und die axiale Geschwindigkeit bei unterschiedli-
chen Phasenwinkeln der thermoakustischen Schwingung. Im Phasenverlauf ph7-ph1-ph3 ent-
steht im Drallerzeuger eine Rückströmung, bevor die Strömung in den Phasen ph3-ph5-ph7
wieder in axialer Richtung beschleunigt wird. Aufgrund des hohen Impulses des Brennstoﬀs
wird dieser auch während der Rückströmung eingedüst. Dadurch akkumuliert sich Brennstoﬀ
im Drallerzeuger während der Rückströmung. Dies ist in Abbildung 6.9 am zunehmenden
Mischungsbruch im Phasenverlauf ph7-ph1-ph3 an der Stelle der Eindüsung zu erkennen.
Das fette Gemisch wird anschließend in den Phasen ph3-ph5-ph7 durch die beschleunigte
Strömung in die Brennkammer konvektiert. Entsprechend ist in Abbildung 6.9 bei ph7 am
Brennkammereinlass der maximale Wert des Mischungsbruchs zu erkennen.
Abbildung 6.11 zeigt die Mittel- und RMS- Werte des Mischungsbruchs bei unterschiedli-
chen Höhen über dem Brennkammereinlass. Bei beiden THETA Simulationen entspricht der
mittlere Mischungsbruch näherungsweise dem globalen Wert an allen untersuchten Positio-
nen. Insbesondere an der Position h = 60 mm stimmt der Mischungsbruch in den THETA
Simulationen mit dem globalen Wert sehr gut überein. Dies ergibt sich aus der Elemen-
terhaltung und ausreichender Durchmischung in den Simulationen. Im Vergleich zu den Si-
mulationen wurde experimentell im Bereich |r| < 10 mm ein um maximal 15% erhöhter
mittlerer Mischungsbruch bei h=6mm bestimmt. Somit ist das Brennstoﬀ-Luft Gemisch in
den THETA Simulationen im zeitlichen Mittel in der Brennkammer zu stark durchmischt.
Diese Abweichung ist tendenziell ebenfalls der Simulation von Franzelli et al. [73] zu erkennen,
wie im nachfolgenden Abschnitt 6.3.3 anhand der Verteilungsfunktion des Mischungsbruchs
gezeigt wird.
125
6. THERMOAKUSTISCHE INSTABILITÄT
h=1.5 mm
r 
[m
m
]
-20 20-30
-20
-10
0
10
20
30
h=5 mm
-20 20
h=15 mm
-20 20
h=25 mm
-20 20
h=35 mm
-20 20
CFD (Franzelli et al.) THETA APDF
Exp. (Meier et al.) THETA EDM
(a) Mittlere axiale Geschwindigkeit [m/s]
h=1.5 mm
r 
[m
m
]
-20 20-30
-20
-10
0
10
20
30
h=5 mm
-20 20
h=15 mm
-20 20
h=25 mm
-20 20
h=35 mm
-20 20
(b) Mittlere radiale Geschwindigkeit [m/s]
Abbildung 6.10.: Geschwindigkeitsfeld in der PRECCINSTA Brennkammer
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Neben den zeitlichen Mittelwerten werden in Abbildung 6.11 die Standardabweichungen
(RMS, Root Mean Square) des Mischungsbruchs dargestellt. Die numerischen und experi-
mentellen Ergebnisse stimmen an allen untersuchten Positionen gut überein. Obwohl der
Mischungsbruch unabhängig von chemischen Reaktionen ist, so weichen die THETA Ergeb-
nisse mit unterschiedlichem Chemiemodell in Abbildung 6.11 geringfügig voneinander ab. Die
Modellierung der chemischen Reaktionen beeinﬂusst das Geschwindigkeitsfeld in der Brenn-
kammer. Dies wiederum führt zu den Abweichungen im Mischungsbruch der Simulationen
mit globalem und detailliertem Chemiemodell.
Zur genaueren Untersuchung der Abweichung zwischen berechnetem und gemessenem Mi-
schungsbruch zeigt Abbildung 6.12 neben den zuvor diskutierten Daten zusätzlich die Mi-
schungsbruchverteilung der THETA Simulation mit akustischer Wanddämpfung und den
Messfehler nach Meier et al. [158]. Der systematische Messfehler des Mischungsbruchs beträgt
3-4%. Bei den zuvor diskutierten Ergebnissen zum Mischungsbruch wird bei den THETA
EDM und APDF Simulationen an der Brennkammerwand eine vollständige Reﬂexion akusti-
scher Wellen angenommen. Wie in Abschnitt 6.3.1 gezeigt wurde, ergibt sich daraus eine im
Vergleich zum Experiment mit Glasscheiben eine um ungefähr 17 dB erhöhte Druckamplitude
der thermoakustischen Schwingung. Eine Steigerung der Druckamplitude bewirkt ebenfalls ei-
ne höhere Amplitude der Druckdiﬀerenz zwischen Brennkammer und Luftplenum und damit
eine höhere Geschwindigkeitsﬂuktuation im Drallerzeuger. Die höheren Geschwindigkeitsf-
luktuationen verbessern wiederum den Mischungsprozess von Luft und Brennstoﬀ.
Abbildung 6.12 zeigt die Verteilung des Mischungsbruch der THETA Simulation mit akusti-
scher Dämpfung R300 = 95% an den seitlichen Brennkammerwänden. Der mittlere Mischungs-
bruch ist auf der Mittelachse bei h=6mm näherungsweise 10% höher als bei den THETA
Simulationen mit vollständig reﬂektierenden Wänden. Eine Verringerung der Druckamplitude
führt somit zu einem höheren Mischungsbruch nahe der Brennkammerachse. Dies ist vermut-
lich die Ursache für den zu niedrigen mittleren Mischungsbruch bei den THETA EDM und
APDF Simulationen mit vollständig reﬂektierenden Wänden, da dabei die Druckamplitude
höher als im Experiment vorhergesagt wird.
6.3.3. Verbrennung
Abbildung 6.13 zeigt die berechnte Wärmefreisetzung (HR, Heat Release) der PRECCINSTA
Brennkammer. Die Daten wurden unter Annahme einer achsensymmetrischen Strömung in
Umfangsrichtung über 18 Ebenen mit einem Winkelversatz von 20 ◦ gemittelt. Das frische
Brennstoﬀ-Luftgemisch tritt in axialer Richtung bei h = 0 mm aus dem Drallerzeuger in die
Brennkammer ein. Im zeitlichen Mittel ﬁndet der überwiegende Anteil der Wärmefreisetzung
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Abbildung 6.11.: Verteilung des Mischungsbruchs in der PRECCINSTA Brennkammer
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Abbildung 6.12.: Einﬂuss der akustischen Wanddämpfung auf den Mischungsprozess
und damit der Verbrennung in den Scherschichten zwischen dem Frischgasstrom und den
inneren und äußeren Rezirkulationszonen statt.
Im Fall der Simulation mit APDF ﬁndet die Wärmefreisetzung in den Scherschichten der
Rezirkulationszonen gleich am Brennkammereinlass statt. Im Vergleich dazu ist bei der Mo-
dellierung mit EDM die Wärmefreisetzung auf der Mittelachse verzögert. Darüber hinaus
ist die maximale, mittlere Wärmefreisetzung bei APDF näherungsweise 40% höher als bei
EDM. Im zeitlichen und räumlichen Mittel beträgt die Wärmefreisetzung in beiden Simula-
tionen jedoch 25 kW. Somit ist bei EDM die Wärmefreisetzung räumlich stärker verteilt als
bei APDF.
Neben den zeitlichen Mittelwerten wird in Abbildung 6.13 die Fluktuationsstärke der Wär-
mefreisetzung dargestellt. In den Bereichen der höchsten mittleren Wärmefreisetzung sind
ebenfalls die höchsten Fluktuationen zu erkennen. Im Vergleich von EDM zu APDF zeigt
sich, dass bei APDF auf der Mittelachse eine höhere Fluktuation der Reaktionsrate am Brenn-
kammereinlass auftritt. Darüber hinaus sind bei APDF starke Fluktuationen im Auslass des
Drallerzeugers sichtbar. Somit ﬁndet ein Teil der Verbrennung bei APDF bereits vor dem
Eintritt in die Brennkammer statt. Dies ist bei der EDM Berechnung nicht zu erkennen.
Abbildung 6.14 zeigt die Temperaturverteilung in radialer Richtung für unterschiedliche
axiale Positionen. Zum einen werden die im Rahmen dieser Arbeit berechneten Temperatur-
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(a) THETA EDM (b) THETA APDF
Abbildung 6.13.: Wärmefreisetzung in der PRECCINSTA Brennkammer
verteilungen und zum anderen entsprechende experimentelle und numerische Daten aus der
Literatur [73,158] dargestellt. Die mittlere Temperaturverteilung der THETA Simulation mit
EDM weicht in der Nähe des Brennkammereinlasses (h ≤ 20 mm) deutlich von den experi-
mentellen Daten ab, wie in Abbildung 6.14(a) verdeutlicht wird. Die größte Abweichung ist
auf der Mittelachse bei h = 6 mm zu sehen und beträgt näherungsweise 900K. Diese Abwei-
chung is jedoch auf einen sehr kleinen Bereich in der Brennkammer begrenzt, weiter stromab
(h ≥ 20 mm) zeigt sich bereits eine gute Übereinstimmung der EDM Ergebnisse mit den ex-
perimentellen Daten. Die starke Abweichung der EDM Ergebnisse von den experimentellen
Daten bei h = 6 mm ergibt sich durch eine etwas größere Abhebehöhe in der Simulation.
Im Gegensatz dazu wird mithilfe des APDF Modells an allen untersuchten Positionen eine
sehr gute Übereinstimmung der berechneten mittleren Temperatur mit den experimentellen
Ergebnissen erreicht. Sowohl bei den gezeigten THETA Ergebnissen als auch bei den CFD
Daten aus der Literatur zeigt sich, dass in der Nähe der Brennkammerwand (r ≥ 25 mm)
die mittlere Temperatur zu hoch berechnet wird. Dies kann durch die Annahme adiabater
Brennkammerwände (Kap. 6.2.4) in den Simulationen verursacht werden.
Im Hinblick auf die Temperaturﬂuktuationen (Abb. 6.14(b)) ergeben sich bei den THETA
Simulationen mit EDM ebenfalls die größten Abweichungen von den experimentellen Daten
von näherungsweise 200K in der Nähe des Brennkammereinlasses. Weiter stromab stimmen
die berechneten und experimentell bestimmten Temperaturﬂuktuation gut überein. Im Ver-
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Abbildung 6.14.: Temperaturverteilung in der PRECCINSTA Brennkammer
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gleich dazu stimmen die APDF Ergebnisse an allen gezeigten Positionen sehr gut mit den
experimentellen Daten überein.
Neben experimentellen Daten werden in dieser Arbeit CFD Daten von Franzelli et al. [73]
zur Validierung verwendet. Diese sind in vergleichbarer Übereinstimmung mit den experimen-
tellen Daten wie die Ergebnisse der THETA Simulationen mit APDF. Direkt am Brennkam-
mereinlass (h = 6 mm) ist die Genauigkeit der Literaturdaten sowohl beimMittelwert als auch
bei den RMS-Werten etwas höher. Jedoch wird an den Positionen stromab (h ≥ 10 mm) mit
APDF eine bessere Übereinstimmung zum Experiment erreicht. Die Temperaturmittelwerte
werden an diesen Positionen in der Literatur überschätzt, wohingegen die Fluktuationsstär-
ke stromab zu gering vorhergesagt wird. Diese Abweichungen sind bei den THETA APDF
Ergebnissen geringer.
Kohlenstoﬀdioxid (CO2) ist eines der Hauptprodukte der Methanverbrennung. Die Ver-
teilung des CO2-Massenbruchs wird im folgenden beispielhaft für die Gaszusammensetzung
in der PRECCINSTA Brennkammer untersucht, da dazu ebenfalls numerische Daten in der
Literatur veröﬀentlicht wurden. Abbildung 6.15 zeigt die Verteilung des CO2-Massenbruchs
der THETA Simulationen im Vergleich zu experimentellen Ergebnissen und numerischen Da-
ten aus der Literatur. Im Fall des EDM Verbrennungsmodells weichen der Mittelwert und
der RMS-Wert des Massenbruch im Bereich h ≤ 10 mm deutlich von den experimentellen
Daten ab. Weiter stromab ist eine vergleichbare Genauigkeit der THETA EDM Ergebnisse
und der Literaturdaten zu erkennen. Für die THETA APDF Ergebnisse zeigt sich die beste
Übereinstimmung des CO2-Massenbruchs mit den experimentellen Ergebnissen.
Zur weiteren Analyse der Verbrennung in der PRECCINSTA Brennkammer werden in
den Abbildungen 6.16(a)-6.16(c) Korrelationen zwischen Temperatur und Mischungsbruch
bei h = 6 mm dargestellt. Jeder Punkt beschreibt dabei einen lokalen thermochemischen Zu-
stand in der Flamme. Die Abbildungen zeigen jeweils ungefähr 500 Einzelzustände. Sowohl in
den THETA Simulationen als auch im Experiment sind viele Zustände bei Umgebungstem-
peratur (≈300K) sichtbar. Dabei handelt es sich um unverbranntes Brennstoﬀ-Luftgemisch.
Im Experiment treten diese bei r = 12 − 16 mm auf, wohingegen diese Zustände in den Si-
mulationen auf r = 12− 14 mm begrenzt sind. Im Experiment und in den Simulationen zeigt
sich eine vergleichbare Streuung des Mischungsbruchs bei unverbranntem Gemisch.
In der ORZ zeigt sich in allen Abbildungen die geringste Streuung des Mischungsbruchs
und entsprechend eine sehr gute Durchmischung. Darüber hinaus liegen diese Zustände im
Experiment gemittelt ungefähr 200K unterhalb der adiabaten Flammentemperatur und sind
damit bereits fast vollständig verbrannt. Dies ist ebenfalls bei der THETA APDF Simulation
zu erkennen, jedoch bei höheren Temperaturen. Dieser Unterschied kann durch die Wandwär-
meverluste im Experiment verursacht werden [158], die in der Simulation nicht berücksichtigt
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Abbildung 6.15.: Verteilung des CO2-Massenbruchs in der PRECCINSTA Brennkammer
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werden. Aber auch der systematischen Messfehler des Messverfahrens kann hierbei eine Rolle
spielen. Neben den Zuständen in der ORZ, liegen im Experiment auch Zustände in der IRZ
häuﬁg bei hohen Temperaturen (T ≈ 1800 K) vor, die teilweise die adiabate Flammentempe-
ratur übersteigen. Die maximale Temperatur ist in den hier untersuchten Simulationen durch
die adiabate Flammentemperatur begrenzt. Entsprechend zeigt sich bei der THETA APDF
eine Häufung der Zustände in der IRZ leicht unterhalb der adiabaten Flammentemperatur.
Diese Zustände werden jedoch in Abbildung 6.16(b) durch die Punkte der ORZ überlagert.
Im Fall der THETA EDM Ergebnisse sind die Zustände in der IRZ über einen größeren
Temperaturbereich gestreut.
Neben den zuvor diskutierten unverbrannten und fast vollständig verbrannten Zuständen
sind im Experiment und in den Simulationen viele Zwischenzustände zu erkennen. Diese Zu-
stände entsprechen teilweise verbranntem oder lokal verlöschtem Gas oder einer Mischung aus
unverbranntem und verbranntem Gas. Diese Zustände treten häuﬁger bei den Simulationen
als im Experiment auf. Dies entsteht zum einen durch die Zustände bei r = 15− 16 mm, die
im Gegensatz zum Experiment überwiegend unverbrannt sind. Zum anderen ist ein verhält-
nismäßig großer Anteil der berechneten Zustände in der IRZ und der ORZ bei niedrigeren
Temperaturen zu ﬁnden.
Abbildung 6.16(d) zeigt die Wahrscheinlichkeitsdichtefunktionen des Mischungsbruchs der
zuvor diskutierten thermochemischen Zustände im Vergleich zu CFD Daten aus der Lite-
ratur [73]. Dabei wird deutlich, dass die numerisch berechneten Zustände einen tendziell
geringeren Mischungsbruch aufweisen. Der Mischungsbruch mit der maximalen Wahrschein-
lichkeit ist bei der THETA Simulation näherungsweise 10% und bei den CFD Literaturdaten
5% kleiner als im Experiment. Ein verringerter Mischungsbruchs weist einen kleineren Mas-
senanteil von Brennstoﬀ in der Simulation hin. Dies ist jedoch nicht der Fall in der THETA
Simulation, dabei stimmt der Gesamtbrennstoﬀmassenstrom am Auslass mit den vorgegeben
Bedingungen an den Einströmränder überein, somit wird der Brennstoﬀ in der Simulation
erhalten. Die Abweichung zwischen dem berechneten und gemessenen Mischungsbruch kann
beispielsweise durch einen Messungenauigkeiten verursacht werden. Im Falle des Mischungs-
bruchs wird dieser tendenziell im Experiment überschätzt.
6.3.4. Kopplungsmechanismus
In Kapitel 1.2.1 wurden thermoakustische Instabilitäten als Wirkkreis beschrieben. Dabei
werden die Übertragungsglieder des thermoakustischen Wirkkreises in Anregungs- und Rück-
kopplungsmechanismen unterteilt. Eine thermoakustische Instabilität tritt auf, wenn Anre-
gungs- und Rückkopplungsmechanismen in Resonanz schwingen. Die Resonanzfrequenz ent-
spricht dabei einer Eigenmode des Verbrennungssystems. Dieser Zusammenhang wird durch
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Tabelle 6.4.: Thermoakustik des PRECCINSTA Brenners
Datensatz f [Hz] ∆φp [◦] ∆φHR [◦] RI [kPa MW]
Experiment [158] 290 80 < 20 -
THETA EDM 290 110 35 17,0
THETA APDF 300 80 35 22,4
den Rayleigh Index (Gl. (1.1)) beschrieben. Bei einem positiven Rayleigh Index schwingen
die Wärmefreisetzung und der Druck in der Brennkammer in Phase und die thermoakus-
tische Schwingung wird angefacht. Umgekehrt wird die Schwingung bei einem negativen
Rayleigh Index gedämpft. Dieses Kriterium wird in diesem Abschnitt zur Analyse des Kopp-
lungsmechanismus der thermoakustischen Schwingung in der PRECCINSTA Brennkammer
verwendet.
Abbildung 6.17 zeigt die phasengemittelten Verläufe der Wärmefreisetzung und des Drucks
im Luftplenum und in der Brennkammer (BK). Die Druckverläufe wurden an den in Ab-
bildung 6.1 gezeigten Mikrofonpositionen ausgewertet. Bei der THETA EDM Simulation
mit globalem Chemiemodell eilt der Brennkammerdruck dem Druck im Luftplenum um
∆ϕp ≈ 110◦ vor. Die Wärmefreisetzung ereignet sich gegenüber dem Brennkammerdruck
weitere ∆ϕHR ≈ 35◦ früher. Bei der THETA APDF Simulation mit detailliertem Chemie-
modell zeigt sich eine Phasenverschiebung zwischen den Drucksignalen in der BK und dem
Plenum von ungefähr 80◦ und zwischen dem BK Druck und der Wärmefreisetzung von nä-
herungsweise 35◦. Wie in Tabelle 6.4 gezeigt wird, stimmt die Phasenverschiebung zwischen
den Drucksignalen ∆ϕp der THETA APDF Simulation gut mit der experimentell gemesse-
nen Verschiebung überein. Bei der THETA EDM Simulation wird die Phasenverschiebung
um 30 ◦ überschätzt. Die Phasenverschiebung zwischen Brennkammerdruck und der Wärme-
freisetzung∆ϕHR wird mithilfe beider Simulationen zu 35 ◦ berechnet und damit im Vergleich
zum Experiment um mindestens 15 ◦ zu hoch vorhergesagt. In beiden THETA Simulationen
schwingen der Brennkammerdruck und die Wärmefreisetzung in Phase (∆ϕHR < 90 ◦). Folg-
lich ergeben sich positive Werte des Rayleigh Index nach Gleichung (1.1) von 17 kPa MW
bei THETA EDM und von 22,4 kPa MW bei THETA APDF.
Abbildung 6.18 stellt die räumliche Verteilungen der Fluktuationsstärke der Wärmefreiset-
zung und des Rayleigh Index der THETA Simulationen mit globalem EDM und detailliertem
APDF Verbrennungsmodell dar. Der räumlich aufgelöste Rayleigh Index wurde nach Glei-
chung (1.1) ohne Auswertung des Volumenintegrals brechnet. Die Fluktuationen der Wärme-
freisetzung sind bei APDF doppelt so hoch wie bei EDM. Beim Vergleich des Rayleigh Index
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Abbildung 6.17.: Phasengemittelte Verläufe des Drucks und der Wärmefreisetzung (HR)
beider Simulationen ergeben sich hingegen näherungsweise übereinstimmende Werte. Bei bei-
den Simulation korrelieren ab einer Höhe von h > 30 mm die Wärmefreisetzungsﬂuktuationen
und der Rayleigh-Index stark. Bei geringeren Höhen (h < 30 mm) zeigt sich in der äußeren
Rezirkulation ein negativer Rayleigh Index und somit eine Dämpfung der thermoakusti-
schen Schwingung. Dies ist auf die längere Konvektionszeit des unvollständig verbrannten
Brennstoﬀ-Luftgemisches in diese Bereiche zurückzuführen, die eine größere Phasenverschie-
bung der Wärmefreisetzung zufolge hat. Zwischen der inneren und der äußeren Rezirkulation
ist in Abbildung 6.18(b) bei beiden Simulationen eine Anfachung der Instabilität zu erken-
nen. Im Fall des detaillierten Chemiemodells APDF reicht die Anfachung weiter stromauf in
den Drallerzeuger hinein.
In der inneren Rezirkulation zeigt sich bei der APDF Simulation für h < 30 mm eine starke
Dämpfung der Instabilität. Im Gegensatz dazu wird bei EDM in diesem Bereich die Insta-
bilität angefacht. Sowohl die Druckamplitude als auch die Phasenverschiebung des Drucks
sind innerhalb der Brennkammer aufgrund der verhältnismäßig großen Wellenlänge der ther-
moakustischen Schwingung räumlich näherungsweise konstant. Somit kann der unterschied-
liche Rayleigh Index im Bereich der inneren Rezirkulation nur durch eine veränderte Pha-
senverschiebung der Wärmefreisetzung verursacht werden, welche durch das Strömungsfeld
sowie die Zündverzugszeiten beeinﬂusst wird. In Abschnitt 6.3.2 wurde gezeigt, dass die inne-
re Rezirkulation bei der THETA APDF Simulation stärker ist. Darüber hinaus wird bei der
APDF Simulation ein detaillierter Reaktionsmechanismus eingesetzt, der eine genauere Vor-
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(a) Fluktuation der Wärmefreisetzung (b) Rayleigh Index
Abbildung 6.18.: Verteilung der Wärmefreisetzungsﬂuktuation und des Rayleigh Index
hersage der Zündverzugszeiten ermöglicht als bei der EDM Simulation. Beide Eﬀekte können
die Ursache der zusätzlichen Dämpfung der thermoakustischen Schwingung in der inneren
Rezirkulation bei der APDF Simulation sein.
In Abschnitt 6.3.1 wurden die Leistungsdichtespektren der THETA Simulationen mit expe-
rimentellen Daten verglichen. Im Fall der THETA APDF Simulation sind im Leistungsdichte-
spektrum starke Signale bei subharmonischen Frequenzen zu erkennen. Diese subharmonische
Schwingung des PRECCINSTA Brenners werden weder im Experiment [158] noch bei der
THETA EDM Simulation beobachtet. Zur genaueren Untersuchung der subharmonischen
Schwingung werden in Abbildung 6.19 frequenzgeﬁlterte Verteilungen des Rayleigh Index
gezeigt. Zur Filterung des Rayleigh Index werden die Zeitreihen des Drucks und der Wärme-
freisetzung mithilfe einer direkten Fourier Transformation (DFT) [87, 182] in den Frequenz-
bereich transformiert. Die Spektralanteile bei der gewünschten Frequenz werden anschließend
in den Zeitbereich zurücktransformiert und zur Berechnung des frequenzgeﬁlterten Rayleigh
Index verwendet.
Abbildung 6.19(a) zeigt die räumliche Verteilung des frequenzgeﬁlterten Rayleigh-Index bei
den thermoakustischen Frequenzen der THETA Simulationen. Der frequenzgeﬁlterte Rayleigh
Index stimmt qualitativ gut mit dem gesamten Rayleigh Index in Abbildung 6.18(b) über-
ein. Die frequenzgeﬁlterten Werte sind etwas geringer, da nur ein Spektralanteil betrachtet
wird. Somit wird der gesamte Rayleigh Index in beiden Simulationen durch Signale bei der
thermoakustischen Frequenz dominiert. Abbildung 6.19(b) stellt den Rayleigh Index bei der
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(a) Thermoakustische Frequenz (b) Subharmonische Frequenz
Abbildung 6.19.: Räumliche Verteilung des frequenzgeﬁlterten Rayleigh Index
subharmonischen Frequenz dar. Es wird deutlich, dass eine subharmonische Schwingung der
THETA EDM Simulation weder angeregt noch gedämpft wird. Im Gegensatz dazu wird in
der APDF Simulation die subharmonische Schwingung zwischen der inneren und äußeren Re-
zirkulation angefacht. Im gesamten Bereich der inneren Rezirkulation wird die Schwingung
gedämpft. In der Summe über die gezeigte Ebene ergibt sich ein positiver Rayleigh Index.
Somit überwiegt die Anfachung der subharmonischen Schwingung die akustische Dämpfung
bei der THETA APDF Simulation.
6.4. Schlussfolgerungen
In diesem Kapitel wurde die thermoakustische Instabilität in der PRECCINSTA Modell-
brennkammer im Betriebspunkt 1 untersucht. Dabei wurden die numerischen Ergebnisse
dieser Arbeit mit experimentellen und numerischen Daten aus der Literatur verglichen.
Thermoakustische Schwingungen lassen sich im Sinne eines Wirkkreises in einen Anregungs-
und einen Rückkopplungsmechanismus unterteilen. Wenn beide Mechanismen in Resonanz
schwingen, werden die Eigenmoden des Verbrennungssystems angeregt und es entsteht ei-
ne thermoakustische Instabilität. In diesem Kapitel wurden die Eigenmoden, die einzelnen
Übertragungsglieder sowie deren Resonanzverhalten diskutiert.
In Abschnitt 6.3.1 wurden die Eigenmoden des PRECCINSTA Brenners untersucht. Mithil-
fe der in dieser Arbeit durchgeführten CFD Simulationen wird die thermoakustische Frequenz
sehr genau mit einer Abweichung von ≤ 10 Hz vorhergesagt. Im Gegensatz dazu zeigt sich
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in der Arbeit von Franzelli et al. [73] eine Abweichung von 100Hz. Die Druckamplitude der
Schwingung wurde in bisherigen Simulationen stark überschätzt. Deshalb wurde in der vorlie-
genden Arbeit der Einﬂuss einer akustischen Dämpfung an den seitlichen Brennkammerwän-
den auf die Eigenmoden des Brenners untersucht. Es wurde gezeigt, dass die Wanddämpfung
einen starken Einﬂuss auf die Druckamplitude hat, während die thermoakustische Frequenz
unbeeinﬂusst bleibt. Die gemessenen und berechneten thermoakustischen Amplituden stim-
men sowohl für schallharte als auch für dämpfende Brennkammerwände gut überein.
Zur Analyse des Anregungsmechanismus in der Brennkammer wurde in Abschnitt 6.3.2 der
Mischungsprozess im Zusammenhang mit dem Geschwindigkeitsfeld diskutiert. Phasengemit-
telte Daten des Geschwindigkeitsfeldes und des Mischungsbruchs zeigen, dass die Schwingung
des Geschwindigkeitsfeldes im Drallerzeuger eine periodische Variation des Mischungsbruchs
am Brennkammereinlass zur Folge hat. Die in dieser Arbeit berechneten Geschwindigkeitsfel-
der stimmen sehr gut mit den experimentellen Daten überein. Der mittlere Mischungsbruch
wird in den THETA Simulationen und in der Literatur [73] im Vergleich zum Experiment
tendenziell zu niedrig vorhergesagt. Dabei spielen zwei Eﬀekte eine Rolle. Zum einen wird
der Mischungsbruch beim untersuchten Fall aufgrund von systematischen Messfehlern expe-
rimentell zu hoch bestimmt [45, 158]. Zum anderen verbessert die hohe Druckamplitude in
den CFD Simulationen den Mischungsprozess im Drallerzeuger, wodurch der Mischungsbruch
verringert wird. Dieser Eﬀekt wurde in der vorliegenden Arbeit anhand einer THETA Simu-
lation mit zusätzlicher akustischer Dämpfung und somit reduzierter Druckamplitude gezeigt.
Dabei ergibt sich ein höherer mittlere Mischungsbruch, der besser mit den experimentellen
Daten übereinstimmt.
Die thermoakustische Rückkopplung erfolgt in der PRECCINSTA Brennkammer durch
Druckschwankungen, die von der ﬂuktuierenden Wärmefreisetzung erzeugt werden. Dieser
Rückkopplungsmechanismus wurde in Abschnitt 6.3.3 anhand des Verbrennungsprozesses
untersucht. In dieser Arbeit wird die Verbrennung zum einen mit EDM und globalem Reak-
tionsmechanismus und zum anderen mit APDF und detailliertem Mechanismus modelliert
(Kap. 6.2.3). Mithilfe des globalen Verbrennungsmodells zeigen sich teilweise starke Abwei-
chungen der mittleren und der RMS Temperatur von den experimentellen Daten. Im Fall des
detaillierten Modells wird hingegen eine sehr gute Übereinstimmung dieser Werte mit dem
Experiment erreicht. Im Vergleich zu den Ergebnissen von Franzelli et al. [73] zeigt sich in
den THETA APDF Simulationen eine höhere Genauigkeit des berechneten Temperaturfel-
des. Darüber hinaus wurden die lokalen thermochemischen Zustände der Flamme in der Nähe
des Brennkammereinlasses diskutiert. Im Vergleich zum Experiment zeigt sich, dass in den
THETA Simulationen die Zustände in der IRZ bei niedrigeren und in der ORZ bei höheren
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Temperaturen liegen. Die Abweichung in der ORZ kann aufgrund der Vernachlässigung von
Wandwärmeverlusten verursacht werden.
Abschließend wurde in Abschnitt 6.3.4 das Resonanzverhalten des Anregungs- und des
Rückkopplungsmechanismus diskutiert. Die Wärmefreisetzung und der Brennkammerdruck
schwingen in den THETA Simulationen mit einer Phasenverschiebung von 35 ◦, wodurch sich
ein positiver Rayleigh Index ergibt. Durch räumliche Auﬂösung des Rayleigh Index zeigt
sich, dass die thermoakustische Schwingung in der ORZ gedämpft und in den übrigen Gebie-
ten angefacht wird. Im Fall der THETA APDF Simulation mit detailliertem Chemiemodell
ergibt sich darüber hinaus ein dämpfender Bereich in der IRZ in der Nähe des Brennkam-
mereinlasses. Die Dämpfung der thermoakustischen Schwingung in der ORZ wird durch die
verhältnismäßig lange Konvektionszeit des Brennstoﬀ-Luftgemisches in diesen Bereich der
Brennkammer verursacht. Die zusätzliche Dämpfung in der IRZ bei THETA APDF kann
durch die verstärkte innere Rezirkulation zustande kommen. Beim Vergleich des Rayleigh In-
dex der THETA Simulationen mit unterschiedlichem Verbrennungsmodell zeigt sich, dass der
Rayleigh Index im Fall des detaillierten Modells höher ist. Deshalb wurden die Verteilung des
Rayleigh Index ebenfalls frequenzgeﬁltert untersucht. Der Spektralanteil des Rayleigh Inde-
xes bei der thermoakustischen Frequenz ist in beiden Simulationen vergleichbar hoch. Somit
wird durch das detaillierte Verbrennungsmodell ein breiterer Spektralbereich angeregt. Dies
wird beispielhaft anhand der Anregung einer subharmonischen Frequenz im Fall der THETA
APDF Simulation deutlich.
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7. Zusammenfassung
Gegenstand der vorliegenden Arbeit ist die numerische Berechnung thermoakustischer In-
stabilitäten in Gasturbinenbrennkammern mit CFD-Verfahren. Dazu wird in Kapitel 1 in
das Themengebiet Thermoakustik eingeführt und der Stand der Technik zur Vorausberech-
nung von thermoakustischen Instabilitäten aufgezeigt. Anschließend wird in Kapitel 2 die
Modellierung turbulenter, reaktiver Strömungen mithilfe gemittelter Transportgleichungen
beschrieben.
Bei Verbrennungssimulationen werden gemittelte Transportgleichungen numerisch inte-
griert. Eine besondere Herausforderung stellt dabei die Disparität der Längen-, Zeit- und
Energieskalen turbulenter, reaktiver Strömungen dar. Bei der Simulation akustischer Wel-
lenausbreitung in turbulenten Strömungen führt beispielsweise die hohe Energiedisparität
zwischen akustischen und hydrodynamischen Prozessen im Allgemeinen zu einem niedrigen
Signal-Rauschverhältnis. In Kapitel 3 wird das numerische Lösungsverfahren SICS vorge-
stellt, dass eine getrennte Berechnung akustischer und hydrodynamischer Prozesse vorsieht
und damit die numerischen Fehler bei der Berechnung akustischer Prozesse in kleinen Gren-
zen hält. SICS wurde von Moureau et al. [168] für nichtreaktive Strömungen entwickelt. Im
Rahmen dieser Arbeit wurde das Lösungsverfahren für reaktive Strömungen erweitert und in
die DLR CFD Software THETA implementiert.
Bei thermoakustischen Instabilitäten werden meist die Eigenfrequenzen eines Verbren-
nungssystems angeregt. Zur genauen Berechnung der Instabilitäten müssen somit die Ei-
genfrequenzen des CFD Modells und die des zugrunde liegenden Verbrennungssystems über-
einstimmen. Die Eigenfrequenzen eines CFD Modells werden u.a. durch die Modellierung
akustischer Reﬂexionen am Rand des Rechengebiets bestimmt. In dieser Arbeit wurden des-
halb zwei Typen von Randbedingungen in THETA implementiert (Kap. 4). Erstens wer-
den mithilfe der charakteristischen Randbedingungen NSCBC Übertragungsfunktionen ers-
ter Ordnung für ein- und auslaufende akustische Wellen vorgegeben. Zweitens werden die
Impedanzrandbedingungen TDIBC verwendet, um Übertragungsfunktionen beliebiger Ord-
nung an den Rändern des Rechengebiets aufzuprägen. Bei TDIBC stellten die üblicherweise
sehr hohen Samplingraten einer CFD eine besondere Herausforderung dar, wie in Kapitel 4
beschrieben wird. Deshalb wurde in dieser Arbeit ein Downsampling-Verfahren entwickelt,
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das die Samplingraten der TDIBC und des Lösungsverfahrens entkoppelt. Dies erhöht die
Genauigkeit und die Stabilität der Randbedingungen insbesondere bei Übertragungsfunk-
tionen hoher Ordnung und ermöglicht dadurch diese für Simulationen technisch relevanter
Systeme einzusetzen.
In Kapitel 5 wurde die Entstehung von indirektem Verbrennungslärm anhand des subso-
nischen EWG Testfalls von Bake et al. [8] untersucht. Der EWG wurde bereits zuvor in der
Literatur [8,55,135,172] mithilfe numerischer Simulationen untersucht, jedoch werden dabei
sehr unterschiedliche Modellierungsansätze verwendet. Deshalb wurden in Kapitel 5 zunächst
die bisherigen Modellierungen des EWG verglichen und daraus verbesserte Modelle für die
Wärmequellen und die Abschlussimpedanz des EWG entwickelt. Mithilfe der erweiterten
Modellierung wurde in dieser Arbeit eine deutlich bessere Übereinstimmung berechneter und
gemessener Ergebnisse erzielt, als bisher in der Literatur veröﬀentlicht wurde. Die genaue
Modellierung der Abschlussimpedanz mit TDIBC ist dabei nur mithilfe des in dieser Arbeit
entwickelten Downsampling-Verfahrens möglich.
Die analytischen Ergebnisse zum subsonischen EWG in der Literatur [55] ergaben, dass
die gemessenen Druckﬂuktuation hauptsächlich durch direkten Lärm verursacht werden. Dies
steht im Gegensatz zu experimentellen Analysen von F. Bake [6], der gezeigt hat, dass die
gemessenen Signale hauptsächlich auf indirekten Lärm zurückzuführen sind. Aufgrund dieses
Widerspruchs wurde in dieser Arbeit der direkte Lärm im EWG Experiment simuliert. Dabei
ergibt sich ein Verhältnis von indirektem zu direktem Lärm von näherungsweise 6. Folglich
werden die Druckﬂuktuationen in den Simulationen durch indirekten Lärm dominiert.
In Kapitel 6 wurde die thermoakustische Instabilität in der mageren, verdrallten, technisch-
vorgemischten Verbrennung der PRECCINSTA Modellbrennkammer untersucht. Dazu wur-
den in dieser Arbeit hybride LES/RANS Simulationen der Brennkammer mit zwei Verbren-
nungsmodellen und zwei Modellen für die akustische Dämpfung an den Brennkammerwän-
den durchgeführt. Zur Analyse der thermoakustischen Instabilität wurden zunächst die Ei-
genmoden und der Anregungs- und der Rückkopplungsmechanismus getrennt beschrieben.
Abschließend wurde die Resonanz der Kopplungsmechanismen untersucht. Die Eigenmoden
der Brennkammer werden durch die Simulationen gut wiedergegeben. Die berechnete und
gemessene thermoakustische Frequenz weichen um weniger als 10Hz ab. Die beste in der
Literatur veröﬀentlichte numerische Berechnung [73] zeigt im Vergleich dazu eine deutlich
höhere Abweichung von 100Hz. In dieser Arbeit wurde mithilfe experimenteller [249] und
numerischer Daten gezeigt, dass die akustische Dämpfung aufgrund der Lagerung der Glas-
scheiben in den seitlichen Brennkammerwänden einen starken Einﬂuss auf die Amplitude
der thermoakustischen Schwingung hat. Die thermoakustische Frequenz bleibt hier hingegen
durch die Dämpfung näherungsweise unbeeinﬂusst. Darüber hinaus stimmen die berechnete
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und die gemessene Amplitude der thermoakustischen Schwingung jeweils für die Fälle mit
schallharten und schallweichen Wänden gut überein.
Die thermoakustische Instabilität im PRECCINSTA Brenner wird durch eine Mischungs-
schwankung angeregt. Dies wurde in Kapitel 6 mithilfe phasen-gemittelter Ergebnisse der
Geschwindigkeit und des Mischungsbruchs gezeigt. Die Rückkopplung der Instabilität erfolgt
durch Druckschwankungen aufgrund instationärer Wärmefreisetzung in der Brennkammer.
Die Wärmefreisetzung wurde in dieser Arbeit mit einem globalen EDM und einem detail-
lierten APDF Verbrennungsmodell berechnet. Im Fall des detaillierten Modells ﬁndet die
Wärmefreisetzung weiter stromauf statt und die Fluktuationen sind deutlich stärker. Im
Vergleich der Temperaturfelder zeigt sich im Fall des detaillierten Modells eine sehr gute
Übereinstimmung mit den gemessen Werten. Insgesamt ist die Übereinstimmung der mittle-
ren und RMS Temperaturen der APDF Simulation mit dem Experiment besser als bei bisher
veröﬀentlichten Simulationen [73].
Zur Analyse der Resonanz zwischen Anregungs- und Rückkopplungsmechanismus der ther-
moakustischen Instabilität wurde abschließend der Rayleigh Index verwendet. Die räumliche
Verteilung des Rayleigh Index zeigt, dass die thermoakustische Instabilität im Großteil der
Brennkammer angefacht wird. In der äußeren Rezirkulationszone wird sie hingegen aufgrund
der hohen Konvektionszeit des Brennstoﬀ-Luftgemischs gedämpft. Außerdem zeigt sich im
Fall des detaillierten APDF Verbrennungsmodells eine Dämpfung der thermoakustischen In-
stabilität auf der Mittelachse am Brennkammereinlass. Weiterhin wird deutlich, dass durch
das detaillierte Verbrennungsmodell weitere Spektralanteile wie die subharmonische Frequenz
angeregt werden.
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A. Testfälle zur Veriﬁkation
A.1. Wirbelkonvektion
Abbildung A.1.: Testfall zur Berechnung der Konvektion eines Wirbels
Abbildung A.1 zeigt das anfängliche Geschwindigkeitsfeld des Testfalls zur Wirbelkonvek-
tion, das nach (
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(A.2)
berechnet wurde. Dabei sind Cξ die Wirbelstärke, Rξ der Wirbelradius und u0 die Geschwin-
digkeit der Grundströmung. Die Parameter werden in Anlehnung an [195] zu
Rξ = 1,5 · 10−2, Cξ/c = −5 · 10−5, Ma = u0/c = 0,1 (A.3)
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gewählt. Der Wirbel wird ein mal über das gesamte Rechengebiet periodisch konvektiert.
Bei einer breite des Rechengebiets von L = 0,1 m ergibt sich dabei eine Periodendauer von
T ≈ 2,9 ms.
A.2. Wellenausbreitung
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Abbildung A.2.: Geschwindigkeitsverteilungen nach t = 0,1 s
Zur Berechnung der akustischen Dissipation und Dispersion wird in dieser Arbeit ein Test-
fall von Föller und Polifke [78] verwendet, der ebenfalls von Gunasekaran und McGuirk [91]
aufgegriﬀen wurde. Dieser besteht aus einem eindimensionalen periodischen Kanal mit ei-
ner Grundströmung von 0,25m/s. Im Kanal breitet sich eine akustische Welle mit Frequenz
100Hz und Amplitude 0,2 m/s in Strömungsrichtung aus. Die Länge des Kanals beträgt
L = 10 λ, wobei λ die Wellenlänge der 100Hz Welle ist.
Die gesamte Simulationszeit beträgt 0,1 s in der sich die akustische Welle über 10 Wellen-
längen ausbreitet. Als Zeitschrittweite wird ∆t = 10−5 s verwendet. Daraus ergibt sich eine
zeitliche Auﬂösung der Welle von 1000PPP. Abbildung A.2 zeigt die analytische Verteilung
der axialen Geschwindigkeit am Ende der Simulationszeit und zwei numerische Lösungen mit
unterschiedlichen räumlichen Diskretisierungen.
A.3. Parallelisierung
Abbildung A.3 zeigt den in dieser Arbeit verwendeten Testfall zur Bestimmung der Skalier-
barkeit des SICS Verfahrens. Dieser besteht aus einem eindimensionalen Kanal mit einer
laminaren Grundströmung von 1m/s. In der Strömung breitet sich eine akustische Welle mit
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Abbildung A.3.: Testfall zur Bestimmung der Skalierbarkeit
3430Hz aus. Das Rechengebiet hat eine Länge von L = 1 m bei einem Längen zu Seitenver-
hältnis von 4. Mit steigendem Seitenverhältnis steigt im Allgemeinen auch die Skalierbarkeit
von CFD-Verfahren. Deshalb wurde in dieser Arbeit ein für CFD Simulationen von Bren-
kammern typisches Seitenverhältnis gewählt. Das Rechengebiet wurde mit 5,3Mio Tetraedern
diskretisiert woraus sich eine Anzahl von 0,9Mio Gitterpunkten ergibt.
Der betrachtete Testfall beinhaltet weder Chemie- noch Turbulenzmodelle. Somit wird
mithilfe des Testfalls nur die Skalierbarkeit des angwendeten SICS Verfahrens bestimmt.
Bei Verwendung eines Chemiemodells ist die Skalierbarkeit von CFD Verfahren besser. Die
Berechnungen wurden auf Intel Xeon E5440 Prozessoren mit 2,83GHz durchgeführt, die über
ein InﬁniBand mit 10Gb/s vernetzt sind.
A.4. Charakteristische Randbedingungen
Der Reﬂexionsfaktor der NSCBC in THETA wird in dieser Arbeit mithilfe des in Abbil-
dung A.4 gezeigten Testfalls bestimmt. In einem eindimensionalen Kanal der Länge L = 1 m
und einer Grundströmung von 10m/s wird eine anfängliche Druckstörung mit 3430Hz und
einer Druckamplitude von 20Pa eingebracht. Ausgehend von den Anfangsbedigung breitet
sich je eine akustische Welle stromauf und stromab aus. Der Betrag des Reﬂexionsfaktors
wird anhand von Zeitreihen des Drucks an den Stellen x = 0,2 m und x = 0,8 m bestimmt.
Alle Transportgeleichungen wurden mit dem CDS räumlich und mit dem CN Verfahren zeit-
lich diskretisiert. Beide Verfahren sind O(2) genau. Akustische Wellen sind räumlich mit
100PPW und zeitlich mit mindestens 60PPP aufgelöst.
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Abbildung A.4.: Testfall zur Bestimmung des Reﬂexionsfaktors der NSCBC
A.5. Impedanzrandbedingungen
(a) Druckverteilung bei t = 50ms
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(b) Druckspektrum der Anregungsfunktion
Abbildung A.5.: Bestimmung des TDIBC Reﬂexionsfaktors an Ein- und Ausströmrändern
Zur Bestimmung des numerischen Reﬂexionsfaktors der TDIBC an Ein- und Ausström-
rändern wird in dieser Arbeit der in Abbildung A.5(a) dargestellte Testfall verwendet. Das
Rechengebiet und dessen Diskretisierung entsprechen dem zuvor diskutierten NSCBC Test-
148
A.5 Impedanzrandbedingungen
fall (Kap. A.4). Die Impedanzen am Ein- bzw. Ausströmrand werden nach Gleichung (4.64)
vorgegeben. Dazu wird die Impedanz mithilfe des Euler Rückwärts Verfahrens
iω =
1− z−1
∆t
(A.4)
in den z-Bereich transformiert und auf die Form
R(z) =
Z − 1
Z + 1
(A.5)
gebracht [268]. Durch Koeﬃzientenvergleich der Gleichungen (A.5) und (4.34) werden die
Parameter der Modellfunktion H(z) bestimmt, die in Tabelle 4.4 gezeigt werden.
Die TDIBC Reﬂexionsfaktoren am Ein- und Ausströmrand werden getrennt berechnet. An
den jeweils gegenüberliegenden Aus- und Einströmrändern werden schwach reﬂektierenden
NSCBC verwendet und als akustische Anregung ein linearer Frequenzsweep vorgegeben
p = A sin(at2) (A.6)
wobei A = 25 Pa die Amplitude des Sweeps und a = 4 · 104pi die Sweeprate sind. Abbil-
dung A.5(b) zeigt das Druckspektrum des linearen Sweeps nach Gleichung (A.6). In einem
Frequenzbereich 150 < f < 2000 Hz ergibt sich eine näherungsweise konstante Anregung von
1,25Pa. Signale bei kleineren Frequenzen f ≤ 150 Hz werden mit mindestens 0,9Pa angeregt.
Die gesamte Simulationszeit beträgt 100ms. Als Zeitschrittweite wird zu ∆t = 25µs ge-
wählt, woraus sich eine Courant-Zahl von CFL ≈ 1,3 ergibt. Akustische Wellen im betrach-
teten Frequenzbereich von f ≤ 1 kHz werden räumlich mit mindestens 50PPW und zeitlich
mit mindestens 40PPP ausgelöst. Die Reﬂexionsfaktoren am Ein- und Ausströmrand wer-
den aus den Fourier-Transformierten der akustischen Wellen α± bestimmt. Die akustischen
Wellen werden nach Gleichungen (4.51) und (4.52) aus Zeitreihen des Drucks und der Ge-
schwindigkeit berechnet.
Neben Ein- und Ausströmrändern werden in dieser Arbeit TDIBC an Wänden verwendet.
Diese werden mithilfe des in Abbildung A.6 gezeigten Testfalls veriﬁziert. Dabei wird ein zwei-
dimensionaler Kanal der Höhe L = 3.43 m und mit Grundströmung von 10m/s betrachtet.
Als Zeitschrittweite wird ∆t = 20µs gewählt, woraus sich eine Courant-Zahl von CFL ≈ 1
ergibt. Akustische Wellen werden im Frequenzbereich f < 1 Khz in Ausbreitungsrichtung
mit mindestens 50PPW aufgelöst. Die zeitliche Auﬂösung beträgt mindestens 50PPP. Zur
Diskretisierung der Transportgleichung wurden das QUDS und das CN Verfahren verwendet.
Beide Verfahren sind O(2) genau.
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A. TESTFÄLLE ZUR VERIFIKATION
Die Ein- und Auslässe sind schwach reﬂektierend. Die untere Wand reﬂektiert akustische
Wellen vollständig und an der oberen Wand wird mithilfe der TDIBC ein Tiefpassﬁlter nach
Gleichung (4.60) vorgegeben. Zur Anregung der Randbedingungen wird am Anfang der Si-
mulation eine sinusförmige Druckstörung mit Amplitude 50Pa eingebracht. Ausgehend von
dieser Druckstörung breiten sich akustische Wellen in positiver und negativer y-Richtung aus
und werden an den Wänden reﬂektiert. Der Reﬂexionsfaktor wird schließlich aus Zeitreihen
des Drucks bestimmt.
Abbildung A.6.: Testfall zur Bestimmung des TDIBC Reﬂexionsfaktors an Wänden
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