Abstract. In this paper we present a comparison between three color characterizations methods applied for fruit recognition, two of them are selected from two related works and the third is the authors' proposal; in the three works, color is represented in the RGB space. The related works characterize the colors considering their intensity data; but employing the intensity data of colors in the RGB space may lead to obtain imprecise models of colors, because, in this space, despite two colors with the same chromaticity if they have different intensities then they represent different colors. Hence, we introduce a method to characterize the color of objects by extracting the chromaticity of colors; so, the intensity of colors does not influence significantly the color extraction. The color characterizations of these two methods and our proposal are implemented and tested to extract the color features of different fruit classes. The color features are concatenated with the shape characteristics, obtained using Fourier descriptors, Hu moments and four basic geometric features, to form a feature vector. A feed-forward neural network is employed as classifier; the performance of each method is evaluated using an image database with 12 fruit classes.
Introduction
The automated recognition of different classes of fruits using artificial vision, has been a few studied. Related works have focus mainly on to evaluate the ripeness or quality of fruits [1] [2] [3] [4] or to recognize varieties of the same fruit class [5] [6] [7] [8] ; that is, they do not recognize different classes of fruits. Reviewing the state of the art, we have found the proposal presented in references [9] [10] [11] , where fruit recognition is performed by extracting color, shape and texture features, but texture is not always employed. Color is an important feature for fruit recognition, especially when the shapes of fruits are very similar. For instance, the shapes of tomato and orange are almost the same; however, the color feature becomes a discriminative data to classify the fruits successfully.
About color characterization, in reference [9] the color is extracted by discretizing each color channel in 4 intensity levels, then a histogram is computed where the occurrences of the 4 × 4 × 4 = 64 possible colors are counted. In [10] the color is modeled by computing the mean of each color channel; these values are concatenated to form the feature vector of color. Betul et al. [11] characterize the color with fuzzy logic, where the inference system models the colors employing the intensity values of the color channels. In these works the feature vector of the fruit is obtained by concatenating the color and shape features; in [9] texture features are also included.
The drawback with the color extraction of these three approaches is that they depend on the intensity of colors. For instance, tomatoes (a) and (b) shown in Fig. 1 have the same red hue, but their intensities are different. Humans can associate this red hue to tomatoes, independently of the intensity; but in the RGB space, because of the intensity difference, they represent different colors. On the other hand, the onion (c) can be recognized due to its characteristic red hue, despite the intensity of the onion is similar to tomato (b).
The contribution of this paper consists on to show that fruit recognition can be more precise if color chromaticity is employed to model the color of fruits. Fruits have a characteristic color; due to the fruits can have different levels of ripeness, the intensity is different between fruits of the same class but the chromaticity changes just a little. With our approach it is possible to maintain the data of chromaticity despite intensity changes.
The rest of the paper is organized as follows: in Sect. 2 the methods for color and shape characterization are introduced, where our proposal is presented. Experiments with a fruit image database are performed in Sect. 3. In Sect. 4 the results are discussed, conclusions and future work in Sect. 5 close the paper.
Feature Extraction
In this section we present the methods employed to extract color and shape features of fruits. Figure 2 shows the steps we propose to characterize and recognize fruits.
First, the image of the fruit is acquired in the RGB space and then the image is mapped to the HSV space. It is important to remark that the background of the acquired images must be white, and in the scene there is just one kind of fruit. By using data about the saturation of colors, the fruit is segmented from the background. After segmentation, the color and shape features are extracted. In Sect. 2.1 we explain our proposal for color characterization; in Sect. 2.2 the Fourier descriptors, Hu moments and basic geometric feature extraction methods are explained for shape characterization. The color and shape characteristics are concatenated to form a feature vector, which is feeded to a classifier and finally we obtain the class of the fruit.
Color Characterization
Before we introduce our proposal, it is convenient to give a short explanation of color representation in the RGB and HSV spaces. The RGB (Red, Green, Blue) space is based in a Cartesian coordinate system where colors are points defined by vectors that extend from the origin, where black is located in the origin and white in the opposite corner to the origin, see Fig. 3 .
The color of a pixel p is written as a linear combination of the basis vectors red, green and blue, that is:
Where r p , g p and b p are the red, green and blue components, respectively. The orientation and magnitude of a color vector defines the chromaticity and the intensity of the color, respectively [12] .
The HSV space is cone shaped, see Fig. 4 , the representation of the color of a pixel p in the HSV space is written as [13] : Where h p , s p and v p are the hue, saturation and value components, respectively. The hue is the chromaticity, saturation is the distance to the glow axis of black-white, and value is the intensity. The real ranges of the hue, saturation and value components are As mentioned previously, we assume that in the image there is one kind of fruit and the background is white. The acquired image is mapped to the HSV space, the pixel's intensity is set to zero if its saturation is lower than a specific threshold.
As shown in Fig. 4 , the white color is located in the axis of the cone; that is, white is a low saturated color. Thus, the color of the pixels with low saturation is white; therefore they are part of the image background.
The segmentation process is not performed in the RGB space because the computational load may be huge; to establish if a color vector represents white color, its orientation must be computed and compared to a specific reference value. By comparing the white color by its saturation, the computational load lies just in the image mapping from RGB space to HSV space; however, the computational load is low. The color extraction we propose consists on the following steps:
3 be the set of color vectors of the image's pixels, represented in the RGB space. The color vectors are mapped to the HSV space and we obtain the set of vector {φ 1 
The segmentation is performed by comparing the saturation of the colors. If the saturation is lower than a threshold, then the color vector of the corresponding pixel in the RGB space is set to zero. In other words:
Where th is the threshold value and 0 * ¼ ½0; 0; 0. In this step the fruit is segmented from the background. In this study th = 0.2. Figure 5 shows the images of two fruits segmented from the background using this segmentation approach. 2. The set S is built as follows: 3. The vectors of set S are sum, i.e.,
4. The vector R includes data of all the colors of the object, its orientation is the same or almost the same of the color vectors of the dominant color. It also includes data of the other colors of the fruit. The magnitude of vector R is very large; however, what we are interested on is the orientation of vector R because it provides data about the chromaticity of the color obtained from the fruit. Hence, the vector is normalized with:
Thus, the vector u R characterizes the color of the fruit; the direction cosines of this vector are cos
therefore, the components of the vector u R are the cosines of the angles between the vector and the basis vectors. Hence, the orientation of R is implicit in u R . Therefore, the vector u R characterizes the fruit's color by its chromaticity and the effect of intensity is reduced.
Shape Features
The shape features are characterized using Fourier descriptors, Hu moments and geometrical features. In order to compute the shape features we build the set O = {(x 0 , y 0 ), …, (x n-1 , y n-1 )}, whose elements are the coordinates of the pixels of the segmented area. The shape features are computed as follows.
Fourier Descriptors: The Fourier descriptors compute the set of points of the object's contour as a sequence of complex numbers. With this data is built a periodic unidimensional function f that describes the object's contour as a sequence of complex numbers; the coefficients of the Fourier transform of function R characterizes the contour of an object in the frequency domain [14] . Let C & O be the set whose elements are the coordinates of the contour's pixels of the segmented area. The coordinates in C = {(x 0 , y 0 ), …, (x M-1 , y M-1 )} are indexed according to the sequence they are located in the contour at a specific direction and starting at an arbitrary point. Thus, being i ¼ ffiffiffiffiffiffi ffi À1 p and C the set of complex numbers, let f: C → C be a function defined as follows:
The Fourier transform of function f is computed with:
The complex coefficients F(u) are known as the contour's Fourier descriptors. In this work we employ eight coefficients, that is, F(u) is computed for u = 0,1,…,7.
Hu moments: Hu moments compute the features of object's shape, considering the shape as a distribution of coordinates of 2D points [15, 16] . It is based in the central moments of the coordinates' distribution, which express characteristic parameters respect to a centroid point. Thus, let O be the set defined previously, the Hu moments are computed with:
The centralized and normalized moments η pq are obtained with:
Where c = (p + q)/2. The centralized moments are computed with:
Where x and y are the mean values of the x and y values of coordinates of set O.
Basic geometric features:
In this work we extract four features: eccentricity, solidity, compaction and roundness. Eccentricity is the ratio of the distance between the foci of the ellipse and its major axis length. Solidity is the proportion of the pixels in the object that are also in the convex hull.
Compaction is the relation between the area of an object and its perimeter:
Roundness is computed with:
Where P(O) is the perimeter of object O. All these features are concatenated to form the feature vector whose dimension is 22. It is important to mention that all the shape features extracted are invariant to rotation, translation and scale.
Experiments and Results
The experimental set up consists on to classify twelve classes of fruits: red onion, green chili, corn, melon, orange, potato, pear, cucumber, pineapple, banana, tomato and carrot; hand labeled as classes 1, 2,…,12, respectively. Figure 6 shows images of the Fig. 6 . Samples of the twelve fruit classes employed for experiments fruit classes recognized in this study. In order to appreciate easily the influence of the color characterizations, we select fruits with similar appearance. For instance, red onion and tomato, green chili and cucumber, melon and potato, banana and corn.
The image database employed has 720 images, 60 per fruit class; half of the image database is employed for training and the other half of the image database is used for testing. The image database was built by downloading images from internet and by photos acquired using a digital camera. The images were acquired such that in the scene there is only one fruit and the color of background is white. The fruit is acquired in the same position and angle in order to ease the shape feature extraction due to what we are interested on is the color characterization. The size of the images varies from 160 × 159 to 1000 × 965 pixels.
A feed-forward neural network (NN) is employed to recognize the fruits. The NN has three layers; one input layer, one hidden layer and one output layer. The first and second layers have 25 neurons and the third layer has 12 neurons. The activation function for the first and second layers is hyperbolic tangent sigmoid, while the activation function of the third layer is log-sigmoid. Table 1 shows the recognition rates obtained with our proposal and the methods presented in references [9, 10] .
The highest recognition rate is obtained with our proposal; it is important to know between which fruit classes there are misclassifications, so as to analyze which color characterization works better. Thus, we present the confusion matrixes obtained with each of the three color characterizations implemented in this study. Table 2 shows the confusion matrix using the proposal of Zhang et al. [9] .
The fruits best classified are red onion, melon, orange, potato, cucumber and tomato; the fruit worst classified is pineapple. Table 3 shows the confusion matrix employing the color characterization used by Chaw and Hadi [10] . The fruits best classified are red onion and banana; the worst classified fruit is pineapple. Table 4 shows the confusion matrix using the color characterization proposed by the authors.
The fruits best classified are red onion and tomato, the fruits worst classified are green chili and pineapple. In the following Sect. 4 we analyze and discuss the results shown in the current section. Table 2 . Confusion matrix obtained employing the proposal of reference [9] Output class Class Target class  1  2  3  4  5  6  7  8  9  10 11 Table 3 . Confusion matrix obtained using the approach of reference [10] Class Target class   1  2  3  4  5  6  7  8  9  10 11 
Discussion
According to the results of Table 1 the highest recognition rate is 93.89 %, which is obtained with our proposal; the second and third recognition rates are 90.01 % and 88.06 %, obtained with the methods presented in references [9, 10] , respectively. The fruit worst classified by the three methods is pineapple. The cause may be due to the shape of pineapples is more complex than the other fruits, thus, it may be necessary to extract more shape features. Red onion is the best classified fruit by the three methods.
As stated in Sect. 1, color and shape features are extracted for fruit recognition. Because of the shape features, some fruits are misclassified, not by the color characterization; for instance pineapples and carrots. Hence, it is necessary to analyze the confusion matrixes built with the data obtained with the three methods.
From the results of Tables 2, 3 and 4, most of the red onions are recognized correctly, the misclassified onions are recognized as tomatoes; except with our proposal, where all the onions are recognized successfully.
The misclassified chilies are recognized as pears or cucumbers. With our method, all the chili misclassifications are assigned to cucumbers because the shape and chromaticity of both fruits are akin. With the other methods, the chilies misclassified as pears occur because the intensity of these chilies is as large as the pears. In other words, by employ intensity data of color, some chilies have the same or almost the same intensity of pears color; thus, these chilies are misclassified as pear.
With the three methods, the corn misclassifications are assigned to the carrot class. A plausible explanation is that, besides more shape features are needed, the color combination of carrots is a yellow-like hue; due to carrots usually have green and orange hues. Misclassifications of melon class are with potato and orange. The color between potato and orange may be similar; the color of melons tends to the color of oranges, depending on the ripeness of the fruit.
Similarly to the melon class case, the orange class is misclassified melon. The color of the misclassified oranges is akin to the color of melon. The misclassification happens not only because of the color feature, but also the shape of both fruits is almost the same. To overcome the misclassification it may be necessary to extract more shape features or to obtain texture features.
Potato class is misclassified as melon and/or orange because the color of the misclassified potatoes is similar to some melons and oranges, not to mention that the shape is alike, to some extent.
With the methods of references [9, 10] , some pears are misclassified as green chili and pineapple. As explained before, the color extracted from these misclassified pears has almost the same intensity of the chili color. Misclassifications with pineapples occur because pineapples have some parts with green color.
Cucumber is misclassified with green chili and pineapple by the methods of [9, 10] , because the color and shape of both chili and cucumber are resembled; while cucumber is misclassified as pineapple due to pineapples have green hues. With our method, only one cucumber is classified as green chili.
Pineapple is classified as cucumber and banana; despite the complex shape of pineapple, due to the green and yellow hues and brightness of these colors, the pineapples are misclassified as cucumber and banana, respectively.
Banana is classified as corn and carrot, in this case the shape is not characterized correctly, so, the color of the fruit is the discriminant data for classification. In this case, yellow is the characteristic color of both banana and corn; thus, corn is misclassified as banana.
Tomato is misclassified as red onion; the brightness of those misclassified tomatoes is as low as the red onions, thus, they are classified as if they were the same fruit. Note that with our proposal all the tomatoes are classified successfully.
Carrot is classified as corn and banana, the color of carrots is a combination between orange and green, so, the resulting color is a color with yellow hue, to some extent. Therefore, carrot is misclassified as corn or banana.
It is important to remark that the dimension of the color feature vectors computed using the proposal of Zhang et al. [9] and ours is 64 and 3, respectively, The color features are concatenated with the 19 shape characteristics extracted in this work; thus, the dimension of the feature vector using the approach of reference [9] and ours is 83 and 22, respectively. Although the dimensionality of the feature vector can be performed using principal component analysis, computing the color feature vector as proposed in [9] can be a huge computational load.
The dimension of the color feature vector obtained with our proposal the approach presented in [10] is the same. But, as mentioned before, our proposal works better for fruit recognition because we employ the chromaticity data of fruits. While in [10] include the intensity data of colors; but in the RGB space despite the colors with the same chromaticity and with different intensities are classified as different colors.
In this work we have introduced an approach to characterize color by its chromaticity in the RGB space, applied for fruit recognition. The color features extracted with our proposal are concatenated with the shape features extracted using Fourier descriptors, Hu moments and basic geometric features to form a feature vector that characterizes the fruits. Our approach is compared with two methods of color characterization for fruit recognition of related works, which employ intensity data of colors. The three methods are tested with an image database containing 720 fruit images of 12 fruit classes. According to results, our proposal obtained the highest recognition rate, 93.89 %.
The current approach is planned to be applied on supermarkets, to help the cashiers to identify the different fruit classes; fruits do not have bar codes print on them that eases the automated classification and for cashiers it is difficult to memorize all the fruit codes. Hence, the future work is to strength the performance of this proposal by improving or adding the following points. Include intensity data of colors as a feature separated from the chromaticity. The HSV color space can be employed for this purpose because, in this space, the intensity is decoupled from the chromaticity.
To improve the accuracy by collecting more fruit images per class, acquired at different angles, positions and sizes. Increase the amount of fruit classes to recognize. Include more shape features, such as, increase the number of Fourier descriptors and/or basic geometric features. In this work we do not extract texture features; this is an important characteristic [17, 18] of fruits that will be employed in future studies.
