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Resumen
Introducción— Mantener informada a la comunidad 
sobre la reciente pandemia causada por el COVID-19, 
se ha convertido en una necesidad haciéndose indis-
pensable el uso de canales de comunicación confiables, 
información precisa y basada en la evidencia.
Objetivos— Este trabajo tiene como objetivo principal 
crear ScraCOVID-19 una plataforma web de contenido 
digital dedicada a acceder a las noticias actualizadas 
y de manera rápida. Como caso de estudio se manejan 
cuatro medios digitales con licencia a nivel nacional. 
Las noticias se presentan de manera resumida para 
permitir a los lectores, en función de su interés, leer 
las noticias mediante algunos filtros como: desempleo, 
educación, maltrato, corrupción y discriminación.
Metodología— ScraCOVID-19 se crea a partir de 
la técnica de extracción Scraping, mediante el uso de 
BeautifulSoup, librería que permite extraer informa-
ción en formato HTML de varios sitios web, utilizando 
el lenguaje de programación Python. Resultado: Se 
describe un modelo para realizar la categorización que 
extrae información útil para clasificar información en 
categorías haciendo referencia a las URL.
Conclusiones— A partir de técnicas de extracción 
utilizadas en conjunto con herramientas de almace-
namiento de datos no estructurados, se obtiene infor-
mación de diferentes páginas web y se administran 
todos los datos recogidos en una misma web generada 
dinámicamente.
Palabras clave— Análisis de datos; bases de datos 
NoSQL; comunicación digital; página web; extracción 
de información
Abstract
Introduction— Keeping the community informed 
about the recent pandemic caused by COVID-19 has 
become a necessity, making the use of reliable com-
munication channels accurate and evidence-based 
information indispensable.
Objectives— His work has as main objective to 
create ScraCOVID-19 on a connected digital content 
web platform to access updated news quickly. As a 
case study, four digital media are managed with 
national license. The news is presented in a sum-
marized way to allow readers, depending on their 
interest, to read the news through some filters such 
as: unemployment, education, abuse, corruption and 
discrimination.
Methodology— ScraCOVID-19 is created from the 
Scraping extraction technique, using BeautifulSoup, 
a library that allows information in HTML format to 
be extracted from various websites, using the Python 
programming language. Results: As a result, a cate-
gorization model is described that extracts useful 
information to classify information into categories 
by referring to the URL.
Conclusions— It is concluded that, from extrac-
tion techniques used in conjunction with unstructu-
red data storage tools, information is obtained from 
different web pages and all the data collected on the 
same dynamically generated web is managed.
Keywords— Data analysis; NoSQL Database; 
digital communication; web page; information 
extraction
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I. IntroduccIón
Con la convergencia e integración de la tecnología de la información y la producción de con-
tenidos, los datos han crecido rápidamente y se han convertido en los recursos estratégicos 
para el desarrollo de técnicas y tecnologías computacionales que manejan el uso intensivo 
de datos y al mismo tiempo su integración en el mundo de Big Data [1], [2]. Esta innovación 
tecnológica se convierte en lo más importante de la nueva era, tecnologías en constante inves-
tigación para obtener valor y mejorar la compatibilidad de los tipos de datos y fuentes. Los 
datos son la pieza clave de la sociedad y de la economía, por tal motivo se hace relevante las 
habilidades en cuanto a la captura, almacenamiento y procesamiento del dato [3]. Estos datos 
se encuentran dispersos y en grandes cantidades de forma estructurada o no estructurada, 
en diferentes tipos de formatos y contenidos web, que, al darle un tratamiento de análisis 
de los datos, busca organizar y dar soluciones mediante la interrogación e interpretación de 
dichos datos.
El contenido web que se trabajó en este artículo, está asociado al tema de la pandemia 
causada por COVID-19 el cual dio inicio hace no más de seis meses en Colombia, y teniendo 
en cuenta que la información es incesante en muchos medios, destinan la mayor parte de 
sus recursos a la cobertura de la emergencia sanitaria, y donde la cobertura de los medios 
de comunicación toma un rol importante no solo para la difusión de la información sino tam-
bién para proyectar conductas sobre el aislamiento social, incidencias y recomendaciones 
comunicadas por las autoridades sanitarias, así como la mejora de la higiene pública, entre 
otros. Por tal razón, y teniendo en cuenta algunas de las asociaciones de medios del país [4], 
se escogieron cuatro medios digitales según tres categorías: radio, revista y periódico, los 
cuales por su importancia y credibilidad [5] soportan el proceso de este trabajo y permiten 
dar uso a técnicas que posibilitan el descubrimiento de los datos y así poder presentarlos de 
una manera ordenada. 
Entre los mecanismos encargados de descubrir dinámicamente la información se encuen-
tran técnicas [6], [7] que permiten recuperar contenido de una página web, dentro de los 
cuales se pueden mencionar los lenguajes informáticos API [8], los robots [9], los agentes 
inteligentes [6] y el Scraping [10], [11], siendo este último una técnica que simula la navega-
ción humana en la web para recopilar información detallada de diferentes portales digitales. 
El éxito de esta técnica radica en la velocidad y en la capacidad para ser automatizado y/o 
programado [12]. 
En el escenario actual la técnica Scraping es utilizada en diferentes áreas [13]: en motores 
de búsqueda, sistemas colaborativos de recomendación, en el sector publicitario, en el sector 
de la salud y el periodismo, entre muchos otros. De cada una de estas áreas existen diversos 
trabajos relacionados que logran grandes resultados en el manejo de la información. Dentro de 
ellos se pueden citar: a) un desarrollo de Foros de discusión de salud que permiten el análisis 
de los datos extraídos con el objetivo de extraer la información más importante para que los 
profesionales en la salud se documenten y estén actualizados en diversos temas de interés [14]; 
b) un proyecto sobre un proceso que examina los permisos de la Comisión Costera de Califor-
nia utilizando varias técnicas de minería de texto, incluido extracción de información y clasifi-
cación supervisada [15]; c) una clasificación de la complejidad del texto basada en información 
lingüística que consiste en la construcción de un clasificador que identifica la complejidad del 
texto en el contexto de enseñar a leer a los estudiantes de inglés como segundo idioma (ESL 
por sus siglas en inglés) [16]; d) un proyecto nombrado Procircle —una plataforma de pro-
moción que utiliza técnica de crowdsourcing y raspado de datos web, teniendo en cuenta que 
existen muchas promociones de marketing publicadas en varios sitios web. Se desarrolla una 
plataforma para recopilar noticias de promoción en un solo lugar [17]; e) un desarrollo deno-
minado NewSone —un sistema de agregación para noticias mediante el método de scraping 
web, plataforma dedicada a agregar todas las últimas actualizaciones de noticias de medios 
nacionales e internacionales [7] y f) un proyecto Factextract —recopilación automática y 
agregación de artículos y reclamos de hechos periodísticos de periódicos en línea, cuyo obje-
tivo es mostrar en una página web, datos específicos y altamente estructurados reduciendo 
el esfuerzo humano [18].
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Teniendo en cuenta lo anterior, se desarrolla la plataforma informativa que muestra las noti-
cias de los cuatro medios digitales y las proporciona en un solo ambiente digital, presentando 
contenidos cortos, nítidos, mejorando la calidad de los resultados, con información organizada 
por temas, con doce filtros previamente definidos. los usuarios finales obtienen una experiencia 
flexible en esta plataforma, permitiendo a los lectores leer las noticias en función del interés. 
Esto puede ser posible al permitirles elegir las categorías de noticias ligadas al COVID-19, 
dentro de ellos: desempleo, educación, ayuda humanitaria, educación virtual, maltrato infantil, 
maltrato de género, enfermedades psicosociales, donación de órganos, discriminación, corrup-
ción, vacunas y pobreza, permitiendo al lector la cobertura de todas las noticias diarias y titu-
lares de las fuentes manejadas que cuentan con licencia y confianza a nivel nacional y mundial. 
El documento está estructurado de la siguiente manera: en la sección 2 se describe la 
metodología donde se explican las etapas que se tienen en cuenta para la extracción, almace-
namiento y presentación de contenido. En la sección 3 materiales y métodos, se mencionan y 
explican las herramientas más importantes utilizadas en este desarrollo. La sección 4 informa 
los resultados y discusión. Por último, la sección 5 presenta la conclusión y trabajos futuros 
del trabajo realizado.
II. Metodología
El enfoque utilizado para esta investigación se tiene en cuenta a partir de lo que indica los 
autores [14] donde menciona que el marco de trabajo para la extracción de información es tomar 
como entrada las URL de los website e implica principalmente cuatro etapas: 1) Selección de 
las fuentes de datos, tomando algunos medios de comunicación digitales en Colombia; 2) apli-
cación de la técnica de Scraping; 3) almacenamiento orientado a documentos; y 4) diseño de la 
plataforma informativa ScraCOVID-19. 
Todas las herramientas necesarias para la extracción de la información tienen la caracterís-
tica de ser lenguaje de marcas de hipertexto-HTML, y el sistema de base de datos manejado 
es NoSQL, orientado a documentos y de código abierto; el lenguaje de programación utilizado 




A. Fuente de datos: Medios Digitales
Los sitios web por lo general están conformados por contenidos no estructurados a partir de 
etiquetas HTML que posibilitan el acceso a su información. A través de técnicas de extracción 
automatizada estos datos pueden ser almacenados de una forma organizada y así se pueden 
analizar y presentar. 
Debido al auge de información que circula actualmente en redes sociales y medios de comu-
nicación acerca del COVID-19 y dada la importancia que este tema genera para toda la ciu-
dadanía, en el presente estudio se seleccionaron 4 de los principales medios de comunicación 
digitales de Colombia. Se tuvieron en cuenta 3 categorías: radio, revista y periódico, teniendo 
en cuenta la medición del ranking de audiencia de medios digitales que es informado a través 
del aplicativo Alexa [19]. En un periodo de 60 días se tomó el contenido de los portales web, 
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con el fin de obtener las etiquetas en Html comunes entre ellas y de interés para la presente 
propuesta: referencia de la noticia, título, contenido, enlace de la noticia y posteriormente apli-
car el proceso de extracción mediante la técnica de Scraping.
B. Extracción
En esta etapa se realizó el rastreo del contenido usando un script del lenguaje de programa-
ción Python con la librería BeautifulSoup, y otras librerías para permitir la integración con 
la base de datos NoSQL.
Para la extracción de los datos de los medios digitales seleccionados, se empleó la técnica de 
Scraping mediante el protocolo HTTP usando la librería request que se muestra en la Fig. 2. 
Se obtiene el código HTML por medio de métodos haciendo peticiones para obtener el código 
de cada una de las páginas web a fin de recolectar la información para su posterior análisis y 
almacenamiento.
Fig. 2. Petición HTTP.
Fuente: Autores.
Una vez se obtuvo el código HTML, se dio inicio al scrapeo de cada una de las páginas web 
mediante la librería BeautifulSoup (Fig. 3), la cual ofrece métodos find y findAll que permiten 
acceder desde las etiquetas HTML, a todo el contenido o porciones de éste.
Fig. 3. Librería Beautifulsoup.
Fuente: Autores,
C. Almacenamiento (NoSQL): Bases de datos documentales
Para la recolección y almacenamiento del contenido a partir de la técnica de Scraping, se 
utilizó MongoDB [20], una base de datos NoSQL orientada a documentos. Los registros se 
guardan de manera local en estructuras de datos de tipo JSON. La Fig. 4 muestra un ejemplo 
de la descripción del documento JSON de noticias de uno de los medios digitales. A partir de 
este código se pueden almacenar las etiquetas seleccionadas correspondientes a la información 
de la noticia: referencia, título, URL y contenido.
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Fig. 4. Documento JSON medio digital.
Fuente: Autores.
D. Plataforma Informativa
Los resultados obtenidos de la extracción y almacenamiento de los datos de cada uno de los 
medios de comunicación digital se muestran en una plataforma de información web (Fig. 5). 
Los usuarios pueden acceder en un solo ambiente digital a todas las noticias del mismo tema 
ofrecidas por los cuatro medios digitales, contribuyendo a mejorar la información obtenida por 
el lector.
Fig. 5. Plataforma Informativa.
Fuente: Autores.
III. MaterIales y Métodos
Para este estudio se propone la siguiente solución como estrategia para abordar el objetivo plan-
teado; cada paso y su resultado se explica a continuación.
Para la selección de las fuentes de datos, tomando como base el tema central que en la actua-
lidad circula en los medios de comunicación global COVID-19, se escogieron medios de comu-
nicación digitales de Colombia de mayor importancia, a través de la herramienta de Amazon, 
Ranking Alexa [18], la cual analiza el tráfico en la red de las páginas web ya sea por país, cate-
goría, entre otros. En el presente artículo no se darán los nombres de los medios analizados, 
ya que el fin no es dar publicidad a ningún portal informativo sino mostrar la utilización de la 
técnica de extracción de datos web para posteriores análisis de información [21].
Para la selección del contenido HTML, se usaron las etiquetas con la información que contiene 
la noticia: id de la noticia, título, contenido y URL. Dada la estructura HTML de cada uno de 
los medios digitales de estudio, se tuvieron en cuenta principalmente las etiquetas article, para 
scrapeo de todo el contenido de la noticia y div, para el scrapeo del texto general. En la Fig. 6 
se observa un ejemplo de las etiquetas utilizadas para uno de los medios digitales utilizados.
Fig. 6. Estructura HTML.
Fuente: Autores.
234
SCRACOVID-19: PlAtAFORmA InFORmAtIVA De COntenIDO DIgItAl meDIAnte SCRAPIng y AlmACenAmIentO nOSQl
Los datos extraídos a partir del contenido seleccionado de cada uno de los medios digitales 
se almacenaron en MongoDB a través de documentos JSON [22], agregando cada registro 
con la referencia, el título, el contenido y URL de la noticia, utilizando la librería pymongo 
para hacer la conexión por medio de la línea de código import MongoClient como se aprecia 
en la Fig. 7.
Fig. 7. Conexión MongoDB.
Fuente: Autores.
Como técnica para agilizar el tiempo en los procesos de ejecución de la extracción de los 
datos en Python evitando exceso en los recursos de memoria, se utilizaron hilos a partir de 
threading código que se muestra en la Fig. 8. Con este proceso se posibilita al lenguaje de pro-
gramación el lanzamiento de varias operaciones de búsqueda al mismo tiempo; permitiendo 
realizar las descargas de la información en paralelo, teniendo en cuenta que las páginas web 
son de gran tamaño y contienen gran cantidad de información; guarda la información mien-
tras se está editando otra página y realiza el monitoreo del funcionamiento del conjunto de 
páginas web simultáneamente.
Fig. 8. Ejecución de Hilos.
Fuente: Autores.
Para la presentación de los resultados se maneja un entorno mediante la infraestructura 
Express del ambiente de trabajo Nodejs, que trabaja en tiempo de ejecución real. Se trabaja 
las conexiones bidireccionalmente lo que permite optimizar el rendimiento y la escalabilidad 
en aplicaciones web, motivo por el cual se muestran los resultados de una manera ágil y orga-
nizada, dirigiendo a los lectores a fuentes expertas y fiables.
IV. resultados y dIscusIón
El resultado del proyecto permite comprender el procedimiento que se lleva a cabo en el 
análisis de datos mediante la técnica Scraping utilizando el lenguaje de programación 
Python. 
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Se crea la base de datos en Mongodb donde se almacenan todos los datos no estructurados 
de las fuentes seleccionadas. los datos son analizados teniendo en cuenta las especificaciones 
definidas, que permiten el ensamblado, la organización de los datos con el fin de volver a realizar 
un análisis, mediante la implementación de modelos y algoritmos que permiten proporcionar 
una plataforma web como interfaz para el usuario final.
El usuario obtiene una nueva experiencia de lectura con su Interfaz de Usuario (UI) innova-
dora y simple, además de mostrar información responsable, veraz y de calidad. ScraCOVID-19 
maneja los filtros como lo muestra la Fig. 9 en los que se tiene en cuenta como tema principal 
COVID-19 y coronavirus, alternándose con los demás temas asociados a esta problemática; en 
total se programaron doce filtros que el usuario final puede seleccionar y sobre los cuales se 
presentan las noticias de los cuatro medios digitales escogidos.
Fig. 9. ScraCOVID-19 – Filtros.
Fuente: Autores.
La Fig. 10 muestra una interfaz de usuario minimalista y fácil de usar. Presenta las noti-
cias que se seleccionan en el momento con base en el filtro escogido, con cada uno de los temas 
asociados al COVID-19. El usuario puede hacer lectura del mismo tema o noticia en un tiempo 
dado, a partir del filtro aplicado a los diferentes medios digitales dando la posibilidad de valo-
rar el contenido.
Fig. 10. ScraCOVID-19 - Noticias.
Fuente: Autores.
V. conclusIones y trabajos Futuros
La experimentación en tareas de extracción y almacenamiento de información que involucra 
técnicas de Scraping y bases de datos noSQl, ha servido para filtrar información en diferentes 
páginas web y plataformas de noticias. Teniendo en cuenta que uno de los mayores desafíos a 
los que se está enfrentando la comunidad es a la proliferación de la información desde diferentes 
medios de comunicación, se crea ScraCOVID-19 como solución a la obtención de información de 
algunos medios digitales presentándose de manera dinámica en un solo lugar permitiéndole 
tener una serie de selecciones de su tema de interés.
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Se puede concluir que el uso de Scraping es utilizada en diversos formatos con grandes canti-
dades de datos. La técnica de extracción utilizada es un campo con un avance activo que maneja 
varios niveles de automatización convirtiéndose en una herramienta eficaz para la obtención 
de información, siendo de utilidad para el análisis de contenido web. Es interesante conocer y 
aplicar los usos de la técnica, que para esta investigación se basó en la recopilación de un gran 
volumen de información de medios de comunicación digitales.
La técnica de extracción podría utilizarse para otros propósitos como la automatización de 
tareas, el control de estrategias en redes sociales y el análisis de opiniones mediante técnicas 
de minería de texto y lenguaje natural.
En el futuro, representaciones visuales deberían incluirse dentro de la plataforma de infor-
mación propuesta en esta investigación, con el fin de hacer análisis sobre los datos estructura-
dos almacenados que permitan mostrar las tendencias de los temas de noticias en el transcurso 
del tiempo.
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