In solving boundary value problems by finite difference methods, there are two problems which are fundamental. One is to solve the matrix equations arising from the discrete approximation to a differential equation. The second is to estimate, in terms of the mesh spacing A, the difference between the approximate solution and the exact solution (discretization error). Until recently, most of the research papers considered these problems only for finite difference approximations whose associated square matrices are M-matrices.2 This paper treats both of the problems described above for a class of difference equations whose associated matrices are not M-matrices, but belong to the more general class of monotone matrices, i.e., matrices with nonnegative inverses.
Introduction.
In solving boundary value problems by finite difference methods, there are two problems which are fundamental. One is to solve the matrix equations arising from the discrete approximation to a differential equation. The second is to estimate, in terms of the mesh spacing A, the difference between the approximate solution and the exact solution (discretization error). Until recently, most of the research papers considered these problems only for finite difference approximations whose associated square matrices are M-matrices.2 This paper treats both of the problems described above for a class of difference equations whose associated matrices are not M-matrices, but belong to the more general class of monotone matrices, i.e., matrices with nonnegative inverses.
After some necessary proofs and definitions from matrix theory, we study the problem of estimating discretization errors. The fundamental paper on obtaining pointwise error bounds dates back to Gershgorin [12] . He established a technique, in the framework of M-matrices, with wide applicability. Many others, Batschelet [1] , Collatz [6] and [7] , and Forsythe and Wasow [9] , to name a few, have generalized Gershgorin's basic work, but their methods still used only M-matrices. Recently, Bramble and Hubbard [4] and [5] considered a class of finite difference approximations without the M-matrix sign property, except for points adjacent to the boundary. They established a technique for recognizing monotone matrices and extended Gershgorin's work to a whole class of high order difference approximations whose associated matrices were monotone rather than M-matrices. We continue their work by presenting an easily applied criterion for recognizing monotone matrices. The procedure we use has the additional advantage of simplifying the work necessary to obtain pointwise error bounds. Using these new tools, we study the discretization error of a very accurate finite difference approximation to a second order elliptic differential equation.
Our interests then shift from estimating discretization errors of certain finite difference approximations to how one would solve the resulting system of linear equations. For one-dimensional problems, this is not a serious consideration since Gaussian elimination can be used efficiently. This is basically due to the fact that the associated matrices are band matrices of fixed widths. However, for two-dimensional problems, Gaussian elimination is quite inefficient, because the associated band matrices have widths which increase with decreasing mesh size. Therefore, we need to consider other approaches.
For cases where the matrices, arising from finite difference approximations, are symmetric and positive definite, many block successive over-relaxation methods may be used (Varga [29, p. 77] ). Also, for this case, a variant of ADI, like the Peaceman-Rachford method [18] , may be used. In this instance, convergence for a yingle fixed parameter can be proved (cf. Birkhoff and Varga [2] ) and, in some instances, rapid convergence can be shown using many parameters cyclically (cf. Birkhoff and Varga [2] , Pearcy [19] , and Widlund [28] ). For the case of Alternating Direction Implicit methods, the assumption of symmetry may be weakened to some statement about the eigenvalues and the eigenvectors of the matrices. Knowing properties about the eigenvalues of finite difference matrices is also very important when considering conduction-convection-type problems (cf. Price, Warren and Varga [22] ). Therefore, we next obtain results about the eigenvalues and the eigenvectors of matrices arising from difference approximations.
Using the concepts of oscillation matrices, introduced by Gantmacher and Krein [10], we show that the H and V matrices, chosen when using a variant of ADI, have real, positive, distinct eigenvalues. This result will be the foundation for proving rapid convergence for the Peaceman-Rachford variant of ADI. Since Bramble and Hubbard [5] did not consider the solution of the difference equations, we consider this a fundamental extension of their work.
This paper is concluded with some numerical results indicating the practical advantage of using high order difference approximations where possible.
2. Matrix Preliminaries and Definitions. Let us begin our study of discretization errors with some basic definitions : Definition 2.1. A real n X n matrix A = (o<,y) with Oij ^ 0 for all i ^ j is an M-matrix if A is nonsingular, and A~l ^ 0.3 Definition 2.2. A real n X n matrix A is monotone (cf. Collatz [7, p. 43] ) if for any vector r, At 2: 0 implies r 2: 0.
Another characterization of monotone matrices is given by the following wellknown theorem of Collatz [7, p. 43 ]. Theorem 2.1. A real n X n matrix A = (o,-,y) is monotone if and only if A~l 2: 0. Theorem 2.1 and Definition 2.1 then imply that M-matrices are a subclass of monotone matrices. The structure of M-matrices is very complete, (cf. Ostrowski [17] , and Varga [29, p. 81] ), and consequently they are very easy to recognize when encountered in practice. However, the general class of monotone matrices is not easily recognized, and almost no useful structure theorem for them exists. Therefore, the following theorem, which gives necessary and sufficient conditions that an arbitrary matrix be monotone, is quite useful.
Theorem 2.2. Let A = (a,-,,-) be a real n X n matrix. Then A is monotone if and only if there exists a real n X n matrix R with the following properties:
(1) M = A + R is monotone.
(2) M-*R 2: Ó. ( 3) The spectral radius piM^R) < 1.
Proof. If A is monotone, R can be chosen to be the null matrix 0, and the above properties are trivially satisfied. Now suppose A is a real n X n matrix and R is a real n X n matrix satisfying properties 1, 2 and 3 above. Then, A = M -R = M(l -M~lR) and A"1 = (1 -Af-^-'Af-1 .
Since property 3 implies that M~lR is convergent, we can express A~l as in Varga [29, p. 82 ], (2.1)
As M~lR and M~l are both nonnegative, we see from (2.1) that A-1 is nonnegative, and thus by Theorem 2.1, A is monotone. Q.E.D.
It is interesting to note that if R can be chosen to be nonnegative, then property 1 of Theorem 2.2 defines a regular splitting of the matrix A (cf. Varga [29, p. 89] ). When R is of mixed sign, this theorem is a slightly stronger statement of Theorem 2.7 of Bramble and Hubbard [5] . As will be seen later, it is much easier to find a monotone matrix M which dominates A, giving a nonnegative R, than to choose R such that property 2 of Theorem 2.2 is satisfied. This is one of the major deviations between this development and Bramble and Hubbard's in [4] , [5] . Also, for this reason, we shall, from now on, be concerned with constructing the matrix M rather than the matrix R.
We shall now conclude this section by defining some vector and matrix norms which we shall use in the subsequent development.
Let VniC) be the n-dimensional vector space of column vectors x, y, z, etc., with components x" ?/», z,, 1 ^ i ^ n, in the complex number field C. is the maximum (or Lx) norm of A.
3. An 0(A4) Difference Approximation in a Rectangle. For simplicity, we shall consider first a rectangle, R, in two dimensions, with a square mesh (size A) which 492 HARVEY S. PRICE fits R exactly. Later, we shall consider the modifications necessary to obtain pointwise 0(A4) discretization error estimates for general bounded domains. This will, of course, include rectangular regions which are not fit exactly by a square mesh.
Let us consider the numerical solution of the following second order elliptic boundary value problem in the rectangle R with boundary C :
We also assume that q(x, y) 2: 0 in R, the closure of R.
With the aid of Fig. 1 , we shall define the following sets of mesh points, assuming the "English or typewriter ordering" (i.e., numbering the mesh points from left to right, top to bottom), Following the notation of Bramble and Hubbard [5] we now define the sets of indices illustrated in Fig. 1 above.
Definition 3.1. Ch is the set of indices, a, of grid points which lie on C, the boundary of R.
Definition 3.2. Ch** is the set of indices, a, of interior grid points which have two of their four nearest neighbors in ChDefinition 3.3. Chv and ChH are, respectively, the set of indices, a, of the interior grid points with exactly one of the two, vertical or horizontal, respectively, nearest neighbors in ChDefinition 3.4. Rh is the set of indices, a, of interior grid points not in Cn** + Cp* + CV. Now, by means of Taylor's series, assuming w(x, y) has six continuous derivatives in "R, (i.e., u E C6 (fí)), we can derive the following finite difference approximation to (3.1):
The vectors u and f are defined to have components ua and /" which are just the functions w(x, y) and fix, y) of (3.1) evaluated at the mesh points. The N X N diagonal matrix D has entries da,a given by where n is the number of mesh points in one row and m is the number of rows. Thus, N = mn. Finally, the vector t of (3.2) has components t« given by , r" = 0(A2), « G Ch** 4-Chv + ChH ; ra = 0(A4) , a E Rh ; Proof. We will construct M as the product of two M-matrices, i.e., M = MiM2.
With Mi and M2 defined by It is easily verified by direct multiplication that M = MiM2 is given by5 (Mw)" = 16iva , aECh ;
(Mw)a = -8wa_" -8wa-i + 64mv -8wa+i -8wa+n , a E C** ;
(Mw)a = (1 + sah)wa-2n 4-(2 + sah 4-r"A)w"_"_i -(16 + 8saA)w"-" + (2 + Sah -rah)wa-n+i + (1 + rah)wa-2 -(16 + 8^)^-1 + 68wa -(16 -8raA)wa+i + (1 -raA)w"+2 + (2 + rah -sah)wa+n-i -(16 -8sah)wa+n 4-(2 -sah -rah)Wa+n+i 4-(1 -saA)w"+2il, a E Rh ■ Now, for all A satisfying (3.7), it is easily seen that M 2: A, and since (3.7) implies that \rah\ < 1 and |s"A| < 1, Mi and M2 are easily shown to be M-matrices Proof. We shall now show that piM~lR) < 1, where R = M -A. Define the vectors e, {;, and n to have components ea = 1 , for all a ; (3.11) £" = 1 , a ECh ; ia = 0, otherwise ; Va = 1 , aE CP** + Chv + Ch" ; Va = 0 , otherwise .
Since qa 2: 0 for all a, we have from (3.4) that (3.12) Ae >: Í .
Since M 2: A and M is monotone, we have from (3.12) that (3.13) 0 ^ M-'Äe = e -M~'Ae ^ e -M-1? = e -M^Mf1?.
From (3.8) and (3.11), it is easily seen that MPi = 43; giving
Mi-iÇ = \l.
Using this in (3.13), we have, if Mf1? > 0, (3.14) 0 ^ M-'Re g e -pfr1* < e .
a E Ch** a E Chv a -n a -ft -la -ft a -n + 1 -1 a a + 1 a -2 a-laa+la + 2 a + ft a + ft -la +ft a + n+1 a G CA» a G ft a -2ft a -2ft a -ft -1 a -ft a -n+l a -n -1 a -ft a -n+l a -1 a a + 1 a -2 a-laa+la + 2 a + n -1 a + n a + n + 1 a + n -1 a + ft a + n+1 a + 2n a + 2ft Figure 3 It remains to be shown that M2_1i; > 0. We obtain by direct calculation using (3.9) and (3.11) that M23; :£ 4£ -n. Since M2 is an M-matrix, this gives
If we now renumber our grid points so that the points corresponding to indices a G Ch come first, we have ( 
This, coupled with (3.15), proves that M2_Ii; > 0, finally verifying (3.14). From (3.14), we deduce that ||M_1Ä|L < 1, and from the simply proved inequality (see Varga [29, p . 32])
we obtain the desired result We now compute R0 = M -A0, using (3.10), to be6
(ft-w)a = 15w« , a EC,,;
(ft-w)a = (4 + Qsah)wa-n + (4 + 6r«A)wa_i + 16wa + (4 -<orah)wa+i + (4 -6sah)wa+n, a E Ch** .
iRow)a = (1 + rah)wa-n-i + (4 + 6s"A)wa_" + (1 -rah)wa-n+i 4-12wa + (1 + rah)wa+n-i + (4 -6saA)wa+?i (3.28) + (1 -rah)wa+"+i, a G Chy ;
(Ä0w)a = (1 + sji)wa-n-i + (1 + sah)wa-n+i + (4 + 6raA)wa_i
(Ä0w)a = (2 + sah + rah)wa-n-i + (2 + sah -rah)wa_n+i + 8wa
+ (2 + rah -sah)wa+n-i + (2 -rah -sah)wa+n+i, a E ft a E Ch** aEChV a -n a -n -la -n a -n + 1 a-laa+1 a a + ft a p-n -la + n a + n+1
aECh" aERh a -n -1 a -n+1 a -n-1 a -ft + 1 a-laa+1 a a + n -1 a + n+1 a + n -1 a + n+1 Figure 4 Let us define the diagonal matrix t) to have diagonal entries da,a given by da,a = 2 , «GC1 + C,,** ; da,a = 3/2 , a G W + Ch" ; or.
In 2 In 2 8r + 4' 8s + 4 u -v < Kp¿ where Ki is independent of A. The constants r, s and q are defined by (3.6).
The result of this theorem is an extension of a known result of Bramble and Hubbard [5] to the case where r(x) ¥" 0. However, the proof given here is substantially different from theirs, and gives a computable sufficient upper bound for A, (3.35). 4 . Extension to a General Bounded Region. We again consider the partial differential equation of (3.1), but we assume now that R is a general bounded domain with boundary C. If we construct a square grid (size A) covering ft it can be seen from Fig. 5 , that, in addition to the sets of grid points defined above, we need Definition 4.1. Ch* is the set of indices, a, of interior grid points which have at least one and at the most two of its four nearest neighbors not on the same grid line in Rc, the complement of R.
Note that the assumption that points in Ch* can have at most two nearest neighbors in Rc and that these may not be on the same grid line, may eliminate certain regions with corners having acute angles.8 However, if C has a continuously turning tangent and A is sufficiently small, this assumption can always be satisfied. 7 Remark. It should be noted here that all the results of this section are equally valid for a region R which is the sum of squares, and therefore, Theorem 3.2 is valid for this type of region.
8 We point out here that if the smallest boundary angle is a > 0, then using a Ax 9¿ Ay would allow us to cover such angles. The assumption, Ax ¿¿ Ay, does not change the results of the previous section, so we actually can consider most cases of interest by a suitable choice of Ax/Ay s K, and h sufficiently small, where h = Max [Ax, Ay}.
We shall now define a finite difference approximation to (3.1), assuming u C6iR), in matrix notation as (l/12A2)lu = f + Figure 5 For the sets of grid points Ch**, Chv, Ch", and ft the Eqs. of (4.1) are defined exactly as before, (cf. (3.4) and (3.5)). We, therefore, need only define the equations of (4.1) for grid points a E Ch*. If a point is in Ch*, there are many different cases to consider (i.e., its nearest neighbor on the left, right, bottom, or top, is in Rc, as well as its two nearest neighbors on the left and top, top and right, right and bottom, or bottom and left, are in Rc). For simplicity, we shall list only two of these eight possibilities since, from these, the others will be obvious. First assume for a E Ch* that the points below and to the left of the ath point are in Rc, as shown in Fig. 6 . Then, where XA is the distance, in the x-direction, and ph is the distance, in the 7/-direction, to the nearest boundary, 0 < X, p < 1 (see Fig. 6 ). -(12 + 6saA)na_" -(12 -6sah)ua+nj = fa + OQiP) .
Notice that now we are not carrying along dummy equations for the points a E Chit the boundary of our region R were just the collection of horizontal and vertical line segments connecting points of Ch*, the dashed line of Fig. 5 , then the finite difference approximation to (3.1) on this region would be given by (3.2). Therefore, we have that The results of this section extend the results of §3, which held for regions which were sums of squares, to fairly general bounded domains. This extension follows closely a similar extension of Bramble and Hubbard [5] , and differs only in that we consider a more general class of problems.
Oscillation Matrices and Their
Properties. We will begin our study of oscillation matrices with some basic definitions.
Definition 5.1. An n X ft matrix A = (a;,y) will be called totally nonnegative (totally positive) if all its minors of any order are nonnegative (positive) : Some simple properties of totally nonnegative matrices are given by Theorem 5.1. (1) The product of two totally nonnegative matrices is totally nonnegative.
(2) The product of a totally positive matrix and a nonsingular totally nonnegative matrix is totally positive.
The proofs of the theorems given in this section are omitted because they involve concepts which are too lengthy to develop here. They may be found in either Gantmacher and Krein [10, Chapter II], or Price [20, Chapter II].
Continuing now with our development, we are ready to define an oscillation matrix.
Definition 5.
2. An n X n matrix A = (a¿,3) is an oscillation matrix if A is totally nonnegative and some power of A, Ap, p 2: 1, is totally positive.
The following theorem gives some of the simplest properties of oscillation matrices. (2) // uw) is an eigenvector of A corresponding to the kth largest eigenvalue, then there are exactly k -1 sign changes among the coordinates of the vector, u(fc).
We shall see later in this section that many matrices which arise from finite difference approximations of one-dimensional, second order differential equations are in fact diagonally similar to oscillation matrices. It is now necessary to develop some easy tests to determine if a given matrix A is an oscillation matrix. We will state, without proof, such a criterion. The proof of this theorem can be found in Gantmacher and Krein [10, p. 139].
Since it is quite simple to determine when the superdiagonal and subdiagonal of a matrix are positive, it is necessary only to determine if a given matrix is totally nonnegative. We will therefore need the following Theorem 5. (1) If irk, 1 % k ^ N) and ip¡, 1 è l ú M) are the eigenvalues of the submatrices Hi and Vy respectively, then 0 < n < t2 < ■ ■ ■ < ry , and 0 < pi < p2 < ■ • ■ < pm .
(2) If (i«, 1 ^ k S N) and (y(i), 1 ^ I ^ M) are ¿Ae eigenvectors of the submatrices Hi and V¡, respectively, then each forms a linearly independent set. Moreover, the eigenvectors, o(*,n form a basis for the n-dimensional vector space V"iC) where n =
MN.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Clearly from theorem (6.1) there exists such a norm for the matrices H and V which is the same for both, since they have the same eigenvectors. Now, following Varga [29, Chapter 7] and using this norm, it is clear that all the results obtainable from the commutative theory for the Peaceman-Rachford variant of ADI are applicable to the finite difference equations defined by (6.3) and (6.4). The most important of these is Theorem 6.3. If a and ß are the bounds for the eigenvalues t< and p, of the matrices H and V defined in (6.3) and (6.4), i.e., 0 < a g n, Piú ß, lui un, and if the acceleration parameters {rtJiLi are chosen in some optimum fashion (cf. Varga [29, p. 226] or Wachspress [26]) ¿Aen, the average rate of convergence of the iterative method defined by (6.5) is (6-10) R = -l»p(uT')>îJiïï-
The result of (6.10) states that if we can obtain bounds on the eigenvalue spectrums of H and F, given by (6.3) and (6.4), then at least for the separable problem we can use variants of ADI to solve, very efficiently, the matrix equations of (6.2). We also have experimental evidence which indicates that the PeacemanRachford variant is very effective for nonseparable problems. This has been reported by Young and Ehrlich [30] and Price and Varga [21] for the standard 0(A2) finite difference equations and very recently proved by Widlund [28] for selfadjoint operators on a rectangular region.10
The iterative solution of matrix equations for which the associated matrix is nonsymmetric and is not of the M-matrix type has also been considered by Rockoff [23] , who in contrast used the successive overrelaxation iterative method and tools different from those resulting from the theory of oscillation matrices. The results of this section are apparently the first such applications of the theory of oscillation matrices to alternating direction implicit iterative methods.
7. ADI for Nonseparable Problems. The Peaceman-Rachford matrix Tr for a single fixed parameter is given, from (6.6), by In order to establish sufficient conditions on H and F so that (7.2) holds, we shall use a theorem due to Feingold and Spohn [8] . Q.E.D.
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If we let A = rl + P and B = P -rl, for any r > 0 we have that A -B = 2rl
is Hermitian and positive definite, so we have immediately Corollary 7.1. If P is an n X ft matrix, with irl + P) nonsingular for all r > 0, then \\irl + P)-\P -rl)\\r < 1 if and only if P* + P is positive definite.
Since, from Definition 7.1 and Definition 2.5, r=||'À|U, we have that (7.2) holds if and only if HT + H and VT + F are positive definite.
Therefore, if we wish to solve the finite difference equations (4.1) (H + F)x = Ax = k using (6.5), it is sufficient to show that H + HT and F + VT are positive definite. We shall proceed by showing that the matrix P, representing the O (A4) finite difference approximation to (3.1) for an arbitrary row or column of our mesh region R of Fig. 2 (see  §4) , is such that P + PT is positive definite. For simplicity, we shall neglect the first derivative terms in (3.1) since they greatly complicate the algebra and add only mesh spacing restrictions to the final result. The n X n matrix P, representing an arbitrary row or column of our region is given by : If Q is the matrix derived from P in (7.4) by setting the g ¿'s to zero, we have Collecting these results, we have Theorem 7.2. TAe Peaceman-Rachford variant of ADI defined by (6.5) converges for any single, positive, fixed, parameter, r, when used to solve the matrix equations (4.1), for all A sufficiently small. Theorem 7.3 along with Theorem 6.3 gives us as complete a theory for the Peaceman-Rachford variant of ADI for the high order finite difference equations of Section 3 as existed for the 0(A2), standard, central, difference approximations before Widlund [28] . In the absence of a more complete theory for the nonseparable case, we recommend using 2m Wachspress parameters, once reasonable bounds for the eigenvalue spectrum have been found. An excellent upper bound ß is obtained by using the Gershgorin Circle Theorem (see Varga [29, p. 16 ]), which is equivalent to /3 ^ Max {Hi/IL, IIUILÎ .
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Also, since H and V are both monotone, the inverse power method of Wielandt, (see Varga [29, p . 288]), may be used to obtain the lower bound a. Excellent results are obtained by using these bounds and the Wachspress parameters, as seen from the numerical results of Tables 1 and 2. 8. Numerical Results. We consider here the numerical solution of the following problem :
-i H-1 = 326%"*, (x, y) E ft For each example, we again solve both the high accuracy, 0(A4), finite difference equations, presented in §3, and the standard, 0(A2), finite difference equations for a sequence of mesh spacings (A) tending to zero.
In all cases the Peaceman-Rachford variant of ADI described above, is used to solve the matrix equations. The upper bound, 6, of the eigenvalue spectrums of H and V, is chosen to be 6 = Max [\\H\\.
The lower bound, a, is found by doing ten iterations of Wielandt's inverse power method (see Varga [29, p. 288] ). We use, cyclically, 2m acceleration parameters generated using formulas presented by Wachspress [25] . The number m is chosen, in all cases, to be the smallest integer such that Clearly the theoretical estimates of §3 are confirmed, as well as the earlier results of §6. We see from Table 1 , that for a mesh size A = .03125, which is 1024 mesh points, a 100 to 1 improvement in the relative error is obtained with the high accuracy method. Also we see for this example, that the high accuracy difference equations require only l/15th as much computer time as the standard difference equations to obtain a given accuracy.
Example 2. An L Shaped Region. Clearly, the theoretical results of Section 3 are borne out by the numerical experiments. Moreover, the Peaceman-Rachford variant of ADI for these high order difference approximations appears as efficient for nonseparable problems as it is for separable problems. This observation was reported by Young and Ehrlich [30] and Price and Varga [21] for the standard, 0(A2), finite difference equations before the result was proved by Widlund [28] . The proof for these high order equations is still an open question.
Hi
We have seen then how effective high accuracy difference equations can be. Even though none of the examples considered here could be called practical problems, these results are certainly impressive. Because the high accuracy methods, in many cases, allow one to use fewer mesh points to obtain a given accuracy, computer time and storage can be saved.
Both the theoretical results in the body of this paper and the numerical results presented here indicate that, when solving practical problems, high accuracy finite difference equations should be considered.
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