This paper presents a hierarchical approach to control law design for morphing dynamics. The starting point is a performance map defined on a subspace of the morphing state-space which defines operation regime of the morphing structure. It is shown that a discrete connected graph can be superimposed on the performance envelope, traversing whose nodes makes all morphing states inside the envelope accessible from every other point. The approach is model based and the control laws for transferring the system from one node to another are designed using a successive linear-quadratic-regulator approach. An example is presented based on a two-dimensional, two degree-of-freedom morphing structure to illustrate the hierarchical approach.
I. Introduction
This paper presents a hierarchical approach to designing control laws for morphing dynamics. Research in the field of morphing structures has seen a recent surge in interest, especially with the advent of smart structures (e.g. shape memory alloys) that have made the realization of shape changing structures feasible.
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In addition, ever increasing demands on a single structure to accomplish a variety of mission objectives (e.g. an aircraft required to conduct both bombing and reconnaissance) has led researchers to explore the field of morphing structures in greater detail. The Defense Advanced Research Projects Agency (DARPA) defines a morphing air vehicle as a platform that is able to change its state substantially (on the order of 50%) to adapt to changing mission environments, thereby providing superior system capability that is not possible without reconfiguration. Clearly, the analysis of such systems is inherently complicated because of multiple operating regimes. The study of morphing dynamics is in general different from the study of dynamics of the object itself, and the two may in general be coupled with each other. For example, the flight dynamics of an aircraft is traditionally described using a twelve dimensional state-space (six translational and six rotational). On the other hand, the morphing dynamics of the same aircraft is described by differential equations that govern the reconfiguration of the aircraft from one shape (mode of operation) to another. These equations could include the dynamics associated with smart structures used to build the wings of the reconfigurable aircraft. The objective of morphing control then is to find controllers that transform the structure from one shape to any another along a best possible path based on a prescribed metric. In the majority of cases, true dynamics governing the morphing is unknown because of underlying complexity. As a result, model free methods like reinforcement learning 2, 3 (e.g. Q-learning) are popular for the control of such systems. Reinforcement learning "learns" the best possible path to the desired goal shape by gathering information about rewards and penalties over numerous Monte Carlo episodes. In the current paper, a model based hierarchical approach for the control of morphing dynamics is presented. Typically, the possible extents of shape change can be described using a performance map of the morphing structure. Each point inside the performance map depicts a morphing trim state where the structure is required to operate to fulfill particular mission objectives. The morphing performance map could potentially contain a continuum or a discrete set of trim states. In either case, the objective of this paper is to superimpose a connected graph on the performance envelope that makes all points in the map accessible from any other point in the envelope under some sense of optimality. In other words, the proposed approach ensures that the structure can morph from any state in the performance map to any other state in some sense of optimality by following the nodes on a connected graph on the map. The hierarchical control works in the following manner: the lower level controller transfers the morphing state from its current configuration to the closest available node on the connected graph. At this point, the top level controller takes over and activates controllers to traverse the graph by following a path that minimizes a prescribed cost to arrive at the node closest to the desired trim state. The lower level control takes over again and delivers the morph state from the final node arrived at to the final, desired morphing trim state. In the current paper, we shall focus primarily on the top-level controller and give an example of a simple, though physically appealing two-dimensional morphing structure to illustrate the ideas discussed above. Section II lays out the framework and the problem statement for morphing control. Section III details the construction of the graph and section IV provides an example with a morphing triangular structure.
II. Framework and Problem Formulation
Consider the following morphing dynamical system:
where, x depicts the morphing state of the structure. Figure 1 (a) illustrates a simple morphing structure that will be considered throughout in this paper. The structure comprises of a triangle with a fixed base. The other two sides change their lengths and are modeled with spring-damper assemblies. The lengths of the morphing sides along with their time derivatives (x 1 , x 2 ,ẋ 1 ,ẋ 2 ) can be chosen as the morphing states in Eq.1 for this structure. The vertex is prescribed to move inside the rectangular region shown, which defines the performance map for this structure. In general, the performance map, M of the structure can be prescribed on a subspace of the morphing state in the following manner:
The problem of optimal morphing control can then be posed in the following manner: For the system given by Eq.1, design an optimal controller that transfers the system from an initial morphing state of x s to a target morphing state, x t , minimizing in the process the following cost function along the path:
We claim that the above problem can be solved by constructing a connected graph, G, on the performance map M, that grants bi-directional access between all points on the map.
III. Constructing a Graph on M
As stated in the previous section, all points on the performance map can be made accessible from every other point by constructing a graph on the map. The basic idea is to start the graph with a base node and then expand outward by constructing nested envelopes of accessible regions. The last envelope constructed then contains the performance map, making almost all points accessible. We first begin with the definition of the region of influence (ROI) of a node on the graph.
Definition III.1. Bi-reachable points: Points x and y are said to be bi-reachable from each other if y can be reached from x and vice-versa using (in general different) linear control designs. (e.g: LQR)
Definition III.2. Region of Influence of node x * ij : The region of influence of a node x * ij on the graph G is defined as the set Ω * ij such all pairs {(x * ij , y), y ∈ Ω * ij } are bi-reachable.
The nomenclature used above for a general node, namely x * ij will become clearer in what follows. The double subscript " ij " implies the following: the considered node is the j th node in the i th envelope constructed on the map. We next lay out a step-by-step procedure of constructing the graph G on M. We first consider the following assumptions about the morphing dynamical system: A III.1. There exists finite steady state control u hold (x) for almost all x ∈ N such that f (x, u hold ) = 0. The set for which the holding control does not exist (call it Φ) has measure zero.
A III.2. The gradient of the dynamics, i.e. ∂f ∂x exists so that the system 1 can be linearized to (A(x), B(x)) for almost all x ∈ M.
A III.3. The domain of reachability, R(x), of any point x ∈ N | Φ as no "holes". In other words, for any point x in the ROI, the line segment joining x and x lies entirely inside the ROI. Additionally, there exists an open set ϑ ⊂ N such that ϑ ⊂ R(x).
Set Φ represents points that are not reachable in the morphing system 1. We are concerned with systems for which this set has zero measure and thus exclude it from our analysis. Assumption III.2 restricts the realm of the current approach to those systems for which a linearized representation can be found for almost all points (excluding sets of zero measure) inside the performance map. Assumption III.3 is essential for the approach of determining regions of influence in the current work. Note that R(x) is different from ROI(x). From definition III.2, it is clear that ROI(x) ⊂ R(x). The current paper utilizes a parametric-sweep approach for determining ROI(x) which would formally work for systems satisfying assumption III.3.
Given the validity of the above assumptions, the following result can be stated:
Theorem III.1. For the morphing system 1 with a continuous performance map, M, given assumptions III.1, III.2 and III.3, a connected graph, G, can be constructed on M with a finite number of nodes, {x * ij } ( i,j = P ) such that all points y t ∈ M can be reached from any other point y s ∈ M to within a specified tolerance, i.e., x(t = ∞, y s ) − y t ≤ by traversing G.
Proof. [By construction]
The formal construction steps are provided in the appendix.
In the following, we provide the basic steps for constructing the graph, G. 2. Estimate the region of influence of this node. This is done by performing a parametric sweep of the boundary of the performance map and determining the farthest point that can be "bi-reached" for each (discrete) value of the parameter set. (see definition III.1 for bi-reachability) The farthest point for any particular value of the parameter set is obtained by the process of successive LQR (Fig. 2(b) ). In this process, progressively closer points are chosen (in Fig.2(b) by bisection) until a bi-reachable point is obtained. Note that this approach requires the validity of assumption III.3 for an accurate estimate of ROI(x 3. Discretize Γ * ij by placing nodes as shown in Fig.2(a) . These nodes form the base for constructing the next envelope and we denote them by x * 2j, where j = 1, 2, . . . R (number of nodes used to discretize Γ 1 .
4. Determine the ROI's for x * 2j, i.e. Ω * 2j . Fig.2 (a) that the construction results in a sequence of nested envelopes Ω 2 ⊂ Ω 1 . The process is repeated until n envelopes are generated so that the final envelope engulfs the performance map: M ⊂ Ω n . The entire set of nodes used in this construction constitutes the graph and is seen in Fig.2(a) .
Determine the new envelope as Ω
2 = ∪ R i=1 Ω * 2j ∪ Ω 1 . Denote boundary(Ω 2 ) = Γ 2 . Note from
A. Planning on the Graph
Performance Map The underlying example can be considered to be the morphing triangle described earlier. The rectangular performance map depicts the region inside which the vertex is allowed to move. The graph starts at the base node x * 11 = N B at the center of the map, shown along with its domain of influence (solid line) in sub-figure 1. The first envelope, Ω 1 is the same as the domain of influence of x * 11 . The corresponding boundary, Γ 1 is discretized using nodes shown. Thus we have x * 2j , j = 1, . . . , 34. Notice that x * 2j ∈ Γ 1 as described in step 10 of the algorithm. Instead, x * 2j are chosen such that d(x * 2j , Γ 1 ) < γ . This is done to make the process robust and ensure that all of x * 2j are reachable from x * 11 . The domains of influence of each of x * 2j , i.e., Ω * 1j
are shown with dotted lines. Notice that if γ is chosen to be too large, x * 2j would lie well inside Ω 1 , which may cause Ω * 1j ⊂ Ω 1 . This is not desirable because the graph would then not grow beyond Ω 1 . Sub- figure  2 shows the second envelope, Ω 2 . Sub-figure 3 depicts the discretization of Γ 2 with x * 3j along with a few domains of influence. A few comments regarding bounds 1 and 2 are also in place. The lower bound ( 1 ) ensures that the nodes used to discretize the envelope boundary are not all huddled together. Similarly, the upper bound ensures that the nodes used are not too far apart, hence leading to uniform growth of the envelopes in all directions. Finally, sub-figure 4 shows how the construction detailed above leads to an expanding network of nodes that cover the performance map while ensuring bi-directional connectivity. Notice that a sequence of nested envelopes is obtained:
IV. Illustrative Example
In this section, we consider the example of the morphing triangle shown in Fig.1(a) . The geometry of the structure is further detailed in Fig.1(b) . The base of the triangle is fixed while the other two sides change lengths by means of spring-damper assemblies. There are two controllers, exerting axial forces along the two morphing sides of the triangle. Both sides are assumed to be massless and the entire mass of the structure, m, is modeled to be concentrated at the vertex. The nonlinear morphing dynamics for this model essentially comprises of two coupled second-order oscillators, given in state-space form as follows:
where, f 1 and f 2 represent the spring and damper forces, and u 1 and u 2 the control efforts along the morphing sides, x 1 and x 2 respectively. The equations for the angular ratesθ 1 andθ 1 can be obtained as follows by considering the constraint conditions for the triangle:
The various trigonometric functions appearing in Eqs.4&5 can be obtained easily in terms of the states, x 1 and x 2 . Finally, the nonlinear spring-damper forces can be modeled with the following constitutive equations:
The graph construction for this structure begins with the base node shown in Fig.1(b) which represents the equilateral triangle configuration. As outlined in the algorithm above, starting with the base node, we construct a graph that grows outward, eventually engulfing the performance map defined by the limits on the movement of the vertex. Fig.3 depicts this process. In Fig.3(a) , the domain of the influence of the base node is shown. By construction, all points inside this region are accessible from the base node, and vice versa; i.e., the base node is bi-reachable with all points inside this region. Following the nomenclature in the algorithm, the depicted region is Ω * 11 = Ω 1 . The shown boundary is Γ * 11 = Γ 1 . Fig. 3(b) shows the discretization of Γ 1 using ς points (= x * 2j ). The domains of influence for these nodes (= Ω * 2j ) are shown in Fig.3(c) . Fig.3(d) shows that continuing with this process results in a set of expanding nested envelopes which eventually engulf M. (M ⊂ Ω 11 ). Fig.4(a) shows all the nodes that comprise the graph G on M. Fig.4 illustrates the problem of finding the optimal route between any two points on the graph. Clearly, there can exist numerous feasible paths between two points on the graph. (see Fig. 4(a) ) However, the problem is essentially that of an optimal graph search based on a certain metric, in this case, the cost function given in Eq.3, that results in the best possible path on the graph. In the current work, the A* algorithm was implemented to perform the optimal graph search. It is known that A* is a best-first search (BFS) algorithm that provides the optimal connection between two points on a graph. The convergence of the algorithm to the optimal solution is contingent upon the knowledge of a heuristic function that provides an (under) estimate for the cost-to-go from the current node to the target node. Note that in this problem, such a heuristic function is difficult to find (especially in real time) because it involves evaluating the cost based on the integral in Eq.3. To circumvent the problem a nested-loop A* search was implemented. The outer-loop A* search provides the optimal path between two chosen nodes based on the cost in Eq.3. The purpose of the inner-loop is to estimate the cost-to-go from the current node to the target node. The inner-loop finds the optimal path between the current node being explored in the graph search and the target, based on the shortest-distance cost (as in path planning). This is easy to do because the heuristic function for this search is simply the shortest Euclidean-distance between the current node and the target. The actual cost (Eq.3) is then computed along the obtained shortest-distance path to get an estimate of the cost-to-go. This cost now feeds into the outer-loop of the graph search. Note that the heuristic function thus obtained from the inner loop for the outer loop search is not necessarily admissible because the estimate is not necessarily less than the true cost-to-go. Thus optimality in not guaranteed in this approach, although the authors obtained excellent results for the problem considered. The graph search is done offline for each node and and the best routes to all other nodes on the graph are stored. Now consider Fig.4 , and the problem of finding the best morphing sequence from configuration A to configuration B. The first step is to identify for both A and B, the nodes inside whose domains of influence they lie respectively. If A lies inside the domains of influence of P nodes and B Q nodes, then there are a total of P Q routes between A and B. Each of these routes are evaluated and the best one is picked (N a − N b ) to actuate the top-level control for this reconfiguration. First however, the lower level control delivers the state A to N a . At this point, the top-level control becomes active and transfers the system to node N b via the lowest cost route. Then the lower-level control once again moves the system from N b to the final desired state, B.
V. Conclusions
A hierarchical, model based approach for optimal control of morphing dynamics is presented. It is shown that the a connected graph can be imposed on the performance map of a morphing structure, making all points on the map accessible from every other point via the graph. The obtained control laws can be tested thoroughly for model error, thus making the approach robust. Further work also includes incorporating noise into the dynamical model. It is also possible in general to solve the resulting stochastic optimal control problem by a policy iteration approach with the backward Kolmogorov equation. 
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VII. Appendix
Proof by construction for Theorem III.1:
1. Set i = 1, j = 1. x * 11 (with i = 1, j = 1) is the first (base) node of the graph, G. This is typically the most likely equilibrium state of the morphing system.
3. Linearize 1 about (x * ij , u hold ij ) to obtain departure dynamics:
4. Let (θ 1 , θ 2 , . . . , θ p ) be a set of parameters that parameterize the boundary of the performance map,
2 , a single angle θ 1 parameterizes Γ M .
5. Sweeping the parameter set, for each (θ 1 , θ 2 , . . . , θ p ); identify
6. Design a non-zero set point regulator, u(x, y s , y t ), minimizing the cost function in Eq.3. This regulator drives the linearized system (Eq.7) to the target state, y t .
7. Apply u(x, y s , y t ) to system 1.
8. IF x(t = ∞, u) − y t ≤ , setỹ = y s , y s = y t and y t =ỹ. 
