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Abstract
We argue that there are currently two ma-
jor bottlenecks to the commercial use of
statistical machine learning approaches for
natural language generation (NLG): (a)
The lack of reliable automatic evaluation
metrics for NLG, and (b) The scarcity
of high quality in-domain corpora. We
address the first problem by thoroughly
analysing current evaluation metrics and
motivating the need for a new, more reli-
able metric. The second problem is ad-
dressed by presenting a novel framework
for developing and evaluating a high qual-
ity corpus for NLG training.
1 Evaluation metrics for NLG
Up to 60% of NLG research published be-
tween 2012–2015 relies on automatic evaluation
measures, such as BLEU (Gkatzia and Mahamood,
2015). The use of such metrics is, however, only
sensible if they are known to be sufficiently cor-
related with human preferences, which is not the
case, as we show in the most complete study to
date, across metrics, systems, datasets and do-
mains.
We evaluate three end-to-end NLG sys-
tems: RNNLG (Wen et al., 2015), TGen
(Dusˇek and Jurcˇı´cˇek, 2015) and LOLS
(Lampouras and Vlachos, 2016), using a large
number of 21 automated metrics. The metrics
are divided into groups of word-based metrics
(WBMs, such as TER (Snover et al., 2006), BLEU
(Papineni et al., 2002), ROUGE (Lin, 2004), se-
mantic similarity (Han et al., 2013) etc.) and
grammar-based metrics (GBMs, such as read-
ability, characters per utterance and per word,
syllables per sentence and per word, number
of misspellings etc.). To assess the metrics’
Lexical richness Syntactic complexity
Dataset LS MSTTR Level 0-1 Level 6-7
our corpus 0.57 0.75 46% 16%
SFRest 0.43 0.62 47% 13%
SFHot 0.43 0.59 51% 15%
Bagel 0.42 0.41 50% 16%
Table 1: Lexical richness and syntactic variation
for the collected corpus and other popular datasets.
LS measures the proportion of less frequent words
in the text, MSTTR measures the type-token ratio
normalised by the size of the corpus. For D-level
complexity, Level 0-1 include syntactically simple
sentences, Level 6-7 include the most complicated
sentences.
reliability, we calculate the Spearman correlation
between the metrics and human ratings for the
same natural language (NL) utterances, the accu-
racy of relative rankings and conduct a detailed
error analysis.
The results reveal that no metric produces an
even moderate correlation with human ratings
(max. ρ = 0.33), independently of dataset, sys-
tem, or aspect of human rating. WBMs make two
strong assumptions: They treat human-generated
NL references as a gold standard which is cor-
rect and complete. We argue that these assump-
tions are very often invalid for corpus-based NLG,
especially when using crowdsourced datasets.
Grammar-based metrics, on the other hand, do not
rely on human-generated references and are not
influenced by their quality. However, these met-
rics can be easily manipulated with grammatically
correct and easily readable output that is unrelated
to the input. Our study clearly demonstrates the
need for more advanced metrics, as used in related
fields, e.g. MT (Specia et al., 2010).
2 Corpus development and evaluation
Recent advances in corpus-based NLG
(Dusˇek and Jurcˇı´cˇek, 2015; Wen et al.,
2015; Mei et al., 2016; Wen et al.,
2016; Dusˇek and Jurcˇı´cˇek, 2016;
Lampouras and Vlachos, 2016) require costly
training data, consisting of meaning representa-
tions (MRs) paired with corresponding NL texts.
In our work, we propose a novel framework for
crowdsourcing high quality NLG training data,
using automatic quality control measures and
evaluating two types of MRs, pictorial and textual,
used to elicit data (Novikova and Rieser, 2016).
When collecting corpora for training NLG sys-
tems, especially when using crowd workers, the
following challenges arise:
(1) How to ensure the required high quality of
the collected data?
(2) What types of meaning representations can
elicit spontaneous, natural and varied data
from crowd workers?
To address (1), we filter the crowdsourced
data using a combination of automatic and semi-
manual validation procedures, as described in
(Novikova and Rieser, 2016). We validate the data
by selecting native English participants, allowing
only well formed English sentences to be submit-
ted, and measuring the semantic similarity of a
collected NL utterance and an associated MR. Us-
ing this framework, we collected a dataset of 50k
instances in the restaurant domain, which is 10
times bigger than datasets currently used for NLG
training, e.g. SFRest and SFHot (Wen et al., 2015)
or Bagel (Mairesse et al., 2010).
To evaluate the quality of the collected corpus,
we analyse the data with regards to lexical rich-
ness and syntactic variation and compare our re-
sults to other popular datasets in similar domains,
i.e. SFRest, SFHot and BAGEL.We use the Lex-
ical Complexity Analyser (Lu, 2012) to measure
various dimensions of lexical richness and vari-
ation, such as mean segmental type-token ratio
(MSTTR) and lexical sophistication (LS). The re-
sults of lexical analysis (see Table 1) show that our
corpus is lexically more diverse and as such, con-
siderably more complex. In order to evaluate syn-
tactic variation and complexity of NL references
in our corpus, we use the D-Level Analyser (Lu,
2009). Table 1 shows that our collected corpus has
the highest proportion of complex sentences (54%
Logic-based MR Pictorial MR
informativeness 4.28** 4.51**
naturalness 4.09** 4.43**
phrasing 4.01** 4.40**
Table 2: Human evaluation of the data collected
with logic-based and pictorial MRs (** denotes
p <0.01)
of sentences scored above level 1). At the same
time, the proportion of syntactically complex sen-
tences (levels 6 and 7) is one of the highest.
Furthermore, our dataset requires content se-
lection in 40% of the cases. In contrast to the
other datasets, crowd workers were asked to ver-
balise all the useful information from the MR and
were allowed to skip an attribute value considered
unimportant. As such, learning from this dataset
promises more natural, varied and less template-
like system utterances.
To address challenge (2) in corpus develop-
ment, we conduct a principled study regarding
the trade-off between semantic expressiveness of
the MR and the quality of crowdsourced utter-
ances elicited. In particular, we investigate trans-
lating textual MRs (presented in the form of logic-
based dialogue acts, such as “inform(name = the
Wrestlers, price range = cheap, customer rating =
low)”) into pictorial representations as used in, e.g.
(Williams and Young, 2007; Black et al., 2011).
We show that pictorial MRs result in better qual-
ity NLG data than logic-based textual MRs: ut-
terances elicited by pictorial MRs are judged as
significantly more natural, more informative, and
better phrased, with a significant increase in aver-
age quality ratings (around 0.5 points on a 6-point
scale), compared to the logical MRs (see Table 2).
Pictorial MRs also result in more spontaneous,
natural and varied utterances. This is probably due
to crowd workers not being primed by lexical to-
kens. Moreover, as the MR becomes more com-
plex, the benefits of pictorial stimuli increase.
3 Conclusion and future work
Our work addresses two major bottlenecks of cur-
rent data-driven NLG: Reliable automatic eval-
uation and efficient high-quality data collection.
While our work shows that we can effectively
crowdsource data of sufficient quality to train
NLG algorithms – in particular, using pictorial
representations that reduce bias and elicit more
syntactically varied and lexically rich data – our
work also clearly demonstrates the need for more
advanced evaluation metrics. We see our work as
a first step towards reference-less evaluation for
NLG by introducing grammar-based metrics.
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