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In this paper, we prove a general version of Ekeland’s variational principle in locally
convex spaces, where perturbations contain subadditive functions of topology generating
seminorms and nonincreasing functions of the objective function. From this, we obtain
a number of special versions of Ekeland’s principle, which include all the known extensions
of the principle in locally convex spaces. Moreover, we give a general criterion for judging
the density of extremal points in the general Ekeland’s principle, which extends and
improves the related known results.
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1. Introduction
Since the famous variational principle of Ekeland (see [7]) for approximate solutions of non-convex minimization prob-
lems appeared in 1972, it has received a great deal of attention and has been applied to numerous problems in various
ﬁelds of nonlinear analysis; see, e.g. [1,8,9]. There have also appeared many generalizations or equivalent formulations
of the important principle; see, e.g. [2,5,6,10–13,16,17,19–24,28–30,32–35,37] and the references therein. In particular,
Fang [10], Isac [16] and Zheng [37] extended the principle to topological vector spaces. By using a generalized Phelp’s
lemma, Hamel [13] obtained a generalization of the principle in sequentially complete locally convex spaces, where a family
of topology generating seminorms is used as a perturbation. Under a weaker completeness assumption, i.e., local com-
pleteness, the author [30] considered the generalizations and the equivalences of the principle following Hamel’s way. The
author [29] also gave a version of Ekeland’s principle in Fréchet spaces, which uses subadditive functions of the generat-
ing seminorms as perturbations. Using the similar perturbations, Bosch, A. García and C.L. García [2] proved an extension
of Ekeland’s principle in locally complete locally convex spaces. On the other hand, Lin and Du [19,20] established some
generalizations of Ekeland’s principle in complete metric spaces, which involve nondecreasing functions of the objective
functions. Synthesizing the above several ideas, in the framework of locally convex spaces we consider a more general type
of perturbation, which consists of subadditive functions of the generating seminorms and variable coeﬃcients depending on
the objective function values. Adopting such perturbations, we prove a very general version of Ekeland’s variational principle
in locally complete spaces and in sequentially complete spaces. From the general version, we deduce a number of special
versions of Ekeland’s principle, which include all the known extensions of the principle in locally convex spaces (to our
knowledge). Moreover, by developing the method of Cammaroto and Chinni [3], we obtain a general criterion for judging
the density of extremal points in the general Ekeland’s principle, which extends and improves the results in [3,4,31]. Finally
we consider the corresponding Caristi’s ﬁxed point theorem and the density of such ﬁxed points.
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Let X be a real locally convex separated topological vector space (brieﬂy denoted by a l.c.s.) and X∗ be its topological
dual. As in [25, Chapter 3], we call a bounded absolutely convex set B in X a disc. Denote span[B] the linear subspace
spanned by B and denote pB the Minkowski functional of B . Then EB := (span[B], pB) is a normed space. If EB is a Banach
space, then B is called a Banach disc. A sequence (xn) in X is said to be locally convergent to an element x if there exists a
disc B in X such that (xn) is convergent to x in EB and (xn) is said to be a locally Cauchy sequence if there exists a disc B
in X such that (xn) is a Cauchy sequence in EB .
Deﬁnition 2.1. (See [25, Chapter 5].) A l.c.s. X is said to be locally complete if every locally Cauchy sequence is locally
convergent. This is equivalent to saying that each bounded subset of X is contained in a certain Banach disc. Let A ⊂ X be
nonempty. Then A is said to be locally closed if for any locally convergent sequence in A, its local limit point belongs to A.
We know that every (sequentially) complete locally convex space is locally complete and every (sequentially) closed
set is locally closed. But none of the converses are true. For further details, please refer to [25–27]. Using the notion of
locally closed sets, we introduce the following class of functions, which is wider than the class of (sequentially) lower
semicontinuous functions.
Deﬁnition 2.2. (See [28].) Let X be a locally convex space and f : X → (−∞,+∞] be a proper function, i.e. dom f :=
{x ∈ X: f (x) = +∞} = ∅. Then f is said to be locally lower semicontinuous if for each r ∈ R , the set {x ∈ X: f (x)  r} is
locally closed in X .
Obviously every (sequentially) lower semicontinuous function is locally lower semicontinuous but the converse is not
true. More generally, we shall consider generalizations of Ekeland’s variational principle, which are concerned with locally
lower semicontinuous functions on locally complete locally convex spaces.
Let ϕ : [0,+∞) → [0,+∞) be a subadditive, nondecreasing, lower semicontinuous function with ϕ(0) = 0 and ϕ(s) > 0,
∀s > 0; and let Φ consist of all such functions ϕ .
Let ψ : (−∞,+∞) → (0,+∞) be a nonincreasing function; and let Ψ consist of all such functions ψ .
Moreover, we deﬁne ϕ(+∞) = lims→+∞ ϕ(s) and ψ(+∞) = lims→+∞ ψ(s).
In the following, unless otherwise speciﬁed we always assume that X is a l.c.s. and {pλ}λ∈Λ is a family of seminorms
generating the locally convex topology on X .
Theorem 2.1. Let X be a locally complete l.c.s. and f : X → (−∞,+∞] be a locally lower semicontinuous, bounded from below,
proper function. Let {ψλ}λ∈Λ ⊂ Ψ , {ϕλ}λ∈Λ ⊂ Φ and x0 ∈ dom f satisfy infλ∈Λ(sups∈[0,+∞) ϕλ(s)) · ψλ( f (x0)) > 0. Then there
exists z ∈ X such that
(i) f (z) + ψλ( f (x0))ϕλ(pλ(z − x0)) f (x0), ∀λ ∈ Λ;
(ii) for any x ∈ X, x = z, there exists μ ∈ Λ such that
f (x) + ψμ
(
f (z)
)
ϕμ
(
pμ(x− z)
)
> f (z).
Proof. Put S0 := {x ∈ X: f (x) + ψλ( f (x0))ϕλ(pλ(x − x0))  f (x0), ∀λ ∈ Λ}. Since f is locally lower semicontinuous and
ϕλ : [0,+∞) → [0,+∞) is lower semicontinuous, we know that S0 is locally closed. Clearly x0 ∈ S0, so S0 is a nonempty
locally closed set. Since f is bounded from below and x0 ∈ (dom f ) ∩ S0, we have −∞ < infS0 f < +∞, where infS0 f
denotes inf{ f (x): x ∈ S0}. By the assumption that infλ∈Λ(sups∈[0,+∞) ϕλ(s)) ·ψλ( f (x0)) > 0, we know that there exists t > 0
such that for each λ ∈ Λ, there exists sλ ∈ [0,+∞) such that
ϕλ(sλ)
t
ψλ( f (x0))
. (1)
Choose x1 ∈ S0 such that
f (x1) < inf
S0
f + t
2
.
Put
S1 :=
{
x ∈ X: f (x) + ψλ
(
f (x1)
)
ϕλ
(
pλ(x− x1)
)
 f (x1), ∀λ ∈ Λ
}
.
Then x1 ∈ S1 and S1 is a nonempty locally closed set. In general, if
Sn−1 :=
{
x ∈ X: f (x) + ψλ
(
f (xn−1)
)
ϕλ
(
pλ(x− xn−1)
)
 f (xn−1), ∀λ ∈ Λ
}
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f (xn) < inf
Sn−1
f + t
2n
, (2)
and put
Sn :=
{
x ∈ X: f (x) + ψλ
(
f (xn)
)
ϕλ
(
pλ(x− xn)
)
 f (xn), ∀λ ∈ Λ
}
.
Then xn ∈ Sn and Sn is a nonempty locally closed set. Clearly, f (xn) f (xn−1) and ψλ( f (xn−1))ψλ( f (xn)). For any x ∈ Sn ,
f (x) + ψλ
(
f (xn−1)
)
ϕλ
(
pλ(x− xn−1)
)
 f (x) + ψλ
(
f (xn−1)
)[
ϕλ
(
pλ(x− xn)
)+ ϕλ(pλ(xn − xn−1))]
 f (x) + ψλ
(
f (xn)
)
ϕλ
(
pλ(x− xn)
)+ ψλ( f (xn−1))ϕλ(pλ(xn − xn−1))
 f (xn) + ψλ
(
f (xn−1)
)
ϕλ
(
pλ(xn − xn−1)
)
 f (xn−1), ∀λ ∈ Λ.
Thus, x ∈ Sn−1 and Sn ⊂ Sn−1. Repeating this process inﬁnitely, we obtain a decreasing sequence of nonempty locally closed
sets S0 ⊃ S1 ⊃ S2 ⊃ · · · , where xn−1, xn ∈ Sn−1 for n = 1,2,3, . . . . For any p ∈ N , xn+p ∈ Sn+p ⊂ Sn ⊂ Sn−1, so
f (xn+p) + ψλ
(
f (xn)
)
ϕλ
(
pλ(xn+p − xn)
)
 f (xn), ∀λ ∈ Λ.
Thus,
ϕλ
(
pλ(xn+p − xn)
)
 f (xn) − f (xn+p)
ψλ( f (xn))

f (xn) − infSn−1 f
ψλ( f (xn))
<
t
2nψλ( f (xn))
 t
2nψλ( f (x0))
 1
2n
ϕλ(sλ),
where the last inequality is due to (1). From this,
ϕλ
(
2npλ(xn+p − xn)
)
 2nϕλ
(
pλ(xn+p − xn)
)
< ϕλ(sλ), ∀λ ∈ Λ.
Since ϕλ is nondecreasing, we have
2npλ(xn+p − xn) sλ, ∀λ ∈ Λ.
This means that
xn+p − xn ∈ 1
2n
⋂
λ∈Λ
(pλ  sλ) = 1
2n
B,
where (pλ  sλ) denotes the set {x ∈ X: pλ(x) sλ} and B :=⋂λ∈Λ(pλ  sλ). Obviously B is a disc in X and (xn) is a locally
Cauchy sequence in X . Since X is locally complete, there exists z ∈ X such that (xn) is locally convergent to z. For each n,
Sn is locally closed, (xn+p)p∈N ⊂ Sn and (xn+p)p∈N is locally convergent to z, so z ∈ Sn and hence z ∈⋂∞n=0 Sn . On the other
hand, let z′ ∈⋂∞n=0 Sn . Then for each n
f (z′) + ψλ
(
f (xn)
)
ϕλ
(
pλ(z
′ − xn)
)
 f (xn), ∀λ ∈ Λ.
From this,
ϕλ
(
2npλ(z
′ − xn)
)
 2nϕλ
(
pλ(z
′ − xn)
)
 2n f (xn) − f (z
′)
ψλ( f (xn))
 2n
f (xn) − infSn−1 f
ψλ( f (x0))
< 2n
t
2nψλ( f (x0))
 ϕλ(sλ).
Thus,
2npλ(z
′ − xn) sλ, ∀λ ∈ Λ,
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z′ − xn ∈ 1
2n
⋂
λ∈Λ
(pλ  sλ).
This means that (xn) is locally convergent to z′ . By the uniqueness of limits, we have z′ = z and hence ⋂∞n=0 Sn = {z}.
Obviously, z ∈ S0, i.e.,
f (z) + ψλ
(
f (x0)
)
ϕλ
(
pλ(z − x0)
)
 f (x0), ∀λ ∈ Λ.
That is, (i) holds. Now let x ∈ X such that
f (x) + ψλ
(
f (z)
)
ϕλ
(
pλ(x− z)
)
 f (z), ∀λ ∈ Λ.
Then for each n and each λ ∈ Λ,
f (x) + ψλ
(
f (xn)
)
ϕλ
(
pλ(x− xn)
)
 f (x) + ψλ
(
f (xn)
)[
ϕλ
(
pλ(x− z)
)+ ϕλ(pλ(z − xn))]
 f (x) + ψλ
(
f (z)
)
ϕλ
(
pλ(x− z)
)+ ψλ( f (xn))ϕλ(pλ(z − xn))
 f (z) + ψλ
(
f (xn)
)
ϕλ
(
pλ(z − xn)
)
 f (xn).
That is, x ∈ Sn and x ∈⋂∞n=0 Sn = {z}, which leads to x = z. Hence (ii) holds. 
Particularly, if ψλ ≡ ψ ∈ Ψ , ∀λ ∈ Λ, in Theorem 2.1, then we have the following.
Corollary 2.1. Let X and f be the same as in Theorem 2.1. Let ψ ∈ Ψ and {ϕλ}λ∈Λ ⊂ Φ satisfy infλ∈Λ sups∈[0,+∞) ϕλ(s) > 0. Then
for any x0 ∈ dom f , there exists z ∈ X such that
(i) f (z) + ψ( f (x0))ϕλ(pλ(z − x0)) f (x0), ∀λ ∈ Λ;
(ii) if x ∈ X, x = z, then there exists μ ∈ Λ such that
f (x) + ψ( f (z))ϕμ(pμ(x− z))> f (z).
More particularly, if for any λ ∈ Λ, ψλ(·) ≡ 1 and ϕλ(s) = αλs, s ∈ [0,+∞), where αλ is a positive constant, then we
have Corollary 3.1 in [30].
Corollary 2.2. Let X and f be the same as in Theorem 2.1 and let {αλ}λ∈Λ be a family of positive real numbers. Then for any x0 ∈ dom f ,
there exists z ∈ X such that
(i) f (z) + αλpλ(z − x0) f (x0), ∀λ ∈ Λ;
(ii) for any x ∈ X, x = z, there exists μ ∈ Λ such that
f (x) + αμpμ(x− z) > f (z).
By modifying slightly the proof of Theorem 2.1, we can show the following extension of the theorem in [2].
Theorem 2.2. Let X and f be as in Theorem 2.1. Let ψ ∈ Ψ , ϕ ∈ Φ and S ⊂ X be a locally closed, bounded convex set containing 0.
Then for any x0 ∈ dom f , there exists z ∈ X such that
(i) f (z) + ψ( f (x0))ϕ(pS (z − x0)) f (x0);
(ii) for any x ∈ X, x = z,
f (x) + ψ( f (z))ϕ(pS(x− z))> f (z),
where pS denotes the Minkowski functional of S.
If we assume that X is sequentially complete and f is sequentially lower semicontinuous, then the condition that
infλ∈Λ(sups∈[0,+∞) ϕλ(s))ψλ( f (x0)) > 0 in Theorem 2.1 can be removed and the result remains true.
Theorem 2.3. Let X be sequentially complete and f : X → (−∞,+∞] be a sequentially lower semicontinuous, bounded from below,
proper function. Let {ψλ}λ∈Λ ⊂ Ψ and {ϕλ}λ∈Λ ⊂ Φ . Then for any x0 ∈ dom f , there exists z ∈ X such that
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(ii) for any x ∈ X, x = z, there exists μ ∈ Λ such that
f (x) + ψμ
(
f (z)
)
ϕμ
(
pμ(x− z)
)
> f (z).
Proof. As in the proof of Theorem 2.1, put
S0 :=
{
x ∈ X: f (x) + ψλ
(
f (x0)
)
ϕλ
(
pλ(x− x0)
)
 f (x0), ∀λ ∈ Λ
}
.
Then S0 is a nonempty sequentially closed set and x0 ∈ S0. If Sn−1 is given, we choose xn ∈ Sn−1 such that
f (xn) < inf
Sn−1
f + 1
2n
and put
Sn :=
{
x ∈ X: f (x) + ψλ
(
f (xn)
)
ϕλ
(
pλ(x− xn)
)
 f (xn), ∀λ ∈ Λ
}
.
By induction we may obtain a decreasing sequence of nonempty sequentially closed sets
S0 ⊃ S1 ⊃ S2 ⊃ · · · , where xn−1, xn ∈ Sn−1 for n = 1,2,3, . . . .
For n, p ∈ N , xn+p ∈ Sn+p ⊂ Sn ⊂ Sn−1, so
f (xn+p) + ψλ
(
f (xn)
)
ϕλ
(
pλ(xn+p − xn)
)
 f (xn), ∀λ ∈ Λ.
Thus, for each λ ∈ Λ, when n → ∞, we have
ϕλ
(
pλ(xn+p − xn)
)
 f (xn) − f (xn+p)
ψλ( f (xn))

f (xn) − infSn−1 f
ψλ( f (x0))
<
1
2nψλ( f (x0))
→ 0.
From this we can deduce that (xn) is a pλ-Cauchy sequence for every λ ∈ Λ and (xn) is a Cauchy sequence in X . Since X is
sequentially complete, there exists z ∈ X such that (xn) is convergent to z. As we did in the proof of Theorem 2.1, we may
show that z satisﬁes (i) and (ii). Since the process is similar to that of Theorem 2.1, we omit the details. 
In particular, if X is a Fréchet space, then we have the following extension of Theorem 2.1 in [29].
Corollary 2.3. Let X be a Fréchet space with the topology generated by an increasing sequence ‖‖1  ‖‖2  · · · of seminorms, and
let f : X → (−∞,+∞] be a lower semicontinuous, bounded from below, proper function. Let (ψn) ⊂ Ψ and (ϕn) ⊂ Φ . Then for any
x0 ∈ dom f , there exists z ∈ X such that
(i) f (z) + ψn( f (x0))ϕn(‖z − x0‖n) f (x0), ∀λ ∈ Λ;
(ii) for any x ∈ X, x = z, there exists m ∈ N such that
f (x) + ψm
(
f (z)
)
ϕm
(‖x− z‖m)> f (z).
3. The density of extremal points
As in [3,4,16,31], we say that a point z ∈ X is an {(ψλ), (ϕλ)}-extremal point of f , if for any x ∈ X , x = z, there exists
μ ∈ Λ such that
f (x) + ψμ
(
f (z)
)
ϕμ
(
pμ(x− z)
)
> f (z).
We denote the set consisting of all the {(ψλ), (ϕλ)}-extremal points of f by E f ,(ψλ),(ϕλ) . Thus the result in Theorem 2.1 can
be related as follows: for each x0 ∈ dom f with infλ∈Λ(sups∈[0,+∞) ϕλ(s)) · ψλ( f (x0)) > 0, there exists z ∈ E f ,(ψλ),(ϕλ) such
that
f (z) + ψλ
(
f (x0)
)
ϕλ
(
pλ(z − x0)
)
 f (x0), ∀λ ∈ Λ.
And the result in Theorem 2.3 can be related as follows: for each x0 ∈ dom f , there exists z ∈ E f ,(ψλ),(ϕλ) such that
f (z) + ψλ
(
f (x0)
)
ϕλ
(
pλ(z − x0)
)
 f (x0), ∀λ ∈ Λ.
In particular, if for every λ ∈ Λ, ψλ ≡ 1 and ϕλ(s) = αλs, where αλ is a positive constant, we denote E f ,(ψλ),(ϕλ) by E f ,(αλ)
(see [16,31]). If for every λ ∈ Λ, αλ ≡ 	 , the same positive constant, we denote E f ,(αλ) by E f ,	 . An interesting problem
was proposed by Isac at the end of [16]: under what conditions is the set E f ,(αλ) dense in X? Cammaroto, Chinni and
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Earlier, a similar problem was solved for Banach spaces by Cammaroto and Chinni [3]. By developing the method in [3],
we proved [31] a general result on the density of the convex hull of E f ,(αλ) , which extended and improved the results
of [3,4]. Now we consider a more complex problem: under what conditions does conv(E f ,(ψλ),(ϕλ)) = X hold? As in [31],
we discuss it in a more general framework. First we recall the notions of algebraic interior points and algebraic interiors;
see, e.g. [14, p. 7], [15, p. 178], [18, pp. 176–177] and [36, pp. 2–3]. Let X be a real linear space and A ⊂ X be nonempty.
A point a ∈ X is called an algebraic interior point of A if for any y ∈ X there exists δ > 0 such that a + ty ∈ A whenever
0 t  δ. The set consisting of all the algebraic interior points of A is called the algebraic interior of A (sometimes, called
the core of A) and denoted by Ai . Obviously Ai ⊂ A but in general Ai = A. If X is a topological vector space and A ⊂ X is
a convex body (i.e. A is convex and the interior of A is nonempty), then the interior of A, denoted by int(A), is equal to Ai
(see [14, p. 59]). In [31] we introduced the following wider notion.
Deﬁnition 3.1. Let X be a real linear space and A ⊂ X be nonempty. A point x ∈ X is called a radial intersection point of A
if for any y ∈ X\{0}, there exists t > 0 such that x + ty ∈ A. The set consisting of all the radial intersection points of A is
called the radial intersection of A and it is denoted by Ar .
Obviously Ar ⊃ Ai and in general the containment is strict; for details, see [31]. Particularly, if X is a l.c.s. and A ⊂ X
such that the complement of A, denoted by Ac , is bounded, then Ar = X .
Deﬁnition 3.2. Let ϕ ∈ Φ . We deﬁne ϕ−1 : [0,+∞] → [0,+∞] as follows: for any t ∈ [0,+∞], ϕ−1(t) := sup{s ∈
[0,+∞): ϕ(s) t}. Obviously, if s′ ∈ (0,+∞) such that ϕ−1(t) < s′ , then t < ϕ(s′).
Theorem 3.1. Let X be a locally complete l.c.s., f : X → (−∞,+∞] be a locally lower semicontinuous, bounded from be-
low, proper function with (dom f )r = ∅ and A ⊂ (dom f )r . Let {ψλ}λ∈Λ ⊂ Ψ and {ϕλ}λ∈Λ ⊂ Φ such that for any x ∈ dom f ,
infλ∈Λ(sups∈[0,+∞) ϕλ(s)) · ψλ( f (x)) > 0. If
βλ,x := sup
y∈X
pλ(y)=1
inf
t>0
ϕ−1λ (
f (x+ty)−inf f
ψλ( f (x+ty)) )
t
< 1, ∀λ ∈ Λ, ∀x ∈ A;
or more restrictively, if
βλ,A := sup
x∈A
sup
y∈X
pλ(y)=1
inf
t>0
ϕ−1λ (
f (x+ty)−inf f
ψλ( f (x+ty)) )
t
< 1, ∀λ ∈ Λ;
then
conv(E f ,(ψλ),(ϕλ)) ⊃ A.
Proof. Assume the contrary, there exists x¯ ∈ A and x¯ /∈ conv(E f ,(ψλ),(ϕλ)). Then there exists T ∈ X∗\{0} and r ∈ R such that
T
(
conv(E f ,(ψλ),(ϕλ))
)
> T (x¯) = r.
Hence
conv(E f ,(ψλ),(ϕλ)) ∩ (T  r) = ∅, (3)
where (T  r) denotes the set {x ∈ X: T (x)  r}. Since {pλ}λ∈Λ is a family of topology generating seminorms, there ex-
ists μ ∈ Λ such that T is bounded on Uμ and T is not identically equal to zero on Uμ , where Uμ denotes the set
{x ∈ X: pμ(x)  1}. Deﬁne ‖T‖μ := sup{|T (x)|: x ∈ Uμ}. Then 0 < ‖T‖μ < +∞. By the assumption, we have βμ,x¯ < 1.
Hence there exists y¯ ∈ X with pμ( y¯) = 1 such that
βμ,x¯‖T‖μ < T ( y¯).
That is,
sup
y∈X
pμ(y)=1
inf
t>0
ϕ−1μ (
f (x¯+ty)−inf f
ψμ( f (x¯+ty)) )
t
‖T‖μ < T ( y¯).
In particular,
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t>0
ϕ−1μ (
f (x¯−t y¯)−inf f
ψμ( f (x¯−t y¯)) )
t
‖T‖μ < T ( y¯).
Hence there exists t¯ > 0 such that
ϕ−1μ (
f (x¯−t¯ y¯)−inf f
ψμ( f (x¯−t¯ y¯)) )
t¯
‖T‖μ < T ( y¯). (4)
Put
rμ(x) := ϕ−1μ
(
f (x) − inf f
ψμ( f (x))
)
,
then (4) can be rewritten as follows:
0 rμ(x¯− t¯ y¯)
t¯
‖T‖μ < T ( y¯). (5)
Put x0 := x¯− t¯ y¯. Then
T (x0) = T (x¯) − t¯ T ( y¯) = r − t¯T ( y¯) < r, i.e., x0 ∈ (T < r). (6)
From (5), for any x ∈ T−1(r) we have
rμ(x0) <
t¯T ( y¯)
‖T‖μ =
T (x− (x¯− t¯ y¯))
‖T‖μ =
T (x− x0)
‖T‖μ  pμ(x− x0). (7)
By (6), T (x0) < r, hence for any y ∈ (T > r) there exists θ ∈ (0,1) such that T (θx0+(1−θ)y) = r, i.e., θx0+(1−θ)y ∈ T−1(r).
Taking x = θx0 + (1− θ)y in (7), we have
rμ(x0) < pμ
(
θx0 + (1− θ)y − x0
)= (1− θ)pμ(y − x0) pμ(y − x0),
which implies that y /∈ Bμ(x0, rμ(x0)). Here Bμ(x0, rμ(x0)) denotes the set {y ∈ X: pμ(y − x0)  rμ(x0)}. Thus we have
shown that
Bμ
(
x0, rμ(x0)
)⊂ (T  r). (8)
Next we show the result according to f (x0) = inf f or not.
Case 1. Let f (x0) = inf f . For any x ∈ X , if
f (x) + ψλ
(
f (x0)
)
ϕλ
(
pλ(x− x0)
)
 f (x0), ∀λ ∈ Λ,
then ϕλ(pλ(x − x0)) = 0 and hence pλ(x − x0) = 0, ∀λ ∈ Λ. Thus x = x0 and x0 ∈ E f ,(ψλ),(ϕλ) . Also, by (6) x0 ∈ (T < r) ⊂
(T  r), which contradicts (3).
Case 2. Let f (x0) > inf f . By (4) and Deﬁnition 3.2, we have
f (x0) − inf f
ψμ( f (x0))
< ϕμ
(
t¯ T ( y¯)
‖T‖μ
)
< +∞.
From this we can deduce that x0 ∈ dom f . By Theorem 2.1, there exists z ∈ X such that
f (z) + ψλ
(
f (x0)
)
ϕλ
(
pλ(z − x0)
)
 f (x0), ∀λ ∈ Λ; (9)
and for any x ∈ X , x = z, there exists λ′ ∈ Λ such that
f (x) + ψλ′
(
f (z)
)
ϕλ′
(
pλ′(x− z)
)
> f (z). (10)
From (9), f (z) + ψμ( f (x0))ϕμ(pμ(z − x0)) f (x0) and hence
ψμ
(
f (x0)
)
ϕμ
(
pμ(z − x0)
)
 f (x0) − f (z) f (x0) − inf f .
Thus,
pμ(z − x0) ϕ−1μ
(
f (x0) − inf f
ψμ( f (x0))
)
= rμ(x0).
This means that z ∈ Bμ(x0, rμ(x0)). By (8) we conclude that z ∈ (T  r). From (10), we know that z ∈ E f ,(ψλ),(ϕλ) . Thus,
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which contradicts (3) again. 
Particularly, if every ψλ is the same ψ ∈ Ψ , then by Theorem 3.1 we have the following.
Corollary 3.1. Let X , f , A be the same as in Theorem 3.1. Let ψ ∈ Ψ and {ϕλ}λ∈Λ ⊂ Φ such that infλ∈Λ sups∈[0,+∞) ϕλ(s) > 0. If
βλ,x := sup
y∈X
pλ(y)=1
inf
t>0
ϕ−1λ (
f (x+ty)−inf f
ψ( f (x+ty)) )
t
< 1, ∀λ ∈ Λ, ∀x ∈ A;
or if
βλ,A := sup
x∈A
sup
y∈X
pλ(y)=1
inf
t>0
ϕ−1λ (
f (x+ty)−inf f
ψ( f (x+ty)) )
t
< 1, ∀λ ∈ Λ;
then
conv(E f ,ψ,(ϕλ)) ⊃ A,
where E f ,ψ,(ϕλ) denotes the set{
z ∈ X: ∀x ∈ X, x = z, ∃λ ∈ Λ such that f (x) + ψ( f (z))ϕλ(pλ(x− z))> f (z)}.
More particularly, if ψλ(·) ≡ 1, ∀λ ∈ Λ, and ϕλ(s) = αλs, s ∈ [0,+∞), ∀λ ∈ Λ, where αλ is a positive constant, then we
have the following.
Corollary 3.2. (See [31, Theorem 3.1].) Let X , f , A be the same as in Theorem 3.1. Assume that
Mλ,A := sup
x∈A
sup
y∈X
pλ(y)=1
inf
t>0
f (x+ ty) − inf f (X)
t
< +∞, ∀λ ∈ Λ.
If a family {αλ}λ∈Λ of positive real numbers satisﬁes αλ > Mλ,A , ∀λ ∈ Λ, then
conv(E f ,(αλ)) ⊃ A.
Proof. In this case, we have
ϕ−1λ (t) =
1
αλ
t, ∀t ∈ [0,+∞).
Clearly, the condition that
βλ,A = sup
x∈A
sup
y∈X
pλ(y)=1
inf
t>0
ϕ−1λ ( f (x+ ty) − inf f )
t
< 1, ∀λ ∈ Λ,
is equivalent to one that
αλ > Mλ,A = sup
x∈A
sup
y∈X
pλ(y)=1
inf
t>0
f (x+ ty) − inf f (X)
t
, ∀λ ∈ Λ.
Thus, the result follows immediately from Theorem 3.1. 
If dom f is a closed convex body or (dom f )c is bounded in X , as in [31] we obtain the following corollaries.
Corollary 3.3. Let X , f , {ψλ}λ∈Λ ⊂ Ψ and {ϕλ}λ∈Λ ⊂ Φ be the same as in Theorem 3.1. Moreover, assume that dom f is a closed
convex body. If
βλ,x := sup
y∈X
inf
t>0
ϕ−1λ (
f (x+ty)−inf f
ψλ( f (x+ty)) )
t
< 1, ∀λ ∈ Λ, ∀x ∈ (dom f )i;pλ(y)=1
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conv(E f ,(ψλ),(ϕλ)) = dom f .
Corollary 3.4. Let X , f , {ψλ}λ∈Λ ⊂ Ψ and {ϕλ}λ∈Λ ⊂ Φ be the same as in Theorem 3.1. Moreover, assume that (dom f )c is bounded
in X (or particularly, dom f = X ). If
βλ,x := sup
y∈X
pλ(y)=1
inf
t>0
ϕ−1λ (
f (x+ty)−inf f
ψλ( f (x+ty)) )
t
< 1, ∀λ ∈ Λ, ∀x ∈ X;
then
conv(E f ,(ψλ),(ϕλ)) = X .
For sequentially complete l.c.s., by using Theorem 2.3 we can deduce the following result on the density of extremal
points. Here we need not assume the condition that for any x ∈ dom f ,
inf
λ∈Λ
(
sup
s∈[0,+∞)
ϕλ(s)
)
· ψλ
(
f (x)
)
> 0.
Since the proof is similar to that of Theorem 3.1, we omit it.
Theorem 3.2. Let X be a sequentially complete l.c.s., f : X → (−∞,+∞] be a sequentially lower semicontinuous, bounded from
below, proper function with (dom f )r = ∅ and A ⊂ (dom f )r . Let {ψλ}λ∈Λ ⊂ Ψ and {ϕλ}λ∈Λ ⊂ Φ . If
βλ,x := sup
y∈X
pλ(y)=1
inf
t>0
ϕ−1λ (
f (x+ty)−inf f
ψλ( f (x+ty)) )
t
< 1, ∀λ ∈ Λ, ∀x ∈ A;
or more restrictively, if
βλ,A := sup
x∈A
sup
y∈X
pλ(y)=1
inf
t>0
ϕ−1λ (
f (x+ty)−inf f
ψλ( f (x+ty)) )
t
< 1, ∀λ ∈ Λ;
then
conv(E f ,(ψλ),(ϕλ)) ⊃ A.
Remark 3.1. We can also obtain a number of corollaries from Theorem 3.2 if we take some special types of {ψλ}λ∈Λ , of
{ϕλ}λ∈Λ , or of the set A ⊂ (dom f )r . Since they are similar to that in locally complete spaces, we won’t write the details.
4. Caristi’s ﬁxed points and their density
By using Ekeland’s variational principle, several authors considered the various extensions of Caristi’s ﬁxed point theorem,
see, e.g., [5,9,10,19–21,24,30]. Now by using the results in Section 2, we can deduce a number of extended versions of
Caristi’s ﬁxed point theorem as well. Here we only give three versions.
Theorem 4.1. Let X be a locally complete l.c.s. and f : X → (−∞,+∞] be a locally lower semicontinuous, bounded from below,
proper function. Let {ψλ}λ∈Λ ⊂ Ψ , {ϕλ}λ∈Λ ⊂ Φ and x0 ∈ dom f satisfy
inf
λ∈Λ
(
sup
s∈[0,+∞)
ϕλ(s)
)
· ψλ
(
f (x0)
)
> 0.
If a set-valued map T : X → 2X\{∅} has the property that for any x ∈ X and any y ∈ T x,
f (y) + ψλ
(
f (x)
)
ϕλ
(
pλ(y − x)
)
 f (x), ∀λ ∈ Λ;
then there exists z ∈ (T x0)∼ such that T z = {z}, where
(T x0)
∼ := {y ∈ X: f (y) + ψλ( f (x0))ϕλ(pλ(y − x0)) f (x0), ∀λ ∈ Λ}.
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(i) f (z) + ψλ( f (x0))ϕλ(pλ(z − x0)) f (x0), ∀λ ∈ Λ;
(ii) for any x ∈ X , x = z, there exists μ ∈ Λ such that
f (x) + ψμ
(
f (z)
)
ϕμ
(
pμ(x− z)
)
> f (z).
From (i) we know that z ∈ (T x0)∼ . Suppose that there exists y ∈ T z and y = z. Then by the property of T , we have
f (y) + ψλ
(
f (z)
)
ϕλ
(
pλ(y − z)
)
 f (z), ∀λ ∈ Λ.
This contradicts (ii). Thus we have T z = {z}. 
Similarly, by using Theorems 2.2 and 2.3 we obtain the following ﬁxed point theorems.
Theorem 4.2. Let X and f be the same as in Theorem 4.1. Let ψ ∈ Ψ , ϕ ∈ Φ , S ⊂ X be a locally closed bounded convex set containing
0 and pS be the Minkowski functional of S. If a set-valued map T : X → 2X\{∅} has the property that for any x ∈ X and any y ∈ T x,
f (y) + ψ( f (x))ϕ(pS(y − x)) f (x);
then for any x0 ∈ dom f there exists z ∈ (T x0)∼ such that T z = {z}, where
(T x0)
∼ := {y ∈ X: f (y) + ψ( f (x0))ϕ(pS(y − x0)) f (x0)}.
Theorem 4.3. Let X be a sequentially complete l.c.s., f : X → (−∞,+∞] be a sequentially lower semicontinuous, bounded from
below, proper function, {ψλ}λ∈Λ ⊂ Ψ and {ϕλ}λ∈Λ ⊂ Φ . If a set-valued map T : X → 2X\{∅} has the property that for any x ∈ X and
any y ∈ T x,
f (y) + ψλ
(
f (x)
)
ϕλ
(
pλ(y − x)
)
 f (x), ∀λ ∈ Λ;
then for any x0 ∈ dom f , there exists z ∈ (T x0)∼ such that T z = {z}, where
(T x0)
∼ := {y ∈ X: f (y) + ψλ( f (x0))ϕλ(pλ(y − x0)) f (x0), ∀λ ∈ Λ}.
Obviously, Theorems 4.1 and 4.2 are extensions of Corollaries 3.3 and 3.4 in [30] respectively. For brevity, we denote the
set consisting of all the ﬁxed points in Theorem 4.1 (or in Theorem 4.3) by FT , f ,(ψλ),(ϕλ) . As in [31], we may consider the
density of Caristi’s ﬁxed point set FT , f ,(ψλ),(ϕλ) . By using Theorems 3.1, 3.2 and their corollaries we can obtain a number of
results on the density of Caristi’s ﬁxed points, which include extensions of Theorems 5.1 and 5.2. To avoid being lengthy,
here we only give a version as follows.
Theorem 4.4. Let X be a sequentially complete l.c.s., f : X → (−∞,+∞] be a sequentially lower semicontinuous, bounded from
below, proper function, {ψλ}λ∈Λ ⊂ Ψ and {ϕλ}λ∈Λ ⊂ Φ . Or let X be a locally complete l.c.s., f : X → (−∞,+∞] be a locally lower
semicontinuous, bounded from below, proper function, {ψλ}λ∈Λ ⊂ Ψ and {ϕλ}λ∈Λ ⊂ Φ such that
inf
λ∈Λ
(
sup
s∈[0,+∞)
ϕλ(s)
)
· ψλ
(
f (x)
)
> 0, ∀x ∈ dom f .
Assume that dom f is a closed convex body and
βλ,x := sup
y∈X
pλ(y)=1
inf
t>0
ϕ−1λ (
f (x+ty)−inf f
ψλ( f (x+ty)) )
t
< 1, ∀λ ∈ Λ, ∀x ∈ (dom f )i .
If T : X → 2X\{∅} has the property that for any x ∈ X and any y ∈ T x,
f (y) + ψλ
(
f (x)
)
ϕλ
(
pλ(y − x)
)
 f (x), ∀λ ∈ Λ;
then
conv(FT , f ,(ψλ),(ϕλ)) = dom f .
Particularly, if dom f = X, i.e., f is a real-valued function on X, then we obtain the corresponding result:
conv(FT , f ,(ψλ),(ϕλ)) = X .
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