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Small aerial vehicleAbstract During predation, a ﬂying insect can form a stealth ﬂight path. This behavior is called
motion camouﬂage. Based on the study results of this behavior, the perception and neurology of
ﬂying insects, a novel bio-inspired guidance law is proposed for the terminal guidance for small aer-
ial vehicle with charge-coupled device imaging seekers. The kinematics relationship between a small
aerial vehicle and target is analyzed, and a two-dimensional guidance law model is established by
using artiﬁcial neural networks. To compare with the proportional guidance law, the numerical sim-
ulations are carried out in the vertical plane and in the horizontal plane respectively. The simulation
results show that the ballistic of the small aerial vehicle is straighter and the normal acceleration is
smaller by using the bio-inspired guidance law than by using the proportional guidance law. That is
to say, the bio-inspired guidance law just uses the information of the target from the imaging seeker,
but the performance of it can be better than that of the proportional guidance law.
ª 2015 Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA.1. Introduction
The biologists discover that a series of continuously changing
images is formed on the retina from the ambient brightness
when insect ﬂies. And this series of changing information con-
tinuously ﬂows through the retina, which seems like a ﬂow of
light. So the apparent motion of this image brightness is calledoptical ﬂow.1,2 When ﬂying insect ﬂies to prey the target insect,
it can keep itself always on the line connecting the target insect
and the ﬁxed point. Then the optical ﬂow about the movement
of predator will not be formed on the retina of prey. The prey
would think predator is stationary at the ﬁxed point, so that
predator can easily capture prey. This is because the eyes of
insects gather bearing only information from the environment,
and, under some conditions, depth cannot be derived from
motion.2–4 The ﬁxed point is deﬁned as any selected point on
the line connecting the initial positions of prey and predator.
It can be chosen at the ﬁnite place or at the inﬁnity place.
The dragonﬂies take advantage of this ‘‘motion camouﬂage’’
to capture the moving targets.
Motion camouﬂage was ﬁrstly suggested by Srinivasan and
Davey4 to interpret a series of hoverﬂies’ behaviors, such as the
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introduced the concept of camouﬂage line and gave an equation
that motion camouﬂage needs to follow, which is deﬁned by
Dk/Dh= r, where Dk is the shortest ﬂight distance for the insect
to maintain camouﬂaging motion, Dh is the angle that the insect
turns around the ﬁxed point F, and r is the distance between the
insect and the ﬁxed point. However, they did not establish a
complete mathematical model for motion camouﬂage in their
article. In 2002–2003, with respect to the case that the ﬁxed
point is within ﬁnite distance and only the target azimuth infor-
mation is known, Anderson and McOwan established a guid-
ance system model with a three-part algorithm structure by
using the Artiﬁcial Neural Network and a brief introduction
to the neural network training process was given.7–9 However
the detailed kinematics modeling between the small aerial vehi-
cle (SAV) and the target was not mentioned, and the model is
not reproducible without this part. In 2004, with respect to
the two-dimensional navigation cases that the ﬁxed point is at
the ﬁnite distance or at the inﬁnite distance from the insect,
Carey, Ford and Chahl constructed a linear quadratic Gauss-
ian equation for motion camouﬂage by using the conventional
optimal control theory and the energy required was controlled
to be optimal.10 But the target position in the inertial frame
needs to be known at every moment and a very complex matrix
equation for the two-point boundary value problem needs to be
solved, which are difﬁcult to achieve in actual implementation.
In 2006–2009, Reddy, Galloway et al. built a camouﬂaging
kinematic vector model in the polar coordinates for the ﬁxed
point at inﬁnity distance and deduced the control equation
for the predator through the geometric relationship between
the predator and the target.11–14 However, the line-of-sight
(LOS) angle, the direction and the value of target’s speed are
needed in this model, which are difﬁcult to obtain. Traditional
proportional guidance law (PGL) is widely used in guided
weapons. However, to make the small aerial vehicle capable
of capturing and tracking the mobile targets as ﬂying creatures
is a huge challenge for the design of guidance law. Biologists at
Cornell University conducted experiments on ﬂies tracking the
targets and proposed a guidance law design method that is
completely different from the traditional ones.15
When designing an aircraft guidance system, there is no
need to make the small aerial vehicle seem stationary to the
target, which is quite different from the predation behavior
in nature. After observing the trajectory of predator with the
ﬁxed point at ﬁnite place, it is discovered that the trajectory
features are similar to the trajectory features when theFig. 1 Flight paths witguidance law is derived by the traditional three-point
method.16 The trajectory features of predator with the ﬁxed
point at inﬁnity place are similar to the ideal trajectory features
when the guidance law is derived by the parallel navigation.17
In the traditional guidance approaches, the trajectory guided
by the parallel navigation is the straightest one, and the
required normal load factor is the smallest. This makes omni-
directional attack possible. Although the parallel navigation is
considered to be the best navigation method, it has not been
widely used so far. As it raise strict requirements for the guid-
ance system. It requires accurately measuring the aerial vehicle
velocity and the target velocity at every moment. And it needs
to strictly maintain the motion relationship in parallel naviga-
tion, in order to keep the direction of relative speed always
pointing to the target. Due to the limitations of the sensor, it
is hard to satisfy the requirements above. In nature, no matter
the eyes of ﬂying insects are monocular eye or compound eyes,
they have limited information about the target, but they can
rely on the vision system to capture prey18 and can form a sim-
ilar trajectory guided by the parallel approach method or by
the three-point method. This inspired the authors to do the
research on the bio-inspired guidance law (BGL) in this
paper.
This paper aims to present a new guidance law inspired by
the motion camouﬂage, which uses the artiﬁcial neural net-
work algorithm to make its model and it can be used in the
small aerial vehicle. We use neural network mainly because it
has the ability to gain an adequate concept of target depth
from their inputs4 and the depth information of target is the
necessity of the model (we will explain it in Section 3.2 in
detail), According to the simulation results, the normal accel-
eration of the small aerial vehicle can be smaller by using the
bio-inspired guidance law than by using the traditional pro-
portional guidance law. The bio-inspired guidance law just
uses the angular information of the target from the imaging
seeker, but it can make the small aerial vehicle perform
approaching the parallel navigation, which is considered as
the best navigation method.
2. Problem description
Fig. 1 shows the trajectory when ﬂying insect preys target,
where A is predator, B is prey, and F is the ﬁxed point. F
can be chosen at the ﬁnite place (Fig. 1(a)) or at the inﬁnity
place (Fig. 1(b)), but in this paper, we just have done the
research on the situation that Fig. 1(a) shows.h camouﬂage effect.
262 Z. Wang et al.The purpose of this paper is to establish a two-dimensional
model for vision-based bio-inspired guidance law, which can
be used on the small aerial vehicle only mounted with a
charge-coupled device imaging seeker. For the current
charge-coupled device imaging sensors, it is very difﬁcult to
obtain the distance information of targets. Thus the only target
information can be used is the target azimuth, which is the
angle b shown in Fig. 2. In Fig. 2, the subscript n and n 1
of variable denote time step n and n 1, F is the ﬁxed point,
M is the small aerial vehicle, T is the target, h is the azimuth
of the small aerial vehicle, r is the distance from the small aerial
vehicle to the ﬁxed point, vM is the velocity of the small aerial
vehicle and a is the angle between the small aerial vehicle’s
velocity vector and the x-axis (i.e. a represents the moving
direction of the small aerial vehicle).
For the small aerial vehicle’s guidance system, its task is to
provide guidance commands for the control system. And the
guidance commands are usually the load factor information
of the small aerial vehicle, including tangential and normal
load factor. It is assumed that the small aerial vehicle’s velocity
during the terminal guidance phase keeps constant in this arti-
cle, i.e. the tangential load factor of small aerial vehicle is zero.
Then the normal load factor of the small aerial vehicle Fnlc can
be calculated through Eq. (1).
Fnlc ¼ anlc=g ¼ mM
g
da
dt
ð1Þ
where anlc is the normal acceleration of the small aerial vehicle
and g is the gravity acceleration. In an engineering approach,
the above differential term can be obtained through the differ-
ence, that is
da
dt
¼ Da
Dt
¼ an  an1
Dt
ð2Þ
where Dt is the calculation step length.
As long as the velocity direction an is obtained at every time
step, the normal load factor of the small aerial vehicle can be
calculated, which is the guidance command for the control
system.
In summary, the purpose of this paper is to build the
mathematical model and to calculate the velocity direction
a when the small aerial vehicle’s velocity is constant and the
target azimuth b is known.Fig. 2 Kinematic relation between small aerial vehicle and target.3. Modeling of bio-inspired guidance law
3.1. Motion equations of the small aerial vehicle
In Fig. 2, the motion equations of the small aerial vehicle can
be established as follows:
_r ¼ fðr; hÞ ¼ mM cosða hÞ
_h ¼ gðr; hÞ ¼ mM
r
sinða hÞ
(
ð3Þ
Eq. (3) can be solved by Runge–Kutta method. If we use 4-
order Runge–Kutta method, the solution of Eq. (3) is
rn ¼ rn1 þ Dt
6
ðf1 þ 2f2 þ 2f3 þ f4Þ
hn ¼ hn1 þ Dt
6
ðg1 þ 2g2 þ 2g3 þ g4Þ
8><
>: ð4Þ
where
f1 ¼ f rn1; hn1ð Þ
g1 ¼ g rn1; hn1ð Þ
f2 ¼ f rn1 þ
Dt
2
f1; hn1 þ
Dt
2
g1
 
g2 ¼ g rn1 þ
Dt
2
f1; hn1 þ
Dt
2
g1
 
f3 ¼ f rn1 þ
Dt
2
f2; hn1 þ
Dt
2
g2
 
g3 ¼ g rn1 þ
Dt
2
f2; hn1 þ
Dt
2
g2
 
f4 ¼ f rn1 þ Dt f3; hn1 þ Dt g3ð Þ
g4 ¼ g rn1 þ Dt f3; hn1 þ Dt g3ð Þ
8>>>>>>>>>>>><
>>>>>>>>>>>>:
ð5Þ
In Eq. (4), rn1 and hn1 are the distance and azimuth between
the small aerial vehicle and the ﬁxed point F at time step n 1
respectively, rn and hn are the current distance and the current
azimuth between the small aerial vehicle and the ﬁxed point F
at time step n respectively, an1 represents the velocity direc-
tion of the small aerial vehicle at time step n 1 and Dt the
step length of measurement. As long as the initial r, h and
the moving direction of the small aerial vehicle at every time
step, which is an, are known, the distance rn and the azimuth
hn at each step can be determined by the numerical integration
method. Among this, an can be calculated by the neural net-
work algorithm, which will be explained in detail in Section 3.2
and 3.3, and the initial r and h can be calculated in this way. At
the initial time, if we set the position of ﬁxed point F at (fx, fy),
the position of the small aerial vehicle at (xM,0, yM,0), then, the
initial r and h, which are r0 and h0, can be calculated by
r0 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
xM;0  fxð Þ2 þ yM;0  fy
 2q
h0 ¼ arctan
yM;0  fy
xM;0  fx
8><
>: ð6Þ
At the initial time, if we set F at the initial place of the small
aerial vehicle like the situation in Fig. 1(a), we assume that
both r0 and h0 are zero.
The Dhn1 can be calculated by the following equation:
Dhn1 ¼ hn  hn1 ð7Þ
In this paper, the key to obtain a guidance law is to get the
velocity direction a of the small aerial vehicle. To obtain the
Fig. 3 Prediction of target azimuth away from ﬁxed point.
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needs to be estimated. It is shown in Fig. 3 that if the predicted
position of the target is position Tn+1, then Dhn is the predicted
angle that the small aerial vehicle needs to turn around the
ﬁxed point. In the triangle FMnMn+1, rn can be obtained
through the kinematic equation, andMnMn+1 can be obtained
through vMDt. If Dhn can be predicted, then the angle
\FMnMnþ1 can be known. And the hn and an can be obtained
by the kinematic equation. Thus, calculating an is equivalent to
getting Dhn.
3.2. Modeling of bio-inspired guidance law based on neural
network
The target azimuth can be obtained directly by the small aerial
vehicle, not the distance between them. So when the target
speeds are the same, different Dh (such as Dh1, Dh2, Dh3 shown
in Fig. 4) can be obtained with different distances between the
small aerial vehicle and the target.Fig. 4 Illustration for non-holonomic constraint problem.
Fig. 5 Data transfer relationship in bDistance information must be obtained to predict Dhn more
accurately. This needs more information about the small aerial
vehicle and the target few steps ago, such as the movement
direction an-1, an-2, an-3 and the angles Dhn-1, Dhn-2, Dhn-3 that
the small aerial vehicle turns around the target. Moreover,
some current information of the small aerial vehicle is also
needed, for instance the distance rn between the small aerial
vehicle and the ﬁxed point, and the target azimuth bn.
Therefore, it is needed to establish the following mapping.
Dh ¼ f bn; an1; an2; an3;Dhn1;Dhn2;Dhn3; rnð Þ ð8Þ
which is equivalent to
an ¼ fðbn; an1; an2; an3;Dhn1;Dhn2;Dhn3; rnÞ ð9Þ
For the mapping in Eq. (9), we use the artiﬁcial neural network
to achieve, because it has the ability to gain an adequate con-
cept of target depth from some historical and current informa-
tion of the small aerial vehicle and the target.4 Then, the whole
structure for the guidance law algorithm is shown in Fig. 5.
Within every guidance cycle, it is shown in Fig. 5 that the
target azimuth is the input for the guidance system and the
velocity direction of the small aerial vehicle is the output.
The motion Eqs. (5)–(7), with the velocity direction of the
small aerial vehicle at last time step and the distance and azi-
muth between the small aerial vehicle and the target at last
time step, can give the distance away from the target and the
rotation angle related to the ﬁxed point for the small aerial
vehicle at current time step. Moreover, the neural network
algorithm module can predict the current velocity direction
of the small aerial vehicle with rotation angles related to the
ﬁxed point two steps ago stored in the register, the velocity
directions of the small aerial vehicle three steps ago, and the
target azimuth input.
3.3. Training process of neural network
The neural network must be trained19 to obtain the corre-
sponding functions. Training data, including the input bn,
an-1, an-2, an-3, Dhn-1, Dhn-2, Dhn-3, rn and the corresponding
output an, are needed to train the neural network and can
be obtained by numerical simulation. Firstly, different initial
data are set according to the situation of small aerial vehicle
and target intersection, including the position of the ﬁxed
point F, the initial positions and velocities of the small aerial
vehicle and the target. Then, with a known target position at
each moment, the small aerial vehicle is kept on the line that
connects the small aerial vehicle and target until getting close
and hitting the target. The small aerial vehicle position
Mn(xM,n, yM,n) and the target position Tn(xT,n, yT,n) at everyio-inspired guidance law algorithm.
Fig. 6 Architecture of neural network.
264 Z. Wang et al.moment are recorded during this process. Thereafter, every
group of input and output are calculated by the following
equation.
rn ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x2M;n þ y2M;n
q
ð10Þ
hn ¼ arctan
yM;n
xM;n
ð11Þ
Dhn ¼ hnþ1  hn ð12Þ
an ¼ arctan
yM;nþ1  yM;n
xM;nþ1  xM;n ð13Þ
bn ¼ an1  hn ð14Þ
To get the appropriate weights, the back-propagation learning
rule20 is used to train the neural network based on these data.
The architecture of the multilayer neural network model is
shown in Fig. 6 and the associated training process is discussed
below.
Step 1. Set the initial weights W(0), i.e. 1w, 2w, 3w in the
Fig. 6, which are small random non-zero values.
Step 2. Calculate the output of the network based on the
given input and output samples. The sample input of group
n at time t is
un ¼ bn; an1; an2; an3;Dhn1;Dhn2;Dhn3; rn½  ð15ÞThe corresponding sample output is
dn ¼ an ð16Þ
For the ﬁrst node of the ﬁrst hidden layer, the input are
u1n  u8n, the corresponding weight coefﬁcients are
1w11  1w81, and the output is 1y1n(t). Assumed that
the weighting function for input is 1x1n(t), then
1x1nðtÞ ¼
X8
j¼1
ujn
1wj1 ð17Þ
1y1nðtÞ ¼ f 1x1nðtÞ
  ð18Þ
Here f denotes the node function, which is a differentiable
sigmoid function.fðxÞ ¼ 1 e
x
1þ ex ð19Þ
The same method according to Eqs. (17)–(19) is applied on
each node. This means that each node uses the weighted out-
puts of the nodes in the following layers with their associated
node functions to get the output that is used as the input for
the preceding layer. This principle behind the concept of back
propagation which is the so-called the training or error mini-
mization process proceeds backwards starting at the output
node and terminating at the input node of the network.
Thereby the ﬁnal output yn(t) is obtained.
Step 3. Calculate the objective function J for the network.
En is the objective function of the network when the sample
input is group n. It is set as an L2 norm, then
EnðtÞ ¼ 1
2
dn  ynðtÞ½ 2 ¼
1
2
e2ðtÞ ð20Þ
where yn(t) is the output after tth adjustment of weights when
the sample input is group n, and e(t) is the error at that time.
The overall objective of the network is
JðtÞ ¼
X
n
EnðtÞ ð21Þ
Step 4. Judgment
If
JðtÞ  e ð22Þ
Then, the algorithm ends. Here e is predetermined and e> 0.
Otherwise, go to Step 5.
Step 5. Back-propagation calculation.
The weights are adjusted layer by layer through the gradi-
ent descent reverse calculation with the objective function J
and the output layer. The step length is constant. And the
adjustment formula of t+ 1 step for the connection weight
wij from neuron i to the neuron j is
wijðtþ 1Þ ¼ wijðtÞ  g @JðtÞ
@wijðtÞ ¼ wijðtÞ  g
X
n
@EnðtÞ
@wijðtÞ
¼ wijðtÞ þ DwijðtÞ ð23Þ
where g denotes the learning operator and its value is between
0 and 1. The bigger it is, the faster the learning is. Thus, with-
out causing the network oscillation, the value of g should be as
big as possible.
Table 1 Simulation parameters in vertical plane for stationary
target.
Parameter Value
SAV initial position (xM, zM) (0, 200) m
SAV velocity vM 100 mÆs
1
SAV azimuth of initial velocity a 0 rad
Target initial position (xT, zT) (980, 0) m
Target velocity vT 0 mÆs
1
Target azimuth of initial velocity aT 0 rad
Fixed point position (fx, fz) (9800, 2200) m
Time step Dt 0.1 s
Table 2 Simulation parameters in vertical plane for moving
target.
Parameter Value
SAV initial position (xM, zM) (0, 200) m
SAV velocity vM 100 mÆs
1
SAV azimuth of initial velocity a 0 rad
Target initial position (xT, zT) (980, 0) m
Target velocity vT 20 mÆs
1
Target azimuth of initial velocity aT 0 rad
Fixed point position (fx, fz) (9800, 2200) m
Time step Dt 0.1 s
Vision-based bio-inspired guidance law for small aerial vehicle 265After ﬁnishing the weights adjustment, Step 2 is repeated.
So after several times of adjustments of weights, the desired
weights are obtained and the back-propagation algorithm
ends.
4. Mathematical simulation
4.1. Simulation process
Step 1. The neural network is trained according to the train-
ing method in Section 3.3.
Step 2. The data are initialized, including the initial position
of the small aerial vehicle and the ﬁxed point, the step
length Dt for calculation, the distance r0 and the azimuth
h0 between the small aerial vehicle and the ﬁxed point F,
the speed vM of the small aerial vehicle and the initial direc-
tion a0 of the movement, the azimuth b0 between the target
and the small aerial vehicle are set.
Step 3. The small aerial vehicle moves two steps forward
while keeping the velocity direction unchanged, so the
desired a0, a1, a2, Dh0, Dh1 and Dh2 are obtained in the
register.
Step 4. The current distance rn between the small aerial
vehicle and the ﬁxed point F and the rotation angle Dhn-1
are calculated by the motion equations of small aerial vehi-
cle in Section 3.1, according to the distance rn-1 and the azi-
muth hn-1 between the small aerial vehicle and the ﬁxed
point F at the last step, as well as the velocity vM, the direc-
tion an-1 of the small aerial vehicle and the step length Dt.
The calculation result is the input of the neural network.
Step 5. The current velocity direction of the small aerial
vehicle an is calculated by the neural networks with the cur-
rent distance rn between the small aerial vehicle and the
ﬁxed point F and the azimuth bn from the target to the
small aerial vehicle (given by the vision sensor) and an-1,
an-2, an-3, Dhn-1, Dhn-2, Dhn-3 in the register.
Step 6. Step 4 and Step 5 are iterated until the small aerial
vehicle hits the target.
4.2. Comparison simulation for the bio-inspired guidance law
and the proportional guidance law
The proportional guidance law is chosen as the control since it
is relatively easy to implement and is most widely used in small
aerial vehicle mounted with visible light imaging seeker. The
simulations of small aerial vehicle attacking the ground target
are carried out in three different intersection conditions, and
the results are used to compare the differences between the
two guidance laws.
4.2.1. Simulation results in vertical plane for the stationary
target
In the vertical plane, the initial height of small aerial vehicle is
200 m. The target is initially located on the ground that is
1000 m away from the small aerial vehicle, and the ﬁxed point
F is selected 10,000 m away from the small aerial vehicle. The
speciﬁc parameters for simulation are shown in Table 1. The
curves of small aerial vehicle ballistic, small aerial vehicle
acceleration command and the line-of-sight angle are obtainedby using the proportional guidance law and the bio-inspired
guidance law in the simulation, which are illustrated in Fig. 7.
It can be seen from Fig. 7(b) and (c) that the proportional
guidance law requires larger normal acceleration during the
navigation and produces greater rate of change for LOS angle,
particularly in the initial period. While the ballistic produced
by the bio-inspired guidance law is straighter, the bio-inspired
guidance law needs smaller normal acceleration, which is
almost zero.
4.2.2. Simulation results in vertical plane for moving target
In the vertical plane, the target moves along the x-axis at the
velocity vT = 20 m/s. The simulation parameters are shown
in Table 2 and the results are shown in Fig. 8.
It is shown in Fig. 8(a) that the attack ballistic using the
bio-inspired guidance law is straighter and needs smaller load
factor than using the proportional guidance law. In Fig. 8(b), it
is shown by illustration that the normal load factor are almost
identical in the end of guidance by using the bio-inspired guid-
ance law and the proportional guidance law. The rate of
change of the line-of-sight angle for the proportional guidance
law, shown in Fig. 8(c), is large in the beginning and tends to
zero in the end, while that for the bio-inspired guidance law
does not approach zero.
4.2.3. Simulation results in horizontal plane for moving target
In the horizontal plane, the initial position of the small aerial
vehicle is at the origin O. The target is located 1000 m away
from it and moving along the y-axis at the speed vT = 30 m/s.
The simulation parameters are shown in Table 3 and the
results are shown in Fig. 9.
Fig. 9 Simulation results in horiz
Fig. 8 Simulation results in ver
Fig. 7 Simulation results in vertica
Table 3 Simulation parameters for guidance law.
Parameter Value
SAV initial position (xM, yM) (0, 0) m
SAV velocity vM 100 mÆs
1
SAV azimuth of initial velocity a 0 rad
Target initial position (xT, yT) (1000, 0) m
Target velocity vT 30 mÆs
1
Target azimuth of initial velocity aT p/2 rad
Fixed point position (fx, fy) (10,000, 0) m
Time step Dt 0.1 s
266 Z. Wang et al.The simulation results are similar to those in Section 4.2.2,
the small aerial vehicle ballistic is straighter and the normal
acceleration is smaller by using the bio-inspired guidance law
than by using the proportional guidance law, but the rate of
change of the LOS angle do not tend to zero in both cases.
5. Conclusions
A new guidance approach based on a bionic concept is pro-
posed in this paper. And its two-dimensional mathematical
model is established by using the artiﬁcial neural networks.
Based on this model, the simulations for the bio-inspired guid-ontal plane for moving target.
tical plane for moving target.
l plane for the stationary target.
Vision-based bio-inspired guidance law for small aerial vehicle 267ance law and the proportional guidance law are carried out in
three different intersection situations for comparison.
(1) It can be seen from the experimental results that the
small aerial vehicle ballistics is straighter and the normal
acceleration is smaller by using the bio-inspired guid-
ance law, which means the required normal load factor
in the bio-inspired guidance law is smaller than that in
the proportional guidance law.
(2) It indicates that the small aerial vehicle ballistic guided
by the bio-inspired guidance law is as good as by the
proportional guidance law in the case when the target
information is minimal.
(3) The bio-inspired guidance law can improve the ﬂight
performance of the small aerial vehicle to a certain
extent during the terminal guidance phase.
The novel feature of the methodology presented in this
paper is that it is entirely biomimetic in nature as both the
guidance law and its neural network-based implementation
are bio-inspired.
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