Abstract-We study the throughput of hybrid automatic retransmission request (H-ARQ) schemes based on incremental redundancy (IR) over a block-fading channel. We provide an information-theoretic analysis assuming binary random coding and typical-set decoding. Then, we study the performance of low-density parity-check (LDPC) code ensembles with iterative belief-propagation decoding, and show that, under the hypothesis of infinite-length codes, LDPCs yield almost optimal performance. Unfortunately, standard finite-length LDPC ensembles incur a considerable performance loss with respect to their infinite-length counterpart, because of their poor frame-error rate (FER) performance. In order to recover part of this loss, we propose two simple yet effective methods: using a modified LDPC ensemble designed to improve the FER; and using an outer selective-repeat protocol acting on smaller packets of information bits. Surprisingly, these apparently very different methods yield almost the same performance gain and recover a considerable fraction of the optimal throughput, thus making practical finite-length LDPC codes very attractive for data wireless communications based on IR H-ARQ schemes.
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I. INTRODUCTION, SYSTEM MODEL, AND BACKGROUND
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E CONSIDER a frequency-flat block-fading Gaussian channel [1] where transmission is slotted. In each slot of duration and two-sided bandwidth , the transmitter sends information using (complex) dimensions 1 and the fading coefficient over each slot is random but constant for the whole slot. For simplicity, we assume that the fading coefficients over different slots are statistically independent. The discretePaper approved by V. K. Bhargava, the Editor for Coding and Communication Theory of the IEEE Communications Society. Manuscript received March 28, 2003 ; revised November 19, 2003 . This paper was presented in part at the Information Theory Workshop (ITW02), Bangalore, India, 2002.
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time complex baseband-equivalent block-fading channel model is expressed by (1) where , denote the input and output signals over slot , is an independent, identically distributed (i.i.d.) complex circularly symmetric Gaussian noise vector with per-component variance , and is the complex fading coefficient during slot .
The energy per symbol is constant and given by , and the fading is normalized so that . Therefore, the average received signal-to-noise ratio (SNR) is given by . For later use, we define also the fading power coefficient and the instantaneous received SNR over slot , . Although very idealized, the simple block-fading model (1) captures several aspects of wireless communications over fading channels (see the thorough discussion in [1] and [3] ). For example, this model applies to narrowband transmission over a multipath fading channel with slow frequency hopping (e.g., a global system for mobile communications/general packet radio system (GSM/GPRS) [4] ). As illustrated in [1] and [3] , when fading is slowly varying with respect to the duration of a codeword, each codeword is affected by a finite (usually small) number of fading coefficients. In our block-fading model, codewords are divided in blocks and sent over slots. Hence, each codeword experiences independent fading coefficients. Under the realistic assumption of large and small , 2 the channel is not information stable, and outage capacity, rather than standard ergodic capacity, describes best the limits of reliable communications. If a feedback channel is available, automatic retransmission-request (ARQ) schemes can be used in order to trade off delay for reliability. Roughly speaking, a codeword is retransmitted until it is correctly decoded. The information-theoretic performance of hybrid ARQ (H-ARQ) schemes [6] (i.e., schemes combining ARQ with channel coding) was studied in [7] for random Gaussian codes. In [8] , the performance of H-ARQ schemes with binary convolutional codes is calculated. H-ARQ schemes based on turbo codes are examined in [9] - [11] , where the parity frames are generated by rate-compatible puncturing of a given mother code. In this paper, we shall consider the very powerful class of irregular low-density parity-check (LDPC) codes [12] , [13] , and show that they are very good candidates for efficient H-ARQ schemes.
The H-ARQ scheme under analysis sends additional coded symbols (redundancy) until successful decoding is achieved. For this reason, it is referred to as the incremental redundancy (IR) protocol. The transmitter encodes information messages of bits by using a channel code with codebook of length and coding rate b/symbol. The codewords are divided into blocks of length symbols. Each block is sent over one slot. Let denote the punctured code of length obtained from by deleting the last blocks. Without loss of generality, we enumerate the slots as . In order to transmit the current codeword, the transmitter sends the first block of symbols on slot . The receiver decodes the code by processing the corresponding received signal . If decoding is successful, a positive acknowledgment (ACK) is sent on a delay-free error-free feedback channel, the transmission of the current codeword is stopped, and the transmission of the next codeword will start in the next slot (say, ). On the contrary, if a decoding error is detected, a negative acknowledgment (NACK) is sent back, and the next block of the current codeword is transmitted on slot . In this case, the receiver decodes by processing the received signal , and the same ACK/NACK procedure is repeated until either successful decoding occurs, or all blocks of the current codeword are transmitted without successful decoding (see Fig. 1 ). The throughput of the IR protocol is defined as the average number of b/s/Hz successfully received.
If successful decoding occurs after blocks, the effective coding rate for the current codeword is b/symbol, where we define the rate of the first block as . Therefore, the IR protocol easily implements an adaptive rate scheme that takes advantage of good instantaneous channel conditions. If decoding is not successful within the blocks, the codeword is either discarded or rescheduled to be transmitted later by some upper-layer protocol. As discussed in [7] , both cases yield the same throughput, and therefore, we will not be concerned with addressing this issue explicitly.
In the rest of this paper, we are concerned with the calculation of the throughput of the IR protocol for certain random coding ensembles and deterministic LDPC codes. For the sake of completeness, we recall here the general throughput analysis of IR protocols given in [7] . By definition, the throughput is given by b/s/Hz (2) where is the number of successfully decoded information bits up to slot . The event {the sender stops transmitting the current codeword} is recognized to be a recurrent event [7] , [14] , [15] . A random reward is associated with the occurrence of the recurrent event b/symbol if transmission stops because of successful decoding, and b/symbol if it stops because at step successful decoding has not occurred. As an application of the renewal theorem (see [7] , [14] , and references therein), we obtain (3) where is the inter-renewal time expressed in slots, i.e., it is the number of slots between two consecutive occurrences of the recurrent event.
By appropriately defining the recurrent event and the associated random reward, and by computing the expectations and , we obtain expressions for the throughput of the IR protocol under various assumptions.
II. THROUGHPUT OF BINARY RANDOM CODING
We assume perfect channel knowledge at the receiver, i.e., the receiver knows perfectly the fading coefficients . Let the instantaneous mutual information per input symbol on slot be given by (4) where is distributed according to some input distribution , and where is the channel output conditional probability density function (pdf) for the given fading coefficient . Given the sequence of fading coefficients , we define the conditional probability of decoding error after received slots given the code and the fading sequence . In [7] , it is shown that there exist families of codes with increasing block length , such that (5) if . Moreover, for any , the error probability of any code is bounded away from zero if . Finally, assuming typical-set decoding [16] , the conditional probability of an undetected decoding error vanishes as for any code and any fading sequence .
Eventually, we can say that for a large number of dimensions per slot (i.e., large product ), the error probability of the best possible code at each IR step , for given fading sequence , is given by , where is the indicator function. Hence, the average error probability (where average is with respect to the fading statistics) is given by (6) The probability will be referred to as the information outage probability [3] at step . Moreover, for large , decoding errors are revealed with arbitrarily large probability.
We define the probability of successful decoding with transmitted slots as (7) where is defined as (8) Hence, from (3) and by following the steps in [7] , it is immediate to write the throughput explicitly as
As for the average delay (in slots), we obtain 3 (10) We apply the above throughput analysis to random binary (RB) codes, i.e., when the input distribution puts uniform probability on the binary antipodal alphabet . Since, because of nonnegativity of mutual information, ( ) is a nondecreasing sequence for all fading-sequence realization, we have (11) For binary inputs, the instantaneous mutual information is explicitly given by (12) Since the 's are i.i.d. random variables, the cumulative distribution function (cdf) (11) is obtained from the -fold convolution of the pdf of , given by (13) where is the pdf of the fading power coefficient . In order to reduce the computation complexity of (11) for large , we propose using the Gaussian approximation (GA) (14) where and are the mean and the variance of .
A. Conventional Coded ARQ
We take a short detour to compute the throughput of conventional ARQ schemes. This will be used in Section IV to motivate the effectiveness of IR with respect to these conventional protocols. We shall consider two variants of conventional coded ARQ. In the first case, codewords of length and rate , spanning a single fading block, are used for transmission. In the presence of a decoding error (detected with arbitrarily large probability in the limit of large ), the codeword is retransmitted in some successive slot. The throughput and average delay (in slots) of this scheme with RB code ensembles are given by (15) where [consistently with (11) ], and where the subscript "SR-1" indicates "selective repeat with coding over one block."
In the second case, codewords of length and rate are transmitted over fading blocks and decoding is performed only after all blocks are received. In the presence of a decoding error, the codeword is retransmitted in some successive group of slots. The resulting throughput and average delay are given by (16) where the subscript "SR-" indicates "selective repeat with coding over blocks." In Section IV, we show by some examples that the IR scheme outperforms both the SR-1 and SRschemes.
III. THROUGHPUT OF INFINITE-LENGTH LDPC ENSEMBLES
LDPC codes [17] are a class of very powerful randomlike binary codes suited to low-complexity iterative decoding via the belief propagation (BP) algorithm [18] . Their bit-error rate (BER) performance under BP, in the limit of large block length, can be obtained via the density evolution (DE) analysis [12] . LDPC codes exhibit a threshold phenomenon: as the block length tends to infinity, an arbitrarily small BER can be achieved if the SNR is larger than a certain threshold [12] . Otherwise, the BER is bounded away from zero for any number of decoder iterations.
In this section, we consider the throughput of the IR protocol based on LDPC codes under the following optimistic assumptions: 1) the block length is large enough so that the codes' BER performance is given by the infinite-length DE; 2) the convergence of the decoder to vanishing BER can be detected by the decoder, so that decoding failure is revealed with arbitrary high probability; and 3) the condition of vanishing BER implies that the frame-error rate (FER) is also vanishing. We hasten to say that, while hypothesis 1) is justified by the very general concentration theorem proved in [12] , and hypothesis 2) is justified by the behavior of the BP decoder (see also further results in [19] ), hypothesis 3) is definitely very optimistic for the general random LDPC ensemble. In fact, as , the BER may vanish, while an number of symbols remains in error after any number of iterations, thus yielding FER close to one.
Nevertheless, this simplifying working hypothesis allows us to compute the throughput in a rather simple way, without resorting to brute-force Monte Carlo simulation of LDPC encoding/decoding. In the following sections, we will check the validity of these assumptions, and see that standard finite-length random LDPCs (under no optimistic assumption) suffer from a considerable performance loss with respect to their infinite-length counterpart [under hypotheses 1) and 2)]. However, we shall present two alternative modifications of the basic IR scheme that recover a large fraction of this performance loss without increasing encoding/decoding complexity.
Under assumptions 1)-3) above, we can use the same throughput formula (9) by redefining as (17) where is the BER at BP decoder iteration with received slots.
We assume that the reader is familiar with the standard terminology and notation of irregular LDPC codes, BP decoding, and DE analysis (for details, see [12] , [13] , [20] , and [21] ). The parity-check matrix of a randomly selected instance in a given LDPC ensemble is conveniently represented by a bipartite graph with the nodes on the left (bitnodes) corresponding to the coded symbols, and the nodes on the right (checknodes) corresponding to parity-check equations. A bitnode is connected to a checknode if the corresponding th symbol participates in the th parity equation. The LDPC ensemble is defined by its left and right degree distributions and , where (respectively, ) is the fraction of edges in the graph connected to bitnodes (respectively, checknodes) of degree . The rate of the ensemble is given by We assume that the coded symbols are randomly assigned to the blocks, so that the fraction of bitnodes of degree on each th block is the same as for the total code. In order words, the fraction of edges connected to bitnodes of degree on block is equal to for all . Numerical examples (not shown in this paper for the sake of space limitation) supported our choice of "uniformly" distributing the left degrees on the blocks.
In order to compute for given fading coefficients ( ), we resort to a GA of DE, which is accurate and computationally very simple. In Appendix A, we show that the condition of vanishing BER limit for given instantaneous SNRs ( ) can be approximated by the condition that the one-dimensional dynamical system (18) with initial condition has a unique fixed point . The mapping function is given explicitly by (19) where the functions and are defined in (31) of Appendix A.
At step of the IR protocol, the decoder treats the not-yet received blocks as erasures, i.e., as if the received signal was zero. In the DE with GA (DE-GA), this corresponds to letting for . The condition that (18) has a unique fixed point equal to one is equivalent to (see Appendix A) (20) Moreover, it is immediate to see that is an increasing function of for any given . Hence, for any sequence of fading coefficients ( ) and any we have that, for any , the condition such that (21) implies that such that for all . Due to this inclusion, in (17) , under the DE-GA approximation, reduces to (22) In our numerical results, the probability in the right-hand side (RHS) of (22) 
IV. RESULTS: ACHIEVABLE THROUGHPUT
In all our numerical examples, we assume Rayleigh fading, i.e.,
, and fading blocks. Figs. 2 and 3 show the throughput of the IR and SR schemes with binary random codes, as a function of the coding rate , for average SNR 3 and 10 dB, respectively. The throughput of binary random codes with IR is evaluated by computing the 's via convolution. For the sake of comparison, the results of GA are also shown. Remarkably, the GA is quite accurate.
Alternatively, instead of showing the throughput as a function of the coding rate for given SNR, in Fig. 4 , we show how the throughput varies as a function of SNR, where for each SNR value, the throughput is optimized with respect to the coding rate . Fig. 4 shows the maximum throughput of the IR scheme with binary coding as a function of SNR, defined as , where denotes the throughput for a given SNR and given coding rate , defined in (9) . Fig. 4 also shows the throughput maximizing coding rate . As expected, the throughput is maximized by larger and larger coding rate as the SNR increases.
The comparison between IR and SR schemes is more evident by plotting the average delay versus the throughput (see Fig. 5 ). From the analysis of Section II, and are given as functions of the code rate (for given number of fading blocks , fading statistics, and SNR ). Hence, the curve can be obtained in parametric form, by letting vary in the interval [0,1]. Since is a nonmonotonic function of , each value of corresponds to possibly multiple values of . Clearly, in Throughput versus code rate R for = 10 dB. IR protocol with RB codes (the result of the GA (14) is shown for comparison), and with infinite-length LDPC codes with degree distributions taken from [22] . Selective-repeat protocols (SR-1 and SR-M ) with RB codes and the IR protocol with LDPC codes with block length n = 5000 and n = 10 000 are also shown. Fig. 4 . Maximum throughput and throughput-maximizing coding rate versus channel average SNR for the IR protocol with RB coding and with finite-length LDPC codes of length n = 10 000 with degree distributions taken from [22] . the presence of multiple values, only the minimum is relevant. Fig. 5 shows that SR-is not convenient. On the contrary, for a certain range of throughputs, SR-1 achieves almost the same average delay of IR. However, there is a range of high throughput that is not achievable by SR-1, while it can be achieved by the IR protocol at the cost of a small average delay (six or seven slots).
Figs. 2 and 3 show also results for infinite block-length LDPC codes. Each mark ( ) in Figs. 2 and 3 is obtained by using an irregular LDPC ensemble with degree distributions and , optimized for the corresponding rate and for the standard unfaded additive white Gaussian noise (AWGN) channel [12] . For example, Table I reports the degree sequences of the ensemble for rate
. No attempt was made to [22] , FOR R = 0:3 B/SYMBOL optimize the degree distributions to take into account the block-fading channel. Nevertheless, these results show that AWGN-optimized ensembles perform close to optimal and not much can be gained by further ensemble optimization.
V. LDPCS WITH FINITE BLOCK LENGTH
At this point, it is natural to ask how practical finite-length LDPC codes perform on the block-fading channel under the IR protocol, by removing the optimistic assumptions that led to the outstanding results of the previous section. Figs. 2 and 3 show also the throughput of the IR protocol using finite-length LDPC codes of length and (for fading blocks, this results in block length and complex dimensions per slot, respectively). Fig. 4 shows also the maximum throughput of the IR scheme with finite-length LDPC codes of length (indicated by as a function of SNR. In this case, the throughput is maximized over the finite set of rates of the LDPC code ensembles optimized in [22] . The throughput-maximizing LDPC coding rate is also shown (indicated by ). The throughput for finite-length codes is still given by (9) where is expressed by (23) where is the event of successful decoding at step and where indicates averaging over the sequence of fading coefficients , i.i.d. and distributed with respect to , and with respect to the LDPC code, uniformly distributed over the finite-length ensemble of all bipartite graphs with bitnodes and degree distributions (see [12] ). Successful decoding is defined by the event that, after a given maximum number of BP decoder iterations, all information bits are correct. The finite-length results are obtained by evaluating the probabilities in (23) by Monte Carlo simulation of the actual BP decoder. For each code ensemble and value of , we counted 100 frame errors.
The throughput performance loss of finite-length ensembles with respect to their infinite-length counterpart can be explained by observing that, typically, the average FER performance of irregular finite-length LDPC codes with bitnodes of degree two is very poor FER, despite the fact that they perform well in terms of BER. This is because typical decoding errors involve a very small number of bit errors per frame error.
Another remarkable fact evidenced by Figs. 2 and 3 is that codes with block length slightly outperform codes with . This is surprising, since in standard AWGN settings (without ARQ), BER is known to improve with the code-block length [12] . Indeed, irregular LDPC codes are commonly believed to provide good performances only for extremely large block lengths. The above results show that in the presence of time-varying channels and retransmission schemes, this is not the case, as FER and not BER determines the throughput performance.
Next, we propose two approaches to improve the performance of IR with finite-length practical LDPC codes. The first approach acts directly on the code design and leaves the IR protocol unchanged. It consists of selecting the code parity-check matrix in some appropriate ensemble with good FER properties. The second approach acts on the IR protocol and leaves the code design unchanged. It consists of dividing the information packet into subpackets, performing error detection on each of the subpackets, and using an outer selective-repeat protocol only for the subpackets in error. Interestingly, although quite different, these approaches yield very similar performance improvement and recover a considerable fraction (up to 80% at SNR dB) of the loss due to finite block length.
A. Special Graph Construction
Solutions to improve the FER performance of LDPCs consist of expurgating the standard random LDPC ensemble by eliminating the few graphs that suffer from very large FER [23] . Examples of this general expurgation technique are constructions based on expander graphs (see, for example, [24] ), constructions based on eliminating cycles and stopping sets with small external degree [25] , or the recently proposed multiedge construction proposed in [26] . A very simple instance of the multiedge approach consists of deterministically arranging the edges adjacent to degree-2 bitnodes into a big cycle involving only degree-2 bitnodes [22] . Let denote the rate of the code and be the fraction of bitnodes of degree 2. If , we can arrange the degree-2 bitnodes and checknodes into a cycle of girth . Due to its simplicity, we follow this method, even though, of course, we do not claim any optimality.
As an example of this construction, consider a standard unfaded AWGN channel and the ensemble with and taken from [22] (see Table I ), for rate b/symbol, maximum left degree , average right degree , and block length . Fig. 6 shows the BER and the FER obtained by averaging over all graphs with given degree distributions (total ensemble), and by averaging over all graphs with special cyclic arrangement of the edges connected with degree-2 bitnodes (modified ensemble). It is clear that the modified ensemble yields much better FER.
B. Outer Selective-Repeat (OSR) Protocol
Our second approach stems from the following observation: for standard irregular LDPC codes, most frame errors involve a very small number of bit errors. Therefore, by dividing the information packet into smaller subpackets, only a few of them will contain errors after decoding. Hence, an OSR protocol acting on these smaller subpackets can recover subpacket errors without having to retransmit the whole codeword. For the sake of simplicity, we make the optimistic assumption that subpackets errors can be perfectly detected. The concept of the concatenated selective-repeat scheme is represented in Fig. 7 .
Let denote the subpacket length in bits, and be the number of subpackets per LDPC codeword. At step of the IR protocol, after a given number of decoder iterations, let denote the number of subpackets in error. We shall consider "successful" decoding (i.e., the IR protocol stops the transmission of the current codeword at step ) if . Otherwise, if , a NACK is sent, and the block of the current codeword is sent on the next slot. The system throughput can be optimized with respect to the threshold . Notice that setting is equivalent to the IR alone, without the OSR. Therefore, this method can only improve the throughput with respect to the basic IR protocol.
The throughput of the concatenated OSR-IR protocol can be evaluated by using again the renewal-reward formula (3), by appropriately defining the random reward and the interrenewal time . Let {the user stops transmitting the current codeword} be again the recurrent event, and be the probability that the BP algorithm ends with a number of erroneous subpackets
. Defining for , we have (24) The recurrent event probability is given by
Defining , we have , and substituting this in (25), we get . The average interrenewal time (in slots) is given by (26) The reward is a random variable that takes values in the range . Recalling the definition of as the number of erroneous packets after decoding at IR step , we can write (27) where we define to be the average fraction of subpackets in error after decoding at step , given the recurrent event. Recalling that , we obtain the desired throughput expression as (28) The above formula can be evaluated after computing by Monte Carlo simulation the probabilities and the quantities .
C. Results
In this section, we show the throughput resulting from the modified LDPC ensemble, from the use of the OSR protocol, or from a combination of both techniques. In all the following examples, we fixed the subpacket length of the OSR protocol equal to 48 b (6 bytes). Clearly, the throughput achieved by OSR depends on the threshold . Analytical optimization of is difficult if not impossible. Hence, we exhaustively searched for the best threshold value. Fig. 8 shows the throughput as a function of for the same setting as in Fig. 6 and dB. We notice that the performance of the OSR is quite insensitive to the value of (unless is either very close to zero or very close to one). For comparison, we show also the throughput achieved by the same ensemble with infinite length, with finite length without any countermeasure, and with finite length by averaging over the modified ensemble. These results are shown as horizontal lines, as they do not depend on .
Both the OSR and the modified ensemble are able to recover a large fraction of the loss incurred by finite length LDPCs. The throughput without OSR (labeled "no-OSR") for finite and infinite length are shown for comparison as horizontal lines (in these cases, the throughput is independent of ).
It is natural to wonder about the benefit of jointly using the OSR protocol and a modified LDPC ensemble. Unfortunately, the answer to this question is negative. In Fig. 8 , the curve labeled by "OSR-Modified Ensemble" refers to this case, and we notice that the obtained throughput is slightly inferior to that obtained by using OSR with the total ensemble. This fact can be explained by noticing that for a typical code in the modified ensemble, a frame error corresponds to a large number of bit errors (i.e., a large number of subpackets to retransmit). Hence, using an OSR protocol does not improve the throughput.
The almost constant behavior of throughput of OSR over a wide range of values of the threshold is explained by observing the statistics of the number of subpackets in error after decoding. For example, Fig. 9 shows the probability mass function of conditioned on the event that the decoder works above its iterative threshold decoding (i.e., subject to the event that DE with received blocks converges to vanishing BER), with received blocks. We notice that the number of packets in error is mostly concentrated below 10% and above 90%. This behavior can be observed for all . Therefore, the throughput is almost constant for .
VI. CONCLUSIONS
This paper extends previous analysis of H-ARQ IR schemes based on the infinite-length Gaussian random codes of [7] to infinite-length binary codes (RB and LDPC codes) and to practical finite block-length LDPC codes. We showed that, for very large (infinite) block length and under the optimistic assumption that vanishing BER implies vanishing FER, irregular LDPC ensembles with degree distribution optimized for the standard AWGN channel [12] provide performance very close to the information-theoretic limit of RB codes.
Practical finite-length LDPC codes under no optimistic assumption incur a considerable performance loss. Therefore, we proposed two methods to overcome this problem and to make practical LDPC codes effective for the IR protocol. The first method consists of constructing an LDPC code with reasonably good FER performance by modifying the standard random ensemble (ensemble expurgation). In particular, we have considered a very simple arrangement of the edges of left degree 2. The second method is based on the concatenation of an OSR loop acting on smaller information packets. Both methods are able to recover a significant fraction of the throughput loss due to finite length, and yield approximately equivalent performance.
Hence, they can be regarded as two valuable alternatives for the system designer.
APPENDIX DENSITY EVOLUTION WITH GAUSSIAN APPROXIMATION
We consider BP decoding in the log-probability ratio domain (more details can be found, for example, in [12] and [18] , where for a given binary variable with probability assignment , the message about is given by
Consider the LDPC ensemble defined by the left and right degree distributions and . Denote by the messages sent from bitnode to checknode , and by the message sent from checknode to bitnode . Let denote the message corresponding to the channel observation about the coded symbol corresponding to bitnode . Assuming, without loss of generality, that the all-zero codeword is transmitted, if the symbol corresponding to the th bitnode is transmitted on the th slot, 4 then . In order to simplify the DE, we use the following GA. We assume that all messages generated by the BP decoder at any iteration are Gaussian distributed, and we enforce the symmetry condition [12] , [20] that must be satisfied by the true distribution of messages generated by BP. The symmetry condition applied to a Gaussian distribution implies that, at each iteration, the variance of the messages is equal to twice the conditional mean. Therefore, tracking the evolution of the message distribution along the BP iterations is equivalent to tracking the evolution of a single parameter (e.g., the message mean). Following [27] and [28] , it is convenient to choose as state variable of the resulting one-dimensional dynamical system approximating DE the mutual information between a message and the associated bitnode variable.
We define a random variable that governs the distribution of the variable node belonging to the th block, so that is uniformly distributed over . The message at the output of a bitnode is given by where denotes the set of checknodes neighbors of bitnode . Hence, under the GA and assuming that the messages are i.i.d.
, we have that , where is the degree of bitnode . The mutual information between the bitnode variable and the corresponding output message is given by (29) 4 It is easy to see that the initial message is equal to M = 4<fy c g,
where y is the corresponding channel output and c is the fading coefficient.
The GA implies that , for given and , can be interpreted as the output log-likelihood ratio of a binary-input AWGN channel with SNR equal to . It follows that where the function has been defined in (12) . Hence, the mutual information of a message passed along a random edge from a bitnode to a checknode at iteration is given by (30) where, for a general distribution , and , we define the function (31) and where and denote the indexes of two arbitrary neighboring bitnodes and checknodes, where denotes mutual information between the th bitnode variable and the bitnode output message at iteration , and where denotes mutual information between the th bitnode variable and the checknode output message at iteration (more analytical details can be found, for example, in [28] ).
In order to find the mutual information transfer function for the checknodes, we use the so-called "approximate duality" relation [29] . With this approximation, a checknode can be replaced by an "equivalent" bitnode, provided that its input mutual information is transformed into , and its output mutual information is transformed into (see [28] and [30] for a more rigorous motivation of this approximation). Hence, the mutual information transfer of a checknode of degree is approximated by (32) Therefore, the mutual information of a message passed along a random edge from a checknode to a bitnode at iteration is given by (33) Notice that the functions and in (30) and in (33), respectively, are both obtained by replacing the generic distribution by the left and right distributions and in (31).
By combining (30) and (33), we obtain the one-dimensional recursion (34) with initial condition , which is the same as (18) . The DE-GA recursion for a given number of received blocks with fading coefficients is obtained by letting for for in (34). It can be shown that the sequence is nondecreasing. Hence, the trajectory of (34) converges to the smallest fixed point in the interval [0,1]. We say that the (approximation of the) DE converges to vanishing BER if the mutual information converges to one, i.e., (34) has a unique fixed point at one. Since the function is nondecreasing with and positive for . The fixed point at one is unique if and only if (20) holds.
