We present a method for the efficient construction, optimization, and 
Introduction and background
The affordability of digital still and motion cameras has made image data truly ubiquitous. In many cases the images' geometric contents are of greater interest than are their raw raster representations. This paper is concerned with the fast near-optimal construction and storage of linear image approximations, a simple form of geometric image representation. For images amenable to such a geometric representation, a linear approximation is a natural and efficient format-high compression ratios are often achieved in practice. The approximation construction and storage method described in this paper is offered as a potentially useful image analysis and management tool. 
Linear approximations
A linear approximation for an image is given by a subset of the original pixel positions and values and a triangulation of the points in the subset. This approximation can be optimized with respect to an error metric, a function whose value expresses the extent to which an approximation deviates from its original.
An approximation may be constructed either such that it uses the smallest number of points to achieve a desired error bound, or such that its error is minimized given an approximation point budget. This paper addresses the efficient construction of fixed-point-count approximations with nearminimal errors. data given an approximation point budget. Their algorithm optimizes the placement and connectivity of approximation points using the simulated annealing technique. Approximation point selection is varied by moving points in the approximation to unoccupied pixel sites; the triangulation is changed by flipping shared edges of convex quads. The quality of the approximation is judged using an L 2 error norm. The method presented in this paper couples the simulated annealing optimization algorithm described in [8] with a greedy initial approximation construction scheme to yield a fast and flexible approximation construction and optimization algorithm.
Simulated annealing
Simulated annealing is an iterative optimization technique capable of finding globally near-optimal solutions despite the presence of many locally optimal solutions. An optimal solution is a configuration of a given combinatorial system that minimizes an objective function on the system. In an iterative optimization method, the solution is improved over a sequence of random configuration perturbations. If a 'greedy' optimization approach is used, then only perturbations that improve the solution are accepted. With simulated annealing, on the other hand, some solution-worsening perturbations are permitted. The reader is referred to [7] and [11] for thorough introductory discussions of simulated annealing.
Mesh encoding
Much research has been done on the efficient encoding of triangle meshes. For example, Touma and Gotsman [14] present a connectivity encoding scheme based upon the ordered enumeration of the counts of incident edges (valences) for each vertex in the mesh. Their method achieves maximum topology data rates on the order of 3 bits per vertex in general, and lower for valence-regular meshes.
Methodology and implementation
The performance of the algorithm presented in [8] can be improved by reducing the number of optimization iterations required to achieve a given error bound, by reducing the time complexity of each iteration step, and by improving the approximation qualitatively. However, a tradeoff between these three approaches must be made. The linear approximation construction and optimization procedure consists of:
1. construction of an initial approximation. 2. optimization of the linear approximation.
The performance of the algorithm as a whole and the quality of the resulting approximation depend on how the above two phases are defined and how well they are matched. A suitable initial approximation can help improve the algorithm's performance both by giving the optimization a head start and by emphasizing qualitatively-important image features. 
Approximation structure
An approximation point is defined as a position-value pair. A set of approximation points can be triangulated such that each position inside the convex hull of the approximation points lies in exactly one approximation triangle. For each position inside an approximation triangle, a value can be linearly interpolated from the triangle's vertex approximation point values. The approximation error over each triangle can be calculated by summing the absolute values of the differences between the interpolated and original pixel values (the pixel errors) for all pixels lying in the triangle; the total error is then defined as the sum of the triangle errors for all triangles in the approximation. The mean pixel error can be found by dividing the total error by the number of pixels in the image. Note that, unlike in [8] , mean pixel error is used instead of RMS error to evaluate the quality of the approximation.
In addition to the image approximation points, three far points with arbitrary values are chosen such that all of the image points lie between them. The far points are assumed to form a dummy triangle so that the approximation points and the three far points are connected in a closed-topology triangulation. Note that a value can be interpolated for every position between the three far points-the image border is only implicitly defined in that the pixel error for each position outside the image is assumed to be identically zero.
Initial configuration
Since the overall spatial distribution of points in the approximation should reflect the distribution of detail in the original image, the aim of the initial configuration algorithm is to deterministically find a good starting distribution of approximation points. The presented algorithm selects the approximation points in a greedy iterative manner and maintains a Delaunay triangulation of the points. An initial fourpoint approximation is constructed from the image corner pixels. A single step of the algorithm is as follows:
1. Find the triangle T with the greatest triangle error.
2. Find the center of mass B of the errors of the pixels lying in the triangle T.
3. Add the pixel at B to the approximation if it is not already present.
4. Restore the Delaunay property by flipping appropriate edges.
Points are added by the iterative application of the above steps until the approximation point budget is exhausted.
As the point count increases, approximation triangle areas decrease, and the area of the triangle with the greatest error shrinks to only a few pixels. Numerical difficulties require this to be treated as a special case. If the calculated error center is a point already in the approximation, then the triangle is skipped and is no longer a candidate for further subdivision unless it gets modified by a subsequent iteration of the algorithm.
Optimization by simulated annealing
The initial approximation of the image is iteratively perturbed and improved by applying the optimization algorithm presented in [8] . For each iteration, a shared edge of a randomly-selected convex triangle pair is flipped with 0.6 probability; otherwise, an approximation point is randomly picked and moved. If the point to be moved is judged to be in a high-detail region-that is, if the approximation quality would deteriorate significantly if the point were removedthen it is moved within the triangle fan it centers. Otherwise, it is removed and a new point is added at a random unoccupied pixel location. The approximation error is then recalculated, and the perturbation is either accepted or rejected according to the simulated annealing criterion; if it is rejected, then the perturbation is undone. 
Error calculation
The calculation of the approximation error is the most computationally expensive part of the method. The approximation error is therefore recalculated only for the triangles affected by the reconfiguration step. Triangle error can be either calculated exactly or estimated. A discussion of the implementations of these two options is given next.
Exact error calculation -A variant of Monte Carlo integration is used to compute the exact triangle errors. The error calculation procedure is as follows: (1) calculate the bounding box for the affected triangle and (2) for each pixel inside the bounding box, check whether the pixel lies in the triangle; if it does, then calculate its pixel error. Note that the complexity of the triangle error computation depends upon the size of the triangle.
Error estimation-A given triangle's error is approximated by the area-weighted mean pixel error of a fixed number of samples. The pixel errors are sampled semi-uniformly (uniformly in barycentric coordinates) over the triangle. The number of samples per triangle is a global constant, independent of triangle shape and area (interestingly, making the sample count proportional to triangle area does not offer much improvement).
The error estimation method makes triangle error estimation a constant-complexity operation. This simplicity, however, comes at a price. The algorithm undersamples errors over large triangles and oversamples errors over small triangles. Furthermore, the algorithm exploits aliasing to take a spurious optimization shortcut: it 'optimizes' the sample positions by changing triangle shapes and areas such that regions of significant error are excluded from the estimate.
The error estimation method is computationally more efficient than the exact method. However, on a modern personal computer with a relatively fast processor, the memory system is a greater performance bottleneck than is the processor itself. In tests, the performance of the estimation method was found to be more memory-system limited than the performance of the exact method: processor-cache misses make estimation slower than direct calculation in many cases. The mentioned shortcomings of the estimation method make it attractive only when either the average triangle size is large and hence many pixels need to be summed or the machines's arithmetic is a greater bottleneck than is its memory system.
Note that triangle error can also be exactly calculated by using a triangle-fill algorithm to sum the errors of pixels lying in the triangle. However, in our experience, the simpler Monte Carlo method is about as fast as, and more consistent than, the triangle-fill method.
Storing the final approximation
A linear approximation can be split naturally into separate topology, geometry, and color data streams: the color stream transmits the approximation point colors, the geometry stream transmits the point positions, and the topology stream transmits the connectivity data. The triangulation is encoded into the topology data stream using a valence-driven scheme described by Touma and Gotsman [14] and by Alliez and Desbrun in [2] .
A point is encoded by writing its valence, its position, and its color to the appropriate data stream. The approximation points are encoded in a deterministic order starting with the three far points; note that the far points can be encoded implicitly and that they do not need to be stored. If an already encoded point is encountered during the approximation traversal, then an accident code (a 0 valence) is written to the topology stream, and the point is skipped. The reader may consult [14] for a description of the point traversal order, and [2] for a discussion of how to handle the mentioned traversal accidents.
The geometry and color data streams are delta-encoded to narrow the dispersion of values. The valence stream values cluster around 6 while the delta-encoded geometry and color stream values cluster around 0. Before being stored, the data streams are processed by a range encoder, an entropy encoder freely available under the GNU licence [12] , similar in approach and performance to the arithmetic encoder. The range encoder adapts to the observed frequency distribution of the values in the streams, and exploits the described clustering to store the streams efficiently. 
Results
The performance of the approximation construction method may be judged in terms of the attained approximation quality, the construction time, and the size of the final stored representation. For consistency with the image compression literature, the approximation quality is assumed to be given by the RMS per-pixel error of the approximation relative to the original. In other words, the lower the error, the better the approximation. The construction time is the real-world execution time of the entire algorithm and depends upon the computer system used. Finally, the size of the representation is simply the amount of storage space the encoded approximation representation requires.
The time-performance of one method relative to another was found by comparing the two methods' fixedconstruction-time approximation qualities: the two methods were executed for the same amount of time, and the resulting RMS error values were compared. All tests were performed on a 2.53GHz Pentium 4 system with 512KB of L2-cache, 512MBs of memory, and a 533MHz FSB. Each source image is in a 512×512×24 raster format.
Error calculation methods -The exact error calculation method outperformed the estimation method in all experiments performed on the test system. Figures 4 and 6 show the dependence of approximation quality on the point count. Note that approximations with more points were optimized for proportionally more iterations, and that the compression ratio is defined as the percentage of the original stored image size that is equal to the encoded stored approximation size. Initial configuration - Figures 5 and 7 demonstrate the benefits of the greedy initial configuration method. In addition to outperforming the random method in the E-versus-trial plots and in the 30-second RMS error comparison, the greedy method is qualitatively better in that it captures important details in the image. Note that the random method fails to resolve the text on the hats in the image.
Quality and point count -

Conclusions
We have presented a complete pipeline for the construction, optimization, and storage of near-optimal linear image approximations. The described two-phase construction and optimization approach was found to offer substantial timeperformance and approximation-quality benefits over direct construction and optimization. : approximations with 2k, 8k, and 32k points (1.2, 4.9, and 19.2 percent compression ratios) . 
