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Introduction
We study the problem of object recognition invariant to
transformations, such as translation, rotation and scale. A
system is underdetermined if its degrees of freedom
(number of possible transformations and potential
objects) exceed the available information (image size).
The regularization theory solves this problem by adding
constraints [1]. It is unclear what constraints biological
systems use. We suggest that rather than seeking con-
straints, an underdetermined system can make decisions
based on available information by grouping its variables.
We propose a dynamical system as a minimum system for
invariant recognition to demonstrate this strategy.
A dynamical system for invariant recognition
Assume there are q objects in the gallery, and p possible
transformations. An input image I is generated by one of
the objects through a transformation. The task is to
recover the object and the transformation that generate I.
The system variables are C = (c1,..., cp)T for transformation
and D = (d1,..., dq)T for object selection. When p + q > n,
where n is the size of the image, the system is underdeter-
mined, having many solutions.
Our system structure is shown in Figure 1. The state varia-
bles C and D follow the dynamics described by a system
of linear differential equations. Figure 2 top row shows a
solution of a toy system (n = 8*8, p = 72, q = 2), with I gen-
erated by c1 = 1, d1 = 1. In this underdetermined system,
the solution depends on the initial condition.
The system can be made overdetermined by grouping var-
iables such that all variables within a group share the
same dynamics. When the total activity of the system is
from Eighteenth Annual Computational Neuroscience Meeting: CNS*2009
Berlin, Germany. 18–23 July 2009
Published: 13 July 2009
BMC Neuroscience 2009, 10(Suppl 1):P308 doi:10.1186/1471-2202-10-S1-P308
<supplement> <title> <p>Eighteenth Annual Computational Neuroscience Meeting: CNS*2009</p> </title> <editor>Don H Johnson</editor> <note>Meeting abstracts – A single PDF containing all abstracts in this Supplement is available <a href="http://www.biomedcentral.com/content/files/pdf/1471-2202-10-S1-full.pdf">here</a>.</note> <url>http://www.biomedcentral.com/content/pdf/1471-2202-10-S1-info.pdf</url> </supplement>
This abstract is available from: http://www.biomedcentral.com/1471-2202/10/S1/P308
© 2009 Zhu and Malsburg; licensee BioMed Central Ltd. 
System architectureFigure 1
System architecture.Page 1 of 2
(page number not for citation purposes)
BMC Neuroscience 2009, 10(Suppl 1):P308 http://www.biomedcentral.com/1471-2202/10/S1/P308Publish with BioMed Central   and  every 
scientist can read your work free of charge
"BioMed Central will be the most significant development for 
disseminating the results of biomedical research in our lifetime."
Sir Paul Nurse, Cancer Research UK
Your research papers will be:
available free of charge to the entire biomedical community
peer reviewed and published immediately upon acceptance
cited in PubMed and archived on PubMed Central 
yours — you keep the copyright
Submit your manuscript here:
http://www.biomedcentral.com/info/publishing_adv.asp
BioMedcentral
below a predefined level, we then let the variables in the
top group resume their individual dynamics. Under this
dynamics with grouping, the solution to the same toy sys-
tem is shown in Figure 2 bottom row. It is close to the true
value.
Discussion
Our example shows that, in an underdetermined system
for invariant recognition, it is plausible to recover a sparse
solution by grouping variables and then fine-tune the
winning group. The applicability of this strategy depends
on the structure of transformations and of objects. Our
system could provide a model system to study the coarse-
to-fine processing which is evident in biological systems
[2].
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