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$\mathcal{X}$ Polish ( ), $B$ $\mathcal{X}$ $\sigma-$ ,
$\mathcal{M}$ $(\mathcal{X}, B)$ . $H_{0}\in \mathcal{M}$
$P_{H_{0}}(c,\gamma)=\{H\in \mathcal{M}|cH_{0}(B)-(c+\gamma-1)\leq H(B)\leq cH_{0}(B)+\gamma,B\forall\in B\}$ , (1)
. 0 $\leq\gamma<1,1-\gamma\leq c<\infty$ . $c=1-\epsilon,$ $\gamma=\epsilon$
$P_{H_{0}}(1-\epsilon, \epsilon)$ $\epsilon$-contamination , $c=1,$ $\gamma=\delta$
$P_{H_{0}}(1, \delta)$ total variation . , $\epsilon,$ $\delta\geq 0,$ $\epsilon+\delta<1$ . (1)
$\epsilon$-contamination total variation (Rieder, 1977 )
, $(c, \gamma)-$ .
2.1 $0\leq\forall\gamma<1$ $1-\gamma\leq\forall c<\infty$ ,
$P_{H_{0}}(c, \gamma)=\{H=c(H_{0}-W)+\gamma K|W\in \mathcal{W}_{H_{0\prime}\lambda}, K\in \mathcal{M}\}$ . (2)
$\mathcal{W}_{H_{0},\lambda}$ $B\in B$ $W(B)\leq H_{0}(B)$ , $W(\mathcal{X})=\lambda=(c+\gamma-1)/c$
$W$ (Ando and Kimura, $2001\mathrm{a}$ , ).
3
$f_{0}$
$\hat{W}(B)=H_{0}(B\cap[-a, a]^{\mathrm{c}}),\forall B\in B$
, $\Delta_{0}$ 0 1 1 . (2)
$P_{H_{0}}(c, \gamma)$ , .
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3.1 $X,Y$ $HC\mathcal{P}_{H_{\ovalbox{\tt\small REJECT}}}(c, \gamma)$ . ,
$H\cross H$ $|X-Y|$ $H\ovalbox{\tt\small REJECT} H\ovalbox{\tt\small REJECT} c(H_{\ovalbox{\tt\small REJECT}}-W)+\gamma\Delta_{0}$
[ . $0<\forall t<\mathrm{C}\mathrm{X}$) l




$f$ $0< \int_{-\infty}^{\infty}f(x)dx=M<\infty$ . $M$
. $m(0<m<M)$
$\int_{-a}^{a}f(x)dx$ $=$ $m$ ,
$a$ , $\hat{g}$
$\hat{g}(x)$ $=$ $\{$
$f(x)$ , $-a\leq x\leq a$ ,
0, ,
. ,
$F_{0}$ $=$ $\{g\in \mathcal{F}|0\leq g\leq f, 0\leq\int_{-\infty}^{\infty}g(x)dx\leq m\}$ ,
$G(x)$ $=$ $\int_{-\infty}^{x}g(t)dt$ , $\hat{G}(x)$ $=$ $\int_{-\infty}^{x}\hat{g}(t)dt$ ,
. $\mathcal{F}$ $R$ . ,
.
3.2 $f$ . ,\forall t $\geq 0$
(i) $\sup_{g\in F_{0}}-\infty\infty\{G(x+t)-G(x)\}g(x)dx=\int_{-\infty}^{\infty}\{\hat{G}(x+t)-\hat{G}(x)\}\hat{g}(x)dx$ ,




$\mathrm{R}$ $H_{\theta}(x)=H_{0}(x-\theta)$ , $X_{1},$
$\ldots,$
$X_{n}$
$H$ . , $H_{\theta}\in \mathcal{M}$





$B_{T}(c, \gamma)$ $=$ $\sup\{|T(H)-T(H_{0})| : H\in P_{H_{0}}(c, \gamma)\}$ .
. $\mathcal{T}$ $T^{*}\in \mathcal{T}$
$\inf B_{T}(c, \gamma)=B_{T}*(c, \gamma)$
$T\in \mathcal{T}$
, $T^{*}$ $\mathcal{T}$ .
4.1 $H_{0}$ $f_{0}$ , $T_{M}$
. , $T_{M}$ $\mathcal{T}$ \nearrow
. ,




$H_{0}$ $f_{0}$ , $X_{1},$ $\ldots$ , X $H$
. $H_{\mu,s}\in \mathcal{M}$
$P_{H_{\mu,\epsilon}}(c, \gamma)$ $=$ $\{H|H(x)=c(H_{0}-W)(\frac{x-\mu}{s})+\gamma K(x)$ ,
$x\in R,$ $W\in \mathcal{W}_{H_{0},\lambda},$ $K\in \mathcal{M}\}$ , (4)
. $\mu$ , $s>0$ , $\mathcal{W}_{F_{0},\lambda},$ $\mathcal{M}$
(2) . $s$ 3 .
$MAD_{n}$ $=$ a $m_{i}ed\{|X_{i}-medX_{j}|\}j$ ’
$S_{n}$ $=$ $bm_{i}ed\{medj|X_{i}-X_{j}|\}$ ,
$Q_{n}$ $=$ $d\{|X_{i}-X_{j}| : i<j\}_{(k)}$ ,
$a,$
$b$ , . $T$ , (4) $T$
,
$B_{T}^{+}(c, \gamma)$ $=$ $\sup\{T(H) : H\in P_{H_{0}}(c, \gamma)\}$ ,





$X,$ $\mathrm{Y}$ . $MAD_{n}$
MAD(H) $=a\cdot$ med{lX -med $\mathrm{Y}|$ }.
. , MAD .
5.1 $H_{0}$ $f_{0}$ . (4) MAD
$B_{MAD}^{-}(c, \gamma)$ $=$ $\{$
a $H_{0}^{-1}( \frac{2\mathrm{c}-2\gamma+1}{4c})$ , $if0 \leq\gamma<\frac{1}{2}$ ,




$S(H)$ $=b$ .med $g_{H}(X)$ ,
. $g_{H}(x)$
$g_{H}(x)$ $=$ med $|x-\mathrm{Y}|$H’
. $H_{n}$ $S(H_{n})=S_{n}$ . $S$
.
5.2 $H0$ $f_{0}$ . , $S$
$B_{S}(c,\cdot\gamma)$ $=$ $\{$
$bg^{-}(H_{0}^{-1}(_{\mathrm{c}} \frac{2c-2}{4}+\mapsto 1))$ , if $0 \leq\gamma<\frac{1}{2}$ ,
(6)0, if $\gamma\geq\frac{1}{2}$ .
. $g^{-}$ .






. $G_{H}$ $K_{H}$ $H$ $|X-Y|$ $X-Y$
. $K_{H}$ . $Q$ \nearrow
.
5.3 $F_{0}$ $f_{0}$ . ,
$B_{Q}^{-}(c, \gamma)$ $=$ $\{$
$Q(\hat{H})$ , if $0 \leq\gamma<\frac{1}{2}$ ,
0 if $\gamma\geq\frac{1}{2}$ ,
, $Q(\hat{H})$
$c^{2}(H_{0}- \hat{W})^{*2}(d^{-1}Q(\hat{H}))+2c\gamma(H_{0}-\hat{W})(d^{-1}Q(\hat{H}))+\gamma^{2}=\frac{5}{8}$, (8)
. , $\hat{H}=c(H_{0}-\hat{W})+\gamma\Delta_{0}$ , $(H_{0}-\hat{W})^{*2}$ (con-
volution), $(H_{0}-\hat{W})*(H_{0}-\hat{W})$ .
6
He and Simpson (1993) $\{F_{\theta}\}$ $\theta$ J
, $F_{\theta}$ $\epsilon$-contamination \supset <
. , $\theta$
, \supset <
. , $(c, \gamma)-$
He-Simpson . $(c, \gamma)-$
$\epsilon$-contamination , He and Simpson (1993)
.
$F$, $\forall G\in \mathcal{M}$ , $F$ $G$ discrepancy .
$d_{\varphi}(G, F)= \inf\{\varphi(c, \gamma) : (c, \gamma)\in\Omega_{G,F}\}$ .
, $\varphi(c, \gamma)$ , , $\varphi(1,0)=0$ ,
$\Omega_{G,F}$ $=$ { $(c,\gamma)\in\Omega$ : $G(B)\leq cF(B)+\gamma$ , $\forall_{B\in B\}}$ ,
$\Omega$ $=$ $\{(c, \gamma) : 1-\gamma\leq c<\infty, 0\leq\gamma<1/2\}$ ,
137
. $d_{\varphi}$ discrepancy $a$ $F$





, $P_{F_{\theta}}^{\varphi}(a)$ $\theta$ ( $\mathcal{M}$ $\ominus$ ) $T$
$b_{T}^{\varphi}(a, F_{\theta})= \sup\{\rho(T(G), \theta) : G\in P_{F_{\theta}}^{\varphi}(a)\}$
. $\rho$ $\ominus$ .
6.1
$(c, \gamma)$ $W\in \mathcal{W}_{F_{0},\lambda}$ improper $\{\tilde{F}_{W,\theta}\}$ ,
$\tilde{F}_{W,\theta}=(F_{0}-W)_{\theta}$ , .
$\tilde{F}_{\theta,W}\text{ }\tilde{F}_{\eta,W}\sigma)$ variation distance $1\mathrm{h}$
$\tilde{d}_{v}(\tilde{F}_{\theta,W},\tilde{F}_{\eta,W})$ $=$ $\sup\{|\tilde{F}_{\theta,W}(B)-\tilde{F}_{\eta,W}(B)| : B\in B\}$ . (9)
. , Donoho and Liu (1988) variation gauge $\tilde{b}_{v,W}$
$\tilde{b}_{v,W}(a, F_{\theta})$ $=$ $\sup$ { $\rho(\theta,$ $\eta)$ : $\tilde{d}_{v}(\tilde{F}_{\theta,W},\tilde{F}_{\eta,W})\leq a$ $\eta$ }. (10)
.
6.1 $\{F_{\theta}\}$ $\sigma-$ $\mu$ , $(c_{0}, \gamma_{0})$ $\Omega$
. $T$ $\theta$ , $W\in \mathcal{W}_{F_{0},\lambda}$
$\sup$ $b_{T}^{\varphi}(J_{\lambda}(a), F_{\eta})$ $\geq$ $\frac{1}{2}\tilde{b}_{v,W}((1-\lambda)\frac{a}{1+a},$ $F_{\theta})$ , $a\geq 0,$ (11)
$\eta:\rho(\theta,\eta)\leq\overline{b}_{v,W}((1-\lambda)\frac{a}{1+a},F_{\theta})$
. ,
$J_{\lambda}(a)$ $=$ $\varphi(c^{*}(a), \gamma^{*}(a))$ , $\lambda=\frac{c_{0}+\gamma_{0}-1}{c_{0}}$ ,
$c^{*}(a)$ $=$ $\frac{1+a}{(1-\lambda)(1+2a)}$ , $\gamma^{*}(a)=\frac{a}{1+2a}$ .
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$P_{F}(c, \gamma)$ $T$ $B_{T}(c, \gamma;F)$ , $\frac{1}{2}<c\leq 1$
$c\geq 1$ . $\frac{1}{2}\leq c\leq 1$ . , $\Omega_{1}\subset\Omega$
$\Omega_{1}=\{(c, \gamma)$ : $1- \gamma\leq c\leq 1,0\leq\gamma<\frac{1}{2}\}$ .
, $\varphi_{1}(c, \gamma)$
$\varphi_{1}(c, \gamma)=\varphi_{k,\lambda}^{(1)}.(c, \gamma)=\max(1-c, k(c+\gamma-1))$ , (12)
. $k$ . , $J_{1}(\xi)$
$J_{1}( \xi)=J_{k,\lambda}^{(1)}(\xi)=\varphi_{k,\lambda}^{(1)}(c^{*}(\xi), \gamma^{*}(\xi))=\max(1-c^{*}(\xi), k(c^{*}(\xi)+\gamma^{*}(\xi)-1))$,
.
$\xi$ $\geq$ $\frac{(k+1)\lambda}{1-(k+2)\lambda}$
$0<k \leq\frac{1-2\lambda}{\lambda}$ , $\lambda=\frac{c_{1}+\gamma_{1}-1}{c_{1}}$ . (13)
,
$P_{F}^{\varphi_{1}}(a)= \bigcup_{\varphi_{1}(c,\gamma)\leq a}P_{F}(c, \gamma)=P_{F}(1-a,$ $\frac{(k+1)a}{k})$ ,
$b_{T}^{\varphi_{1}}(J_{1}(a), F_{\eta})=B_{T}(1-J_{1}(a),$ $( \frac{k+1}{k})J_{1}(a);F_{\eta})$
. .
6.2 $(c_{1}, \gamma_{1})$ $\Omega_{1}$ . $T$ $\theta$ , $W\in \mathcal{W}_{F_{0},\lambda}$
$\eta:\rho(\theta,\eta)\leq\overline{b}_{v,W_{\lambda}}\sup B_{T}((1-\lambda)\frac{a}{1+a},F_{\theta})(1-J_{1}(a),$
$( \frac{k+1}{k})J_{1}(a);F_{\eta})\geq\frac{1}{2}\tilde{b}_{v,W_{\lambda}}((1-\lambda)\frac{a}{1+a},$ $F_{\theta})$ ,
.
$c\geq 1$ $B_{T}(c, \gamma;F)$ . $\Omega_{2},$ $\varphi_{2}(c, \gamma),$ $J_{2}(\xi)$
.
$\Omega_{2}$ $=$ $\{(c, \gamma)$ : $1\leq c<\infty,$ $0 \leq\gamma<\frac{1}{2}\}$ ,
$\varphi_{2}(c, \gamma)$ $=$ $\varphi_{k,\lambda}^{(2)}(c, \gamma)=\max(c-1, k\gamma-1)$,










$P_{F}^{\varphi_{2}}(a)=$ $\cup$ $P_{F}(c, \gamma)=P_{F}(a+1,$ $\frac{a+1}{k})$ ,
$\varphi_{2}(c,\gamma)\leq a$
$b_{T}^{\varphi 2}(J_{2}(a), F_{\eta})$ $=$ $B_{T}(J_{2}(a)+1,$ $\frac{1}{k}(J_{2}(a)+1);F_{\eta})$ . (15)
. , .
6.3 $(c_{2}, \gamma_{2})$ $\Omega_{2}$ . $T$ $\theta$ , $W\in \mathcal{W}_{F_{0},\lambda}$
$\sup$ $B_{T}(J_{2}(a)+1,$ $\frac{1}{k}(J_{2}(a)+1);F_{\eta})\geq$
$\eta$ : $\rho(\theta,\eta)\leq\tilde{b}_{v,W_{\lambda}}((1-\lambda)\frac{a}{1+a}, F_{\theta})$
$\frac{1}{2}\tilde{b}_{v,W_{\lambda}}((1-\lambda)\frac{a}{1+a},$ $F_{\theta})$ , (16)
.
7
$y_{i}$ $=$ $\theta_{0}’ x_{i}+\beta_{0}+u_{i}$ , $i=1,$ $\cdots n$
. $x_{i}=(x_{i1}, \ldots, x_{ip})’$ $p$ $R^{p}$
, $\theta_{0}=(\theta_{01}, \ldots, \theta_{0p})’$ , $\beta_{0}$ , $u_{i}$ $x_{i}$
. $F_{0}$ $u_{i}$ , $G_{0}$ $x_{i}$ , $H_{0}$ $(y_{i}, x_{i})$
. , $T$ $R^{p+1}$ $H$ $H$
$\theta_{0}$ . $H$ $T$
$b(T, H)=\{[T(H)-\theta_{0}]’\Sigma_{0}[T(H)-\theta_{0}]\}^{1/2}$
. , $\Sigma_{0}$ . $T$
, $b(T, H)$ , $\theta_{0}=0,$ $\Sigma_{0}=I$
, $b(T, H)=||T(H)||$ . , $P_{H_{0}}(c, \gamma)$ $T$
$B_{T}(c, \gamma)=\sup\{b(T, H) : H\in P_{H_{0}}(c,\gamma)\}$
140
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, $T$ $T(H_{0})=0$ .
$H$ $T_{0}$
$b(H)=|T_{0}(H)-\beta_{0}+(T(H)-\theta_{0})’\mu_{0}|$ ,
. $\mu_{0}$ $x$ $G_{0}$ .
$\theta_{0}=\mu_{0}=0,$ $\beta_{0}=0$ ,
$b(H)=|T_{0}(H)|$
, $P_{H_{0}}(c, \gamma)$ $T_{0}$
$B_{T_{0}}(c, \gamma)=$ $\sup$ $|T_{0}(H)|$
$H\in \mathcal{P}_{H_{0}}(c,\gamma)$
.
$T_{0}$ , $T$ :
$[T_{0}(H), T(H)]= \arg\min_{\beta,\theta}J(F_{H,\beta},\theta)$ , (17)
$J(\cdot)$ , $F_{H,\beta},\theta$ $H$ $r_{i}(\beta, \theta)=$
$|y_{i}-\beta-\theta’x_{i}|$ . , $\mathrm{S}$ , $\tau$ , $\mathrm{R}$
(Berrendero and Zamar, 2001 ). $H$
$(y_{1}, x_{1}),$ $\ldots,(y_{n}, x_{n})$ $H_{n}$ , $T_{n}=T(H_{n})$ $\theta_{0}$
. $T$ $T_{0}$ $P_{H_{0}}(c, \gamma)$ (residual admissible) ,
$(0, \infty)$
$F_{1}(v)$ $<$ $F_{2}(v)$ , $\forall_{v\geq 0}$
, $(0, \infty)$ FHn’T0(Hn),T(H (v), $F_{H_{n},\beta^{\mathrm{r}}},*\theta(v)$
$\lim_{narrow\infty}F_{H}$,,5(H ),T(Hn)(v) $=$ $F_{1}$ (v), $\forall_{v>0}$
$\lim_{narrow\infty}F_{H_{n},\beta^{*,\theta^{*(v)}}}$ $=$ $F_{2}(v)$ , $\forall_{v>0}$
, $\{H_{n}\}\subset P_{H_{0}}(c, \gamma),$ $\theta^{*}\in R^{p}$ $\beta^{*}\in R$
(Yohai and Zamar, 1993 ).
$\varphi=\{W_{\beta},\theta\in \mathcal{W}_{H_{0},\lambda} : \beta\in R, \theta\in R^{p}\}$ $H_{0}-W_{\beta},\theta$ $|y-\beta-\theta’x|$
$F_{\varphi,\beta},\theta(=F_{(H_{0}-W_{\rho,\theta}),\beta},\theta)$
$\beta$ $||\theta||$ $W_{\beta},\theta$ ,
$\varphi$
$\bigwedge_{\Pi}$ $F$ . $\hat{\varphi}=\{\hat{W}\beta,\theta\}$
$\varphi^{*}=\{W_{\beta,\theta}^{*}\}$ .
$\hat{W}_{\beta,\theta}(B)$ $=$ $H_{0}(B\cap\{$ $|y- \beta-\theta’x|\geq a_{\beta,||\theta||}(\frac{c+\gamma-1}{c})\}),$
$\forall_{B\in B^{p+1}}$ ,
$W_{\beta,\theta}^{*}(B)$ $=$ $H_{0}(B\cap\{$ $|y- \beta-\theta’x|\leq a_{\beta,||\theta||}(\frac{1-\gamma}{c})\})$ , $\forall_{B\in B^{p+1}}$ ,
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$a_{\beta,||\theta||}(\eta)(0<\eta<1)$ $|y-\beta-\theta’x|$ 100\eta % , ,
$H_{0}(|y-\beta-\theta’x|\geq a_{\beta,||\theta||}(\eta))=\eta$.
, $d_{\varphi}=J[cF_{\varphi,0,0}+\gamma\delta_{\infty}]$ ,
$m_{\varphi}(t)=$ inf $\inf J[cF_{\varphi,\beta},\theta+\gamma\delta_{0}]$ , (18)
$||\theta||=t^{\beta\in R}$
. , $\delta_{0}$ , \mbox{\boldmath $\delta$} , 0 $\infty$ 1 .
.
Al (a) $F,G$ $[0, \infty)$ , $\forall u\geq 0$ $F(u)\leq G(u)$
$J(F)\geq J(G)$ .
(b) $\{F_{n}\},\{G_{n}\}$ $[0, \infty)$ $(0, \infty)$ , $F_{n}(u)arrow F(u)$
$G_{n}(u)arrow G(u)$ . , $F,G$ $(0, \infty)$ ( 1




(c) $F,G$ $[0, \infty)$ , $F$ .
$J(cF_{H-W^{*}}+\gamma\delta_{\infty})$ $\geq$ $J(cF_{H-W}+ \gamma\delta_{\infty})\approx\lim_{narrow\infty}J(cF_{H-W}+\gamma U_{n})$
$\geq$ $J(cF_{H-W}+\gamma G)\geq J(cF_{H-\hat{W}}+\gamma G)$ .
$U_{n}$ $[n- \frac{1}{n}, n+\frac{1}{n}]$ .
A2. $F_{0}$ $f_{0}$ $(f_{0}(u)>0, \forall u\in R)$ ,
$P_{G\mathrm{o}}(x’\theta=c_{1})<1,$ $\forall\theta\in R^{p}(\theta\neq 0),$ $c_{1}\in R$ .
7.1 Al(b) A2
$J(cF_{\varphi,\beta(\theta),\theta}+ \gamma\delta_{0})=\inf_{\beta\in R}J(cF_{\varphi,\beta,\theta}+\gamma\delta_{0})$
$\beta(\theta)\in R$ . , $\forall_{t}>0,$ $\forall\theta\in\{\theta : ||\theta||=t\}$ $|\beta(\theta)|\leq$
$K_{t}$ $K_{t}>0$ .
7.2 A2 , $||\theta||=1,$ $\lambda>0,$ $u>0$ , $F_{\varphi,\lambda\beta,\lambda\theta}(u)$ $\lambda$
.








7.1 $T$ (17) .
$T(c, \gamma)\leq B_{T}(c, \gamma)\leq\overline{B}_{T}(c, \gamma)$ , $( \gamma<\min(b, 1-b)$ ),
$B_{T}(c, \gamma)=\infty$ , $( \gamma\geq\min(b, 1-b)$ ).
$\overline{B}_{T}(c, \gamma)=m_{\hat{\varphi}}^{-1}(d_{\varphi}*)$ , $\underline{B}_{T}(c, \gamma)=\sup_{\varphi\in \mathcal{F}}m_{\varphi}^{-1}(d_{\varphi})$ .
[1] $\mathrm{A}\mathrm{n}\mathrm{d}\mathrm{o},\mathrm{M}$ . and $\mathrm{K}\mathrm{i}\mathrm{m}\mathrm{u}\mathrm{r}\mathrm{a},\mathrm{M}.(1999)$ On the maximum bias of the least $\alpha$-quantile es-
timators for robust regression over neighborhoods defined by special capacities,
Nanzan Management Review, 14, 383-396. (in Janapnese)
[2] $\mathrm{A}\mathrm{n}\mathrm{d}\mathrm{o},\mathrm{M}$ . and $\mathrm{K}\mathrm{i}\mathrm{m}\mathrm{u}\mathrm{r}\mathrm{a},\mathrm{M}.(200\mathrm{l}\mathrm{a})$ . Acharacterization of the neighborhoods defined
by certain special capacities and their applications to bias-robustness of estimates,
J. Statist. Plann. Inference. To appear.
[3] $\mathrm{A}\mathrm{n}\mathrm{d}\mathrm{o},\mathrm{M}$ . and $\mathrm{K}\mathrm{i}\mathrm{m}\mathrm{u}\mathrm{r}\mathrm{a},\mathrm{M}.(200\mathrm{l}\mathrm{b})$The maximum asymptotic bias of $\mathrm{S}$-estimates for
regression over the neighborhoods defined by certain special capacities, Technical
Report NANZAN-TR-2001-02, Nanzan Academic Society, Submitted.
[4] $\mathrm{B}\mathrm{e}\mathrm{r}\mathrm{r}\mathrm{e}\mathrm{n}\mathrm{d}\mathrm{e}\mathrm{r}\mathrm{o},\mathrm{J}.\mathrm{R}$ . and $\mathrm{Z}\mathrm{a}\mathrm{m}\mathrm{a}\mathrm{r},\mathrm{R}.\mathrm{H}.(2001)$ . Maximum bias curves for robust regres-
sion with non-elliptical regressors, Ann. Statist., 29, 224-251.
[5] $\mathrm{C}\mathrm{h}\mathrm{e}\mathrm{n},\mathrm{Z}.(1998)$ . Anote on bias robustness of the median, Statist. Probab. Lett.,
38, 363-368.
[6] Davies, $\mathrm{P}.\mathrm{L}.(1990)$ . Asymptotics of $\mathrm{S}$-estimators in the linear regression models.
Ann. Statist., 18, 1651-1675.
[7] $\mathrm{H}\mathrm{e},\mathrm{X}$ . and $\mathrm{S}\mathrm{i}\mathrm{m}\mathrm{p}\mathrm{s}\mathrm{o}\mathrm{n},\mathrm{D}.\mathrm{G}.(1993)$. Lower bounds for contamination bias:glObally
minimax versus locally linear estimation, Ann. Statist., 21, 314-337.
[8] H\"ossjer, O.(1992). On the optimality of $\mathrm{S}$-estimators. Statistics and Probability
Letters, 14, 413-419.
[9] $\mathrm{H}\mathrm{u}\mathrm{b}\mathrm{e}\mathrm{r},\mathrm{P}.\mathrm{J}.(1964)$ . Robust estimation of alocation parameter, Ann. Math. Statist.,
35, 73-101.
143
[10] $\mathrm{H}\mathrm{u}\mathrm{b}\mathrm{e}\mathrm{r},\mathrm{P}.\mathrm{J}.(1981)$ . Robust Statistics, Wiley, New York.
[11] $\mathrm{M}\mathrm{a}\mathrm{r}\mathrm{t}\mathrm{i}\mathrm{n},\mathrm{R}.\mathrm{D}.,$ $\mathrm{Y}\mathrm{o}\mathrm{h}\mathrm{a}\mathrm{i},\mathrm{V}.\mathrm{J}.$ and $\mathrm{Z}\mathrm{a}\mathrm{m}\mathrm{a}\mathrm{r},\mathrm{R}.\mathrm{H}.(1989)$ . ${\rm Min}- \max$ bias robust regression,
Ann. Statist., 17, 1608-1630.
[12] $\mathrm{R}\mathrm{i}\mathrm{e}\mathrm{d}\mathrm{e}\mathrm{r},\mathrm{H}.(1977)$. Least favorable pairs for special capacities. Ann. Statist., 6, 1080-
1094.
[13] Rousseeuw, $\mathrm{P}.\mathrm{J}.(1984)$ . Least median of squares regression, J. Amer. Statist. As-
soc. 79 871-880.
[14] Rousseeuw, $\mathrm{P}.\mathrm{J}$ . and Yohai, V.(1984). Robust regression by means of S-estimators,
Robust and Nonlinear Time Series Analysis. Lecture Notes in Statist, 26, Springer,
New York, 256-272.
[15] Rousseeuw, $\mathrm{P}.\mathrm{J}$ . and Croux, C.(1993). Alternatives to the median absolute devia-
tion, J. Amer. Statist. Assoc., 88, 1273-1283.
[16] $\mathrm{Y}\mathrm{o}\mathrm{h}\mathrm{a}\mathrm{i},\mathrm{V}.\mathrm{J}$ . and $\mathrm{Z}\mathrm{a}\mathrm{m}\mathrm{a}\mathrm{r},\mathrm{R}.\mathrm{H}.(1993)$ . Aminimax-bias property of the least $\alpha$-quantfle
estimates, Ann. Statist., 21, 1824-1842.
144
