We study the Minimum Crossing Number problem: given an n-vertex graph G, the goal is to find a drawing of G in the plane with minimum number of edge crossings. This is one of the central problems in topological graph theory, that has been studied extensively over the past three decades. The first non-trivial efficient algorithm for the problem, due to Leighton and Rao, achieved an O`n log 4 n´-approximation for bounded degree graphs. This algorithm has since been improved by poly-logarithmic factors, with the best current approximation ratio standing on O " n · poly(d) · log 3/2 n " for graphs with maximum degree d. In contrast, only APXhardness is known on the negative side. In this paper we present an efficient randomized algorithm to find a drawing of any n-vertex graph G in the plane with O`OPT 10 · poly(d · log n)´crossings, where OPT is the number of crossings in the optimal solution, and d is the maximum vertex degree in G. This result implies anÕ " n 9/10 · poly(d) " -approximation for Minimum Crossing Number, thus breaking the long-standingÕ(n)-approximation barrier for bounded-degree graphs.
every edge into a continuous curve connecting the images of its endpoints. We assume that no three curves meet at the same point, and no curve contains an image of any vertex other than its endpoints. A crossing in such a drawing is a point where the images of two edges intersect, and the crossing number of a graph G, denoted by OPTcr(G), is the smallest number of crossings achievable by any drawing of G in the plane. The goal in the Minimum Crossing Number problem is to find a drawing of the input graph G with minimum number of crossings. We denote by n the number of vertices in G, and by dmax its maximum vertex degree.
The concept of the graph crossing number dates back to 1944, when Pál Turán has posed the question of determining the crossing number of the complete bipartite graph Km,n. This question was motivated his work at a brick factory (see Turán's account in [29] ). Later, Anthony Hill (see [14] ) has posed the question of computing the crossing number of the complete graph Kn. Since then, the problem has become a subject of intense study, with hundreds of papers written on the subject (see, e.g. the extensive bibliography maintained by Vrt'o [30] .) Despite this enormous stream of results and ideas, some of the most basic questions about the crossing number problem remain unanswered. For example, the crossing number of K11 was established just a few years ago ( [25] ), while the answer for Kt, t ≥ 13, remains elusive. We note that in general OPTcr(G) can be as large as Ω(n 4 ), for example for the complete graph. In particular, one of the famous results in this area, due to Ajtai et al. [1] and Leighton [20] states that if |E(G)| ≥ 4n, then OPTcr(G) = Ω(|E(G)| 3 /n 2 ). In this paper we focus on the algorithmic aspect of the problem. The first non-trivial algorithm for Minimum Crossing Number was obtained by Leighton and Rao [21] , who combined their breakthrough result on balanced separators with the techniques of Bhatt and Leighton [4] for VLSI design, to obtain an algorithm that finds a drawing of any bounded-degree n-vertex graph with at most O(log 4 n)·(n+ OPTcr(G)) crossings. This bound was later improved to O(log 3 n) · (n + OPTcr(G)) by Even, Guha and Schieber [10] , and the new approximation algorithm of Arora, Rao and Vazirani [3] for Balanced Cut gives a further improvement to O(log 2 n) · (n + OPTcr(G)), thus implying an O(n · log 2 n)-approximation for Minimum Crossing Number on boundeddegree graphs. This result can also be extended to general graphs with maximum vertex degree dmax, where the approximation factor becomes O(n·poly(dmax)·log 2 n). Chuzhoy, Makarychev and Sidiropoulos [9] have recently improved this result to an O(n · poly(dmax) · log 3/2 n)-approximation. On the negative side, the problem was shown to be NP-complete by Garey and Johnson [11] , and remains NP-complete even on cubic graphs [15] . More surprisingly, even in the very restricted case, where the input graph G is obtained by adding a single edge to a planar graph, the problem is still NPcomplete [6] . The NP-hardness proof of [11] , combined with the inapproximability result for Minimum Linear-Arrangement [2] , implies that there is no PTAS for Minimum Crossing Number unless NP has randomized subexponential time algorithms.
To summarise, although current lower bounds do not rule out the possibility of a constant-factor approximation for the problem, the state of the art, prior to this work, only gives anÕ(n · poly(dmax))-approximation. In view of this glaring gap in our understanding of the problem, a natural question is whether we can obtain good algorithms for the case where the optimal solution cost is low -arguably, the most interesting setting for this problem. A partial answer was given by Grohe [13] , who showed that the problem is fixedparameter tractable. Specifically, Grohe designed an exact O(n 2 )-time algorithm, for the case where the optimal solution cost is bounded by a constant. Later, Kawarabayashi and Reed [19] have shown a linear-time algorithm for the same setting. Unfortunately, the running time of both algorithms depends super-exponentially on the optimal solution cost.
Our main result is an efficient randomized algorithm, that, given as input any n-vertex graph with maximum degree dmax, with high probability produces a drawing of G with O`(OPTcr(G)) 10 · poly(dmax · log n)´crossings. In particular, we obtain an O " n 9/10 · poly(dmax · log n) " -approximation for general graphs, and anÕ(n 9/10 )-approximation for boundeddegree graphs, thus breaking the long standing barrier of O(n)-approximation for this setting.
We note that many special cases of the Minimum Crossing Number problem have been extensively studied, with better approximation algorithms known for some. Examples include k-apex graphs [8, 9] , bounded genus graphs [5, 16, 12, 17, 9] and minor-free graphs [32] . Further overview of work on Minimum Crossing Number can be found in the expositions of Richter and Salazar [27] , Pach and Tóth [24] , Matoušek [23] , and Székely [28] .
Our results and techniques.
Our main result is summarized in the following theorem. Theorem 1.1 There is an efficient randomized algorithm, that, given any n-vertex graph G with maximum degree dmax, with high probability finds a drawing of G in the plane with O`(OPTcr(G)) 10 · poly(dmax · log n)´crossings.
Combining this theorem with the algorithm of Even et al. [10] , we obtain the following corollary. Corollary 1.1 There is an efficient randomized approximation algorithm for Minimum Crossing Number, whose approximation factor is O " n 9/10 · poly(dmax · log n) " .
We now give an overview of our techniques. Instead of directly solving the Minimum Crossing Number problem, it is more convenient to work with a closely related problem -Minimum Planarization. In this problem, given a graph G, the goal is to find a minimum-cardinality subset E * of edges, such that the graph G \ E * is planar. The two problem are closely related, and this connection was recently formalized by [9] , in the following theorem: Theorem 1.2 ( [9] ) Let G = (V, E) be any n-vertex graph of maximum degree dmax, and suppose we are given a subset E * ⊂ E of edges, |E * | = k, such that G\E * is planar. Then there is an efficient algorithm to find a drawing of G in the plane with at most O`d Therefore, in order to solve the Minimum Crossing Number problem, it is sufficient to find a good solution to the Minimum Planarization problem on the same graph. We note that an O( √ n log n · dmax)-approximation algorithm for the Minimum Planarization problem follows easily from the Planar Separator theorem of Lipton and Tarjan [22] (see e.g. [9] ), and we are not aware of any other algorithmic results for the problem. Our main technical result is the proof of the following theorem, which, combined with Theorem 1.2, implies Theorem 1.1.
Theorem 1.3
There is an efficient randomized algorithm, that, given an n-vertex graph G = (V, E) with maximum degree dmax, finds a subset E * ⊆ E of edges, such that G\E * is planar, and with high probability
We now describe our main ideas and techniques. Given an optimal solution ϕ to the Minimum Crossing Number problem on graph G, we say that an edge e ∈ E(G) is good iff it does not participate in any crossings in ϕ. For convenience, we consider a slightly more general version of the problem, where, in addition to the graph G, we are given a simple cycle X ⊆ G, that we call the bounding box, and our goal is to find a drawing of G, such that the edges of X do not participate in any crossings, and all vertices and edges of G\X appear on the same side of the closed curve to which X is mapped. In other words, if γX is the simple closed curve to which X is mapped, and F1, F2 are the two faces into which γX partitions the plane, then one of the faces F ∈ {F1, F2} must contain the drawings of all the edges and vertices of G \ X. Such a drawing is called a drawing of G inside the bounding box X. Since we allow X to be empty, this is indeed a generalization of the Minimum Crossing Number problem. In fact, from Theorem 1.2, it is enough to find what we call a weak solution to the problem, namely, a small-cardinality subset E * of edges with E * ∩ E(X) = ∅, such that there is a planar drawing of the remaining graph G \ E * inside the bounding box X. Our proof consists of three major ingredients that we describe below.
The algorithm is iterative. Throughout the algorithm, we gradually remove some edges from the graph, and gradually build a planar drawing of the remaining graph. One of the central notions we use is that of graph skeletons. A skeleton K of graph G is simply a sub-graph of G, that contains the bounding box X, and has a unique planar drawing (for example, it may be convenient to think of K as being 3-vertex connected). Given a skeleton K, and a small subset E of edges (that we eventually remove from the graph), we say that K is an admissible skeleton iff all the edges of K are good, and each connected component of G \ (K ∪ E ) contains only a small number of vertices (say, at most (1 − 1/ρ)n, for some balance parameter ρ). Since K has a unique planar drawing, and all of its edges are good, we can find its unique planar drawing efficiently, and it must be identical to the drawing ϕK of K induced by the optimal solution ϕ. Let F be the set of faces in this drawing. Since K only contains good edges, for each connected component C of G \ (K ∪ E ), all edges and vertices of C must be drawn completely inside one of the faces FC ∈ F in ϕ. Therefore, if, for each such connected component C, we can identify the face FC inside which it needs to be embedded, then we can recursively solve the problems induced by each such component C, together with the bounding box formed by the boundary of FC . In fact, given an admissible skeleton K, we show that we can find a good assignment of the connected components of G \ (K ∪ E ) to the faces of F, so that, on the one hand, all resulting sub-problems have solutions of total cost at most OPTcr(G), while, on the other hand, if we combine weak solutions to these sub-problems with the set E of edges, we obtain a feasible weak solution to the original problem. The assignment of the components to the faces of F is done by reducing the problem to an instance of the Min-Uncut problem. We defer the details of this part to later sections, and focus here on finding an admissible skeleton K.
Our second main ingredient is the use of well-linked sets of vertices, and well-linked balanced bi-partitions. Given a set S of vertices, let G[S] be the sub-graph of G induced by S, and let Γ(S) be the subset of vertices of S adjacent to the edges in E(S, S). Informally, we say that S is α-well-linked, iff every pair of vertices in Γ(S) can send one flow unit to each other, with overall congestion bounded by α|Γ(S)|. We say that a bi-partition (S, S) of the vertices of G is ρ-balanced and α-well-linked, iff |S|, |S| ≥ n/ρ, and both S and S are α-well-linked. Suppose we can find a ρ-balanced, α-well linked bi-partition of G (it is convenient to think of ρ, α = poly(dmax · log n)). In this case, we show a randomized algorithm, that w.h.p. constructs an admissible skeleton K, as follows. Let P, P be the collections of the flow-paths in G[S] and G[S] respectively, guaranteed by the well-linkedness of S and S. Since the congestion on all edges is relatively low, only a small number of paths in P ∪ P contain bad edges. Therefore, if we choose a random collection of paths from P and P with appropriate probability, the resulting skeleton K, obtained from the union of these paths, is unlikely to contain bad edges. Moreover, we can show that w.h.p., every connected component of G \ K only contains a small number of edges in E(S, S). It is still possible that some connected component C of G\K contains many vertices of G. However, only one such component C may contain more than n/2 vertices. Let E be the subset of edges in E(S, S), that belong to C. Then, since the original cut (S, S) is ρ-balanced, once we remove the edges of E from C, it will decompose into small enough components. This will ensure that all connected components of G \ (K ∪ E ) are small enough, and K is admissible.
Using these ideas, given an efficient algorithm for computing ρ-balanced α-well-linked cuts, we can obtain an algorithm for the Minimum Crossing Number problem. Unfortunately, we do not have an efficient algorithm for computing such cuts. We can only compute such cuts in graphs that do not contain a certain structure, that we call nasty vertex sets. Informally, a subset S of vertices is a nasty set, iff |S| >> |E(S, S)| 2 , and the sub-graph G[S] induced by S is planar. We show an algorithm, that, given any graph G, either produces a ρ-balanced α-well linked cut, or finds a nasty set S in G. Therefore, if G does not contain any nasty sets, we can compute the ρ-balanced α-well-linked biparitition of G, and hence obtain an algorithm for Minimum Crossing Number. Moreover, given any graph G, if our algorithm fails to produce a good solution to the Minimum Crossing Number problem on G, then w.h.p. it returns a nasty set of vertices in G.
The third major component of our algorithm is handling the nasty sets. Suppose we are given a nasty set S, and assume for now that it is also α-well-linked for some parameter α = poly(log n). Let Γ(S) denote the endpoints of the edges in E(S, S) that belong to S, and let |Γ(S)| = z. Recall that |S| >> z 2 , and G[S] is planar. Intuitively, in this case we can use the z × z grid to "simulate" the sub-graph G[S]. More precisely, we replace the sub-graph G[S] with the z × z grid ZS, and identify the vertices of the first row of the grid with the vertices in Γ(S). We call the resulting graph the contracted graph, and denote it by G |S . Notice that the number of vertices in G |S is smaller than that in G. When S is not well-linked, we perform a simple well-linked decomposition procedure to partition S into a collection of well-linked subsets, and replace each one of them with a grid separately. Given a drawing of the resulting contracted graph G |S , we say that it is a canonical drawing if the edges of the newly added grids do not participate in any crossings. Similarly, we say that a planarizing subset E * of edges is a weak canonical solution for G |S , iff the edges of the grids do not belong to E * . We show that the crossing number of G |S is bounded by poly(dmax · log n)OPTcr(G), and this bound remains true even for canonical drawings. On the other hand, we show that given any weak canonical solution E * for G |S , we can efficiently find a weak solution of comparable cost for G. Therefore, it is enough to find a weak feasible canonical solution for graph G |S . However, even the contracted graph G |S may still contain nasty sets. We then show that, given any nasty set S in G |S , we can find another subset S of vertices in the original graph G, such that the contracted graph G |S contains fewer vertices than G |S . The crossing number of G |S is again bounded by poly(dmax · log n)OPTcr(G) even for canonical drawings, and a weak canonical solution to G |S gives a weak solution to G as before.
Our algorithm then consists of a number of stages. In each stage, it starts with the current contracted graph G |S (where in the first stage, S = ∅, and G |S = G). It then either finds a good weak canonical solution for problem G |S , thus giving a feasible solution to the original problem, or returns a nasty set S in graph G |S . We then construct a new contracted graph G |S , that contains fewer vertices than G |S , and becomes the input to the next stage.
Organization.
We start with some basic definitions, notation, and general results on cuts and flows in Section 2. We then present a more detailed algorithm overview in Section 3. Section 4 is devoted to the graph contraction step, and the rest of the algorithm is outlined in Section 5. Our conclusions appear in Section 6. Due to lack of space, we are unable to provide a detailed description of the algorithm and the proof of its correctness. A full version of the paper, containing the detailed algorithm description and correctness proof is available from the author's web-page, and as arXiv report, arXiv:1012.0255v1.
PRELIMINARIES AND NOTATION
In order to avoid confusion, throughout the paper, we denote the input graph by G, with |V (G)| = n, and maximum vertex degree dmax. In statements regarding general arbitrary graphs, we will denote them by G, to distinguish them from the specific graph G.
General Notation
We use the words "drawing" and "embedding" interchangeably. Given any graph G, a drawing ϕ of G, and any subgraph H of G, we denote by ϕH the drawing of H induced by ϕ, and by crϕ(G) the number of crossings in the drawing ϕ of G. Notice that we can assume w.l.o.g. that no edge crosses itself in any drawing. For any pair E1, E2 ⊆ E(G) of subsets of edges, we denote by crϕ(E1, E2) the number of crossings in ϕ in which the images of the edges of E1 intersect the images of the edges of E2, and by crϕ(E1) the number of crossings in ϕ in which the images of the edges of E1 intersect with each other. Given two disjoint sub-graphs H1, H2 of G, we will sometimes write crϕ(H1, H2) instead of crϕ(E(H1), E(H2)), and crϕ(H1) instead of crϕ(E(H1)). If G is a planar graph, and ϕ is a drawing of G with no crossings, then we say that ϕ is a planar drawing of G. For a graph G = (V, E), and subsets V ⊆ V , E ⊆ E of its vertices and edges respectively, we denote by G[V ], G \ V , and G \ E the sub-graphs of G induced by V , V \ V , and E \ E , respectively. Definition 2.1 Let γ be any closed simple curve, and let F1, F2 be the two faces into which γ partitions the plane. Given any drawing ϕ of a graph G, we say that G is embedded inside γ, iff one of the faces F ∈ {F1, F2} contains the images of all edges and vertices of G (the images of the vertices of G may lie on γ). Similarly, if C ⊆ G is a simple cycle, then we say that G is embedded inside C, iff the edges of C do not participate in any crossings, and G \ E(C) is embedded inside γC -the simple closed curve to which C is mapped.
Given a graph G and a bounding box X, we define the problem π(G, X), that we use extensively. Definition 2.2 Given a graph G and a simple (possibly empty) cycle X ⊆ G, called the bounding box, a strong solution for problem π(G, X), is a drawing ψ of G, in which G is embedded inside the bounding box X, and its cost is the number of crossings in ψ. A weak solution to problem π(G, X) is a subset E ⊆ E(G) \ E(X) of edges, such that G \ E has a planar drawing, in which it is embedded inside the bounding box X.
Notice that in order to prove Theorem 1.3, it is enough to find a weak solution for problem π(G, X0), where X0 = ∅, of cost O`(OPTcr(G)) 5 poly(dmax · log n)´.
Definition 2.3
For any graph G = (V, E), a subset V ⊆ V of vertices is called a c-separator, iff |V | = c, and the graph G \ V is not connected. We say that G is c-connected iff it does not contain c -separators, for any 0 < c < c.
We will use the following three well-known results: [20] ) Let G be any graph with n vertices and m ≥ 4n edges. Then OPTcr(G) = Ω(m 3 /n 2 ) = Ω(n).
Well-linkedness
Definition 2.4 Let G = (V, E) be any graph, and J ⊆ V any subset of its vertices. We denote by outG(J) = EG(J, V \ J), and we call the edges in outG(J) the terminal edges for J. For each terminal edge e = (u, v), with u ∈ J, v ∈ J, we call u the interface vertex and v the terminal vertex for J. We denote by ΓG(J) and TG(J) the sets of all interface and terminal vertices for J, respectively, and we omit the subscript G when clear from context (see Fig- Definition 2.5 Given a graph G, a subset J of its vertices, and a parameter α > 0, we say that J is α-well-linked, iff for any partition (J1, J2) of J, if we denote by T1 = out(J1) ∩ out(J), and by
Notice that if G is a connected graph and J ⊂ V (G) is α-well-linked for any α > 0, then G[J] must be connected. Finally, we define ρ-balanced α-well-linked bi-partitions. Definition 2.6 Let G be any graph, and let ρ > 1, 0 < α ≤ 1 be any parameters. We say that a bi-partition (S, S) of V (G) is ρ-balanced and α-well-linked, iff |S|, |S| ≥ |V (G)|/ρ and both S and S are α-well-linked.
Canonical Vertex Sets and Solutions
As already mentioned in the Introduction, we will perform a number of graph contraction steps on the input graph G, where in each such graph contraction step, a sub-graph of G will be replaced with a grid. So in general, if H is the current graph, we will also be given a collection Z of disjoint subsets of vertices of H, such that for each Z ∈ Z, H[Z] is the kZ × kZ grid, for some kZ ≥ 2. We will also ensure that ΓH (Z) is precisely the set of the vertices in the first row of the grid H[Z], and the edges in outH (Z) form a matching between ΓH (Z) and TH (Z). Given such a graph H, and a collection Z of vertex subsets, we will be looking for solutions in which the edges of the grids H[Z] do not participate in any crossings. This motivates the following definitions of canonical vertex sets and canonical solutions.
Assume that we are given a graph G and a collection Z of disjoint subsets of vertices of G, (but some vertices of G may not belong to any subset Z ∈ Z). Definition 2.7 We say that a subset J ⊆ V of vertices is canonical for Z iff for each Z ∈ Z, either Z ⊆ J, or Z ∩ J = ∅.
We next define canonical drawings and canonical solutions w.r.t. the collection Z of subsets of vertices:
Definition 2.9 Given a graph G, a simple cycle X ⊆ G (that may be empty), and a collection Z of disjoint subsets of vertices of G, a strong solution to problem π(G, X, Z) is a drawing ψ of G, in which the edges of
o not participate in any crossings, and G is embedded inside the bounding box X. The cost of the solution is the number of edge crossings in ψ. A weak solution to problem π(G, X, Z) is a subset E ⊆ E(G) \ E(X) of edges, such that graph G \ E has a planar drawing inside the bounding box X, and for all Z ∈ Z, E ∩ E(G[Z]) = ∅.
We will sometimes use the above definition for problem π(G , X, Z), where G is a sub-graph of G. That is, some sets Z ∈ Z may not be contained in G , or only partially contained in it. We can then define Z to contain, for each Z ∈ Z, the set Z ∩ V (G ). We will sometimes use the notion of weak or strong solution to problem π(G , X, Z) to mean weak or strong solutions to π(G , X, Z ), to simplify notation.
Well-linked Decompositions
The next theorem summarizes well-linked decomposition of graphs, which has been used extensively in graph decomposition (e.g., see [7, 26] ). Theorem 2.4 (Well-linked decomposition) Given any graph G = (V, E), and any subset J ⊆ V of vertices, we can efficiently find a partition J of J, such that each set J ∈ J is α * -well-linked for α * = Ω(1/(log 3/2 n log log n)), and P J ∈J | out(J )| ≤ 2| out(J)|. We now define some additional properties that set J may possess, that we use throughout the paper. We will then show that if a set J has any collection of these properties, then we can find a well-linked decomposition J of J, such that every set J ∈ J has these properties as well. Definition 2.10 Given a graph G and any subset J ⊆ V (G) of its vertices, we say that J has property (P1) iff the vertices of T (J) are connected in G \ J. We say that it has property (P2) iff there is a planar drawing of J in which all interface vertices Γ(J) lie on the boundary of the same face, that we refer to as the outer face. We denote such a planar drawing by π(J). If there are several such drawing, we select any of them arbitrarily.
The next theorem is an extension of Theorem 2.4, and its proof is omitted due to lack of space. Theorem 2.5 Suppose we are given any graph G = (V, E), a subset J ⊆ V of vertices, and a collection Z of disjoint subsets of vertices of V , such that each set Z ∈ Z is 1-well-linked. Then we can efficiently find a partition J of J, such that each set J ∈ J is α * -well linked for α * = Ω(1/(log 3/2 n log log n)), and P J ∈J | out(J )| ≤ 2| out(J)|. Moreover, if J has any combination of the following three properties: (1) property (P1); (2) property (P2); (3) it is a canonical set for Z, then each set J ∈ J will also have the same combination of these properties.
Throughout the paper, we use α * to denote the parameter from Theorem 2.5.
HIGH LEVEL ALGORITHM OVERVIEW
In this section we provide a high-level overview of the algorithm. We start by defining the notion of nasty vertex sets.
Definition 3.1 Given a graph G, we say that a subset S ⊆ V (G) of vertices is nasty iff it has properties (P1) and (P2), and |S| ≥ Note that we do not require that G[S] is connected. For the sake of clarity, let us first assume that the input graph G contains no nasty sets. Fix any optimal drawing ϕ of G. An edge of G is called good iff it does not participate in any crossings in ϕ. Our algorithm then proceeds as follows. We use a balancing parameter ρ = O(OPTcr(G) · poly(dmax · log n)) whose exact value is set later. The algorithm has O(ρ · log n) iterations. At the beginning of each iteration h, we are given a collection G1, . . . , G k h of k h ≤ OPTcr(G) subgraphs of G, together with bounding boxes Xi ⊆ Gi for all i. The graphs Gi are completely disjoint, except that they may share vertices or edges that belong to their bounding boxes. We are also guaranteed that w.h.p., there is a strong solution to each problem π(Gi, Xi), of total cost at most OPTcr(G). In the first iteration, k1 = 1, and the only graph is G1 = G, whose bounding box is X0 = ∅.
We now proceed to describe each iteration. The idea is to find a skeleton Ki for each graph Gi, with Xi ⊆ Ki, such that Ki only contains good edges -that is, edges that do not participate in any crossings in the fixed optimal solution ϕ, and Ki has a unique planar drawing, in which Xi serves as the bounding box. Therefore, we can efficiently find the drawing ϕK i of the skeleton Ki, induced by the optimal drawing ϕ. We then decompose the remaining graph Gi \E(Ki) into clusters, by removing a small subset of edges from it, so that, on the one hand, for each such cluster C, we know the face FC of ϕK i where we should embed it, while on the other hand, different clusters C, C do not interfere with each other, in the sense that we can find an embedding of each one of these clusters separately, and their embeddings do not affect each other. For each such cluster C, we then define a new problem π(C, γ(FC )), where γ(FC ) is the boundary of the face FC . We will ensure that all resulting sub-problems have strong solutions whose total cost is at most OPTcr(G). In particular, there are at most OPTcr(G) resulting sub-problems, for which ∅ is not a feasible weak solution. Therefore, in the next iteration we will need to solve at most OPTcr(G) new sub-problems. The main challenge is to find, for each graph Gi, a skeleton Ki, such that the number of vertices in each resulting cluster C is bounded by roughly (1 − 1/ρ)|V (Gi)|, so that the number of iterations is indeed bounded by O(ρ log n). We need this bound on the number of iterations, since the probability of successfully constructing the skeletons in each iteration is only (1 − 1/ρ). Roughly speaking, we are able to build the skeleton as required, if we can find a ρ-balanced α-well-linked bipartition of the vertices of Gi, where α = 1/ poly(dmax ·log n). We are only able to find such a partition if no nasty sets exist in G. More precisely, we show an efficient algorithm, that either finds the desired bi-partition, or returns a nasty vertex set.
In order to obtain the whole algorithm, we therefore need to deal with nasty sets. We do so by performing a graph contraction step, which is formally defined in the next section. Informally, given a nasty set S, we find a partition X of S, such that for every pair X, X ∈ X , the graphs G[X], G[X ] share at most one vertex, and no edges. The unique vertex v ∈ X ∩ X must belong to the interface of both X and X . Each such set X is also α * -well-linked, has properties (P1) and (P2), and P X∈X |Γ(X)| ≤ O(|Γ(S)|). We then replace each sub-graph G[X] of G by a grid ZX , whose interface is Γ(X). After we do so for each X ∈ X , we denote by G |S the resulting contracted graph. Notice that we have replaced G[S] by a much smaller graph, whose size is bounded by O(|Γ(S)| 2 ). Let Z denote the collection of sets V (ZX ) of vertices, for X ∈ X . We then show that the cost of the optimal solution to problem π(G |S , ∅, Z) is at most poly(dmax · log n)OPTcr(G). Therefore, we can restrict our attention to canonical solutions only. We also show that it is enough to find a weak solution to problem π(G |S , ∅, Z), in order to obtain a weak solution for the whole graph G. Unfortunately, we do not know how to find a nasty set S, such that the corresponding contracted graph G |S contains no nasty sets. Instead, we do the following. Let H = G |S be the current graph, which is a result of the graph contraction step on some set S of vertices, and let Z be the corresponding collection of sub-sets of vertices representing the grids. Suppose we can find a nasty canonical set R in the graph H. We show that this allows us to find a new set S of vertices in G, such that the contracted graph G |S contains fewer vertices than G |S .
Returning to our algorithm, let G |S be the current contracted graph. We show that with high probability, the algorithm either returns a weak solution for G |S of cost O`(OPTcr(G)) 5 poly(dmax · log n)´, or it returns a nasty canonical subset S of G |S . In the former case, we can recover a good weak solution for the original graph G. In the latter case, we find a subset S of vertices in the original graph G, and perform another contraction step on G, obtaining a new graph G |S , whose size is strictly smaller than that of G |S . We then apply the algorithm to graph G |S . Since the total number of graph contraction steps is bounded by n, after n such iterations, we are guaranteed w.h.p. to obtain a weak feasible solution of cost O`(OPTcr(G)) 5 poly(dmax · log n)t o π(G, ∅), thus satisfying the requirements of Theorem 1.3. We now turn to formal description of the algorithm. One of the main ingredients is the graph contraction step, summarized in the next section.
GRAPH CONTRACTION STEP
The input to the graph contraction step consists of the input graph G, and a subset S ⊆ V (G) of vertices, for which properties (P1) and (P2) hold. It will be convenient to think of S as a nasty set, but we do not require it.
Let C = {G1, . . . , Gq} be the set of all connected components of G[S]. For each 1 ≤ i ≤ q, let Γi = V (Gi) ∩ Γ(S) = Γ(V (Gi)) be the set of the interface vertices of Gi. The goal of the graph contraction step is to find, for each 1 ≤ i ≤ q, a partition Xi of the set V (Gi), that has the following properties. Let X = S q i=1 Xi.
C1. Each set X ∈ X is α * -well-linked, and has properties (P1) and (P2). Moreover, there is a planar drawing π (X) of G[X], and a simple closed curve γX , such that G[X] is embedded inside γX in π (X), and the vertices of Γ(X) lie on γX .
C2. For each X ∈ X , either |Γ(X)| = 2, or there is a partition (C * X , R1, . . . , Rt) of X, such that G[C * X ] is 2-connected and Γ(X) ⊆ C * X . Moreover, for each 1 ≤ t ≤ t, there is a vertex u t ∈ C * X , whose removal from G[X] separates the vertices of R t from the remaining vertices of X.
C3. For each pair X, X ∈ X , the two sets of vertices are completely disjoint, except for possibly sharing one interface vertex, v ∈ Γ(X) ∩ Γ(X ).
C4. For each 1
For each set X ∈ X , we now define a new graph Z X , that will eventually replace the sub-graph G[X] in G. Intuitively, we need Z X to contain the vertices of Γ(X) and to be 1-well-linked w.r.t. these vertices. We also need it to have a unique planar embedding where the vertices of Γ(X) lie on the boundary of the same face, and finally, we need the size of the graph Z X to be relatively small, since this is a graph contraction step. The simplest graph satisfying these properties is a grid of size |Γ(X)| × |Γ(X)|.
Specifically, we first define a graph ZX as follows: if |ΓX | = 1, then ZX consists of a single vertex, and if |ΓX | = 2, then ZX consists of a single edge. Otherwise, ZX is a grid of size |Γ(X)| × |Γ(X)|. In order to obtain the graph Z X , we add the set Γ(X) of vertices to ZX , and add a matching between the vertices of the first row of the grid and the vertices of Γ(X). This is done so that the order of the vertices of Γ(X) along the first row of the grid is the same as their order along the curve γX in the drawing π (X). We refer to these new edges as the matching edges. For the cases where |ΓX | = 1 and |ΓX | = 2, we obtain Z X by adding the vertices of Γ(X) to ZX , and adding an arbitrary matching between ΓX and the vertices of ZX . (See Figure 4.1) .
The contracted graph G |S is obtained from G, by replacing, for each X ∈ X , the subgraph G[X] of G, with the Notice that
(we have used the fact that a vertex may belong to the interface of at most dmax sets X ∈ Xi, and Property (C4)).
Therefore, if the initial vertex set S is nasty, then we have indeed reduced the graph size, as |V (H)| < |V (G)|.
We now define a collection Z of subsets of vertices of H, as follows: Z = {V (ZX ) | X ∈ X }. Notice that these sets are completely disjoint, as ZX does not contain the interface vertices Γ(X). Moreover, for each Z ∈ Z, H[Z] is a grid, ΓH (Z) consists of the vertices in the first row of the grid, and outH (Z) consists of the set of the matching edges, each of which connects a vertex in the first row of the grid Z to a distinct vertex in TH (Z). Using Definitions 2.7 and 2.8, we can now define canonical subsets of vertices, canonical drawings and canonical solutions to the Minimum Planarization problem on H, with respect to Z. Our main result for graph contraction is summarized in the next theorem, whose proof is omitted due to lack of space. Theorem 4.1 Let S ⊆ V (G) be any subset of vertices with properties (P1) and (P2), and let {G1, . . . , Gq} be the set of all connected components of graph G[S]. Then for each 1 ≤ i ≤ q, we can efficiently find a partition Xi of V (Gi), such that the resulting partition X = S q i=1 Xi of S has properties (C1)-(C5). Moreover, there is a canonical drawing of the resulting contracted graph
The next claim shows, that in order to find a good solution to the Minimum Planarization problem on G, it is enough to solve it on G |S . Claim 4.2 Let S be any subset of vertices of G, X any partition of S with properties (C1)-(C5), H = G |S the corresponding contracted graph and Z the collection of grids ZX for X ∈ X . Then given any canonical solution E * to the Minimum Planarization problem on H, we can efficiently find a solution of cost O(dmax)|E * | to Minimum Planarization on G.
Proof. Partition set E * of edges into two subsets: E * 1 contains all edges that belong to sub-graphs Z X for X ∈ X , and E * 2 contains all remaining edges. Notice that since E * is a canonical solution, each edge e ∈ E * 1 must be a matching edge for some graph Z X . Also from the construction of the contracted graph H, all edges in E * 2 belong to E(G). Consider some set X ∈ X , and let Γ (X) ⊆ Γ(X) denote the subset of the interface vertices of Z X , whose matching edges belong to E * 1 . Let Γ = S X∈X Γ (X). We now define a subset E * * 1 of edges of G as follows: for each vertex v ∈ Γ , add all edges incident to v in G to E * * 1 . Finally, we set
Notice that E * * is a subset of edges of G, and |E * * | = |E * *
In order to complete the proof of the claim, it is enough to show that E * * is a feasible solution to the Minimum Planarization problem on G.
Let G = G \ E * * , let H = H \ E * , and let ψ be a planar drawing of H . It is now enough to construct a planar drawing ψ of G . In order to do so, we start from the planar drawing ψ of H . We then consider the sets X ∈ X one-byone. For each such set, we replace the drawing of Z X \Γ (X) with a drawing of G[X]\Γ (X). The drawings of the vertices in Γ(X) are not changed by this procedure. After all sets X ∈ X are processed, we will obtain a planar drawing of graph G (that may also contain drawings of some edges in E * * , that we can simply erase).
Consider some such set X ∈ X . Let G be the current graph (obtained from H after a number of such replacement steps), and let ψ be the current planar drawing of G. Observe that the grid ZX has a unique planar drawing. We say that a planar drawing of graph Z X \ Γ (X) is standard in ψ, iff we can draw a simple closed curve γ X , such that ZX is embedded completely inside γ X ; no other vertices or edges of G are embedded inside γ X ; the only edges that γ X intersects are the matching edges of Z X \ Γ (X), and each such matching edge is intersected exactly once by γ X .
It is possible that the drawing of Z X \ Γ (X) in ψ is not standard. However, since ψ is planar, this can only happen for the following three reasons: (1) some connected component C of the current graph G is embedded inside some face of the grid ZX : in this case we can simply move the drawing of C elsewhere; (2) there is some subset C of V (G), and a vertex v ∈ Γ(X) \ Γ (X), such that ΓG(C) = v, and G[C] is embedded inside one of the faces of the grid ZX incident to the other endpoint of the matching edge of v; and (3) there is some subset C of V (G), and two consecutive vertices u, v ∈ Γ(X) \ Γ (X), such that ΓG(C) = {u, v}, and G[C] is embedded inside the unique face of the grid ZX incident to the other endpoints of the matching edges of u and v. In the latter two cases, we simply move the drawing of C right outside the grid, so that the corresponding matching edges now cross the curve γ (X).
To summarize, we can transform the current planar drawing ψ of the graph G into another planar drawingψ, such that the induced drawing of Z X \ Γ (X) is standard. We can now draw a simple closed curve γ (X), such that Z X \Γ (X) is embedded inside γ (X), no other vertices or edges are embedded inside γ (X), and the set of vertices whose drawings lie on γ (X) is precisely Γ(X) \ Γ (X). Notice that the ordering of the vertices of Γ(X) \ Γ (X) along this curve is exactly the same as their ordering along the curve γ(X) in the planar embedding π (X) of G[X], guaranteed by Property (C1). Let π (X) be the drawing of G[X] \ Γ (X) induced by π (X). We can now simply replace the drawing of Z X \ Γ (X) with the drawing π (X) of G[X] \ Γ (X), identifying the curves γX and γ X , and the drawings of the vertices in Γ(X) \ Γ (X) on them. The resulting drawing remains planar, and the drawings of the vertices in Γ(X) do not change.
Finally, we show that if we find a nasty canonical set in G |S , then we can contract G even further. The proof of the following theorem is omitted due to lack of space. Theorem 4.3 Let S be any subset of vertices of G, X any partition of S with properties (C1)-(C5), H = G |S the corresponding contracted graph, and Z the corresponding collection of grids ZX for X ∈ X . Then given any nasty canonical vertex set R ⊆ V (H), we can efficiently find a subset S ⊆ V (G) of vertices, and a partition X of S , such that properties (C1)-(C5) hold for X , and if H = G |S is the corresponding contracted graph, then |V (H )| < |V (H)|. Moreover, there is a canonical drawing ϕ of H with cr ϕ (H ) = O(d 9 max · log 10 n · (log log n) 4 · OPTcr(G)).
Notice that Claim 4.2 applies to the new contracted graph as well.
THE ALGORITHM
The algorithm consists of a number of stages. In each stage j, we are given as input a subset S of vertices of G, the contracted graph H = G |S , and the collection Z of disjoint sub-sets of vertices of H, corresponding to the grids ZX obtained during the contraction step. The goal of stage j is to either produce a nasty canonical set R in H, or to find a weak feasible solution to problem π(H, ∅, Z). We prove the following theorem.
Theorem 5.1 There is an efficient randomized algorithm, that, given a contracted graph H, a corresponding collection Z of disjoint subsets of vertices of H, and a bound OPT on the cost of the strong optimal solution to problem π(H, ∅, Z), with probability at least 1/ poly(n), produces either a nasty canonical subset R of vertices of H, or a weak feasible solution
We provide a high-level sketch of the proof of this theorem in the rest of this section, but we first show that Theorems 1.3, 1.1 and Corollary 1.1 follow from it. We start with proving Theorem 1.3, by showing an efficient randomized algorithm to find a subset E * ⊆ E(G) of edges, such that G\E * is planar, and |E * | ≤ O((OPTcr(G)) 5 ·poly(dmax· log n)). We assume that we know the value OPTcr(G), by using the standard practice of guessing this value, running the algorithm, and then adjusting the guessed value accordingly. It is enough to ensure that whenever the guessed value OPT ≥ OPTcr(G), the algorithm indeed returns a subset E * of edges, |E * | ≤ O(OPT 5 poly(dmax·log n)), such that G\E * is a planar graph w.h.p. Therefore, from now on we assume that we are given a value OPT ≥ OPTcr(G). The algorithm consists of a number of stages. The input to stage j is a contracted graph H, with the corresponding family Z of vertex sets. In the input to the first stage, H = G, and Z = ∅. In each stage j, we run the algorithm from Theorem 5.1 on the current contracted graph H, and the family Z of vertex subsets. From Theorem 4.1, there is a strong feasible solution to problem π(H, ∅, Z) of cost O(OPT · poly(log n · dmax)), and so we can set the parameter OPT to this value. Whenever the algorithm returns a nasty canonical set R in graph H, we terminate the current stage, and compute a new contracted graph H , guaranteed by Theorem 4.3. Graph H , together with the corresponding family Z of vertex subsets, becomes the input to the next stage. Alternatively, if, after poly(n) executions of the algorithm from Theorem 5.1, no nasty canonical set is returned, then with high probability, one of the algorithm executions has returned a weak feasible solution E * , |E * | ≤ O(OPT 5 poly(dmax · log n)) for problem π(H, ∅, Z). From Claim 4.2, we can recover from this solution a planarizing set E * * of edges for graph G, with |E * * | = O(OPT 5 poly(dmax · log n)). Since the size of the contracted graph H goes down after each contraction step, the number of stages is bounded by n, thus implying Theorem 1.3. Combining Theorem 1.3 with Theorem 1.2 immediately gives Theorem 1.1. Finally, we obtain Corollary 1.1 as follows. Recall that the algorithm of Even et al. [10] computes a drawing of any n-vertex bounded degree graph G with O(log 2 n)·(n+OPTcr(G)) crossings. It was shown in [9] , that this algorithm can be extended to arbitrary graphs, where the number of crossings becomes O(poly(dmax)·log 2 n)·(n+ OPTcr(G)). We run their algorithm, and the algorithm pre-sented in this section, on graph G, and output the better of the two solutions. If OPTcr(G) < n 1/10 , then our algorithm gives an O(n 9/10 poly(dmax · log n))-approximation; otherwise, the algorithm of [10] gives an O(n 9/10 poly(dmax · log n))-approximation.
The remainder of this section is devoted to proving Theorem 5.1. Recall that we are given the contracted graph H, and a collection Z of vertex-disjoint subsets of V (H). For each Z ∈ Z, H[Z] is a grid, and E(Z, V (H) \ Z) consists of a set MZ of matching edges. Each such edge connects a vertex in the first row of Z to a distinct vertex in T H (Z), and these edges form a matching between the first row of Z and T H (Z). Abusing the notation, we denote the bound on the cost of the strong optimal solution to π(H, ∅, Z) by OPT from now on, and the number of vertices in H by n. For each Z ∈ Z, we use Z to denote both the set of vertices itself, and the grid H[Z]. We assume throughout the rest of the section that OPT · d
n, then the set E of all edges of H that do not participate in grids Z ∈ Z, is a feasible weak canonical solution for problem π(H, ∅, Z). It is easy to see that |E | ≤ O(OPT 2 poly(dmax)): this is clearly the case if |E | ≤ 4n; otherwise, if |E | > 4n, then by Theorem 2.3, OPT = Ω(n), and so |E | = O(n 2 ) = O(OPT 2 ). We use two parameters: ρ = O(OPT poly(dmax · log n)) and m * = O(OPT 3 · poly(dmax · log n)). The algorithm consists of 2ρ log n iterations. The input to iteration h is a collection G1, . . . , G k h of k h ≤ OPT sub-graphs of H, together with bounding boxes Xi ⊆ Gi for all 1 ≤ i ≤ k h . We denote Hi = Gi \ V (Xi) and n(Hi) = |V (Hi)|. Additionally, we have collections
where for each 1 ≤ h ≤ h − 1, set E (h ) has been computed in iteration h . We say that (G1, X1), . . . , (G k h , X k h ), and E
(1) , . . . , E (h−1) is a valid input to iteration h, iff the following invariants hold: V1. For all 1 ≤ i, j ≤ k h , graphs Hi and Hj are completely disjoint.
. . , E (h−1) ), and Hi is the sub-graph of H induced by V (Hi). In particular, no edges e ⊆ V (Hi) belong to E (1) , . . . , E (h−1) . Moreover, every edge e ∈ E(H) belongs to either
V5. If we are given, for each 1 ≤ i ≤ k h , any weak solution E i to problem π(Gi, Xi, Zi), and denoteẼ (h) = S k h i=1 Ei, then E (1) ∪· · · E (h−1) ∪Ẽ (h) is a feasible weak solution to problem π(H, ∅, Z).
V6. For each 1 ≤ h < h, and 1 ≤ i ≤ k h , the number of edges in E (h ) incident on vertices of Hi is at most m * ,
and |E (h ) | ≤ OPT · m * . Moreover, no edges in grids
V7. Let n h = (1 − 1/ρ) (h−1)/2 · n. For each 1 ≤ i ≤ k h , either n(Hi) ≤ n h , or Xi = ∅ and n(Hi) ≤ n h−1 .
The input to the first iteration consists of a single graph, G1 = H, with the bounding box X1 = ∅. It is easy to see that all invariants hold for this input. We end the algorithm at iteration h * , where n h * ≤ (m * · ρ · log n) 2 . Clearly, h * ≤ 2ρ log n, from Invariant (V7). Let G be the set of all instances that serve as input to iteration h * . We need the following theorem, whose proof is omitted due to lack of space.
Theorem 5.2
There is an efficient algorithm, that, given any problem instance π(G, X, Z ), where V (G \ X) is canonical for Z , and π(G, X, Z ) has a strong solution of cost OPT, finds a weak feasible solution to π(G, X, Z ) of cost O(OPT · √ n · poly(dmax · log n ) + OPT 3 ), where n = |V (G \ X)|, and dmax is the maximum degree in G.
For each 1 ≤ i ≤ k h * , let E (h * ) i be the weak solution from Theorem 5.2, and let E
. Let OPTi denote the cost of the strong optimal solution to π(Gi, Xi, Zi).
Since n(Hi) ≤ n h * −1 ≤ 2n h * for all i, this is bounded by
= O(OPT 5 poly(dmax · log n)).
We say that the execution of iteration h is successful, iff it either produces a valid input to the next iteration, together with the set E (h) of edges, or finds a nasty canonical set in H. We can execute each iteration, so that it is successful with probability at least (1 − 1/ρ), if all previous iterations were successful. If any iteration returns a nasty canonical set, then we stop the algorithm and return this vertex set as an output. Since there are at most 2ρ log n iterations, the probability that all iterations are successful is at least (1 − 1/ρ) 2ρ log n ≥ 1/ poly(n). In order to complete the proof of Theorem 5.1, it is now enough to show an algorithm for executing each iteration, such that, given a valid input to the current iteration, the algorithm either finds a nasty canonical set in H, or returns a valid input to the next iteration, with probability at least 1 ρ . Due to lack of space, this part is omitted, and can be found in the full version of the paper, available as an arXiv report, arXiv:1012.0255v1.
CONCLUSIONS
We have shown an efficient randomized algorithm to find a drawing of any graph G in the plane, with the number of crossings bounded by O`(OPTcr(G)) 10 poly(dmax · log n)´. We did not make an effort to optimize the powers of OPT, dmax and log n in this guarantee, or the constant hidden in the O(·) notation, and we believe that they can be improved. We hope that the technical tools developed in this paper will help obtain better algorithms for the Minimum Crossing Number problem. A specific possible direction is obtaining efficient algorithms for ρ-balanced α-well-linked bi-partitions. In particular, an interesting open question is whether there is an efficient algorithm, that, given an n-vertex graph G with maximum degree dmax, finds a ρ-balanced α-well-linked bi-partition of G, for values ρ, 1/α = poly(dmax · log n). In fact it is not even clear whether such a bi-partition exists in every graph. We note that the dependence of ρ on dmax is necessary, for example, in the star graph. This question appears to be interesting in its own right, and its positive resolution (even if the parameters ρ and α depend on OPTcr(G)) would greatly simplify our algorithm and improve its performance guarantee.
