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Wallus, Harald
Stoßwellen in zweidimensionalenPlasmastro¨mun-
gen mit Objekten
Entwicklung eines numerischen Verfahrens und Methoden zur
Auswertung der Daten
In die Modellierung von U¨berschallstro¨mungen mit Stoßwellen wird die
Umstro¨mung von Objekten einbezogen. Das verwendete numerische Ver-
fahren muß mit einem unstrukturierten Rechennetz arbeiten, weil das
Netz den Verlauf der Randfla¨chen der Objekte folgen muß.
Eine Untersuchung zeigt, daß Verfahren wie die konventionelle Finite-
Elemente-Methode und das konventionelle Finite-Volumen-Verfahren nicht
zur Berechnung von U¨berschallstro¨mungen auf unstrukturierten Netzen
geeignet sind: Denn das durch das Gitter bestimmte Ko- bzw. Kontroll-
volumen eines Gitterpunktes beru¨cksichtigt nicht dessen physikalisches
Einflußgebiet, welches durch die Charakteristiken begrenzt wird.
Es wird ein neues zweidimensionales Verfahren zur Modellierung von
U¨berschallstro¨mungen konstruiert: Das Verfahren berechnet die Flu¨sse
fu¨r die Finite-Differenzen-Approximation mit Hilfe eines Bicharakteri-
stikenverfahrens und kann somit im Gegensatz zu den TVD-Verfahren
auch isentrope Stro¨mungen berechnen. Die von dem neuen Verfahren
in Fußpunkten beno¨tigten Werte werden durch eine nicht-oszillierende
Interpolation bestimmt, die eine Erweiterung der UNO-Interpolation
fu¨r ein unstrukturiertes Netz auf Basis einer Thiessen- bzw. Delaunay-
Triangulation ist.
Die fu¨r die Randfla¨chen der Objekte beno¨tigten Randbedingungen wer-
den auf der Basis der statistischen Beschreibung der Bewegung eines
Fluidteilchens entwickelt. Ihr Algorithmus la¨ßt sich homogen in das Ver-
fahren einbauen.
Die zur Interpretation der Modellergebnisse no¨tige Detektion von Dis-
kontinuita¨ten in der Stro¨mung (z.B. Stoßfronten, Kompressionswellen,
Kontaktunstetigkeiten und tangentiale Unstetigkeiten der Gasgeschwin-
digkeit) wird verbessert und fu¨r die Anwendung auf unstrukturierte Re-
chennetze erweitert.
Im Vergleich mit einer konvergierenden, fragmentierenden Stoßwelle zeigt
das neukonstruierte Verfahren besonders an dem sich an die Stoßfront
anschließenden Hinterland eine deutliche Steigerung der Genauigkeit ge-
genu¨ber dem UNO-Verfahren.
Die exemplarische Berechnung einer Kanaldurchstro¨mung zeigt die Ent-
wicklung der Stro¨mung bis zum stationa¨ren Zustand hin. Obwohl sich die
Stro¨mung kurz vor und in der Stationarita¨t kaum auf Grund ihrer Stoß-
frontposition unterscheiden la¨ßt, weisen die im Experiment nur schwer
zu messenden Gro¨ßen wie Dichte, Energiedichte und das Geschwindig-
keitsfeld deutliche Unterschiede auf.
Schlagwo¨rter: Instationa¨re Stowellen, numerische Modellierung, nicht-
oszillierende Algorithmen.
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4 Abstract
Wallus, Harald
Shockwave in twodimensional plasmaflow about
objekts
Development of numerical method and interpretation of nu-
merical results
The modelling of hypersonic flow within a shockwave is broaded to inclu-
de flow about objects. The used numerical method works on an unstruc-
tured grid, because the mesh should fit the shape oft the object. The
examination of traditional finite element method and traditional finite
volume method shows, that these methods are not suitable to compute
hypersonic flows on unstructured mesh: The co- or control-volume of
meshpoints does not recognize the domain of dependency, which is des-
cribed by the characteristics.
A new two dimensional method is developed for modelling hypersonic
flows. The values in the footpoints, needed by the new method, are cal-
culated by a non-oscillation interpolation, which concept is taken from
UNO interpolation and is broaded to work on Thiessen- or Delaunay-
triangulation of an unstructured grid. The boundary conditions along
the surface of objects are based on the kinetic of fluid partical in stati-
stical description. The algorithm can be easily introduced into the new
method.
To interprete results of modelling the necessary detection of discontinui-
ty within flows ( e.g. shock fronts, compression waves and slip lines) is
improved and increased for applications on unstructured meshing.
The comparison of the results testet for convergent, fragmenting shock
front shows, that the new constructed method is much more accura-
te than the UNO method especialy in the downstream region directly
behind the shock. An Example of modelling channelflow shows the de-
velopment from unsteady flow till stationary flow. It is shown that the
position of shock front in nearly stationary flow variies small, while the
values of density, energy density and the properties of the velocity field
have strong differences.
Key words: Instationary shock fronts, numeric modelling, non oscila-
ting algorithm.
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91 Einleitung
Im Alltag begegnen uns Stoßwellen z.B. beim durch ein Gewitter aus-
gelo¨sten Donnergrollen oder auch beim sogenannten U¨berschallknall, der
durch den U¨berschallflug eines Jets ausgelo¨st wird. In der Medizin geho¨rt
die Lithotrypsie, die Nierensteinzertru¨mmerung, zu einer wohlausgereif-
ten Technik der Anwendung von konvergenten Stoßwellen. Es wird auch
an einer Methode gearbeitet, Medikamente, wie z.B. Impfstoffe, mittels
Stoßwellen direkt ins Muskelgewebe zu injizieren, um eine mo¨gliche In-
fektion durch eine infizierte Nadel zu vermeiden. Stoßwellen treten auch
auf bei Verbrennungsvorga¨ngen im Kolbenraum von Motoren, bei der
Durchfahrt eines Hochgeschwindigkeitszuges durch einen Tunnel oder
beim Startvorgang von Entladungslampen mit großen Stro¨men. Weitere
bekannte Bereiche, in denen Stoßwellen erzeugt werden, sind die Mate-
rialbearbeitung, die Laserfusion und Supernovaexplosionen.
Durch verbesserte Meßmethoden, aber auch die Weiterentwicklung von
numerischen Modellen und die immer leistungssta¨rker werdenden Com-
puter, lassen sich die stark nichtlinearen Vorga¨nge, die mit der Ent-
stehung und der Ausbreitung von Stoßwellen verbunden sind, in phy-
sikalischen Modellen fassen und somit auch der technischen Entwick-
lung zuga¨nglich machen. Vor allen Dingen fu¨r die Raumfahrt, die an der
Konstruktion von Hyperschall-Flugko¨rpern interessiert ist, ist die Erfor-
schung von Stoßwellenpha¨nomenen unumga¨nglich: Nicht nur die Form
eines Hyperschall-Flugko¨rpers oder auch die Wechselwirkung zwischen
einem Tra¨gerflugzeug und einem davon startenden Orbiter, sondern auch
die Triebwerkskonstruktion, sowohl die Ausfu¨hrung der Brennkammer
als auch der Auslaßstutzen, muß dem besonderen Verhalten der Stoß-
wellen Rechnung tragen. Hier sind vor allem zu nennen: Die Stabilita¨t
der Machkonfiguration, Wechselwirkungen von Stoßwellen untereinan-
der und mit Randschichten, der Einfluß chemischer Reaktionen. Durch
Stoßwellen verursachte Pha¨nomene laufen in Laborexperimenten in Zei-
ten von einigen Mikrosekunden ab. Die Messung der fu¨r die Stro¨mungs-
mechanik charakteristischen Gro¨ßen ist daher a¨ußerst schwierig. Der nu-
merischen Modellierung zur Beschreibung der Vorga¨nge kommt in sol-
chen Experimenten gro¨ßte Bedeutung zu. In meiner Diplomarbeit habe
ich Methoden entwickelt, die es erlauben, zeitaufgelo¨ste Aufnahmen von
konvergenten Stoßwellen mit Modellrechnungen qualitativ und quanti-
tativ zu vergleichen.
Das Ziel fu¨r diese Dissertation ist, der Entwicklung in den experimentel-
len Aufbauten Rechnung zu tragen und komplexe Geometrien zu model-
lieren. Dafu¨r ist es no¨tig, ein numerisches Verfahren zu realisieren, das
sich auf die jeweiligen experimentellen Konfigurationen wie einWerkzeug
anwenden la¨ßt, wie es aus anderen Fachrichtungen, z.B. der Baustatik
und anderen Ingenieursfachrichtungen bekannt ist.
Die Finite-Elemente-Methode (FEM), in einschla¨gigen Fachzeitschriften
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und Handbu¨chern als die Methode der Wahl geltend, ist hingegen nicht
geeignet.
Daher ist es no¨tig, von Grund auf eine Methode zu entwickeln, die
es ermo¨glicht, ein Werkzeug zur Modellierung komplexer experimentel-
ler Aufbauten zu erarbeiten. In Anlehnung an das weithin verwendete
UNO-Verfahren habe ich dessen Grundprinzipien fu¨r die Anwendung auf
nichta¨quidistante Netze erweitert. Mit dieser Erweiterung der Interpola-
tion lassen sich die numerischen Flußterme des konservativen Verfahrens
mit einem Bicharakteristikenverfahren berechnen. Somit wird auch die
Isentropie in der Stro¨mung beru¨cksichtigt und Stoßfronten ko¨nnen ver-
arbeitet werden.
Dieses Verfahren erlaubt die problemlose Erweiterung der Mustererken-
nung auf unstrukturierte Gitter. Denn mit der Interpolation fu¨r unstruk-
turierte Gitter ko¨nnen die fu¨r das Erkennen von Diskontinuita¨ten (z.B.
Stoßfronten, Kompressionswellen, Kontaktunstetigkeiten und Tangen-
tiale Unstetigkeiten der Gasgeschwindigkeit) beno¨tigen physikalischen
Werte einfach beschafft werden.
Exemplarisch fu¨r die Modellierung der U¨berschallstro¨mung um Objekte
und fu¨r die Anwendung von Mustererkennungsverfahren stelle ich eine
instationa¨re Kanaldurchstro¨mung vor. Mit diesem Modell zeige ich die
Mo¨glichkeit auf, instationa¨re Stro¨mungszusta¨nde und ihre Entwicklung
bis hin zum stationa¨ren Zustand zu erla¨utern.
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2 Gasdynamische Gleichungen und numerische
Verfahren
Zur Beschreibung der Gasstro¨mung werden die instationa¨ren Eulerglei-
chungen verwendet, die die reibungsfreie Stro¨mung ohne Wa¨rmeleitung
und Reibung beschreiben.
2.1 Finite-Differenzen-Verfahren
Die Erhaltungssatzformwird von den meisten Finite-Differenzen-Verfahren
(FD) verwendet. Die Eulergleichungen lauten in der Erhaltungssatzform
∂
∂t


ρ
m
n
e

 = − ∂∂x


m
mm/ρ+ p
mn/ρ
(e+ p)m/ρ

− ∂∂y


n
nm/ρ
nn/ρ+ p
(e+ p)n/ρ


In der vektoriellen Schreibweis sind ~F und ~G die Flu¨sse, mit denen sich
die Gleichung einfacher schreiben la¨ßt:
∂
∂t
~U = − ∂
∂x
~F − ∂
∂y
~G (1)
Hierbei sind die primitiven Variablen die Impulsdichten in x-Richtung
m = ρu und in y-Richtung n = ρv, sowie die totale spezifische Energie
e = ǫ+1/2u2. Der Druck p la¨ßt sich aus der Gleichung p = (γ−1)[e−
1/2(m2+n2)/ρ bestimmen. Der Adiabaten-Koeffizient γ ist konstant auf
1.4 gesetzt (der Einfluß von Moleku¨lschwingungen ist gewo¨hnlich gering
und wird hier wegen des Ziels der Verfahrensentwicklung vernachla¨ssigt).
Fu¨r Machzahlen unter 3 ist der Einfluß der Vibrationsrelaxation auf die
Ausbreitung der Stoßwellen zu vernachla¨ssigen (s.a. [Kruber (1991)]).
Der wesentliche Vorteil der Erhaltungssatzform besteht darin, daß die
Differentialgleichung als eine Bilanzgleichung im FD-Verfahren
~Un+1(x, y) = ~Un − ∆t (
~Fn(x+ 1/2∆x, y)− ~Fn(x− 1/2∆x, y)
∆x
+
~Gn(x, y+ 1/2∆y)− ~Gn(x, y− 1/2∆y)
∆y
) (2)
behandelt werden kann. Hier sind die Vektoren mit dem Index n fu¨r die
Zeit t zu nehmen, und der Vektor ~Un+1 ist das Ergebnis der Rechnung
fu¨r die Zeit t+∆t.
Die in den Anfangswerten vorhandenen und mit der Zeit entstehenden
Diskontinuita¨ten sind innere bewegliche Ra¨nder in der Lo¨sung. Fu¨r sie
existieren jeweils eine rechte und eine linke Seite der Lo¨sung, die u¨ber
die Randbedingungen gekoppelt werden mu¨ssen. Die Transformation
der Gleichungen in die Erhaltungssatzform erlaubt nun, die Diskonti-
nuita¨ten mit Hilfe einer Bilanz der rechten und linken Seite numerisch
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zu verarbeiten. Daraus ko¨nnte man schließen, daß keine weiteren Maß-
nahmen im Programm no¨tig sind. In der Praxis werden jedoch durch
die Diskontinuita¨ten wellenfo¨rmige Sto¨rungen verursacht, fu¨r die in dem
jeweiligen FD-Verfahren besondere Maßnahmen vorgenommen werden
mu¨ssen. Dieses Verhalten an den Diskontinuita¨ten la¨ßt sich mit dem
eines elektronischen Tiefpasses vergleichen: das Antwortsignal auf eine
Sprungfunktion weist ebensolche Schwingungen auf.
Die Aufgabe der Entwickler von FD-Verfahren ist es nun, diese U¨ber-
schwinger an den Diskontinuita¨ten zu vermeiden, ohne daß die Qualita¨t
der berechneten Werte darunter leidet. Dies gelingt nicht im gewu¨nsch-
ten Maße. Die Stoßfront wird von diesen Verfahren u¨ber einige Maschen
des Netzes verschmiert. Dem Vorteil, daß fu¨r das gesamte Rechengebiet
dasselbe Verfahren verwendet werden kann, also auch die Berechnung
der Diskontinuita¨ten mit demselben Verfahren behandeln werden, ste-
hen folgende Nachteile entgegen: Daß zum einen die Position der Stoß-
front zu einem gegebenen Zeitschritt nicht mehr exakt bekannt ist und
deshalb ihre Position aus den verschmierten Werten mit einem geson-
derten Algorithmus ermittelt werden muß. Zum anderen, daß selbst die
Geschwindigkeit der Stoßfront gesondert ermittelt werden muß, was in
der Praxis gro¨ßere Ungenauigkeiten, genauer, Schwankungen in den Ge-
schwindigkeitswerten, zur Folge hat.
Weil diese Verfahren die Diskontinuita¨ten in einen rechts- und in einen
linksseitigen Wert einschließen, werden sie auch “shock capturing”-Ver-
fahren genannt.
2.2 Charakteristikenverfahren
Die Eulergleichungen sind quasilinear und lassen sich somit in der cha-
rakteristischen Normalform schreiben (s. [Meier (1997)]:
D0P − γD0ρ = 0 auf ~C0 =
(
1
~v
)
DB(~g~v)− a
γ
DBP = a(∇~v − (~g∇)(~g~v)) auf ~B =
(
1
~v − a~g
)
(3)
Hierbei ist C0 die Teilchenbahn und die Gro¨ße B heißt Bicharakteristik.
Der Richtungsableitungsoperator D0 la¨ngs der Teilchenbahn C0 (vgl.
Abb. 1)
D0 = ~D0∇ =
(
1
~v
)(
∂t
∇
)
= ∂t + (~v∇) = Dt (4)
ist identisch mit der substantiellen Ableitung Dt. Der Richtungsablei-
tungsoperatorDB ist la¨ngs der durch den Vektor ~g ausgewa¨hlten Bicha-
rakteristik B (vgl. Abb. 1)
DB = ~B∇ =
(
1
~v − a~g
)(
∂t
∇
)
= ∂t + ((~v − a~g)∇) = Dt (5)
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definiert. Die weiteren Gro¨ßen sind die Schallgeschwindigkeit a, die zwei-
dimensionale Stro¨mungsgeschwindigkeit~v, der logarithmischeDruck P =
ln p, die Dichte ρ und der Adiabatenkoeffizient γ.
x
y
j+1
j
j-1
ii-1 i+1
t
Neupunkt
C0
B
a∆t~g
Abbildung 1: Charakteristischer Kegel. Eingezeichnet sind die C0, vier
Bicharakteristiken B, sowie der Auswahlvektor a∆t~g. Die Werte in der
neuen Zeitebene werden fu¨r den Neupunkt berechnet.
Die charakteristische Normalform zur Konstruktion eines numerischen
Verfahrens bietet den Vorteil, daß durch die Charakteristiken das Ab-
ha¨ngigkeitsgebiet in t von einem in t+∆t zu berechnenden Neupunktes
bestimmt ist. Dies erlaubt eine sehr effiziente Konstruktion des Charak-
teristikenverfahrens. Jedoch ist eine Behandlung der Diskontinuita¨ten,
so wie in den FD-Verfahren in Erhaltungssatzform, nicht mo¨glich: Weil
die Isentropie in den Gleichungen verankert ist und damit keine Entro-
pieerzeugung mo¨glich ist, mu¨ssen Diskontinuita¨ten, wie eine Stoßwelle,
als ein innerer Rand behandelt werden. Natu¨rlich bietet das den Vorteil,
die physikalischen Gegebenheiten an dieser Stoßfront recht genau verfol-
gen zu ko¨nnen. In der Praxis tritt jedoch das Problem auf (z.B., wenn
sich Stoßwellen durchdringen), daß die Berechnung der inneren Randbe-
dingungen wegen der vielen Fallunterscheidungen und der komplizierten
Gleichungen fu¨r die inneren Ra¨nder a¨ußerst schwierig und fehleranfa¨llig
ist. Das Einpassen der inneren Ra¨nder wird auch ‘shock fitting’ genannt.
Fu¨r die Aufgabe der Modellierung einer komplexen experimentellen Si-
tuation ist die gro¨ßere Differenzierung der shock-fitting-Verfahren im
Vergleich zu der Verwendung moderner FD-Verfahren ein Nachteil. Die
Ergebnisse beider Verfahren hingegen erga¨nzend zu betrachten ist a¨ußerst
fruchtbar.
2.3 Moderne FD-Verfahren
Das in H. Wallus (1993) verwendete moderne FD-Verfahren zur Model-
lierung der an dem Stoßwellenlabor, RWTH Aachen, und an dem Insti-
13
14 2. Gasdynamische Gleichungen und numerische Verfahren
tute of Fluid Science, Tohoku University, Sendai, Japan, durchgefu¨hr-
ten Experimente ist das UNO-Verfahren (uniformly non-oscillatory) (s.
[Harten, Osher (1987)]). Es geho¨rt zur Familie der TVD-Verfahren (total-
variation-diminishing), die zur numerischen Lo¨sung hyperbolischer Dif-
ferentialgleichungen mit inneren Unstetigkeiten von mehreren Autoren
entwickelt worden ist1. Die ‘total variation’, die totale Variation TV =∑
i |ui+1−ui|, la¨ßt sich als Norm der Stoßwellenentwicklung sehen: Har-
ten postulierte die TVD-Bedingung TV n+1 ≤ TV n, daß also die totale
Variation nicht von einer Zeitebene zur folgenden zunehmen darf und
zwar auf Grund der Tatsache, daß wa¨hrend der zeitlichen Entwicklung
des Riemann-Problems keine weiteren Maxima oder Minima auftreten.
Sofort einsichtig ist, daß ein upwind-Verfahren 1. Ordnung der TVD-
Bedingung genu¨gt:
uin+ 1 = u
n
i + a(u
n
i − uni−1) mit a ≥ 0
un+1i = u
n
i + a(u
n
i+1 − uni ) mit a < 0 (6)
Diese Gleichung gilt nur fu¨r eine eindimensionale hyperbolische Modell-
gleichung der Form ∂tu = −∂xf(u), wobei u die Erhaltungsgro¨ße der
Gleichung, ui deren Wert am Gitterpunkt i, f(u) der Fluß in Abha¨ngig-
keit von u und a = ∂f/∂u die charakteristische Geschwindigkeit ist.
Ein TVD-Verfahren ho¨herer Ordnung verwendet statt f(u) einen “nu-
merischen” Fluß fˆi±1/2(u), der die Gro¨ße des Flusses in ho¨herer Ordnung
in der Mitte zwischen den Gitterpunkten i und i + 1, bzw. i − 1 und i
angibt, in der Verfahrensformel
un+1i = u
n
i + dt/dx(fˆi+1/2(u)− fˆi−1/2(u)) (7)
Durch einen sogenannten TVD-Limiter wird dann von der Verfahrens-
formel (7) zu (6) geschaltet, wenn die TVD-Bedingung verletzt wu¨rde.
Daher sind TVD-Verfahren an den Diskontinuita¨ten nur von erster Ord-
nung. Die verschiedenen TVD-Verfahren unterscheiden sich in der Funk-
tionsweise des verwendeten Limiters (s.a. [Hirsch (1990)]).
Fu¨r die numerische Behandlung der eindimensionalen Gasstro¨mung muß
jedoch das dreidimensionale Differentialgleichungssystem der Eulerglei-
chungen verarbeitet werden. Dazu berechnet man im TVD2-Verfahren
die numerischen Flu¨sse durch eine Variableninterpolation in den Riemann-
Variablen. Fu¨r diese Variableninterpolation wird ein TVD-Limiter ver-
wendet. Diese Transformation ist nur fu¨r homentrope Stro¨mungen mo¨g-
lich2. Wegen dieser Einschra¨nkung halte ich es nicht fu¨r zweckma¨ßig,
neue, in bestimmten Situationen “besser” geeignete TVD-Limiter zu
konstruieren (vgl. [Hong Luo et al (1995)]).
Das UNO-Verfahren unterscheidet sich vom TVD2-Verfahren dadurch,
daß der Limiter nicht auf die erste Ordnung zuru¨ckschaltet, sondern
1Eine U¨bersicht ist bei A. Harten, On the nonlinearity of modern shock-capturing
schemes, in Chorin zu finden (s. [Chorin, Majda (1987)], p. 147–201).
2Zudem muß zur korrekten Berechnung der Gro¨ßen an der Stoßfront eine Lineari-
sierung nach Roe durchgefu¨hrt werden (s.a. [Yee et al (1985)]).
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zu einer modifizierten Interpolation 2. Ordnung schaltet. Wegen ih-
rer grundsa¨tzlichen Bedeutung fu¨r meine Arbeit, werde ich die mo-
difizierte Interpolation im spa¨teren Abschnitt ausfu¨hrlicher erla¨utern.
Die Zweidimensionalita¨t wird durch ein Operatorsplitting erreicht. Das
UNO-Verfahren ist nach Meinung von H.-H. Hehmsoth das geeignetste
Verfahren zur Modellierung zweidimensionaler, konvergenter Stoßwellen
(s. [Hehmsoth (1993)]).
Weiterentwicklungen des UNO-Verfahrens sind die ENO-Verfahren (es-
sentiell non-oscillatory). Ihre Interpolation beruht auf der Auswahl von
Differenzen zur Konstruktion des Interpolationspolynoms. Mit ihnen ist
es mo¨glich, ra¨umlich in beliebiger Genauigkeit zu rechnen. Eine ausfu¨hr-
liche Beschreibung des Konstruktionsprinzips ist in H.-H. Hehmsoth
(1991) angegeben. In der Praxis ist das ENO-Schema gegenu¨ber dem
UNO-Verfahren sehr rechenintensiv. Zudem ist auch die Ausweitung der
Interpolation auf eine gro¨ßere Ordnung fragwu¨rdig: Damit verbunden
ist na¨mlich auch stets eine ho¨here Anzahl von verwendeten Fußpunk-
ten. Besonders im Zweidimensionalen, z.B. bei sich durchkreuzenden
Stoßfronten, kann es durch die Auswahl der Fußpunkte zu gravierenden
Interpolationsfehlern kommen.
2.4 Entdimensionierung
Die Entdimensionierung erfolgt fu¨r die FD-Verfahren nach S. Abarbanel
und M. Goldberg (1972):
p = p0p
′ ρ = ρ0ρ
′ u = u0u‘ v = u0v
′ r = r0r
′ t = t0t
′ (8)
wobei die mit 0 indizierten Variablen Vorlandgro¨ßen sind und die entdi-
mensionierten Gro¨ßen gestrichen sind. Die Gro¨ße u0 ist die mit
√
γ divi-
dierte Schallgeschwindigkeit des Vorlands; durch diese Definition bleibt
die Form der Differentialgleichungen bei der Entdimensionierung un-
vera¨ndert. Fu¨r die Gro¨ße r0 wird eine typische La¨nge des Experiments
gewa¨hlt, z.B. der mittlere Anfangsradius einer konvergenten Stoßwelle
oder die Breite eines durchstro¨mten Kanals.
Die Differentialgleichungen fu¨r das Charakteristikenverfahren werden
nach R. B. Payne (1957) entdimensioniert. Hier wird fu¨r die Gro¨ße u0
die tatsa¨chliche Schallgeschwindigkeit des Vorlands a0 eingesetzt. Damit
bleiben die Gro¨ßen der Geschwindigkeiten, wie u und v, aber auch die
charakteristischen Eigenwerte unvera¨ndert.
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3 Die Finite-Elemente-Methode
Die Finite-Elemente-Methode (FEM) bezeichnet eine Gruppe von Ver-
fahren, deren Entwicklung in den fu¨nfziger Jahren fu¨r die computer-
gestu¨tze Berechnung in der Strukturmechanik begann und schon bald
auf die Kontinuumsmechanik angewendet wurde. Eine ausfu¨hrliche Dis-
kussion der Ansa¨tze der FEM aus dem Ritzschen Verfahren und dem Ha-
miltonschen Prinzip entha¨lt T. E. Simkins (1980). Die in der Stro¨mungs-
mechanik hauptsa¨chlich verwendetenMethoden basieren auf der Galerkin-
FEM. Im folgenden wird die Galerkin-FEM und ihre Erweiterung zur
orthogonalen FEM dargestellt und in Abschnitt 4 gezeigt, warum die
Galerkin-FEM prizipiell nicht zur Behandlung der Stro¨mungsmechanik
geeignet ist.
3.1 Das finite Element
-0.2
0
0.2
0.4
0.6
0.8
1
1.2
-1 0 1
φ(ξ
)
ξ
phi1(x)
phi2(x)
phi3(x)
Abbildung 2: Formfunktionen fu¨r ein lineares Einheitselement 2. Ord-
nung. Fu¨r die Funktionen φ1, φ2 und φ3 gilt φi(xj) = δ(xi, xj), wobei
die Indizes i und j den jeweiligen Knoten im Element bezeichnen.
Ein Element, bestehend aus k Gitterpunkten (Knoten) ist eine Inter-
polationsfunktion (k − 1). Ordnung auf diesen Knoten. Z.B. seien in
einer Dimension 3 Knoten gegeben (jeweils Ort und Wert). Damit las-
sen sich die Koeffizienten einer Taylor-Entwicklung 2. Grades fTay(x) =
a0 + a1 ∗ x+ a2 ∗ x2 bestimmen. Diese Interpolation la¨ßt sich schreiben
als Multiplikation eines Koeffizientenvektors mit dem Vektor der Kno-
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tenwerte (s.a. [Frahnert (1997)]):
fFEM (x) =
(
φ1(x) φ2(x) φ3(x)
)
·

 u1u2
u3

 = ~φ(x) · ~u (9)
Die Funktionen φk(x) werden Formfunktionen genannt. Fu¨r die Stro¨mungs-
mechanik wird hauptsa¨chlich die Galerkin-FEM verwendet, die sich zur
orthogonalen FEM weiterentwickeln la¨ßt.
3.2 Die Galerkin-Methode
Ein numerisches Verfahren zur Lo¨sung eines Anfangswertproblems la¨ßt
sich durch einen Entwicklungsoperator E beschreiben:
vi+1 = Evi bzw. fu¨r ein diskretes Gitter vi+1n = Eivn (10)
Der Index n zeigt an, daß die ra¨umliche Auflo¨sung beschra¨nkt ist, der In-
dex i bezeichnet den Zeitschritt. Zur Bestimmung des diskreten Entwick-
lungsoperators verwendet die Galerkin-Methode einen Projektor Pn, mit
dem sich die Differentialgleichung in der Basis des durch die Knoten ge-
gebenen diskreten Raums schreiben la¨ßt:
Pn
(
Evi − vi+1
)
= 0 (11)
In einem Element ist die Interpolation durch den Vektor ~φn bestimmt.
So haben wir fu¨r vi+1 und vi die Interpolationen
vin =
~φ~vi vi+1n =
~φ~vi+1 (12)
Der Projektor Pn ist fu¨r ein Intervall Ω eines Elements wie folgt zu
definieren:
Pn =
∫
Ω
dx ~φT (13)
Der Vektor φT der Testfunktionen ist der transponierte Vektor der Form-
funktionen. Die Testfunktionen ko¨nnen aber auch fu¨r eine verallgemei-
nerte Galerkin-Methode verschieden von den Formfunktionen gewa¨hlt
werden. Der durch die Funktionen ~φ aufgespannte Raum hat die Me-
trik:
M = Pn~φ =
∫
Ω
dx~φT ~φ (14)
Die Gleichung (11) la¨ßt sich in diesem Raum umformulieren zu:
Pn vi+1 = Pn (E vi) (15)∫
Ω
dx ~φT ~φ · ~vi+1n =
∫
Ω
dx ~φT E ~φ~vin (16)
M~vi+1n = RE ~v
i
n (17)
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Weil die Integration u¨ber Ω unabha¨ngig von den Werten der Knotenvek-
toren ~v ist, ko¨nnen die Knotenvektoren aus der Integration herausgezo-
gen werden. Es genu¨gt also, fu¨r ein konkretes Gitter und eine konkrete
Knoten-Element-Zuordnung im Programm die Matrizen M und R ein-
mal zu berechnen. Die jeweils neue Zeitebene erha¨lt man durch das Lo¨sen
der Gleichung (17). In der Galerkin-FEM wirdM die Mass-Matrix und
RE die Residuen-Matrix genannt.
Mathematisch vollsta¨ndig und kurzgefaßt ist die Galerkin-Methode wie
folgt definiert:
Seien X und Y Banachra¨ume, T ein linearer Operator von D(T) ⊆ X
auf R(T) ⊆ Y,
Xn eine Folge linearer Unterra¨ume in X mit Xn ⊆ D(T),
Yn eine Folge linearer Unterra¨ume in Y,
P 2nY = PnY = Yn ein idempotenter Projektor.
Dann kann man anstelle der Gleichung Tx = y folgende Aufgabe lo¨sen:
Gesucht ist ein xn ∈ X mit Pn(Tx− y) = 0.
Sind X = H und Y = K separable Hilbertra¨ume D(T) dicht in X,
dann gibt es in X ein Koordinatensystem u1, . . . , (uk ∈ D(T)) und
in K ein Koordinatensystem v1, . . ..
Ist Xn = L(u1, . . . , un) und Yn = L(v1, . . . , vn),
dann ist xn =
∑n
i=1 a
(n)
i ui, wobei die a
(n)
i den Galerkin-Gleichungen
n∑
i=1
(Tui, vk)a
(n)
i = (y, vk) k = 1, . . . , n (18)
genu¨gt. Die typische Anwendung der Galerkin-FEM auf die instationa¨re
Stro¨mungsmechanik ist z.B. von R. C. Mehta et al (1991), T. J. Chung
(1978) und R. A. Shapiro (1991) beschrieben. Ein interessanter, itera-
tiver Algorithmus zur Lo¨sung der Matrix-Gleichung auf der Basis des
Runga-Kutta-Verfahrens ist in A. Jameson und T. J. Baker (1983) be-
schrieben: Er erho¨ht die Ordnung in der Zeit.
3.3 Orthogonale Finite-Elemente-Methode
Die orthogonale FEM wird mit Hilfe einer Modifikation der Testfunktion
aus der Galerkin-FEM hergeleitet. Betrachten wir die Gleichung (17) in
ihrer ausgeschriebenen Form fu¨r einen beliebigen Operator O, so ko¨nnen
wir die Anwendung der Projektion auf diesen Operator PnO als die
schwache Formulierung des Operators sehen:
∫
dx ~φT ~φ
Ergebnis︷ ︸︸ ︷
~vn+1 =
schwache Formulierung︷ ︸︸ ︷∫
dx~φTO
Interpolation︷ ︸︸ ︷
~φ~u (19)
M ~vn+1 = RO ~v
n (20)
Beschra¨nken wir die Betrachtung auf ein Element (im na¨chsten Kapitel
werden wir sehen, daß dies fu¨r die Eulergleichungen sogar notwendig ist).
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Dann ko¨nnen wir obige Gleichung mit der Inversen der Massen-Matrix
M−1 von links multiplizieren:
~vn+1 = M−1RO~v = RˆO ~v (21)
Wir erhalten das Ergebnis der Anwendung des Operators O direkt. Weil
die Massen-Matrix und ihre Inverse im konkreten Fall nur aus den durch
das Gitter bestimmten Konstanten besteht, ist es mo¨glich sie erst mit
den Testfunktionen zu multiplizieren, bevor das Residuen-Integral aus-
gefu¨hrt wird. Die Testfunktionen ~φT werden zu orthogonalen Testfunk-
tionen transformiert. Die so erzeugte Residuen-Matrix RˆO vereinfacht
die Matrix-Gleichung (17) erheblich: Wir erhalten den Ergebnisvektor
vn+1 direkt durch die Anwendung der Residuen-Matrix RˆO. Obwohl
die orthogonale FEM sehr elegant ist und ein sehr effizienter numeri-
schen Algorithmus resultiert (s.a. [Spradly et al (1985)]), ist sie wenig
bekannt. Der Vergleich zwischen Finite-Differenzen-, Finite-Volumen-
und Finite-Elemente-Methode ist u¨ber die orthogonale FEM mo¨glich
(s. [Prozan et al (1977)]). H. Frahnert (1997) hat mit der orthogonalen
FEM ein Finite-Differenzen-Verfahren nach Lax-Wendroff realisiert. Zu-
dem zeigt er auf, daß die Anwendung der isoparametrischen Elemente
nur sehr begrenzt mo¨glich ist und gibt eine Methode an, die die In-
tegration der FEM-Operatoren fu¨r allgemeine Elemente befriedigend
durchfu¨hrt.
Eine Anwendung der orthogonalen FEM ist die Bestimmung von Inter-
polationsfunktionen:
Setzen wir fu¨r den Operator O eine ra¨umliche Verschiebung x→ x−dx
ein, so erhalten wir als Residuenoperator einen Interpolationsoperator
auf den Knotenpunkten des Elements:
~v(x; n) = Rˆx→x−dx ~v (22)
Fu¨r einen Knoten i, der auf dem Rand eines Elements liegt, erha¨lt man
eine gerichtete Interpolation vi(x; n) (z.B. fu¨r P11 in Abb. 3). Fu¨r ein
Element im Zentrum erha¨lt man eine zentrale Interpolation (fu¨r P22 in
Abb. 3).
So ko¨nnen spezielle Interpolationen fu¨r eine gegebene Anzahl von Stu¨tz-
punkten konstruiert werden.
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4 Fehler durch die Anwendung von volumen-
orientierten numerischen Verfahren auf hy-
perbolische Differentialgleichungen
In der Ma¨rz-Ausgabe 1997 heißt es in einer U¨berschrift der Zeitschrift
“Spektrum der Wissenschaften” auf Seite 96 “Von Rauchwo¨lkchen zur
Sternentstehung: FEM an der Front der Forschung”. Diese Einscha¨tzung
kann ich jedoch nicht teilen: ich werde zeigen, daß konventionelle Finite-
Elemente-Verfahren, ebenso wie konventionelle Finite-Volumen-Verfah-
ren nicht zur Berechnung instationa¨rer Probleme der Stro¨mungsmecha-
nik geeignet sind.
Zudem ist es augenfa¨llig, daß die numerischen Verfahren fu¨r die instati-
ona¨re Gasdynamik in den letzten zwei Jahren kaum noch unstrukturierte
Netze verwenden. Statt dessen werden, um die Geometrie zu beru¨cksich-
tigen, “transformierte” Netze verwendet, die z.B. mit Hilfe einer konfor-
men Abbildung aus dem kartesischen Koordinatensystem erzeugt wer-
den. Fu¨r komplexere Geometrien werden einzelne solcher transformier-
ten Teilnetze aneinander “geklebt”. Das Aneinandersetzen der einzelnen
Teilnetze wird i.a. nicht problematisiert (s.a. [Meinke (1993)]). Dies weist
auf die gro¨ßere numerische Viskosita¨t der verwendeten TVD-Limiter hin.
Die so konstruierten Verfahren zeigen im wesentlichen unabha¨ngig von
der gewa¨hlten TVD-Methode eine gute U¨bereinstimmung mit den ex-
perimentellen Sachverhalten.
Berechnungen instationa¨rer Gasstro¨mungenmit Finite-Volumen-Verfahren
P P P
PPP
P P P
Kontrollvolumen
x
y
dy
dy
dx
1
1
2
11 21 31
12
13 23
22
33
32
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2
Abbildung 3: Kontrollvolumen in einem kartesischen Netz.
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fu¨r unstrukturierte Netze zeigen hingegen in bestimmten, kritischen Be-
reichen erhebliche Abweichungen von den jeweiligen experimentellen Er-
gebnissen. V. Daru, G. Fernandez und C. Tenaud, vom Laboratoire SI-
NUMEF, Paris, (s. [Daru et al (vorauss. 1998)]) sagen explizit, daß ihre
Modellierungsergebnisse von der Struktur des gewa¨hlten Netzes beein-
flußt werden. Um das verwendete Verfahren zu testen, haben sie ihre Git-
terstruktur immer weiter verfeinert und dabei beobachtet, daß sich auf
den Stro¨mungsbildern keine physikalische Struktur ausbildet, sondern
die Struktur der verwendeten Zellen sichtbar wird. Das Stro¨mungsmu-
ster richtet sich nach der Netzstruktur. Dies entspricht meinen eigenen
Erfahrungen (vgl. das Beispiel im Abschnitt 4.2).
Das Versagen der traditionellen FVM und der FEM auf unstrukturierten
Netzen ist von prinzipieller Natur.
4.1 Das Abha¨ngigkeitsgebiet eines Gitterpunktes
Betrachten wir ein Kontrollvolumen-Verfahren (KV-Verfahren). In der
Abb. 3 ist als Beispiel eine einfache Konstruktion eines solchen Kon-
trollvolumens gezeigt: Die Ra¨nder des Volumens liegen jeweils auf den
Seitenhalbierenden der Verbindungslinien zweier benachbarter Punkte.
Die x-Ableitung des Flusses in x-Richtung wird durch die Differenz der
beiden Flu¨sse links und rechts, dividiert durch die Fla¨che des Kontroll-
volumens genommen. Je gro¨ßer die Strecke dy1 im gegebenen Gitter ist,
desto mehr Einfluß erhalten die Werte der Punkte 11, 21 und 31 auf die
Differenz.
Dieses Verhalten des KV-Verfahrens ist jedoch nicht physikalisch: Denn
das Einflußgebiet des Punktes 22 wird durch die Charakteristiken be-
stimmt, also durch die Schallgeschwindigkeit und die Stro¨mungsgeschwin-
digkeit im Falle der einfachen Gasdynamik. Die Berechnung der Fluß-
differenz ist beim KV-Verfahren ganz wesentlich von der Netzgeometrie
beeinflußt. Dieser Effekt kann in Fa¨llen mit großen Gradienten in den
physikalischen Werten dominant werden und die Rechenergebnisse stark
verfa¨lschen, wie z.B. fu¨r Gitterpunkte in der Na¨he von Objekten in einer
U¨berschallstro¨mung.
Weil dieser Sachverhalt in der einschla¨gigen Literatur a¨ußerst selten
erwa¨hnt wird, mo¨chte ich angesichts seiner Bedeutung kurz zusammen-
fassen:
• Fu¨r die instationa¨re Gasdynamik ist es notwendig, das Einflußge-
biet entsprechend den gegebenen physikalischen Gro¨ßen zu wa¨hlen
und nicht nach den Gegebenheiten der Netzgeometrie.
• Die Verwendung von volumen-orientierten Verfahren wie traditio-
nelle Finite-Volumen- und Finite-Elemente-Verfahren sind nicht
fu¨r die Behandlung von instationa¨ren hyperbolischen Differential-
gleichungen geeignet.
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4.2 Der Einfluß des Netzes auf die Rechnungen
Ein einfaches Beispiel wird in den Abb. 4 bis Abb. 6 veranschaulicht.
Das Programm ist ein FEM-Verfahren, fu¨r das die Matrixgleichung (17)
mit Hilfe eines Runga-Kutta-Mehrschrittverfahrens behandelt wird (s.
[Jameson, Baker (1983)]). Das Gitter in Abb. 4 ist ein einfaches, gleich-
ma¨ßig strukturiertes, aus dreieckigen Elementen konstruiertes Gitter.
Um die U¨berschwinger zu vermindern, ist eine ku¨nstliche Viskosita¨t
verwendet worden, die auf normierten zweiten Differenzen beruht (s.
[Sod (1978)]).
Eine einfache, ebene Stoßwelle mit konstantem Hinterland, die in x = 1
mit der Machzahl M = 2.5 initialisiert wurde, zeigt bis zum Zeitpunkt
t = 0.7 (s. Abb. 5) keine besonderen Abweichungen von dem erwarte-
ten Ergebnis. Leichte Wellen im Hinterland der Stoßwelle sind typische
Erscheinungen der verwendeten numerischen Methode: Das verwendete
Verfahren a¨hnelt einem auf zentralen Differenzen basierenden Finite-
Differenzen-Verfahren.
Auf dem gleichen Gitter initialisieren wir nun eine kreisfo¨rmige kon-
vergente Stoßwelle mit der gleichen Machzahl M = 2.5 und ebenfalls
konstantem Hinterland. Die Abb. 6 zeigt diese Stoßwelle zum Zeitpunkt
t = 0.2. Deutlich ist die Struktur des Netzes zu erkennen, das durch
seine links-unten – rechts-oben-Struktur eine Richtung bevorzugt.
Die Stro¨mung einer ebenen Stoßwelle durchla¨uft die geometrischen Be-
randungen der Elemente stets mit etwa gleichen physikalischen Werten.
Beim Passieren einer Diagonalen wird die ebene Stoßfront zwar verzerrt,
aber dieser Einfluß ist durch den Einfluß der nachfolgenden Diagonalen
und der ku¨nstlichen Viskosita¨t nicht sichtbar.
Fu¨r die Kreisstoßwelle gilt dies nicht mehr: Die Konvergenz der Stoß-
welle bedingt, daß die Stoßfront die diagonalen Ra¨nder der Elemente
stets unter einem anderen Winkel passiert. Das hat einen Massenstrom
zur 45o-Linie zur Folge, was der eigentlich symmetrischen Kreisstoßwelle
“Ohren” verleiht. Nun kann man ein Gitter konstruieren, das abwech-
selnd aus “linken” und “rechten” Diagonal-Elementen besteht: So la¨ßt
sich auch fu¨r eine konvergente Kreisstoßwelle ein besseres Ergebnis er-
zielen. In jedem Fall sollte die Wahl der Form und Art der Gitter un-
abha¨ngig von der Gasstro¨mung sein, zumal man bei der Einbeziehung
von Objekten in das Netz in der Wahl der Form der Elemente i.a. stark
eingeschra¨nkt ist.
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Abbildung 4: Gitter fu¨r die Berechnung der Finite-Elemente-Methode.
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Abbildung 5: Ebene Stoßwelle mit der Machzahl M = 2.5 zur Zeit t =
0.7 initialisiert bei x = 1. Dargestellt sind die Ho¨henlinien der Dichte
in normierten Einheiten. Die im Hinterland der Stoßfront zu sehenden
leichten Wellen sind fu¨r ein auf quasizentralen Differenzen basierendes
Verfahren typisch, das mit einer ku¨nstlichen Viskosita¨t stabilisiert wird.
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Fehler durch die Anwendung von volumen-orientierten Ver-
fahren
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Abbildung 6: Kreisfo¨rmige Stoßwelle mit der Machzahl M = 2.5 zur
Zeit t = 0.2 initialisiert bei r = 1. Dargestellt sind die Ho¨henlinien
der Dichte in normierten Einheiten. Deutlich ist in diesem Stadium der
konvergenten Stoßwelle die Abweichung von der Kreisform zu sehen.
Die Struktur des Rechennetzes bevorzugt die Richtung links-unten nach
rechts-oben.
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5 Nichtoszillierende Interpolation
Auch wenn es nicht augenscheinlich ist, so kann jedes numerische Ver-
fahren, basierend auf finiten Differenzen, aus der Taylorreihe konstruiert
gedeutet werden (vgl. [Hirsch (1990)], p. 167). Die Bestimmung einer
Taylorreihe aus Stu¨tzstellen ist einer Interpolation a¨hnlich. Somit kann
das Auftreten von Oszillationen bei Verfahren 2. Ordnung mit den Feh-
lern von Interpolationen an Unstetigkeitsstellen verglichen werden. Bei
Verwendung eines Verfahrens auf der Basis von Charakteristiken, wie
z.B. dem Hartree-Verfahren (s. [Hartree (1953)]), wird die Interpolati-
on direkt angewendet: Die physikalischen Werte in den Fußpunkten der
Charakteristiken mu¨ssen interpoliert werden.
Welche unerwartete Schwierigkeit die Interpolation in ihrer Anwendung
darstellt, wird im folgenden veranschaulicht. Diese Schwierigkeit kann
mit Hilfe der nichtoszillierenden Interpolation umgangen werden. Des-
sen Anwendung wird hier fu¨r nichta¨quidistante Gitterpunkte erweitert.
5.1 Fehler der quadratischen Interpolation
Nehmen wir als die zu interpolierende Funktion eine analytisch gegebe-
ne als Ausgangspunkt der Betrachtung, z.B. atan(4x): Diese Funktion
a¨hnelt im Intervall [−2, 2] dem Aussehen einer “verschmierten” Stoß-
front, wie sie numerischen Verfahren mit shock-capturing eigen ist. Zu-
dem ist sie im mathematischen Sinn sehr gutmu¨tig: Monoton steigend
und beliebig oft differenzierbar.
Die Gitterpunkte sollen in diesem Beispiel im Abstand 0.5 jeweils an den
x-Koordinaten [−0.5, 0.0, 0.5, 1.0, 1.5] liegen. Angenommen, wir beno¨ti-
gen fu¨r einen Rechenschritt den Wert an der Stelle x = 0.6 in 2. Ordnung.
Als erstes wird man durch die Stu¨tzpunkte [0.0, 0.5, 1.0] eine quadrati-
sche Interpolationsfunktion legen. In Abb. 7 ist diese Interpolation als
zentrische Interpolation im Vergleich zum atan(4x) aufgetragen. Deut-
lich ist die U¨berho¨hung des gesuchten Wertes durch die zentrische Inter-
polation zu sehen. Ein “U¨berschwinger” wa¨re die Folge. Die rechtsseitige
Interpolation mit den Stu¨tzstellen [0.5, 1.0, 1.5] ergibt einen wesentlich
besseren Wert. Die geeignete spezifische Wahl der Stu¨tzpunkte bietet
also eine erhebliche Verbesserung eines numerischen Verfahrens.
Die Ursache des Interpolationsfehlers la¨ßt sich begru¨nden: Angenom-
men, die Stu¨tzwerte sind von einer unbekannten Funktion genommen;
diese Funktion ko¨nnen wir im Komplexen fortsetzen, weil sie reell und
differenzierbar sein muß. Ein Ausschnitt einer Fortsetzung vom atan(4x)
in das Komplexe ist in Abb. 8 zu sehen: Eigentlich mu¨ßte man ein
Ho¨henlinienbild vom Realteil und vom Imagina¨rteil angeben, was aber
ein wenig unanschaulich ist. Daher wird zur Darstellung der Betrag in
Abha¨ngikeit von x und iy verwendet. Die Multiplikation mit der Vorzei-
chenfunktion sign(x) erlaubt, daß der sign(x) · |atan(4(x+iy)| fu¨r reelle
Argumente (y = 0) der Funktion atan(4x) entspricht. In der Abb. 8
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Abbildung 7: Interpolation in 2. Ordnung
der Funktion atan(4x) mit einer linksseiti-
gen (Stu¨tzpunkte=[−0.5, 0.0, 0.5]), zentrischen
(Stu¨tzpunkte=[0.0, 0.5, 1.0]) und rechtsseitigen
(Stu¨tzpunkte=[0.5, 1.0, 1.5]) Stu¨tzpunktwahl.
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Abbildung 8: Betrag der analytischen Fortsetzung
des atan(4x) in die komplexe Ebene. Die x-Achse
bezeichnet den Realteil des Arguments, die y-
Achse den imagina¨ren. Wegen des Produktes mit
der sign(x)-Funktion bleibt der Funktionsverlauf
fu¨r ein rein reelles Argument (y = 0) vom Be-
trag unbeeinflußt. Der Verlauf der reellen Funktion
atan(4x) kann also bei y = 0 abgelesen werden.
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lassen sich zwei Polstellen vermuten, die tatsa¨chlich an den Punkten
[x = 0, y = ±0.25] existieren. Nun folgt aus der “Grundtatsache der Po-
tenzreihenkonvergenz” (vgl. [Ja¨nich (1983)], p. 35), daß Reihenentwick-
lungen nur innerhalb einer im Komplexen liegenden Kreisscheibe kon-
vergieren. Der Radius der Kreisscheibe wird in unserem Beispiel durch
die Polstellen begrenzt. Damit wird auch das Konvergenzverhalten der
Koeffizienten der Taylorreihe verschlechtert: Je kleiner der Radius der
Kreisscheibe ist, desto gro¨ßer wird der Betrag der Koeffizienten ho¨her-
er Ordnung. Bei der rechtsseitigen Interpolation des Beispiels liegt die
Kreisscheibe der Konvergenz gu¨nstiger: Ihr Radius ist weitaus gro¨ßer,
na¨mlich um den Betrag von ca. 0.47, das entspricht nahezu 200% .
Das Auftreten von Polstellen in der Na¨he der Wendepunkte einer dif-
ferenzierbaren Funktion liegt in der Natur der analytischen, komplexen
Funktionen. Dies la¨ßt sich wie folgt nachweisen: Fu¨r jede komplexe, ana-
lytische Funktion gilt das Maximumsprinzip, das heißt, in einer offenen
U¨berdeckung existiert kein Betragsmaximum. Sonst ist eine Abbildung,
wie eine Differenzierung der Funktion, nicht u¨berall gebietstreu und da-
mit ist sie nicht analytisch. Der Fundamentalsatz der Algebra fordert
jedoch die Existenz von Nullstellen. Das sind naturgema¨ß Betragsmini-
ma. Damit die Funktion dem Maximumsprinzip genu¨gt, muß zwischen
zwei Nullstellen eine Polstelle existieren (vgl. [Ja¨nich (1983)]).
5.2 Quadratische nichtoszillierende Interpolation des UNO-
Verfahrens
Die von A. Harten und S. Osher entwickelte Interpolation, die eine
Grundlage des UNO-Verfahrens ist (s. [Harten, Osher (1987)]), soll fu¨r
unsere Verwendung auf unstrukturierte Gitterabsta¨nde erweitert wer-
den. Das Konzept dieser Interpolation wird hier kurz erla¨utert:
Die nichtoszillierende Interpolation basiert auf drei Prinzipien:
1. Das zu konstruierende Verfahren verwendet ein Betragsintegral,
wie es fu¨r ein Godunov-Verfahren verwendet wird.
u¯(x) =
1
h
∫ x+h/2
x−h/2
u(y) dy (23)
Weil bei der Integration die Ordnung der Interpolation fu¨r u um
eins erho¨ht wird, so genu¨gt es, u in 1. Ordnung zu interpolieren.
2. Fu¨r die Interpolation wird die Funktion
L(x; u) = uj + Sj(x− xj)/h fu¨r |x− xj| < 1
2
h (24)
mit
Sj = h ·minmod(S−, S+) (25)
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wobei S− und S+ die Interpolation jeweils linksseitig bzw. rechts-
seitig durch die Ableitung der Funktion Q, die eine Na¨herung der
zu interpolierenden Funktion ist, definiert:
S− = h
d
dx
Q(xj−0; u) S
+ = h
d
dx
Q(xj+0; u) (26)
Die Funktion minmod ist definiert durch:
minmod(a, b) =
1
2
(sign(a) + sign(b)) ·min(|a|, |b|) (27)
3. Die Autoren A. Harten und S. Osher nehmen fu¨r die Funktionen
S− und S+ folgende Formel an, fu¨r die sie nachweisen, daß die so
erzeugte Interpolation in zweiter Ordnung ist:
S−j = dj−1/2u¯+
1
2
Dj−1/2u¯ S
+
j = dj+1/2u¯−
1
2
Dj+1/2u¯ (28)
mit
Dj−1/2(u) = minmod(uj−2uj−1+uj−2, uj+1−2uj +uj−1) (29)
Der Term Sj kennt somit 6 Zusta¨nde, die von den konkreten Zahlenwer-
ten in den Knotenpunkten abha¨ngen.
S D Z ergibt vereinfacht
S− Dj−1 1 uj − uj−1 + 1/2 · (uj − 2uj−1 + uj−2) 3/2uj − 2uj−1 + 1/2uj−2
Dj 2 uj − uj−1 + 1/2 · (uj+1 − 2uj + uj−1) 1/2(uj+1 − uj−1)
0 3 (uj − uj−1) uj − uj−1
S+ Dj 4 uj+1 − uj − 1/2 · (uj+1 − 2uj + uj−1) 1/2(uj+1 − uj−1)
Dj+1 5 uj+1 − uj − 1/2 · (uj+2 − 2uj+1 + uj) −1/2uj+2 + 2uj+1 − 3/2uj
0 6 (uj+1 − uj) uj+1 − uj
0 7
Die Nummern in der Spalte Z erleichtern die Zuordnung auf den ent-
sprechenden Zustand.
Mit der in Schritt 2 und 3 definierten Interpolationsfunktion L muß die
Integration, Schritt 1, durchgefu¨hrt werden. O.B.d.A. ko¨nnen wir xj ≡ 0
setzen. Die integrierte Funktion L¯ lautet unbestimmt:
L¯j(y; u) = uj · y/h+ y
2
2h
Sj + constj (30)
Die Integration soll von dx + h/2 bis dx − h/2 erfolgen, wobei dx der
Abstand zweier benachbarter Gitterpunkte ist. Nehmen wir an, daß dx <
0, dann ist es sinnvoll, fu¨r die untere Grenze die Funktion L¯j−1(dx
′+h; u)
zu nehmen. Mit dx′ = dx − h bzw. dx − h/2 = dx′ + h/2 und 18(Sj −
Sj−1) − 12(uj − uj−1)) + constj − constj−1 ≡ uj wird die Interpolation
fu¨r negative dx zu:
u(dx, u¯) = uj +
dx
h
(uj − uj−1) + 1
2h2
dx(1− dx)(Sj − Sj−1) (31)
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Fu¨r positive dx erhalten wir entsprechend:
u(dx, u¯) = uj +
dx
h
(uj+1 − uj) + 1
2h2
dx(1− dx)(Sj+1 − Sj) (32)
Fu¨r die in Abb. 8 dargestellte Funtkion atan(4x) ist das Auswahlverfah-
ren der Stu¨tzpunke fu¨r den Interpolationsbereich zwischen x=0.5 und
x=1.0 in Abb. 11 fu¨r die linke lineare Interpolationsfunktion und in
Abb. 12 fu¨r die rechte lineare Interpolationsfunktion in einem Ablauf-
diagramm dargestellt. Die resultierende nichtoszillierende Interpolation
des UNO-Verfahrens ist zusammen mit den beiden linearen Interpolati-
onsfunktionen in Abb. 13 dargestellt.
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jj-1j-2 j+1 j+2
zentrisches Element
rechtsseitiges Element
Linksseitiges Element
Abbildung 9: Diagramm zu den linksseitigen, zentrischen und rechtssei-
tigen Elementen.
5.3 Erweiterung auf nichta¨quidistante Netze
Vergleichen wir nun dieses Ergebnis mit der allgemeinen Interpolation
2. Ordnung. Dazu berechnen wir die linksseitige Interpolation des Ele-
ments aus den Knoten (j-2,j-1,j), die zentrische Interpolation des Ele-
ments aus den Knoten (j-1,j,j+1) und die rechtsseitige Interpolation des
Elements aus den Knoten (j,j+1,j+2) (s. Abb. 9) mit Hilfe der orthogo-
nalen FEM. Die Formeln sind in Abb. 10 zu finden.
Betrachten wir nun den Spezialfall konstanter Knotenabsta¨nde: Es zeigt
sich, daß es zwischen der allgemeinen Interpolation und dem Ausdruck
Sj/h fu¨r die Zusta¨nde 1, 2, 4 und 5 U¨bereinstimmungen gibt. Diese sind
in der folgenden Tabelle aufgefu¨hrt:
Z Element-Nr fu¨r Knoten Interpolation Kurzbez.
1 j − 1 rechts linksseitig Slj
2 und 4 j Mitte zentrisch Scj
5 j + 1 links rechtsseitig Srj
3 linear Sdj ≡ (uj − uj−1)
6 linear Suj ≡ (uj+1 − uj)
7 S0j ≡ 0
Die Interpolation fu¨r ein nichta¨quidistantes Gitter la¨ßt sich somit wie
folgt definieren, fu¨r positive dx:
u(x) = uj + (uj+1 − uj) · dx/hj+1/2−
1
2
dx/hj+1/2(1− dx) · (Skj+1 − Skj )
(33)
Fu¨r negative dx:
u(x) = uj + (uj − uj−1) · dx/hj−1/2+
1
2
dx/hj−1/2(1+ dx) · (Skj − Skj−1)
(34)
wobei Skj in den Fa¨llen Z = 1, 2 und 5 der lineare Anteil der jeweili-
gen allgemeinen Interpolation ist. Die Zusta¨nde Z = 3, 6 und 7 treten
nur bei Extremstellen der zu interpolierenden Funktion auf. Hierfu¨r ha-
ben A. Harten und S. Osher nachgewiesen, daß dort ebenfalls die zweite
Ordnung erfu¨llt ist. Diese linearen Interpolationen und die daraus resul-
tierende UNO-Interpolation sind in Abb. 13 gezeigt.
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Allgemeine Interpolationsformeln 2. Ordnung
linksseitig:
f(dx; u) = uj + dx ·
(
− uj−2 · xj − xj−1
(xj − xj−2)(xj−1 − xj−2)
+ uj−1 · xj − xj−2
(xj − xj−1)(xj−1 − xj−2)
− uj 2xj − xj−1 − xj−2
(xj − xj−1)(xj − xj−2)
)
+dx2 ·
(
uj−2 · 1
(xj − xj−2)(xj−1 − xj−2)
− uj−1 · 1
(xj − xj−1)(xj−1 − xj−2)
+ uj · 1
(xj − xj−1)(xj − xj−2)
)
zentrisch:
f(dx; u) = uj + dx ·
(
uj−1 · xj+1 − xj
(xj+1 − xj−1)(xj − xj−1)
− uj · xj+1 − 2xj + xj−1
(xj+1 − xj)(xj − xj−1)
− uj+1 xj − xj−1
(xj+1 − xj−1)(xj+1 − xj)
)
+dx2 ·
(
uj−1 · 1
(xj+1 − xj−1)(xj − xj−1)
− uj · 1
(xj+1 − xj)(xj − xj−1)
− uj+1 · 1
(xj+1 − xj−1)(xj+1 − xj)
)
rechtsseitig:
f(dx; u) = uj + dx ·
(
uj · xj+2 + xj − 2xj
(xj+2 − xj)(xj+1 − xj)
− uj+1 · xj+2 − xj
(xj+1 − xj)(xj+2 − xj+1)
+ uj+2
xj+1 − xj
(xj+2 − xj+1)(xj+2 − xj)
)
+dx2 ·
(
uj · 1
(xj+2 − xj)(xj+1 − xj)
− uj+1 · 1
(xj+1 − xj)(xj+2 − xj+1)
+ uj+2 · 1
(xj+2 − xj+1)(xj+2 − xj)
)
Abbildung 10: Allgemeine Interpolationsformeln 2. Ordnung fu¨r links-
seitige, zentrische und rechtsseitige Interpolation. Die Terme sind nach
ihrer Ordnung sortiert.
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Abbildung 11: Diagramm zur Auswahl der Interpolation fu¨r den
Knoten bei x = 0.5. Die schwarzen Pfeile sind die von der Inter-
polation gewa¨hlten. Dies entspricht dem Zustand 2, einer zentri-
schen Interpolation.
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Abbildung 12: Diagramm zur Auswahl der Interpolation fu¨r den
Knoten bei x = 0.0. Die schwarzen Pfeile sind die von der Inter-
polation gewa¨hlten. Dies entspricht dem Zustand 6, einer links-
seitigen Interpolation.
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Abbildung 13: Interpolation des atan(4x) durch die nichtoszillierende In-
terpolation. Die Geraden sind die linearen Interpolationen an den Kno-
ten x = 0.0 und x = 0.5.
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5.4 Bemerkungen zum Prinzip nichtoszillierender Inter-
polation
Wie im Abschnitt 5.1 aufgezeigt, nimmt der Interpolationsfehler in dem
Bereich eines Wendepunktes betra¨chtlich zu. Mit diesem Interpolations-
fehler geht eine Verschlechterung der Konvergenz der Taylorentwicklung
einher. Wir beno¨tigen fu¨r eine quadratische Interpolation eine Appro-
ximation der entsprechenden Taylorkoeffizienten. Fu¨r einen zwischen
den Stu¨tzpunkten i und i + 1 liegenden zu interpolierenden Wert kann
der quadratische Term auf den Stu¨tzstellentripeln (i − 1, i, i+ 1) oder
(i, i+ 1, i+ 2) basieren. Abha¨ngig von dem Konvergenzverhalten der in
den Stu¨tzstellen gegebenen Funktion, la¨ßt sich eine Entscheidung u¨ber
die gu¨nstigere Auswahl der Stu¨tzpunkte treffen.
Die Konstruktion der nichtoszillierenden Interpolation geht jedoch noch
einen Schritt weiter. Die quadratische Interpolation wird aus der Dif-
ferenz zweier linearen Interpolationen 2. Ordnung gebildet. Damit ist
zum einen der Bereich der Stu¨tzpunktwahl erweitert und zum anderen
ist ein einfaches Argument fu¨r die Auswahl gegeben. Die Stu¨tzstellen
der linksseitigen und rechtsseitigen linearen Interpolationen sind so zu
wa¨hlen, daß der Absolutbetrag ihrer jeweiligen Steigungmo¨glichst gering
ausfa¨llt. Haben die fu¨r die links- bzw. rechtsseitigen linearen Interpola-
tionen mo¨glichen Stu¨tzpunktwahlen Neigungen mit unterschiedlichem
Vorzeichen zur Folge, so befindet sich dort ein lokales Extremum. In
diesem Fall ist eine konstante Funktion exakter als eine lineare.
Die Anwendung dieser nichtoszillierenden Funktion ist nicht auf nume-
rische Verfahren beschra¨nkt. So ko¨nnen ebenso die Tabellenwerte von
Meßdaten mit geringen Fehlern interpoliert werden. Genauso ist fu¨r phy-
sikalische Gesetze, die sich aus Reihenentwicklungen herleiten, zu pru¨fen,
inwieweit die verwendete Reihenentwicklung wirklich konvergiert. Auch
fu¨r Grafikprogramme ist die nichtoszillierende Eigenschaft von großem
Vorteil. Hierfu¨r muß die Interpolation auf mehrere Dimensionen erwei-
tert werden, was jedoch sehr einfach mo¨glich ist, wie im folgenden Ab-
schnitt gezeigt wird.
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6 Nichtoszillierende Interpolation in zwei Di-
mensionen
Bei der Verwendung der Prinzipien der eindimensionalen nichtoszillie-
renden Interpolation auf ein unstrukturiertes zweidimensionales Gitter
treten Schwierigkeiten auf. Zum einen mu¨ssen fu¨r den zu interpolieren-
den Wert die maßgeblichen Stu¨tzpunkte bestimmt werden; es mu¨ssen
diejenigen Stu¨tzpunkte gefunden werden, die in dem in Frage kommen-
den Raumbereich liegen. Noch aufwendiger ist die Wahl der Stu¨tzpunkte
fu¨r eine einseitige, links- oder rechtsgerichtete Interpolation. Zum ande-
ren kann eine spezielle Wahl der Stu¨tzpunkte im Zweidimensionalen pa-
thologisch sein, auch wenn die Punkte den zu interpolierenden Bereich
scheinbar gut erfassen.
Ich gebe eine einfache Methode an, die die Qualtita¨t einer gegebenen
Stu¨tzpunktwahl bestimmt und es erlaubt, die Konvergenz der resultie-
renden Interpolation zu bestimmen.
Die U¨berpru¨fung der Konditionszahl jeder Wahl eines Stu¨tzpunkttupels
kann nicht numerisch effektiv sein. Die Wahl des Netzes in der Form
einer Triangulation macht die Stu¨tzpunktwahl u¨berflu¨ssig. Die resultie-
renden Formeln werden durch das geschickte Ausnutzen der physikali-
schen Situation stark vereinfacht und vor allen Dingen numerisch gut
handhabbar.
6.1 Qualita¨t einer gegebenen Stu¨tzpunktwahl
4z
0 0.5
x
y
0.5
0
-0.5
zz
z
1
2
3
-0.5
Abbildung 14: Einfacher Interpolationsstern auf einer Einheitsfla¨che fu¨r
eine bilineare Interpolation, dessen Determinante der Matrix A ver-
schwindet. Die Interpolation hat somit keine Konvergenz.
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Als einfaches Beispiel fu¨r eine Interpolation auf einem unstrukturierten
Netz, nehmen wir eine bilineare Funktion z(x, y) der Form:
z(x, y) = a1 + a2 ∗ x+ a3 ∗ y + a4 ∗ x ∗ y (35)
Fu¨r die Bestimmung der Koeffizienten ai beno¨tigen wir also 4 Gleichun-
gen, die fu¨r 4 Stu¨tzstellen mit den Werten zi an den Orten (xi, yi) lauten:
zi = a1 + a2 ∗ xi + a3 ∗ yi + a4 ∗ xi ∗ yi fu¨r i = 1..4 (36)
Bzw. in Matrixform:

z1
z2
z3
z4

 =


1 x1 y1 x1y1
1 x2 y2 x2y2
1 x3 y3 x3y3
1 x4 y4 x4y4




a1
a2
a3
a4


~z = A ~a (37)
Die Matrix A bzw. ihre Inverse A−1 haben eine besondere Bedeutung:
Die Matrix A−1 bildet den Punktraum der Stu¨tzwerte ~z auf den Raum
der Koeffizienten ~a ab, und die Matrix A bildet die Koeffizienten ~a auf
den Punktraum der Stu¨tzpunkte ~z ab:
~z
A−1
=⇒ ~a
A
=⇒ ~z (38)
Ist die Determinante der MatrixA gleich 0, so sind mindestens zwei Zei-
len oder zwei Spalten linear abha¨ngig. Solange die Orte der Stu¨tzstellen
paarweise verschieden sind, kann keine lineare Abha¨ngigkeit von zwei
Zeilen bestehen. Jedoch kann dieses fu¨r die Spalten nicht ausgeschlossen
werden. Jeder gewa¨hlte Interpolationsstern muß gesondert untersucht
werden, wofu¨r es zweckma¨ßig ist, die Interpolationsfla¨che auf eins zu
normieren und den Ursprung auf die Koordinaten (0, 0) zu transformie-
ren. Verschwindet die Determinante der Matrix A, so ist das gleichbe-
deutend mit dem Verlust einer Dimension bei der Transformation vom
Punktraum der Stu¨tzstellen in den Raum der Koeffizienten. Die resultie-
rende Interpolation hat somit keine Konvergenz. Abbildung 14 zeigt eine
Beispielwahl der Stu¨tzpunkte auf einer Einheitsfla¨che, fu¨r die die Deter-
minante der MatrixA verschwindet (vgl. [Abramowitz, Stegun (1964)]).
Im eindimensionalen Fall kann die Determinate der Matrix A nur dann
gleich 0 sein, wenn die Orte der Stu¨tzstellen xi nicht paarweise verschie-
den sind. Im zwei- und mehrdimensionalen Fall beschreibt die Konditi-
onszahl ||A|| · ||A−1|| die Qualita¨t der Stu¨tzpunktwahl.
Im Falle der eindimensionalen Interpolation heißt die MatrixA Vander-
mondsche Matrix. Dort wird sie nur zur Bestimmung der Interpolation
benutzt.
6.2 Biquadratische Interpolationsformel fu¨r ein unstruk-
turiertes Netz
Das Problem der Wahl der Stu¨tzstellen la¨ßt sich durch Interpolationsver-
fahren auf der Basis einer Netztriangulation vermeiden. Fu¨r ein solches
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Abbildung 15: Eine Thiessen- bzw. Delaunay-Triangulation auf
willku¨rlich verteilte numerierte Gitterpunkte. Das x bezeichnet eine
gewu¨nschte Interpolationsstelle.
Interpolationsverfahren la¨ßt sich zeigen, daß immer eine Lo¨sung existiert
(s. [Spa¨th (1995)], p. 6).
Die Triangulation der willku¨rlich verteilten Gitterpunkte wird so durch-
gefu¨hrt, daß die Winkel der Triangel mo¨glichst groß sind. Eine solche
Triangulation wird Thiessen- oder Delaunay-Triangulation genannt. Zur
Durchfu¨hrung der Triangulation verwende ich die Routinen REORDER
und TRMESH des Software-Pakets von R. J. Renka (1984), das ich nach
FORTRAN90 portiert habe. Auf Grund der bei mir vorliegenden Ver-
einfachungen in der Knotenauswahl kann ich die Ablaufgeschwindigkeit
der Unterprogramme teilweise verbessern.
Das Software-Paket beinhaltet auch verschiedene Routinen zur Berech-
nung der Ableitungen in den Stu¨tzstellen. Diese Routinen neigen jedoch
zu einer zu “globalen” Ableitung; der Wert fu¨r eine Stu¨tzstelle wird mit
Hilfe von Tangenten approximierter Funktionen in den benachbarten
Stu¨tzstellen bestimmt. Teilweise sind diese Routinen numerisch insta-
bil. Die Ableitungen werden daher von einer weiter unten beschriebenen
Routine bestimmt.
Von der Darstellung der eindimensionalen nichtoszillierenden Interpo-
lation (s. Abschnitt 5.4) ko¨nnen wir die Idee u¨bernehmen, daß sich die
quadratische Interpolation aus der Differenz zweier linearer Interpolatio-
nen in zweiter Ordnung konstruieren la¨ßt, die wegen ihrer erweiterten
Interpolationsbasis ein erheblich verbessertes Verhalten bezu¨glich der
Oszillationen aufweist. Somit erha¨lt das Verfahren die Struktur eines
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Godunov-Verfahrens mit Variablenextrapolation.
Jedoch ist es auf einem unstrukturierten Netz nur eingeschra¨nkt mo¨glich,
die Basis der Interpolation auf gu¨nstigere Stu¨tzstellen zu verlegen. Be-
trachten wir zum Beispiel das Netz in Abb. 15, in dem wir zur Berech-
nung des Wertes in P11 fu¨r die neue Zeitebene den interpolierten Wert
an der Stelle x im Triangel (11,6,7) beno¨tigen. A¨hnlich wie bei der ein-
dimensionalen nichtoszillierenden Interpolation, wo die Stu¨tzpunkte die
zu interpolierende Stelle einschließen, ist auch fu¨r den zweidimensiona-
len Fall zu fordern, daß die Punkte P11, P6 und P7 zur Interpolation
herangezogen werden sollen. Die Auswahl der weiteren Stu¨tzstellen ist
wegen der Vielzahl der Mo¨glichkeiten und damit verbundenen Pru¨fung
der Funktionsfa¨higkeit einer Auswahl sehr aufwendig und fehleranfa¨llig.
Wie spa¨ter ausgefu¨hrt wird, will ich den charakteristischen Schritt wie
U. Meier (1997) verwenden (vgl. Abb. 19 und 18, 46). Wir beno¨tigen da-
zu von einem Aufsatzpunkt (xk, yk) des charakteristischen Kegels, der
durch die Gasgeschwindigkeit u in x-Richtung und v in y-Richtung und
die Zeitschrittweite bestimmt ist und weiterhin die Werte in den Punk-
ten (xk ± a∆t, yk) und (xk, yk ± a∆t) (a∆t ist das Produkt aus Schall-
geschwindigkeit und Zeitschrittweite) (s. Abb. 18). Es muß nur la¨ngs
Linien in den zweidimensionalen Fla¨chen interpoliert werden, die zudem
in den natu¨rlichen Richtungen des Koordinatensystems liegen, na¨mlich
parallel zur x- und y-Richtung.
Analog zum eindimensionen Fall muß zuna¨chst der lineare Anteil der
quadratischen Interpolation in dem Triangel (11,6,7) bestimmt werden.
Mit dem Konzept zur Konstruktion von Spline-Funktionen la¨ßt sich fol-
gende Herleitung finden:
Fu¨r die Interpolation
z(x, y) = a1 + a2 ∗ x+ a3 ∗ y + a4 ∗ x ∗ y + a5 ∗ x ∗ x+ a6 ∗ y ∗ y (39)
beno¨tigen wir sechs Gleichungen fu¨r die Koeffizienten. In einem Triangel
haben wir drei Stu¨tzstellen. Mit der Forderung, daß die Interpolationmit
den Werten in den Stu¨tzstellen u¨bereinstimmt, folgen drei Gleichungen
z1 = a1 + a2 ∗ x1 + a3 ∗ y1 + a4 ∗ x1 ∗ y1 + a5 ∗ x1 ∗ x1 + a6 ∗ y1 ∗ y1
z2 = a1 + a2 ∗ x2 + a3 ∗ y2 + a4 ∗ x2 ∗ y2 + a5 ∗ x2 ∗ x2 + a6 ∗ y2 ∗ y2
z3 = a1 + a2 ∗ x3 + a3 ∗ y3 + a4 ∗ x3 ∗ y3 + a5 ∗ x3 ∗ x3 + a6 ∗ y3 ∗ y3
(40)
Die fehlenden drei Gleichungen ko¨nnen durch die Ableitungen in den drei
Stu¨tzstellen festgelegt werden. Zuna¨chst soll die Interpolation fu¨r die
Linie in x-Richtung bestimmt werden. Wir fordern daher, daß die Werte
der x-Ableitungen der Interpolation mit den Stu¨tzstellen u¨bereinstimmt;
daraus folgen die weiteren drei Gleichungen:
∂xz1 = a2 + a4 ∗ y1 + a5 ∗ 2 ∗ x1
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∂xz2 = a2 + a4 ∗ y2 + a5 ∗ 2 ∗ x2
∂xz3 = a2 + a4 ∗ y3 + a5 ∗ 2 ∗ x3 (41)
Insgesamt erhalten wir die Matrixgleichung

z1
z2
z3
∂xz1
∂xz2
∂xz3


=


1 x1 y1 x1y1 x1x1 y1y1
1 x2 y2 x2y2 x2x2 y2y2
1 x3 y3 x3y3 x3x3 y3y3
0 1 0 y1 2x1 0
0 1 0 y2 2x2 0
0 1 0 y3 2x3 0


︸ ︷︷ ︸
= B


a1
a2
a3
a4
a5
a6


(42)
Die Interpolation ist nun:
z(x, y) = ( 1, x, y, xy, xx, yy ) B−1︸ ︷︷ ︸
~φ(1, x, y, xy, xx, yy)


z1
z2
z3
∂xz1
∂xz2
∂xz3


(43)
Die daraus resultierende Formel ist fu¨r die Realisierung in einem nu-
merischen Verfahren viel zu kompliziert: allein ihre Auflistung nimmt
mehrere Seiten in Anspruch. Was uns interessiert, ist nur der lineare
Anteil in x der jeweiligen Formfunktion φ, die von erstaunlich einfa-
cher Struktur ist: Es ist eine Interpolation auf der Basis baryzentrischer
Koordinaten (Schwerpunktkoordinaten). Die Routine zur Bestimmung
der baryzentrischen Koordinaten und die Formel zur Berechnung eines
Interpolationswertes ist im Anhang B dargestellt.
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6.3 Aufstellen der nichtoszillierenden Interpolation fu¨r
unstrukturierte Netze
Die nichtoszillierende Interpolation fu¨r unstrukturierte Netze soll kurz
NOI-Interpolation genannt werden. Mit der Netzerzeugung wird fu¨r je-
den Gitterpunkt ein typischer Wert xT fu¨r die La¨nge der Triangel in
x-Richtung bzw. yT in y-Richtung erstellt. Wie spa¨ter ersichtlich wird,
kommt es fu¨r diese Werte nicht auf exakte Maße an; eine Ungenauigkeit
bis zu 10% des Gitterabstandes ist tolerierbar.
Weiterhin definieren wir folgende Gro¨ßen: Zu einem Gitterpunkt i mit
den Koordinaten (xi, yi) sind alle Nachbarn entsprechend einer Thiessen-
Triangulation bekannt. So ko¨nnen wir fu¨r die Koordinaten:
(x+, yi) mit x+ = xi + 1/2 ∗ xT
(x−, yi) mit x− = xi − 1/2 ∗ xT (44)
die Gitterpunkte der die Koordinaten jeweils umgebenden Triangel recht
einfach auffinden. Mit der baryzentrischen Interpolation ko¨nnen wir in
(x±, yi) die Gro¨ßen
zx± = z(zi und Nachbarn) (45)
bestimmen, wobei die zi die Stu¨tzstellen auf den Gitterpunkten sind.
Der Zusatz x in der Bezeichnung zx soll andeuten, daß es sich um Werte
la¨ngs einer Linie in Richtung ±x handelt.
Die Ableitungen in x-Richtung in den Gitterpunkten lassen sich dann
wie folgt bestimmen:
z′xi =
zx+ − zx−
xT
(46)
Entsprechend ko¨nnen wir die Ableitungen in den Gitterpunkten in y-
Richtung bestimmen. Mit dieser Formel lassen sich auch die erforderli-
chen Ableitungen der Flu¨sse fu¨r die Erhaltungssatzform berechnen.
Wie im na¨chsten Abschnitt gezeigt wird, beno¨tigen wir fu¨r das neu
zu konstruierende Verfahren nur Interpolationen la¨ngs Linien in den
natu¨rlichen Richtungen des Koordinatensystems, jedoch liegt ihr Ur-
sprung (xk, yk) i.a. nur in der Na¨he eines Knotenpunktes. Fu¨r ihre Kon-
struktion brauchen wir folgende Gro¨ßen, die nach dem oben beschriebe-
nen Verfahren bestimmt werden:
zx±(xk ± xT , yk) zx0(xk, yk) z′x±(xk ± xT , yk) z′x0(xk, yk)
(47)
Die nichtoszillierende Interpolation zNOI fu¨r den Funtionswert ξ im Auf-
punkt (xk, yk) ist nun:
D2 = minmod(z′x0 − z′x−, z′x+ − z′x0)
zNOI = zx0 +
zx0 − zx−
xT
ξ +
1
4
D2
xt
ξ2 wenn ξ ≥ 0
zNOI = zx0 +
zx+ − zx0
xT
ξ +
1
4
D2
xt
ξ2 wenn ξ < 0 (48)
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wobei minmod die vom UNO-Verfahren beschriebene Funktion in Glei-
chung (27) ist.
In den Abb. 16 und 17 ist die NOI-Interpolation mit der UNO-Inter-
polation und der quadratischen Lagrange-Interpolation verglichen. Die
Stu¨tzstellenwerte in Abb. 16 sind durch die Funktion atan(40(x+0.25))
gegeben, die einer realistisch geformten Stoßfront gleicht. Die NOI- und
die UNO-Interpolation bieten nur in Details einen unterschiedlichen Ver-
lauf. Wa¨hrend jedoch die eindimensionale UNO-Interpolation auf sie-
ben Stu¨tzstellen zuru¨ckgreift, verwendet die NOI-Interpolation nur fu¨nf
Stu¨tzstellen und ist zudem eine Interpolation in zwei Dimensionen. Im
Vergleich mit mit der quadratischen Interpolation, die jeweils auf drei
Stu¨tzstellen zentrisch interpoliert, wird der geringe Unterschied zwischen
UNO- und NOI-Interpolation besonders deutlich. Die Interpolation an
den x-Werten -0.05 bzw. 0 zeigt ein deutlich sichtbares “U¨berschwingen”
bzw. “Unterschwingen”.
Noch deutlicher wird dieser Vergleich in der Abb. 17: Wa¨hrend UNO-
und NOI-Interpolation auf einer Linie liegen, weist die quadratische In-
terpolation an den x-Werten gro¨ßer als -0.35 und kleiner als 0.3 offen-
sichtlich u¨bersteuerte Werte auf.
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Abbildung 16: Vergleich der Interpolation des NOI- und des UNO-
Verfahrens mit der quadratisch-zentrischen Lagrange-Interpolation. Die
Stu¨tzwerte sind durch die Funtkion atan(40(x+0.25)) an den Achsmar-
ken der x-Achse gegeben.
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Abbildung 17: Vergleich der Interpolation des NOI- und des UNO-
Verfahrens mit der quadratisch-zentrischen Lagrange-Interpolation. Die
Stu¨tzwerte sind durch eine Diskontinuita¨t zwischen -0.35 und -0.3 gege-
ben.
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7 Das charakteristisch-konservative Verfahren
Nach dem bisher Gesagten, bestehen folgende Forderungen an ein Ver-
fahren, das die Modellierung von Stoßwellen mit den Eulergleichungen
in komplexen Geometrien, wie z.B. der instationa¨ren Umstro¨mung eines
Objekts, ermo¨glicht:
1. Das Verfahren muß fu¨r unstrukturierte Netze geeignet sein,
2. das Einflußgebiet fu¨r jeden neu zu berechnenden Gitterpunkt soll
in jeder physikalischen Abha¨ngigen korrekt beru¨cksichtigt werden,
3. das Verfahren muß jedoch auch die Berechnung der Diskontinuita¨ten
ohne weitere no¨tige Maßnahmen korrekt durchfu¨hren,
und – bisher noch nicht besprochen –
4. die numerisch umgesetzten Randbedingungen auf den Randfla¨chen
sollen die selben Verfahrenseigenschaften besitzen und zudem auch
physikalisch einwandfrei sein (s.u.).
Die TVD-Verfahren sind, wie in Abschnitt 2.3 bereits erwa¨hnt, streng
nur fu¨r die Berechnung eindimensionaler Differentialgleichungen geeig-
net. Fu¨r die Berechnung der Eulergleichungen werden die Riemannva-
riablen zur Berechnung der Flu¨sse benutzt. Weil die Riemannvariablen
nicht fu¨r zweidimensionale Stro¨mungen existieren, ist es nicht mo¨glich
auf diesen Gro¨ßen basierend ein in sich geschlossenes zweidimensionales
Verfahren zu konstruieren. Eine durch das Operatorsplitting mo¨gliche
Erweiterung zur Berechnung zweidimensionaler Stro¨mungen ist jedoch
nicht korrekt: In einer Stro¨mung vorliegende unterschiedliche Entropie-
werte werden nicht in genu¨gendem Maße beru¨cksichtigt und damit wird
die Wirbelentstehung nicht richtig berechnet. Denn nach dem Crocco-
schen Wirbelsatz gilt: “Daß jede wirbelfreie, isoenergetische Stro¨mung
homentrop ist . . . . Umgekehrt muß je eine nichthomentrope, isoenergeti-
sche Stro¨mung notwendigerweise wirbelbehaftet sein” ([Becker (1966)],
p. 71).
Jedoch la¨ßt sich auch ein vollsta¨ndiges Charakteristikenverfahren fu¨r die
Berechnung der Variablen der Flu¨sse verwenden. Damit ist das resultie-
rende Verfahren zweidimensional und ließe sich auch fu¨r drei Dimensio-
nen korrekt konstruieren.
Das Verfahren bezeichne ich kurz mit drei Buchstaben, die sich aus der
englischen U¨bersetzung ergibt:
The conservative flux is compute by a characteristic method for unstruc-
tured grids – CCU.
7.1 Konstruktion des charakteristisch-konservativen Ver-
fahrens
Die Erhaltungssatzform la¨ßt sich wie fu¨r die TVD-Verfahren als Bilanz
der numerischen Flu¨sse
un+1i = u
n
i + dt/dx(fˆi+1/2(u)− fˆi−1/2(u)) (49)
43
44 7. Das charakteristisch-konservative Verfahren
definieren. Jedoch verwende ich im Unterschied zum UNO-Verfahren die
numerischen Flußterme von ~Fn(x ± 1/2∆x, y) und ~Gn(x, y ± 1/2∆y) ,
die durch ein Charakteristikenverfahren bestimmt werden. Sie geschieht
in Anlehnung an ein Pra¨diktor-Korrektor-Verfahren. In dem Pra¨diktor-
schritt werden die Werte fu¨r die neue Zeitebene in erster Ordnung in
der Zeit und in zweiter Ordnung im Raum durch das Bicharakteristiken-
verfahren berechnet. Das Bicharakteristikenverfahren ist in den Abb. 18
und 19 erla¨utert. Die fu¨r das Bicharakteristikenverfahren no¨tige Interpo-
lation wird mit der nichtoszillierenden Interpolation des Abschnitts 6.3
durchgefu¨hrt. Der Korrektorschritt besteht dann aus den Teilschritten
1. Berechnung des Flusses in der alten Zeitebenen ~F i und in der neu-
en Zeitebene ~F i+1 fu¨r jeden Gitterpunkt,
2. die Bestimmung der zeitlich gemittelten A¨nderung des Flusses
~ˆF = ~F i +
1
2
∆t
∆x
( ~F i+1 − ~F i) (50)
ebenfalls fu¨r jeden Gitterpunkt,
3. Interpolation des numerischen Flusses an den Stellen x ± 1/2∆x
fu¨r jeden Gitterpunkt,
4. und mit der Gleichung (49) die Werte in der neuen Zeitebene er-
rechnen.
Die auf einem Gitter berechneten physikalischen Werte der Stro¨mung
sind naturgema¨ß nur Na¨herungen an die tatsa¨chlichen Werte. Die Dis-
kretisierung verursacht, daß ein im Grenzfall unendliche kleiner Gitter-
absta¨nde richtig funktionierender Algorithmus die Werte fu¨r den end-
lichen Zeitschritt nicht exakt berechnen kann. Das kann in Gebieten
mit großen Gradienten wie der Stoßfront dazu fu¨hren, daß sich lokale
Extremstellen bilden. Z.B. hinter der Stoßfront ergibt sich eine auf drei
Schritten beschra¨nkte Senke. Im folgenden Zeitschritt wird sich durch die
ho¨here Schallgeschwindigkeit der Stoßfront sich schneller entwickeln, als
das Gebiet der Senke. Ein Schwinger ist entstanden. Das UNO-Verfahren
verhindert das Auftreten dieser lokalen Extremstellen dadurch, daß es
die Gitterpunkte um die lokale Extremstelle nicht beru¨cksichtigt. Da-
her beno¨tigt das eindimensionale UNO-Verfahren einen Rechenstern mit
7 Gitterpunkte um einen Neupunkt zu berechnen. Fu¨r ein unstruktu-
riertes Gitter ist es nur mit großem Aufwand mo¨glich ein entsprechend
großes Gebiet bereitzustellen, zumal die fu¨r ein zweidimensionales Ge-
biet beno¨tigten Gitterpunkte quadratisch anwachsen.
Dieses Problem la¨ßt sich wie folgt lo¨sen: Wenn sich eine lokale Extrem-
stelle bildet, so wird diese Gitterpunkt mit den Nachbarpunkten gemit-
telt:
1. Bestimme fu¨r jeden Gitterpunkt die Werte an den Stellen x ±
1/2∆x,
2. wenn der Gitterpunkt ein lokales Extremum ist, berechne die Dif-
ferenz zwischen dem aktuellen Wert des Gitterpunktes und seiner
Mittelung mit den Nachbarwerten,
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3. das gleiche in y-Richtung durchfu¨hren,
4. die Summe der Differenzen zum Wert des Gitterpunktes zufu¨gen.
Nach meinen Untersuchungen mit dem neukonstruierten Verfahren ist
durch diese Gla¨ttung verursachte Nichterhaltung der physikalischen Gro¨ßen
nicht merkbar.
Somit ist es gelungen, ein numerisches Verfahren fu¨r die Berechnung der
instationa¨ren Eulergleichungen auf unstrukturierten Netzen herzuleiten,
das in dem Aufbau seiner Teilschritte stets physikalisch bzw. mathema-
tisch begru¨ndet ist. Die Erweiterung fu¨r drei Dimensionen du¨rfte m.E.
keine gro¨ßeren Schwierigkeiten bereiten.
01 3
2
4
Geschwindigkeitsvektor
Fußpunktnumerierung
Abbildung 18: Diagramm der Grundfla¨che des charakteristischenKegels.
Die Zahlen geben die Fußpunkte der jeweiligen Charakteristiken an: In
0 ist der Fußpunkt der Teilchenbahn, in 1 bzw. 3 sind die Fußpunkte der
Bicharakteristiken mit dem ~g-Vektor fu¨r u± a und in 2 bzw. 4 die Fuß-
punkte der Bicharakteristiken mit dem ~g-Vektor fu¨r v±a (vgl. Abb. 19).
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Verfahrensschritte des Charakteristikenverfahrens
Alle Gro¨ßen sind hier gema¨ß Payne entdimensioniert (s. 2.4) Be-
stimmung der Position der Fußpunkte (vgl. Abb. 18):(
x0
y0
)
=
(
xi − u ∗∆t
yi − v ∗∆t
)
(
x1
y1
)
=
(
xi − (u− a) ∗∆t
yi − v ∗∆t
)
(
x2
y2
)
=
(
xi − u ∗∆t
yi − (v − a) ∗∆t
)
(
x3
y3
)
=
(
xi − (u+ a) ∗∆t
yi − v ∗∆t
)
(
x4
y4
)
=
(
xi − u ∗∆t
yi − (v + a) ∗∆t
)
(51)
Hier ist u und v die Gasgeschwindigkeit in x- und y-Richtung. Die Ver-
fahrensformeln lauten:
uneu =
1
2
(u1 + u3 +
a
γ
(P3 − P1))
vneu =
1
2
(v2 + v4 +
a
γ
(P4 − P2))
Pneu =
1
2
(P1 + P2 + P3 + P4 + (u3 − u1 + v4 − v2)γ
a
)− P0
dneu = d0 +
1
2
(Pneu − P0) (52)
Die Indizes bezeichnen die Werte fu¨r die jeweiligen Fußpunkte, der Index
neu bezeichnet die Werte in der neuen Zeitebene. P ist der Logarithmus
des Drucks, d der Logarithmus der Dichte.
Abbildung 19: Verfahrensschritte des Charakteristikenverfahrens.
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8 Randfla¨chen im Rechengebiet
Die Ra¨nder des Rechengebietes sind fu¨r die in dieser Arbeit avisierten
Modellierungen in drei Gruppen zu unterteilen: In die offenen Ra¨nder,
die inneren beweglichen Ra¨nder und die festen Ra¨nder der Oberfla¨chen
der Objekte. Die inneren beweglichen Ra¨nder sind die Diskontinuita¨ten
wie Stoßfronten, Querwellen oder sekunda¨re Stoßfronten, Kontaktunste-
tigkeiten und tangentiale Unstetigkeiten der Gasgeschwindigkeit. Diese
inneren Ra¨nder beno¨tigen bei der Verwendung von konservativen Verfah-
ren wie dem UNO-Verfahren und dem CCU-Verfahren keine besonderen
Algorithmen.
Die Verarbeitung der offenen Ra¨nder und der Randfla¨chen ist in den
folgenen Abschnitten erla¨utert.
8.1 Offene Ra¨nder
Das Rechengebiet ist in seiner Gro¨ße beschra¨nkt. Die Außenfla¨chen des
Rechengebietes, in die Gas einstro¨mt oder ausstro¨mt heißen offene Ra¨nder.
Die Werte der Randpunkte ko¨nnen i.a. nicht von dem Verfahrensschritt
mitbehandelt werden; es muß also ein gesonderter Algorithmus ange-
wand werden. Es zeigt sich, daß die Auswahl des Algorithmus zum einem
von der zu modellierenden Stro¨mung abha¨ngig ist, zum anderen aber
auch vom verwendeten Verfahren. Fu¨r das CCU- sowie fu¨r das UNO-
Verfahren hat sich fu¨r die Modellierung der konvergenten Stoßwellen die
zweifache lineare Extrapolation bewa¨hrt:
~Un−1 = Extrapolation(~Un−2, ~Un−3)
~Un = Extrapolation(~Un−1, ~Un−2) (53)
wobei Un der Randpunkt ist und die Indizes n−1 die Punkte la¨ngs einer
natu¨rlichen Koordinate senkrecht zum Rand bezeichnen. Bei der Model-
lierung auf rechteckigen Gittern neigen beide Verfahren bei der Modellie-
rung konvergenter Stoßwellen in den Ecken des Netzes zu Schwingungen.
Diese unterdru¨cke ich mit einer einfachen Mittelung der Eckwerte durch
die benachbarten Randpunkte.
Unabha¨ngig von der Wahl des Algorithmus fu¨r die Berechnung der
Randwerte mu¨ssen jeweils die physikalischen Auswirkungen auf die Be-
rechnung untersucht werden. Als Alternative zu den oben genannten hat
F. Demmig (1997) nicht reflektierende Randbedingungen untersucht und
als sehr geeignet bewertet.
8.2 Ra¨nder an Objekten
Werden Objekte in die zweidimensionale Stro¨mung eingesetzt, mu¨ssen
fu¨r die entstehenden Randfla¨chen spezielle Verfahrensschritte angewen-
det werden. In der Literatur werden verschiedene Verfahrensschritte be-
schrieben. Fu¨r die Modellierung einer festen, ra¨umlich ausgedehnten
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Achse im Zentrum der Konvergenz einer symmetrisch einlaufendenen
Stoßwelle haben wir im UNO-Verfahren ein Kontrollzylinderverfahren
verwendet. Zuletzt hat R. Steinfeldt (1996) verschiedene Kontrollzylin-
derverfahren bei der Anwendung der Reflexion konvergenter Stoßwellen
im Konvergenzzentrum miteinander und mit dem eindimensionalen Pro-
gramm CAR verglichen. Im Kontrollzylinderverfahren wird die Bilanz
der Erhaltungsgro¨ßen u¨ber die Oberfla¨che des Kontrollvolumens (in die-
sem Fall hat es die Form eines Zylinders) verwendet und als Randbedin-
gung das Verschwinden der Geschwindigkeit in Richtung der Normalen
im Randpunkt. Es ergeben sich die Werte auf der Achse in der neuen
Zeitebene.
Aus den in Abschnitt 4 genannten Gru¨nden ist meiner Ansicht nach ein
Randschritt auf der Basis eines Kontrollvolumens nicht fu¨r unstruktu-
rierte Gitter geeignet. Dies trifft natu¨rlich auch auf die Randschrittver-
fahren der FEM zu.
In der einschla¨gigen Fachliteratur sind nur wenige Angaben zu nicht-
volumenbezogenen Randbehandlung mit konkreten Verfahrensschritten
zu finden. R. A. Shapiro (1991) schla¨gt vor, die Flußkomponenten nach
einer von ihm genannten, wahrscheinlich empirisch bestimmten Formel,
zu versta¨rken, nachdem die Normalkomponente der Geschwindigkeit im
Randpunkt auf Null gesetzt worden ist. In meinen Untersuchungen zei-
gen diese Randbedingungen ein unphysikalisches Verhalten.
Auf der Basis der Charakteristikenverfahren ist es mo¨glich, physikalisch
plausible Randbedingungen zu bestimmen. Durch die Wahl des Aus-
wahlvektors ~g, na¨mlich tangential bzw. normal zur Randfla¨che liegend,
la¨ßt sich mit Hilfe des Verschwindens der Normalengeschwindigkeit der
Randschritt herleiten (s. Abb. 20 und 21). In der Praxis zeigen sich je-
doch bei der Anwendung eines solchen charakteristischen Randschritts
unerwartete Probleme: In Verbindung mit bestimmten Interpolationsfor-
meln treten Instabilita¨ten auf (vgl. [Spieß (1994)] und [Kiene (1991)]).
Im Rahmen des hier vorgestellten Verfahrens ist jedoch der charakte-
ristische Randschritt sehr homogen als Praediktor-Schritt in das CCU-
Verfahren einzubinden. Die Schwingneigung la¨ßt sich mit der Verwen-
dung der nichtoszillierenden Interpolation zur Bestimmung der Werte
in den Fußpunkten der Teilchenbahn C0 und der Bicharakteristiken B
vermeiden.
Fu¨r die Konstruktion des Korrektorschritts in den Erhaltungsgro¨ßen
wird folgende Betrachtung angestellt: Ein Fluidvolumen, dessen Mit-
telpunkt eine gemittelte Bewegung in der Stro¨mung und dessen Aus-
dehnung die Schwankung um diese mittlere Bewegung beschreibt, soll
sich auf eine Randfla¨che zubewegen (s. Abb. 22). In einem diskreten
Zeitschritt ∆t, dessen Berechnung sich mit einer einseitigen Differenz
ausfu¨hren la¨ßt, wird ein Teil des Fluidvolumens u¨ber den Rand hinausge-
hen. Weil jedoch die Normalkomponente der Geschwindigkeit im Rand-
punkt Null sein soll, muß der statistische Anteil der Bewegung, der durch
den diskreten Zeitschritt im Rand zu liegen kommt, in eine Erho¨hung
der mittleren Dichte und der Energiedichte transformiert werden. Die
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Verfahrensformeln sind fu¨r den zweidimensionalen Fall in Abb. 22 auf-
gefu¨hrt. Sie beru¨cksichtigen, daß ein abstro¨mendes Fluidvolumen keiner
Korrektur der Gro¨ßen bedarf. Der in den Verfahrensformeln angegebene
Druck zur Berechnung der Korrektur der Energiedichte enspricht in sei-
ner Art der Formel zur Berechnung des Staudrucks eines angestro¨mten
Ko¨rpers. Die Randbedingungen sollen anhand der Reflexion einer ebe-
nen Stoßwelle an einem Endflansch eines Stoßrohres erla¨utert werden:
Hat die ebene Stoßwelle den Endflansch erreicht und beginnt das Gas, in
die entgegengesetzte Richtung zu expandieren, so bleibt auf dem Rand-
punkt ein hoher Dichtewert zuru¨ck, der sich nur langsam abbaut. In der
Na¨herung der sich langsam a¨ndernden Gro¨ßen gilt die Kesselenthalpie.
Dies ist grundsa¨tzlich anders, wenn das Fluidteilchen eine der stati-
stischen Verteilung genu¨gende Anzahl von Moleku¨len beinhaltet, aber
noch klein ist gegenu¨ber der Dimension der Stro¨mung. Beim “Auftref-
fen” auf eine Randfla¨che eines solchen Fluidvolumens mu¨ssen die Dichte
und die Energiedichte erho¨ht werden. Fu¨r ein abstro¨mendes Fluidele-
ment mu¨ssen diese beiden Gro¨ßen wieder expandiert werden. Dies wi-
derspricht jedoch der Forderung, daß die Kesselenthalpie in der oben
beschriebenen Na¨herung konstant sein muß. In meinen Untersuchungen
ergeben sich bei der Anwendung dieser Randbedingung unphysikalische
“Ringe” um die Randfla¨chen.
1
3
0
2
Fußpunkbezeichnungen
Normale
Tangente
Geschwindigkeitsvektor
Abbildung 20: Diagramm der Basis des charakteristischen Kegels fu¨r den
Randschritt. Die Numerierung der Fußpunkte ist in der Zeichnung oben
angegeben: In 0 ist der Fußpunkt der Teilchenbahn, in 1 ist der Fuß-
punkt der Bicharakteristik mit dem ~g-Vektor u⊥+a, in 2 und 3 sind die
Fußpunkte der Bicharakteristiken mit dem ~g-Vektor u||±a (s. Abb. 21).
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Verfahrensschritte des charakteristischen Randschritts
Die Fußpunkte werden bestimmt:(
x0
y0
)
=
(
xi −∆t ∗ u
yi −∆t ∗ v
)
(
x1
y1
)
=
(
xi −∆t ∗ (u− aNx)
yi −∆t ∗ (v − aNy)
)
(
x2
y2
)
=
(
xi −∆t ∗ (u− aTx)
yi −∆t ∗ (v − aTy)
)
(
x3
y3
)
=
(
xi −∆t ∗ (u+ aTx)
yi −∆t ∗ (v + aTy)
)
(54)
Der Tangentenvektor ~T la¨ßt sich aus dem Normalenvektor ~N berechnen:(
Tx
Ty
)
=
(
−Ny
Nx
)
(55)
Die Verfahrensformeln lauten:
uzw = Ny ∗ (u2 + u3)−Nx ∗ (v3 + v2) + a
γ
∗ (P2 − P3)
uneu =
1
2
Ny · uzw
vneu = −1
2
Nx · uzw
Pneu = Nx(uneu − u1)γ
a
+Ny(vneu − v1)γ
a
+ P1
dneu = d0 + (Pneu − P0)/γ (56)
Hierbei bezeichnen die Indizes die jeweiligen Werte in den Fußpunkten
und der Index neu die Werte in der neuen Zeitebene:
u bzw. v ist die Stro¨mungsgeschwindigkeit in x- bzw. y-Richtung, P der
Logarithmus des Drucks und d der Logarithmus der Dichte.
Abbildung 21: Verfahrensschritte des charakteristischen Randschritts
(s. Abb. 20).
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Verfahrensschritte des Randschritts in den Erhaltungs-
gro¨ßen
1. Berechnung der Gro¨ßen im Randpunkt fu¨r die neue Zeitebene mit
einseitigen Differenzen.
2. Die Geschwindigkeitskomponente normal zum Rand wird auf Null
gesetzt:
uRand = u ∗ (1−N 2x)− v ∗Nx ∗Ny
vRand = v ∗ (1−N 2y )− u ∗Nx ∗Ny (57)
Hierbei sind u und v die Komponenten der im vorhergehenden
Schritt berechneten Geschwindigkeit im Randpunkt und Nx und
Ny die Komponenten des Normalenvektors, der im Randpunkt
senkrecht auf dem Rand steht.
3. Berechnung der Druckkorrektur, die durch das Abstoppen des
Fluidelements verursacht ist:
px = ABS(MIN (0, SIGN(Nx) ∗ (u− uRand)) ∗ ρ ∗ ∆x
δt
py = ABS(MIN (0, SIGN(Ny) ∗ (v − vRand)) ∗ ρ ∗ ∆y
δt
Die Druckzunahme spaltet sich in zwei Anteile px und py auf.
4. Nun kann die Korrektur durchgefu¨hrt werden:
ρ = ρRand +
1
2
(∆t)2 · (
(
px
∆x
)2
+
(
py
∆y
)2
)
n = uRand ∗ ρ
m = vRand ∗ ρ
e = e+∆t ∗ (Px|u|
∆x
+
Py|v|
∆y
) (58)
Die Massenflußdichten n und m sind die primitiven Variablen der
Erhaltungssatzform.
Abbildung 22: Verfahrensschritte des Randschritts in den Erhaltungs-
gro¨ßen.
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9 Verfahrensvergleich
Ich vergleiche im folgenden die Ergebnisse des CCU-, des UNO- und
des FEM-Verfahrens (s.o. 4.2) am Beispiel einer durch ein ebenes Stoß-
rohr erzeugten Stoßwelle und das CCU- und das UNO-Verfahren an dem
Beispiel einer symmetrischen, konvergierenden Stoßwelle und einer frag-
mentierenden, konvergierenden Stoßwelle. Der Vergleich mit der Expan-
sionswelle in einem Stoßrohr erlaubt den Vergleich mit einer analytischen
Lo¨sung. Jedoch zeigt die Erfahrung, daß die konvergenten Stoßwellen er-
heblich ho¨here Anspru¨che an das numerische Verfahren stellen und somit
einen wichtigen Test darstellen. Die Rechnungen mit einer verformten
symmetrischen Kontur sollen den Vergleich der letzgenannten Verfah-
ren bezu¨glich der Entstehung neuer Diskontinuita¨ten ermo¨glichen und
damit die Qualita¨t des CCU-Verfahrens fu¨r Modellrechnungen belegen.
9.1 Ebene Stoßwelle
Als Anfangsbedingungen wa¨hle ich die Werte eines Riemann-Problems,
das in der Literatur als ‘Sods problem’ zitiert wird (s. [Sod (1978)]).
Die Werte sind entsprechend dem Abschnitt 2.4 entdimensioniert und
betragen im Niederdruckteil Pv = 1.0, ρv = 1.0 und im Hochdruckteil
Ph = 10.0, ρh = 8.0.
In den Grafiken Abb. 23 und 24 sind jeweils die Dichten und Geschwin-
digkeiten der drei verschiedenen Verfahren gegenu¨ber der analytischen
Lo¨sung aufgetragen. Die Auflo¨sung betra¨gt 81 Gitterpunkte von -4 bis
4, also ∆x = 0.1.
Das UNO-Verfahren entwickelt die Stoßfront etwas zu schnell gegenu¨ber
der analytischen Lo¨sung, die in der Graphik mit SOD bezeichnet ist
(s. Abb. 23). Im weiteren zeitlichen Verlauf bleibt der Abstand zwischen
der vom UNO-Verfahren berechneten Stoßfront und der analytischen
Lo¨sung innerhalb der Fehlertoleranz von einigen Gitterpunkten, so daß
die Stoßfrontposition durchaus richtig berechnet wird, zumal sie verfah-
rensbedingt auf 5–7 Stoßfrontpunkte verschmiert ist.
Der Knick im Dichteverlauf kurz vor der Membran ist ein fu¨r das Verfah-
ren typisches Verhalten, das sich durch ein entsprechendes Verschmieren
der Stoßwelle in den Startwerten vermeiden la¨ßt. Der Expansionsbe-
reich der ebenen Welle wird vom UNO-Verfahren ebenfalls stets etwas
zu stark berechnet. Diese Eigenschaft ist den TVD-Verfahren eigen, die
wie das UNO-Verfahren auf Variablenextrapolation in den charakteri-
stischen Variablen basieren.
Der Expansionsbereich wird durch das FEM-Verfahren mit geringerer
Abweichung zur analytischen Lo¨sung als beim UNO-Verfahren berech-
net. Die Stoßfront ist auf 10–12 Gitterpunkte verschmiert und ist somit
nicht so steil berechnet wie durch das UNO-Verfahren, aber in seiner zeit-
lichen Entwicklung ebenfalls na¨her an der analytischen Lo¨sung. Die fu¨r
das Verfahren typischen U¨berschwinger hinter der Stoßfront verschlech-
tern die Ergebnisse erheblich: Sowohl fu¨r die Darstellung der Dichte
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durch Ho¨henlinien oder Konturfla¨chen, als auch fu¨r die Anwendung der
Mustererkennung sind diese U¨berschwinger sehr sto¨rend.
Betrachten wir das CCU-Verfahren: Die Stoßfront ist wie die des FEM-
Verfahrens auf 10–12 Gitterpunkte verschmiert, jedoch ohne dessen sto¨ren-
de U¨berschwinger. Wie das UNO-Verfahren zeigt es ebenfalls den cha-
rakteristischen Knick im Dichteverlauf nahe der Membran. Die Berech-
nung des Expansionsbereichs ist genauer als die Berechnung des UNO-
Verfahrens.
Der Vergleich der Verla¨ufe der Gasgeschwindigkeit der drei Verfahren
fu¨hrt zu den gleichen Ergebnissen, jedoch ist der gro¨ßere Fehler des
UNO-Verfahrens an der Stoßfront deutlicher zu erkennen.
Die Unterschiede in den Ergebnissen des CCU- und des UNO-Verfahrens
sind zum Teil in der Anwendung der Roe-Linearisierung beim UNO-
Verfahren begru¨ndet (s. [Yee et al (1985)]): Durch eine spezielle Mitte-
lung der Werte auf dem Gitter kann eine stationa¨re Stoßfront korrekt
behandelt werden. Wie aus dem Vergleich hervorgeht, lassen sich jedoch
die Berechnungen der instationa¨ren Stoßwellen nur mit Einschra¨nkun-
gen verbesseren. Die Roe-Linearisierung ist nur fu¨r den eindimensiona-
len Fall anwendbar und somit auf das allgemeinere, mehrdimensionale
CCU-Verfahren nicht u¨bertragbar.
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Stoßfront ↑
↑ Kontaktunstet.
↑ - - - ↑ Expansionsbereich
↑ Stoßfront
↑ Kontaktunstet.
↑ - - - - - - - - ↑ Expansionsb.
Abbildung 23: Dichteverlauf der Expansionsstoßwelle berechnet mit
UNO, CCU und FEM im Vergleich mit der analytischen Lo¨sung (SOD)
zur Zeit t = 0.7 (oben) und zur Zeit t = 1.7 (unten). Die Gitterschrittwei-
te betra¨gt 0.1. Durch Pfeile sind die Position der Stoßfront, die Position
der Kontaktfront und der Expansionsbereich gekennzeichnet.
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Stoßfront ↓ ↓ - - - ↓ Expansionsbereich
↓ Stoßfront ↓ - - - - - - - - ↓ Expansionsb.
Abbildung 24: Gasgeschwindigkeit in der Expansionsstoßwelle berech-
net mit UNO, CCU und FEM im Vergleich mit der analytischen Lo¨sung
(SOD) zur Zeit t = 0.7 (oben) und zur Zeit t = 1.7 (unten). Durch
Pfeile sind die Positionen der Stoßfront und der Expansionsbereich ge-
kennzeichnet.
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9.2 Symmetrische konvergente Stoßwelle
Fu¨r zwei Dimensionen wird eine konvergente Stoßwelle mit der Anfangs-
machzahl MS = 2.5 mit konstantem Hinterland als Anfangsbedingung
verwendet. Der Anfangsradius der Stoßfront ist auf 1 normiert, das Re-
chengebiet reicht von -2 bis +2 sowohl in x- als auch in y-Richtung. Das
Netz besteht aus 81 mal 81 Gitterpunkten mit gleichem Abstand. Der
Abstand zwischen zwei Punkten betra¨gt 0.05. Meiner Erfahrung nach
stellen konvergente Stoßwellen erheblich ho¨here Anforderungen an das
numerische Verfahren als ebene Stoßwellen, wahrscheinlich wegen des
Geometriefaktors der Konvergenz, der die Stoßwelle versta¨rkt. Mit der
Lo¨sung nach Guderley (1942) steht auch hier eine analytische Lo¨sung zur
Verfu¨gung, die aber im Vergleich zu von uns behandelten Experimenten
ein sehr starkes Hinterland aufweist. Weil jedoch die offenen Randbedin-
gungen am a¨ußeren Rand des Rechengebietes stets problematisch sind,
und das starke Hinterland dieses verscha¨rfen wu¨rde, wird auf den Ver-
gleich mit dieser analytischen Lo¨sung verzichtet.
Ich vergleiche daher nur zwischen dem CCU- und dem UNO-Verfahren,
die ich beide auf a¨quidistanten, kartesischen Gittern rechnen lasse. Das
UNO-Verfahren ist sehr ausgiebig zur Modellierung verwendet worden
und hat dabei seine Qualita¨ten unter Beweis gestellt: In meiner Di-
plomarbeit (s. [Wallus (1993)]) und auch in den Diplomarbeiten von
J. Meier (1994) und R. Steinfeldt (1996) wurden Rechnungen des UNO-
Verfahrens im direkten Vergleich mit Experimenten durchgefu¨hrt. Zu-
dem haben R. Steinfeldt und U. Meier (1997) auch Vergleiche mit dem
Programm CAR angestellt, das die Berechnung einer kreissymmetri-
schen konvergenten Stoßwelle quasieindimensional auf der Basis von
Charakteristiken und eingepaßter Stoßfrontschritte (‘shock fitting’) durch-
fu¨hrt; dieses Programm hat in unserer Arbeitsgruppe den Status eines
Standards. In meiner Untersuchung steht beim Vergleich zwischen CCU-
und UNO-Verfahren das Verhalten an den Diskontinuita¨ten im Vorder-
grund und zwar in Hinblick auf die Qualita¨t der Ergebnisse fu¨r die gra-
phische Darstellung und die Anwendung der Mustererkennung zur In-
terpretation stro¨mungsmechanischer Pha¨nomene.
Der Vergleich mit einer kreissymmetrischen Stoßwelle zeigt den Einfluß
des kartesischen Gitters auf die Lo¨sung.
Beim Vergleich zwischen dem CCU- und dem UNO-Verfahren zeigt sich
ein a¨hnliches Bild wie bei der ebenen Stoßwelle. Das UNO-Verfahren
eilt stets ein Stu¨ck voraus; die Stoßfront wird nur auf ca. 8 Punkte ver-
schmiert. Jedoch hat sich beim Vergleich mit dem Bicharakteristikenver-
fahren gezeigt, daß das UNO-Verfahren im oberen Bereich der Stoßfront
den Dichteverlauf etwas zu steil bestimmt. Die vom CCU-Verfahren be-
rechnete Stoßfront ist hingegen auf ca. 10 Punkte verschmiert, also nicht
so steil berechnet. Hervorragend ist bei beiden Verfahren die Symme-
trie der Konturlinien: Obwohl sie auf einem kartesischen Gitter rechnen,
besitzen die Konturlinien beider Verfahren eine nahezu perfekte Kreis-
form. Durch das sta¨rkere Verschmieren bedingt, erreicht die Stoßfront
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des CCU-Verfahrens den Konvergenzpunkt fru¨her als die Stoßfront des
UNO-Verfahrens. Auch ist die Ho¨he der maximal erreichten Dichte beim
UNO-Verfahren wesentlich gro¨ßer. Der Zeitpunkt ist bei beiden Verfah-
ren gleich.
Die durch die Eulergleichungen modellierten kreissymmetrischen Stoß-
wellen werden kurz vor der Konvergenz selbsta¨hnlich und schließlich
in der Konvergenz singula¨r; ein numerisches Verfahren kann aber eine
Singularita¨t nicht ohne besondere Maßnahmen berechnen: Der Algorith-
mus wird abbrechen. Das Modell muß fu¨r die Beschreibung realer Gase
um die Viskosita¨t, Strahlungstransport und chemische Prozesse erwei-
tert werden. die diese unnatu¨rliche Singularita¨t verhindern. Fu¨r nicht zu
starke Stoßwellen ist der Einfluß der chemischen Prozesse und des Strah-
lungtransports zu vernachla¨ssigen. Die in den Algorithmen vorhandene
numerische Viskosita¨t verhindert die Singularita¨t der Stoßwellen und er-
laubt die Modellierung u¨ber diesen Zeitpunkt hinaus.
Die Singularita¨t der kreissymmetrischen Stoßwelle in der Konvergenz
ließe sich auch durch das Einsetzen einer du¨nnen, festen Achse im Kon-
vergenzzentrum umgehen (vgl. [Wallus, Demmig (1995)]). Dies wu¨rde
den Einfluß der stark nichtlinearen, verfahrensabha¨ngigen, numerischen
Viskosita¨t auf die physikalischen Gro¨ßen wa¨hrend der Konvergenz stark
vermindern. Insofern ist der Unterschied im Betrag der Ergebnisse bei-
der Verfahren im Konvergenzbereich nicht relevant.
Auffa¨llig ist der Unterschied im Verlauf des sich an die Stoßfront an-
schließenden Hinterlands. U. Meyer (1997) hat diese Abweichung (U¨ber-
zeichnung) im Vergleich mit Bicharakteristikenverfahren in der Berech-
nung des UNO-Verfahrens ebenfalls festgestellt. Diese U¨berzeichnung
der einer Stoßfront nachfolgenden Werte ist wohl auf die Anwendung
der Roe-Linearisierung zuru¨ckzufu¨hren. Beide Verfahren sind konserva-
tiv, so daß nach der Reflexion der Stoßfronten im Zentrum die von bei-
den Verfahren berechneten Werte wieder physikalisch sind, solange keine
chemischen Prozesse die Eigenschaften des Gases vera¨ndert haben.
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Abbildung 25: Vergleich der Dichteverla¨ufe bei y = 0 von UNO- und
CCU-Verfahren fu¨r eine konvergente Stoßwelle. Der Gitterabstand be-
tra¨gt 0.05. Die Werte des UNO-Verfahrens zeigen eine weniger ver-
schmierte Stoßfront, jedoch ist der Verlauf der Stoßfront im oberen Be-
reich des CCU-Verfahrens realistischer als beim UNO-Verfahren. Auch
der Verlauf des an die Stoßfront anschließenden Hinterlandes wird durch
das CCU-Verfahren realistischer berechnet.
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Abbildung 26: Symmetrische konvergente Stoßwelle (oben CCU, unten
UNO) zur Zeit t = 0.2.
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Abbildung 27: Symmetrische konvergente Stoßwelle (oben CCU, unten
UNO) zur Zeit t = 0.32
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Abbildung 28: Symmetrische konvergente Stoßwelle (oben CCU, unten
UNO) zur Zeit t = 0.4
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Abbildung 29: Symmetrische konvergente Stoßwelle (oben CCU, unten
UNO) zur Zeit t = 0.52
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Abbildung 30: Symmetrische konvergente Stoßwelle (oben CCU, unten
UNO) zur Zeit t = 0.66
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9.3 Fragmentierende konvergente Stoßwellen
Der Vergleich der Modellierungen von fragmentierenden Stoßwellen gibt
einen differenzierteren Aufschluß u¨ber die Unterschiede zwischen dem
CCU- und UNO-Verfahren. Denn bei den fragmentierenden, konvergen-
ten Stoßwellen treten im Hinterland Bereiche verschiedener Entropie auf.
Die Stoßkontur wird gema¨ß der Funktion zu
r = r0 + A|sin3(2φ+ ψ)| (59)
mit einer Machzahlvariation
MS = M0 +B|sin3(2φ+ ψ)| (60)
(s. [Demmig, Petersen (1991)]). Fu¨r die hier vorgestellten Modellrech-
nungen ist M0 = 2.5, A = 0.05, B = −0.07 und ψ = 450. Das Hinter-
land wird radial konstant gesetzt und erha¨lt den jeweiligen Wert auf der
Stoßfront im Winkel φ. Das Netz besteht fu¨r beide Verfahren aus einen
regelma¨ßigen Gitter mit ∆x = ∆y = 0.05, das sich von -2 bis +2 in
beiden Dimensionen erstreckt, also ingesamt 80× 80-Schritten.
Die Ergebnisse der Modellrechnungen sind in den Abb. 31 bis 35 darge-
stellt, wobei in der oberen Grafik die Ergebnisse des CCU-Verfahrens,
in der unteren die des UNO-Verfahrens zu sehen sind.
Dichteberge haben sich bereits zum Zeitpunkt t = 0.2 (s. Abb. 31) bei
beiden Verfahren auf den Winkelhalbierenden gebildet. Die Dichtewer-
te des CCU-Verfahrens sind jedoch ein wenig ho¨her als die des UNO-
Verfahrens. Dieses steht im Gegensatz zu den Untersuchungsergebnissen
mit den vollsta¨ndig kreissymmetrischen Stoßwellen: Dort sind die Dich-
tewerte des UNO-Verfahrens ho¨her. Die Verschmierung der Stoßfront ist
beim CCU-Verfahren wiederum gro¨ßer als beim UNO-Verfahren. Insge-
samt kann man feststellen, daß die Stoßfront in ihrer Form beim CCU-
Verfahren mehr durch das Hinterland beeinflußt wird, als dies beim
UNO-Verfahren der Fall ist: Die Stoßkontur wirkt rechteckiger.
Dies wird in der Abb. 32 noch deutlicher3. Obwohl die Dichtewerte in
den Dichteerhebungen in Abb. 31 von 3.5–3.7 auf 4.0–4.24 in Abb. 32
gestiegen sind, zeigt die Stoßfrontkontur des UNO-Verfahrens kaum eine
A¨nderung ihrer Form.
Sogar noch zum Zeitpunkt t = 0.4 (s. Abb. 34) zeigt die Form der Stoß-
kontur des UNO-Verfahrens kaum einen Einfluß des mittlerweile stark
variierenden Hinterlands. Beim CCU-Verfahren la¨uft der Dichteberg zur
Stoßfront spitz zusammen, was durch die tangentiale Komponente des
3Hier ist beim UNO-Verfahren ein kleine Abweichung bei x = 0.0 und y = 0.75 im
Verlauf der Stoßfront zu sehen. Solche Abweichungen sind in den Verfahrensschaltern
begru¨ndet. Auch beim CCU-Verfahren la¨ßt sich durch die unterschiedlichen Verla¨ufe
der Ho¨henlinien an den Dichtebergen auf solche, durch die Verfahrensschalter verur-
sachte Abweichungen schliessen. Beim CCU-Verfahren ist das Rechengitter jedoch in
unterschiedlich ausgerichtete Dreiecke zerlegt, so daß nicht so deutliche Abweichun-
gen wie beim UNO-Verfahren in Erscheinung treten. Diese Abweichungen sind im
Rahmen der Fehlerkonvergenz nicht als Fehler zu werten.
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Massenstroms an der Stoßfront verursacht ist. Diese Entwicklung ist
beim UNO-Verfahren in diesem Zeitpunkt nicht zu erkennen.
Der na¨chste dargestellte Zeitpunkt, Abb. 35, zeigt einen weiteren Unter-
schied zwischen den beiden Verfahren auf: Wa¨hrend das CCU-Verfahren
noch kurz vor der Konvergenz steht, ist die Stoßfront des UNO-Verfahrens
bereits konvergiert. Dieses Vorschnellen des UNO-Verfahrens ist auf die
Roe-Linearisierung zuru¨ckzufu¨hren.
Charakteristisch ist der auch in Experimenten beobachtete Wechsel der
Dichteberge von den Winkelhalbierenden zu den Koordinatenachsen kurz
vor der Reflexion (vgl. [Takayma et al (1984)] und [Takayama et al (1987)]
). In Abb. 35 steht in der Grafik des CCU-Verfahrens der Wechsel ge-
rade bevor, die Stoßkontur ist auf den Koordinatenachsen bereits na¨her
an das Zentrum herangeru¨ckt als auf den Winkelhalbierenden. In der
unteren Grafik des vorauseilenden UNO-Verfahrens ist der bereits voll-
zogenen Wechsel an der Farbe der Konturfla¨chen zu erkennen.
Zum Vergleich habe ich diese Rechnungen mit doppelter Auflo¨sung durch-
gefu¨hrt, also 181× 181-Schritten. Der Gitterabstand betra¨gt nun 0.025.
Die Ergebnisse sind in den Abb. 36 bis 40 zu den gleichen Zeitpunkten
gezeigt. Der Vergleich zwischen den verschiedenen Auflo¨ßungen zeigt
die besseren Qualita¨ten des CCU-Verfahrens. Z.B. hat sich die Form der
Dichteerhebungen des UNO-Verfahrens von der Abb. 32 mit niedriger
Auflo¨sung zu der Abb. 37 mit hoher Auflo¨sung der Form des CCU-
Verfahrens angeglichen.
Ein zweites Beispiel ergibt sich beim Vergleich der Abb. 34 mit niedriger
Auflo¨sung und der Abb. 39 mit hoher Auflo¨sung zum Zeitpunkt t = 0.52.
Beim UNO-Verfahren ist die Stoßwelle in der niedrigen Auflo¨sung na-
hezu konvergiert, wa¨hrend sie in der ho¨heren Auflo¨sung noch kurz vor
der Konvergenz steht und entspricht mehr der Berechnung des CCU-
Verfahrens. Das CCU-Verfahren berechnet fu¨r beide Auflo¨sungen die
gleiche Stoßfrontposition.
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Abbildung 31: Fragmentierende konvergente Stoßwelle (oben CCU, un-
ten UNO) zur Zeit t = 0.2.
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Abbildung 32: Fragmentierende konvergente Stoßwelle (oben CCU, un-
ten UNO) zur Zeit t = 0.32
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Abbildung 33: Fragmentierende konvergente Stoßwelle (oben CCU, un-
ten UNO) zur Zeit t = 0.4
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Abbildung 34: Fragmentierende konvergente Stoßwelle (oben CCU, un-
ten UNO) zur Zeit t = 0.52
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Abbildung 35: Fragmentierende konvergente Stoßwelle (oben CCU, un-
ten UNO) zur Zeit t = 0.66
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Abbildung 36: Fragmentierende konvergente Stoßwelle (oben CCU, un-
ten UNO) zur Zeit t = 0.2 (doppelte Auflo¨sung).
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Abbildung 37: Fragmentierende konvergente Stoßwelle (oben CCU, un-
ten UNO) zur Zeit t = 0.32 (doppelte Auflo¨sung).
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Abbildung 38: Fragmentierende konvergente Stoßwelle (oben CCU, un-
ten UNO) zur Zeit t = 0.4 (doppelte Auflo¨sung).
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Abbildung 39: Fragmentierende konvergente Stoßwelle (oben CCU, un-
ten UNO) zur Zeit t = 0.52 (doppelte Auflo¨sung)
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Abbildung 40: Fragmentierende konvergente Stoßwelle (oben CCU, un-
ten UNO) zur Zeit t = 0.66 (doppelte Auflo¨sung).
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9.4 Unstrukturiertes Gitter
Die Fa¨higkeit des CCU-Verfahrens, die Entwicklung von Stoßwellen auf
einem unstrukturierten Gitter zu berechnen, wird hier exemplarisch fu¨r
die symmetrische, konvergente Stoßwelle wie in Abschnitt 9.2 gezeigt.
Die Anfangsmachzahl betra¨gt Ms = 2.5, der Anfangsradius r0 = 1.
In der Abb. 41 ist das unstrukturierte Rechengitter dargestellt. Es ist
in seiner Auflo¨sung asymmetrisch gewa¨hlt, um Abweichungen des Ver-
fahrens auf Grund des Gitters zu erkennen. Die mittlere Auflo¨sung ist
mit der des regelma¨ßigen Rechengitters identisch. Die ersten drei Git-
terpunkte, jeweils vom Rand aus gesehen, sind unvera¨ndert gegenu¨ber
dem regelma¨ßigen Netz: Damit ko¨nnen fu¨r beide Verfahren die gleichen
Randbedingungen verwendet werden.
In der Abb. 42 sind zum Vergleich die Dichtekonturen fu¨r die Berechnung
auf dem unstrukturierten Netz und die Dichtelinien fu¨r das regelma¨ßige
Netz gezeigt.
Die Stoßfront hat im unstrukturierten Netz bereits Bereiche mit un-
terschiedlicher Auflo¨sung durchschritten; der Einfluß des Gitters ist zu
diesem Zeitpunkt am auffa¨lligsten.
Die Unterschiede in den Dichtelinien sind recht klein; sie lassen sich
auf die Abweichungen zuru¨ckfu¨hren, die sich aus den unterschiedlichen
Auflo¨sungen und damit unterschiedlichen Auflo¨sungen der berechneten
Werte ergeben mu¨ssen.
Somit ist sichergestellt, daß das CCU-Verfahren die U¨berschallstro¨mun-
gen entsprechend der Auflo¨sung des Gitters richtig berechnet. Weiterhin
ist es somit mo¨glich, die Auflo¨sung des Rechennetzes fu¨r die Modellie-
rung eines komplexen Experiments den jeweiligen Erfordernissen anzu-
passen, die sich aus den Gradienten der Stro¨mung und der gewu¨nschten
Auflo¨sung der Ergebnisse ergeben.
Beachtet werden muß, daß sich die Maschengro¨ßen des Rechennetzes
nur langsam a¨ndern darf. Mehr als 25% sollen sich die Absta¨nde be-
nachbarter Gitterpunkte auf keinen Fall a¨ndern. Die NOI-Interpolation
kann fu¨r sta¨rker variierende Gitterabsta¨nde die nichtmehr die korrekten
Werte berechnen.
Zudem sollte in allen kritischen Bereichen mo¨glichst konstante Absta¨nde
beibehalten werden. Dazu geho¨ren neben Bereichen mit großen Gra-
dienten in der Stro¨mung auch der Rand in den oben durchgefu¨hrten
Berechnungen konvergenter Stoßwellen. Die Wechselwirkung der linea-
ren Extrapolation (s. Gl(53)) mit dem CCU-Verfahren mit einem unre-
gelma¨sigen Maschennetz, wie es z.B. in Abb. 41 zusehen ist, sind doch
in den Ergebnisdaten spu¨rbar.
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Abbildung 41: Unstrukturiertes Netz fu¨r eine exemplarische Berechnung
mit dem CCU-Verfahren.
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Abbildung 42: Vergleich zwischen strukturiertem und unstrukturiertem
Netz. Das Ergebnis der Berechnung der konvergenten, symmetrischen
Stoßwelle (s. Abschnitt 9.2) ist in der oberen Grafik auf dem unstruktu-
riertem Netz (s. Abb.41 und unten auf dem regelma¨ßigen Netz berechnet
(Zeit t = 0.32).
78
9.5 Ergebnis des Vergleichs 79
9.5 Ergebnis des Vergleichs
Fu¨r die Modellierung der ebenen Stoßwelle und der kreissymmetrischen,
konvergenten Stoßwelle zeigen sich zwischen dem CCU- und dem UNO-
Verfahren wenige Unterschiede in den Verfahrensergebnissen:
Die Stoßfront wird vom UNO-Verfahren geringer verschmiert als beim
CCU-Verfahren, dagegen berechnet das UNO-Verfahren den Expansi-
onsbereich der ebenen Stoßwelle nicht so exakt wie das CCU-Verfahren.
Dies gilt auch fu¨r das sich an der Stoßfront anschliesende Hinterland.
Auffa¨llig sind hingegen die Unterschiede zwischen dem CCU- und dem
UNO-Verfahren fu¨r die Modellierung der fragmentierenden, konvergen-
ten Stoßwelle. Die Berechnung der zur Stoßfront gerichteten Flanken der
Dichteerhebungen differiert:
Wa¨hrend sich beim CCU-Verfahren fu¨r die Form dieser Flanken zwi-
schen der Berechnung in einfacher und doppelter Auflo¨sung kaum Un-
terschiede ergeben, sind die Flanken in der einfachen Auflo¨sung erheblich
breiter in ihrem Aussehen, und in der doppelten Auflo¨sung schmaler als
bei den Ergebnissen des CCU-Verfahrens.
Dies weist auf einen Mangel des UNO-Verfahrens hin: Die Konstruktions
des UNO-Verfahrens mit Hilfe von Riemannvariablen beschra¨nken des
Verfahren auf Berechnungen homentroper Stro¨mungen und auf die Ein-
dimensionalita¨t. Erst mit Einsatz des Operatorsplittings ko¨nnen auch
zweidimensionale Stro¨mungen berechnet werden. Im Gegensatz dazu ist
das CCU-Verfahren von sich aus zweidimensional und kann isentrope
Stro¨mungen berechnen.
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10 Mustererkennung
Nachdem die Modelldaten berechnet sind, folgt die Auswertung der Er-
gebnisse: Die Ho¨henliniendiagramme, Konturplots, Gittermodelle und
Geschwindigkeitsfelder machen es mo¨glich, die Entwicklung in der Stro¨-
mung zu interpretieren und zu verstehen.
Fu¨r die Modellierung von U¨berschallstro¨mungen sind daru¨ber hinaus die
Informationen zu den Positionen der Unstetigkeiten, z.B. der Stoßfront,
der Kompressionsfront, der Kontaktunstetigkeiten oder der Tangentia-
len Unstetigkeit der Gasgeschwindigkeit, zur Interpretation der Ergeb-
nisdaten unerla¨ßlich. Diese Informationen ko¨nnen mit einem Musterer-
kennungsalgorithmus aus den Ergebnisdaten herausgefiltert werden.
Von J. Petersen (1991) wurde der Algorithmus nach E.V. Vorozhtsov
(1987 u. 1990) implementiert (vgl. [Demmig, Petersen (1991)]). Dieser
Algorithmus hat jedoch den Nachteil, daß seine Funktionsweise von Pa-
rametern abha¨ngig ist, die fu¨r jeden Datensatz (Zeitschnitt) optimiert
werden mu¨ssen.
Wa¨hrend meiner Untersuchungen des Prinzips des UNO-Verfahrens ge-
lang es mir, die Methode der Mustererkennung insoweit zu verbessern,
daß keine Parameter mehr optimiert werden mu¨ssen. Die Auswahl der
zu untersuchenden Gebiete kann mit Hilfe der zweiten Ableitungen von
der Dichte stark vereinfacht werden: Zuna¨chst wird fu¨r jeden Knoten
die Richtung der gro¨ßten Steigung in der Dichte ~gmax bestimmt. Die
zweiten Ableitungen f ′′i und f
′′
i+1 bestimme ich mit Hilfe zweiter Dif-
ferenzen in Richtung von ~gmax, deren Stu¨tzpunkte mit den typischen
Gitterabsta¨nden xT und yT (s.o. 6.2) berechnet werden:
f ′′i = (~gmax · ∇) ρ(x = xi, y = yi)
=
1
2
√
x2T + y
2
T
ρ(x−1, y−1) + ρ(xi, yi) + ρ(x+1, y+1))
f ′′i+1 = (~gmax · ∇) ρ(x = xi ∗ (~gmax)x ∗ xT , y = yi ∗ (~gmax)y ∗ yT )
=
1
2
√
(x2T + y
2
T )
ρ(xi, yi) + ρ(x+1, y+1) + ρ(x+2, y+2)) (61)
Die Koordinaten x und y und die Dichtewerte lassen sich mit Hilfe der
zum CCU-Verfahren geho¨renden Routinen einfach als die Orte(
x−1
y−1
)
=
(
x(i)− (~gmax)x ∗ xT
y(i)− (~gmax)y ∗ yT
)
(
x+1
y+1
)
=
(
x(i) + (~gmax)x ∗ xT
y(i) + (~gmax)y ∗ yT
)
(
x+2
y+2
)
=
(
x(i) + 2 ∗ (~gmax)x ∗ xT
y(i) + 2 ∗ (~gmax)y ∗ yT
)
(62)
schreiben, wobei (x(i), y(i)) die Koordinate des Gitterpunktes selbst ist.
Ist nun
f ′′i ≥ 0 und f ′′i+1 < −0.01 (63)
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so kann eine Unstetigkeit in Richtung von ~gmax nahe dem Gitterpunkt
liegen.
Nun lassen sich die physikalischen Werte vor und hinter diesem Punkt
bestimmen, z.B. fu¨r den Druck p:
p1 = p(x(i)− (~gmax)x ∗ xT ∗ weg, y(i)− (~gmax)y ∗ yT ∗ weg)
p2 = p(x(i) + (~gmax)x ∗ xT ∗ weg, y(i) + (~gmax)y ∗ yT ∗ weg)(64)
Entsprechend fu¨r die Dichte ρ, die Entropie s, die Geschwindigkeitskom-
ponenten u und v und die Energiedichte e. Der Parameter ‘weg’ ist vom
Verfahren abha¨ngig und soll ungefa¨hr die halbe Anzahl der Schritte be-
tragen, u¨ber die die Diskontinuita¨ten verschmiert sind. Ihr Wert ist aber
nicht sehr kritisch.
Mit den Hilfsgro¨ßen
p12 =
p2
p1
und ρ12 =
ρ2
ρ1
(65)
lassen sich mit zwei Formeln zwei Machzahlen fu¨r jeden zu untersuchen-
den Punkt berechnen:
Ma =
1
γ
√
ρ12
p12 − 1
ρ12 − 1 (66)
Mb =
√
p12(γ + 1) + γ − 1
2γ
(67)
Fu¨r beide Formeln sind die in den Gleichungen (64) bestimmten Werte
im Falle kleiner Machzahlen zu ungenau. Fu¨r Machzahlen von 1 bis 1.5
geben diese Formeln nur Scha¨tzwerte an. Daher kann man nicht sehr
scharf zwischen Kompressionswellen und Stoßwellen unterscheiden.
Eine Stoßwelle wird dann detektiert, wenn gilt
Ma > 1.0 und Mb > 1.05 (68)
Der Ort der Stoßfront ist der Wendepunkt.
Eine Kontaktunstetigkeit liegt vor, wenn der Dichtesprung erheblich
gro¨ßer ist als der Drucksprung:
ρ12
p12
> 1.3 (69)
Fu¨r die Kompressionswelle wird gefordert, daß der Druck- und Dichte-
sprung in etwa gleich groß sind, kein Entropiesprung vorliegt und die
Stro¨mung entgegen der Richtung der gro¨ßten Steigung der Dichte ~gmax
fließt:
|ρ12
p12
− 1| < 0.2 und |s2
s1
− 1| < 0.2 sowie (70)
SIGN(u) = −SIGN(~gmax)x , SIGN(v) = −SIGN(~gmax)y (71)
Demgegenu¨ber gilt fu¨r die Kontaktunstetigkeit, daß der Dichtesprung
gro¨ßer als der Drucksprung ist:
|ρ12
p12
| < 1.2 und (72)
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Fu¨r die Tangentiale Unstetigkeit der Gasgeschwindigkeit liegt ein Sprung
in dem Betrag der Geschwindigkeiten vor, aber kein Drucksprung:
|ρ12
p12
− 1| < 0.2 und |
√
u22 + v
2
2√
u21 + v
2
1
< 0.2 (73)
Bereits M. Klingspohn (1994) hat darauf hingeweisen, daß sich die Par-
allelita¨t der Stro¨mung la¨ngs der tangentialen Unstetigkeit auf einem
diskreten Gitter nicht nachweisen la¨ßt. In der Praxis hat sich der in
Gleichung (73) verwendete Ansatz bewa¨hrt, na¨mlich nur den Betrag der
Stro¨mungsgeschwindigkeit zu Grunde zu legen.
82
83
11 Berechnung der instationa¨re Umstro¨mung
von Objekten
Experimente zur Untersuchung der U¨berschallumstro¨mung von Objek-
ten haben verschiedene Schwierigkeiten zu bewa¨ltigen: Eine U¨berschall-
stro¨mung kann nur fu¨r eine begrenzte Zeit aufrechterhalten werden; zu-
dem ist die erzeugte Stro¨mung oft nicht homogen. Es ko¨nnen auch kleine
Abweichungen in den experimentellen Bedingungen bestehen, die durch
starke Nichtlinearita¨ten der physikalischen Vorga¨nge zu vera¨nderten Er-
gebnissen fu¨hren (vgl. [Bru¨ck, Hannemann (vorauss. 1998)]). Die jewei-
ligen experimentellen Ergebnisse gelten daher im Prinzip nur fu¨r den
jeweiligen experimentellen Aufbau. Daher ist es kaum mo¨glich, nur mit
Hilfe von Experimenten bestimmte Stro¨mungsmuster z.B. die Machkon-
figuration auf ihre Stabilita¨t gegenu¨ber Sto¨rungen hin zu testen. Die
instationa¨re Berechnung der Stro¨mung kann hier die Interpretation des
Experiments erheblich verbessern. Allerdings mu¨ssen Daten fu¨r den Ver-
gleich zwischen Experiment und numerisches Modell, aber auch fu¨r die
Initialiserung des Modells, beschafft werden. Dies ist insbesondere fu¨r
die U¨berschallstro¨mung wegen der sich schnell a¨nderenden physikali-
schen Situation in der Stro¨mung a¨ußert schwierig. Jedoch hat die Meß-
technik in letzter Zeit große Fortschritte erzielt: Es gelingt mittlerweile,
tomographische Aufnahmen von der Dichte- oder Druckverteilung einer
Stro¨mung zu machen (s. [Morton et al (vorauss. 1998)]) Diese Technik
vereinfacht den Vergleich zwischen dem Experiment und der numeri-
schen Modellierung erheblich.
11.1 Modell der Kanaldurchstro¨mung
Als erste Untersuchung modelliere ich die zweidimensionale Stro¨mung
durch einen von zwei Barrieren verengten Kanal: Eine Stoßwelle mit der
Machzahl Ms = 1.5 mit konstanten Hinterland la¨uft von rechts nach
links durch diesen Kanal. Die konstante Einstro¨mung in das Rechenge-
biet wird dadurch erreicht, daß die Randbedingungen am rechten Rand
die physikalischen Gro¨ßen konstant auf dem Anfangswert halten. Am
linken Rand werden stets die Vorlandwerte der Stoßwelle gesetzt. Die
Stro¨mung wird ‘geschluckt’. An dem oberen und unteren Rand werden
die Werte fu¨r die Gitterpunkte (vgl. Gl. 53) extrapoliert; diese beiden
Ra¨nder sind also offen.
Der Kanal ist in ein gro¨ßeres Rechengebiet (vgl. Abb. 43) eingesetzt.
Die Wa¨nde des Kanals sind als unendlich du¨nn4 angenommen; sie be-
hindern nicht das parallel zur x-Achse stro¨menden Gas. Damit besteht
zwischen dem Einlaß des Kanals und den rechten Randbedingungen ein
“U¨berlastventil”. Dieses U¨berlastventil verhindert, daß der Ru¨ckstau der
4Die Kanalwa¨nde sind eine Gitterschrittweite breit. Die Normalenvektoren sind
am Eingang und am Ausgang des Kanals nur in positiver y-Richtung bzw. negativer
y-Richtung gewa¨hlt, nicht jedoch in x-Richtung. Ein nur in x-Richtung stro¨mendes
Gas wird nicht durch die Kanalwa¨nde gesto¨rt.
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Stro¨mung im Kanal zu den rechten Randbedingungen vordringt. In Vor-
untersuchungen mit einem erweiterten UNO-Verfahren hat sich gezeigt,
daß ein solcher Ru¨ckstau erhebliche Stabilita¨tsprobleme am Rand des
Rechengebietes verursacht und zudem zu unphysikalischen Ergebnissen
fu¨hrt. Daher muß die Menge des einstro¨menden Gases in Abha¨ngigkeit
zur Position des Ru¨ckstaus geregelt werden. Ob sich dann eine stati-
ona¨re Stro¨mung einstellen la¨ßt, ist sehr fraglich. Das Umgehen des Pro-
blems der Wechselwirkung von Ru¨ckstau und Randbedingungen durch
ein U¨berlastventil bietet auch den Vorteil, daß es verfahrensunabha¨ngig
ist.
11.2 Ergebnisse der Kanaldurchstro¨mung
Die Ergebnisse werden fu¨r 6 Zeitpunkte t = ( 0.15, 0.175, 0.2, 0.225,
0.275 und 0.325) in den Abb. 44 bis 49 dargestellt. Ein Konturbild zeigt
die Dichtewerte ρ in der Stro¨mung, ein Geschwindigkeitsfeld die Wer-
te fu¨r u und v und die Schattierung der Geschwindigkeitsvektoren die
Energiedichte ǫ an5. Ein Diagramm zeigt die Position der Stoßfront, wie
sie aus der Musterkennung bestimmt wird.
In Abb. 44 (Zeit t = 0.15) passiert die Stoßwelle gerade die beiden
symmetrisch zur Kanalmitte angeordneten Barrieren. Die Stro¨mungsge-
schwindikeit des einkommenden Gases betra¨gt in der Kanalmitte 0.82.
Auf der angestro¨mten Seite der Barrieren ist ein starker Dichteanstieg
zu erkennen; die Dichte errreicht Werte bis zu 2.35. Die Stro¨mung wird
an den Barrieren abgestoppt. Infolge dessen steigt die Energiedichte vor
den Barrieren auf 8.45 an. Deutlich ist links die urspru¨ngliche Stoßfront
der Stro¨mung zu erkennen, die die Kanalverengung passiert hat. Die an
der vorderen Flanke der Dichteerhebeung vor den Barrieren entstandene
Stoßfront wandert entgegen der Stro¨mung nach rechts. An den Ecken der
Barrieren sind Ansa¨tze von Machschen Linien zu erkennen. Die Mach-
zahlen der im Ru¨ckstau erzeugten Stoßwelle bzw. in den Machschen
Linien sind nahe 1.
Der Einfluß der Barrieren auf die Stro¨mung hat sich in der Abb. 45 (Zeit
t = 0.175) versta¨rkt. Zwischen den Barrieren beschleunigt das Gas auf
Geschwindigkeiten von u¨ber 1.0. Entsprechend nimmt dort die Energie-
dichte ab auf Werte um 6.85, im Gebiet links von den Barrieren fa¨llt die
Energiedichte in der Stro¨mung auf Werte unter 6.0. Die Dichteerhebung
rechts von den Barrieren ist im Begriff, sich u¨ber die ganze Kanalbreite
auszudehnen; die an der Vorderseite liegende Stoßfront ist zu einer Linie
zusammengewachsen.
Die Abb. 46 (Zeit t=0.2) und 47 (Zeit t=0.225) zeigen die Weiterent-
wicklung der Stro¨mung. Durch die spezielle Form der Stoßfront an der
vorderen Flanke der Dichteerhebung entsteht ein Massenfluß in die Ka-
nalmitte ( der Ort liegt bei x=0.44). Infolgedessen entsteht in der Mitte
5Die Gro¨ßen sind jeweils in der Normierung der primitiven Variablen des CCU-
Verfahrens angegeben. Die Energiedichte ǫ entspricht nicht der totalen Energiedichte,
es gilt die Beziehung e = ǫ+ 1/2 ∗ (u2 + v2) ∗ ρ.
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ein Dichtemaximum mit Werten um 2.5, die Energiedichte erreicht dort
Werte um 9.6. Wegen dieser hohen Werte beschleunigt das Gas beim
Expandieren links von der Barriere auf Geschwindigkeiten bis zu 1.2!
Die vordere Stoßfront befindet sich bei x=0.48.
In der folgenden Entwicklung a¨ndern sich die Stro¨mungszusta¨nde lang-
samer, so daß ich fu¨r die na¨chsten beiden Abbildungen gro¨ßere Absta¨nde
gewa¨hlt habe. In Abb. 48 (Zeit t=0.275) beginnt sich die Stro¨mung zu
stabilisieren. Die linke Stoßfront verla¨ßt gerade den Kanal. Das Dichte-
maximum in der Kanalmitte befindet sich nun bei x=0.455 und hat eine
maximale Dichte von 2.6, eine Energiedichte von 9.5, die Stro¨mungsge-
schwindigkeit betra¨gt 0.4. Die vordere Stoßfront befindet sich bei x=0.49.
Die Stro¨mung in Abb. 49 hat nahezu den stationa¨ren Zustand erreicht.
Die vordere Stoßfront hat die Position x=0.5 erreicht. In der weiteren
Modellrechnung vera¨ndert sich ihre Position nicht mehr. Das Dichtema-
ximum in der Kanalmitte befindet sich nun bei x=0.46 und hat eine
maximale Dichte von 2.62, eine Energiedichte von 9.8, die Stro¨mungs-
geschwindigkeit betra¨gt weiterhin 0.4.
Die Ergebnisse in den Abb. 44 bis 49 sind nicht spiegelsymmetrisch
zur Linie y = 0. Die Ursache fu¨r diese Assymetrie liegt in den nichtli-
nearen Verfahrensschaltern zur Auswahl der Interpolationsstu¨tzpunkte
begru¨ndet, die sich wegen des unterschiedlichen Vorzeichens der Norma-
lenvektoren an der oberen und unteren Kanalwand und der hohen Dich-
te und Energiedichte bei geringer Stro¨mungsgeschwindigkeit besonders
stark auswirkt6. Bei ho¨heren Auflo¨sung vermindern sich die Abweichun-
gen.
11.3 Schlußbemerkung
Vor allen Dingen die letzten beiden dargestellten Zeitpunkte zeigen, wie
stark sich die physikalischen Werte in der Berechnung nahe der Stationa-
rita¨t der Stro¨mung vera¨ndern ko¨nnen, obwohl sich die Stoßfrontposition
nur unwesentlich a¨ndert. Es zeigt sich, daß sich die Stro¨mung kurz vor
und in der Stationarita¨t kaum aufgrund ihrer Stoßfrontposition unter-
scheiden la¨ßt. Trotzdem zeigen die Dichte und Energiedichte, sowie das
Geschwindigkeitsfeld gro¨ßere Unterschiede.
Damit wird deutlich, wie schwierig es fu¨r einen Experimentator ist, die
Stationarita¨t der Stro¨mung zu pru¨fen. Dies ist aber unbedingt notwen-
dig, denn die Werte aus physikalischen Messungen bei der nahezu stati-
ona¨ren Stro¨mung unterscheiden sich eindeutig von den stationa¨ren. Dies
kann in den Experimenten zu Fehlinterpretationen u¨ber die Stabilita¨t
der stationa¨ren Stro¨mung fu¨hren.
6Zur Rechenzeiteinsparung wa¨re es auch mo¨glich, nur eine Ha¨lfte des symmetri-
schen Kanal zu berechnen und die Ergebnisse anschließend zu spiegeln.
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0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
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“U¨berlastventil”
“U¨berlastventil”
Unendlich du¨nne Kanalwand
Unendlich du¨nne Kanalwand
Abbildung 43: Rechengebiet der Kanaldurchstro¨mung. Der eigentliche
Kanal ist in ein gro¨ßeres Rechengebiet eingesetzt. Die Gebiete um
den Kanal verhindern Wechselwirkungen der Kanalstro¨mung mit den
Ra¨ndern. Die Schrittweite des Gitters betra¨gt 0.005. Der Kanal hat eine
La¨nge von 0.4 und eine Breite von 0.2 Die Objekte haben eine La¨nge
von 0.035 und eine Ho¨he von 0.05.
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Abbildung 44: Kanaldurchstro¨mung zur Zeit t = 0.15.
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Abbildung 45: Kanaldurchstro¨mung zur Zeit t = 0.175.
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Abbildung 46: Kanaldurchstro¨mung zur Zeit t = 0.2
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Abbildung 47: Kanaldurchstro¨mung zur Zeit t = 0.225.
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BELOW 1.00
1.00 - 1.16
1.16 - 1.31
1.31 - 1.47
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Abbildung 48: Kanaldurchstro¨mung zur Zeit t = 0.275.
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Abbildung 49: Kanaldurchstro¨mung zur Zeit t = 0.325.
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12 Zusammenfassung
Das Ziel meiner Arbeit ist die Modellierung von U¨berschallstro¨mungen
fu¨r komplexe Experimente mit eingesetzten, umstro¨mten Objekten. Ei-
ne solche Modellierung erfordert auf jeden Fall die Anpassung der Geo-
metrie des Rechennetzes: Neben der Aufgabe, in Bereichen mit großen
Gradienten in den stro¨mungsphysikalischen Werten die Geometrie des
Rechennetzes zu optimieren, muß fu¨r das Einsetzen von beliebig geform-
ten Objekten unbedingt ein unstrukturiertes Netz verwendet werden.
Die von mir untersuchten Finite Elemente- und Finite Volumen-Verfahren
sind nicht zur Berechnung von U¨berschallstro¨mungen auf unstrukturier-
ten Gittern geeignet: Das von volumenorientierten Verfahren verwende-
te Ko- bzw. Kontrollvolumen zu einem Gitterpunkt beru¨cksichtigt nicht
das physikalische Einflußgebiet des Gitterpunktes, das durch die Cha-
rakteristiken begrenzt wird.
Die vorliegenden TVD-Verfahren, wie das UNO-Verfahren, sind mit ih-
rer effektiven Beschra¨nkung auf homentrope Stro¨mungen und ihrer Ein-
dimensionalita¨t fu¨r die Berechnung von Umstro¨mungen schlecht geeig-
net.
Meine grundlegende Untersuchung des UNO-Verfahrens, insbesondere
der nicht oszilliernenden UNO-Interpolation gibt die Basis des neukon-
struierten Verfahrens. Die nichtoszillierende UNO-Interpolation fu¨hre
ich auf einfache Grundprinzipien zuru¨ck und erweitere die Interpolation
anschließend mit Hilfe von Elementen der Splinetheorie auf unstruktu-
rierte zweidimensionale Netze. Diesen Netzen liegt eine Thiessen- bzw.
Delaunay-Triangulation zu Grunde.
Die Flu¨sse fu¨r die Erhaltungssatzform werden nicht wie bei den TVD-
Verfahren durch die Verwendung der Riemannvariablen bestimmt, son-
dern durch ein Bicharakteristikenverfahren, so daß die Voraussetzung
schlechthin konstanter Entropie entfa¨llt.
Somit wird auch die Isentropie einer Stro¨mung beru¨cksichtigt. Weil das
Verfahren aber weiterhin ein konservatives Verfahren ist, lassen sich wei-
tere Gro¨ßen wie Viskosita¨t, Relaxationsterme und andere physikalische
Gro¨ßen wie z.B. die Schwerkraft durch ein Operatorsplitting wie bei den
TVD-Verfahren beru¨cksichtigen.
Allen Differenzenverfahren ist eigen, daß sie die Stoßfront verschmieren.
Dieses Verschmieren fa¨llt bei dem UNO-Verfahren etwas geringer aus
als bei dem von mir entwickelten Verfahren. Dies ist darin begru¨ndet,
daß das UNO-Verfahren die Roe-Linearisierung anwendet, was jedoch
fu¨r die Berechnung von Expansionsbereichen nachteilig ist.
Durch einen weiteren Ausbau des Verfahrens ließe sich der numerische
Stoßbereich noch verkleinern: Das Charakteristikenverfahren kann in
zweiter Ordnung ausgefu¨hrt werden, die Integration der Flu¨sse der Er-
haltungssatzform kann variiert werden.
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94 12. Zusammenfassung
Von besonderer Bedeutung bei Modellrechnungen ist die Entwicklung
von geeigneten Randbedingungen fu¨r feste Oberfla¨chen in der Stro¨mung.
Die konkreten nachvollziehbaren Vorschla¨ge in der Literatur sind sehr
begrenzt und fu¨hren nicht zu befriedigenden Ergebnissen. Die hier auf
der Basis statistischer Beschreibung der Bewegung eines Fluidteilchens
gegru¨ndeten Randbedingungen zeigen ein physikalisches Verhalten. Ihr
Algorithmus la¨ßt sich homogen in das Verfahren einbauen und arbeitet
stabil.
Exemplarisch habe ich fu¨r die Modellierung der U¨berschallstro¨mung um
Objekte und fu¨r die Anwendung des Mustererkennungsverfahren eine
instationa¨re Kanaldurchstro¨mung vorgestellt. Mit diesem Modell zeige
ich mit Hilfe von Dichtekonturen, Geschwindigkeitsfeldern und den Er-
gebnissen der Stoßfrontdetektion die Entwicklung der zuna¨chst instati-
ona¨ren Stro¨mung zu ihrem stationa¨ren Zustand hin. Es zeigt sich, daß
sich die Stro¨mung kurz vor und in der Stationarita¨t kaum aufgrund
ihrer Stoßfrontposition unterscheiden la¨ßt. Trotzdem zeigen Dichte und
Energiedichte sowie das Geschwindigkeitsfeld gro¨ßere Unterschiede. Die-
se Differenzen ko¨nnen zu Fehlinterpretationen bezgl. der Stabilita¨t ei-
ner stationa¨ren Stro¨mung eines Experimentes fu¨hren und zeigt auf, wie
wichtig die instationa¨re Modellierung von stationa¨ren Experimenten ist.
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A Fehler der numerischen Approximation in der
Galerkin-Methode
Sei eine Funktion
u(x) ∈ Hm(Ω)
ein Element des Hilbertraumes und eine numerische Approximation7
u˜(x) = cjφj(x)
gegeben, wobei die Koeffizienten cj die Werte der lokalen Ableitungen
von
u(x) nach φj(x) sind.
Die φj(x) bilden einen Unterraum Sh(Ω) ∈ Hm(Ω).
Mit dem inneren Produkt des Unterraumes
(φi, φj) = gij lassen sich mit g
ij = (gij)
−1
die dualen Basisfunktionen
φi = gijφj definieren, fu¨r die gelten (φ
i, φj) = δ
i
j
und die Koeffizienten cj sich gema¨ß
(u˜, φi) = cj(φj, φ
i) = cjδij = c
i
bestimmen lassen.
Im dreidimensionalen euklidischen Raum sind z.B.
φ1 =

 10
1

 φ2 =

 01
0

 φ3 =

 10
−1


die φj die Spaltenvektoren und die φ
j die entsprechenden Zeilenvektoren.
Im euklidischen Fall gilt
gij = (gij)
−1 = gji = E.
Als na¨chstes definieren wir den Projektor Π = ΠpΠr,
wobei Πr als Elemente die Koeffizienten entha¨lt:
Πru = [(u, φ
1), (u, φ2), . . .] = (u1, u2, . . .) mit ui = (u, φi)
und Πp:
Πp(u
1, u2, . . .) = uiφi
der Projektor auf eine Basisfunktion des Unterraumes Sh(Ω) ist.
7Es gilt hier die Einsteinsche Summenkonvention.
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A. Fehler der numerischen Approximation in der Galerkin-
Methode
Betrachten wir nun den Abstand zwischen der Funktion u und ihrer
numerischen Approximation:
||u− u˜||2Hs = ||u||2Hs − 2ci(u, φi) + cicj(φi, φj)
deren lokales Minimum sich zu
∂
∂ci
(||u− u˜||2) = 0 = (u, φi)− cjgij
ergibt, wobei fu¨r die
cj = gij(u, φi) = (u, g
ijφi) = (u, φ
j) = uj
gilt. Wegen uiφi = Πu kann man sagen, daß der minimale Fehler
inf
u˜∈Sh
||u− u˜||Hs = ||u−Πu||Hs
ist.
Fu¨r den Fehler der numerischen Approximation E = u− Πu gilt nun:
(E, u˜) = (u− uiφi, cjφj) = cj[(u, φj)− uigij]
= cj[(u, gjkφ
k)− uigij] = cjgik[uk − uk] = 0
Der Fehler steht also senkrecht auf dem Raum der Interpolationsfunk-
tionen.
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B Schwerpunktkoordinaten
Routine zur Bestimmung der baryzentrischen Koordinaten und ihre An-
wendung bei der Interpolation. Hierbei sind die U(I) die Werte in den
Stu¨tzstellen und ZX(I) ihre berechneten Ableitungen, (XK,YK) der Ort
des gesuchten interpolierenden Wertes im Triangel (I1,I2,I3).
SUBROUTINE COORDS (X, Y, X1, X2, X3, Y1, Y2, Y3, R, IER)
INTEGER :: IER
DOUBLE PRECISION :: X, Y, X1, X2, X3, Y1, Y2, Y3, R (3)
!
!***********************************************************
!
! ROBERT RENKA
! OAK RIDGE NATL. LAB.
! (615) 576-5139
!CONVERTED TO FORTRAN90 AND MODIFYED BY HARALD WALLUS (1997)
!
! THIS ROUTINE COMPUTES THE THREE BARYCENTRIC COORDINATES
! OF A POINT IN THE PLANE FOR A GIVEN TRIANGLE.
!
! INPUT PARAMETERS - X,Y - X AND Y COORDINATES OF THE POINT
! WHOSE BARYCENTRIC COORDINATES ARE
! DESIRED.
!
! X1,X2,X3,Y1,Y2,Y3 - COORDINATES OF THE VERTICES OF
! THE TRIANGLE.
!
! INPUT PARAMETERS ARE NOT ALTERED BY THIS ROUTINE.
!
! OUTPUT PARAMETERS - R - 3-VECTOR OF BARYCENTRIC COORDI-
! NATES UNLESS IER = 1. NOTE THAT
! R(I) .LT. 0. IFF (X,Y) IS TO THE
! RIGHT OF THE VECTOR FROM VERTEX
! I+1 TO VERTEX I+2 (CYCLICAL
! ARITHMETIC).
!
! IER - ERROR INDICATOR
! IER = 0 IF NO ERRORS WERE
! ENCOUNTERED.
! IER = 1 IF THE VERTICES OF THE
! TRIANGLE ARE COLLINEAR.
!
! MODULES REFERENCED BY COORDS - NONE
!
!***********************************************************
!
DOUBLE PRECISION :: U (3), V (3), AREA, XP, YP
!
! LOCAL PARAMETERS -
!
! U(K),V(K) = X AND Y COMPONENTS OF THE VECTOR REPRESENTING
! THE SIDE OPPOSITE VERTEX K FOR K = 1,2,3.
! AREA = TWICE THE AREA OF THE TRIANGLE.
! XP,YP = X-X1, Y-Y1
!
U (1) = X3 - X2
U (2) = X1 - X3
U (3) = X2 - X1
!
V (1) = Y3 - Y2
V (2) = Y1 - Y3
V (3) = Y2 - Y1
!
! AREA = 3-1 X 3-2
!
AREA = U (1) * V (2) - U (2) * V (1)
IF (AREA.EQ.0.) GOTO 1
!
! R(1) = (2-3 X 2-(X,Y))/AREA, R(2) = (1-(X,Y) X 1-3)/AREA,
! R(3) = (1-2 X 1-(X,Y))/AREA
!
R (1) = (U (1) * (Y - Y2) - V (1) * (X - X2) ) / AREA
XP = X - X1
YP = Y - Y1
R (2) = (U (2) * YP - V (2) * XP) / AREA
R (3) = (U (3) * YP - V (3) * XP) / AREA
IER = 0
RETURN
!
! VERTICES ARE COLLINEAR
!
1 IER = 1
RETURN
END SUBROUTINE COORDS
Der zu interpolierende Wert wird dann durch die Zeile
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98 B. Schwerpunktkoordinaten
Z(XK,YK) = R (1) * U(I1) + R (2) * U(I2) + R (3) * U(I3)
bzw ihre Ableitung
dxZ(XK,YK) = R (1) * ZX(I1) + R (2) * ZX(I2) + R (3) * ZX(I3)
bestimmt.
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