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ABSTRACT 
Let K be a finite-dimensional complex vector space with nondegenerate indefi- 
nite inner product, and let S be a symmetric operator on K. It is proved that the 
spectral radius r(S) of S is equal to inf p(S), where p runs through all operator norms 
induced by fundamental vector norms on K. (A fundamental vector norm is a 
quadratic norm naturally arising from a decomposition of K into the orthogonal sum 
of a positive and a negative subspace.) It is shown by an example that for nonsymmet- 
ric operators a similar result is not always true. The method also provides a proof of 
the well-known theorem that for any linear operator T on a finite-dimensional 
complex vector space the spectral radius of T is equal to infq(T), where 9 runs 
through all operator norms induced by quadratic vector norms. 
1. INTRODUCTION 
Let K be a 
Further let [. , *] 
e.g. [ll) on K: 
*Work partially 
(OTKA). 
finite-dimensional vector space over the complex field C. 
be a nondegenerate (as a rule, indefinite) inner product (see 
[a,x, + v2~yl= d~IyYl+a2[x2~Yl, 
[YTXI = [XTYI > 
if [x,y]=O forevery x then y=O; 
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here a,, a2 EC and xl, x2, r, y E K. (The space K equipped with the inner 
product [. , * ] may b e called a Krein space of finite dimension.) 
Two vectors x, y are said to be orthogonal if [x, y] = 0. The vector x is 
saidtobepositiueif[x,x]>O,neutraZif[x,n:]=O,andnegativeif[x,x]<O. 
A subspace is said to be positive if its elements, apart from the zero vector, 
are positive, etc. 
An orthogonal decomposition of K into the direct sum of a positive 
subspace K’ and a negative subspace K-, 
K=K+mK-, (1.1) 
is called a fundamental decomposition. 
The relation 
p(x) = \lcx+, x+1-[x-,x-] (x E K), (1.2) 
where 
x=x++x-, x+ E K+, X-E K-, (1.3) 
defines a quadratic norm p on K; we call p : K + R the fundamental vector 
norm induced by the fundamental decomposition (1.1). 
Denote by B(K) the space of all iinear operators T : K + K. Each 
fundamental vector norm p gives rise to an operator norm, to be denoted by 
the same letter, according to the formula 
p(T)=sup{p(Tx):x~K,p(x)<l} (T E B(K)). (1.4) 
We call p: B(K) -+ R the fundamental operator norm induced by the funda- 
mental decomposition (1.1) [or by the fundamental vector norm (1.2)~(1.3)1. 
The spectral radius of an operator T will be denoted by r(T). 
An operator S E B(K) is said to be symmetric if [Sk, y] = [r, Sy] for every 
x, y in K. 
THEOREM. Zf S E B(K) is symmetric, then 
r(S) = inf{ p( S) : p a fundamental operator norm}. (1.5) 
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In the special case where [x, xl > 0 for every nonzero r in K, the only 
fundamental vector norm is given by ]]x]] = dm (X E K) and the theorem 
reduces to the well-known property r(S) = ]]S]] of “usual’ symmetric opera- 
tors. 
In Sections 2-5 we prove the theorem. In Section 6 we use our 
construction to obtain a well-known result on matrix norms; then we give an 
example of a nonsymmetric operator for which the analogue of (1.5) fails. 
It may be helpful to note that, given a positive definite inner product 
(a, * ) on K, nondegenerate inner products [. , -1 on K are characterized by 
the existence of an invertible H E B(K), H* = H, with the property 
(see e.g. [2, Section 1.1.11). Moreover, an operator S E B(K) is symmetric in 
the sense specified above if and only if 
(see e.g. [2, (1.2.3)]). 
S” = HSH-’ 
2. REDUCTION TO THE CASE OF ONE OR TWO JORDAN BLOCKS 
In the proof of the theorem we use the 
Canonical form of symmetric operators on K (see e.g. [2, Theorem 1.3.31). 
Let S be a symmetric operator on K. Then K has an orthogonal decomposition 
into the direct sum of S-invariant subspaces, 
K=K,m *** WK,, SKjcKj (j=l,...,s), (2.1) 
where the restrictions S(K, belong to one of the following three types: 
Type 1. The basis ejl,. . . , ej,,,, of Kj can be chosen so that the Gram 
mutrixGj withentries[ejk, ejl](k,Z=l,...,mj>isoftheform 
Gj = 
1 
1 
0 
(2.2) 
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and the matrix of S( Kj in this basis is a single Jordan block to a real 
eigenvalue A j : 
hj 1 
% l 0 . . 
SK,- . . 
0 -4 
Aj 
hj real. (2.3) 
Type 2. The counterpart of type 1, with (2.2) replaced by 
Type 3. The dimension of Kj is even; the basis ej,, . , ej,sr,, of Kj can 
be chosen so that its Gram matrix is of the form (2.2) and the mairix of S 1 Kj 
in this basis consists of two Jordan blocks of the same order corresponding to 
a nonreal eigenvalue Aj and its conjugate: 
SlK, - 
I 
Aj 1 I 
I 
Aj 1 I I . . I I . . I I 0 
.lI 
hj j 
--------------&-------___-____ 
I hj _1 
I 
I I Aj 1 I . . 
0 
I I . . I I . . I I I . 1 
I 
I 
I 
hi 
h,i nonreal. (2.5) 
mi 
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Note that by the orthogonality of the decomposition (2.1) each Kj is a 
space with nondegenerate inner product, i.e. a Krein space. 
Assume now that our theorem is true for the restrictions S(K, (j = 
1 , . . . , s). Then on each Kj [and B(K,.)] there is a sequence of fundamental 
norms pjn (n = 1,2,. . . ) with the property 
~i~mPjn(SIKj) = r(slKj). (2.6) 
Let the fundamental decomposition inducing pj, be 
(2.7) 
Consider the fundamental decomposition 
K = K&W Kc,, (2.8) 
“made up” from the decompositions (2.7) with n fixed and j = 1,. . . , S; that 
is, 
K+ =K+ w . . . q K+ 
(fl) ln sn> KG, = K, EE . . . EE K, (2.9) 
for n=l,2,.... Denote by p, the fundamental vector norm induced by (2.8); 
then 
p,“(q + . . * + xs) = P12,(Xl) + *. . + P,",W (2.10) 
for xjeKj (j=l,..., s). Denote, as usual, the corresponding operator norm 
by the same symbol p, (n = 1,2,. . . ). 
With this notation, from (2.6) and (2.10) we obtain 
r(S) = maxr(SIKj)= max nl$mpj,,(SIKj) 
.i j 
= hm max pj,(SIKj) = hm max p,( SJK,) = hm p,(S). 
n-m j n-m j n-+m 
Hence 
r( S) > inf{ p( S) : p a fundamental operator norm} . 
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On the other hand it is clear that for any T E B(K) 
r(T)<inf(q(T):qanoperatornorm). (2.11) 
As a result, (1.5) holds. 
We have shown that it is sufficient to prove the theorem for the 
restrictions S]Kj, i.e. for operators belonging to types l-3 described above. 
Moreover, by (2.11) it will be sufficient to exhibit a sequence of fundamental 
norms pj,, (n = 1,2,. . .) on Kj such that pj,(SIKj) + r(SIKj) = lAjl. 
3. THE CASE OF ONE JORDAN BLOCK OF EVEN ORDER WITH 
EIGENVALUE ZERO 
We first consider type 1 [see (2.2)-(2.3)] with hj = 0 and dim Kj even. 
Dropping the index j, the situation can be described as follows: K is a Krein 
space with basis e,, . . . , e2,,, satisfying 
[ek> 4 = 8k+&l+l (k,Z=l,..., 2m), (3.1) 
S the Kronecker symbol, and S is the linear operator defined on K by the 
relations 
se, = ek-l (e,=O; k=l ,...,2m). (3.2) 
We have to find a sequence of fundamental norms p, such that p,(S) -+ 0. 
Before giving the details, let us sketch the idea. According to [3, Lemma], 
if N is a I-dimensional neutral subspace in a %dimensional space with 
indefinite inner product, then there exists a sequence of fundamental norms 
p, such that 
We apply this fact to span(e,} in spame,, e,,,,), then to span(e,,_,} in 
spa&,-,, etn+21, t e c., and finally to span(e,} in span{e,, e2,,,); meanwhile 
we assure that on passing from one space to the subsequent one the 
convergence of the sequence of norms becomes faster. 
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Since our 2-dimensional spaces are pairwise orthogonal, we obtain a 
sequence of fundamental norms p, on the entire space K. Clearly 
p,(Sek) 
JiiWp,o=O (k=1,...,2m), 
and we shall see that also lim p,(S) = 0. 
More precisely, we set 
fj?%=n m+l-jej +L.n-(m+1-j)e2m+,_j, 
gj, = nm+l-jej - in-(m+1-j)e2m+l_j 
(3.3) 
(3.4) 
for n = 1,2,. . . and j = 1,. . . , m. Then (3.1) yields 
for n=1,2 ,... and k,l=l,..., m. 
Let us fix n. By (3.5) the decomposition 
K = wd_fl, ,...,fmnjWs~an(gl,,...yg,,) (3.6) 
is a fundamental one. It induces a fundamental vector norm p,. 
From (3.3)-(3.4) we obtain 
e, = _Ln-(m+l-A 
J (fjn + gjn)p (3.7) 
e2m+l-j=n ""-j(fjn-gjn) (3.8) 
for j=l,..., m. In view of (l.l)-(1.3) and (3.5)-(3.6) it follows that 
p,“( ej) = in-Xm+l-j), (3.9) 
d<e 2m+l_j) = 2Gm+l-j). (3.10) 
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d(e,,,) 1 =- 
pn2(e,,,+l) 4n” 
and 
(3.11) 
d(ek-l) 1 
pi(e,) =T 
if 2<k<Zrn, k#mtt. (3.12) 
Consider an arbitrary vector 
x = ulel + . . . + u2,,Le2,,,. (3.13) 
It is easy to check that er, . . . , eZ,,, are pairwise orthogonal with respect to the 
(definite) inner product (. , . ),, determined by the relations 
(fkn> fin), = (gkn, &). = 6kl, (fkn> &n),, = O (3.14) 
where k, I= l,..., m, and that the norm obtained from (. , . ),, is p,,. So 
P,“(X) = la,l”$Xe,) + . . . + l~Z~r,12d(e,,,,). (3.15) 
Further, by (3.2) 
pZ(Sr) = la,l”d(e,) + . . . + b2,,,12d(e2,,,-,). (3.16) 
Therefore, using (3.1 l&(3.12) and (3.15), 
pz(Sr) G -$ {la,l”p~(e,) + 
As a result, 
Q f pi(r). 
1 
p,(S)<-+0 
fl 
that is, S satisfies (1.5). 
. . + l~2,,,12d(e2,11)} 
(n -+w), (3.17) 
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We next consider type 2 [see (2.3)-(2.4)], still with Aj = 0 and dim Kj 
even. Then the signs of the Kronecker symbols in (3.1) and (3.5) change to 
the opposite, and it will be the second component of the fundamental 
decomposition (3.6) which is a positive subspace, but all further calculations 
remain unchanged. So (1.5) holds true. 
4. THE CASE OF ONE JORDAN BLOCK OF ODD ORDER WITH 
EIGENVALUE ZERO 
We begin with type 1. That is, we have a Krein space K with basis 
e17...7e2,n+l satisfying 
[ek, 4 = b+l,2m+2 (k,Z=l,..., 2m+l), (4.1) 
and a linear operator S E B(K) defined by 
Sek = ek-1 (e,=O, k=l,..., 2m+l). (4.2) 
The construction of a sequence of fundamental norms p, with p,(S) + 0 
will be parallel to that described in the previous section; the only difference 
is that in addition to suitable sequences of fundamental decompositions of 
spanle,, e m+2}, spanle,_,, e,+J, . . . . spanle,, e2m+ll the fixed l-dimen- 
sional positive subspace spanle, + I } will be used for building fundamental 
decompositions of K. 
Passing to the details, we set 
fjn=n rn+l-jej + +n-(m+l-j)e2,,+2_j, (4.3) 
gin = nm+l-jej - +n-(“L+1-j)e2m+2_j (4.4) 
for n=I,2 ,... andj=I ,..., m. Then (4.1) gives (3.5). For the sake of clarity 
we also set 
h = e,,,,,; (4.5) 
then 
[h,h]=l, [h,fj,] =[h,gjn] =O (4.6) 
12 JtiNOS BOGNAR 
for n=1,2 ,... and j=l,..., m. From (3.5) and (4.6) it follows that 
K=span(h,f,,,...,f,,}Hspan{g,,,...,g,,} (4.7) 
is a fundamental decomposition for every n; we denote the corresponding 
fundamental norm by p,. 
Proceeding as in Section 3, we now obtain 
Pn2(4 PX%+,) 1 
PFX~,+,) = PiXe,,+2) = 52 (4.8) 
and 
dhl> 1 =- 
p%ek) n2 
if 2<k<2m+l, k+;+l,m+2. (4.9) 
Pursuing the procedure of Section 3, we again arrive at the conclusion 
p,(S) < l/n + 0, as required. 
Let us consider type 2. Then signs change to the opposite in (4.1), (3.5), 
(4.6), and the second component of the fundamental decomposition (4.7) is 
the positive subspace, but in view of (1.2) the calculations leading to 
p,(S) -+ 0 remain valid. 
5. THE GENERAL CASE OF ONE OR TWO JORDAN BLOCKS 
Let S, belong to type 1 or 2 (in a space of any finite-even or 
odd-dimension) with real eigenvalue A. Then S, = S, + AZ, where S, has 
eigenvalue zero and belongs to type 1 or 2, respectively. By Sections 3-4 
there exists a sequence of fundamental norms p, such that p,(S,) + 0. Since 
p,(S,) > IAl [see (2.101 and 
P,(S*) 6 P"(Sd + P"(AZ) = PASO) + 14, 
we obtain p,(S,) -+ [Al. 
Next let S,,;i belong to type 3 with nonreal eigenvalues A, h. Let 
e,, . . . , ezm be the basis in which the matrix of S,,X takes the form (2.5) while 
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the Gram matrix of the basis looks like (2.2). Then S,,X = Sh + D*,J, where 
Shek = 
0 if k = l,m+l, 
ek-l otherwise 
(5.1) 
and 
D#?k = ;lk if k =l,...,m, 
k if k=m+l,...,Zm. 
(5.2) 
Defining the fundamental norms p, as in Section 3 and comparing (5.1) 
with (3.21, we see that for a vector (3.13) the expression for p~(S$r> can be 
obtained from (3.16) by dropping the term of index m + 1. Thus (3.17) 
implies the relation p,(S$ + 0. Further, from (3.13), (3.15) and (5.2) it 
follows that p,( DA,11 = IAl f or every n. Since p,(S,,x) > (A] [see (2.11)] and 
~n(S,,i) Q P,(%) + P,( &,A) = r&A) + I4 
we obtain p,(S,,x) + ]A]. 
6. APPLICATION AND EXAMPLE 
PROPOSITION (see [4, Corohry 2.1.31). If T is a linear operator on a 
complex vector space X of finite dimension, then 
r(T) 
= inf{ q( T ) : q an operator norm to a quadratic vector norm}. 
Proof. X has a basis in which T assumes Jordan norm form. More 
precisely, X has a decomposition into the direct sum of T-invariant sub- 
spaces, 
x = x1 i * * * i x,, TXjcXj (j=l,...,s), 
such that for j = 1,. . . , s the matrix of T IXj with respect to a suitable basis 
14 
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TIXj - 
We set 
Aj 1 
Aj 1 
. . 0 
0 * : . 
. 1 
‘j 
A j real or nonreal. 
for 1 = 1,. . . , mj, n = 1,. . . , mk; j, k = 1,. . . , s. Extending [ ., .] to a sesquilin- 
ear form, we obtain a nondegenerate inner product on X whose restriction to 
any Xj is also a nondegenerate inner product. To see this, it is sufficient to 
note that the subspaces Xi (j = 1,. . , s) are pairwise orthogonal and, for 
every j, the Gram matrix G, with entries [e,jl, eJn] (I, n = 1,. . . , mj) is of the 
form (2.2). 
Now the arguments of the previous sections can be repeated with the 
sole modification that the procedure described in the first paragraph of 
Section 5 needs to he extended to the case of a real or nonreal eigenvalue 
and the rest of Section 5 may be neglected. In fact, fixing j, the restriction 
TIXj can be written in the form Toj + hjlj, where Toj has eigenvalue zero 
and Ii denotes the identity on X,. According to Sections 3-4, there exists a 
sequence of fundamental norms pj, (n = 1,2,. .) on Xj such that 
lim pj,,( Toj) = 0. 
n + m 
Since pj,(TIXj) > (hjl [see @.11)1 and 
= Pjn(Toj) + IAil> 
we obtain 
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Such choice of pjn being possible for every j, the considerations 
of Section 2 ensure that there is a sequence of fundamental norms p, 
(n=1,2,...)on X withtheproperty 
lim p,(T) =r(T). 
n-+m 
Recalling (2.11) and that every fundamental vector norm is quadratic, the 
proposition follows. n 
In conclusion we show that in (I.51 the symmetry of S is essential. 
EXAMPLE. Let K have basis e,, e2, and let the inner product [ *, .] be 
defined by 
[e,, ell = 1, [e,,e,]=-1, [e,,e,]=O. 
Consider the nonsymmetric operator T E B(K) given by the relations 
Te, = 0, Te, = e,. 
Clearly r(T) = 0. On the other hand, we show that 
inf{ p( T) : p a fundamental operator norm] 2 1. (6.1) 
Indeed, it is easy to see [3, (2.15)-(2.16)] that the general fundamental 
decomposition of K is 
K = spar0,) q span{&] 1 (6.2) 
where ]uI > 1 and 
fu=ue,+~QTe2, (6.31 
gU=\l]U(2-le,+Ee,. 
From (6.3)-(6.4) we obtain 
(6.41 
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Thus for the fundamental norm p, induced by (6.2) we have 
p,“( es) = 1211’ - 1+ 1~1’ = 21~1’ - 1, 
pz(Te,) = pE( ei) = 1241’ + Iu12 - 1= 21~1~ - 1. 
Hence 
p,(Te,) 
pu(e2) =’ 
for every u, 
and therefore p,,(T) > 1 for every u. This proves (6.1). 
The ideas leading to this paper emerged while the author enjoyed the 
hospitality of York University and the University of Toronto. Special thanks 
are due to Professors Chandler Davis, L..ee Larch, Joan-Wick Pelletier, and 
Peter Rosenthal. 
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