Reward learning plays a central role in decision making and adaptation. Two major 33 forms of reward learning that have been studied extensively in the past century are 34 Pavlovian learning (or classical conditioning) and instrumental learning (or operant 35 conditioning) (Dayan and Berridge 2014) . In Pavlovian learning, subjects predict the 36 reward value by a conditioned cue that occurs before it. In instrumental learning, on the 37 other hand, subjects have to predict which cue will be rewarded and choose among cues.
38
Recent research employing the computational framework has greatly elucidated the 
54
What makes the picture more complex, using a task dissociating the two types of learning, (Fig. 1C) . of the sub-regions of striatum in reward processing (Fig.1D ).
70
In this study, Tricomi and Lempert (2014) first trained subjects to associate five fractal procedure, subjects were then tested again during fMRI scanning. actually not the case. As model-free learning updates expected reward function by fully 108 relying on reinforcement history, its value function can be specified as,
109
Expected reward value= Reward probability * Reward value
110
That is, model-free learning tracks reward probability together with reward value but 111 does not differentiate them. In contrast, model-based learning tracks these two variables 112 separately. In the present study, the authors only analyzed the still valued reward outcome.
113
Therefore the reward value in the above formula was fixed and the expected reward value 114 updated by model-free learning was proportional to reward probability. In other words, the 115 increased BOLD signal in DLS and DMS correlating with increased trial-wise probability 
124
As their third finding, Tricomi and Lempert (2014) Whereas α is the learning rate, which reflects the efficiency of subjects to use RPE to 
159
The observation that DLS is involved in expected value is in accordance with the earlier 160 finding that DLS and DMS were correlated with the trial-wise probability of reward receipt.
161
It was surprising that the authors did not find significant effects of both DLS and DMS in However the neural responses to the devalued and omitted reward outcome were likely to 168 be different. This mixed effect might prevent the authors from getting significant findings.
169
Another possibility may be related to the RW computational model in Tricomi and Lempert tracking reward probability by model-based vs model-free learning. We also thank Yukiko
188
Ogura and two anonymous reviewers for their helpful comments on the manuscript.
189
However, we take full responsibility for the ideas discussed in this manuscript. 
