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Nodal-line semimetals are topological semimetals characterized by one-dimensional band-touching
loops protected by the combined symmetry of inversion P and time-reversal T in absence of spin-
orbit coupling. These nodal loops can be understood as a one-parameter family of Dirac points
exhibiting the parity anomaly associated to P ∗ T symmetry. We find that the parity anomaly
also appears in the non-linear optical response of these systems in an analogous way to the linear
response transport. We analyze the presence of a tilting term in the Hamiltonian as an element
that does not spoil P ∗ T symmetry: while it is P ∗ T -symmetric, it breaks separately both P and
T symmetries, allowing for the potential experimental observability of the linear and non-linear
Hall conductivities in appropriate nodal-line semimetals. We also propose effective actions for both
the linear and non-linear electromagnetic responses of tilted nodal-line semimetals. We find that
the linear Hall-like response of tilted Nodal-line semimetals is an axion response due to the parity
anomaly, extending the class of systems that display such electromagnetic response.
I. INTRODUCTION
Nodal line semimetals (NLSM) are three-dimensional
semimetallic systems where the valence and conduction
bands closest to the Fermi level cross each other at
a one-dimensional lines in momentum space, in con-
trast to a discrete set of points, as it happens in Weyl
semimetals[1, 2]. These semimetals are endowed with a
topological Z2 invariant that provides topological stabil-
ity of this band structure. In practical grounds, this Z2
topological charge is the Berry phase pi acquired by any
curve in momentum space that is threaded by the nodal
loop (if the curve is not threaded by the nodal loop, the
Berry phase is simply zero). In absence of spin-orbit cou-
pling (SOC), it is known that the combined symmetry of
parity and time reversal symmetry P∗T is the symmetry
that allows this topological protection[3]. In presence of
SOC, the situation is richer and several combination of
symmetries can stabilize the nodal loops[3, 4].
Until now, the only experimental signature of the Z2
topological invariant appears in the detection of the
Berry phase in magnetotransport measurements[5–16].
Then it is relevant to explore other physical phenomena
where this invariant can be observed. In this regard, it
has been proposed that the Z2 topological charge could
also leave its imprint in other transport coefficients[17–
19]. Indeed, the Z2 topological invariant can be un-
derstood as a three dimensional variant of the parity
anomaly in two spatial dimensions[18, 19]. In the Quan-
tum Field Theory context, the parity anomaly appears
in two dimensional massless Dirac systems as the fail-
ure of keeping the P ∗T symmetry after regularizing the
theory in a gauge invariant way[20, 21]. In the effec-
tive electromagnetic action, it manisfests as a radiatively
induced Chern-Simons term that gives rise to a finite,
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quantized anomalous Hall conductivity. Then, by notic-
ing that both nodal loops in three dimensional P ∗ T
symmetric NLSM and the nodal points in massless P ∗T
symmetric Dirac fermions in two dimensions have codi-
mension dc = 1, it is expected that they will share the
same topological invariant[3, 19]. There is another equiv-
alent, but more operational definition of anomaly: Given
a theory displaying some symmetry, add to it some term
that explicitly breaks this symmetry and compute sensi-
ble quantities beyond the tree level (including quantum
corrections). When sending back this term to zero, if
these responses do not go to the responses obtained in ab-
sence of the symmetry breaking parameter, we say that
there is a quantum anomaly. In this operational defi-
nition the enphasis is put on the adding-removing the
symmetry breaking term and the need for regulators is
hidden in the word sensible: finite and gauge invariant.
This is the definition of anomaly that we will use in the
present work.
It has been stated in Refs.[18, 19] that NLSM exhibit
a non zero Hall conductivity for each value of the polar
angle φ that defines the one-dimensional loop in momen-
tum space, so when considering all the values of φ, the
total Hall current vanishes:
JH =
e2
2pi2
sign(m)k0E ×
∫
dφeˆφ = 0, (1)
where the vector eˆφ = − sinφxˆ+cosφyˆ is the unitary po-
lar vector in cylindrical coordinates in momentum space.
Even at finite P ∗ T symmetry breaking mass term, the
angular integration of (1) gives zero. The reason behind
the cancellation of the Hall conductivity in Eq.(1) is be-
cause each point at the nodal line has another point in the
nodal loop related by inversion symmetry, so, when sum-
ming over all the possible points labeled by φ, each pair
of points related by inversion symmetry will contribute
oppositely to the Hall conductivity, explaining the result
(1)[22]. The scenario is reminiscent to what happens in
graphene, where there are two nodal points in the Bril-
louin Zone related by inversion symmetry. Adding the
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2same symmetry breaking parameter in both nodes breaks
inversion but not time reversal symmetry, so the system
displays a valley Hall effect (or spin Hall effect when con-
sidering spin) instead of an anomalous Hall effect[23]. If
a symmetry breaking mass with opposite sign is added
to each node, then a quantum anomalous Hall effect is
obtained[24]. Nevertheless, for any fixed angle φ, the
corresponding point in the nodal loop displays the parity
anomaly, and using the standard bulk-boundary corre-
spondence associated to the Chern-Simons term in two
spatial dimensions, we can use the parity anomaly for
each value of φ to account for the drumhead surface states
appearing in NLSM[25, 26]. The purpose of the present
work is twofold: first, we study the non-linear Hall con-
ductivity in NLSM to see how the parity anomaly also
extends to non-linear effects, along the lines of previous
studies[27, 28]. Second, we analyze the way to add terms
that, respecting the P ∗T symmetry, might alter the bal-
ance between inversion-related points in the nodal loop,
and obtain non-vanishing results for the linear Hall con-
ductivity (1) and for the non-linear Hall responses.
In Section II we describe the effective k · p two-band
model for NLSM including a tilting term, describing also
its properties under P and T symmetries. In Sec. III
we review the fate of the linear Hall conductivity for
NLSM in absence of the tilting term, and how this pre-
cise term allows for a non-vanishing Hall conductivity,
implying that in principle the term coming from the par-
ity anomaly could be observed. In Sec.IV we study the
Berry curvature dipole moment which is the element that
governs the Hall-like non-linear optical response in ab-
sence of interband transitions. In Sec.V we study the
non-linear response associated to interband transitions
and their relation with the parity anomaly. We end by
commenting the obtained results in Sec. VI.
II. MODEL AND PRELIMINARIES
In the present work we will use the following simpli-
fied P∗T symmetry breaking model[25] (throughout this
work we will use ~ = 1):
H(k) = σ0vt · k + 1
Λ
(k20 − k2ρ)σ1 +mσ2 + v3k3σ3, (2)
where k2ρ = k
2
1 + k
2
2. The Pauli matrices σ represent
an effective orbital basis, not necessarily the spin degree
of freedom[4]. The parameter Λ is a momentum scale
that comes from any particular lattice realization of the
k · p model (2). Alternatively, one can work with a four-
band model that is linear in all the momenta (this situa-
tion corresponds to systems with SOC), but the relevant
bands will be these that are crossed by the Fermi level,
leaving with an anisotropic two-band model and a param-
eter Λ depending on the SOC coupling constant (among
other lattice parameters), after projecting out the high
energy sector. Since the physics described in this work
does not depend on this parameter, in the rest of the
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FIG. 1. (color online) Cross sections of the Fermi surface for
k3 = 0, for fixed chemical potential and tilt (µ < vtk0) for the
case of vt = vteˆ1 (α = 0). We observe that the separation
between the conduction and valence band closes as m → 0,
as expected. Panel (a) shows the generic case for m 6= 0. At
m = 0 (panel (b)) the two bands touch each other at points
over the loop, defining the integration limits of the integral of
the polar angle in momentum space.
paper, we will make non dimensional variables absorbing
this extra model-dependent parameter. The presence of
the mass term mσ2 breaks P ∗ T symmetry. When m
and vt are zero, the model consists in two bands that
touch each other at a one-dimensional ring in momen-
tum space (located in the k3 = 0 plane). In this case
(m = |vt| ≡ vt = 0) the system is not only invariant un-
der the combined P ∗ T symmetry, it is also symmetric
under both P and T symmetries separately. However,
the topological stability of the nodal line comes from the
invariance of this combined symmetry, so any term in the
Hamiltonian H(k) invariant under P∗T will not alter the
topological protection of H(k). This is precisely the case
of the term σ0vt · k. This shift in energies has been used
in graphene to study the half-integer contribution of each
Dirac point to the quantum Hall effect[29], and tilted
nodal loops have been predicted to occur in alkaline-earth
stannides, germanides, and silicides[30] and in other ma-
terials displaying non-symmorfic symmetries[31, 32]. In
the orbital basis employed in the model (2), the inver-
sion and time reversal symmetries P and T are imple-
mented by the operators P = σ3 and and T = Kσ3
respectively (K stands for complex conjugation and for
both symmetries the momentum k has to reverse its di-
rection), so P ∗T symmetry is implemented by PT = K,
that is, the reality condition for the Hamiltonian H(k):
H∗(k) = H(k). From this it is clear that the term σ0vt ·k
breaks time reversal and inversion symmetries separately
(due to the flip of the sign of k) but leaves invariant P∗T
symmetry. As mentioned in the introduction, the topo-
logical invariant associated to the loop remains intact
despite the presence of σ0vt · k.
III. LINEAR HALL CURRENT
Let us analyze how the presence of the term σ0vt · k
modifies the Hall conductivity in Eq.(1). This analysis
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FIG. 2. Evolution of the conductivity σ13 (in units of the quantum of conductance σ0 = e
2/h) a) as a function of the
dimensionless mass gap m˜ ≡ mΛ/k20 for µ˜ ≡ µΛ/k20 = 0.3 and v˜t ≡ vtΛ/k0 = 0.6 and b) as a function of the tilt v˜t for fixed
m˜ = 0.01 and µ˜ = 0.1.
is not useful only to prepare us for the non-linear opti-
cal/transport responses, but it is interesting by its own,
since the orientation of the loop in momentum space will
play a crucial role for the detection of the Hall effect in
NLSM, as we will see.
The part of the electric current density (as a response
to an electric field E) associated to the parity anomaly
can be computed, for a two-band model, with the follow-
ing expression:
JH =
∑
s=±
e2
8pi3
∫
d3kfs0 (k)E ×Ωsk, (3)
where Ωsk and f
s
0 (k) are the Berry curvature and the
equilibrium distribution function associated to the band
s, respectively. We have computed the current (3) for
zero and non-zero mass term m. The Berry curvature
for the Hamiltonian (2) has been computed in Ref.[19].
Let us focus first on the m = 0 limit that is amenable of
analytical tractability. In this limit, the Berry curvature
of the band s can be written as
Ωsk = spi sign(m)δ(k3)δ(kρ − k0)eˆφ, (4)
being independent of the tilt parameter vt. Due to the
presence of the tilting vector vt, it is expected that for
some range of chemical potentials, both conduction and
valence bands will contribute to (3)[33]. In Fig. 1(a)
we plot a cross section of the Fermi surface for k3 =
0 and a given nonzero value of the symmetry breaking
parameter m. When m = 0, as shown Fig. 1(b), the
electron and hole Fermi surfaces touch each other at two
points over the nodal loop, defining the integration limits
of the integral of the polar angle in momentum space.
For k3 = 0 and kρ = k0, the zero-temperature equi-
librium distribution functions for electrons and holes
only depend on the polar angle in momentum space:
fs0 = Θ[s(µ− vtk0 cos(φ− α))], where α is the angle be-
tween the vector vt and the horizontal axis. From these
expressions, it is easy to see that the integration over the
polar angle will not run over all the angles defining the
nodal loop, but they will depend on the ratio µ/vtk0 and
the angle α, as shown in Fig.1.
Performing the angular integration, the Hall current
takes the form (the details are presented in the Appendix
A):
JH =
e2
2pi2
sign(m)k0
√
1− µ
2
v2t k
2
0
E × (vˆt × tˆ), (5)
where tˆ is the unit vector perpendicular to the plane
containing the nodal loop in momentum space, and vˆt =
vt/vt. We see that, while the chemical potential does
not exceed vtk0 (physically, the conduction band does
not extend over the whole nodal loop), we obtain a non-
vanishing Hall current. While the Berry curvature still
corresponds to the P ∗ T situation, the effect of the time
reversal symmetry breaking tilting term (still preserving
P ∗ T ) is to reduce the integration region over the Hall
conductivity is constructed.
The current (5) is obtained by using the m→ 0 limit of
the Berry curvatureΩsk. We have also computed the m 6=
0 situation numerically to observe the evolution of the
current JH for small yet finite values of m. The relation
of the current JH , the electric field, and the vectors vˆt
and tˆ is still valid as written in Eq.(5). In Fig. 2(a) (Fig.
2(b)) we plot the component σ13 as a function of m at
fixed µ and tilt vt (as a function of tilt vt at fixed µ and
m).
It is interesting to observe that there is a value of the
mass m above it the conductivity goes to zero, even for
a non-zero tilt. We can understand this behavior by con-
sidering the Fermi distributions (A2a) and (A2b) at non
zero values of m. As it can be seen in Fig. 1, the in-
tegration contour in (3) is defined by the values of the
Fermi distribution functions for valence and conduction
bands over the nodal loop. For the angle φ, we have the
condition −1 ≤ cosφs ≤ 1 with s = 1 (s = −1) for elec-
trons (holes). From the dispersion relations (18) over the
nodal loop, this condition translates into the inequalities
(again, for s = ±1):
− (vtk0 − sµ) ≤ m ≤ (vtk0 + sµ). (6)
4We can assume that vtk0 > µ (otherwise the conduction
band covers all the angles φ and the valence band does
not contribute, obtaining a vanishing result as it happens
in (1)). It is easy to see that, if we want both bands to
contribute to the integration in (3), both inequalities (6)
must simultaneously hold, restricting the possible values
of m to the interval [0, vtk0 + µ), explaining the result
plotted in Fig. 2(a).
We finish this section discussing which type of electro-
magnetic action gives rise to the current (5). Since we
are working in the infinite space case (no boundaries) the
Hall current (5) can be written as the functional deriva-
tive of an effective action term Γ
(1)
H , JH,a = δΓ
(1)
H /δAa
(we write C∗ = e
2
2pi2 sign(m)k0
√
1− µ2
v2t k
2
0
for simplicity)
that takes the gauge invariant form:
Γ
(1)
H =
∫
d3xdtC∗µνρσqµAν∂ρAσ, (7)
where we have defined the vector qµ = (0, k0vˆt× tˆ), hav-
ing dimensions of inverse length. The main difference
with the proposals available in the literature for untilted
NLSM is that there is an explicit vector qµ that does not
vanish at the end of the calculation[18, 19].
We identify this action as the axion electromagnetic
action in three spatial dimensions, and conclude that,
tilted NLSM display an axion term in their electromag-
netic response due to the parity anomaly, in contrast to
Weyl semimetals, where the the axion term appears due
to the chiral anomaly[34, 35]. Also, the situation is dif-
ferent to the case of axion insulators: Here we are dealing
with a gapless system displaying the parity anomaly[36].
IV. NON-LINEAR HALL CURRENT
In systems lacking inversion symmetry, there is a
non-linear analog to the previously discussed anoma-
lous Hall current[27, 28, 37, 38]. In three dimensional
Weyl and Dirac semimetals, the generated photocurrents
have attracted attention due to their connection with
the chiral anomaly[38–41]. Under the effect of an os-
cillating electric field, E = eiωtE + e−iωtE∗, two non-
linear currents can be generated: a photogalvanic cur-
rent J0a = J (0)a +J (0)∗a and a second harmonic current,
J2ωa = e
2iωtJ (2ω)a + e−2iωtJ (2ω)∗a , where
J (0)a = χabc(ω)EbE∗c , J (2ω)a = χabc(ω)EbEce2iωt. (8)
Both currents are proportional to the same non-linear
conductivity tensor χsabc(ω) that reads, in the collisionless
limit (ωτ  1) as
χsabc(ω) = iadc
e3
ω
∫
d3k
8pi3
fs0∂bΩ
s
d, (9)
from which it is customary to define the Berry curvature
dipole moment (BCDM):
Dab =
∫
d3k
8pi3
fs0∂aΩ
s
b. (10)
In what follows we will devote ourselves to the analysis
of Dab, instead of the full expression (9). In the case of
zero tilting, we will analyze the BCDM keeping finite the
breaking parameter m and performing the limit m → 0
at the end of the calculations.
A. Zero tilting
For finite m term, the Berry curvature is (s = ±1):
Ωsk = s
mv3kρ
Λε3k
eˆφ, (11)
where εk =
√
m2 + v23k
2
3 + (k
2
0 − k2ρ)2/Λ2 is the disper-
sion relation for the conduction band (for the valence
band, ε−k = −ε+k = −εk) at zero tilting, and kρ is again
the radial momentum in cylindrical coordinates.
Since Ω3 = 0, we directly have Da3 = 0. Also, by
inspection, it is easy to see that D3a vanishes as well
(the integrand is odd in k3). By symmetry, we also have
that D11 = −D22.
In parallel to the discussion of the Hall current done in
Ref.[19], it is convenient to define first the one-parameter
family of BCDM parametrized by the polar angle, Dab =∫
dφDφab, and write D
φ
ab in terms of two functions depend-
ing only on the mass term and the chemical potential:
Dφ11 = −Dφ22 = sinφ cosφQ(m,µ), (12a)
Dφ12 = X(m,µ)− cos2 φQ(m,µ), (12b)
Dφ21 = −X(m,µ) + sin2 φQ(m,µ). (12c)
Without loss of generality, in absence of the tilting term,
we will assume that the chemical potential µ crosses the
conduction band (meaning that we will use the band s =
1), so the functions Q and X are defined as follows (the
origin of these two functions can be seen in Appendix B)
X(m,µ) =
mv3
8pi3Λ
∫
dkρdk3f0(εk)
kρ
ε3k
, (13)
Q(m,µ) = − 6mv3
8pi3Λ3
∫
dkρdk3f0(εk)
k3ρ(k
2
0 − k2ρ)
ε5k
. (14)
The integration domain is determined by the Fermi-Dirac
distribution function f0(εk), as usual.
It is illuminating to consider the situation when the
chemical potential lies slightly above the bandgap. In
this case, only momenta close to the nodal loop will con-
tribute to the integrals. In this limit, the dispersion can
be approximated by εk '
√
m2 + v23k
2
3 + (2k0qρ/Λ)
2,
with qρ = kρ − k0. Under this approximation, the func-
tion X(m,µ) can be computed analytically (µ ≥ m):
X(m,µ)→ X0(m,µ) = 1
8pi2
sign(m)
(
1− |m|
µ
)
. (15)
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FIG. 3. Plot of the functions 8pi2X0(m,µ) (continuous line) and 8pi
2X(m,µ) (dashed line) for m˜ = 0.1 (left). Plot of the
functions 8pi2Q(m,µ) (dashed line) and 2×8pi2X0(m,µ) (continuous line) as a function of the dimensionless chemical potential
µ˜ for m˜ = 0.1 (middle) and m˜ = 0.01 (right).
This expression is the same that appears in the linear
Hall current (1) before taking the m → 0 limit. In the
zero mass limit, we obtain a finite value, which is a fin-
gerprint of the parity anomaly. We have also evaluated
numerically the full expression (13) to check the validity
of (15). In Fig.3(left) we have plotted both X(m,µ) and
X0(m,µ). For small values of the chemical potential and
the mass term, both expressions are in agreement. Also,
we can understand the behavior of D12 as a function of
m plotted Fig. 3(right) along the lines discussed for the
linear case at the end of Sec. III.
Contrary to X(m,µ), the function Q(m,µ) is not
peaked around the nodal loop so we have to evaluate
it numerically. In Fig. 3(middle, right) we have plotted
Q(m,µ) for two values of the parameterm, and compared
with X0(m,µ). Crucially, we observe that when the mass
parameter becomes smaller, the function Q(m,µ) ap-
proaches to 2X0(m,µ). This implies that the function
Q(m,µ) also becomes non-zero in the zero-mass limit due
to the parity anomaly.
We can write the φ-dependent BCDM components in
a compact form by using the unit vector normal to the
nodal loop tˆ = (0, 0, 1) and the unitary vector perpen-
dicular to tˆ, rˆ = (cosφ, sinφ, 0):
Dφab = abctˆcX(m,µ) + bcdrˆarˆctˆdQ(m,µ). (16)
Now we see that the situation is similar but somewhat
different to the linear case. As we mentioned, the expres-
sion in Eq.(1) is zero even for finite m after integrating
over φ. In Eq.(16) we can integrate over φ at finite m
obtaining a non-zero result :
Dab(m,µ) =
∫
Dφabdφ
= pi [2X(m,µ)−Q(m,µ)] abctˆc. (17)
This is in agreement with the symmetry analysis per-
formed in Ref.[28]. Only the antisymmetric part of the
matrix Dab survives to the integration, so in three spatial
dimensions, this antisymmetric pseudotensor transforms
as a polar vector, in our case the normal to the nodal
loop tˆ playing such role. This also suggest the possibility
that, for m 6= 0, the NLSM might become ferroelectric.
Let us consider now the m = 0 case. We have seen
that in this limit, the function Q(m,µ) approaches to
2X0(m,µ), taking the function X0(m,µ) the exact value
X0(0, µ) =
1
8pi2 . This means that each component of
Dφab is non-zero, but after integrating over φ we find a
vanishing value for Dab(0, µ) after using in (17) the fact
that Q(0, µ) = 2X(0, µ).
B. Non-zero tilting
Let us compute the BCDM in presence of the tilting
term. As we have seen in Sec. III, this term does not alter
the expression of the Berry curvature Ωsk but strongly
modifies the integration contours for electrons and holes
through the modification of the dispersion relations,
εsk = vt · k + s
√
v23k
2
3 +m
2 +
1
Λ2
(k20 − k2ρ)2. (18)
Previously, in absence of tilting, it was possible to write
down simple expressions for the BCDM in terms of the
functions X(m,µ) and Q(m,µ), since in that case only
the conduction band contributed to the integral (µ > m).
We were then able to take the m = 0 limit for these
expressions and find an analytical expression that allowed
us to compare with the parity anomaly in the linear Hall
current.
A finite tilting makes both bands to contribute to the
BCDM and the calculations at finite mass become more
involved, precluding any analytical treatment. For this
reason, we will analytically compute the BCDM at finite
tilting directly at m = 0. We leave the full calculations of
Dab to the appendix C. We quote here the final results.
For D12 we obtain:
D12 =
sign(m)
2pi2
(
µ
vtk0
)√
1− µ
2
v2t k
2
0
cos 2α. (19)
We stress here that we have calculated the total D12,
integrated over the angle φ. We see that the presence
of a P breaking tilting term produces a non-zero result
for the BCDM. In Fig. 4(a,b) we compare the numerical
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FIG. 4. Comparison of D12 computed numerically (continuous lines) at m 6= 0 and the analytical result (dashed lines), m = 0.
(a): D12 as a function of v˜t for m˜ = 0.01 and µ˜ = 0.3. (b): D12 as a function of the dimensionless chemical potential µ˜ for
v˜t = 0.8 and m˜ = 0.01. (c): D12 as a function of m˜ for the same values of µ˜ and v˜t as before.
results at finite m with the analytical calculation with
m = 0. In Fig. 4(c) we show the behavior of D12 as a
function of m. In the limit of zero mass, the numerical
value matches the analytical result. As it happened with
the linear Hall conductivity, at sufficiently large values of
m (for given values of µ > m and vt), D12 goes to zero.
This can be understood along the same lines as in in Sec.
III: For some critical value of m, the conduction band
covers the whole nodal loop, leading to a zero result due
to integration over φ.
We also obtain that D21 = D12. In Appendix C we
also provide details of the calculation of D11(= −D22).
This component takes the form
D11 = − sign(m)
2pi2
(
µ
vtk0
)√
1− µ
2
v2t k
2
0
sin 2α. (20)
Collecting all the components of the BCDM, we can
write it in a way similar to a quadrupole moment, in
terms of the vectors tˆ and vˆt:
Dab =
sign(m)
4pi2
(
µ
vtk0
)√
1− µ
2
v2t k
2
0
·
· [2SaSb − S2(δab − δa3δb3)] , (21)
where the vector S is defined as S = vˆt + tˆ× vˆt.
Inserting the BCDM (21) into Eq. (8) we find (again,
in the collisionless regime)
J (0) = sign(m) e
3
2pi2iω
(
µ
vtk0
)√
1− µ
2
v2t k
2
0
·
· [E × E∗ − (S · E)(S × E∗)− (tˆ · E)(tˆ× E∗)] , (22)
such that the real-valued non-linear Hall current is ob-
tained as J0 = J (0) +J (0)∗, where J (0)∗ is the complex
conjugate of (22).
We can propose an effective electromagnetic action
term that leads to the non-linear current J0 in the same
way as in the linear case for the current in Eq.(5). In the
low energy (long wavelength) limit the corresponding lo-
cal effective action Γ
(2)
H reads (Fµν = ∂µAν −∂νAµ is the
field strength):
Γ
(2)
H = −
∫
d3xdtλHµνραβAµIm
(
FανF
∗
βρ
)
. (23)
In the low frequency regime, we might compare the
term λHµνραβ with the expression of the real-valued cur-
rent J (0) +J (0)∗, and obtain, after defining the vectors
Sµ = (0,S), tˆν = (0, tˆ), and using the Lorentz metric
ηρσ:
λHµνραβ =
e3
ω
sign(m)
2pi2
(
µ
vtk0
)√
1− µ
2
v2t k
2
0
η0αη0β ·
· (2µρσSνSσ − S2µνρ + S2µρσ tˆσ tˆν) . (24)
This term is not topological in the same sense that it is
the Chern-Simons term for the anomalous Hall conduc-
tivity, although it is directly related to the Berry curva-
ture. Also, we have to remember that the BCDM Dab is
a property of the Fermi surface and it is dissipative in ori-
gin (here we considered only the collisionless regime), in
stark contrast to the linear Hall case that, although not
acquiring quantized values, it is a non-dissipative prop-
erty coming from both the filled bands and the Fermi
surface[42, 43]. The remarkable result is that this non-
linear response for tilted NLSM, although non topologi-
cal, acquires contributions to the parity anomaly because
it ultimately depends on the Berry curvature.
V. INTERBAND EFFECTS
In previous sections we have studied the appearance
of the parity anomaly in non-linear responses for fre-
quencies ω smaller than 2µ, that is, neglecting interband
transitions. However, it is known that the Berry curva-
ture modifies the interband processes that can contribute
to the non-linear optical responses[44, 45]. Moreover, it
has been stated recently that it is possible to obtain a
quantized circular photogalvanic response in shifted Weyl
semimetals[46]. In this section we study interband effects
in the non-linear response of NLSM to see if they are sen-
sible to the parity anomaly.
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FIG. 5. (Left) Plot of g(ω˜, m˜) as a function of m˜ for three different values of ω˜. (Right) Plot of the function g(ω˜, m˜) as a
function of ω˜ for three different values of m˜.
A. Injection current
The injection current is defined as the part of the pho-
togalvanic effect that grows linearly with time:
dJa
dt
= βab(ω)[E(ω)× E∗(ω)]b. (25)
For a two-band model, as the one used in the present
work, the tensor βab(ω) is defined as
βab(ω) =
ipie3
8pi3
∫
d3k
∂Ek,21
∂ka
Ωbδ(ω − Ek,21), (26)
where Ek,21 stands for the difference between the con-
duction and valence dispersion relations, Ek,21 = ε2,k −
ε1,k = 2εk.
As in previous sections, in the pertinent quantities the
polar angle φ factorizes in the integrals so we will write
the tensor βab as a function of this angle. Also, we will
follow the strategy of computing βφab for non-zero values
of m, and analyze the limit m → 0. The angle depen-
dence can be casted in terms of the components of the
vectors rˆ and tˆ, so the tensor βφab(ω) will take the follow-
ing angular structure:
βφab(ω) = ie
3g(ω,m)rˆabcdrˆctˆd, (27)
It is possible to obtain an analytical expression of
the function g(ω,m) (see the details in Appendix D).
In terms of the dimensionless variables ω˜ = Λω/k20 and
m˜ = Λm/k20, this function reads:
g(ω˜, m˜) = −4m˜
ω˜3
{√
(ω˜/2)2 − m˜2 − 1− [(ω˜/2)2 − m˜2]
× arctan
(√
(ω˜/2)2 − m˜2 − 1
)}
. (28)
In Fig. 5 we have plotted the function g(ω˜, m˜). In the
left panel we observe the evolution of g(ω˜, m˜) for several
values of ω˜ varying m˜. The most relevant information
we extract is that this function vanishes when the sym-
metry breaking parameter approaches to zero, even for
a given angle φ. This is in stark contrast to the case of
the BCDM, where, for a given φ, it remained non zero at
m = 0. This implies that the injection current does not
receive a finite contribution from the parity anomaly. In
the right panel of Fig. 5 we have plotted g(ω˜, m˜) for sev-
eral values of m˜, varying ω˜. While the most salient fea-
ture of the function g(ω˜, m˜) is that it vanishes at m = 0,
it also vanishes for frequencies ω˜ ≥ 2√m˜2 + 1.
Although the injection current does not receive con-
tributions from the parity anomaly, it is finite at non-
zero symmetry breaking parameter m, even after inte-
grating over the angle φ. It is instructive to see the be-
havior of (25) when circularly polarized light is applied
to the NLSM. For right circular polarization, we have
E × E∗ = −i|E|2nˆ, where nˆ is the unit vector normal to
the polarization plane. Inserting this in (27) and inte-
grating over φ we have, in vector form:
dJ
dt
= pie3g(ω˜, m˜)|E|2tˆ× nˆ, (29)
that is, provided that m is different from zero, an in-
jection current appears perpendicular to the normal to
the polarization plane and perpendicular to the vector
normal to the plane containing the nodal loop.
From an experimental perspective, the current in
Eq.(29) appears to grow indefinitely with time. This does
not occur in real settings, and after some characteristic
time τ the interband processes should equilibrate with
other dissipative effects, leading to a steady current
Jτ = τpie
3g(ω˜, m˜)|E|2tˆ× nˆ. (30)
B. Shift current
Another non-linear optical response that comes from
inter-band transitions and it is susceptible of being mod-
ified by the Berry curvature is the shift current, defined
through Jshifta = σabb(ω)Eb(ω)Eb(ω). The tensor σabb can
be computed through the formula
σabb(ω) = e
32pi2
∫
d3k
∑
s6=s′
fss
′
0 I
abb
ss′ δ(ω − Ess′), (31)
8where, as before, Ess′ is the difference between the con-
duction and valence bands in a two-band model, fss
′
0 =
fs0−fs
′
0 is the difference between the equilibrium distribu-
tion functions corresponding to the bands s and s′, and
Iabbss′ = Im(r
a
s′sr
b
ss′;a) is constructed from the interband
matrix elements of the position operator, related to the
off diagonal elements of the non-abelian Berry connection
as rass′ = i 〈s|∂kas′〉 ≡ Aass′ . The semicolon denotes the
covariant derivative: rbss′;a = ∂ar
b
ss′ − i(Aass′ −Aass)rbss′ .
In absence of tilt, we can write the model (2) as H =∑
i σidi(k), the quantity I
abb
12 can be written as
Iabb12 = −
m
4εk
∑
ijl
ijldl∂bdi
(
∂2abdj − ∂adj
∂bεk
εk
)
. (32)
Noticing that d2 = m and d3 = v3k3, after some algebra,
we obtain
Iabb12 =
mv3
4ε4k
∂bεk(∂ad1δb1 − ∂bd1δa1), (33)
with the shorthand notation ∂a = ∂ka .
Now, using d1 =
1
Λ (k
2
0 − k2ρ), we can evaluate the
derivatives and perform the momentum integration. As
before, we will consider first the case with fixed φ and
later discuss the integral over this angle. By symmetry
considerations, it is easy to see that the non-vanishing
components of σφabb(ω) are
σφ311(ω) =
2e3
ω
cos2 φg(ω˜, m˜), (34a)
σφ322(ω) =
2e3
ω
sin2 φg(ω˜, m˜), (34b)
with g(ω˜, m˜) defined in (28).
As in the case of the injection current, the shift current
does not survive to the limit m → 0, implying that the
parity anomaly does not leave its imprint in the shift
current, either, even at fixed φ.
If we integrate over φ, for finite values of the parameter
m, the total shift current Jshifta is
Jshift = pi2
e3
ω
g(ω˜, m˜)(E21 + E22 )tˆ, (35)
that is, while the injection current (29) circulates along
the direction dictated by the intersection between the
polarization plane and the plane containing the nodal
loop, the shift current (35) is perpendicular to the nodal
loop. Also, we note that there are other contributions
to the shift current that come from kinematic reasons,
anisotropies in the velocities, or anisotropies in the distri-
bution function fk. These contributions are not related
to the Berry curvature, so they are not expected to be
modified by the parity anomaly, so we will no consider
here.
To conclude this section, we comment on the effects
that the tilting term might cause in the injection and
shift currents through the quantities (26) and (32). As
it is clear from previous sections, the tilt term does not
modify the Berry connection and therefore the Berry cur-
vature, but modify the dispersion relations for electrons
and holes in the same manner. Then since the dispersion
relations enter in these expressions through their differ-
ences, we conclude that the only possible way to modify
these responses is through the changes in the distribution
functions. However, we have seen that the interband ef-
fects do not show terms coming from the parity anomaly,
so they will vanish in the limit m = 0 even if we introduce
the changes induced by the tilting term in the distribu-
tion functions, so we will not analyze these effects here.
VI. CONCLUSIONS
In the present work we have shown how the parity
anomaly appears in the non-linear response in P∗T sym-
metric NLSM. As it happens for the linear Hall conduc-
tivity in these systems, we find that, if the nodal loop is
not tilted, the parity anomaly appears in these non-linear
Hall responses for finite values of the polar angle char-
acterizing the nodal loop, but vanishes after integrating
over this polar angle. This occurs because each point at
the nodal loop possesses a inversion symmetric partner
belonging to the nodal loop as well, so both contributions
cancel out, leading to a net zero response. We have found
that tilting the nodal loop preserves the P ∗ T symme-
try, but breaks this balance between inversion symmetric
points on the nodal loop, giving rise to a finite linear
and non-linear Hall responses. While the parity anomaly
shows up in the non-linear Hall responses for the range of
frequencies where interband transitions can be neglected,
it does not appear in these non-linear responses coming
from interband transitions, as the injection and shift cur-
rents.
Here we have considered NLSM in absence of SOC,
where the P ∗ T symmetry topologically stabilizes the
nodal loop. In presence of SOC other combinations of
symmetries might stabilize the nodal loop. Then, a per-
tinent question is if some phenomenon similar to appear-
ance of linear and non-linear Hall responses due to the
parity anomaly will appear there. In this case, the mini-
mal number of bands involved is the description of NLSM
with SOC is four. However, the bandstructure will con-
sist in two high-energy gapped bands, and two low energy
bands forming the nodal loop, with an effective model for
these two bands similar to (2), although the momentum
dependence of d1(k) might be linear. In this case, all the
results obtained in the present work are still valid, and
what remains is to add any possible term coming from
the gapped, high-energy sector that otherwise does not
depend on the chemical potential. These symmetries are
also compatible with the presence of tilting of the nodal
loops[31, 32].
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Appendix A: Details of the computation of the Hall
current (5)
For finite tilt oriented forming an angle α with the kˆx
axis, vt = vt(cosα, sinα, v
t
3), both valence and conduc-
tion bands contribute to the Hall conductivity in (3):
σHab =
∑
s=±
e2
8pi3
∫
d3kfs0 (k)abcΩ
s
c. (A1)
In the massless limit, we will use the expression (4) for
Ωsk, and at zero temperature, the Dirac deltas in the ex-
pression for the Berry curvature simplify the distribution
functions for electrons and holes in (A1) as
f+0 = Θ(µ− vtk0 cos(φ− α)), (A2a)
f−0 = 1−Θ(µ− vtk0 cos(φ− α)). (A2b)
The valence band (A2b) contributes with two terms. The
first one gives zero after integration over φ. The second
term goes with an extra minus sign with respect to (A2a).
This sign cancels out the extra minus sign from the Berry
curvature Ωsk for the valence band, implying that in this
case the contributions of electrons and holes add up, in-
stead of cancelling each other:
σHab =
e2k0
4pi2
sign(m)abc
∫
dφΘ(µ− vtk0 cos(φ− α))eˆφc .
(A3)
From this expression it becomes clear that the integration
domain of the polar variable φ is not the whole nodal loop
but those values of φ that satisfy cos(φ − α) ≤ µ/vtk0,
and the integration limits in (A3) are
φ± ≡ α± φ0 = α± arccos
(
µ
vtk0
)
. (A4)
These angles are clearly depicted in Fig. 1a for the case
α = 0 (tilting along the horizontal axis). If we choose
E = E3zˆ, it is easy to perform the integral in (A3) with
the previous integration limits, obtaining
σH13 = −
e2
4pi2
k0 sign(m)
√
1− µ
2
v2t k
2
0
cosα, (A5a)
σH23 = −
e2
4pi2
k0 sign(m)
√
1− µ
2
v2t k
2
0
sinα. (A5b)
If we denote tˆ = (0, 0, 1) as the normal vector to the
plane containing the nodal loop in momentum space, we
have E × (vˆt × tˆ) = (− cosαE3,− sinαE3, 0) so we can
compactly write
JH =
e2
2pi2
sign(m)k0
√
1− µ
2
v2t k
2
0
E × (vˆt × tˆ).
which is the expression (5).
Appendix B: Computation of the functions X(m,µ),
X0(m,µ), and Q(m,µ)
.
The functions X(m,µ) and Q(m,µ) originate from the
derivatives of the Berry curvature at finite m ( the ex-
pression (11)). Q(m,µ) comes from
∂Ω1
∂k1
= −mv3
Λ
k2
∂
∂k1
(
1
ε3k
)
=
− 6mv3
Λ3
k2ρ sinφ cosφ
ε5k
(
k20 − k2ρ
)
. (B1)
Separating the angular part, the integration of this ex-
pression over kρdkρ and dk3 gives Q(m,µ). On the other
hand,
∂Ω2
∂k1
=
mv3
Λ
(
1
ε3k
− 6k
2
ρ cos
2 φ(k20 − k2ρ)
Λ2ε5k
)
. (B2)
The first term of the right hand side is the origin of the
function X(m,µ), and again we see in the second term
the function Q(m,µ).
The approximate function X0(m,µ) comes from ap-
proximating the integral in X(m,µ) for values of µ
slightly above the gap. Then we can approximate εk '√
m2 + v23k
2
3 + (2k0qρ/Λ)
2, with qρ = kρ − k0:
X0(m,µ) =
mv3
8pi3Λ
∫
f0
k0 + qρ
(m2 + v23k
2
3 + (
2k0
Λ qρ))
3/2
dqρdk3.
(B3)
The distribution function f0 limits the integration to the
range m < εk < µ. With the following change of vari-
ables, qρ =
Λ
2k0
r cos θ and k3 =
1
v3
r sin θ,we have, after
integrating over θ:
X0(m,µ) =
m
8pi2
∫ √µ2−m2
0
r
(m2 + r2)3/2
dr
=
1
8pi2
sign(m)
(
1− |m|
µ
)
, (B4)
which is the result (15).
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Appendix C: Computation of the components of the
BCDM at finite tilting
We start with the detailed computation of D12. In
cylindrical coordinates, we have
D12 =
1
8pi3
∑
s=±
∫
fs0 (εk)
∂Ωs2
∂k1
kρdkρdk3dφ. (C1)
Using the expression (4) for Ωsk and the expression of
derivatives in cylindrical coordinates, ∂k1 = cosφ∂kρ −
sinφk−1ρ ∂φ we have
D12 = − sign(m)
8pi2
∑
s
s
∫
fs0 (ε
s
k)δ(k3)(kρ cos
2 φδ′(kρ − k0) +
+ sin2 φδ(kρ − k0))dkρdk3dφ, (C2)
where we have expressed δ′ = ∂kρδ. To simplify further,
we use the distributional definition of the derivative of
the Dirac delta:
kρf0δ
′(kρ − k0) = −δ(kρ − k0)(f0 + kρf ′0), (C3)
to obtain
D12 =
∑
s
s
sign(m)
8pi2
∫
dkρdk3dφδ(k3)δ(kρ − k0) ·
· (fs0 cos 2φ− fs′0 kρ cos2 φ)
≡ D(1)12 +D(2)12 . (C4)
The first piece D
(1)
12 is similar to the integral defining
the linear Hall conductivity (see Appendix A). We then
use the expressions (A2a) and (A2b) for the conduction
and valence band distribution functions that define the
angular integration limits (A4). As in the linear case,
the opposite sign of the Berry curvature for electrons and
holes cancels out with the opposite sign present in their
distribution functions, so the contributions for electrons
and holes add up leading, after integrating over φ:
D
(1)
12 =
1
2pi2
sign(m)
(
µ
vtk0
)√
1− µ
2
v2t k
2
0
cos 2α. (C5)
For the calculation of D
(2)
12 , we need to compute the quan-
tity
∑
s s∂kρf
s
0 (ε
s(k)) =
∑
s s∂kρε
s(k)∂εf
s
0 (ε
s(k)), with
∂εs(k)
∂kρ
= vt cos(φ− α)− s
2kρ(k
2
0 − k2ρ)
Λ2
√
v23k
2
3 +
1
Λ2 (k
2
0 − k2ρ)2
,
(C6)
and ∂εf0(ε) = −δ(µ− ε). We insert the previous expres-
sions for each s in D
(2)
12 , and, due to the extra minus sign
from the Berry curvature in (4), we obtain
D
(2)
12 = −
sign(m)k20
2pi2Λ
∫
dφ
∫
dkρ sign(k0 − kρ)δ(kρ − k0) ·
· δ(µ− vtk0 cos(φ− α)). (C7)
We perform the integral over kρ by substituting the Delta
function by the Heat kernel regularization (Erf is the er-
ror function):∫
dkρ sign(k0 − kρ)δ(kρ − k0) =
= lim
a→0
1
a
√
pi
∫
dkρ sign(k0 − kρ)e−
(kρ−k0)2
a2 =
= lim
a→0
1
2
[
Erf
(
k0
a
)
− 1
]
= 0, (C8)
implying that D
(2)
12 = 0. This leaves us with the final
result
D12 =
sign(m)
2pi2
(
µ
vtk0
)√
1− µ
2
v2t k
2
0
cos 2α. (C9)
The D21 component reads
D21 =
1
8pi3
∑
s=±
∫
fs0 (εk)
∂Ωs1
∂k2
kρdkρdk3dφ. (C10)
Following the same steps done in the main text, this com-
ponent takes the intermediate form:
D21 = −
∑
s
s
sign(m)
8pi2
∫
dkρdk3dφδ(k3)δ(kρ − k0) ·
· (fs0 cos 2φ+ fs′0 kρ sin2 φ). (C11)
The first term in the parenthesis is the same as D
(1)
12 ,
while the second term is the same appearing in D
(2)
12 ex-
cept for the replacement cos2 φ → sin2 φ. D(2)12 vanishes
independently of the angular dependence so does D
(2)
21 ,
and we conclude that D21 = D12.
Finally, let us evaluate the D11 component:
D11 =
1
8pi3
∑
s=±
∫
fs0
∂Ωs1
∂k1
kρdkρdk3dφ =
= − sign(m)
8pi2
∑
±
∫
dkρdk3dφf
s
0 δ(k3)kρ ·
· ∂
∂k1
[sinφδ(kρ − k0)]. (C12)
Applying the definition of ∂k1 in cylindrical coordinates
and the definition of the derivative of the Delta function,
we obtain
D11 =
sign(m)
8pi2
∑
s=±
∫
dkρdk3dφ sin 2φδ(k3) ·
· [2fs0 + kρfs′0 ]δ(kρ − k0). (C13)
As before, the integral involving fs′0 vanishes, so
D11 =
sign(m)
4pi2
∑
s=±
∫
dφ sin 2φdk3δ(k3)f
s
0 δ(kρ − k0)dkρ =
= − sign(m)
2pi2
(
µ
vtk0
)√
1− µ
2
v2t k
2
0
sin 2α, (C14)
after integrating over φ with the integration limits (A4).
It is immediate to see that D22 = −D11.
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Appendix D: Computation of the function g(ω,m)
Let us evaluate the function g(ω,m) for an arbitrary
frequency. We start with the definition
g(ω,m) = −2mv3
Λ3
∫
kρdkρdk3 ·
· Θ(kρ)
k2ρ(k
2
0 − k2ρ)
ε4k
δ (ω − 2εk) . (D1)
First, we express the Dirac delta function in terms of the
roots of the argument. To this end, we have to employ
the formula
δ(f(x)) =
∑
i
δ(x− xi)
|f ′(xi)| , (D2)
for an arbitrary (continuously differentiable) function
f(x) with its roots xi giving f(xi) = 0. In the present
case we have ω = 2εk, wherefrom we obtain the roots
k∗ρ±′± = ±′
√
k20 ∓ Λ
√
(ω/2)2 −m2 − v23k23. (D3)
Since our integral is only for positive values of kρ (it
is a radius in polar coordinates), then we are left with
only two roots, which corresponds to k∗ρ± = k
∗
ρ+′± > 0.
Therefore we can write
δ(ω − 2εk) =
δ(kρ − k∗ρ+)
2|ε′k|kρ=k∗ρ+
Θ(k∗ρ+) +
δ(kρ − k∗ρ−)
2|ε′k|kρ=k∗ρ−
Θ(k∗ρ−).
(D4)
The constraint imposed by the step function defines the
limits of integration over the variable k3. We can also
directly verify that
∂εk
∂kρ
∣∣∣∣∣
kρ=k∗ρ±
= −2k
∗
ρ±
(
k20 − k∗ 2ρ±
)
Λ2εk|k∗ρ±
= −2k
∗
ρ±
(
k20 − k∗ 2ρ±
)
Λ2(ω/2)
(D5)
and εk|kρ=k∗ρ± = ω/2.
Inserting these results into the integral expression and
integrating with respect to kρ:
g(ω,m) = −2mv3
Λ3
∫
k3ρ
ε4k
(
k20 − k2ρ
) [δ(kρ − k∗ρ+)
2|ε′k|kρ=k∗ρ+
Θ(k∗ρ+) +
δ(kρ − k∗ρ−)
2|ε′k|kρ=k∗ρ−
Θ(k∗ρ−)
]
dkρdk3 =
= −4mv3
Λ
1
ω3
∫ [
k∗ 2ρ+Θ(k
∗
ρ+)− k∗ 2ρ−Θ(k∗ρ−)
]
dk3. (D6)
Now we determine the integration region for k3. On the one hand, the condition k
∗
ρ+ = 0 yields k3 ∈ [−k∗3 ,+k∗3 ],
where k∗3 =
1
v3
√
(ω/2)2 −m2 − (k20/Λ)2.
On the other hand, we can see that the condition k∗ρ− = 0 has no real solutions for k3. Therefore, we are only left
with the first integral:
g(ω,m) = −4mv3
Λω3
∫ +k∗3
−k∗3
[
k20 − Λ
√
(ω/2)2 −m2 − v23k23
]
dk3. (D7)
This integral can be performed in a simple fashion. The result is
g(ω,m) =
= −4mv3
Λω3
{
2k20k
∗
3 −
Λ
v3
[
v3k
∗
3
√
(ω/2)2 −m2 − v23k∗23 + [(ω/2)2 −m2] arctan
(
v3k
∗
3√
(ω/2)2 −m2 − v23k∗ 23
)]}
.(D8)
After some algebraic simplifications and defining the dimensionless quantities m˜ and ω˜, we obtain
g(ω˜, m˜) = −4m˜
ω˜3
{√
(ω˜/2)2 − m˜2 − 1− [(ω˜/2)2 − m˜2] arctan(√(ω˜/2)2 − m˜2 − 1)} (D9)
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