The problem of visual servoing to reach the desired location keeping elliptical projections in the camera field of view (FOV) while following a straight line is considered. The proposed approach is representing the whole path with seven polynomials of a path abscise: variables in polynomial coefficients for translational path being zero to represent a minimum path length and for rotational part being adjustable satisfying the FOV limit. The planned elliptical trajectories are tracked by an image-based visual servoing (IBVS) controller. The proposed strategy is verified by a simulational case with a circle and a superposed point, where a traditional IBVS controller directs the camera a detour to the ground, the proposed approach however keeps straight the camera trajectory and also the circle visible. In addition, a six degrees of freedom (6-DoF) articulated arm mounted with a pinhole camera is used to validate the proposed method by taking three Christmas balls as the target.
INTRODUCTION
Visual servoing is a technique which uses visual information to control the robot moving to a desired location. Classical methods include image-based visual servoing (IBVS) (Hashimoto et al., 1991) and position-based visual servoing (PBVS) (Taylor and Ostrowski, 2000) . They have well documented weaknesses and strengths (Chaumette, 1998b) . In order to better satisfy constraints that arise in visual servoing, there appeared many other approaches: 2 1/2-D visual servoing (Malis et al., 1999) , partition of the degrees of freedom (Oh and Allen, 2001 ), switched controllers (Gans and Hutchinson, 2007; Chesi et al., 2004) , navigation functions (Cowan et al., 2002) , path-planning techniques (Mezouar and Chaumette, 2002; Shen and Chesi, 2012a; Shen et al., 2013) , omnidirectional vision systems (Fomena and Chaumette, 2008) , invariant visual features from spherical projection (Tahri et al., 2013) and etc. See also the survey papers (Chaumette and Hutchinson, 2006; Chaumette and Hutchinson, 2007) and the book (Chesi and Hashimoto, 2010) for more details.
In addition to pixel coordinates of some representational points as visual features used in a controller, other features have also been explored including: image moments (Chaumette, 2004; Tahri and Chaumette, 2005; Fomena and Chaumette, 2008) , luminance (Collewet and Marchand, 2010) and some invariant features computed from spherical projection (Tahri et al., 2013) . These works allow solid objects that are more natural than a point, such as circle, sphere and cylinder to be considered as targets in visual servoing. High-level control strategies, such as path-planning techniques, are seldom considered in these works to enhance the system robustness by taking into account constraints like the camera field of view (FOV) limits, convergence in workspace and etc. This paper belongs to a series of works aiming at path-planning visual servoing based on image moments of some solid objects. Our previous work in (Shen and Chesi, 2012b) used spheres as the target to achieve multiple constraints including FOV limit of the sphere, occlusion avoidance among spheres and collision avoidance in workspace. Two simulation scenarios were considered: a sphere with two points and three spheres. This paper focus on steering a straight camera path in the Cartesian space, while achieving convergence and camera FOV limit in visual servoing with elliptical projections (mainly circles). The proposed approach is representing the whole path with seven polynomials of a path abscise: variables in polynomial coefficients for translational path being zero to represent a minimum path length and for rotational part being adjustable satisfying the FOV limit. The planned elliptical trajectories are tracked by an imagebased visual servoing controller. The proposed strat-egy also applies to elliptical projections from spheres. It is verified by a simulational case with a circle and a superposed point, where a traditional IBVS controller directs the camera a detour to the ground, the proposed approach however keeps straight the camera trajectory and also the circle visible. At last, an experimental case with three Christmas balls as the target is used to validate again the proposed method.
The paper is organized as follows. Section II introduces the notation and elliptical projection of a circle. Section III presents the proposed strategy for following a straight line while keeping camera FOV of circular objects. Section IV shows simulation and experimental results. Lastly, Section V concludes the paper with some final remarks.
PRELIMINARIES
Let R denote the real number set, I n the n × n identity matrix, e i the i-th column of 3 × 3 identity matrix, 0 n the n × 1 null vector, u * v the convolution of vectors u and v, [v] × the skew-symmetric matrix of v ∈ R 3 . Given two camera frames F • = {R, t} and F * = {I 3 , 0 3 }, the pose transformation from F • to F * is expressed as {R ⊤ , −R ⊤ t}. Suppose there is a 3D point expressed as H = [x, y, z] ⊤ in the camera frame F * , then 3D coordinates of this point in the frame of F • is computed as R ⊤ (H − t). Image projection of this point in camera frame
where K ∈ R 3×3 is the camera intrinsic parameters matrix:
In the above matrix, f 1 and f 2 are approximated values of the camera focal length, image plane of which has the boundary of ζ x × ζ y with ζ x = 2u and ζ x = 2v. Elliptical projections are formed from either spheres or circles. It is assumed that in the camera frame of F * = {I 3 , 0 3 }, a circle is described by the intersection of a sphere and a plane (Chaumette, 1998a) : 
In the above function, a, b, c and △ are given by:
In the image plane, the ellipse is displayed in Fig.1 with its centroid, lengths of major and minor radius and direction angle expressed in
Degenerating case when projection boils down into a segment will be avoided in the proposed path planning algorithm, therefore not considered here. Extreme values of elliptical projection in Fig.1 is given by (Shen and Chesi, 2012b) :
, where µ i j is the central image moments of the pertinent elliptical projection, whose centroid is calculated from raw image moments m i j in the form ofX = m 10 /m 00 and Y = m 01 /m 00 with m 00 calculates the area of the ellipse. Problem. The problem consists of steering an eye-inhand robotic arm towards the desired location following a straight line of the camera in the Cartesian space, with the help of some elliptical projections. Convergence and FOV limit are to be imposed when features are mainly computed from image moments of elliptical projections.
PATH PLANNING
Before visual servoing, a straight path of the camera in the Cartesian space will be planned in advance. Planning of this straight path needs two end positions of the camera, this relative camera displacement is estimated via a virtual VS method based on image moments. However, it is not enough by only restraining in the Cartesian space, since corresponding image trajectories may go out of the image boundaries and fail later visual servoing applications. Polynomial minimization solves for the FOV problem and generates a satisfactory trajectory by adjusting the rotational path. The planned elliptical trajectories are then tracked by an IBVS controller in order to follow a straight camera path in the Cartesian space, at the same time without losing target features.
Two Ends of a Path
Requirement of a straight path in the Cartesian space and also camera FOV limits motivate a path-planning method that gives a satisfactory image trajectory to follow. Relative camera pose between the initial and the desired positions will serve as boundaries for subsequent path optimization. The target location and model are assumed to be known as a priori and two camera views of the target are given. From two views of the target and an approximated camera intrinsic parameters in (1), camera pose between F * and F o is estimated by virtually moving the camera from F * to F o with a traditional IBVS controller (Tahri et al., 2010) :
where T c (t) is a camera velocity screw at time t, λ 1 is a positive gain, s(t) holds the current feature values and s * the desired feature values,L + is the pseudo-inverse of the estimated interaction matrix corresponding to the selected features. Features of a circle is usually computed from image moments:
As specified in Section 2,X,Ȳ are pixel coordinates of the centroid of the elliptical projection. The remaining central image moments are related to ellipsoid parameters in the following way (Chaumette, 1998a) :
The interaction matrix associated with the feature set in (7) is referred to the work in (Chaumette, 1998a) . In order to reduce the chance of local minimum, we will add two more features, that are pixel coordinates of a point on the circle, to the feature set of a circle in (7). When spheres are taken as a target, we consider at least three spheres to reduce the possibility of nonsingular occurrence of the interaction matrix L. Feature set for three spheres consists of nine values based on the computation of image moments:
The associated interaction matrix may be found in our previous work (Shen and Chesi, 2012b) . The camera position is updated iteration by iteration by taking steps computed from velocity screw T c (t) and time interval until feature error |s(t) − s * | is small enough. If no local minima problem exists, the ultimate camera position will be utilized in the subsequent polynomial parameterization and optimization of the camera path.
Polynomial Minimization
To describe the camera path with boundaries on both sides, we use a path abscise w ∈ [0, 1] with its value 0 implying the start of the path F o , and value 1 meaning the end of the path F * . Transition from F o to F * is developed from the results in Section 3.1 and denoted as {R, t}. Thus we have:
Between the above two camera poses, camera path {R(w), t(w)} is intended to satisfy the FOV limits Following a Straight Line in Visual Servoing with Elliptical Projections when t(w) is a straight line. With path abscise w changes from 0 to 1, camera translation t(w) linearly changes from 0 3 to t, camera rotation R(w) changes from I 3 to R. In between these two ends, we use first-order polynomials in w to model translational path and second-order polynomials in w the rotational quaternions:
with
In quaternion representation, θ(w) ∈ (0, π) and a(w) ∈ R 3 are respectively rotation angle and axis of
Boundaries defined in (10) will be satisfied by assigning the first and last columns in the coefficient matrices in (11) with the other entries variable:
where 1×2 , j = 1, 2, 3 the j-th row of matrix V. In (13), vector b is variable and we assign it with an initial value of 0 4 . With this initial value of b, we can plot the parameterized path for the scenario in Fig 2 and then we have a straight path in the Cartesian space as shown in Fig. 3 (a) . However, Fig. 3 (b) shows that the corresponding image trajectory goes out of the image boundary.
Therefore, we need to find an appropriate value of b in (13) that lets image trajectories fall within the image boundaries. For a circle, depth of the circle center is meant to be larger than the circle radius. In addition, extreme values of the elliptical projection that is drawn in Fig. 1 are restricted to being located within the image size:
where X max , Y max , X min and Y min are computed from image moments of the sphere. They are expressed as:
). In order to realize conditions in (14), we wish to have z o − r, X max , Y max , X min and Y min to be polynomials in the path abscise w. After path parameterization, in any camera frame of {R(w), t(w)}, we can assure that the circle center and the normal vector in (2) are polynomials in the path abscise. Let
which indicates h ⊤ j , j = 1, 2, 3 the j-th row of matrix [0 3 , o] − V, where o is the circle center in (2) and V is coefficient matrix in (11). After camera displacement caused by varying w, polynomial coefficients of the circle center and the normal vector are computed as: 
where p x o , p y o , p z o ∈ R 7 and p α , p β , p γ ∈ R 5 , r i j ∈ R 5 are polynomial coefficients of the entry lie in the i-th row and the j-th column of the rotation matrix. Specifically, we have r 11 = u 1 * u 1 − u 2 * u 2 − u 3 * u 3 + u 4 * u 4 , r 12 = 2(u 1 * u 2 − u 3 * u 4 ), r 13 = 2(u 1 * u 3 + u 2 * u 4 ), r 21 = 2(u 1 * u 2 + u 3 * u 4 ), r 22 = −u 1 * u 1 + u 2 * u 2 − u 3 * u 3 + u 4 * u 4 , r 23 = 2(u 2 * u 3 − u 1 * u 4 ), r 31 = 2(u 1 * u 3 − u 2 * u 4 ), r 32 = 2(u 2 * u 3 + u 1 * u 4 ), r 33 = −u 1 * u 1 − u 2 * u 2 + u 3 * u 3 + u 4 * u 4 .
(17)
From equation (16), we can deduce that z 0 − r in (14) is a six order polynomial in w with its coefficients to be
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Since extreme values X max , Y max , X min and Y min are functions of K i , i = 1, · · · , 5 as given in (3.2), this formulation will troubles polynomial parametrization of these values. In order to transform inequalities in (14) concerning these extreme values into polynomials, let
and we will have polynomial coefficients of all of k i as follows:
All of the above p k i ∈ R 17 , i = 1, · · · , 5 are polynomial coefficients of k i , i = 1, . . . , 5. Let
we have first
Positivity of g 2 and g 3 ensures that the maximum and minimum values of elliptical projection in the either X or Y direction are unequal. This constraint avoids the degenerating case: elliptical projection boils down to a segment. Image boundary limits are developed as follows:
Since k i , i = 1, ..., 5 are polynomials, therefore g j , j = 1, · · · , 7 are also polynomials in w. Their coefficients are computed from (18) and p k i , i = 1, · · · , 5 in (20). Take g 1 and g 2 for example, polynomial coefficients of g 1 is actually: p g i = p z o −r , and coefficients of g 2 is computed as:
Similar computation process applies to the polynomial coefficients of g j , j = 3, · · · , 7. Provided the initial value of b in (13) is given, we derive values of U and V and bring them sequentially into (15), (17), (16), (18) and (20). Items in (20) are utilized in the computation of p g 2 in (24). In order to ensure the value of g 2 is positive when w ∈ (0, 1), we take the derivative of p g 2 and solve for the corresponding w ∈ (0, 1) that give zero derivatives. If such w exist, then a local minimum of g j can be found at such w values. Take all of the positivity requirements of g j , j = 1, · · · , 7 together, we first find local minimums for each g j , j = 1, · · · , 7, and again the minimum of all of these local minimums and denote it as g * :
No action will be taken if the value of g * is positive, otherwise a minimization of −g * will be conducted until it converts its sign. Take a synthetic scene of a circle as an example, Fig. 2 (a) consists of two camera positions and a circle as a target. Fig. 2 (b) -(c) are two views of the target. Relative camera pose between F * and F o is estimated using a virtual VS method demonstrated in Section 3.1. A straight path is then planned between F * and F o , as shown in Fig.  3 (c) . In this scenario, path planning with initial value of b, that is 0 3 , will cause the image boundary violated though camera trajectory in the Cartesian space is a straight line, see Fig. 3 (d) . This situation indicates that polynomial curve of g 7 will across below the horizontal axis over w ∈ (0, 1), and therefore g * is negative. We search for appropriate value of b by minimizing −g * with MATLAB tool till g * > 0. Once the minimization result is obtained, we denote it as b * and bring it into (13). Till this end, a planned path that converges to the desired camera location following a straight line while satisfying the camera FOV limit is found, see Fig. 3 (e)-(f) as an example.
Tracking Image Trajectories
The robot manipulator is going to be servoed by tracking an well planned image trajectory. We substitute the desired feature value s * in (6) with the planned feature value at time t, which is denoted as s p (w t ) with w t = 1 − e −tλ 2 :
The term λ 3L + ∂s p (w t )/∂t allows to compensate the tracking error (Mezouar and Chaumette, 2002) . The partial derivative of the planned feature set is computed as:
EXAMPLES
The first example aims to follow a straight line in the Cartesian space while keeping camera FOV of a circle. Synthetic scene is generated using MATLAB for the first example. The second example deals with three Christmas balls. The algorithm keeps visibility of all of the three balls in VS process while following a straight line.
Simulation with a Circle
The scenario for path planning with a circle is illustrated in Fig.2 (a) . In the desired camera frame and r = 5mm. A point on the circle is also used to contribute features, shown as a star mark in Fig.2 (a) . The initial and the desired camera views of the target are respectively shown in Fig.2 (b-c) . From these two views, we extract features from elliptical projections of the circle and then utilize these features to complete planning a straight path from the initial camera frame −35, 10, 10] ⊤ mm} with ρ = [π/12, π/4, −π/6] to the desired camera frame F * . Along this straight path, the elliptical projections of the circle are expected to be always kept within the camera view. Intrinsic parameters of the camera are approximated with
Relative camera pose between F * and F o is estimated using a virtual VS method based on the selected features. Fig. 3 (a-b) shows the camera trajectory and image trajectories generated using virtual VS, where the camera trajectory is extremely close to the ground. In order to achieve the shortest travel length, a straight path in the Cartesian space is planned in Fig. 3 (c) . With initial coefficient values in the polynomial parametrization, elliptical projections of the circle will go beyond the image boundary and fail a real visual servoing application, see Fig. 3 (d) . Therefore, minimization of −g * in (25) is performed to make an adjustment, after which a satisfactory image trajectory is generated as shown in Fig. 3 (f) . The planned image trajectory is brought into an IBVS controller in (26), where positive gains λ 1 , λ 2 and λ 3 are respectively taken as 0.015, 0.01 and 0.4. An instant camera velocity screw T c is produced and used to direct the camera moving towards the desired location by iterations. Data recorded at each iteration are plotted in Fig. 3 (g)-(h) . 
Experiment with Christmas Balls
This is a very simple experimental example validating the proposed strategy. The robot used for the experiment is a Staubli RX60 6-DoF articulated arm, on the robot end-effector mounted a video camera. The camera is calibrated with its intrinsic parameters as follows: Trajectories generated in virtual VS process without path planning are plotted in Fig. 5 (a) . In virtual VS, image trajectories of sphere centers are straight lines, however camera trajectory is not a straight one. After path planning and applying an IBVS controller to follow the planned path, real camera trajectory and image trajectories of the target are displayed in Fig. 5 (b) -(c), they are different from the ones generated in virtual VS process. Iterations of camera translation and rotation are recorded and plotted in Fig. 5 (d) - (e), which show the convergence in both camera translation and rotation. It is assumed that iteration number in real-time step-by-step moving robotic application is denoted as t, trajectories q R (t) = [q 4 (t), q 5 (t), q 6 (t)] ⊤ in Fig. 5 (e) are Cayley representation (Craig, 2005) of the associated rotation matrix R(t):
[q R (t)] × = (R(t) − I 3 )(R(t) + I 3 ) −1 .
Fluctuations exist in the iterations mainly due to coarse feature extraction and the value of tracking gain used for computing the next arriving position in VS process for the step-by-step moving robot.
CONCLUSIONS
This paper proposes a straight path planning approach for visual servoing with elliptical projections. Circles and spheres may project into traditional cameras as ellipsoids. Constrains with spheres are considered in our previous work, this paper mainly solves for problems with circular objects, specifically the convergence and FOV limit while following a straight line in the Cartesian space. Simulation with a circle and experiment with balls validate the proposed path planning approach. For future work, the impact of image noises imported from the area-based feature extraction on the precision of pose estimation and the subsequent path planning needs to be taken case of. More complicated objects are going to be explored, such as a cup to be seen as a group of two lines or two circles. 
