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ABSTRACT 
The focus of this thesis is the forcing mechanisms incorporated with salinity transport for the 
Lower St. Johns River.    There are two primary analyses performed: a historical data analysis of 
primary forcing mechanisms to determine the importance of each individual influence, and a 
tidal hydrodynamics analysis for the Lower St. Johns River to determine the required tidal 
constituents for an accurate resynthesis.  This thesis is a preliminary effort in understanding 
salinity transport for the Lower St. Johns River for engineering projects such as the dredging of 
navigation canals and freshwater withdrawal from the river.   
 The analysis of the physical forcing mechanisms is performed by examining the impact 
of precipitation, tides, and wind advection on historical salinity measurements.  Three 30-day 
periods were selected for the analysis, to correspond with representative peak, most-variable, and 
low-salinity periods for 1999.  The analysis displays that wind advection is the dominant forcing 
mechanism for the movement of salinity over a 30 day duration; however all mechanisms have 
an impact at some level.  The dominant forcing mechanism is also dependent on the period of 
record examined where tidal influence is vital for durations of hours to a day, while freshwater 
inflow has more significance over a longer period due to climatological variation. 
A two-dimensional finite difference numerical model is utilized to generate a one month 
tidal elevations and velocities simulations that incorporates geometry, nonlinear advection and 
quadratic bottom friction.  Several combinations of tidal constituents are extracted from this 
modeled tidal signal to investigate which combination of tidal constituents produces an accurate 
tidal resynthesis for the Lower St. Johns River.  The analysis displays the need for 39 total tidal 
harmonic constituents to accurately resynthesize the original tidal signal.  Additionally, due to 
the nonlinear nature of shallow water, the influence of the overtides for upstream or downstream 
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locations in the Lower St. Johns River is shown to be spatially variable for different frequencies 
depending on the geometry.  The combination of the constituent analysis and the historical 
analysis provides the basis information needed for the development of an accurate salinity 
transport model for the Lower St. Johns River. 
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CHAPTER 1. INTRODUCTION 
The interaction between riverine and oceanic ecosystems in an estuary is a complex system of 
fresh and salt water flows which influence many facets of the environment.  Many organisms, 
such as shell fish and bald cypress, rely on the delicate balance of salinity levels inside a 
particular estuary.  The St. Johns River estuary is of particular interest due to its low flow 
condition that allows the salt water from the ocean to propagate upstream and exert a more 
dominant influence in the higher sections of the river.  This creates a much longer extent of 
ecosystem disruption for any engineering project that might influence the salinity balance for any 
reach of the river.  For this reason, an understanding of the salinity transport throughout the 
Lower St. Johns River is required to assess the impact alterations may have on this sensitive 
ecosystem. 
The full extent of the St. Johns River water shed encompasses over 22,000 km2 with a 
river length of 500 kilometers (Sucsy 2002).  It is the longest river that is completely contained 
within the state of Florida.  The measurable tidal influence of the river extends 160 kilometers 
upstream to Lake George; this is considered the Lower St. Johns River (Figure 1-1).  As 
mentioned before, the river is unique in its low flow conditions.  This is caused by an average 
river bed slope of only 0.12 centimeters of fall per kilometer of length (Toth 1993).  This allows 
for a dominant tidal signal not only to propagate upstream, but even reverse the flow direction of 
the river.  On average, the Acosta Bridge station (located just south of Jacksonville) can 
experience 3.3 flow reversals per month, with 90% of these reversals lasting less than three days 
(Sucsy 2002).  Sea level rise due to global climate change may increase this value in future 
years. 
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Figure 1-1 Lower St. Johns River domain area shown with water depths (Google Earth image) 
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 The salinity, similar to the flow, is extremely variable throughout the domain of the 
Lower St. Johns River.  For the stretch between the river mouth and Jacksonville, salinity could 
range from oceanic levels down to near freshwater conditions.  Interestingly, due to the soil and 
rock composition near Lake George, surface runoff has a measureable salt content that can 
influence salinity levels.  Therefore, at a given point the water in the Lower St. Johns may still 
have small salinity values even though there is only fresh water inflowing at that point.  Near the 
mouth of the river there exists a large tidal marsh region which remains undeveloped as an 
important water quality feature of the estuary.  The estuary is extremely biologically diverse with 
the constant fluctuations of salinity values that are present within the system.  The geometry of 
both the estuary and the river itself create a complex hydrodynamic flow which directly relates to 
a complex salinity transport situation.   
 Study of the Lower St. Johns River is of particular interest because of several proposed 
engineering projects affecting the riverine system.  First, one of the more frequent engineering 
projects that affect salinity intrusion in channels is proposed with the deepening of the navigation 
canal up to Jacksonville by the United States Army Corps of Engineers (Szakonyi 2008b).  The 
project would alter the hydrodynamic flow in the reach of river with the largest amount of tidal 
influence which could impact the longitudinal salinity intrusion.   Secondly, several counties in 
Florida have begun the process of utilizing the St. Johns River as a freshwater source to serve 
their residents.  The impact on salinity intrusion by several sites along the river withdrawing 
around 5.5 million gallons per day needs to be considered.  These projects are taking place while 
the St. Johns Water Management District is currently researching effect of salinity intrusion in 
damaging the ecosystem downstream near Lake George (Szakonyi 2008a).  These projects 
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represent the increased initiative towards being able to understand and model the salinity 
transport throughout the Lower St. Johns River. 
 The general focus of this research is to determine what physical mechanisms influence 
the movement of salinity in the Lower St. Johns River.  In understanding the complete nature of 
salinity transport, a better understanding of which characteristics of a salinity transport model are 
necessary to accurately represent the longitudinal salinity intrusion throughout the domain.   It is 
desired to understand the transport on a more dynamic short term scale of weeks to months rather 
than a longer period in which discrepancies are created by seasonal or even annual variability.  
The major physical forcing mechanisms over the short term for salinity transport for the Lower 
St. Johns River include freshwater inflow, wind advection, and tidal influence.  The influence of 
freshwater inflow and wind advection is determined through a historical data analysis of these 
variables in conjunction with salinity data from 30 day periods from 1999.  In terms of tidal 
influence, an analysis of the harmonic constituents required to reproduce an accurate tidal signal 
is necessary to understand the tidal hydrodynamics of the Lower St. Johns River.    
 This thesis is a presentation of preliminary efforts to create a complete salinity transport 
model for the Lower St. Johns River and related water bodies.  This thesis will first discuss a 
literature review of salinity in estuaries and recent developments in salinity transport modeling in 
Chapter 2.  Chapter 3 will present a historical data analysis for the physical forcing mechanisms 
that cause the motion of salinity in the Lower St. Johns River.  A general discussion of wave 
kinematics, tidal hydrodynamics, and tidal constituent analysis will proceed in Chapter 4, 
followed by an application of the constituent analysis to the Lower St. Johns River in Chapter 5.  
Finally, conclusions and suggested future work will be presented in Chapter 6.   
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CHAPTER 2. LITERATURE REVIEW 
There is an abundance of recent research initiatives in the area of estuaries, salinity, and salinity 
transport modeling.  This chapter will serve as a literary review of those works that are most 
relative to the current topic.  There is an assessment on estuary and salinity definitions, 
importance, and observational studies of the forcing mechanisms that drive salinity transport.  
This will be followed by a literary review of the recent modeling research on the forcing 
mechanisms, applications of salinity transport models, and a discussion on the 2-dimensional 
versus 3-dimensional modeling initiatives.  Finally there is an analysis of the recent research 
impacting the study area of the Lower St. Johns River.    
2.1 Estuaries and Salinity 
It is important to define an estuary in order to support the Lower St. Johns River estuary’s 
classification and to better understand both the hydrodynamics and the salinity of the area.  
Throughout the literature definition of an estuary varies, but in the most general sense, an estuary 
is the transitional zone between a river and the corresponding ocean body.  A more definitive 
explanation provided by Hsu (1999) is that the estuary comprises a passageway for exchange of 
water and material between a drainage basin and a coastal region.  Table 2.1 displays some of the 
characteristics that are used to differentiate an estuary from the ocean body or the riverine system 
(Savinije 2005).  The difficulty with any transitional zone is defining its boundaries, and these 
characteristics are measurable elements that help define the exact location of an estuary.  A clear 
indication of an estuary is its vegetation, the nutrient rich ecosystem make estuaries prime 
breeding and feeding grounds to many organisms (Savenije 2005).   However, although an 
estuary can act as a sediment sink and help the system absorb nutrients for sustainable 
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development, it can also hinder their development due to the long residence times.  According to 
Sucsy (2002) the St. Johns River estuary water quality is degrading due to excessive nutrient 
loading creating low dissolved oxygen, decreased water clarity, and algae blooms.  
Table 2.1 Differences between ocean, estuarine, and riverine systems (Savenije 2005) 
   Ocean   Estuary River 
Shape  Basin  Funnel Prismatic 
Function  Storage  Storage and transport Transport 
Flow direction  No particular direction Dual direction Single direction 
No specific slope  No slope  Downward 
slope Slope 
Salinity  Salt  Mixed Fresh 
Standing  Mix between standing 
and progressive  Progressive Wave type 
Marine, Low Nutrient 
Level  High biodiversity  Nutrient Rich Ecosystem 
  
Savenije (2005) explains that estuaries are classified by shape, tidal influence, river 
influence, geology and salinity (or a combination thereof).   The St Johns River is unique in that 
it was formed through an ancient tidal inlet, instead of the more typical formation of rising sea 
levels (Sucsy 2002).  This classification would be based upon its formation, or geology, where 
the fixed bed is formed previously by a glacier or tidal influence. An alluvial estuary is the result 
of sediment interaction and sea level rise drowning the river valley.  Estuary shape is primarily a 
factor of the tidal range, with river flooding, wave action, and storm activity also contributing to 
the shape of an estuary (Savenije 2005).   The shape of an estuary is just one form of 
classification used to differentiate types of estuaries.  Tidal influence is determined by the ratio 
between energy lost by friction, and energy gained by the riverine bank convergence. An estuary 
can also be classified by its salinity; whether the level of salinity increases or decreases as it 
extends away from the ocean.  Some estuaries in extremely arid climates experience more 
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evaporation than freshwater inflow and will have the hyper-saline classification.  The final 
classification of an estuary depends on the source that dominates the flow inside the domain of 
the estuary: riverine or tidal flow.   
 The salinity levels in an estuary can also be classified as different species thrive in 
different levels of brackish waters.  Por (1972) was the last to reevaluate the classification system 
to where salinity levels from 30 to 40 parts per thousand are classified as mixoeuhaline.  If 
salinity is measured between 18 and 30 parts per thousand the estuary is polyhaline.  
Measurements between 5 and 18 parts per thousand are mesohaline, and finally from 0.5 to 5 
parts per thousand are oligohaline.  Any values under 0.5 parts per thousand are considered 
freshwater systems.  This classification of freshwater is important to the Lower St. Johns River, 
where 40% of “freshwater” inflow originates upstream of Buffalo Bluff where the incoming 
runoff water can have a salinity level up to 0.85 parts per thousand. 
 The main factor that makes an estuary a unique ecosystem is its ability to thrive with a 
varying level of salinity intrusion.  Salinity intrusion can impact an ecosystem in many ways, 
and, as will be discussed later in this chapter, there are many factors that can influence and alter 
the level of salinity intrusion.  Salinity gradients in conjunction with high temperatures have 
been shown to lead to hypoxic and even anoxic conditions in Lake Pontchartrain (Georgiou 
2001).  A reduction in bed depth in the Los Lombos estuary in Spain lead to a decrease in 
circulation of the salinity and greatly reduced the shellfish activity in the region (Navarrina 
2007). Huang (2001) displays the importance that salinity has on the oyster production in 
Apalachicola Bay.  Just north of the St. Johns in the Savannah River estuary, it was concluded 
that the deepening of the channel would influence the loss of freshwater wetlands and a 
reduction of the striped bass population (Mendelsohn 1999).  The Bald Cypress tree in the 
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Loxahatchee River estuary is also in danger as the freshwater wetland is being threatened by 
salinity intrusion (Hu 2005).  The Lower St. Johns River itself is the focus of many water quality 
issues as the rapid urbanization has raised salinity levels; decreasing fish populations and aquatic 
vegetation that indicate an estuary in poor health (Sucsy 2002).   These examples display the 
importance of fully understanding salinity in an estuarine system. 
To determine the level of mixing apparent in a particular estuarine system, an estuary 
number classification system was created by Harleman and Ippen (1967).  From the estuary 
number determined, the estuary can then be classified as well mixed (Ed above 8), partially 
mixed (Ed between 0.2 and 8), or stratified (Ed below 0.2).  The St. Johns River tidal prism was 
calculated and classified as partially mixed by the St. Johns Water Management District (Sucsy 
2002).   
2.2 Observational Forcing Mechanisms of Salinity Intrusion 
Salinity distribution in an estuary is determined by several forcing mechanisms that create the 
energy necessary for salinity transport.  The literature on salinity transport may assign varying 
degrees of importance, but the forcing mechanisms themselves are consistently freshwater 
inflow, tidal advection, density circulation, geometry, and meteorological impacts (Liu 2007, 
Sucsy 2002, Hsu 1999, Mendelsohn 1999, Furumoto 1988).  There are other characteristics of 
salinity transport mentioned such as turbulent mixing processes and Coriolis force which, while 
important in particular scenarios, these characteristics are not relevant to the Lower St. Johns 
River.  Further information on turbulent mixing processes and Coriolis force can be found in the 
works of Hsu (1999), Liu (1999), and Navarinna (2007).   
The most influential forcing mechanism present in most literature is freshwater inflow.  
Sucsy demonstrates that in the St. Johns River for periods longer than 12 days, the primary 
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forcing mechanism is freshwater inflow (2002).  Freshwater inflow in some estuarine systems is 
highly seasonally variable and can shift the estuaries classification depending on the time of 
year.  Ria de Aveiro in Portugal has a freshwater inflow that ranges from 6.11 m3/s (creating no 
stratification) up to 115.97 m3/s (extreme stratification) (Vaz 2005).   
 The hydrodynamics of an estuary are influenced by two main sources: riverine flow and 
coastal flow (Hsu 1999).  Riverine flow provides seasonal and transient variations of freshwater 
inflow into the estuarine system (Hsu 1999).  Coastal flow counters that flow with tidally 
dominated salt water intrusion into the estuary.  Savenije (2005) describes that there are several 
different types of freshwater mixing and circulation that arise in the interaction between fresh 
and salt water.  Turbulent mixing is caused by bottom friction slowing water movement at the 
bottom (where typically higher salinity levels are found) creating a circulation with the faster 
moving water near the surface (lower salinity values).  Gravitational mixing is caused by the 
higher density of salt water creating a circulation with the lower density of freshwater.    
  One situation that demonstrates freshwater inflow impact on salinity was the removal of 
the tidal gates in the Savannah River estuary in 1992.  Mendelsohn (1999) explains that with the 
tidal gate in operation, the more the tidal range had increased in the spring-neap tidal variability, 
the greater the salinity intrusion.  This created an inverse correlation between the freshwater 
inflow and the salinity levels in the historical data.  However, the removal of the gate created a 
reduction in velocity during the ebb tide.  This reduction had a direct impact on the turbulent 
energy which is the driving force of turbulent mixing in the estuary.  The effect is evident during 
the neap tide conditions where there was not enough energy to dilute the salinity through mixing, 
allowing higher salinity values intrude farther upstream.   The previous correlation between 
freshwater inflow and salinity levels was reversed due to the reduction of freshwater inflow. 
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 Tidal influence on the salinity can be attributed to the impact tides have on the 
hydrodynamics, and therefore salinity transport of the estuary.  Detailed analysis of the tidal 
impact is covered in Chapter 4 of this thesis.   
An associative mechanism of freshwater inflow that drives salinity values is the influence 
of the precipitation and evaporation cycle.  Different climatological regions can see an imbalance 
one way or the other.  An evaporative dominant climate will experience a hyperhaline estuary 
system with an outward flux of freshwater flow increasing salinity values upstream (Savenije 
2005).  However, precipitation dominated climatological regions (similar to Florida) can display 
immediate salinity decrease due to the dilution from increased freshwater inflow (Georgiou 
2001).  In other situations, such as the San Francisco Bay estuary, the input rate annually of 
precipitation is of the same order as the evaporation rate and can be omitted from consideration 
(Gross 1999).  The St. Johns River estuary typically experiences a greater influx of precipitation 
and freshwater than evaporation keeping the estuary classified as a positive estuary (i.e., 
precipitation dominated) (Sucsy 2002).  The region receives two relative maximum precipitation 
periods in September and February while experiencing minimum precipitation in the months of 
April and November (Sucsy 2002).  The biannual precipitation pattern creates a more balanced 
flow of freshwater than similar estuaries that might be located in less tropical climates. 
  A final forcing mechanism that drives salinity on a shorter time scale (days to weeks) is 
the influence wind stress has on the water surface.  Wind magnitudes and directions have a 
significant role in overall transport processes including salinity in bays and estuaries (Huang 
2001).  Figure 2-1 displays the general influence wind has on both the vertical and horizontal 
circulation of a water body (Savenije 2005).  Wind stress in an estuary can create a stronger 
density circulation increasing the stratification of an estuary (Huang 2001).  While the wind can 
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be a strong forcing mechanism, especially during strong storm events, in longer term studies 
wind is typically averaged out over the seasons and is dominated by the freshwater inflow 
(Ralston 2007).  However, other studies have shown the importance that wind has on accurate 
modeling of salinity intrusion and is covered further in the proceeding section on previous 
modeling efforts.    
Wind Direction 
Set Up 
Set Down 
 
 
Figure 2-1 General wind driven circulation pattern (Savenije 2005)
2.3 Recent Progress in Forcing Mechanisms of Salinity Transport Modeling 
There have been considerable efforts to further describe and quantify the characteristics that 
force salinity movement in an estuarine environment.  The efforts of Savenije (1992, 2007), 
Robbins (1993), Gross (1999), Gallacher (1999) and Liu (2004) among others have shifted the 
examination from application of well calibrated site specific salinity models to investigating all 
the potential physical forcings that need to be considered in a salinity transport.  This section will 
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discuss an overview of the literature that has provided confirmation to the important factors 
influencing salinity transport. 
 One forcing mechanism that is apparent in every study is the influence that geography 
and geometry of the system has on the hydrodynamics of transport.  While all literature 
acknowledges the presence of bathymetry, topography, and geographic location, Robbins (1993) 
examined the direct impact that geometry and location have on salinity and hydrodynamics of an 
estuary.  Two estuaries (Neuse and Pamlico) adjacent to the same salt-water body (Pamlico 
Sound) have exposure to similar tidal influence and meteorological characteristics.  The Pamlico 
estuary is oriented directly east to west located directly north of the Neuse estuary which aligns 
north to south with the Pamlico Sound before turning 90 degrees about 40 kilometers 
downstream (similar to the Lower St. Johns River that takes a 90 degree turn from an east to 
west orientation to a north and south orientation).  A 2-dimensional depth averaged salinity 
transport model (SIMSYS2D Leendertse 1987) was utilized with constant salinity in the Pamlico 
Sound over a ten-day simulation with wind forcings consistent over each estuary.  The resulting 
effect was that the Neuse River, due to its orientation and bathymetry, had a 25% greater salinity 
range than the Pamlico estuary at the mouth.  Additionally, the Neuse estuary saw a 75% 
increase in flow upstream with a greater range in water level variability and velocity vectors.   
 Subtidal ocean water level forcing (also referred to in the literature as residual 
circulation) is the variable impact of the tides if oscillations of the tidal signal with a period 
shorter than 30 hours are eliminated (Sucsy 2002).  There are many estuarine systems where 
subtidal water level variability has been verified as the primary forcing mechanism for long term 
studies, most notably the San Francisco Bay estuary and the St. Johns River estuary (Gross 1999, 
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Sucsy 2002).   However, for shorter term research the subtidal period is too long to be identified 
by the harmonic analysis. 
The subtidal water level variability has influencing mechanisms of its own including 
pressure, wind patterns, and oceanic transport variability (Gulf Stream for example) making the 
assessment of subtides the least understood of forcing mechanisms (Sucsy 2002, Savenije 2005).  
Gross’ (1999) examination of the San Francisco Bay estuary discovered that the longitudinal 
density gradient formation in the winter months was strong enough to strengthen the subtidal 
variability.  Liu (2007) examined the impact of several forcing parameters, most notably residual 
circulation, utilizing a three-dimensional transport model (EFDC Hamrick 1992) concluding that 
the influence of the residual circulation is stronger in areas of deeper bathymetry and large 
salinity gradients.  The St. Johns River is unique with deeper bathymetry for many areas of the 
river, elucidating to the system having subtidal water level variability as a primary forcing 
mechanism over the long term.  However, tidal marsh regions of an estuary that have extremely 
shallow bathymetries are less affected by the subtidal water-level forcing.  
A forcing topic that has been examined in a greater extent in recent studies is the 
influence of wind stress on plume movement and salinity transport (See Gallacher 1999, Huang 
2001, Liu 2007, Ralston 2007).  The Chesapeake Bay is subject to many salinity transport 
investigations due to its both economic and environmental importance to the area.  Gallacher 
(1999) performed a study to examine the extent of the movement of a low salinity plume (not 
classified as freshwater, but lower salinity values than the bay itself) due to the influence of wind 
advection over the surface.  The three-dimensional numerical model NCOM (Martin 1999) was 
employed on the plume that characteristically moves outward from the mouth of the bay during 
the ebb tide and migrates back into the mouth during a flood tide.  The simulation with no wind 
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influence exhibited during a flood tide a plume that pushed farther back into the bay than 
observed historically, along with the formation of a salt wedge.  The simulation that included 
wind influence pushed the plume offshore and the salt wedge from the previous simulation has 
been pushed back out into the sea as observed historically.  The wind influence was required to 
accurately describe not only inshore salinity in the Chesapeake Bay, but the offshore salinity as 
well.   
Additional research on the influence of wind considers the effect that wind has on 
stratification and density circulation in estuary systems.  Bottom currents exert a shear on plumes 
countering the effect of wind advection creating a mixing circulation (Georgiou 2001).  The 
wind itself can also influence upwelling of the saline water; this was found to move salinity 
plumes in the Danshuei River in Taiwan (Liu 2007).  Without the wind stress on the Danshuei 
River there was an evident reduction in density circulation.  This is due to the fact that wind in 
this estuary had a dominant effect on the hydrodynamic velocity field.   
Seasonal wind currents have also been found to increase the density gradient as the wind 
pushes freshwater over top of denser saline water increasing the density circulation (Huang 
2001).  This effect was seen more as a seasonal perturbation in the Apalachicola Bay in Florida.  
The freshwater plume was pushed east with prevailing winds during the summer season only.  
The estuary returned to normal conditions after this season when the wind currents became much 
more variable in direction and magnitude.  This demonstrates that while most of the literature 
concedes wind is an important factor over short duration studies, persistent seasonal winds 
should be considered in longer term evaluations.  
One final primary forcing mechanism whose impacts on the hydrodynamics and salinity 
measurement have been frequently modeled is the volume of freshwater inflow.  The unique 
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work of Vaz (2005) was conducted by examining the influence of just tidal range and freshwater 
inflow on the Ria de Aveiro estuary in Portugal.   Utilizing a two-dimensional depth integrated 
model (Mohid-WMS Martins et al. 2001), a semi-diurnal tide was forced along with the 
freshwater inflow from the conjoining river.  The low neap tide conditions demonstrate a 
completely freshwater driven system with salinity values at a particular station limited to 8 psu at 
the mouth of the river.  The spring tide condition pushed the salinity front far upstream creating 
salinity levels above 30 psu in the same location.  The tide was found to have a greater influence 
than a large riverine inflow (> 75 m3/s).  Other systems experience similar conditions with 
freshwater inflow improving the accuracy of their model and becoming a primary forcing 
mechanism (Mourre 2008, Hu 2005, Ralston 2007, Liu 2007).   
2.4 Previous Applications of Salinity Transport Modeling 
Applying salinity transport models to solve real world problems is the motivation for all the 
research on the topic.  Projects that alter or change any of the aforementioned salinity factors 
must consider the impact that the manipulation will have on the salinity movement not only in 
the estuary, but in the entire riverine and oceanic ecosystems as well.  Some projects covered in 
this section such as dredging of navigation canals, reservoir or dam construction, and an 
environmental health project must account for the motion of salinity.  The goal of this thesis is to 
provide an evaluation of an aspect of salinity transport modeling so in the future the model might 
be utilized to solve real world situations.   
 The dredging of navigation canals is a frequent modeling project as the shipping industry 
becomes more important to the economy of a developing port community.  The Savannah port in 
Georgia was proposed to be dredged three meters.  An analysis of the salinity increase to the 
tidal marshes due to the upstream shift in the freshwater saltwater interface was required.  
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Mendelsohn (1999) employed a three-dimensional hydrodynamic and transport model (WQMAP 
Mendelsohn et al., 1997) to recreate new bathymetry and signify the alteration due to the 
dredging proposal.  The model results displayed an increase in the upstream salinity intrusion 
into the neighboring freshwater wetlands which could substantially reduce the striped bass 
population.  For this reason, dredging was discouraged until a solution to preserve the upstream 
ecosystem was reached.   
 The size of the shipping channel in the Galveston Bay in Texas, connecting the port of 
Houston to the Gulf of Mexico, was last increased in 1964 and required manipulation to 
accommodate the increase of marine traffic (Berger 1993).  The depth of the channel was to be 
increased by 1.5 meters to a total depth of 13.8 meters and widened by 40 meters to 161.7 meters 
across.  Simulations were performed with a two-dimensional depth integrated model (RMA 10-
WES, King 1993) to determine the change in salinity movement in the bay.  The simulation 
showed minimal impact to velocity components but an increase in eddy formation north of the 
shipping channel.  Salinity pushed farther north into the bay, but the only measurable impact to 
the bay and surrounding ecosystems was a shift in location of oyster production.  The 
modifications to the channel were recommended to increase economic development without 
disrupting surrounding ecosystems due to salinity.   
 An increase of sedimentation onto a river bed can modify the bathymetry and, in 
conjunction with wind influence and freshwater inflow, will slow down the mixing process in an 
estuary.  For this situation, increasing the depth of the channel to previous conditions could 
preserve turbulent mixing processes and reinstate historic salinity levels in order to preserve the 
estuary.  Navarrina (2007) developed a two-dimensional depth integrated model to perform a 28 
day simulation in order to understand how dredging would impact the estuary over two complete 
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spring-neap tidal cycles.  The unique situation for this dredging process is that the extremely 
shallow bathymetry regions of the Arousa estuary in Spain allows for a complete emptying and 
filling of the estuary during spring tidal cycles.  The model demonstrated that general dredging in 
the same direction of the main channel (the best possible scenario) would allow increased 
freshwater flow upstream through the new channel, further decreasing the salinity level during 
neap tidal cycles.  For this reason, general dredging as a solution to low salinity levels in the 
Arousa estuary were discouraged.   
 Reservoir or dam construction is a mechanism to manage the amount of freshwater flow 
that will reach a downstream estuary and impacts many processes of salinity intrusion.  
Reservoirs are typically a freshwater flow reduction device which is inversely proportional to 
salinity intrusion downstream (Fatemah 2008).  A reservoir built on the Tanshuei River in 
Taiwan increased salinity values in a downstream wetland by 43.6% by decreasing freshwater 
inflow (Liu 2004).  An examination by Liu compared the impact of reservoir construction to 
channel modifications and determined that both contribute on the same degree to salinity 
intrusion (2004).   
Salinity can be damaging to an ecosystem when not managed correctly; for example, 
when alterations that impact freshwater inflow are made to a system.  For the Lower 
Hillsborough River in Tampa Bay, a decrease of outflow from an upstream reservoir caused a 
decrease in vegetation upstream due to salinity intrusion (Chen 1997).  To counter the impact of 
the salinity intrusion, the author developed a two-dimensional depth averaged model to 
determine that a flow of 40 cfs must be released to maintain a 1000 meter freshwater zone.  This 
would maintain a portion of the ecosystem and demonstrates the importance that freshwater 
inflow has on the health of an estuary. 
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 There are many projects in the engineering spectrum that must account for the movement 
of salinity from flood mitigation (Georgiou 2001) to freshwater withdrawal for drinking water 
(Pulver 2009).  Salinity, which is typically not associated with aiding overall water quality, was 
examined as a possible solution for increased acidity in the Gold Coast of Australia from pyrite 
oxidation (Tularam 2004).  Runoff from heavy rainfalls was drawing in acidity and raising the 
pH level in freshwater that is used for agricultural purposes.  A simple 1-dimensional advection-
diffusion model examined the possibility of increasing the amount of salinity intrusion from the 
estuary to help balance the pH level and restore the freshwater system.  The determination 
revealed that by improving the aging flood gate system, enough salinity would move upstream 
creating solutions to not only the acidity, but increasing the effectiveness of the flood mitigation 
system.   
2.5 Two-Dimensional versus Three-Dimensional Transport Modeling 
 A common inquiry when approaching salinity modeling is whether to use a more 
computational efficient two-dimensional model, or if a more complex description is required, a 
three-dimensional model.  This section will describe the technical advantages and disadvantages 
found in utilizing either a three or two-dimensional model.  Additionally, situations that required 
the use of one particular model over the other will be presented.  The goal is to develop an 
understanding on the different dimensional models in order to determine which will generate an 
accurate solution efficiently.   
 One of the most frequently cited three-dimensional models was the Environmental Fluid 
Dynamics Code (EFDC) developed by Dr. John Hambrick (1992).  The EFDC is finite 
difference numerical method scheme to solve the hydrostatic Navier-Stokes equations, continuity 
equation, transport equation for salinity, temperature, and turbulent kinetic energy equations 
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(Sucsy 2002).  Most current models utilize the time dependent advection diffusion equations to 
solve for the physical transport of materials (in our case salinity) through a domain.  Many other 
three-dimensional models solve similar sets of equations (TRIM 3D, WQMAP, BEST3D) for 
salinity transport modeling.   
 Salinity modeling is a modeling problem that extends beyond simple open channel 
hydrodynamics.  Incorporating the surface water with groundwater and overland flow is 
important to understanding the impact salinity has on the entire surrounding environment (Shan 
2007, 2008).  The BEST3D model (Yeh 2006, 2007) is a three-dimensional model that takes the 
coupling of these separate hydrodynamic situations into consideration.  The model is 
advantageous for water quality purposes modeling hydrodynamic, thermal, sediment, and 
biogeochemical transport throughout an estuary.  This model in terms of salinity is particularly 
beneficial when examining salt water intrusion into ground water systems that may impact 
drinking water quality.   
The robust nature of the EFDC model is its most advantageous feature, allowing for 
understanding and prediction of both hydrodynamics and water quality dynamics.  For three-
dimensional schemes in general, the evolution of the model has made effectively simulating 
stratification in an estuary a possibility.  The lateral density dispersion of salinity values creates a 
circulation of its own, which when not identified, can ignore an important mixing mechanism 
(Gross 1999).  The mixing mechanism in situations can have a large influence on the 
longitudinal salinity intrusion for stratified estuaries, or those estuaries with an Ed value under 
0.2 (Harleman and Ippen 1967).  The vertical stratification is important to studies where 
definitive salinity values are required on a small spatial scale and therefore a three-dimensional 
model is recommended (Gross 1999, Mendelsohn 1999, Hsu 1999).     
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One primary disadvantage, as is the case with many three-dimensional models, is the 
turbulent mixing process occurring in the vertical direction.  One parameter that causes a 
complication is the vertical diffusion coefficient; a necessary variable that enables many models 
to maintain stability in advective schemes (Gross 1999).  A vertical diffusion coefficient that is 
too small can create too large of stratification reducing the level of salinity intrusion.  Too large 
of a coefficient can diffuse the salinity gradient preventing the model to push enough salinity 
upstream (Mendelsohn 1999).  This vertical diffusion coefficient, though difficult to quantify in 
nature, is often used as a calibration technique in three-dimensional modeling as long as the 
coefficient remains in the realm of expected values (Hsu 1999).  Therefore, a possible forcing 
mechanism not identified is too often neglected while the coefficient compensates for its 
absence.   
Advancements to improve the scientific interpretation of the vertical diffusion coefficient 
have been examined.  Mellor and Yamada (1982) created a 2.5 turbulent closure scheme often 
used to define vertical diffusion coefficients for momentum equations.  Mendelsohn (1999) 
utilized a turbulent kinetic energy model to determine the proper vertical diffusion coefficient.  
The Richardson number, a commonly referenced classification to relate the force of gravity with 
inertial force, was calculated to help determine a vertical diffusion coefficient gradient (Munk 
1948).  A logarithmic fit analysis is then generated to compare the vertical diffusion coefficient 
to the mean tidal range creating a much clearer link between the turbulent energy and the tidal 
range of the system.  These are just a fraction of the methods available to overcome the 
shortcomings of the vertical diffusion coefficient. 
Two-dimensional models provide a much more computationally efficient solution to 
salinity transport problems by integrating the velocities and depths of a water column to force 
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salinity movement over a specific boundary.  The advection-diffusion time dependent transport 
equation is still used in two-dimensional models simply by utilizing the depth integrated water 
surface elevations and velocity magnitudes instead of having an additional z-component (Hench 
1999).  Two-dimensional models may be different in formulation (RMA10-WES, ADCIRC, 
TRIM 2-D, Mohid-WMS) but all have been used in similar situations in terms of salinity 
transport.  For estuarine systems that are partially to well mixed, where the extent of salinity 
intrusion is desired, the use of a two-dimensional model is the most efficient model (Gross 1999, 
Vaz 2005).   
The disadvantage to the loss of the third dimensional component is the inability to 
identify salt fronts or observe stratification effects.  Neglecting the influence of the vertical 
mixing component will reduce the accuracy of the salinity intrusion, as explained previously, 
unless compensated for by other calibration techniques.  Another disadvantage of advection in a 
depth integrated solution is the description of the bottom friction component (Gross 1999).   This 
value is controlled by a bottom friction coefficient whose disadvantages are similar to the 
vertical diffusion coefficient in the three-dimensional model.  The bottom friction coefficient 
describes the frictional component which will affect the entire water column instead of just a 
lower layer of the water column (Grenier 1995).  This influence, if not properly calibrated, could 
perpetuate downstream creating inaccurate results. 
2.6 Previous St. Johns River Modeling Efforts 
The St. Johns River has been a consistent source for research initiatives dating back to at least 
1938.  Modeling inspirations on the river include water quality, hydrodynamics, hurricane storm 
surge analysis, and salinity transport (Martin 2001, Myers 2004, Zhang 2005, Sucsy 2002).  Two 
specific previous modeling efforts on the Lower St. Johns River provided the basis and 
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motivation for the current research project:  Dr. Yuji Funakoshi’s (2006, 2008) development of a 
two-dimensional model for the purpose of analyzing the hydrodynamics of the St. Johns River, 
and Dr. Pete Sucsy’s (2002) development of a three-dimensional hydrodynamic salinity transport 
model for water quality purposes.    
 The mesh and hydrodynamic model employed in this research is the original work of 
Yuji Funakoshi (2006).  The original mesh was first incorporated into a complete Western North 
Atlantic (WNAT-48K) mesh to create the complete model domain (Hagen 2006).  The study 
coupled the output from Simulating Waves Nearshore (SWAN, Holthuijsen 2004) to the 
ADCIRC model to examine how wind induced wave simulation would describe the 
hydrodynamics over a 122 day hindcast.  The simulation analyzed the physical mechanisms 
causing the changes in water surface elevations in the Lower St. Johns River.   
 The results from the simulation and analysis provided some conclusions on forcing 
impacts on the Lower St. Johns River in terms of river levels.  Freshwater inflow from 
precipitation and surrounding inflow sources was not a primary forcing factor in water elevation.  
Instead, it was discovered that both offshore and near shore wind advection greatly influenced 
the elevations inside the river channel.  Overall the model was validated against the historical 
tidal elevations in the hindcast and determined to accurately define the hydrodynamics of the 
Lower St. Johns River.   
The purpose of the Sucsy and Morris (2002) study of the Lower St. Johns River was to 
create a model to facilitate the need of improving the water quality in the Lower St. Johns River.  
A six-sigma stretched vertical cells three-dimensional EFDC model was developed and verified 
by using salinity data, often used as a natural assessment and calibration of the mixing processes 
(Hsu 1999).  The forcing mechanisms applied on the model included ocean water level, salinity, 
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wind, rainfall, evaporation, and tributary discharge.  Sucsy and Morris used a long term duration 
hindcast extending from July 1996 to October 1998, in effect eliminating short term forcing 
mechanisms from influencing the final results.  Additionally, beyond Shands Bridge, a 34 km2 
one meter in depth sponge was required at the southern end to prevent the progressive wave from 
being reflected back upstream.  The model was first calibrated according to the M2 tide only, and 
then adjusted when adding the additional N2, S2, O1, and K1 tidal harmonic constituents (more on 
tidal harmonics in the Lower St. Johns River can be found in Chapter 5).   
 The key longitudinal transport mechanisms of salinity in the Lower St. Johns River were 
determined to be freshwater inflow, subtidal water level variability, tidal variations, and wind 
influence.  For the hydrodynamics, the three-dimensional model contained a 0.6 to 14 percent 
error of the M2 tidal amplitude, with the greatest error being at Buckman Bridge.  The salinity 
results were only slightly less accurate with an error range between 2.1 and 18.7 percent with the 
greatest error being Acosta Bridge where the salinity measurements are extremely variable.  
Overall the model was accurate in recreating tidal frequencies, velocities, and salinity 
measurements for the Lower St. Johns River. 
 After model validation, Sucsy and Morris (2002) performed a sensitivity analysis on the 
non-tidal forcing mechanisms on the Lower St. Johns River to determine which forcing 
mechanism is dominant over a one year period.  The wind and precipitation sensitivity analysis 
concluded that both factors alter the mean salinity average by 0.8 psu.  The freshwater discharge 
created a shift of 2.4 psu in the mean salinity average and was determined to be the dominant 
non-tidal forcing mechanism.  It is worthy to note while wind influence only impacted the mean 
salinity average by 0.8 psu, maximum daily impacts at different stations ranged from 12 to 17 
psu indicating the importance of wind to a short term analysis. 
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 A final part of the research was to examine the effects of a proposed channel deepening 
of 0.6 meters from Mayport to Jacksonville, and a 2.5 meter deepening west of Blount Island.  
The model determined the maximum rise in annual average salinity would only be 0.82 psu at 
Dames Point with a minimal (<0.00) impact in annual average salinity upstream at Shands 
Bridge.  The level of salinity intrusion due to the channel dredging would shift salinity values an 
additional 274 meters at Dames Point, 1.3 kilometers at Acosta Bridge, and 1.9 kilometers at 
Buckman Bridge.  This demonstrates that while the annual average salinity would not change 
drastically, the salinity movement would be much more variable.   
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CHAPTER 3. HISTORICAL DATA ANALYSIS 
The main goal of this thesis is to gain a preliminary understanding of the longitudinal transport 
of salinity throughout the Lower St. Johns River.  Therefore it is necessary to understand the 
forcing mechanisms of the hydrodynamics that drive salinity transport.  A basic understanding of 
the physics will be revealed by analyzing the historical data.  This chapter analyzes the physical 
characteristics that influence salinity by creating a comparison between the salinity historical 
data set and corresponding measurements of physical forcing mechanisms.  
The historical salinity data was obtained from stations owned and operated by the United 
States Geological Survey (USGS).  Figure 3-1 displays the six stations located within the study 
region that provide salinity data from January 8, 1998 to September 14, 2001.  Two of the six 
stations (Acosta Bridge and Bar Pilot Dock) have since closed, and one new station has been 
added even further upstream of Dancy Point near Buffalo Bluff (USGS 2008).  These stations 
provide water quality data including temperature, pressure, oxidation, light penetration, and 
salinity at multiple depths in the river.  The salinity sensors used by the USGS employ internal 
field conductivity cells to accurately measure salinity with no user interaction required. 
 A complete description of internal field conductivity cells can be obtained in Janzen 
(2008) or Bell (1997), however the basic principle relies on the conductivity of salt water.  A 
sample of salt water passes through the internal cell of the measurement device where electrodes 
initiate a signal that allows for the measurement of conductivity (Bell 1997).  A ratio is 
developed by comparing that conductivity to a standard KCl solution.  This ratio is interpreted to 
a value on the Practical Salinity Scale 1978 (PSS), a relative unit of salinity that is used for 
research purposes (Lewis and Perkin 1978).  This scale ranges from 0 to 42 pss, with an average 
ocean salt water sample being around 36 pss.  Common conversions to other well known 
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measurements of salinity are: 353535 /≈ Lg ≈pss
 
parts per thousand (PPT), where a PPT 
represents relative mass content (e.g., one gram per kilogram).  Internal field conductivity cells 
are generally capable of sampling at a frequency of once every 4 minutes up to once every 
month.  For the purposes of this project, salinity measurements were provided every hour for the 
study period. 
 
Figure 3-1 Lower St. Johns River study area with six
USGS salinity gauge stations 
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 There are multiple sources of error in the internal field conductivity cell that can result in 
issing
 profile 
ithout that value would trend lower on a
influence on the hydrodynamics of a system over the short 
rm.  
m  values for salinity.  Fouling is caused by various sources interfering with the 
conductance inside the measurement cell (Janzen 2003).  These sources can include biological 
intrusion (such as pieces of sea life) as well as local cables and instrumentation from other parts 
of the device.  Screening material is placed at either end to prevent fouling from plant life, and 
the newer inter field design has greatly reduced the amount of interference from other sources 
(Janzen 2003).  However, when analyzing the historical salinity data there are many instances of 
missing data that at times can be months in duration.  This was a key factor in selecting effective 
time periods to compare against other physical features and to verify the model output.   
 The salinity gauges are placed at two or three different depths to obtain a salinity
at that station.  Four of the six stations (Dames Point, Acosta Bridge, Buckman Bridge, and 
Shands Bridge) had data available for three depths: near the surface, halfway between the water 
surface and water bottom, and near the river bed (see central four stations in Figure 3-1).  The 
three depths were averaged every hour to provide one value for each station at each time step.  
For this reason, the other two stations (Dancy Point and Bar Pilot Dock, see Figure 3-1) were 
eliminated due to the fact that these locations only recorded salinity at the surface and halfway to 
the river bed.  Salinity at the e three measurements; 
therefore selecting stations w verage than the other 
stations reducing overall accuracy.    
 Previous studies (Funakoshi 2006, Bacopoulos 2005) typically examined a 14 day period 
(one spring-neap tidal cycle) of tidal 
river bed is typically the highest value of th
te However, since tides is just one of the multiple forcing mechanisms, it is necessary to 
expand the analysis for this preliminary short term examination out to a 30 day period.  This 30 
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day period will be used to analyze all the physical forcing mechanisms against salinity values to 
determine their degree of influence.  To determine which 30 day periods should be chosen from 
the historical data set, a regression analysis was performed on the data.  To eliminate the gaps in 
the historical data from the regression analysis, all missing values for each station were replaced 
by a station’s local average salinity value for the duration of the data (Figure 3-2a).  Do to the 
complexity and extreme variability of the hourly data, a daily average was created for a more 
accurate regression analysis (Figure 3-2b).   
The degree of the polynomial for the regression was determined by plotting several 
degrees against an actual daily averaged station plot to see which degree had the best correlation.  
Due to the amount of data, the correlation coefficients were an inadequate means to determine a 
polynomial; therefore the decision was made based on general fit. The 15th degree polynomial 
does not identify the local extremes as well as having negative values, while the 25th degree is 
too high of an order as it oscillates near end of the data set (Figure 3-3a).  Therefore the 20th 
degree polynomial was chosen as the best correlation and was used for the regression analysis.    
28 
 
 
 
a Dames Point
Buckman Bridge 
Shands Bridge
Acosta Bridge  
40
35
30
25
Salinity (PSS)
20
15
10
5
0 
 
0
March '98 June '98 Sept '98 Dec '98 March '99 June '99 Sept '99 Dec '99
Season
March '00 June '00 Sept '00 Dec '00 March '01 June '01 Sept '01
 
Mar '98 Jun '98 Sep '98 Dec '98 Mar '99 Jun '99 Sep '99 Dec '99 Mar '00 Jun '00 Sep '00 Dec '00 Mar '01 Jun '01 Sep '01
0
5
10
15
20
25
30
35
40
Season
S
al
in
ty
 (P
S
S
)
 
 
Acosta Bridge
Dames Point 
Buckman Bridge
Shands Bridge
b 
 
Figure 3-2 a) Lower St. Johns River depth-averaged salinity data for 1/8/1998 15:00 thru 9/14/2001 23:00  
b) Daily average of salinity data for Lower St. Johns River for the same time period 
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  There were multiple factors in deciding which 30 day data series would be 
selected for analysis.  The primary deciding factor was availability of data since there were no 
consecutive 30 day periods that had continuous data for all four stations.  Although a complete 
data set for historical comparison is not required, less than 20 percent of the data is missing in 
the data sets that were selected for a more accurate comparison. 
 Figure 3-3b displays the regression analysis for the four stations with a 20th degree 
polynomial fit.  There are discrepancies that are apparent both seasonally (peaks and valleys) and 
that occurs annually (differences between peaks and valleys from year to year) due to synoptic 
scale meteorological events (i.e. El Nino) is another factor in selecting a data set.  Selecting data 
sets from the same year would minimize the annual variability of meteorological events affecting 
the physics of the system.  There is also a seasonal variation in the salinity of the St. Johns River.  
The salinity seems to move with an upward trend in the spring season reaching a peak in the 
early summer before trending downwards to the annual minimum in the early winter season.  
This seasonal variation was another aspect in selecting a 30 day data set.   
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Figure 3-3 a) Comparison of degrees of polynomial for Dames Point b) 20th degree polyfit of salinity for all four stations 
for January 8 1998 through September 14 2001 with High Extreme (red), Most Variable (green), and Low Extreme (blue) 
data sets highlighted 
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 Figure 3-4 is a plot of the “High Extreme” data set extending from June 13 to July 12, 
1999 (see red region in Figure 3-3b).  This period was chosen for its robust data availability in a 
season when missing data is a frequent occurrence.  Higher salinity levels can generally be 
attributed to a stronger incoming flow from the ocean therefore an increase in potential elements 
to cause the salinity gauge to fail.  This period had values for 83% of the hourly data for the 
Shands Bridge station, which had the least available data of the four stations.  The other four 
stations all reported over 90% of salinity measurements for the 30 day period.    
 The “High Extreme” period does not represent the maximum salinity value recorded 
during the three year period for any of the four stations; however this duration had the most 
available data and represented a stretch of near peak conditions for all four stations.  For 
example, Dames Point maximum value over the three years was 37.647 pss on December 29, 
2000.  While this preceded an above average salinity level for the winter of 2000, this specific 
event is an anomaly and would not be a good representation of a peak condition over a full 30 
day time span.  Factors influencing the salinity variability within the 30 day period will be 
discussed in the next section.   
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Figure 3-4 Hourly salinity values at four stations during the “High Extreme" salinity event 
 
The next data set represented in Figure 3-5 (see green region in Figure 3-3b) is the “Most 
Variable” event encompassing the period from September 21 to October 20 1999.  This period 
has no data missing for Dames Point and Acosta Bridge and only a few hours missing from 
Buckman Bridge and Shands Bridge early in the data set.  This data set contains many important 
meteorological impacts on salinity in the St Johns River including Hurricane Irene passing 
offshore on October 17, 1999.   In addition, there is a visible downward trend as the system 
transitions from the summer season to the winter season.  The average of the first 72 hours of 
this data set for Acosta Bridge is 13.5 pss, compared to the final 72 hours of 7.19 pss is a 
reduction of 47% which is consistent throughout the other three stations. 
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Figure 3-5 Hourly salinity values for four stations during "Most Variable" salinity event 
  
The final data set, plotted in Figure 3-6, is the “Low Extreme” event represented by the 
blue region in Figure 3-3b and extending from October 30 through November 29, 1999.  This 
period also contains many discrepancies in data availability that required the actual period being 
earlier than the period containing the lowest value for each station during this season.  However, 
this dataset is actually the most complete dataset in terms of data availability with all four 
stations exceeding 96% data returns.  
  The Shands Bridge station has almost no variation during this season and extremely low 
salinity conditions during this time period.  Although there is still a continuous reading of 
salinity during this 30 day period, Sucsy explains that there are times when the freshwater inflow 
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at this location causes the station to produce no salinity readings (2002).  This station is the 
farthest from the open ocean; therefore, it has the lowest tidal influence which is evidenced by its 
salinity values.  The variability in this data does not extend past 0.02 pss which is below the error 
tolerance on a salinity gauge (Janzen 2003).  Therefore, for this data set, the Shands Bridge 
location will not be utilized for physical analysis or model verification.   
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Figure 3-6 Hourly salinity values for four stations during "Low Extreme" salinity event 
 
For each individual estuarine system, the physical forcing mechanisms that drive the 
interaction between the ocean and the river are unique to the specific location. As stated in the 
literature review, Savinije (2005), Geogiou (2000), and Mendelsohn (1999) elaborate on the 
many different physical attributes that contribute to the exchange of fresh and salt water in 
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estuaries as a whole.  Sucsy explains that there are four primary components to the exchange in 
the St Johns River system; freshwater inflow, tidal harmonics, wind advection, and sub-tidal 
water level variability (2002).  The following sections compare observed and verified model data 
for three of the four physical constituents with the historical data set to determine which physical 
factors influence model accuracy.  It is important to note that not all the graphical representations 
are displayed in these sections, only those with significant correlation or lack of a correlation are 
discussed.  Graphs for all other stations compared with every physical forcing for each time 
period are available in Appendix A. 
3.1 Freshwater Inflow 
Freshwater inflow is the influence of precipitation and non-saline water flowing into a river 
system through its tributaries or runoff from its watershed.  In some systems, such as the 
Loxahatchee River located in southern Florida, the freshwater inflow is the dominant force in 
salinity measurement (Hu 2004).  For a two-dimensional depth averaged model, the primary 
influence of freshwater inflow is its ability to dilute the salt water column and reduce the salinity 
value at that point (Mourre 2008).  Freshwater inflow is complicated if the full three dimensional 
water column is considered due to the fact that salt water is denser than fresh water, which can 
lead to stratification throughout the water column (Savenije 2005).  This can be influenced by the 
depth (surface, mid level, or entire column) of the freshwater entering the water column.  The 
comparison of freshwater inflow to the historical data set was made by comparing precipitation 
values at Jacksonville Naval Station with the historical data set (Figure 3-7).   Buckman Bridge 
daily averaged salinity values will be used for analysis in this section due to its close proximity 
to the precipitation gauge; however comparison to all stations may be found in Appendix A.    
 
36 
 
 
 
37 
 
Figure 3-7 Precipitation gauge located at
Jacksonville Naval Station  
 
 Figure 3-8 displays the daily averaged salinity values for Buckman Bridge alongside 
the daily precipitation measurements for the entire span of available historical data.  There are 
two correlations that are evident from this long term data analysis.  First, the orange sections 
represent periods of low precipitation that predictably lead to an increase in the salinity at 
Buckman Bridge.  The blue sections display the opposite; when there is a lot of precipitation 
there is a general decrease in the daily average salinity.  These corresponding values show that 
 
 
there is a seasonal influence caused by the amount of precipitation received and the salinity trend 
over that time period.  
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Figure 3-8 Precipitation (green line) influence on salinity (blue line) over entire period of data availability at Buckman 
Bridge with heavy precipitation (blue regions) and drought (orange regions) conditions highlighted 
 
 The model being used in this study will cover a maximum of two spring-neap tidal 
cycles, or no more than a 30 day period; therefore a shorter period is examined for the purpose of 
this study.  Figure 3-9 shows the “High Extreme” (June 13 through July 13, 1999) and “Most 
Variable” (September 21 through October 21, 1999) data set daily salinity averages compared 
with the average daily precipitation values at the Jacksonville Naval Station.  While there was a 
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seasonal influence by precipitation in a long term analysis, the short term analysis shows less of 
a connection.   
 Figure 3-9a indicates that there is a connection between freshwater inflow and salinity 
values on a short time scale.  From the 16th to the 24th there is no inflow and that corresponds to 
the salinity values remaining stable around 10 pss at Buckman Bridge.  Beyond the 24th, 
precipitation begins to fall steadily over the next 10 days with a maximum of 1.1 inches on July 
2, 1999.  Salinity responds with a steady decrease down to 6.17 pss during this period of 
precipitation.  This relationship corresponds to the expected results due to freshwater inflow.  
However, the final seven days of this period contain no precipitation events and the salinity 
values continue to decrease from their value of 6.17 pss to near 4.46 pss at the end of the 30 day 
period.  Figure 9b also displays a similar result where in the “Most Variable” data set there is 
only one measurable day of precipitation in the first 23 days.  The corresponding salinity values 
for that duration decrease steadily from 10.96 pss down to just 4.74 pss on October 15, 1999.    
To further contradict with expectations, a huge precipitation event (Hurricane Irene) occurs with 
4 days of continuous rainfall while salinity values escalate from the 4.74 pss value up to 6.35 pss 
during that span.  This analysis demonstrates that while freshwater inflow over the short term can 
impact salinity levels, it is not the primary cause of longitudinal variance in salinity 
concentrations for the Lower St. Johns River and can be superseded by other physical factors.   
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Figure 3-9 a) Buckman Bridge precipitation analysis for "High Extreme" data set b) Buckman Bridge precipitation 
analysis for "Most Variable" data set 
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3.2 Tides 
As mentioned in Chapter 1, the St. Johns River is subject to a semi-diurnal tidal cycle that can 
cause an average of 3.3 flow reversals per month at Acosta Bridge (Sucsy 2001).  Freshwater 
inflow was shown to be dominant for seasonal variations in salinity; conversely, tidal 
hydrodynamics represent the dominant force in the hourly variations of salinity.  For a complete 
explanation on tides in the St. Johns River, consult the tidal hydrodynamics in Chapter 5 of this 
thesis.  This section will focus primarily on the comparison of the tidal signal forcing the 
historical salinity measurement.   
 Figure 3-10 displays two days of historical salinity data at Dames Point against a 
previously verified tidal model of the St. Johns River (Funakoshi 2006) at the same location.  
The tidal signal pushes the ocean’s higher salinity concentration into the St. Johns during a flood 
tide, raising the salinity at Dames Point.  There is a slight difference in the time of peak between 
the two values since salinity values are a measurement of concentration and are not directly 
connected to the elevation of the water column.  The delay can be attributed to the momentum of 
the tidal wave influencing the movement of the salinity at a single point.  There is a similar delay 
of around two hours when comparing each of the four peaks in the two day time period.  The 
same conclusion can be drawn when considering the ebb tide and the local minimum of the 
salinity measurement.   
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Figure 3-10. Tidal signal comparison with salinity for two days at Dames Point 
  
 While Figure 3-10 displays the definite semi-diurnal relationship between the tidal signal 
and the salinity measurement, it is not as accurate when the comparison is extended over a two 
week or month long period.  Figure 3-11 shows measured salinity values against a validated tidal 
hydrodynamic model at Dames Point for the “High Extreme” data set.  The hourly variation can 
be attributed to the tidal harmonic signal, however there are other physical components forcing 
the salinity values to vary from day to day.  The salinity value for June 24th fluctuates around 28 
pss while on the 30th of June the value fluctuates around 21 pss.  During this time span, the tidal 
signal remains fairly consistent.  Subsequently, as freshwater inflow is dominant from season to 
season, tidal signal is the dominant forcing mechanism from hour to hour.  However, in order to 
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accurately model the system over the course of a couple of weeks to a month, there is another 
physical factor that must be considered.  
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Figure 3-11 Tidal signal compared to salinity at Dames Point for the "High Extreme" data set 
 
3.3 Wind Advection 
Of all the forcing mechanisms proposed by Sucsy as being dominant forcing mechanisms, wind 
is the least referenced in other studies.  Many transport models do not incorporate wind fields or 
wind influence into the numerical model.  Many current studies are more focused on three 
dimensional stratification modeling for the long term and direct meteorological impacts are 
frequently ignored (Mendelsohn 1999, Navaririna 2007, Hsu 1999, Gross 2001, Savenije 2005).  
Other modeling efforts have examined characteristics such as temperature increasing the density 
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and the effect upon salinity values (Huu 2005, Vaz 2005).  However, in studies where wind 
influence was incorporated into the model there have been discussions of a direct correlation 
between wind influence and salinity values (Sucsy 2001, Gallacher 1999, Robbins 1993, 
Vemulakonda 1993).  Greater detail on previous research can be found in the literature review in 
Chapter 2 of this thesis.  The general perspective is that wind is not a primary forcing mechanism 
in all tidal estuaries and therefore can be ignored in some studies.  Sucsy (2001) explains that this 
assumption does not apply to the St. Johns River where the flow is often so weak it is influenced 
by the speed and direction of the prevailing winds. 
For Dames Point, the wind data was obtained as a daily average wind velocity and 
direction from Underground Weather at the Mayport Naval Station (Figure 3-12).  For the other 
stations the data was taken from the Jacksonville Naval Station displayed in Figure 3-7.  While 
the wind analysis of the other stations wind analysis can be found in the Appendix A, this section 
will focus primarily on Dames Point.  Note that similar conclusions can be drawn at all four 
stations throughout the St. Johns River. 
 The location of Dames Point is unique because the river (from the ocean to Dames Point) 
flows nearly along a latitudinal axis, allowing a direct easterly wind to push the ocean’s higher 
salinity water up into the river.  The reverse can be implied that with westerly wind, water with a 
lower salinity is forced further upstream which would lower the salinity value at Dames Point.  
Figure 3-13a shows the relationship between the wind and the salinity for the “High Extreme” 
data set at Dames Point.  The daily averaged wind is displayed as a positive wind if there was an 
eastward component to the direction (raising salinity values) and is negative if there was a 
westward component to the direction (lowering salinity values).  Those days with a direct  
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Figure 3-12. Wind vane anemometer 
located at Mayport Naval Station  
northerly or southerly wind are classified as a zero since the wind from that day had little impact 
on the movement of salinity at Dames Point.   
 The influence of wind either increasing or decreasing salinity levels shows a direct 
correlation between the wind vector and salinity levels for Dames Point.  When the wind is 
forcing water from the ocean into the river on average for that day, there is a corresponding 
higher average salinity value.  In comparing June 19 to June 30, 1999, on June 19 the wind was 
out of the north east with a mean wind speed of 23 mph.  The corresponding 30 day peak salinity 
value was 34.38 pss.   June 30 saw the strongest wind out of a westerly direction with a 10 mph 
south westerly wind.  This concurrently created the minimum daily averaged salinity value for 
this data set of 16.76 pss.  The time period between these two dates contains a consistent 
decrease to the degree that the slopes of linear best fit lines for each value during this time period 
with both approximately -2.4.  
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Figure 3-13 a) Wind influence on daily averaged salinity for "High Extreme" data set at Dames Point b) Wind influence 
on daily averaged salinity for "Most Variable" data set at Dames Point 
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 Examining another data set in Figure 3-13b reiterates the correlation between the 
direction and velocity of the wind influencing daily salinity values over a 30 day period.  The 
entire period seems to have a near linear relationship, except for two areas near the beginning 
and the end of this data set.  The first discrepancy occurs from the period from September 25th 
through September 29th where the wind direction and speed seem to be consistently out of the 
east at around 8 mph.  However, the salinity values during this period drop from 26.79 pss down 
to 20.15 pss.  This is one incident where freshwater inflow dominates the salinity value over a 
period of a few days (Mayport Naval Station reported 1.73 inches of rain over this period). The 
unique scenario is that Figure 3-9 exhibits that there is no rainfall received for this duration at 
Buckman, displaying the highly dynamic meteorological conditions for the St. Johns River 
watershed.   
 The same circumstance can explain the inconsistency found in the last part of the data set, 
where a strong westerly wind coincides with an increase in daily average salinity, along with 
other discrepancies.  This situation is set up by the fact that Hurricane Irene was situated just off 
the coast of Jacksonville from October 17 to October 19, 1999  (see Figure 3-14).  The period 
begins with a 21 mph easterly wind facilitating an increase in daily averaged salinity of 5.0 pss in 
only one day’s time.  However, the wind changes direction as the latitudinal location of the eye 
shifts north of the St. Johns River creating a westerly wind of 23 mph the very next day.  
However, the salinity increases another 3.23 pss.  This is a result of the storm surge pushing salt 
water up into the river.  Therefore regardless of wind forcing, the hurricane induced storm surge 
is increasing the salinity level at Dames Point.  In the proceeding period, salinity values at 
Dames Point have a two day drop off of 15.0 pss with minimal corresponding wind influence.  
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As in the previous scenario, the freshwater inflow from the hurricane left 1.27 inches of rainfall 
over even a shorter period creating more inflow decreasing the salinity values at Dames Point.   
 
 
 
 
 
 
 
 
  
 
 
Combining all the above forcing mechanisms to view the overall influence on historical 
salinity is displayed in Figures 3-15 thru Figure 3-18 where each station’s historical salinity data 
is plotted with all three primary forcing mechanisms for the “High Extreme” data set.  The 
influence of wind over daily averaged salinity values has been demonstrated to be the 
dominating physical factor when examining durations on the order of weeks to a month.  
Although freshwater inflow may have more impact than the wind vector for certain situations, 
these situations tend to be extreme events and must be considered on an individual basis.  
Freshwater inflow is not as influential as wind; however, for an accurate representation of 
salinity forcing the freshwater inflow must be included.  An example is displayed by examining 
July 4 through July 6 for all four stations where the wind direction and speed should increase the 
Figure 3-14 GOES-8 infrared image of Hurricane Irene 17 Oct 
1999 00 UTC http://cdo.ncdc.noaa.gov/goesbrowser 
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salinity by a larger degree, but the inflow of recent heavy rainfall from the watershed help 
salinity values relatively low.  The tidal influence is seen to greatly affect the hourly salinity 
variation; however, there is very little correlation to weekly tidal variability (spring-neap cycle 
which is discussed in Chapter 4) and a salinity range variation.  Three of the four physical 
forcing mechanisms that have an impact on salinity in the St. Johns River all exert influence; 
however, it depends on the research duration as to which factor will be the primary physical 
attribute.  For this research with a period of one to two spring neap tidal cycles (14 to 28 days), 
wind has proven to be the primary physical attribute.  The fourth physical attribute, sub-tidal 
water level variability, is a primary forcing mechanism for long term durations and cannot be 
documented for the analysis period selected for this thesis.   
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Figure 3-15 Dames Point High Extreme data set historical data analysis a) Hourly salinity b) Daily average wind and 
salinity c) Daily average precipitation and salinity d) Hourly tidal elevation and salinity 
 
10
20
30
40
D
ai
ly
 A
ve
ra
ge
d 
Sa
lin
ity
 (P
SS
)
 
 
13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 1 2 3 4 5 6 7 8 9 10 11 12 13
-20
0
20
40
Date (June 13th to July 13th 1999)
W
in
d 
(m
ph
) P
os
iti
ve
 is
 E
as
te
rly
 W
in
ds
Wind Vector
Salinity
25
40
H
ou
rly
 S
al
in
ity
 (P
S
S
)
 
 
Salinity
13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 1 2 3 4 5 6 7 8 9 10 11 12 13
-1
0
1
D
ev
ia
tio
n 
fro
m
 N
A
V
D
88
 (m
)
Date (June 13th to July 12th 1999)
Tidal Elevation
15
20
25
30
35
40
D
ai
ly
 S
al
in
ity
 (P
S
S
)
 
 
13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 1 2 3 4 5 6 7 8 9 10 11 12 13
0
0.2
0.4
0.6
0.8
1
Date (June 13th to July 13th 1999)
D
ai
ly
 P
re
ci
pi
ta
tio
n 
(in
)
Precipitation
Salinity
13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 1 2 3 4 5 6 7 8 9 10 11 12 13
12
16
20
24
28
32
36
Date (June 13th thru July 13th 1999)
S
al
in
ity
 (P
S
S
)
 
 
Dames Point
a
b c
d
50 
 
 
 
13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 1 2 3 4 5 6 7 8 9 10 11 12 13
8
12
16
20
24
28
Date (June 13th thru July 13th 1999)
S
al
in
ity
 (P
S
S
)
 
 
Acosta Bridge
0
20
40
D
ai
ly
 S
al
in
ity
 (P
S
S
)
 
 
13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 1 2 3 4 5 6 7 8 9 10 11 12 13
-20
0
20
 
Figure 3-16 Acosta Bridge High Extreme data set historical data analysis a) Hourly salinity b) Daily average wind and 
salinity c) Daily average precipitation and salinity d) Hourly tidal elevation and salinity 
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Figure 3-17 Buckman Bridge High Extreme data set historical data analysis a) Hourly salinity b) Daily average wind and 
salinity c) Daily average precipitation and salinity d) Hourly tidal elevation and salinity 
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Figure 3-18 Shands Bridge High Extreme data set historical data analysis a) Hourly salinity b) Daily average wind and 
salinity c) Daily average precipitation and salinity d) Hourly tidal elevation and salinity 
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CHAPTER 4. TIDAL HYDRODYNAMICS 
The observation of tidal motion dates as far back as 450 B.C. when Herodotus recorded tidal 
phenomena in the Red Sea to better navigate the ships of Tarshish (Macmillan 1966).  The 
constant problem of vessels hitting land during low tide inspired the documentation of tidal 
signals; however, the explanation of tidal theory was not broached until centuries later by Sir 
Isaac Newton.  The fundamental concept behind tidal motion is based on Newton’s theory of 
gravitation and was advanced to water motion by Bernoulli during his study of fluid motion 
dynamics.  Combining fluid dynamic theories with Newton’s gravitational attraction created the 
basic tidal motion physical equations.  Modern tidal theory has evolved through the work of 
Darwin (1911), Doodson (1921), Macmillan (1966), Cartwright and Taylor (1971), and Pugh 
(1987).   
 While a full description of tidal physics may be found in the above manuscripts, this 
chapter will focus on tidal constituent analysis for the Lower St. Johns River.  First, there will be 
a review of wave kinematics in order to understand the physics behind a single wave.  This will 
be followed by an analysis of the astronomic tide producing forces that make up a tidal signal at 
any given point.  Lastly, there is a discussion on how to derive tidal constituents from the signal 
and perform a tidal resynthesis.  This chapter is intended to provide a basic understanding of 
tidal principles that govern astronomic tide induced hydrodynamics and ultimately drive the 
motion of salinity in estuarine systems.  For this thesis, the tidal motion is the only forcing 
mechanism utilized in salinity transport model.     
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4.1 Tidal Wave 
Understanding the physics of tidal motion first requires the comprehension of the components 
that make up tides, or waves.  The water wave is the result of an oscillatory energy transfer 
causing a disturbance of the water surface.  Such as throwing a rock into a still pond, this 
disturbance propagates through the water with a constant speed and continues until outside 
forces (i.e. gravity, wind influence) diffuse the wave.  The tidal wave has a constant source of 
energy, so while outside forces may divert or alter the tidal wave as it dissipates upstream, there 
will always be another wave right behind it.  Figure 4-1 displays the structure of a single ideal 
wave composed of the wave height (H), and the vertical distance between the crest and the 
trough of the wave.  The amplitude (ζ) represents the maximum distance the wave has been 
λ
Amplitude 
ζ
Depth 
D
Wavelength 
x
H
Wave Height 
Figure 4-1 Components of an ideal single wave (Bacopoulos 2009)
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displaced from its equilibrium position.  The wavelength (λ) is the straight-line distance a 
particle travels between two successive peaks or troughs, and the duration to complete one 
wavelength signifies a period (T).  The depth (D) is the measurement from the equilibrium water 
surface to the water body floor.   
 Wave speed can be calculated for any depth by the following equation: 
 
ܿ ൌ ට௚ఒ
ଶగ
ݐ݄ܽ݊ ቀଶగ஽
ఒ
ቁ..................................................................................................................(4.1) 
 
where g is the gravitational acceleration in ݉ ݏଶൗ  (Open University 1999).  There are 
fundamental differences when considering tidal waves in the deep ocean and the waves 
propagating into shallow water regions.  If the water depth is deeper than half the wavelength, 
the wave speed depends only on the wavelength and Equation 4.1 simplifies to: 
ܿ ൌ ට௚ఒ
ଶగ
......................................................................................................................................(4.2) 
 
Shallow water is defined as having ܦ ൏ ఒ
ଶ଴
 or more generally as ߞ ا ܦ ا ߣ, this allows the 
water depth to be the dominant factor for wave speed simplifies Equation 4.1 to: 
 
ܿ ൌ ඥ݃ܦ....................................................................................................................................(4.3) 
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Figure 4-2 Cross sectional time series (1-9) view
of simple standing wave (Open University 1999) 
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For wave speeds in between deep and shallow water depths, the full equation 4.1 must be used 
for an accurate velocity.  In terms of salinity transport, wave speed is particularly important to 
the extent of longitudinal intrusion of salinity into an estuary.  To further comprehend the 
dynamics of the intruding wave, they are split into two classifications.   
 The first type of wave is the progressive wave where energy is moving through the water, 
with the energy that created the wave continuing to progress outward from the initial source.  
The simple example of throwing a rock into a still pond creating a disturbance whose energy 
flows outward is an example of a progressive wave.  In a more relative scenario, tidal energy 
moving through the deep ocean creates waves that push up the coastline creating oceanic waves 
that protrude onto the beach.  The response to restore the water level to the equilibrium depth 
causes the water level to overrun the equilibrium and create the wave trough, observed as the 
oceanic wave retreating back out to sea.    
 The standing wave is the less frequent wave classification and represents (in terms of 
hydraulics) the effect of two progressive waves acting in opposition in a fixed basin, similar to 
the sloshing effect in a bathtub.  Figure 4-2 displays the progression of a standing wave through 
time.  The standing wave begins just as a progressive wave with an energy forcing propagating 
outward, but due to the basin constrictions the energy wave is then reflected, transferring the 
energy back towards the source of the forcing mechanism.  This motion creates an oscillatory 
pattern that, without any outside influence, would continue indefinitely.  
 In terms of tidal hydraulics, standing waves are prevalent in bays, harbors, lakes, and 
estuaries with open ocean boundaries.  An example of a standing wave would be a tsunami 
generated by a rock slide in a bay similar to the one pictured in Figure 4-3.  The rock slides into 
the bay at one side, transferring energy by displacing the water level and creating a progressive 
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wave in the direction of the opposing shore.  The water rises up the opposing shore until all of 
the kinetic energy is converted to potential and the wave is reflected back to the original shore.  
The result is seen in Figure 4-3 where before the tsunami wave the forest bordered the shore of 
the bay.  Afterwards, the deforestation created by the wave left an ominous sign of the amount of 
energy a wave can possess.   
 
Figure 4-3 Lituya Bay a few weeks after the 1958 tsunami depicting the deforestation created by a standing wave (Photo 
by Miller, USGS) 
  In an estuarine system, to determine whether a wave is a standing wave or a progressive 
wave, the influence of Coriolis force must be considered.  Coriolis force is the apparent 
deflection of the fluid motion (all bodies are subject to Coriolis force, but it is commonly 
referenced for its influence on fluid bodies) due to its position in a rotating system, in this case 
the earth.  This deflection of a tidal wave due to Coriolis force (f) is dependent upon its 
latitudinal position (φ) as identified by the equation: 
 
݂ ൌ 2Ωݏ݅݊߶...............................................................................................................................(4.4) 
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where Ω represents the earth’s angular velocity (0.0000729 rad/s).  If a wave protruding into an 
estuary is dominated by Coriolis force, the progressing wave will be deflected into the shore 
becoming a standing wave.  If the frequency of the incoming wave has a short wavelength, or a 
high frequency, the Coriolis force will be able to shift the motion of the smaller wavelength.  
Larger wavelengths with low frequencies are less subject to diversion due to Coriolis force.  If 
the frequency (ω) divided by the Coriolis force (f) is greater than 1.0 the wave will act as a 
standing wave; however, if not greater than 1.0 the wave will continue to act as a progressive 
wave.  It should be noted that the progressive wave will still be influenced, but not dominated, by 
Coriolis force.   
 Progressive waves are altered as they advance into estuarine waters due to the additional 
physical forcings present in shallow water systems.  The front slope of the wave becomes steeper 
while the rear slope becomes more gradual as seen in Figure 4-4 (Darwin 1911).  This is a direct 
relationship to the equation for wave speed (Equation 4.3) where the crest of the wave would 
have a greater depth than the trough.  This would create a higher speed for the crest over the 
trough, creating the disturbance seen in Figure 4-4.  This disturbance leads to the creation of 
higher harmonic constituents which will be discussed in the following sections. 
 
 
Figure 4-4 Progressive wave distortion due to advancement into shallow water (Bacopoulos 2009) 
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4.2 Tide Generating Forces 
Tides are the result of the gravitational force attraction between celestial bodies that create a 
rhythmic and continuous wave generation whose basic principals arise from Universal Law of 
Gravity.  The Universal Law is a combination of Kepler’s third law of planetary motion with 
Newton’s second law of motion describing gravitational force (ܨ௚) as: 
 
ܨ௚ ൎ ܩ
ெభெమ
ௗమ
................................................................................................................................(4.5) 
 
where G represents the gravitational constant ൭6.672 ൈ 10ିଵଵ ܰ݉
ଶ
݇݃ଶൗ ൱ , ܯଵand ܯଶ are the 
masses (in kg) of the two celestial bodies, and d is the distance between the center of the two 
masses.  This law, however, measures the gravitational force at the center of the body, while tidal 
energy occurs at the earth’s surface.  Therefore the equation must be adjusted to measure a tide 
u ng force (TPF) as follows: prod ci
ܶܲܨ ൎ ଶீெభெమ௔
ௗయ
..........................................................................................................................(4.6) 
 
where a represents the radius of the body whose tractive gravitational force is of interest.  Notice 
that the relationship now becomes the cube of the distances between the centers of mass (Open 
University 1999).   
In terms of the earth, the primary relationships that generate the tide producing forces are 
the tractive forces that exist between the earth and the moon, and the earth and the sun.  This 
force is both spatially and temporally variable due to the orbital relationship between the three 
celestial bodies.  Macmillan (1966) demonstrates that there are five primary astronomical factors 
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influencing tidal behavior; sun and moon’s varying phase, the variation in the moons distance 
from the earth, the earth’s orbital distance from the sun, the position of the sun and moon’s 
declination, and the long period cyclic declination variation for the moon.  This section will 
display first the interaction of the earth and moon system before adding in the solar component 
of the tide generating forces.   
The first celestial relationship that generates tidal energy is the gravitational force created 
between the earth and the moon.  The moon orbits the earth in an elliptical path whose center is 
located 4700 kilometers from the center of the earth (Open University 1999), which still lies 
within the realm of the earth body whose mean radius is 6371 kilometers.  For a rotating body to 
remain in an orbit there must be a system of forces in equilibrium to maintain its position.  The  
 Figure 4-5 Tidal producing forces (not to scale) created by the influence
of the moon (Open University 1999) 
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centrifugal force, which is the force trying to propel the moon away from the earth, is in the 
direction parallel to a line joining the centers of the two bodies (see Figure 4-5 red vector).  The 
opposing force keeping the moon from hurtling into space is the gravitational force displayed in 
equation 4.6 (Figure 4-5 blue vector).  However the gravitational force is in the direction towards 
the center of the moon and the magnitude will vary depending on the location on earth.  These 
two forces work in conjunction to create the resultant tide producing force depicting the direction 
and magnitude of a tidal signal as created by the impact of the lunar orbit (Figure 4-5 purple 
vector).  One important aspect to remember is that the gravitational force’s horizontal component 
is much more significant than the vertical component in influencing tidal movement (Macmillan 
1966).    
The lunar orbit around the earth, known as a sidereal month, has a period of 27.3 days.  
This duration does not include the effect of the earth’s rotation around the sun, so this interval 
assumes the earth is not in orbit.  Since the earth is rotating in the same direction as the orbit of 
the moon, when the earth completes one period of rotation (24 hours) the moon will have rotated 
slightly farther during that duration.  For that reason, a lunar day consists of 24 hours and 50 
minutes relative to a fixed position on earth.  In an ideal situation where the moon is directly 
over the equator, the position of the moon would create a tidal bulge where the tidal producing 
force is at its peak at the point closest to the moon (point G in Figure 4-5) and centrifugal force 
would create a peak at the point farthest from the moon (point A in Figure 4-5).  Tidal producing 
force would be at a minimum 90 degrees from those points on the equatorial plane.  Therefore as 
the earth rotates, a point on the equator will experience two high tides (and low tides) that are 12 
hours and 25 minutes apart, or half a lunar day.  Additionally, the duration between high and low 
tide due to lunar influence would be 6 hours and 12 1 2ൗ  minutes.  Tidal producing forces that have 
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a consistent frequency can be categorized into harmonic constituents, and the force caused by the 
moon every 12 hours and 25 minutes is labeled as the M2 tidal signal (more on harmonic 
constituent analysis in the following section).  If this were the only force of influence by the 
moon then the tidal producing force would create deviations in the water surface similar to 
Figure 4-6a.  However since the moon does not orbit directly above the equator there are other 
relationships that create the lunar tidal producing force that is seen in Figure 4-6b.    
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Figure 4-6 a) Basic M2 tidal signal caused by earth's rotation and the lunar orbit 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4-6 b) The tidal signal due to all of the dominant lunar constituents 
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 The obvious deviation from the signal in Figure 4-6a and 4-6b is the difference in 
amplitude for two consecutive peaks.  Since the moon does not rotate evenly around the 
equatorial plane continuously, there is a declination angle that will affect the tidal signal.  
 Figure 4-7a shows how the declination angle will impact the amplitudes of consecutive 
tidal peaks and troughs.  The moon’s declination shifts the tidal bulge so that as the earth rotates 
on a single plane (from point Y to X in Figure 4-7a) the tidal peak will be slightly different.  This 
creates a tidal signal that is more similar to Figure 4-6b than 4-6a.      
 A final primary influence on the lunar tidal producing force is the elliptical orbit creating 
variations depending on its distance from the earth.  When the moon is closest to the earth, or at 
perigee, the tide producing force increases approximately 15% from the overall average, 
compared to when the moon is farthest in its elliptical orbit, or apogee, where the tide producing 
force decreases by approximately 15% below the average (Macmillan 1966).  The tidal 
producing force directly impacts the size of the tidal range, which explains the increasing tidal 
range in Figure 4-6b from day zero to day fourteen.  In addition to the moon’s elliptical orbit, the 
Figure 4-7 a)Unequal coinciding tidal peaks (and troughs) created by the moon declination angle b) The rotation of the
moons orbital pattern creating a lunar epoch(Open University 1999) 
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orbital path itself rotates around the earth (Figure 4-7b).  This rotation has a much longer period 
of 18.6 years which is known as a tidal epoch.  Therefore, a lunar tidal producing force will be of 
a slightly different magnitude throughout the 18.6 year cycle before the moon repeats a similar 
tidal influence.  All of these different lunar periodic oscillations are the dominant tidal producing 
forces in tidal behavior, however, these forces work in conjunction with the solar influences that 
are required to fully describe a tidal signal.   
 The sun contributes an additional tidal producing force under the same physical 
constraints as shown in equation 4.6.  The sun with a mass of 1.99 ൈ 10ଷ଴ kilograms is much 
heavier than the moon whose mass is 7.35 ൈ 10ଶଶ kilograms (Pugh 2004).  However, the sun is 
at a much greater distance of 1.496 ൈ 10଼ kilometers from earth opposed to the moon which is 
3.844 ൈ 10ହ kilometers away.  These values along with earth’s equatorial radius of 6378 
kilometers are utilized in Equation 4.6 to determine that the moon’s tide producing force is 2.18 
times greater than that of the sun, confirming that the moon is the primary force of influence, but 
that the solar constituents will still impact the overall tidal signal. 
 Similar to the moon’s elliptical orbit pattern, the earth orbits around the sun in an ellipse 
where the earth is closest to the sun at perihelion (early July) and is farthest at aphelion (early 
January).   The actual time and date of aphelion and perihelion vary from year to year over a 
cycle of 21,000 years; a period too long for constituent consideration.  The difference in 
distances between perihelion and aphelion is only 3%, creating a minimal disturbance that is 
stretched over a 365 day period as opposed to the moon’s 20% difference over a 27 day period.  
So while there is an influence due to the elliptical orbit, it should be understood that it is minimal 
with respect to the moon’s elliptical orbit.   
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 The primary solar influence is found when in conjunction with the lunar position with 
respect to the earth.  When the sun and moon lie in a similar plane (excluding their individual 
declinations) the tidal bulge is at its greatest creating a maximum tidal range.   The moon at this 
position is considered to be in syzygy, and the tidal producing force from both lunar and solar 
influence creates the spring tide (Figure 4-8a).  The alternate relationship occurs when the lunar 
and solar planes are perpendicular creating opposing tidal influences reducing the tidal bulge and 
generating a minimal tidal range.  This effect occurs when the moon is considered to be in 
quadrature and the total tide producing force generates the neap tide (Figure 4-8b).  These two 
tidal signals occur in an oscillatory pattern creating the spring neap tidal cycle seen in Figure 4-9. 
 
a b
Figure 4-8 a) Spring tidal bulge due to the moon in syzygy b) Neap tidal bulge due to the moon in quadrature (Anderson 
2007) 
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Figure 4-9 Spring neap tidal cycle due to M2 and S2 tidal constituents 
 While the sidereal month encompasses 27.3 days, that does not correspond to the earth’s 
movement around the sun during that period.  Therefore, when the moon completes its sidereal 
month, it must “catch up” to the earth’s orbital movement which adds an additional 2.2 days to 
the duration (Open University 1999).  The best depiction of this period is the time between new 
moons as seen at a point on earth.  The spring neap tidal cycle occurs twice during this 29.5 day 
period.  Consequently, the time for a single spring-neap tidal cycle is 14.75 days.  By adding the 
primary solar constituent (S2 only primary constituent) to Figure 4-6b, Figure 4-10 shows the 
influence of adding solar constituents to a tidal signal.  The frequency and periods of all these 
constituents can be found in Table 4.2.  While there is not as significant of an impact as the lunar 
tidal producing force, peaks during the maximum tidal range (spring tide) extend from 0.8 meters 
to -0.75 meters from the mean water level (in this case NAVD88).  Without the solar constituents 
the peak and troughs extended from 0.72 meters down to -0.6 meters respectively (Figure 4-6b).  
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The neap tide displays noticeable differences as well even though the magnitudes are much 
smaller.  The magnitude of a spring tide is 1.46 times bigger than the equilibrium tide and neap 
tide is 0.54 times less than the equilibrium tide (Pugh 2004).  While Figure 4-10 displays the 
primary tidal constituents that are astronomically based, there exist many tidal constituents that 
derive from these primary sources to make up an entire tidal signal.   
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Figure 4-10 Primary solar and lunar tidal constituents creating a spring-neap tidal cycle 
 
4.3 Tidal Constituents 
A tidal signal in its most basic form is the superposition of several sinusoidal waves of different 
frequencies whose uniqueness originates from the origin of their physical forcing.  These 
frequencies represent the tidal generating forces that influence the oceanic response that in turn 
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generates the tidal waves that are observed at a point.  The variable tidal signals that occur at 
different points on earth can be described by different magnitudes and phases of these 
frequencies (tidal constituents) that when combined together create a unique signal.  All of the 
possible frequencies available to one point originate from combinations or multiples of six 
fundamental cycles (Table 4.1) that were described in the previous section (Godin 1972).  These 
cycles make up a particular constituent’s frequency by expanding the equilibrium tidal theory 
taking the general form (Doodson 1921): 
 
߱௡ ൌ ݅௔߱ଵ ൅ ݅௕߱ଶ ൅ ݅௖߱ଷ ൅ ݅ௗ߱ସ ൅ ݅௘߱ହ ൅ ݅௙߱଺.................................................................. (4.7) 
 
where ߱௡ represent the angular speed displayed in Table 4.1 and ݅௡ represent the Doodson 
numbers and range from -2 and 2.  Angular speeds ߱ସ , ߱ହ , and ߱଺  are affected by longer-term 
astronomic cycles whose influence cannot be determined with short-term observation lengths. 
 The angular speed is a factor of the components period, which is directly related to the 
frequency of a certain constituent.  The frequency of a particular constituent allows classification 
into tidal species.  The specie number is determined by the number of cycles per day the 
frequency permits, 0 being a slow frequency, 1 representing a diurnal frequency, and 2 
representing a semi-diurnal frequency.  This is the number that classifies a tidal constituent.  The 
letter preceding this number symbolizes the source to further identify individual constituents.  
For example, the M2 tidal constituent mentioned in the previous section represents the moon’s 
semidiurnal frequency of 12 hours and 25 minutes.  Table 4.2 displays all the dominant 
constituents along with their corresponding Doodson numbers, period, angular speed, and 
origins.  Notice that the angular speeds (per hour) for diurnal constituents are near 15° (15 
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multiplied by 24 hours creates 360° or one complete cycle) and near 30° for semidiurnal 
constituents.  While these constituents have similar periods and speeds, they cannot be assumed 
to be identical.    
Table 4.1 Seven fundamental astronomic cycles that provide the frequencies for harmonic constituents (Pugh 2004) 
Period Degrees per mean 
solar hour 
Symbol Origin 
1.0000 MSD 15.0000 ω0 Mean solar day (MSD) 
1.0351 MSD 14.4921 ω1 Mean lunar day 
27.3217 MSD 0.5490 ω2 Sidereal month 
365.2422 MSD 0.0411 ω3 Tropical year 
8.85 years 0.0046 ω4 Moon's perigee 
Regression of Moon's nodesa 18.61 years 0.0022 ω5 
Perihelion 20942 years – ω6 
 
Table 4.2 Dominant harmonic constituents for Lower St. Johns River and their physical characteristics (Pugh 2004) 
ib ic 
Period 
(MSD) 
Speed ω (° per 
hour) Origin Constituent 
Diurnal ia = 1 
O1 -1 0 1.076 13.9430 Principal lunar 
Q1 -2 0 1.003 14.9589 Lunar ellipse 
K1 1 0 0.997 15.0411 Principal lunar and solar 
Semidiurnal ia = 2 
N2 -1 0 0.527 28.4397  Principal Lunar ellipse 
M2 0 0 0.518 28.9841 Principal lunar 
S2 2 -2 0.500 30.0000 Principal solar 
K2 2 0 0.499 30.0821 
Declination lunar and 
solar 
 
The major constituents presented in Section 4.2 and Table 4.2 are the dominant tidal 
constituents in the deep ocean. Consequently, as they propagate into shallow waters and 
estuaries, such as the St. Johns, they encounter nonlinear degradations that cause frequencies that 
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are even-integer multiples of the astronomical frequencies (Le Provost 1991).  These additional 
frequencies (considered overtides) are initially forced by their primary astronomic physical 
parameter; however, local features in shallow water such as bottom friction, meteorological 
effects (i.e. wind), and shallow water continuity cause a higher frequency to develop.  For 
example, an M2 tidal frequency propagates into the Lower St. Johns River estuary encountering 
shallow water developing a nonlinear relationship between the tidal wave and the disturbance in 
the ocean surface (see Figure 4-4).  The friction due to the bottom surface, which is not a 
significant process in the deep ocean, now influences momentum loss in the wave.  This causes 
the frequency to increase from a semi diurnal tide to possibly a fourth-diurnal (the actual 
degradation depends on multiple factors causing the frequency to vary significantly).  This 
fourth-diurnal frequency wave that is generated is now considered the M4 tidal constituent. 
Parker (1991) determined that the actual M4 tidal constituent origins are 73% from the 
nonlinearity of shallow water continuity, 20% due to frictional momentum loss, and 7% due to 
the force of inertia.    
It is important to note that the original wave has not dissipated into an M4 tidal 
constituent, but rather additional wave propagation has been created from the non-linear 
interaction between the original M2 tide and the shallow water.  The M2 tide, at least for the 
Lower St. Johns River, still is the dominant tidal frequency in the estuary.  As higher frequencies 
are generated (such as M6, 2MS6, M8...etc.), their primary source is the degradation of the tidal 
signal due to bottom friction momentum loss and are more apparent as the water becomes more 
shallow (Le Provost 1991).   Table 4.3 displays some of the major higher harmonic terms and the 
larger frequency constituents in which they originate.   
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Table 4.3 Example of angular speeds and origins of higher harmonic constituents in shallow water (Pugh 2004) 
Tidal constituent by group Constituent Origin                Angular speed ω (° per hour) 
Semi-diurnal   
2MS2 2M2 – S2 27.9682
M2 M2 28.9841
S2 S2 30
Fourth-diurnal   
M4 M2 + M2 57.9682
MS4 M2 + S2 58.9841
Sixth-diurnal   
M6 M2 + M2 + M2 86.9523
2MS6 2M2 – S2 87.9682
Eighth-diurnal   
M8 M2 + M2 + M2 + M2 115.9364
 
  For a particular tidal signal, the frequencies that make up that signal have been 
determined.  The next step is to perform a least squares analysis on the individual frequencies at 
particular locations to obtain the individual amplitudes ሺܪ௡ሻ and phases ሺ݃௡ሻ of each constituent.  
This iterative process creates a sinusoidal signal for each constituent that best fits the overall 
tidal signal.  The Fourier series is the basis from which tidal harmonics are derived; it overlays 
multiple sinusoidal signals with individual characteristics (frequency, amplitude, and phase) and 
creates a complete resynthesis of the tidal signal using constituents (Bacopoulos 2005).  The tidal 
signal can be represented by a finite number of harmonic constituents (n) by the equation: 
 
ܪ௡ cosሺ߱௡ݐ െ ݃௡ሻ......................................................................................................................(4.8) 
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where ܪ௡ represents the constituent’s amplitude, ߱௡ is the constituent’s  angular speed (Table 
4.2), t is the desired time, and ݃௡ is the constituent phase lag from some standard defined time 
zero (Pugh 2004).  This represents the basic equation for creating a harmonic resynthesis of an 
individual tidal constituent, whose summation including all of the constituents (n) will create a 
resynthesis of the total tidal signal.    
 As mentioned earlier, constituents whose period is longer than one year cannot be 
resolved with a year or less of data.  These subtidal influences, however, need to be compensated 
for when desiring a signal for a particular time period.  Small adjustment factors for both the 
amplitude ሺ ௡݂ሻ and phase lag ሺݑ௡ሻ can be determined and added into Equation 4.8 as follows 
(Pugh 2004): 
 
ܪ௡ ௡݂ cos൫߱௡ݐ െ ሺ݃௡ ൅ ݑ௡ሻ൯......................................................................................................(4.9) 
 
This equation allows for the resynthesis of an individual constituent for a single point in time, or 
a period of time if solved for several time steps.  A summation of all the known constituents for a 
particular tidal signal creates a resynthesis of that signal.  A tidal resynthesis represents the tidal 
motion based solely on astronomical influences.  An actual historical tidal signal has all physical 
components (i.e. meteorological effects, local circulation, etc.) that influence water levels; this 
could create a different signal based on the conditions of the time period examined.   
The advantage of determining the harmonic constituents is particularly helpful to solving 
transport problems.  The constituents can be utilized directly by the advection-diffusion transport 
equations to create the tide generated force of which the particular parameter (in this case 
salinity) is put into motion (presented in more detail in Chapter 6).  Constituents can also be 
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applied to forecasting techniques to be able to predict the tidal signal for fishing vessels and 
storm surge estimations.  Furthermore, deriving the harmonic constituents for a particular system 
demonstrates the dominant astronomic forcing mechanism that influence both water levels and 
velocities.  This provides a comparison characteristic of tidal influence at different parts of an 
estuarine system as seen in the next chapter.   
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CHAPTER 5. TIDAL CONSTITUENT ANALYSIS FOR THE LOWER ST. 
JOHNS RIVER 
 The low slope and slow-flow characteristics of the St. Johns River enable astronomic tide-
induced hydrodynamics to transport salinity 170 kilometers upstream.  For this reason, there is a 
need to fully identify the tidal signal as it is composed of various tidal constituents, since select 
these tidal constituents serve as the main input to the salinity transport model.  Further, employed 
herein is a high-resolution hydrodynamic model of the Lower St. Johns River which sufficiently 
captures the primary components of the astronomic tide, and also the higher harmonics of these 
primary tidal components, in this highly complex geometry.  Transport models utilize harmonic 
constituents to resynthesize the tidal signal inside the model domain; therefore an analysis of the 
tidal constituent selection is necessary for accurate longitudinal salinity calculations.  Previous 
salinity transport studies have utilized only major harmonic constituents (ignoring the higher 
harmonic overtides) to describe the tidally induced flow in a given model domain; however, 
many of those studies (Liu 2004, Navarrina 2007) extend only 30 to 50 kilometers upstream 
from the river mouth.  The Lower St. Johns River tidal influence (and model domain) is 170 
kilometers upstream from the mouth where the higher harmonics are shown to be influential.   
 This chapter will explore several characteristics of tidal harmonic analysis and 
resynthesis of the constituents.  First, the minimum record length needed to perform an adequate 
harmonic analysis is considered.  Initial guidance is to apply the harmonic analysis for a period 
of 30 days.  Variations on this initial guidance will explore the effect of using longer record 
lengths, on the order of months and even as long as a full year. A standard least squares 
harmonic analysis for coastal and estuarine modeling is utilized to determine the constituents for 
a harmonic resynthesis (Goring, 1984, Hall 2004). A combination of 23 constituents has been set 
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as the standard for this analysis as performed in other studies (Kolar 2005); however, these prior 
studies did not enter into the river/estuary as far upstream as is being modeled here.  The 
implication here is that this set of 23 tidal constituents was constructed based on a collection of 
tidal studies, most all of which focused on oceanic and coastal tides.  The question then becomes, 
where these 23 tidal constituents are sufficient in the open ocean and at the coast, are these same 
23 tidal constituents applicable to the river/estuary, or are additional tidal constituents needed to 
capture the distorted river/estuarine tide. The 23 constituents will then be analyzed against 
different combinations of constituents utilized by other published salinity transport models.  The 
insight gained at this stage of the constituent analysis leads to the exploration of additional tidal 
constituents; therefore, the harmonic analysis utility T_TIDE (Pawlowicz, 2002) is applied.  A 
total of 30 tidal constituents are extracted using T_TIDE, where these 30 tidal constituents are 
compared against the 23 tidal constituents extracted prior to generate a final set of 39 tidal 
constituents which best reproduces the tidal signal in the Lower St. Johns River.   
5.1 Root Mean Square Error 
The root mean square (RMS) error is effective for error quantification in which the errors can 
both be a positive or a negative, such as a tidal deviation from a datum.  The root mean square 
error is defined exactly like its name; it is the root of the square of the mean squared difference 
between variables.  The equation takes the form: 
 
ܴܯܵ ൌ ට
∑ ሺ௫೔ି௬೔ሻమ
ಿ
೔సభ
ே
..................................................................................................................(5.1) 
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where N represents the total number of discrete data points that are compared directly between 
two data sets (x and y).  This method is easily scripted into a statistical program to calculate 
differences between two large data sets. 
For this constituent analysis, the signal produced by the model is harmonically 
decomposed into tidal constituents.   To establish the suitability of the tidal constituents to 
describe the overall model signal, constituents (or a subset thereof) are resynthesized  for the 
same period as the original model output.  The model and resynthesized signals are then 
compared by calculating the RMS error for each discrete data point within the length of period 
(Figure 5-1a).  An example of this operation can be displayed by taking a sample of two discrete 
points (Figure 5-1b) and calculating the RMS error: 
ܴܯܵ ൌ ට
ሺ଴.ଷି଴.ଶଷହሻమାሺି଴.ସ଻ଷିି଴.ହሻమ
ଶ
ൌ 0.0497 ݉݁ݐ݁ݎݏ.............................................................(5.2) 
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Figure 5-1 a) Example of resynthesis comparison with model at Dames Point b) Zoomed region to display root mean 
square error calculation 
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The error for these two data points averages out to be about 5.0 centimeters, which is slightly 
above the root mean square error for the entire 7200 discrete data point set.  This is to be 
expected since the two points chosen have a larger difference than the entire set as a whole.  As 
the error is averaged throughout the data set, it decreases to 4.1 centimeters difference between 
the resynthesis and the model output.   
 Where the RMS error quantifies the difference between to variables, what defines 
whether that difference is acceptable?  A definition of acceptance for this thesis will be to 
normalize the RMS error by the particular station’s M2 tidal amplitude.  For example, Figure 5-
1a is a comparison for Dames Point whose M2 tidal amplitude is 50.9 centimeters.  Therefore the 
normalization of the RMS error for Figure 5-1a is: 
 
ସ.ଵ
ହ଴.ଽ
ൈ 100 ൌ 8.1% ܧݎݎ݋ݎ..........................................................................................................(5.3) 
 
signifying that the difference created by the resynthesis encompasses 8.1% of the amplitude of 
the M2 tidal constituent.  The M2 is chosen because it is at least five times larger than any other 
constituent at all four stations in the Lower St. Johns River, and is therefore considered to be the 
dominant tidal constituent for the Lower St. Johns River.    
For this thesis, an error is considered acceptable if it is less than or equal to 10% of the 
M2 amplitude for any particular station.  This tolerance level is effective for riverine systems 
such as the Lower St. Johns because where Dames Point has a large M2 amplitude of 50.9 
centimeters, further upstream at Shands Bridge the M2 amplitude is only 10.0 centimeters.  
Therefore to satisfy this condition the differential (or un-normalized RMS error) must be less 
than or equal to 1.0 centimeters far upstream from the source of the tidal signal.  Achieving this 
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level of accuracy this far away from the river mouth (as well as all other stations in between) will 
verify that the constituents are accurately resynthesizing the tidal signal to be utilized by the 
salinity transport model.  The following sections investigate the constituent selection procedure 
to accomplish the aforementioned tolerance limit.   
5.2 Previous Tidal Constituent Analysis 
The basis of the harmonic tidal constituent selection for this analysis originates from the 
Advanced Circulation for Oceanic, Coastal, and Estuarine Waters, Two-Dimensional Depth-
Integrated (ADCIRC-2DDI) modeling application least squares harmonic analysis of tidal 
signals (Luettich and Westerink 1992).  This program generally applies 23 harmonic frequencies 
to recreate the modeled tidal signal utilizing amplitudes and phases estimated through 
minimization by a least squares analysis for a select point, or for every node, in the model 
domain.  While the model output has been verified as an accurate representation of the tidal 
signal in the Lower St. Johns River (Funakoshi 2006), the harmonic constituents comprising this 
signal have not been verified to recreate this signal, nor have the constituents been assessed to 
determine those that are dominant.  This verification is necessary for transport model 
applications that rely on harmonically resynthesized tides to ensure an accurate tidal signal is 
driving the transport scenario being modeled.  Additionally, determining the dominant tidal 
frequencies at multiple locations will further identify characteristics applicable to a particular 
reach of the Lower St. Johns River.   
 The species name and frequency for the 23 constituents are displayed in Table 5.1.  A 
tidal frequency is a consistent measurement of the tidal species and therefore the value in Table 
5.1 can be used to describe the same constituent.  This is important because other publications 
may reference different species names; however, the same frequency signifies that it represents 
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Table 5.1 Least squares 23 harmonic constituents and corresponding frequencies 
Constituent 
Species
Frequency 
deg/hr
STEADY 0.00
MN 0.54
SM 1.02
Q1 13.04
O1 13.94
P1 14.92
K1 15.04
MNS2 27.42
2MS2 27.97
N2 28.44
M2 28.98
2MN2 29.53
S2 30.00
K2 30.08
2SM2 31.02
MN4 57.42
M4 57.97
MS4 58.98
2MN6 86.41
M6 86.95
MSN6 87.42
M8 115.94
M10 144.92
its associated harmonic constituent.  To restate, the frequency of the tidal constituent is its 
defining characteristic.  A higher harmonic, or overtide, is a frequency that is an even multiple of 
the fundamental frequency from which it is derived (e.g., the M2 tide breaks down into the M4, 
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M6, M8, and M10 overtides).  In other words, the constituent’s frequency is determined by 
factors additional to astronomical influence.  The STEADY constituent is not astronomically 
based but represents the change in mean sea level, relative to a datum (NAVD88 in this case), 
which arises as a nonlinear byproduct of the interacting fundamental frequencies.  This 
constituent has a frequency of zero to indicate its constant nature.  Note that each STEADY 
amplitude value in Table 5.2 is negative demonstrating that the mean water level about which the 
elevation rises and falls is below NAVD88.  The amplitudes and phases for the 23 constituents 
are spatially variable within the Lower St. Johns River.  Table 5.2 displays an individual 
amplitude and phase for each constituent at each of the four stations from the historical data 
analysis (Chapter 3).  The organization of the table ranks the constituents from top to bottom by 
the value of their amplitude for each station.  At each station the M2 tidal constituent is shown to 
be the dominant tidal constituent by having an amplitude value five times larger than the next 
closest constituent.  While each station has the same top four tidal constituents, the higher 
harmonic tidal constituents demonstrate variable levels of amplitudes depending on the station, 
or effectively distance upstream.  To better understand the physics of the higher harmonics it is 
important to know the geometry of the region near each station to draw conclusions on the origin 
of the higher harmonics at each station.  
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Table 5.2 Amplitude and phase for the least square harmonic analysis 23 constituents at each station 
Dames Point  Acosta Bridge Buckman Bridge  Shands Bridge 
Amplitude 
(cm) 
Phase 
(deg) Constituent 
Amplitude 
(cm) 
Phase 
(deg) Constituent 
Amplitude 
(cm) 
Phase 
(deg) Constituent 
Amplitude 
(cm) 
Phase 
(deg) Constituent 
STEADY -5.21 0.00 STEADY -4.07 0.00 STEADY -1.71 0.00 STEADY -1.36 0.00 
 
The tidal signal becomes quite distorted in the Lower St. Johns River due to the physical 
geometry of the domain.  The nonlinear impact of the shallow water depths disperse the original 
tidal signal and generate additional harmonic constituents appending those directly originating 
from astronomical influences.  As important as it is to understand the physical characteristics at 
the station of interest, it may be more important to understand them in areas downstream from 
the station, or the direction from which the tidal signal is propagating.   
M2     50.88 35.88 M2     24.08 66.98 M2     13.27 102.76 M2     9.95 162.25 
N2     10.76 23.70 N2     4.81 55.44 N2     2.50 91.89 K1     1.88 316.96 
S2     8.76 52.29 S2     4.19 82.89 S2     2.28 117.91 N2     1.82 147.91 
K1     6.16 216.17 K1     2.76 249.12 K1     1.91 285.79 S2     1.62 176.66 
O1     3.98 229.94 M4     2.39 322.63 O1     1.30 293.50 O1     1.29 321.02 
M4     3.25 252.72 O1     1.77 263.39 M6     1.15 77.74 M6     1.21 192.08 
MN     1.54 194.30 M6     1.57 337.36 2MN2   0.84 281.70 2MN2   0.74 353.89 
SM     1.39 188.98 2MN2   1.10 245.02 2MN6   0.60 61.34 2MN6   0.61 175.19 
2MN2   1.36 212.64 SM     0.86 187.58 2MS2   0.56 256.48 2MS2   0.57 355.63 
MN4    1.32 233.69 MN4    0.85 307.47 M4     0.53 62.81 M4     0.49 171.97 
M6     1.28 287.79 MN     0.84 197.36 SM     0.38 178.26 P1     0.38 130.42 
MS4    1.12 256.28 2MN6   0.82 321.51 P1     0.35 100.81 SM     0.32 174.60 
2MS2   0.97 188.25 2MS2   0.75 218.51 MN     0.25 215.64 MSN6   0.27 321.74 
K2     0.71 55.56 MS4    0.72 332.97 MSN6   0.23 213.27 M10    0.25 258.20 
Q1     0.70 218.19 P1     0.35 59.81 M10    0.23 44.21 MN     0.18 230.79 
2MN6   0.67 270.34 Q1     0.30 245.72 Q1     0.19 274.58 Q1     0.17 305.79 
P1     0.49 13.38 M8     0.30 241.44 MNS2   0.17 243.02 MNS2   0.16 309.87 
M8     0.36 102.47 MSN6   0.28 111.52 MN4    0.17 48.63 M8     0.14 224.96 
MNS2   0.32 173.47 MNS2   0.24 204.51 K2     0.14 341.86 MN4    0.14 159.16 
MSN6   0.32 78.93 2SM2   0.15 256.74 M8     0.13 16.36 K2     0.13 61.18 
2SM2   0.20 221.27 K2     0.12 7.44 MS4    0.13 75.25 MS4    0.11 196.24 
M10    0.05 316.98 M10    0.09 231.13 2SM2   0.11 291.63 2SM2   0.07 328.84 
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Figures 5.2 and 5.3 present the locations of the four stations in the Lower St. Johns River 
with the bathymetry plotted to display the geometry downstream from each station.  
Furthermore, the physical characteristics of the Lower St. Johns River at the location of each 
station are represented in Table 5.3.  One observation from each stations distance from the open 
ocean is that each station is around 6,000 meters from the previous station.  Therefore, the 
similar distance from one station to the next removes any great alterations because one station is 
significantly farther or closer to the off-shore tidal signal.   
The Dames Point station is closest to the open ocean boundary which is signified by the 
M2, N2, S2, K1, and O1 tidal constituents all being nearly double the amplitude of those at 
Acosta Bridge.  These five tidal constituents represent the principal astronomical tidal 
constituents documented in Table 4.2 and therefore are expected to be more influential for 
locations closer to the ocean boundary.  Figure 5-2 shows that Dames Point is near the 
divergence (or convergence depending on flow direction) of two flows but lies in the primary 
channel of the St. Johns River.  There is very little bathymetric and cross sectional width 
variability downstream to alter the tidal wave characteristics.  However, there are several 
divergent channels that can influence the tidal signal propagating upstream before reaching 
Dames Point.   
Table 5.3 Geometric characteristics of the Lower St. Johns River at the locations of the four stations  
 
Depth 
(m) 
Cross Sectional 
Average Depth 
(m) 
Cross 
Sectional 
Width (m) 
Distance from 
River Mouth 
(River km)  Station 
Dames Point 12.2 8.1 186.7 5.93 
 Acosta Bridge 11.4 7.5 170.5 12.08 
Buckman Bridge 4.6 2.7 1552.0 16.88  
 
Shands Bridge 5.7 3.6 827.5 24.57 
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The Acosta Bridge station is located at the end of a narrow channel that bends 90 degrees 
to the south over the 6,149 meters between the station and Dames Point.  The depth and cross 
sectional width are relatively similar to Dames Point, but the geometry downstream contains 
multiple bends and tributaries dispersing the tidal signal.  This is evident with higher harmonic 
frequencies, such as M6 and M8, with a percentage of the M2 amplitude being double that of 
Dames Point.  Besides the rivers sharp turn to the south, the depth and cross sectional width 
similarities between Acosta Bridge and Dames Point place these two stations in a similar 
classification, herein distinguished as the two representative downstream stations.    
 
  
Figure 5-2 Downstream station locations plotted with water depths from NAVD88
The other two stations are located after a relatively large increase of the cross sectional 
width of the river and decrease in the bathymetric depth (Figure 5-3).  The Buckman Bridge 
station cross sectional width expands to eight times that of the downstream locations, creating a 
much larger surface area for waves traveling upstream.  The widening of a channel for general 
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hydraulics constitutes a decrease in velocity.  This decrease in velocity will also allow for tidal 
wave dispersion to increase thereby allowing for the generation of higher harmonic constituents.  
 The Shands Bridge location has similar characteristics as the Buckman Bridge station 
even though the cross sectional width decreases by 47% from the Buckman Bridge location.  
Figure 5-3 shows that, unlike the rapid width increase between Acosta and Buckman Bridge, the 
convergence between Shands Bridge and Buckman Bridge is much more gradual.  The decreased 
velocity and low tidal influence due to the distance from the open ocean allow for these stations 
to be classified together represented as the upstream stations.  The upstream station’s M2 tidal 
amplitude is significantly different relative to the amplitudes of the downstream stations.  This, 
along with other differences seen in Table 5.3, segregates the four stations into these two 
categories.  
Figure 5-3 Upstream station locations plotted with water depths
from NAVD88 
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For example, the M10 tidal constituent has the smallest amplitude for Dames Point and 
Acosta Bridge stations which are farther downstream and have a greater average depth.  
Normalizing the M10 amplitude to each station’s M2 amplitude displays that the M10 
constituent is only 0.1% of the M2 amplitude at Dames Point and 0.4% for Acosta Bridge.  
Moving farther upstream to shallower water depths and lower tidal influence exhibits the M10 
constituent having amplitudes 1.7% of the M2 amplitude for Buckman Bridge, and 2.5% for 
Shands Bridge. 
 Nonlinear growth of the M4 and M6 constituents is a function of distance from the open 
ocean.  As mentioned in Chapter 4, the M4 tidal constituent is primarily the result of shallow 
water influenced wave dispersion, while the M6 tidal constituent (and higher) disperse as a result 
of frictional influences.  The M4 tidal constituent has a normalized value of 6.4% of the Dames 
Point M2 tidal amplitude (3.25 centimeters) and 10.0% (2.39 centimeters) at the Acosta Bridge 
station compared to further upstream where the percentage at Buckman Bridge is 4.0% (0.53 
centimeters) and Shands Bridge with 4.9% (0.49 centimeters).  The M6 tidal constituent has the 
inverse effect, with a higher percentage in terms of the stations M2 tidal signal as the signal 
propagates upstream.  The M6 has a normalized value of 2.5% (1.28 centimeters) of the M2 tidal 
signal at Dames Point, 6.5% (1.57 centimeters) at Acosta Bridge, 8.7% at Buckman Bridge, and 
12.1% at the Shands Bridge location.  This demonstrated increase in influence of the M6 tidal 
signal would imply a greater frictional influence as the tidal signal propagates upstream causing 
the amplitude of the M6 frequency to increase at the upstream locations.   
Understanding the variability of constituent influence depending on position upstream is 
crucial to generating a large-scale longitudinal salinity transport model for a riverine system such 
as the Lower St. Johns River.  This chapter presents an in depth constituent analysis and its 
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implication to each station in the Lower St. Johns River; however before a constituent analysis 
can be performed it is necessary to understand the record length a tidal signal must have in order 
to accurately extract tidal amplitudes and phases.   
The tidal constituents are extracted from the ADCIRC model’s output of water elevations 
for the stations location in the model domain.  While the resynthesis analysis is limited to the 23 
constituents that are harmonically decomposed from the model output signal, the model output 
signal has no constrictions of frequency.  In other words, the model generates tidal elevations 
and velocities based on the result from the shallow water equations with no predetermined 
frequencies available for wave propagation in the domain.  The only limitation of tidal 
constituents occurs at the open ocean boundary where a set of tidal constituents are forced into 
the model domain.  Once the forcing signal enters the domain, the fully nonlinear shallow water 
equations solve for the water elevations and depth-integrated velocities at every node for every 
time step.  Higher harmonics and compound tides grow as they are generated nonlinearly inside 
the domain, because of the nonlinear form of the shallow water equations that is used in the 
hydrodynamic simulation.  The least squares harmonic analysis extracts the harmonic tidal 
constituents from the model elevation time series.  Examining the frequencies from Table 5.1, 
the constituent with the lowest frequency is the MN constituent with a frequency of 0.54 degrees 
per hour which relates to completing one cycle every 27.8 days.  This presents the question of 
whether or not a 30 day model output tidal signal is sufficient to fully capture the MN tidal 
constituent (and, in fact, all other constituents) or if a longer duration is required.   
 An analysis of two durations was performed to determine the appropriate length of a 
modeled tidal signal needed to extract accurate harmonic constituents.  Simulations were 
performed at the start of a tidal epoch for consistency and produced modeled tidal signals 45 and 
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380 days in length.  From these two durations of tidal signals, a least squares harmonic analysis 
was performed on the last 30 and 365 days of the respective time-series (day 0 to 10 is a ramping 
period and 10 to 15 is a harmonic oscillation period) to extract amplitudes and phases for the 23 
frequencies at each station.  The two sets of harmonics were resynthesized to generate a 30 day 
tidal resynthesis which starts 15 days after the beginning of the epoch, in order to compare 
directly to the time-series for days 15 through 45.  The root mean square errors between the 
model output and the resyntheses are displayed in Table 5.3.  The analysis suggests that not only 
is a 30 day period sufficient, but that the 365 day harmonic constituents do not perform as well.  
However, considering that the difference is less than a millimeter which is outside the expected 
error tolerance of the model the two durations are nearly identical.  This determination is further 
validated through the work of Hsu (1999) who also determined duration to have little to no 
impact on extracted constituents.  Therefore, for computational efficiency, 30 day duration tidal 
signals will be utilized to determine harmonic constituents for resynthesis for the constituent 
analysis in the following section.   
Table 5.4 RMS error between resynthesis and model output for variable output durations 
Dames Point 
RMS error 
(cm)
Acosta Bridge 
RMS error 
(cm)
Buckman 
Bridge RMS 
error (cm)
Shands 
Bridge RMS 
error (cm)
Days of Modeling to Extract 
Harmonic Constituents  
23 Constituents for 30 Day 1.5 1.2 0.8 0.8 
23 Constituents for 365 Day 1.6 1.3 0.9 0.9 
*The days represent the simulation extent that resynthesis constituents were taken, there was also a 10 day ramping time and 5 day 
harmonic oscillation period beforehand  
 Where the 23 harmonic constituents described above have been used for coastal ocean 
modeling, transport models for estuarine and riverine systems use variable combinations of 
constituents for different modeling programs.  Hsu (1999) performed an analysis to determine 
the most efficient procedure for hydrodynamic and transport modeling calibration.  To find a 
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suitable number of harmonic constituents, the analysis examined the accuracy and efficiency if 
combinations of 20, 15, 11, 9, 5, and 2 constituents were used in a resynthesis.  The results 
showed that the use of nine tidal constituents (not including STEADY) to create a resynthesis of 
tidal water surface elevations was the most efficient while maintaining acceptable accuracy.   
The nine constituents’ amplitudes are ranked in Table 5.5 in yellow against the 23 constituents 
from the ADCIRC harmonic analysis to examine the relevance of each constituent chosen in 
terms of the Lower St. Johns River.  The nine constituents account for the top five amplitudes at 
all four stations and the top six amplitudes at the two downstream stations.  None of the 
remaining four to five constituents account for over 5% of the M2 tidal amplitude at any station.  
Except for the M4 constituent, all of the overtides have been omitted from this data set, including 
the M6 tidal constituent, which is particularly important to the upstream stations (8.7% of the M2 
tidal amplitude at Buckman Bridge and 12.1% of the Shands Bridge M2 tidal amplitude).   
The research project for the Lower St. Johns River conducted by Sucsy and Morris 
(2002) used only five constituents to resynthesize the tidal signal.    For the open ocean 
boundary, 21 tidal constituents were forced into the hydrodynamic model to create a model 
output signal where the five major harmonic constituents were extracted to create a resynthesis. 
It should be mentioned that the analysis period for this study was years in duration, where this 
thesis is focused on a more short term investigation.   The five constituents (red) utilized for 
resynthesis in the transport model are displayed in Table 5.6 ranked by amplitude against the 23 
constituents used by the least squares harmonic analysis.  These constituents primarily represent 
the five primary astronomic amplitudes (Table 4.2) for each station.  Not to be overlooked, the 
M4 overtide amplitude at Acosta Bridge is 10% compared to the M2 tidal amplitude, and again 
the M6 amplitude represents 12.1% of the M2 tidal amplitude at Shands Bridge, which could 
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impact the resynthesis accuracy at that location.  An analysis of these constituent combinations 
(23, 9, and 5) are compared against the actual model output to determine what combination 
would be the most efficient while maintaining the error tolerance. 
Table 5.5 Amplitude comparison for 9 constituents (yellow) from Hsu (1999) analysis with 23 ADCIRC constituents for 
each station 
Dames Point Acosta Bridge  Buckman Bridge  Shands Bridge 
Constituent Amplitude 
(cm) 
Constituent Amplitude 
(cm) 
Constituent Amplitude 
(cm) 
Constituent Amplitude 
(cm) 
-5.21 STEADY -4.07 STEADY -1.71 STEADY -1.36 STEADY 
50.88 M2     24.08 M2     13.27 M2     9.95 M2     
10.76 N2     4.81 N2     2.50 K1     1.88 N2     
8.76 S2     4.19 S2     2.28 N2     1.82 S2     
6.16 K1     2.76 K1     1.91 S2     1.62 K1     
3.98 M4     2.39 O1     1.30 O1     1.29 O1     
3.25 O1     1.77 M6     1.15 M6     1.21 M4     
MN     1.54 M6     1.57 2MN2   0.84 2MN2   0.74 
 
 
 
 
SM     1.39 2MN2   1.10 2MN6   0.60 2MN6   0.61 
1.36 SM     0.86 2MS2   0.56 2MS2   0.57 2MN2   
1.32 MN4    0.85 M4     0.53 M4     0.49 MN4    
1.28 MN     0.84 SM     0.38 P1     0.38 M6     
1.12 2MN6   0.82 P1     0.35 SM     0.32 MS4    
2MS2   0.97 2MS2   0.75 MN     0.25 MSN6   0.27 
K2     0.71 MS4    0.72 MSN6   0.23 M10    0.25 
0.70 P1     0.35 M10    0.23 MN     0.18 Q1     
2MN6   0.67 Q1     0.30 Q1     0.19 Q1     0.17 
P1     0.49 M8     0.30 MNS2   0.17 MNS2   0.16 
M8     0.36 MSN6   0.28 MN4    0.17 M8     0.14 
0.32 MNS2   0.24 K2     0.14 MN4    0.14 MNS2   
0.32 2SM2   0.15 M8     0.13 K2     0.13 MSN6   
0.20 K2     0.12 MS4    0.13 MS4    0.11 2SM2   
M10    0.05 M10    0.09 2SM2   0.11 2SM2   0.07 
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Table 5.6 Amplitude comparison for 5 constituents (red) from Sucsy and Morris (2002) analysis with 23 ADCIRC 
constituents for each station 
Dames Point Acosta Bridge  Buckman Bridge  Shands Bridge 
Constituent Amplitude 
(cm) 
Constituent Amplitude 
(cm) 
Constituent Amplitude 
(cm) 
Constituent Amplitude 
(cm) 
-5.21 STEADY -4.07 STEADY -1.71 STEADY -1.36 STEADY 
50.88 M2     24.08 M2     13.27 M2     9.95 M2     
10.76 N2     4.81 N2     2.50 K1     1.88 N2     
8.76 S2     4.19 S2     2.28 N2     1.82 S2     
6.16 K1     2.76 K1     1.91 S2     1.62 K1     
3.98 M4     2.39 O1     1.30 O1     1.29 O1     
3.25 O1     1.77 M6     1.15 M6     1.21 M4     
MN     1.54 M6     1.57 2MN2   0.84 2MN2   0.74 
SM     1.39 2MN2   1.10 2MN6   0.60 2MN6   0.61 
2MN2   1.36 SM     0.86 2MS2   0.56 2MS2   0.57 
MN4    1.32 MN4    0.85 M4     0.53 M4     0.49 
M6     1.28 MN     0.84 SM     0.38 P1     0.38 
MS4    1.12 2MN6   0.82 P1     0.35 SM     0.32 
2MS2   0.97 2MS2   0.75 MN     0.25 MSN6   0.27 
K2     0.71 MS4    0.72 MSN6   0.23 M10    0.25 
Q1     0.70 P1     0.35 M10    0.23 MN     0.18 
2MN6   0.67 Q1     0.30 Q1     0.19 Q1     0.17 
P1     0.49 M8     0.30 MNS2   0.17 MNS2   0.16 
M8     0.36 MSN6   0.28 MN4    0.17 M8     0.14 
MNS2   0.32 MNS2   0.24 K2     0.14 MN4    0.14 
MSN6   0.32 2SM2   0.15 M8     0.13 K2     0.13 
2SM2   0.20 K2     0.12 MS4    0.13 MS4    0.11 
M10    0.05 M10    0.09 2SM2   0.11 2SM2   0.07 
 
5.3 Tidal Constituent Results and Analysis  
 A constituent analysis is performed for all three of the above combinations by creating 30 
day resyntheses for each constituent set at each station.  In addition, the resyntheses were done 
beginning at the start of a tidal epoch, and for the 30 day data sets described in Chapter 3 for the 
historical data analysis.  This creates twelve data comparisons for each station where a root mean 
square error analysis is performed for each resynthesis against the model output.  Each root mean 
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square error is measured in centimeters and the error is normalized by the stations M2 amplitude.  
The established normalized error tolerance is 10% compared to the M2 tidal amplitude.  The 
result is to be able to determine the appropriate number of harmonic constituents required for a 
tidal resynthesis as well as displaying the variability of resynthesis accuracy depending on 
distance from the ocean boundary.   
 The results of the root mean square analysis are displayed in Table 5.7, with the blue bars 
displaying the magnitude of the RMS errors, and the red bars comparing the magnitudes of the 
errors normalized to the M2 amplitude.  Each time period is shaded similarly to compare errors 
from the different data sets.  This table displays that for the data sets, starting at the tidal epoch 
results in the smallest error in the resynthesis.  This is to be expected as all the frequencies are 
still close to being in phase causing little variability.  For the other three data sets, there is little 
variability when examining each constituent combination signifying that the errors due to the 
resynthesis are not heavily influenced by the time of year.   
The constituent combination displays discrepancies depending on the number of 
constituents chosen.  Utilizing nine harmonic constituents over the five major tidal frequencies 
decreases the RMS error at Dames Point an average of 1.0 centimeter (2.0% error as normalized 
by Dames Point M2 tidal amplitude) and 0.6 centimeters (2.5% error as normalized by the 
Acosta Bridge M2 tidal amplitude) for the Acosta Bridge station.   However, for the tidal stations 
located farther upstream the difference between two frequency combinations is minimal.   
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Table 5.7 23, 9, and 5 constituent RMS error comparison against model output (Blue bars represent RMS error (cm) 
comparison, red bars represent the error as normalized by M2 tidal amplitude) 
Time Period 23 9 5 23/M2 9/M2 5/M2
Dames Point Start of 
Epoch 1.5 2.8 3.8 2.9% 5.5% 7.5%
Dames Point High 
Extreme Data Set 2.1 3.0 4.1 4.1% 5.9% 8.1%
Dames Point Most 
Variable Data Set 1.9 2.8 3.7 3.7% 5.5% 7.3%
Dames Point Low 
Extreme Data Set 2.2 2.8 3.8 4.3% 5.5% 7.5%
Acosta Bridge Start of 
Epoch 1.2 2.2 2.8 5.0% 9.1% 11.6%
Acosta Bridge High 
Extreme Data Set 1.6 2.4 3.0 6.6% 10.0% 12.4%
Acosta Bridge Most 
Variable Data Set 1.6 2.2 2.8 6.6% 9.1% 11.6%
Acosta Bridge Low 
Extreme Data Set 1.8 2.2 2.9 7.5% 9.1% 12.0%
Buckman Bridge Start of 
Epoch 0.8 1.4 1.5 6.0% 10.5% 11.3%
Buckman Bridge High 
Extreme Data Set 1.2 1.6 1.6 9.0% 12.0% 12.0%
Buckman Bridge Most 
Variable Data Set 1.2 1.5 1.5 9.0% 11.3% 11.3%
Buckman Bridge Low 
Extreme Data Set 1.4 1.5 1.6 10.6% 11.3% 12.0%
Shands Bridge Start of 
Epoch 0.8 1.4 1.5 8.0% 14.0% 15.0%
Shands Bridge High 
Extreme Data Set 1.1 1.5 1.6 11.0% 15.0% 16.0%
Shands Bridge Most 
Variable Data Set 1.2 1.5 1.5 12.1% 15.0% 15.0%
Shands Bridge Low 
Extreme Data Set 1.3 1.5 1.5 13.1% 15.0% 15.0%
Number of Constituent's Root Mean Square Errors 
(cm) 
Percent of RMS Error As Normalized by the Stations 
M2 Tidal Amplitude
 
The 23 constituents in comparison to either the nine or five constituent combinations 
have marginally less error for all stations at all time periods.  The largest RMS error difference 
between the 23 constituents and nine constituents occurs at Dames Point during the start of an 
epoch with a 1.3 centimeter difference; however, this only constitutes 2.6% when normalized 
against the M2 amplitude at Dames Point.  The errors actually improve in relation to distance 
from the ocean when examining the period beginning at the start of an epoch to the maximum 
improvement of 6.0% at Shands Bridge using the 23 constituents.  The average improvement of 
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the normalized error percentages for the beginning of epoch period is 4.3% for the 23 
constituents over the nine constituents.  The improvement for the same period is even greater 
when compared to the five constituent set with a 5.9% improvement by using 23 constituents.  
The improvement for the other data periods is not as large with the 23 constituents improving on 
average 3.0% for the High Extreme data set over the nine constituents, 2.4% for the Most 
Variable, and 1.4% for the Low Extreme data set.  The improvements are even greater again 
when comparing the 23 constituents to the five constituents, with an average error reduction of 
4.4% for the High Extreme, 3.4% for the Most Variable, and 2.8% for the Low Extreme data 
sets.  Another interesting point is that the station that benefited the most from the use of all 23 
constituents was Acosta Bridge which saw an average of a 5.5% improvement for all durations 
over the five constituents.  However, when utilizing 23 constituents over the nine constituents, 
Shands Bridge saw the largest reduction in error with an average of 3.8% for all durations.  From 
these results, it is seen that using 23 constituents definitely improves the tidal resynthesis over 
using only nine or five constituents, but the improvement is not exorbitantly significant.  
The conclusion that the omission of overtides from a harmonic resynthesis decreases the 
overall accuracy of a tidal signal cannot be made from Table 5.6 due to the fact that additional 
tidal frequencies were omitted as well.  A more complete analysis was performed in finding all 
possible tidal frequencies (overtides or not).  
The major noticeable factor from Table 5.6 is that no matter which combination of 
constituents are used; none have a normalized error within the 10% tolerance limit at all stations 
and all time periods.  The five constituents may be used for a region downstream from Dames 
Point, but they do not satisfy the tolerance for any other location no matter the time period.  The 
nine constituents are acceptable up to Acosta Bridge, but not farther upstream where higher 
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harmonics have more influence.  The 23 constituent set contains higher harmonics, yet it does 
not satisfy the tolerance limit upstream from Acosta Bridge as well.  There is an improvement, 
but the signal still creates error larger than 10% of the M2 amplitude at Buckman Bridge and 
Shands Bridge.  This scenario demonstrates the need to discover which other harmonic 
frequencies (not available in the set of 23 constituent) influence the Lower St. Johns River and 
will improve the accuracy of the resynthesis. 
Another tool that produces harmonic constituents from a tidal signal is a programming 
script called T_Tide (Pawlowicz 2002).  As mentioned in the previous chapter, the basis for 
constituent determination is to utilize the Fourier series as the basis to overlay multiple 
sinusoidal curves of different frequencies to recreate a tidal signal.  The frequencies are 
determined by a least squares minimization routine (Godin 1972, Foreman 1977).  The T_Tide 
application uses the same principle as Equation 4.8 only with an exponential term represented by 
the equation: 
 
݄௡ eሺ௜ఠ೙௧ሻ ൅ ݄ି௡eሺି௜ఠ೙௧ሻ............................................................................................................(5.4) 
 
where the amplitude from Equation 4.8, ܪ௡, is a function of ݄௡ ൅ ݄ି௡ (Pawlowicz 2002).   Aside 
from the algorithm difference, T_Tide also chooses frequencies from 146 total tidal frequencies, 
of which 45 are astronomically based and 101 are due to shallow water influence.  This 
expanded availability allows this tool to select from a complete constituent list of harmonics 
present.    
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Table 5.8 T_Tide 30 harmonic constituents and corresponding frequencies 
Constituent 
Specie 
Frequency 
deg/hr 
STEADY 0.00 
MSF 1.02 
2Q1 12.85 
Q1 13.40 
O1 13.94 
NO1 14.50 
K1 15.04 
J1 15.59 
OO1 16.14 
UPS1 16.68 
N2 28.44 
M2 28.98 
S2 30.00 
ETA2 30.63 
MO3 42.93 
M3 43.48 
MK3 44.03 
SK3 45.04 
MN4 57.43 
M4 57.97 
MS4 58.99 
S4 60.00 
2MK5 73.01 
2SK5 75.04 
2MN6 86.41 
M6 86.95 
2MS6 87.97 
2SM6 88.99 
3MK7 102.00 
M8 115.94 
 T_Tide was applied with the model output tidal time series from ADCIRC to extract from 
the 146 constituents those that would accurately resynthesize the tidal signal.  The program 
returned the 30 frequencies that are listed in Table 5.7.  One discrepancy between the species 
naming by T_Tide and those 23 constituents employed in the ADCIRC least squares harmonic 
analysis (Table 5.1) is the MSF constituent in T_Tide is the same frequency as the SM 
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constituent from the ADCIRC least squares harmonic analysis and hereafter will be referred to as 
the SM tidal constituent.  While T_Tide was able to identify many more frequencies available, 
there are no higher harmonic frequencies.  In fact, the 23 constituent set contained the M10 
constituent whose frequency is 144.92 deg/hr which is higher than T_Tide’s highest frequency.  
For consistency, these frequencies are then put into the ADCIRC least squares harmonic analysis 
to generate the amplitudes and phases for each of the four stations.   
 The list of amplitudes ranked by size is displayed in Table 5.8 with those constituents that 
overlap in both the T_Tide extraction and the 23 constituent set highlighted in green.  Not 
including the STEADY, there are 13 constituents that are present in both applications set of 
constituents.  This creates 16 new frequencies that have been suggested through the use of 
T_Tide.  The largest additional amplitude value generated by T_Tide is the MK3 constituent at 
Dames Point with a value of 1.32 centimeters.  However, when normalized against the M2 tidal 
amplitude at Dames Point is only 2.6%.  The largest amplitude when normalized is the 2MS6 
constituent with 5.3% of the M2 tide at Shands Bridge.  The majority of the additional tidal 
constituents from T_Tide represent less than 1.5% of the M2 amplitude for each respective 
station.  While individually these are not significant, many smaller amplitude frequencies can 
impact a tidal signal when in phase.   
 The T_Tide program did add 17 new frequencies in its analysis, while not including ten 
frequencies found in the original set of 23 constituents.  In order to have a complete analysis of 
the possible frequencies, a new set combining both sets was created consisting of all available 39 
(excluding STEADY) constituents.  Similar to the frequencies from T_Tide, the set was inputted 
into the ADCIRC least squares harmonic analysis to generate amplitudes and phases for all 39 
constituents at each station.  The complete table of frequencies, phases, and amplitudes can be 
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found in Appendix B.  The two new constituent combinations are utilized to generate 30 day 
tidal resyntheses for all four time periods as performed for Table 5.6 with the previous 
constituent combinations.  An RMS error is then calculated for both the 30 and 39 constituent 
sets against each time periods model output.  The errors are than normalized by the M2 tidal 
amplitude at the respective station and displayed in Table 5.9 with the original 23 constituents 
from the ADCIRC least squares harmonic analysis for comparison.   
 The 30 constituents provided by T_Tide did not generate a more accurate resynthesis 
than the 23 constituents from the ADCIRC least squares harmonic analysis.  The RMS errors 
were not substantially larger using the 30 constituents over the 23 constituents, with a 
normalized error percentage average increase of only 0.7% at Dames Point, 0.5% at Acosta 
Bridge, 0.25% at Buckman Bridge, and 0.6% at Shands Bridge.  The similar result from the 30 
constituents combination still generates an error outside the tolerance limit of 10%. 
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Table 5.9 Amplitude comparison for 30 constituents from T_Tide with those included in the 23 ADCIRC constituents in 
green for each station 
Dames Point Acosta Bridge  Buckman Bridge  Shands Bridge 
Constituent Amplitude 
(cm) 
Constituent Amplitude 
(cm) 
Constituent Amplitude 
(cm) 
Constituent Amplitude 
(cm) 
-5.09 STEADY -4.01 STEADY -1.69 STEADY -1.35 STEADY 
50.98 M2 24.12 M2 13.30 M2 9.99 M2 
10.66 N2 4.74 N2 2.45 N2 1.75 N2 
9.06 S2 4.02 S2 2.08 K1 1.68 S2 
5.77 K1 2.55 K1 1.73 S2 1.42 K1 
4.01 M4 2.39 O1 1.32 O1 1.31 O1 
3.25 O1 1.78 M6 1.13 M6 1.19 M4 
1.43 M6 1.54 2MN6 0.62 2MN6 0.63 SM 
1.32 SM 0.88 M4 0.53 2MS6 0.53 MN4 
MK3 1.32 MK3 0.86 2MS6 0.50 M4 0.49 
1.25 MN4 0.86 MO3 0.45 2MK5 0.36 M6 
1.12 2MN6 0.85 MK3 0.43 SM 0.32 MS4 
MO3 1.02 MS4 0.72 SM 0.38 MO3 0.31 
2MN6 0.69 MO3 0.70 2MK5 0.38 MK3 0.30 
Q1 0.69 2MS6 0.70 3MK7 0.19 3MK7 0.22 
2MS6 0.54 2MK5 0.38 Q1 0.18 NO1 0.19 
2MK5 0.44 3MK7 0.32 MN4 0.17 Q1 0.16 
0.36 M8 0.30 NO1 0.16 M8 0.15 M8 
3MK7 0.25 Q1 0.30 ETA2 0.15 MN4 0.14 
SK3 0.21 ETA2 0.18 MS4 0.13 ETA2 0.12 
OO1 0.18 SK3 0.12 M8 0.13 J1 0.12 
NO1 0.17 OO1 0.11 M3 0.10 MS4 0.11 
ETA2 0.16 NO1 0.11 J1 0.10 2Q1 0.08 
J1 0.15 M3 0.09 2Q1 0.07 OO1 0.08 
M3 0.14 J1 0.09 SK3 0.07 M3 0.07 
S4 0.05 2SM6 0.07 OO1 0.07 SK3 0.05 
2Q1 0.05 2Q1 0.06 2SM6 0.05 2SM6 0.05 
2SM6 0.05 UPS1 0.02 UPS1 0.01 UPS1 0.01 
UPS1 0.04 S4 0.02 S4 0.01 S4 0.01 
2SK5 0.01 2SK5 0.01 2SK5 0.01 2SK5 0.00 
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Table 5.10 23, 30, and 39 constituent RMS error comparison against model output (Blue bars represent RMS error (cm) 
comparison, red bars represent the error as normalized by M2 tidal amplitude) 
Number of Constituents 23 30 39 23/M2 30/M2 39/M2
Dames Point Start of 
Epoch 1.5 1.8 0.7 2.9% 3.5% 1.4%
Dames Point High 
Extreme Data Set 2.1 2.8 1.4 4.1% 5.5% 2.8%
Dames Point Most 
Variable Data Set 1.9 2.3 1.6 3.7% 4.5% 3.2%
Dames Point Low 
Extreme Data Set 2.2 2.2 1.8 4.3% 4.3% 3.5%
Acosta Bridge Start of 
Epoch 1.2 1.3 0.6 5.0% 5.4% 2.5%
Acosta Bridge High 
Extreme Data Set 1.6 1.8 1.3 6.6% 7.5% 5.3%
Acosta Bridge Most 
Variable Data Set 1.6 1.9 1.6 6.6% 7.9% 6.8%
Acosta Bridge Low 
Extreme Data Set 1.8 1.7 1.6 7.5% 7.1% 6.6%
Buckman Bridge Start of 
Epoch 0.8 0.9 0.5 6.0% 6.8% 3.8%
Buckman Bridge High 
Extreme Data Set 1.2 1.3 1.1 9.0% 9.4% 7.9%
Buckman Bridge Most 
Variable Data Set 1.2 1.4 1.2 9.0% 10.2% 9.0%
Buckman Bridge Low 
Extreme Data Set 1.4 1.2 1.3 10.6% 9.2% 9.8%
Shands Bridge Start of 
Epoch 0.8 0.9 0.5 8.0% 9.0% 5.0%
Shands Bridge High 
Extreme Data Set 1.1 1.2 1.0 11.0% 12.0% 10.0%
Shands Bridge Most 
Variable Data Set 1.2 1.3 1.0 12.1% 13.4% 10.0%
Shands Bridge Low 
Extreme Data Set 1.3 1.2 0.9 13.1% 12.1% 9.0%
M2 Tidal Amplitude(cm) 
Percent of RMS Error As Normalized by the Stations Number of Constituent's Root Mean Square Errors 
 
 The 39 constituent resynthesis does generate either a similar or smaller error than the 23 
constituent for every station at every time period.  The improvement is more significant for the 
period beginning at a start of an epoch with an average normalized error percentage of 2.3% less 
than the error percentage of the 23 constituent resynthesis.  The average improvement for the 
other data periods is 1.2% by using the 39 constituents.  The greatest improvement that the 39 
constituent resynthesis has over the 23 is the performance at Shands Bridge.  The actual RMS  
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Table 5.11 Frequencies for 39 constituent set 
Constituent 
Specie 
Frequency 
deg/hr 
STEADY 0.00 
MN 0.54 
SM 1.02 
2Q1 12.85 
Q1 13.40 
O1 13.94 
NO1 14.50 
P1 14.96 
K1 15.04 
J1 15.59 
OO1 16.14 
UPS1 16.68 
MNS2 27.42 
2MS2 27.97 
N2 28.44 
M2 28.98 
2MN2 29.53 
S2 30.00 
K2 30.08 
ETA2 30.63 
2SM2 31.02 
MO3 42.93 
M3 43.48 
MK3 44.03 
SK3 45.04 
MN4 57.42 
M4 57.97 
MS4 58.98 
S4 60.00 
2MK5 73.01 
2SK5 75.04 
2MN6 86.41 
M6 86.95 
MSN6 87.42 
2MS6 87.97 
2SM6 88.98 
3MK7 101.99 
M8 115.94 
M10 144.92 
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error improvement appears small with the largest difference of 0.4 centimeters for the Low 
Extreme data set.  This translates to a 4% decrease in the RMS error percentage normalized to 
the M2 tidal amplitude.  The result creates a resynthesis combination that satisfies the tolerance 
of 10% for all stations and all time periods.   
 Now that a determination of a complete set of constituents has been completed, an 
analysis of the impact of the overtides from the 39 constituent set can be made.  The list of 
frequencies is displayed in Table 5.11 with the overtides in the shaded rows.  The two shaded 
regions represent the multiple influences that cause these overtides to develop.  As displayed in 
Chapter 4, the tidal frequencies with a fourth diurnal frequency are primarily the result of 
nonlinearity caused by shallow water continuity relative to the linear response out in the deep 
ocean and are shaded in blue (Parker 1991).  The higher frequencies are primarily generated by 
the frictional influence of the river bed distorting the wave and producing waves of much higher 
frequencies; these are highlighted in green.  The influence of the overtides was examined by first 
removing all frequencies in the shaded regions and generating a tidal resynthesis with those 
frequencies diurnal and smaller (21 total constituents).  Then, to analyze the influence of the 
different types of origins of higher harmonic frequencies, the third and fourth diurnal frequencies 
were included with the previous harmonics to generate a tidal resynthesis represented by 
astronomic and shallow water nonlinearity only (29 total constituents).  Both tidal resyntheses 
are then compared against the model output to produce an RMS error to measure the significance 
of the error generated by omitting certain overtides.   
 The results from the RMS error comparison for the overtides are displayed in Table 5.12.  
The first conclusion is the increase in error due to the overtides not being included in the 
resynthesis.  On average, the normalized error by the M2 amplitude increased from 6.0% to 
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10.6% at all stations for all time periods by eliminating the higher harmonic frequencies.  The 
effect at each station displays that Dames Point’s error increased by an average of 1.9 
centimeters (M2 normalized error of 3.8%), Acosta Bridge increased by 1.4 centimeters (5.7%), 
Buckman Bridge’s error was raised 0.4 centimeters (3.1%), and Shands Bridge average error 
went up 0.5 centimeters (5.8%) over all the time periods.  Interestingly, the error influenced by 
overtides was not dependent particularly on position in the river, and that the overtides are 
important to both upstream and downstream stations.  However, the frequency of the influential 
overtide is unique to the station location.   
   
Table 5.12 Complete constituent set, higher harmonic omission, and only fourth diurnal and lower RMS analysis 
 
Number of Constituents With Higher Harmonics (39 Constituents)
Without Higher Harmonics 
(21 Constituents)
With only third and 
fourth diurnal Higher 
Harmonics             
(29 Constituents)
39/M2 21/M2 29/M2
Dames Point Start of 
Epoch 0.7 3.1 1.3 1.4% 6.1% 2.6%
Dames Point High 
Extreme Data Set 1.4 3.4 1.6 2.8% 6.7% 3.1%
Dames Point Most 
Variable Data Set 1.6 3.2 1.6 3.2% 6.3% 3.2%
Dames Point Low 
Extreme Data Set 1.8 3.5 2.0 3.5% 6.9% 3.9%
Acosta Bridge Start of 
Epoch 0.6 2.5 1.5 2.5% 10.4% 6.2%
Acosta Bridge High 
Extreme Data Set 1.3 2.7 1.7 5.3% 11.2% 7.1%
Acosta Bridge Most 
Variable Data Set 1.6 2.6 1.7 6.8% 10.8% 7.1%
Acosta Bridge Low 
Extreme Data Set 1.6 2.8 1.9 6.6% 11.6% 7.9%
Buckman Bridge Start of 
Epoch 0.5 1.3 1.2 3.8% 9.8% 9.0%
Buckman Bridge High 
Extreme Data Set 1.1 1.4 1.3 7.9% 10.5% 9.8%
Buckman Bridge Most 
Variable Data Set 1.2 1.4 1.4 9.0% 10.5% 10.5%
Buckman Bridge Low 
Extreme Data Set 1.3 1.6 1.5 9.8% 12.0% 11.3%
Shands Bridge Start of 
Epoch 0.5 1.3 1.2 5.0% 13.0% 12.0%
Shands Bridge High 
Extreme Data Set 1.0 1.4 1.3 10.0% 14.0% 13.0%
Shands Bridge Most 
Variable Data Set 1.0 1.4 1.3 10.0% 14.0% 13.0%
Shands Bridge Low 
Extreme Data Set 0.9 1.6 1.5 9.0% 16.0% 15.0%
Number of Constituent's Root Mean Square Errors (cm) Tidal Amplitude
Percent of RMS Error As Normalized by the Stations M2 
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The eight tidal constituents (MO3, M3, MK3, SK3, MN4, M4, MS4, and S4) with a 
frequency between 40 and 60 degrees per hour were added to the 21 constituents from the no 
higher harmonics analysis to isolate their influence.    The accuracy was greatly improved by the 
addition of these eight overtides at Dames Point where the average RMS error was 1.6 
centimeters (3.2% of the M2 tidal amplitude) which is only a difference of 0.2 centimeters 
(0.5%) from the complete 39 tidal constituent resynthesis.  The Most Variable period produced 
nearly identical RMS errors whether utilizing the 39 constituents or the 29 constituents for a 
resynthesis.  The other downstream station at Acosta Bridge displayed better accuracy with the 
addition of the third and fourth diurnal frequencies with the RMS error on average of 1.7 
centimeters (7.1%) compared to the 39 constituent resynthesis which had an average RMS error 
of 1.3 centimeters (5.3%).  As mentioned earlier, the geometry of the region suggests that 
friction is not as much of an influence in the propagation of overtides and that the third and 
fourth diurnal frequencies should be more dominant at the downstream stations.  The analysis 
supports the conclusion that both downstream locations are influenced more by the geometry and 
its effect on shallow water continuity in terms of a source of dominant overtides in the region.     
The geometry of the upstream region suggests that friction is the dominant source of 
overtides due to the large bottom surface area, and shallower bathymetry.  The Buckman Bridge 
station experienced the same average RMS error of 1.4 centimeters for both the no higher 
harmonic resynthesis and the resynthesis done with the third and fourth diurnal constituents 
added (MO3, M3, MK3, SK3, MN4, M4, MS4, and S4).  There was a slight decrease of error 
when comparing the average normalized percent of the M2 amplitude of 0.5%.  However, when 
comparing the results to the complete 39 constituent resynthesis almost all the additional error is 
due to omission of higher harmonics generated by frictional influence.  The Shands Bridge saw 
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slightly improved results from Buckman Bridge due to the additional eight constituents with an 
RMS error of 0.1 centimeter (1.0%).  This could be attributed to the cross sectional width being 
almost half the amount of that at Buckman Bridge, creating slightly increased dependence on the 
third and fourth higher harmonic constituents.  Although, there is still a 0.4 centimeter (4.8%) 
difference between the complete 39 constituent resynthesis and the third and fourth harmonic 
only resynthesis which indicates that the frictional overtides are still dominant for Shands 
Bridge.   
It is important to include all the overtides to accurately represent the tidal signal for the 
Lower St. Johns River and produce the best possible resynthesis.  However, it has been shown 
that for downstream stations in the Lower St. Johns River, at a minimum the third and fourth 
diurnal tidal frequencies should be included for an accurate resynthesis.  For the upstream 
stations, the third and fourth frequencies only provide a slight improvement, and the frequencies 
higher than that of fourth diurnal are required at a minimum for an accurate resynthesis.  The 
physical geometry of each reach of the river is important to understanding which overtides are 
important to include in a resynthesis.   The conclusion from the constituent analysis is that 39 
constituents extracted from the modeled tidal signal for a 30 day period would create a 
resynthesis satisfactory to utilize as input for a salinity transport model.  These 39 constituents 
still do not fully represent the original tidal signal completely and more constituents could 
improve the overall accuracy.  However, for the scope of this thesis a resynthesis from all 39 
constituents from a 30 day period is recommended for the Lower St. Johns River.    
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CHAPTER 6. CONCLUSION/FUTURE WORK 
The physical features required to accurately simulate the longitudinal extent of salinity intrusion 
in the Lower St. Johns River have been the primary objective of this research.  There have been 
two primary focal points to this analysis.  First, investigating the forcing mechanisms by 
comparing historical data sets to the salinity measurements for similar time periods was 
performed to examine importance of each mechanism and their influence as a whole.  Secondly, 
an analysis on the harmonic constituents required to appropriately reproduce an accurate tidal 
signal for the Lower St. Johns River was completed to provide an accurate tidal input into a 
model simulation.  The analysis was completed for three data periods in 1999 that represent the 
peak salinity, most variable, and low periods of salinity.  This was performed at four stations 
located in the lower reach of the river at Dames Point, Acosta Bridge, Buckman Bridge, and 
Shands Bridge.   
 The historical data analysis displayed the degree of importance that each major physical 
influence has on salinity transport for the Lower St. Johns River.  The 30 day analysis period 
limits the primary influences to wind advection, freshwater inflow, and tides.  Sub-tidal flow 
requires a period of years and is of possible interest to investigate further in future work.  The 
analysis displayed the importance of duration to the dominance of each particular physical 
feature.  In terms of hourly to a day period, the tidal diurnal frequency dominates the salinity 
intrusion at a point.  Freshwater inflow does have an influence over thirty days, though it is more 
of a climatological influence whose impact is more prominent for periods from months to a year.  
The thirty day period suggests that wind advection is the primary physical forcing manipulating 
salinity intrusion behavior.  Wind direction and intensity will influence the intensity of intrusion 
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from the ocean; however, during extreme conditions (such as a hurricane) the influence of the 
storm surge is more dominant than the extreme winds blowing across the surface.   
 The primary input to a salinity transport model are the harmonic tidal constituents 
extracted from a tidal signal for the area of interest.  The influence of the tidal signal can 
propagate as much as 170 kilometers upstream in the St Johns River due to the low-flow 
conditions.  A constituent analysis was performed examining the accuracy of combinations of 5, 
9, 23, 30, and 39 constituents from two separate frequency extraction applications.  The results 
displayed that the combination of 39 constituents created a resynthesis that remained within the 
error tolerance for all time periods and all stations.  The analysis also revealed the importance of 
the higher harmonic terms and their influence depending upon the geometric differences of 
upstream versus downstream.    Different frequency higher harmonic terms are more important 
to resynthesis accuracy depending on your location in the Lower St. Johns River.  However, for 
an accurate representation of a tidal signal for the entire domain the minimum of 39 constituents 
is recommended. 
 There are many opportunities to expand upon this analysis as this thesis was intended to 
be a preliminary salinity transport application investigating the physics behind the simulation.  
The next phase of this research is to expand upon the modeling to incorporate many of the 
features discussed in this thesis.  First, a complete and stable model utilizing 39 tidal constituents 
will need to be simulated for the Lower St. John River.  Once the tides are accurately represented 
in the transport of salinity through a domain as complex as the Lower St. Johns River, the 
influence of wind advection and freshwater inflow should be added to continue improving the 
model’s representation of the actual system.  After the model makes these additional 
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advancements and has been verified it may be used for practical engineering applications such as 
dredging or fresh water withdrawal.   
 Additional future work would be to investigate the additional accuracy a three-
dimensional model may obtain over a two-dimensional model.  The BEST-3D model (Yeh 2007) 
has been verified as an effective three-dimensional model for transport modeling for estuarine 
studies.  An effective transport model also has more applications than simply salinity.  Water 
quality issues involving pollutant transport can be solved by effective transport modeling.  There 
are many applications that transport modeling can influence expanding over multiple disciplines.  
The primary basis, however, is to understand the physics that the model is trying to reproduce.  
So to conclude it is the aspiration that this thesis will serve as a guide to understanding the 
physical mechanisms that force transport of salinity in order to further expand upon the modeling 
processes that are currently being used.   
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APPENDIX A.  STATION HISTORICAL DATA  
 
Figure A-1 Dames Point “High Extreme” data set historical data analysis a) Hourly salinity b) Daily average wind and 
salinity c) Daily average precipitation and salinity d) Hourly tidal elevation and salinity 
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Figure A-2 Acosta Bridge “High Extreme” data set historical data analysis a) Hourly salinity b) Daily average wind and 
salinity c) Daily average precipitation and salinity d) Hourly tidal elevation and salinity 
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Figure A-3 Buckman Bridge “High Extreme” data set historical data analysis a) Hourly salinity b) Daily average wind 
and salinity c) Daily average precipitation and salinity d) Hourly tidal elevation and salinity 
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Figure A-4 Shands Bridge “High Extreme” data set historical data analysis a) Hourly salinity b) Daily average wind and 
salinity c) Daily average precipitation and salinity d) Hourly tidal elevation and salinity 
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Figure A-5 Dames Point “Most Variable” data set historical data analysis a) Hourly salinity b) Daily average wind and 
salinity c) Daily average precipitation and salinity d) Hourly tidal elevation and salinity 
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Figure A-6 Acosta Bridge “Most Variable” data set historical data analysis a) Hourly salinity b) Daily average wind and 
salinity c) Daily average precipitation and salinity d) Hourly tidal elevation and salinity 
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Figure A-7 Buckman Bridge “Most Variable” data set historical data analysis a) Hourly salinity b) Daily average wind 
and salinity c) Daily average precipitation and salinity d) Hourly tidal elevation and salinity 
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Figure A-8 Shands Bridge “Most Variable” data set historical data analysis a) Hourly salinity b) Daily average wind and 
salinity c) Daily average precipitation and salinity d) Hourly tidal elevation and salinity 
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Figure A-9 Dames Point “Least Extreme” data set historical data analysis a) Hourly salinity b) Daily average wind and 
salinity c) Daily average precipitation and salinity d) Hourly tidal elevation and salinity 
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Figure A-10 Acosta Bridge “Least Extreme” data set historical data analysis a) Hourly salinity b) Daily average wind and 
salinity c) Daily average precipitation and salinity d) Hourly tidal elevation and salinity 
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Figure A-11 Buckman Bridge “Least Extreme” data set historical data analysis a) Hourly salinity b) Daily average wind 
and salinity c) Daily average precipitation and salinity d) Hourly tidal elevation and salinity 
*NOTE: Shands Bridge station for the “Least Extreme” data set is not included due to the 
salinity variability does not exceed the error tolerance of the salinity gauge introducing more 
sources of influence than covered in this thesis. 
Date (October 29th to November 29th, 1999)
W
in
d 
Sp
ee
d 
(m
ph
) P
os
iti
ve
 W
in
ds
 a
re
 fr
om
 N
or
th
 a
nd
 E
as
tWind
Salinity
b
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
S
al
in
ity
 (P
SS
)
 
 
29 30 31 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28
0
0.5
1
Date (October 29th to November 29th 1999)
 D
ai
ly
 P
re
ci
pi
ta
tio
n 
(in
)
Precipitation
Salinity
c
2
0.5
1
1.5
S
al
in
ity
 (P
S
S)
 
 
30 31 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29
-0.2
0
0.2
Date (October 30 to November 29, 1999)
D
ev
ia
tio
n 
fro
m
 N
A
VD
88
 (m
)
Salinity
Tidal Elevation
d
121 
 
 
 
APPENDIX B. 39 CONSTITUENT FREQUENCY, PHASE, AND 
AMPLITUDES FOR EACH STATION 
 
 
Table B.1 Frequencies for 39 constituent set 
 
Constituent 
Specie 
Frequency 
deg/hr 
Constituent 
Specie 
Frequency 
deg/hr  
STEADY 0.00 2SM2 31.02  
MN 0.54 MO3 42.93 
 SM 1.02 M3 43.48 
2Q1 12.85 MK3 44.03 
 Q1 13.40 SK3 45.04 
O1 13.94 MN4 57.42 
 NO1 14.50 M4 57.97 
P1 14.96 MS4 58.98 
 K1 15.04 S4 60.00 
J1 15.59 2MK5 73.01 
 
OO1 16.14 2SK5 75.04 
UPS1 16.68 2MN6 86.41  
MNS2 27.42 M6 86.95 
2MS2 27.97 MSN6 87.42  
N2 28.44 2MS6 87.97 
 M2 28.98 2SM6 88.98 
2MN2 29.53 3MK7 101.99 
 S2 30.00 M8 115.94 
K2 30.08 M10 144.92 
 ETA2 30.63 
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Table B.2 Amplitude and phase at each station for the 39 constituent set 
Dames Point Acosta Bridge  Buckman Bridge  Shands Bridge 
Constituent Amplitude 
(cm) 
Phase 
(deg) 
Constituent Amplitude 
(cm) 
Phase 
(deg) 
Constituent Amplitude 
(cm) 
Phase 
(deg) 
Constituent Amplitude 
(cm) 
Phase 
(deg) 
STEADY -5.13 0.00 STEADY -4.01 0.00 STEADY -1.64 0.00 STEADY  -1.29 0.00 
M2      50.91 35.91 M2     24.07 67.01 M2     13.27 102.81 M2      9.95 162.25 
N2      10.81 23.55 N2     4.84 55.19 N2     2.52 91.60 N2      1.84 147.77 
S2      8.06 54.52 S2     3.65 86.49 S2     1.95 122.55 K1      1.66 310.94 
K1      5.87 214.72 K1     2.60 245.15 K1     1.72 279.83 S2      1.34 178.43 
O1      4.02 229.64 M4     2.38 322.90 O1     1.32 293.42 O1      1.31 321.14 
M4      3.20 252.81 O1     1.79 263.09 M6     1.15 77.71 M6      1.20 191.94 
MN      1.50 194.24 M6     1.56 337.47 2MN2   0.78 281.15 2MN2    0.70 353.16 
K2      1.43 73.24 2MN2   1.01 243.97 2MN6   0.62 60.61 2MN6    0.63 174.82 
SM      1.38 188.85 MK3    0.86 98.55 2MS2   0.58 256.21 2MS2    0.58 328.85 
MK3     1.32 49.09 2MN6   0.85 320.76 M4     0.53 63.74 2MS6    0.52 207.95 
MN4     1.31 233.18 SM     0.85 187.17 2MS6   0.49 90.85 M4      0.49 172.57 
M6      1.28 287.64 MN4    0.85 307.21 MO3    0.44 143.17 2MK5    0.36 328.60 
2MN2    1.24 211.32 MN     0.82 197.23 MK3    0.44 140.10 MO3     0.31 204.41 
MS4     1.11 256.58 2MS2   0.78 218.36 2MK5   0.38 227.36 SM      0.30 172.51 
MO3     1.01 53.96 MS4    0.72 333.60 SM     0.37 176.80 MK3     0.30 202.39 
2MS2    1.01 188.10 MO3    0.69 104.20 MN     0.23 216.18 M10     0.25 257.98 
2MN6    0.70 268.95 2MS6   0.69 350.32 K2     0.23 148.05 MSN6    0.24 315.61 
Q1      0.69 219.07 K2     0.56 109.28 M10    0.23 44.50 3MK7    0.21 288.98 
2MS6    0.53 297.65 2MK5   0.38 133.49 MSN6   0.19 208.66 NO1     0.19 120.55 
2MK5    0.45 90.05 3MK7   0.32 46.27 3MK7   0.19 143.41 MN      0.16 231.86 
M8      0.35 101.34 M8     0.29 241.82 Q1     0.18 273.97 Q1      0.16 303.55 
MNS2    0.30 175.44 Q1     0.29 246.77 MNS2   0.16 244.51 MNS2    0.15 309.83 
MSN6    0.28 78.88 MSN6   0.22 105.62 MN4    0.16 49.66 K2      0.15 217.49 
3MK7    0.25 304.34 MNS2   0.22 206.22 NO1    0.15 99.25 M8      0.14 225.71 
SK3     0.21 41.28 ETA2   0.16 321.27 MS4    0.14 76.16 MN4     0.14 162.32 
ETA2    0.21 291.75 SK3    0.12 88.61 M8     0.13 18.34 P1      0.12 168.44 
NO1     0.17 356.84 P1     0.10 70.64 ETA2   0.12 354.35 MS4     0.12 195.70 
P1      0.16 37.34 NO1    0.10 59.80 P1     0.10 133.00 J1      0.11 130.59 
OO1     0.16 79.93 OO1    0.10 117.18 M3     0.09 13.02 ETA2    0.10 62.17 
J1      0.15 16.66 J1     0.09 61.18 J1     0.09 105.94 OO1     0.09 193.32 
M3      0.13 348.68 M10    0.09 232.41 SK3    0.08 131.85 2Q1     0.08 65.61 
2SM2    0.07 221.83 M3     0.09 357.18 OO1    0.07 163.59 M3      0.07 72.04 
S4      0.05 265.67 2SM6   0.07 2.99 2Q1    0.07 52.74 SK3     0.05 194.50 
M10     0.05 316.71 2SM2   0.06 265.83 2SM2   0.04 303.95 2SM6    0.04 230.75 
2SM6    0.04 287.13 2Q1    0.05 72.96 2SM6   0.04 103.53 2SM2    0.03 1.55 
2Q1     0.03 64.51 S4     0.02 24.31 UPS1   0.01 353.98 UPS1    0.01 26.03 
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UPS1    0.01 285.06 UPS1   0.01 318.17 S4     0.01 175.65 S4      0.01 275.88 
2SK5    0.01 238.90 2SK5   0.01 330.86 2SK5   0.00 13.45 2SK5    0.00 116.14 
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