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One would assume that a “reasonable” operator should map computable 
input data onto computable solutions. It is perhaps surprising that many of 
the standard operators of analysis and physics fail to do this. In this article, 
we shall determine precisely which linear operators do, and which do not, 
preserve computability. 
There are three main themes in this article. The first is the Main Theorem, 
which delineates the linear operators that preserve computability. The second 
is an axiomatic treatment of “computability” on Banach spaces. The third is 
an intrinsic definition of “computability” in LP-spaces and related spaces. A 
wide variety of applications to physics and analysis follow by combining 
these three themes. 
Our concept of “computability” in analysis derives in a direct way from 
the standard notion of a recursive function. Here the term “recursive 
function” refers to a function from the nonnegative integers into themselves. 
This is the only notion from mathematical logic which is presupposed in this 
article. All extensions (including the classical Grzegorczyk-Lacombe 
definition for computable continuous functions) are spelled out. Our primary 
concern in this regard is to present a concept of “computability” on a 
Banach space sufficiently strong to decide between operators which do and 
do not preserve computability. This concept is expressed axiomatically, and 
the Main Theorem is formulated in terms of these axioms. 
In order to apply the theorem in a way which has genuine recursion- 
theoretic content, we need intrinsic definitions of computability for Lp and 
other spaces4efinitions which are just as natural as the standard 
Grzegorczyk definition for computable continuous functions. We shall see 
that there is such a definition for any function space in which the 
Grzegorczyk computable functions are a dense subset. In summary, while 
our notion of “computability” on Lp and related spaces is an intrinsic one, 
our axioms are deliberately minimal-merely sufficient to delineate the class 
of computable linear operators. 
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Main Theorem. At this stage we prefer to state the main theorem 
somewhat informally and not in its full generality. The theorem involves a 
linear operator T from one Banach space of functions to another. Although 
our results apply to arbitrary domains in R”, for simplicity we assume that 
the functions are supported on a compact interval [u, b]. We have two side 
conditions: 
(a) the operator T is closed; 
(b) T acts effectively on the sequence of polynomials .Y’,x’, x’,... . 
(The definition of closed operators and a summary of their relevant 
properties are given in Section 1. Condition (b) will be replaced by a much 
weaker hypothesis of effective generating sets in Section 2.) 
Conditions (a) and (b) do not impose a major limitation. Virtually every 
operator of any consequence in classical analysis or physics is closed and 
acts effectively on the sequence (x”}. Putting these technical restrictions to 
one side, we have our main result: 
Bounded operators preserse computability; unbounded operators do not. 
Of course, it is common practice for analysts, in studying a particular 
linear operator, to seek norms such that the operator is bounded. The above 
theorem shows that this practice is not merely prudent, but necessary. In 
other words, the time-honored device of tailoring the norm to the problem at 
hand is seen--in a precise and not merely heuristic sense-as the necessary 
and sufficient means for preserving computability. 
Once the Main Theorem is established, applications fall out effortlessly. 
We have included a fair sample in Theorems 1 to 14. These will be discussed 
in greater detail below, but we mention that they include the computability 
theory of Fourier series and transforms, and various equations of classical 
physics-the wave, heat, and potential equations. 
Axioms. In order to extend our results beyond the classical case 
(Grzegorczyk’s definition of computable continuous functions), we shall 
axiomatize the notion of a “computability theory” on a Banach space X. In 
this axiom system, we assume that certain elements and sequences of 
elements in X are designated as “computable.” We note that we do not 
define “a computable Banach space”; we begin with a pre-existing Banach 
space and define a computability theory on it. This distinction is important: 
it means that we do not have to develop Banach space theory over again. It 
also accords with the recursion-theoretic veiwpoint, in which the computable 
objects are considered a subclass of the corresponding set of all objects. 
Now we give a brief description of the axioms. The undefined notion is a 
computable sequence x, of elements of a Banach space X. The term 
“recursive function” is understood in the classical sense as a mapping 
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a: N -+ N. Then the first two axioms are purely recursion theoretic: (1) 
(composition) if the sequence x, is computable in X, and a(n) is a recursive 
function, then x,(,,) is computable; and (2) (insertion) if x, and y, are 
computable in X, then SO is x0, y,, x1, y,, x2, y, ,... . The third axiom 
concerns linearity: (3) the vector operations of addition and scalar 
multiplication in X are computable. The last two axioms are analytic, 
involving (4) computability of the sequence of norms ]]xJ, and (5) 
computability of effective limits. For a detailed description, see Section 2. 
LP-computability. Although the axioms can support more than one 
notion of computability, there is, in the case of LP[a, b], an intrinsic 
definition. For here we are not operating in a vacuum. In the classical case 
of C[a, b], with the uniform norm, there is the standard definition of 
Grzegorczyk, which is foundationally satisfying and historically established. 
Now C[a, b] is dense in LP[a, b] for every p < co, and this forms the basis 
for our definition. Let p > 1 be a computable real. We say that a function 
f E LP[a, b] is computable if there exists a computable sequence g, E C[a, b] 
(in the sense of Grzegorczyk) which converges effectively to f in the L”- 
norm. This is analogous to the well-known definition of the computable reals 
as the effective closure of the rationals. (Incidentally, we can allow p = 0~) in 
this definition, where, of course, the L”-norm is the uniform norm. This is 
perfectly consistent, and simply gives us back Grzegorczyk’s class of 
computable, continuous functions.) The generalization of these notions to 
Lp(-00, co) will be taken up in Section 4. 
Other definitions suggest themselves, but they are equivalent. For example, 
if we tried to effectivize the classical development of measure and LP-theory, 
we might begin by postulating that certain step functions-those with 
computable end points and values-are computable. Then we would take the 
effective closure of these functions in the LP-norm. Instead of step functions 
on ]a, b], we might prefer to use computable polynomials. Or, on [O, 2n], we 
might take computable trigonometric functions. It makes no difference: the 
end result-the class of computable LP-functions-is the same. 
More generally, we can replace the step functions/polynomials/trigono- 
metric functions by any “effective generating set,” a notion which is defined 
in Section 2. In summary, the LQomputable functions on [a, b ] can be 
equivalently defined as the effective closure in Lp of any of the following 
sets: (i) the Grzegorczyk computable functions, (ii) the computable step 
functions, (iii) the computable polynomials, (iv) the computable 
trigonometric functions, or (v) any effective generating set. Similar 
considerations apply to any Banach space of functions on ]a, b] in which the 
Grzegorczyk computable functions form a dense subset. 
Applications. A key feature of our approach is that we use a variety of 
Banach space norms, sometimes even considering several norms in 
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connection with the same problem. For example, in [ 141 it was shown that 
the wave equation with computable initial data can have a noncomputable 
solution. This is an immediate consequence of our Main Theorem: we need 
only observe that the Kirchhoff solution operator for the wave equation is 
unbounded in the uniform norm. On the other hand, if we use a norm which 
is better adapted to the wave equation, the so-called “energy norm,” then 
computability is preserved. 
The solution operator for the heat equation is bounded in the uniform 
norm. Hence this operator preserves computability in the classical (uniform, 
Grzegorczyk) sense. A similar result holds for Laplace’s equation on regions 
of suitable shape. 
For Fourier series and transforms, the cases of boundedness from L” (or 
I”) to L’ (or 1’) are well known. Therefore we know precisely for which p 
and I the Fourier transform preserves computability. 
A similar analysis could be made for many other standard transfor- 
mations, e.g., the Hilbert transform, although for reasons of space we have 
not done so here. 
Even very elementary transformations T lead to nontrivial results. For 
example, by taking T= d/dx, we recover a theorem of Myhill [ 111, which 
solved a problem that Grzegorczyk had posed ten years earlier. By letting T 
be the identity map (injection) from Lp [a, b] + L’[a, b], we obtain a 
complete description of the relation between LP-computability and L’- 
computability. Thus, for example, a function may belong to both Lp and L’, 
and be computable in Lp, but not computable in L’. 
Summary of the sections. Section 1 deals with the preliminaries. All of 
the essential facts from functional analysis and recursive analysis are 
presented, so that the article is self-contained. The reader is advised to skim 
this section and return to it when necessary. Section 2 contains the axioms 
together with the Main Theorem. All numbered theorems are applications of 
the Main Theorem. Section 3 presents a variety of applications in the context 
of the classical Grzegorczyk case (computable continuous functions). 
Section 4 deals with LP-spaces. The first two subsections of Section 4 give 
the generic definitions of computability for Lp[[a, b], Lp(-03, co), and Ip, 
and demonstrate that LQomputability differs from L’-computability for 
p # r. The last two subsections of Section 4 treat more detailed topics: 
necessary and sufficient conditions for the computability of Fourier series 
and transforms, and for the computability of step functions. Section 5 treats 
three partial differential equations of classical physics: the wave, heat, and 
potential equations. Section 6 deals with the notion of weak computability on 
a Banach space. Finally, Section 7 demonstrates, with specific counterex- 
amples from classical analysis, that two of our assumptions (the assumption 
of a closed operator and the norm axiom) are necessary for the Main 
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Theorem. Most of our axioms (e.g., linearity) would be assumed as a matter 
of course, and so we focus on the two assumptions which are slightly more 
subtle. 
1. BASIC DEFINITIONS AND FACTS 
Since the techniques in this article are drawn from two different 
areas-recursion theory and functional analysis-we give the necessary 
background information from both fields. The reader is advised to glance 
briefly at this section and return to it when necessary. 
We begin with functional analysis. The ideas of a Banach space, and of a 
bounded (i.e., continuous) linear operator from one Banach space to another, 
are assumed known. For our work, we need the more general notion of a 
closed operator: 
A closed linear operator T is one that has a closed graph. More precisely, 
let T: X+ Y, where X and Y are Banach spaces. In general, T is not 
everywhere defined: the domain of T is a linear subspace dam(T) which is 
dense in X. Then T is closed if its graph is a closed subset of XX Y. 
Equivalently, T is closed if and only if 
x, + x in X, TX, + y in Y 
implies 
x E dam(T) and TX = y. 
We remark that by the closed graph theorem, a closed operator T has 
domain =X if and only if T is bounded. Trivially, any bounded operator 
with domain X is closed. 
It is easy to verify that all of the operators which we shall consider in this 
article are either closed or possess closed extensions. For the sake of 
completeness, we indicate briefly how this is done. The trick is to consider 
other topologies, weaker than the norm topology on the Banach space, in 
terms of which the operator T is continuous. Such topologies abound: e.g., 
the topology of Schwartz distributions sufftces for every operator we shall 
deal with. The salient point is contained in the following simple observation. 
PROPOSITION. Let T: X-, Y be an unbounded operator with dense 
domain in X. Suppose there exist Hausdorff topologies t, and r2 on X and Y, 
respectively, which are weaker than the norm topologies, and such that T is 
continuous in terms of t, and r2. Then T has an extension to a closed 
operator from X to Y. 
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Proof: Let G be the graph of T in XX Y, and let G be its closure. The 
only difficulty is that C? might not be the graph of a single-valued function: 
i.e., we might have x, + 0 in the norm of X and TX, -+ y # 0 in Y. But under 
the above assumptions, this cannot happen. For -Y, + 0 in X implies x,, --t 0 in 
the weaker topology r,; similarly, TX, -+ J’ in Y implies T-Y,, + y in the 
topology r2. If JI# 0, this contradicts the continuity of T in terms of r, and 
T?. 
Incidentally, when an operator T has a closed extension, it is conventional 
to assume that this extension has been made and to say that T is closed. We 
shall follow this convention. 
We turn to recursive analysis. Here we remark in passing that the 
approach of recursion theory differs from that of the intuitionists such as 
Brouwer and Heyting, the Leningrad school of Sanin and others, and the 
work of Bishop-all of whom are concerned with constructive methods of 
proof (cf. [Z, 3, 7, 16, 191). However, there are points of contact. For other 
work related to our article cf. [l, 8, 10, 171. 
We assume as known the idea of a recursive function from the set N of 
natural numbers into itself, or from N4 + N. Then a sequence (r,, ] of rational 
numbers is called computable if there exist three recursive functions a, b, s 
from N to EJ such that r, = (-l)““‘[a(n)/b(n)]. Similarly we define a 
computable double or q-fold sequence of rationals. We remark that the set of 
all rationals can be arranged in a computable sequence. 
DEFINITION. A real number x is called computable if there is a 
computable sequence of rationals (r,} which converges effectively to ?c; this 
means that there is a recursive function e(n) for which 
k > e(n) implies /x - rI,I < lo-“. 
Then, passing effectively to the subsequence (r;} = (re,nj). we have 
Ix - r;j < lo-” for all n. 
Thus we need two conditions: that the sequence (r,} is computable, and 
that the convergence is effective. The idea of effective convergence plays a 
crucial role in our proofs. 
DEFINITION. A sequence of real numbers (xk} is called computable if 
there is a computable double sequence of rationals (r,,} such that 
Jxk - rknl < lo-” for all k, n. 
A vector (xi ,..., x9) E R9 is called computable if each of its components is a 
computable real; similarly for sequences of q-vectors. 
We come now to the notion of a computable function f: Rq + IF: ’ . This is 
a central notion in recursive analysis, and we briefly retrace its history. For 
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simplicity, we first consider the case where f is defined on a closed bounded 
rectangle Zq = {ai <xi < bi, 1 <i < q} in Rq, whose endpoints ai, bi are 
computable reals. Banach and Mazur proposed the definition: a function 
f: Zq + R’ is computable if it is sequentially computable, i.e.: 
(a) f maps every computable sequence of points in Ry into a 
computable sequence of reals. 
This definition was too broad. Grzegorczyk [5] gave a definition based on 
recursive functionals. He observed that an equivalent definition, in a form 
usable by analysts, can be given by postulating (a) and in addition effective 
uniform continuity: 
(b) There exists a recursive function d(n) such that, for all points 
x, y E z4: 
1.x - y] < l/d(n) implies If(x) -f(y)] < lo-“. 
Thus we have the well known [5,6], (see also Lacombe 191): 
DEFINITION. A function f: Zq -P IR’ is computable if it is sequentially 
computable and effectively uniformly continuous ((a) and (b) above). 
Conditions (a) and (b) have been found useful in recursive analysis 
because they correspond directly to the classical notions of pointwise 
evaluation of a function and uniform continuity. 
An important extension is the notion of a computable sequence of real- 
valued functions. Still working over a bounded rectangle Zq c Rq, we define 
DEFINITION. A sequence ( fk) of functions fh: Zq + R is called 
computable if 
(a) f, maps every computable sequence (x,} of points in Zq into a 
computable double sequence fk(x,) of reals; and 
(b) there exists a recursive functions d(n, k) such that, for all points 
x, y E zq, 
]x - y] ,< l/d(n, k) implies If,(x) - fk(y)( < 10-Y 
To extend these notions to the case of functions whose domain is Ry, we 
take the sequence of rectangles IN = {-N < xi < N, 1 < i < q}. 
DEFINITION. A function f: Wq --) R ’ is called computable if 
(a) f is sequentially computable as above (with xk E Rq instead of 
xk E Zq), and 
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(b’) there is a recursive function d(n, N) such that, for all points x, J 
in the rectangle I,,,, 
Ix-yI< l/d(n,N) implies If(x)-f(v)1 < lo-“. 
Similarly, a sequence {fk) of functions on iHy is called computable if it 
maps every computable sequence {xn} of points in IRy into a computable 
double sequence&x,) of reals, and there is a recursive function d(n, N, k) 
such that for all points x, ~9 in the rectangle Z,, 
A complex-valued function/sequence of functions is called computable if 
its real and imaginary parts are computable: likewise for complex numbers. 
sequences of numbers, etc. 
The notion of effective convergence plays a crucial role in recursive 
analysis. This notion was introduced above for rationals T,, converging effec- 
tively to a real number x. Obviously the same definition applies if the Y,, 
themselves are real. Similarly effective uniform convergence of a sequence of 
functions fk(x) to f (.X) means 
there is a recursive function e(n) such that 
k > e(n) implies / fk(x) - f(x)1 < 10 ‘I for all .Y. 
A double sequence fnk(x) is effectively uniforml~~ convergent to a sequence 
,f,(x) as k + co, if there is a recursive function e(n, N) such that 
k > e(n, N) implies 1 fnk(x) -f,,(x)1 < 10 ’ for all ~1, N, x. 
[Here, since e(n, N) depends on n, the convergence is not uniform in n; it is 
uniform in k, effectively in k and IL] 
Finally, effective convergence off, to f (or off,, to f,) in L”-norm means, 
of course, that the sequence of real numbers /j fk -f 11 (double sequence 
I/f,,,, -f, 11) converges effectively to zero as k + 00. 
The following are basic results from recursive analysis. 
A. If a sequence of functions ( fk} is computable, and converges effec- 
tively and uniformly to a limit J then f is computable. Similarly, if a 
computable double sequence (fnk} converges uniformly as k+ co to (f,}, 
effectively in both k and n, then if,,} is a computable sequence of functions 
(cf. [5, 61). 
B. Integration over computable bounded rectangles P in R4 is a 
computable process. This is easily established by effectivizing the standard 
Riemann sum definition. 
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C. The maximum modulus of a computable function J 
max{]f(x)]: a <x < b} is a computable real, and the maximum moduli of a 
computable sequence {f,} of functions on [a, b] is a computable sequence of 
reals. (This should not be confused with Specker’s result ] 18 ] that the 
maximum may not occur at a computable point x.) 
D. For any computable sequence {f,) of functions on ]a, b], there 
exists a computable double sequence (pnk} of polynomials such that, as 
k --f co, pnk converges uniformly to f,,, effectively in both k and n (Pour-El 
and Caldwell ] 121). 
We conclude with some well-known facts from recursion theory. A set A 
of natural numbers is called recursively enumerable if there is a recursive 
function a(n) which enumerates A. The function a(n) can be adjusted to be 
one to one. A set A is recursive if both it and its complement in N are recur- 
sively enumerable. There exist recursively enumerable sets which are not 
recursive. Furthermore, there exist recursively inseparable pairs of sets A, B: 
this means that A and B are recursively enumerable and disjoint, and there is 
no recursive set C with A g C and B f? C = 0. 
2. THE MAIN THEOREM 
In order to clarify our general theorem, we begin with a preliminary case. 
Let ]a, b] and [c, d] be intervals with computable endpoints. Let X and Y be 
the Banach spaces C]a, b] and C(c, d], where C[ ] denotes the space of 
continuous functions with the usual sup norm. We consider real and complex 
valued functions (and thus real and complex Banach spaces) simultaneously. 
PRELIMINARY THEOREM. Let X = C[a, b], Y = C[c, d], and let T: X+ Y 
be a closed linear operator. Suppose that the functions .x0, x’, x2,... belong to 
the domain of T, and that T maps this sequence onto a computable sequence 
of functions T(x”) E Y. Then T maps every computable function in its 
domain onto a computable function in Y if and only if T is bounded. 
The proof of this theorem generalizes to a wider setting: that of two 
arbitrary Banach spaces X and Y on which “computability theories” have 
been defined. The axioms we shall lay down for such a theory are, we 
believe, quite natural-what one would expect any notion of “computability” 
on a Banach space to satisfy. This generalization has numerous applications, 
as we shall show in the next several sections. 
The Axioms 
Let X be a real or complex Banach space. We take as an undefined 
notion: a computable sequence x,: N +X. 
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DEF:NITION. A q-sequence x,. : h y +X is called computable if there is a 
computable sequence y, and a recursive function a: [N” --) R\J such that 
In particular, an element .Y E X, viewed as a O-sequence, is computable if it 
occurs as one term in a computable sequence. 
The notion of a computable sequence (of elements of X) is governed by 
the fallowing axioms. 
1. (Composition). If a: N --t h is a recursive function, and J’,, : I\) + X 
is a computable sequence, then yo,,,, is a computable sequence. 
(Thus the above definition for q-sequences is consistent with our axioms in 
the case q = 1). 
2. (Insertion). If x,, and y, are computable sequences, then the 
sequence -‘co. yo, x, , y, , x2, y2 ,... is computable. 
3. (Summation). If x, is a computable sequence (in X), a,k is a 
computable double sequence of (real/complex) numbers, and d: h\: + h is a 
recursive function, then 
d(n) 
s, = \‘ U,kXh 
h?O 
is a computable sequence. 
4. (Norms). If x, is a computable sequence in X, then /Ix,ll is a 
computable sequence of nonnegative real numbers. 
5. (Limits). If ynk is a computable double sequence. and as k + co, 
Ij ynk - x, iI-+ 0 in a manner which is effective in both k and M, then x,, is a 
computable sequence. (For the definition of effective convergence, cf. 
Section 1.) 
Finally we assume that at least one computable sequence exists. This 
completes the list of axioms. 
Remark. From the insertion and summation axioms we deduce: if x,, and 
y,, are computable sequences in X, and a,, and /3, are computable sequences 
of (real/complex) numbers, then a,,~,, + p,, y, is a computable sequence. 
DEFINITION. Let e, be a fixed computable sequence in X. By a 
computable sequence of e-po(vnomials p,, we mean a sequence 
d(nl 
p,= x anhek 
k-0 
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as in the summation axiom above. Similarly we define computable double 
sequences or q-sequences of e-polynomials. 
DEFINITION. By an effective generating set e, for X, we mean a 
computable sequence whose linear span is dense in X. and such that 
A sequence x, in X is computable if and only if there is a 
computable double sequence pnr of e-polynomials so that, as 
k --t co, 11 P,,~ - x, I/ + 0 effectively in k and n. 
Reduction of the Axioms to the Preliminary Case 
In the preliminary case, X is the Banach space of all continuous functions 
on [a, b], endowed with the sup norm. We assume that the endpoints a, b are 
computable. By a computable sequence of elements of X, we mean simply a 
sequence of functions on [a, b] which is computable in the classical sense 
(cf. Section 1). Then all of our axioms become standard theorems about 
computable functions; again we refer the reader to Section 1. 
Now we consider the two definitions. A very important case occurs where 
e, is the sequence of powers of x: x”, x1, x2,... . Then “a computable 
sequence of e-polynomials” becomes merely a computable sequence of 
polynomials in the ordinary sense. Furthermore, e, is an effective generating 
set: this result (which is an effectivization of the Weierstrass approximation 
theorem) was proved by Pour-El and Caldwell [ 121. 
Statement and Proof of the Main Theorem 
This result forms the foundation for the entire article. 
MAIN THEOREM. Let X and Y be Banach spaces with computability 
theories, and let e, be an effective generating set for X. Let T. X + Y be a 
closed linear operator whose domain includes (e,) and such that Te, is a 
computable sequence in Y. Then T maps every computable element of its 
domain onto a computable element of Y if and only if T is bounded. 
COMPLEMENT. Under the same assumptions, tf T is bounded then more 
can be said. The domain of T coincides with X, and T maps every 
computable sequence in X into a computable sequence in Y. 
Remark. We have not assumed that Te, is an effective generating set for 
Y. 
Proof: We first assume that T is bounded and prove the stronger 
statement contained in the Complement. Let x, be a computable sequence in 
X. Since e, is an effective generating set for X, there exists a computable 
double sequence of e-polynomials pnk such that /I pnk - x,1\ + 0 as k + 00, 
effectively in k and n. By assumption, the sequence Te, is computable in Y, 
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and then the summation axiom implies that Tpnk is a computable double 
sequence in Y. Since T is bounded, the effective convergence of I/ pnk - x,/I to 
zero implies effective convergence for /I TP,,~ - TX, /I to zero as k + 03. Hence 
by the limit axiom, TX, is a computable sequence in Y, as desired. 
Now suppose that T is not bounded. We need to find a computable 
element x E domain(T) such that T.x is not computable in Y. The 
construction of x is based on two lemmas. 
LEMMA 1. Take the assumptions of the Main Theorem, with T 
unbounded. Then there exists a computable sequence of e-polynomials p,, 
such that Tp, is computable in Y and 
II TP,II > 10” II in II for all n. 
Proof of Lemma 1. By definition of e, , the linear span of (e, ) is dense in 
X. Since the operator T is closed, T cannot be bounded on the span of (e,,}: 
else T would be bounded on X. Now we sweep out the set of all finite 
(rational/complex rational) linear combinations of the e, in an effective way: 
this is easily done using any of the standard recursive enumerations of all 
finite sequences of integers. Thus we arrive at a computable sequence of e- 
polynomials ~1; E X which runs through all finite (rational/complex rational) 
linear combinations of the e,. 
By hypothesis, the sequence Te, is computable in Y. Since Tp; is an effec- 
tively generated sequence of linear combinations of the terms Te,, it follows 
from the summation axiom that Tph is computable in Y. 
We now construct a computable subsequence p,, of p;, such that 
IITPnll > 10” IIPA f or all n. By the composition axiom, any recursive process 
for selecting a subsequence of indices n also produces computable sequences 
pn and Tp, in the Banach spaces X and Y, respectively. 
As we have seen, the set of ratios ()I Tp: 11/11 p: //, PI, # O} is unbounded. On 
the other hand, by the norm axiom, the sequences 11 TpI,ii and 11~; 11 are 
computable. So we can effectively select a subsequence pn of p; with 
II TP, II > 10” II P, llv merely by waiting, for each lr, until a suitable p; turns 
UP. 
LEMMA 2. Let r > 2 be a computable real. Let z,, be a computable 
sequence in Y with jlz,,ll = 1 for all n. Let a: N + N be a one to one recursive 
function which enumerates a set A G N. (The set A is recursively enumerable, 
and may or may not be recursive.) Then the element 
is computable in Y tf and only I$ the set A is recursive. 
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Proof of Lemma 2. The “if’ part is trivial. If A is recursive, then the 
series for y converges effectively, and we apply the limit axiom. 
For the “only if’ part: Assume that y is computable, and let y, denote the 
nth partial sum of the above series. By the summation and norm axioms, the 
sequence of norms I/ y - y, I/ is computable. These norms converge to zero, 
and we wish to prove that the convergence is effective. Since the sequence 
/I ~7 - yn 11 is not necessarily monotone, this is not automatic; it depends on 
the assumption that r > 2. 
Since r > 2, each term in the series C;I”‘=O r- ” is strictly larger than the 
sum of all the following terms: the ath term is rpO, whereas CFZ~o+, rmh = 
r -“/(r - 1). 
This leads to an effective decision procedure for the set A, proving that A 
is recursive (and incidentally proving that 11 y - y,l II--t 0 effectively). To test 
whether an integer a belongs to the set A, we merely wait until we have 
found an n for which 
II y - .v,J < r-O - [r-‘/(r - l)]. 
If a has occurred as some value a(k), 0 <k < n, then a E A; otherwise 
a 65 A. To prove this, we argue as follows: 
Suppose a(k), k > II, takes some value <a, and let c = a(m) be the least 
such value. Then r-’ exceeds the sum of all other terms rpatk’, k > n, 
by at least r-“[l - (r- I))‘] hrea[l - (r- l))‘]. Now consider the 
corresponding series of Banach space elements, 
The term r-“z, has norm r-’ (since (/z,(( = 1). However, by the triangle 
inequality, the sum of the other terms has norm 
< x rma =r-‘/(r- 1). 
a>c 
Hence 
and since c < a, this contradicts the previous inequality on // y - V, (1. 
Proof of the Main Theorem Concluded 
Following Lemma 1. we take a computable sequence p,, in X such that Tp,, 
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is computable in Y and I] Tp,)/ > 10” l(p,//. Then the sequence of norms 
]I Tp, )/ is also computable, and we define the computable sequences 
- = TP”lll TP,, II -” 
11, = P,/II TP,, II 
with z,~ = TM,,, I(u,,]~ < lo-“. and l/z,II = 1. 
Let u: FJ --f IN be a recursive function 
enumerable nonrecursive set A in a one to 
in Y. 
in X, 
which enumerates a recursively 
one manner. Define x and .t’ by 
Then by Lemma 2 the element ~1 is not computable in Y. On the other hand, 
since l]ukl[ < 10Pk, the series for x converges effectively, and by the limit 
axiom we see that .Y is computable in X. 
Finally, TLC,, = zn, and the series for s and .t’ converge (although not 
necessarily effectively). Since the operator T is closed, it follows that x 
belongs to the domain of T, and TX = J’. 
3. APPLICATIONS TO CLASSICAL ANALYSIS 
Here we consider applications to the classical Grzegorczyk case of 
computability in C[u, 61, the space of continuous functions with the usual 
sup norm. As always, the numbers a, b are assumed computable. Although 
our objective is the study of C]u, b], we shall nevertheless find it necessary 
to consider other Banach spaces. Only Theorem 1 below relies entirely on 
C[a, b]. 
Verification of the axioms. Here, before giving our first application, we 
make a few remarks which will continue to hold throughout the article. For 
the classical case of C[a, b], each of our axioms is a standard theorem (cf. 
Section 1). In the extensions to other Banach spaces, the verifications are 
usually straightforward, and for the most part we shall dispense with them. 
The (rare) cases in which there is any subtlety will be signalled; see 
especially Section 7. 
As our effective generating set for C[a, b], we take the sequence of 
monomials x”, x’. xZ ,... . Recall that in the axiomatic setup above, we form 
effective linear combinations of these elements, which are, of course, 
polynomials. Thus a sequence of continuous functionsf;,f, , fi ,... on [a, b J is 
computable if and only if there is a computable double sequence of 
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polynomials pnk such that ]]f, - pnJ -+ 0 as k+ co, effectively in k and n 
(where ]( ]] denotes the uniform norm). This equivalent definition of 
Grzegorczyk computability was given by Pour-El and Caldwell [ 121. 
The Main Theorem then applies to any closed operator T from 
X= C[a, b] to Y = C[c, d] such that T maps the sequence .x0, x’, x’,... onto 
a computable sequence in Y. Examples are 
(1) (Tf)(x)= j;f(t)dt, a<x<b, and 
(2) VY)(x) =f’(x>,fE C’[a b]. 
The integration operator is bounded, whereas d/dx is not: the domain of 
d/dx is the dense subspace C’ of C[u, b]. Hence by the Main Theorem we 
have 
THEOREM 1. (a) The indefinite integral of a computable function 
f E C[u, b] is computable. 
(b) There exist computable functions which are of class C’ on la, b 1 
but whose derivatives are not computable. 
(The result (b) is due to Myhill [ 1 I], and (a) can be found in 112 J.) 
We mention two slight variations of this first example which will be useful 
later. Instead of an interval [a, b] in RI, we can consider a bounded 
computable closed rectangle in R”. Then the effective generating set becomes 
the set of all monomials in the variables x, ,..., x, (e.g., for R’ it is the 
sequence of functions x”ybzC with a, b, c E N). Otherwise the development 
goes as before. 
In our second variation, the domain is the circle, which we view as ]O, 27~1 
with the points 0 and 27~ identified. Thus when we write f E CIO, 2711, it is 
assumed that f(0) = f(2n). Here, of course, it is natural to take a different 
effective generating set: the functions einx, n = 0, f 1, 12,... . 
Our next example is more recondite. We shall set up a more complicated 
Banach space, with a view towards studying the effective convergence of 
Fourier series. One of our examples, Theorem 3 below, was constructed by 
classical methods in a previous article [ 151. That classical construction was 
distinctly more complicated than the entire proof of our Main Theorem. 
We consider continuous functions on the circle ( = (0, 271) with 0 and 27r 
identified). For the Banach space X in our Main Theorem, we take C[O, 2711. 
The image space Y will be the following. 
Let Y denote the space of all uniformly convergent sequences of 
continuous functions SJX) on [O, 2n] (where ~~(0) = sJ27r)) endowed with 
the uniform sup norm 
II SkII = y I Sk(X)l. 
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We define an element sk E Y to be computable if the sequence of functions 
sk(x) is computable in the classical sense and is effectively uniformly 
convergent. Similarly, a sequence y, E Y (which is a double sequence of 
functions s,Jx)) is called computable if s,~(x) is computable in the classical 
sense, and for each fixed n, s,~(x) is uniformly convergent as k+ co, effec- 
tively in both k and n. 
The axioms for a computability theory are easily verified for Y. Only the 
norm axiom requires a moment’s thought; it holds because the sequence s,,~, 
k + 00, is effectively uniformly convergent. We do not describe (nor shall we 
need) an effective generating set on Y. 
Now, to deal with Fourier series, we introduce two operators from the 
Banach space X = C[ 0,2n] to Y: 
the sequence of kth partial sums of the Fourier series for A and 
T,f = ok = (s, + s, + ... + s,J(k + I), 
the sequence of Ceshro means of the sk. Both operators are closed; it is well- 
known that T, is bounded but T is not. Both operators map the effective 
generating set (einx} for X onto computable sequences in Y, in fact the 
mappings are trivial, e.g., 
T(ei”“) = 0, 0, 0 . . . 0, e”‘“, ein”, e’“” ,..., 
where the nonzero term appears at the nth stage, and similarly for T,. Thus 
as another immediate consequence of the Main Theorem we have 
THEOREM 2 (Effective Fejer’s theorem). Let f be a computable function 
on [0,271] with f(0) =f(2z). Then the sequence ok(x) is computable and 
converges effectively and uniformb to f (x). 
THEOREM 3 (Convergence of Fourier series). There exists a computable 
function f on 10. 2n] with f(0) = f(2n) such that the Fourier series for f 
converges unqormly, but is not effectively uniformly convergent. 
Proofs. Theorem 2 is trivial, given the Main Theorem and the fact that 
T, is bounded. For Theorem 3, since T is not bounded, we know that there 
exist computable f E C[O, 2711 which are in the domain of T (which means 
that the sequence sk is uniformly convergent), but for which sk is not 
computable in Y. We must consider what this means. By the definition of 
computability on Y, if sk is not computable, then either 
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(i) the sequence of functions sk(x) is not computable in the classical 
sense (which says nothing about convergence), or 
(ii) the sequence sk(x) is not effectively uniformly convergent. 
Now (i) is false: the standard method for computing Fourier coefficients 
shows that the sequence of partial sums sk(x) is classically computable. So 
we must have (ii), which proves the theorem. 
4. APPPLICATIONS TO LP-S~~c~s 
LP[a, b] and Lp(R). We begin with the space LP]a, b], where a, b, and 
p > 1 are computable reals. For p = co, we take the space C[a, b ] endowed 
with the uniform norm. 
DEFINITION. A function f E LP[a, b] is LP-computable if there is a 
sequence { gk} of continuous functions which is computable in the classical 
(Grzegorczyk) sense and such that the LP-norms ]]f- gk]lp approach zero 
effectively as k -+ co. Similarly a sequence f, E L!‘[a, b] is computable if 
there is a double sequence ( gnk} which is computable in the sense of 
Grzegorczyk and such that ]]f, - gJP + 0 as k + co, effectively in k and n. 
The same definition goes through, literally word for word, for Lp(Z4), 
where P is a computable rectangle in Rq (cf. Section 1). 
We turn now to noncompact domains. Here our prototype is LP(R). For 
p = co, we take the space C,(R) of continuous functions which approach 
zero as Ix] --) co. In extending the previous definition of computability, there 
is one additional constraint. We require the functions g, or g,, to have 
compact supports, in a manner that varies effectively in k and n. There is no 
loss of generality in assuming that the kth function is supported on a disk of 
radius k. Thus we have 
DEFINITION. A sequence f, E Lp(lR) is computable if there is a double 
sequence ( gnk}, computable in the sense of Grzegorczyk, such that 
(i) g,, is supported on I-k, k]; 
(ii) IV, - gnkllp + 0 as k+ co, effectively in k and n. 
These instances, besides being the most important, illustrate the generic 
idea: namely, to start with Grzegorczyk computable functions and then close 
effectively under the appropriate norm. 
Remark. When p = 00, the first definition simply yields the classical set 
of Grzegorczyk computable functions within C[a, b]. For C,(R), a 
straightforward calculation shows that a function J E C,(R) is computable if 
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and only if f is computable in the classical sense, and f(x) --) 0 effectively as 
IX/-, a*, 
It is trivial to verify that all of the computability theories defined above 
satisfy the axioms in Section 2. 
In order to apply the Main Theorem, we must construct effective 
generating sets. For LP[a, b], 1 < p < co (with Cla, b] for p = co), the 
sequence of monomials x0, x’, x2 ,... is an effective generating set. To show 
this, we use the result of Pour-El and Caldwell [ 12 ] that the computable 
polynomials are effectively dense in the Grzegorczyk computable functions. 
But by definition, the Grzegorczyk functions are effectively dense in 
computable Lp la, b]. 
The following proposition allows us to pass easily from one effective 
generating set to another-a tactic which is frequently useful. 
PROPOSITION. Let X be a Banach space with a computability theory. 
Given computable sequences (e,} and (e;} in X, if the e, can be ef#ctive@ 
generated from the e;, and (e, ) is an effective generating set, then so is {e,; ). 
The proof is clear. 
As an immediate corollary we see that, for Lp[O, 2771, the functions e*ilt-’ 
form an effective generating set. We have only to verify that the previous 
generating set x0, x’, x2,... can be effectively approximated in LP-norm by 
trigonometric polynomials: this is trivial. (Here for p = co we require 
f(O) =fW).) 
For L”(R) and C,(lR), the generating set should consist of functions with 
compact support. Our choice is the set of piecewise linear functions: 
A piecewise linear function t(x) is a continuous function which is linear on 
each subinterval of a partition a = a, < a, < . e. < u, = b, and which 
vanishes outside of [a, b]. As an effective generating set for Lp(R) or C,(R), 
we take the sequence of all piecewise linear functions t(x) for which the 
partition points aj and the values t(ai) are rational (or complex rational). 
This completes the development of the computability theories of L”[u, b], 
C[a, b], Lp(lR), and C,(R). We can now obtain a host of applications merely 
by applying the Main Theorem to a variety of operators. The most 
interesting applications involve Banach spaces of mixed types: cf. the 
subsections on Fourier series and partial differential equations below. 
However, even by considering the identity operator (injection) from Lp to 
L’, we get nontrivial results, especially when the injection is an unbounded 
operator. 
THEOREM 4. If r < p, then every function computable in L”[a, b] is also 
computable in L’[a, b]. If r > p, then there exists a function f computable in 
LP[a, b], such that f belongs to L’[a, b] but is not computable in L”[a, b]. 
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[This result also holds for p = 00 or r = 00, where the corresponding 
Banach space is C[a, b].] 
Proof: The injection mapping T: LP[a, b] + L’[a, b] (defined by Tf =f) 
is a closed operator. It is bounded if and only if r < p. Clearly T maps the 
effective generating set x0, x’, x2,... onto a computable sequence, since it 
maps the effective generating set onto itself. Thus the hypotheses of the Main 
Theorem are satisfied, and the conclusion follows. 
THEOREM 5. If r # p, then there exists a function f belonging to both 
Lp(lR) and L’(R), which is computable in Lp(R) but not in L’(lR). 
[Again we include p, r = CO, where the space is C,(R).] 
Proof. The injection T: Lp(R) --$ L’(lR) is a closed operator, but is never 
bounded unless p = r. Again T maps the effective generating set (here 
consisting of piecewise linear functions) onto itself. Hence the result follows 
from the Main Theorem. 
The F’ spaces. Recall that lp, 1 < p < co, denotes the space of real or 
complex sequences {ck} for which the p-norm [C ]c~]~]“~ is finite. For 
p = co (the sup norm), we take the space 1: of sequences (ck) which 
converge to zero as k -+ co. When p < co, we assume that p is a computable 
real. 
DEFINITION. An element (ck} of lp is computable if (ck} is a computable 
sequence of real or complex numbers, and the series 2 ]cklP converges effec- 
tively. An element {ck} of lr is computable if it is computable as a sequence 
of numbers, and ck -+ 0 effectively as k + 00. 
Similarly we define a sequence x, E lp (which is a double sequence of 
numbers {c,,}) to be computable if (i) (c,,} is a computable double sequence 
of numbers, and (ii) for each fixed n, Ck (c,~]~ converges in a manner which 
is effective in both k and n. For sequences x, E I?, we require that {c,,) be 
computable as a sequence, and c,,~ + 0 as k -+ co, effectively in k and n. 
The axioms for a computability theory are easily verified for these spaces. 
As an effective generating set for lp and IF, we take the sequence of unit 
vectors e, = {O,..., 0, 1, O...} with a 1 in the nth place. The verification that e, 
forms an effective generating set is trivial. 
Now we can apply the Main Theorem to various problems about 
computability and effective convergence of sequences. We give one example 
here. Further examples, involving the interplay between lp and other types of 
Banach spaces, are given later on. Suppose now that p, r are computable 
reals < co, and that x is an element of lp n 1’ which is computable in lp. We 
ask whether x is computable in 1’. 
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THEOREM 6. Under the above assumptions, computability in Ip implies 
computability in 1’ if and only if p < r. This extends to the case where p or 
r = co if we use the space 12. 
ProoJ: Easy estimates show that for p < r, lp E I’ and the natural 
injection T. P -+ 1’ is bounded (of norm one). On the other hand, if p > r, 
then the corresponding mapping T is a closed unbounded operator which is 
not everywhere defined. Now in every case, T maps the effective generating 
set {e,} onto itself. Thus the result follows from our Main Theorem. 
Fourier series and transforms. As a consequence of the Main Theorem, 
we can easily determine the cases in which Fourier series and transforms are 
computable, and also tell when they are not. First we fix some notation. For 
Fourier series, we use the interval 10, 27~1 with the measure dx/27c normalized 
so that the whole interval has measure 1. Here lp will refer to sequences {ck} 




Ck = e-ikxf(x)(dx/27c). 
0 
We consider the (possibly unbounded) operator T which maps f E Lp[O, 27r] 
onto {cJ E 1’; the domain of T is the set of such f for which {ck} has finite 
P-norm. Similarly we define the inverse transformation T-’ from 1” to 
L’[O, 27r] (keeping the p-norm on the domain, the r-norm on the range). For 
the Fourier transform FT we use 
FT(f)(t) = (2~)~ “2 I;* e -““f(x) dx. 
. -K 
Then, as is well known, the inverse transform is FT(f)(-t). 
Now we consider the question of when T, T- ‘, or FT are bounded from 
Lp (or 1”) to I’ (or L’). As usual, we let q be the dual variable to p, defined 
by p-’ + q-’ = 1. The following facts are well known to specialists: 
T: L”[O, 27r] + I is bounded if and only if 
r>,q and 2<r<co. 
T-‘: Ip + L’[O, 2nJ is bounded if and only if 
r<q and 1<p<2. 
FT: L”(lR) -+ L’(R) is bounded if and only if 
r=q and 1<p<2. 
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Remark. Although these facts are “folklore,” we know of no source 
where all of them are collected in one place. However, they are easily 
obtainable from standard results. All of the cases of boundedness follow 
from the Riesz convexity theorem (cf. 141). For the unbounded cases, two 
key counterexamples are given in Zygmund (20, Vol. 2, pp. IOI-1021, and 
all the other examples can be derived from these. 
To apply the Main Theorem, we need effective generating sets for the three 
Banach spaces Lp[O, 27~1, P, and Lp(lR). On [0,2n] we take the sequence of 
functions e*jnx. For I” we use the unit vectors e,(n = 0, f 1, &2,...) as in the 
“lp” subsection above. We note that T maps einx onto e,. Finally, for L’(R) 
we use the same piecewise linear functions as in the “Lp(lR)” subsection: 
familiar computations show that the Fourier transform maps this generating 
set onto a sequence of functions which is computable in L’(lR) for every Y . 
Thus condition (b) in the Main Theorem is satisfied. Condition (atthat T, 
T- ‘, and FT are closed-is a well known fact. 
Now, from the Main Theorem, we immediately deduce a complete 
description of the computability theory of Fourier series and transforms. 
Recall that q denotes the dual variable to p, given by pP ’ + q ’ = 1. 
THEOREM 7. (a) Let f be a computable function in Lp[O, 2711. and let 
(cJ be its sequence of Fourier coefficients. If Y > max(q, 2), then (ck } is 
computable in 1’. Otherwise, there exist examples where f is computable in 
Lp[O, 27~1, (ck} belongs to I’, but {ck} is not computable in 1’. 
(b) Consider the inverse transform T-’ : lp + L’[O, 2711. If r < q, p < 2, 
then TP 1 maps every computable lp sequence into a computable function in 
L’[O, 27~1. Otherwise, there exist cases where (ck} is computable in lp, and the 
corresponding function f belongs to L’]O, 27~1 but is not computable in 
L’[O, 27c]. 
(c) Similarly FT: Lp(IR) --t L’(R) preserves computability when r = q, 
p < 2, and maps some computable Lp function onto a noncomputable L’ 
function otherwise. 
The following two corollaries are so useful that we state them separately. 
COROLLARY 7d. A function f E L2 [O, 2711 is computable in L2 tf and 
only tfits sequence of Fourier coefficients {ck} is computable in 12. A function 
f E L’(lR) is computable in L2(IR) tf and only tfits Fourier transform is. 
COROLLARY 7e (Effective Riemann-Lebesgue lemma). Zf f is 
computable in L’(R), then its Fourier transform FT(f) is computable in 
C&R). In particular, FT(f )(t) -+ 0 effectively as 1 t] + 00. 
Step functions. As mentioned in the Introduction, certain step functions 
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become computable in Lp as soon as p < co. Which step functions? 
Precisely those with computable values and jump-points (definitions below). 
It is easy to verify that such step functions are computable, but not quite so 
clear that they are the only ones. More precisely, if a step function is the 
effective limit in Lp of computable continuous functions, are its values and 
jump points computable? Our proof that this is so will be based on the Main 
Theorem. 
For convenience, we work over LP[a, bj with a, 6, p computable. By a step 
function we mean a function of the form 
s(x) = c; for ai- , <x < ai, 
where a=a, <a, < ... < a,, = b. We call a, an essential transition point if 
ci+ , # cjr i.e., if the function really jumps at ai. Obviously no nontrivial step 
function is computable in the sense of C(a, b]. For p < co, we find that some 
step functions are computable in LP[a, b]. The Main Theorem allows us to 
reduce this problem to the classical case of C[a, b]. 
THEOREM 8. A step function s(x) is computable in Lp[a. b] for p < CO if 
and only ifall of the values ci and all of the essential transition points ai are 
computable. 
ProoJ: The “if’ part is trivial. We simply construct a sequence of 
continuous trapezoidal functions (which are computable in the classical 
sense) to approximate s(x) effectively in the LP-norm. 
Now for the “only if’ part. We apply the Main Theorem to the transfor- 
mation 
7’(f)(x) = 1’s (u) du. 
a 
Then T is a bounded linear operator from LP[a, b] into C[Q, b]. Obviously T 
maps the effective generating set x0, x’, x2,... into a computable sequence of 
functions. Therefore T maps functions computable in LP[a, b] into functions 
computable in C[a, b]. 
Now consider T[s(x)]. Since S(X) is a step function, T[s(x)] is a 
“piecewise linear” function, whose linear portions have slopes ci. and whose 
transition points are the a,. From the classical (i.e., Grzegorczyk) definition 
of computability, it is easy to show that T[s(x)] is computable only if the 
slopes ci and the essential transition points ai are computable. Namely, we 
can compute the slopes by evaluating T[s(x)] at two rational points within 
the same subinterval of the partition: and once the slopes are found, we 
compute the ai by solving two linear equations in two unknowns. 
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5. APPLICATIONS TO PHYSICAL THEORY 
In this section, we discuss the theory of computability for each of the three 
standard partial differential equations of classical physics: the wave 
equation, the heat equation, and Laplace’s equation. We begin with the wave 
equation: 
a2u a2u a224 a2u 
p+&-T+g-~=o 
44 Y, z, 0) = f(x, Y, z), (1) 
(au/at), = o = 0. 
Since solutions to this equation propagate with a finite velocity (here set 
equal to l), it is natural to study the wave equation on compact domains. 
We shall simply make the domain large enough so that “light rays” from 
outside the domain cannot reach the center in the time considered. Thus we 
take the two cubes 
Then for times t, 0 < t < 2, the solution to the wave equation on D, is 
independent of the initial values u(x, y, z, 0) outside of D,. 
Consider the standard Grzegorczyk definition of computability on D, and 
D,. As we have seen, this corresponds to the Banach spaces of continuous 
functions C(D,) and C(D,) with the uniform norm. As an effective 
generating set of functions, we take the monomials x”~‘zC, a, b, c E N. Then 
linear combinations of these functions (i.e., polynomials) are dense in C(Di) 
(i = 1, 2), and a function f E C(Di) is computable if and only if this 
Weierstrass approximation can be made effective [ 121. 
The Kirchhoff solution operator for the wave equation is 
[f (x + tn) + t(grad f )(x + tn) . n] do(n), (2) 
where x = (x, y, z), n ranges over the unit sphere in R3, and da(n) is the area 
measure on this sphere, normalized so that the total area equals 1. 
For any fixed t,, 0 < t, < 2, call this operator T = T(t,). Because of the 
“grad” term, T is an unbounded operator. It is also closed: this follows 
because there exist weaker topologies+.g., that of Schwartz distributions- 
in which the Kirchhoff operator is continuous (cf. Section 1). Finally, we 
need to know that T operates effectively on the monomials x”?ibz’ in the 
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generating set. This is obvious from (2). Hence from the Main Theorem we 
deduce (cf. [ 141) 
THEOREM 9. There exists a computable continuous function f (x, y, z) on 
the cube D, such that the solution u(x, y, z, 1) of the wave equation (1) at 
time t = 1 is continuous but not computable on D, . 
We now show that the situation is different if, instead of the uniform 
norm, we use the energy norm. This is defined by 
llu(x, Y, z, t>ll = SUP exp(-t2). E(u, t), (3) 
where 
E(u, t)’ = jil^  [I grad u/’ + jau/atl’] dx dy dz, 
Id.3 
and the “grad” is in terms of the space variables x, y, z. The expression 
E(u, t)’ is known as the energy integral. It is well known that for solutions of 
the wave equation, E(u, t) is independent of t (“conservation of energy”). Of 
course, for an arbitrary function u, E(u, t) will depend on t; that is why we 
take the sup over t in (3). The factor exp(-t2) is put in so that the functions 
with compact support shall be dense in the corresponding Banach space. 
This Banach space is of mixed type: L2 in the first derivatives for x, y, z 
and L” in t. It consists of functions u for which exp(--t2) . E(u, t) is 
bounded and approaches zero as ] t ] + co. To define computability, we again 
take the effective closure in this norm of the Grzegorczyk computable 
functions with compact support. The only variation is that, since the norm 
E(u, t) involves first derivatives, we take Grzegorczyk-computable functions 
which are computably C’. i.e., computable together with their first 
derivatives. 
Now we recall that the wave equation (1) gives a mapping from an initial 
function f(x, y, z) on R 3 into the solution u(x, y, z, t) on R ‘. Here we prefer 
to treat the wave equation in full generality, and replace the initial condition 
au/i% = 0 at t = 0 by au/at = g. Then we have the two initial conditions at 
t = 0: 
u=fi 
au/at = g. 
Thus the domain for the wave operator is a pair of functions f(x, y, z) and 
g(x, y, z) on R3. To restrict the energy norm to R3, we set t = 0 (so that the 
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factor exp(--t2) becomes 1). Then the energy norm on IR3 reduces to the 
energy integral 
gradf]’ + ]g/‘] dxdydz. 
Ip3 
To construct an effective generating set for this domain, we start with a 
C” function q(x) >, 0 which is supported on [-1, 11, positive on the interior 
of this interval, and computable together with all of its derivatives. An 
example is 
(D(X) = e 
-X2/( I -.X2) for Ix/ < 1 
=o Otherwise. 
Then we take the sequence of functions, 
xaybzc * rp[(x2 + y2 + z2)/d2], a,b,c,dE IN, d> 1. 
Finally, we take pairs of such functions to generate, by effective closure in 
the energy norm, the set of computable pairs (J g). 
In summary, we have defined “computability in the energy norm” for 
solutions u(x, y, z, t) on IR4 and for pairs of initial conditions f(x, y, z) and 
g(x, y, z) on m”. We have constructed an effective generating set for the 
functions J g on IR 3. 
Now the conservation of energy principle mentioned above implies that 
the mapping T from the initial conditions (f, g) to the solution u(x, y, z, t) is 
bounded of norm one. It is easily verified that the wave operator T acts effec- 
tively on pairs of functions f, g in the effective generating set for IR”. Thus 
from the Main Theorem (because here T is bounded), we get a conclusion 
which is opposite to that of Theorem 9. 
THEOREM 10. Let (f, g) be a pair of initial functions on IR3 which is 
computable in terms of the energy norm. Then the corresponding solution 
u(x, y, z, t) is computable on IR4 in the energy norm. 
Remark. Regarding the dependence on t, each of the two preceding 
theorems was arranged so as to have maximum strength. In the counterex- 
ample of Theorem 9, computability failed even for t = 1. In Theorem 10 we 
had computability in terms of x, y, z and t. 
The heat equation. This equation is 
(4) 
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Its solution is given by ‘the convolution operator 
24(x, y, z, t) = JJ/ K,(x - x’, J’ - ,“, z - Z’)f(X’, I”, z’) dx’ dy’ dz’, 
where 
Since .lNaII Space K, = 1 for all f, this convolution operator is bounded in 
terms of the uniform norm. In Section 4 we saw that the appropriate Banach 
space for this norm is C,, the space of continuous functions vanishing at 
infinity. A functionf(x), x E F?“. is computable in C&R”) if it is computable 
in the classical sense of Grzegorczyk, and in additionf(x) -+ 0 effectively as 
/XI -+ co. 
As our effective generating set of functions, we use the same family as 
with the wave equation above. Thus for R-’ our generating functions are 
where v, is a computable C” pulse function as above. Again it is obvious 
that the solution formula (5) operates effectively on this sequence of 
functions. Since the solution operator is bounded, the Main Theorem gives 
THEOREM 11. Let f (x, J: z) be computable in C,(F?‘). Then the solution 
u(x, ~1, z, t) of the heat equation is computable in C,,(IR’). 
Laplace’s equation. Here the standard problem is to find a harmonic 
function u on the interior of a compact domain D whose values on the 
boundary 3D coincide with a preassigned continuous function f: By the 
maximum principle for harmonic functions, the mapping T from f to u is 
bounded of norm one. Thus the only difficulties in the problem are 
geometric: relating the solution operator T: f- u to the shape of the 
boundary 3D. We shall lay down postulates which avoid a heavy use of 
potential theory. These postulates clearly apply in the most familiar cases 
(spheres, ellipsoids, rectangles, etc.) 
LetDbeacompactsubsetofIR”,andletR=(-N~xi~N,1,<i~n}be 
a rectangle containing D. We say that a continuous function u on D is 
computable if u has a computable extension to R (here computability is in 
the classical sense of Grzegorczyk), and similarly for f on aD. Now we 
define a computable domain D. We say that D is computable for Laplace’s 
equation if the sequence of monomials x:x:’ ... x”, (a,,.., s E N), restricted to 
the boundary BD, extends to a computable sequence of harmonic functions 
on D. Then by the Main Theorem, since the mapping T: f --t u is bounded, 
we have 
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THEOREM 12. Let D be a computable compact domain in R”, and let f 
be a computable function on 80. Then the harmonic function u on D with 
boundary values u = f on 8D is computable in C(D). 
6. WEAK COMPUTABILITY 
Let X be a Banach space with a computability theory, and let X* be the 
dual space of X. For y E X*, x E X, we write the action of y on x as (y, x). 
DEFINITION. An element y E X* is weakly computable if it maps every 
computable sequence x, E X into a computable sequence of real or complex 
numbers. Similarly, a sequence y, E X* is weakly computable if the double 
sequence (y,, xn) is computable for every computable sequence x, E X. 
[We remark that there is a certain parallelism between this definition and 
the old Banach-Mazur definition for computable continuous functions; cf. 
Section 1. ] 
The interesting questions occur when X* is one of the standard Banach 
spaces: e.g., X* = Ip and X = lq or X* = Lp and X = Lq, where 
p-’ + q-’ = 1, 1 < p < co. As before, we assume p, q are computable reals. 
Then X* already has a standard (strong) computability theory as defined in 
Section 4. Furthermore it is trivial that strong computability implies weak 
computability. We ask for conditions under which weak computability 
implies strong computability. 
We begin with lp, 1 < p < co. Recall that an element y = (ck} E fp is 
called (strongly) computable if (ck} is a computable sequence of numbers, 
and the series 2 ]cklP converges effectively. 
LEMMA. An element y = {ck} E lp is weakly computable if and only if 
{ck) is a computable sequence of numbers (where C 1 cklP converges, but not 
necessarily effectively.) 
Proof: The necessity is clear from the definition of weak computability, 
since ck = (y, e,J, where ek is the kth unit vector in lq. For the sufftciency. 
there is the difftculty that 2 ( ck Ip may not converge effectively. However, the 
iP-norm of y is bounded above by an integer M. Now if x, E lq is a 
computable sequence, then x, = {dnk}, where the series Ck Jd,k(q converges 
effectively in k and n. This is enough to let us compute (y, x,,) effectively. 
Namely, 
(Y,x”)= 5 ckdnk. 
k=O 
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To compute this series with an error <lo-‘, effectively in s and n, we 
proceed as follows. Since Ck ]d,,]4 converges effectively, there is a recursive 
function N(n, s) such that 
i, 
f ]d,,]‘)‘@ < IO-“/M for all s, n. 
=N(n.s) 
Since the P-norm of y is dominated by M, the Holder inequality implies that 
the sum of all terms {c, d,, j k > N(n, s)} is bounded by lo-‘, uniformly in 
n. Thus to compute (y, xn) = Ck ckdnk within an error of lo-“, we merely 
compute the first N(n, s) terms of the series. Q.E.D. 
THEOREM 13. (a) An element y E Ip, 1 < p < co, is (strongly) 
computable if and onlv if it is weakly computable and has a computable 
norm. 
(b) There exist weakly computable elements of lp which are not 
strongly computable. 
Prooj For (a) we use the lemma, and the fact that the series C 1 ckIp is 
monotone increasing: if its limit ]I y]lp is computable, then the series 
converges effectively. For (b) we use the Main Theorem. Since the injection 
map T: lp -P P’ is unbounded, there exists a computable element of 1: (and 
hence a computable sequence) which belongs to lp, but it is not computable 
in lp. This element furnishes the desired counterexample. 
Finally we ask about the relationship between weak and strong 
computability in Lp, 1 < p < co. The following theorem provides a charac- 
terization of computability in L * [0, 2771 which is quite different from those 
given in Section 4. (The theorem actually extends to all Lp, 1 < p < co. But 
since the proof is considerably more difficult, we shall not give it here.) 
THEOREM 14. An element f E L 2 [ 0,271] is (strongly) computable if and 
only if its sequence of Fourier coefficients is computable, and the L2-norm of 
f is a computable real. 
Proof. Combine Theorem 13 and Corollary 7d. 
7. NECESSITY OF THE KEY AXIOMS AND HYPOTHESES 
There are some natural problems in classical analysis where our 
assumptions are not satisfied. Two such examples are presented here. 
Curiously, each involves the failure of a single hypothesis. In the first case, 
the relevant operator T is not closed. In the second, the associated 
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“computability theory” fails to satisfy the norm axiom. These are the two 
assumptions which might not be postulated as a matter of course. 
The striking thing about these two examples is that they involve 
unbounded operators which map computable functions onto computable 
functions. If all of our assumptions were satisfied, this would violate the 
Main Theorem. Since only one assumption fails in each case, this 
demonstrates the necessity of those assumptions. 
The two theorems below are not mere “counterexamples”-both arise 
naturally in the study of computable analysis [ 151. As usual, [a, b] denotes 
an interval with computable endpoints. 
THEOREM A. Let f be a computable function in C[a, b] which is of class 
Cz (but without any assumption that f’ or f” is computable). Then f' is 
computable. 
Remarks. If f is merely of class C’, then this result fails, as we saw in 
Theorem 1. On the other hand, if f is C”, then Theorem A implies that the 
kth derivative f ‘k) is computable for each k. The sequence f (k) need not be 
computable uniformly in k (cf. [ 15]), but we have 
THEOREM B. Let f be a computable function in C[a, b] which is C” and 
such that the sequence of derivatives f'k' is dominated by a recursive 
function a(k): that is, j f (k'(x)I < a(k) f or all k and x. Then the sequence of 
derivatives is computable, uniformly in k. 
Proofs and discussion. The proofs of Theorems A and B are given in 
[ 15 ] : Theorem 1 in [ 15 ] is just Theorem A, and from the proof of Theorem 4 
in [ 151 one easily extracts a proof of Theorem B. For our purposes here, it is 
more important to trace the reasons why the Main Theorem fails to apply. 
In Theorem A, we would take as our Banach spaces X and Y the space 
C[a, b]. The operator T would be d/dx, which is unbounded. However, T 
would be restricted to the subspace C2 [ a, b], and thus would not be a closed 
operator. Hence the Main Theorem does not apply. 
In Theorem B, the Banach space X would again be C[a, b], but Y would 
be a space of sequences of functions. More precisely, let a(k) > 1 be a fixed 
recursive function. Then Y consists of those sequences of continuous 
functions {fk} for which the norm, 
ii{fk\ii = Sk"! [tfk(x)i/a(k)l. 
is finite. Let T: X+ Y be the operator which maps each function f E C” 
whose derivatives are dominated by a(k) onto 
T(f > = {Lf ‘,f”,...}. 
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Then T is a closed unbounded operator. Furthermore, T acts computably on 
the generating set x0, x’, x2 ,... . Yet the conclusion of the Main Theorem 
(which would negate Theorem B) fails. 
The explanation is that there is no suitable computability theory on Y. 
Suppose we try to define one. The natural approach would be to say that 
{f, } is computable in Y if 
(i) Ifk(.~)l < const a(k) for all k, x, 
(ii) the sequenceSA is computable in the classical sense. 
Similarly, computable sequences J-, E Y would be defined in terms of the 
corresponding double sequence fnk. 
Then all of our axioms save one would hold. The norm axiom fails. There 
are two ways to see this. First, we could argue by a process of elimination 
that the norm axiom must fail. Secondly, we can verify this directly: 
For simplicity, let a(k) = 1 for all k, so that /l(fJ}il is just the sup norm for 
the sequence {fk(x)}. Let c: iN -+ N be a recursive function which enumerates 
a recursively enumerable nonrecursive set C in a one to one manner. Let our 
interval be 10, 11. and let 
fL(X) = 4 10-c’;’ . cos .y. 
ir, 
Then (fk} is a computable element of Y whose norm Cc IO-“” is not a 
computable real. 
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