Traditionally, the AI community assumes that a knowledge base must be consistent. Despite that, there are many applications where, due to the existence of rules with exceptions, inconsistent knowledge must be considered. One way of restoring consistency is to withdraw conflicting rules; however, this will destroy part of the knowledge. Indeed, a better alternative would be to give precedence to exceptions. This paper proposes a dialogue system for coherent reasoning with inconsistent knowledge, which resolves conflicts by using precedence relations of three kinds: explicit precedence relation, which is synthesized from precedence rules; implicit precedence relation, which is synthesized from defeasible rules; mixed precedence relation, which is synthesized by combining explicit and implicit precedence relations.
Introduction
A knowledge base is a set of rules representing the knowledge of an expert in a specific domain. Traditionally, the Artificial Intelligence (AI) community assumes that a knowledge base must be free of inconsistency; otherwise, it turns out to be useless for an automated reasoning system. This assumption is motivated by the ex falso quodlibet principle [1] , which establishes that "from a falsehood, anything follows". According to this principle, an inconsistent knowledge base should force an automated reasoning system to collapse.
Despite that, there are many practical applications of automated reasoning where, due to the existence of rules with exceptions, inconsistent knowledge must be used (e.g., law, politics, and medicine) [2] . For example, let ∆ be a knowledge base with the following pieces of knowledge: "penguins do not fly", "birds fly", and "Tweety is a bird". Then, since there is no counter evidence, it is coherent to infer "Tweety flies" from ∆ . Now, suppose that the new piece of knowledge "Tweety is a penguin" is inserted into ∆ , resulting in a new knowledge base ′ ∆ . Then, both "Tweety flies" and "Tweety does not fly" can be inferred from ′ ∆ , and that is not a coherent reasoning. One way of restoring the consistency of ′ ∆ is to withdraw one of its conflicting pieces of knowledge [3] , but this will destroy part of the knowledge. A better alternative would be to give precedence to the exception "penguins do not fly". In this case, only "Tweety does not fly" can be coherently inferred from ′ ∆ . Indeed, by using precedence relations, coherent reasoning in presence of inconsistency turns out to be possible.
In the last decades, reasoning with inconsistent knowledge has attracted great interest in the AI community. Nowadays, argumentation [4] is a common approach for coherent reasoning in presence of inconsistency, and several different formal models of argumentation have been proposed in the literature (e.g., [5] - [8] ). This paper proposes a system for coherent reasoning, based on dialogical argumentation and defeasible reasoning, which resolves conflicts by using precedence relations of three kinds: explicit precedence relation, which is synthesized from precedence rules; implicit precedence relation, which is synthesized from defeasible rules; mixed precedence relation, which is synthesized by combining explicit and implicit precedence relations.
The paper is organized as follows: Section 2 introduces the fundamentals of defeasible reasoning and explains how the three kinds of precedence relations are synthesized in our system; Section 3 describes the dialectical proof procedure on which our system is based; Section 4 presents some features of the dialogue system prototype implemented in Prolog; finally, Section 5 presents the conclusion of the paper.
Background
In this section, we start by defining the language used to specify knowledge bases in our dialogue system; then, we present the principles of defeasible reasoning with inconsistent knowledge; and, finally, we discuss how to synthesize three different kinds of precedence relations from the information declared in a knowledge base.
Knowledge Representation
An atom denotes an atomic proposition. A literal λ is an atom α or a negated atom A precedence rule is an expression ′ ≺ , where and ′ are labels of conflicting defeasible rules, stating that the rule precedes the rule ′ (i.e., that the priority of rule is higher than the priority of the rule ′ ). Since precedence rules do not involve atoms of the logical language, they are considered as meta-knowledge, whose only purpose is to provide information necessary to resolve conflicts between defeasible rules.
A knowledgebase ∆ is a finite set of consistent labeled defeasible rules and precedence rules. For example,
is a knowledgebase, where p , b , and f stand, respectively, for "penguin", "bird", and "fly". In this knowledge base, the defeasible rule 2 : b f → states that "birds fly", the defeasible rule 3 : p f → ¬ states that "penguins do not fly", and the precedence rule 3 2 ≺ states that the defeasible rule 3 has precedence over the defeasible rule 2.
Defeasible Reasoning
As already said, a defeasible rule ϕ λ → states that the literals in ( ) 
holds for defeasible rules. In fact, even when the antecedent of a defeasible rule is true, its consequent may be false. Defeasible reasoning is based on an inference rule called modus non excipiens [9] . This inference rule differs from modus ponens because it has an implicit premise stating that the consequent of a defeasible rule follows from its antecedent, provided that there is no exception to the rule. Therefore, defeasible reasoning is a kind of reasoning that produces only a contingent demonstration of a literal λ . Anyway, a necessary (although not sufficient) condition to believe in a literal λ is that it can be, at least, defeasibly derived from the knowledge base.
A defeasible derivation tree of a literal λ from a knowledge base ∆ , denoted by
, is a tree such that:  The root of ϕ λ λ = ∧ ∧ , then that node has exactly k children nodes, which are labeled with 1 , , k λ λ , respectively. A defeasible derivation tree is generated by a backward search procedure, similar to SLD-refutation [10] . For example, a defeasible derivation tree of the literal u from 2 ∆ is depicted in Figure 1 . 
where c , b , f , and s stand for "chicken", "bird", "fly", and "scared", respectively. Clearly, both f and 
can be constructed based on the extended 3 ∆ and, since 4 3 ≺ , the new argument 3 A defeats 2 A , and reinstates 1 A . As a result, the previously coherent conclusion f ¬ becomes an incoherent conclusion, and the previously incoherent conclusion f becomes a coherent conclusion. This idea is illustrated in Figure 3 .
It is worthy noticing that, without the precedence rules 3 2 ≺ and 4 3 ≺ , the conflicts between the arguments could not be resolved and, consequently, neither f , nor f ¬ could be accepted as a coherent conclusion from 3 ∆ . When two conflicting defeasible rules have the same strength, we say that they block each other. 
Precedence Relations
Let L ∆ be the set of labels used in a knowledge base ∆ . A strict partial order over L ∆ is a binary relation ≺ such that / ≺ (irreflexivity), and if
Clearly, if ≺ is an irreflexive and transitive relation, it is also an asymmetric relation (i.e., if
be the set of precedence rules explicitly declared in ∆ . We assume that the transitive 
where a , f , w , c , s , and b stand for "animal", "fly", "winged", "chicken", "scared", and "bird", respectively. Let 
The synthesis of an implicit preference relation is based only on the syntax of the defeasible rules declared in a knowledge base and, therefore, it has the advantage of being a criterion independent of the application domain. However, not all precedence rules can be defined in terms of specificity and, frequently, a knowledge base also contains explicit precedence rules defined by a domain expert. In this case, a mixed preference relation 
The Dialectical Proof Procedure
As discussed in Section 2.2, arguments for and against a conclusion can be extracted from defeasible derivation trees. Arguments are similar to proofs but, since they can be defeated by stronger counterarguments, their conclusions cannot be warranted under all circumstances. In this section, we present the fundamentals of the dialectical proof procedure on which our system is based. Given a knowledge base ∆ , this proof procedure can 
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decide whether a conclusion can be coherently inferred from ∆ , by analyzing its pros and cons. The dialectical proof procedure is a kind persuasion dialogue [12] , based on two main components: a communication language and a protocol. These components are explained in the next subsections.
The Communication Language
To communicate its viewpoint about an issue, an agent must use a locution. The communication language specifies the locutions that the agents can utter in a conversation [13] . In this work, we adopt the following locutions, where ∆ is a knowledge base and λ is a literal:
claim λ , to claim that λ is a coherent conclusion from ∆ .
 ( )
why λ , to ask for reasons to believe that λ is a coherent conclusion from ∆ .
: since ϕ λ → , to argue that ϕ is a reason to believe that λ is a coherent conclusion from ∆ .
agree λ , to agree that λ is a coherent conclusion from ∆ .
retract λ , to retract the claim about λ being a coherent conclusion from ∆ .
The dialectical proof procedure is modeled as a dialogue between agents pro and con . A speech act is a pair formed by an agent and a locution. A dialogue starts with a speech act
pro claim λ . The role of pro is to utter locutions defending the claim that λ is a coherent conclusion from ∆ , and the role of con is to utter locutions raising doubt about the truth of that claim. The attitude of pro is credulous, while the attitude of con is skeptical.
The Protocol
A dialogue is a finite sequence of speech acts. The record of all speech acts uttered by the agents, since the beginning of a dialogue until a specific moment, is a narrative. A protocol specifies, for each narrative, the next legal speech act. A legal dialogue is a dialogue consisting only of legal speech acts, according to the protocol.
The protocol used in this work is succinctly described in Table 1 . In this table, speech act is the last utterance in the current narrative, and A and B are agents with adversary roles. For each speech act, this protocol specifies a legal reply, which can be an attacking or a surrendering reply. The protocol enforces that each reply must be coherent with the all previous locutions uttered by the agents, according to the current narrative.
The turn taking policy is implicitly defined by the reply structure imposed by the protocol (also specified in Table 1 ). An agent can give more than one reply to a speech act, repeated locutions are not allowed, and tentative replies must obey the order in which they are defined in Table 1 .
During a dialogue, a dialectical tree with all relevant pros and cons for the initial claim is recursively built. The dialogue terminates when no legal reply in the current narrative is possible. A speech act is a winner if all its replies are losers; otherwise, if it has at least a winner reply, it is a loser. By definition, speech acts with the locutions ( ) agree λ and ( ) retract λ are losers. When a reply is a loser, the agent can backtrack and try another reply. At the end, the initial claim, about λ being a coherent conclusion from ∆ , is true if
pro claim λ is a winner.
For example, consider the following knowledge base: Figure 7 . Dialogue System Prototype: knowledge base representation, precedence relations and query's output.. Table 2 . Main commands offered by the dialogue system prototype..
Command Description
kb # literal Asks the system whether literal is a coherent conclusion from kb.
precedence_relations (kb) Shows all the three precedence relations synthesized from kb. The command implemented by the predicate precedence_relations/1 shows the three kinds of precedence relations synthesized from a specific knowledge base. For instance, the precedence relations for the knowledge base kb.pl are shown in Figure 7 (left, bottom) .
The command implemented by the predicate #/2 allows the user asking whether a literal is a coherent conclusion from a knowledge base. Only ground literals are allowed in queries and, at each query, each defeasible rule with variables is automatically replaced by one of its ground instances, according to the literal used in the query. For instance, the result of the query kb # fly (tina) is shown in Figure 7 (right) .
The implemented prototype was tested with a series of benchmarking examples found in the literature and intuitively coherent results were obtained for all of them.
As future steps, we plan to study the formal properties of the dialogue system prototype, with respect to well known semantics for argumentation systems [5] , as well as to develop a graphical interface to show the dialectical tree structure and the relations between its arguments and counterarguments.
Conclusions
The ability of dealing with inconsistent knowledge bases is relevant for many practical applications. As it is well known, in such applications, inconsistency arises mainly due to the existence of rules with exceptions. Thus, one way of coping with inconsistency is to give precedence to exceptions. Based on this idea, this paper proposes a dialogue system for coherent reasoning with inconsistent knowledge bases, which resolves conflicts among defeasible rules by using precedence relations of three different kinds.
More specifically, this paper 1) shows how explicit and implicit precedence relations can be automatically synthesized from an inconsistent knowledge base and also how they can be combined to synthesize a mixed precedence relation (where explicit precedence rules can override conflicting implicit precedence rules); 2) presents a dialectical proof procedure that can be used to decide whether a specific conclusion can, or cannot, be coherently inferred from an inconsistent knowledge base; 3) implements a prototype system for coherent reasoning with inconsistent knowledge bases.
Future extensions of this work are the study of the formal properties of the proposed system and the development of a graphical interface for it.
