Clonal selection has been a dominant theme in many immune-inspired algorithms applied to machine learning and optimisation. We examine existing clonal selections algorithms for learning from a theoretical and empirical perspective and assert that the widely accepted computational interpretation of clonal selection is compromised both algorithmically and biologically. We suggest a more capable abstraction of the clonal selection principle grounded in probabilistic estimation and approximation and demonstrate how it addresses some of the shortcomings in existing algorithms. We further show that by recasting black-box optimisation as a learning problem, the same abstraction may be re-employed; thereby taking steps toward unifying the clonal selection principle and distinguishing it from natural selection.
Introduction
Burnet's Clonal Selection principle is, perhaps, the keystone of mainstream theoretical immunology. Briefly, antigen select their responding lymphocyte clones through a cyclic process of receptor-ligand binding, proliferation, mutation and competitive exclusion. Thus, randomly generated lymphocytes, with receptors proven "fit" in the pathogenic environment of the host, persist and improve.
Forrest et al. proposed a computational view of clonal selection as a genetic algorithm without cross-over, examining its efficacy with respect to biological insight [15] . The pattern recognition aspect of this work was developed by Cutello and Nicosia [4] and, soon after, de Castro and Von Zuben proposed their seminal data-analysis and optimisation algorithm [12] , hypothesising that the clonal selection mechanism could be used to produce a repertoire of receptors that provide a compact descriptions of the antigenic environment (where e.g. "antigen" represent unlabelled data-points). This same idea was also extended to a black-box optimisation setting [11, 8, 9, 7] , where it has particularly flourished.
For optimisation, the alignment with Evolutionary algorithms is transparent 1 , though somewhat controversial. The peculiarities of the immune system's asexual, inversely proportional hyper-mutation process may offer advantages over traditional selection and recombination operators. Additional immunological factors such as inter-clonal interactions have also been promoted as adding value in terms of maintaining diversity in the optima reached by the population. There has been several promising theoretical developments in this respect (see e.g. [10, 31] ), but nevertheless, it is difficult to assert that this is not just a variation on an already well established theme, rather than a fully novel paradigm.
For pattern recognition, there has been much less transparency. Although most studies report promising empirical results on benchmark problems, theoretical insight into why these algorithms performs as they do remains scant; as does any elucidation of the substantiative differences from more classical algorithms in the field. Disregarding cosmetic differences, the overarching idea behind all of the algorithms to be presented here is data compression: capturing salient features of the data (antigen) using a small amount of generated prototypes (receptors). It certainly seems plausible that the immune system needs to achieve a similar goal; but it is readily apparent that the Pattern Recognition, Machine Learning and Signal Processing literature abounds with variations on this basic idea. Our first goal is to clarify what an immunological perspective contributes to this domain. We approach this by clarifying what classical methods contribute to the immunological perspective, then examining what is left unaccounted for.
Although based on the same underlying principle, the optimisation and pattern recognition perspectives on Clonal Selection have decoupled from each other, aligning with the classical algorithms in their fields -evolutionary algorithms and prototype-based methods, respectively. In turn, this has resulted in a compromised computational interpretation of clonal selection that, on the one hand, we do not think an immunologist would readily iden-tify with; and on the other, dilutes any motivation for a practitioner to choose an immune-inspired, over a more classical, approach. Our second goal is to consider how these perspectives might be reunited back under a single, plausible clonal selection principle.
The paper unfolds as follows: in Sect. (2) we review the status quo in clonal selection algorithms for pattern recognition and machine learning. Some simple analysis and experiments identify latent issues that undermine most of the established algorithms in this domain. This motivates, in Sect. (3) a theoretical proposal intended to address these issues, which we further assert with some preliminary empirical analysis. In Sect. (4) we make use of existing work at the interface of parametric learning and stochastic optimisation to demonstrate how this same proposal can be extended to the optimisation domain; freeing immune-inspired optimisation from the, we will argue, unnecessary and inappropriate reduction to an evolutionary method. In Sect. (5) we discuss open problems and future work towards a unified clonal selection principle. We conclude in Sect. (6) with some final thoughts.
Clonal Selection
To aid clarity, we will paint a simple caricature of clonal selection in vivo. The interested reader is directed to [5, 18] for deeper expositions, though the material presented here will be sufficient for our purposes.
Clonal selection occurs when antigen (fragments) are drained from the tissues, via the lymphatic system, and are delivered to the lymph nodes. Here they bind to follicular dendritic cells which collect and present the antigen to naive B-Cells. This is how the process of proliferation, mutation and selection is initiated and maintained. During this process, the lymphoid follicle develops into two coherent regions: a dark zone, so called because it is so dense with proliferating and mutating B-Cells; and a light zone where the antigen bearing follicular dendritic cells (and incoming T-Helper cells) evaluate mutants and provide feedback on the proliferation process. In short, daughter B-Cells have to emerge competitive from the dark zone before being evaluated in terms of both specificity to the antigenic environment and discrimination to the surrounding pro-and anti-inflammatory signals. Passing the former provides positive feedback leading to another "generation" of proliferation and mutation; passing the latter results in activation of effector mechanisms. Failing either results in anergetic cell death (see Fig. 1 ).
antigen (fragment) follicular dendritic cell Figure 1 : A schematic representation of the clonal selection process inside the germinal centre. Clonal Selection algorithms tend to concentrate on the Darwinian generate-andfilter aspect of this process when applied to both learning and optimisation.
Clonal Selection in silico
For learning, the seminal clonal selection algorithm is de Castro and Von Zuben's CLONALG (Alg. 1). This work is only of historical interest, later developing into aiNET (Alg. 2) from the same authors [12, 13] . Both CLON-ALG and aiNET have spawned many derivative algorithms -usually with an application-specific focus; often employing hybridisation with classical methods. Such ad-hoc domain specific hybridisations are not relevant here. We also omit later work dedicated only to black-box optimisation.
These algorithms encapsulate the generate-and-filter method ostensibly used in the biological process. The overarching goal is the generation of prototypes µ i ∈ M (or receptors) that can be used to compress or otherwise characterise a set of data x i ∈ X (or antigen). It is apparent from inspection that the major thrust of both algorithms is very similar. Indeed, a large portion of the inner-loop of aiNET is CLONALG. What aiNET adds is the suppressive effects of inter-clonal interactions, purported to allow the repertoire to regulate its own size without a priori parameterisation.
A third clonal selection based algorithm that has garnered significant attention in the literature is Watkin's AIRS [32] . Although technically a supervised learning algorithm, the only immunological aspect occurs during
; end // Delete clones with low antigen affinity P = {p : p ∈ P and ||p − x|| 2 > } // Delete clones with high intra-clonal affinity P = P \ {p, k : p, k ∈ P and ||p − k|| 2 < σ intra } R = R ∪ P end // Delete clones with high inter-clonal affinity R = R \ {p, k : p, k ∈ R and ||p − k|| 2 < σ inter } // Generate fresh components R = R ∪ RandomRepertoire() end Algorithm 2: aiNET R = RandomRepertoire() for {x, y} ∈ X do µ t = F ittest(x, y, R) P = {best} while AvgF itness(P) < σ do for p ∈ P do
The optimal (one step) candidate is chosen deterministically, rather than via AIRS' many rounds of stochastic mutation and resource competition (c.f. Algorithm 3).
training, where an unsupervised algorithm executes in each of k class-specific compartments (see Alg. 3). The only significant differences to aiNET is that AIRS' inner proliferation-mutation loop iterates until the clonal population reaches a desired average fitness. In what follows, these differences will be rendered inconsequential. The following material is borne from earlier work by the authors highlighting several omissions in AIRS as a statistical learning algorithm [24] . Some of these issues generalise back to aiNET and CLON-ALG, and it is only these issues that we discuss here.
A Fundamental Contradiction
Our involvement in this subject was driven by a very simple observation, that can be derived from the pseudo-code directly: these algorithms all (i) process antigen sequentially in their outer loop, and (ii) perform stochastic search in their inner loop. Now, if there is only ever one data-point in the space, then any fitness landscape induced by a matching function will be uni-modal; thus, stochastic search appears to be entirely redundant.
A simple experiment clarifies. We completely remove the generate-andfilter subroutine from AIRS, replacing it with a trivial, deterministic update which we dub AIRS − (see Alg. 4). Here, we simply generate one mutant daughter exactly halfway between the datum and the best matching receptor. The rest of the algorithm is unchanged. Table (1) reports the performance for several benchmark datasets. The figures validate our concern: the clonal selection phase of AIRS has almost no positive effect on classifiers performance. Not only is the stochastic search unnecessary, it can be detrimental. AIRS performs significantly worse on all high-dimensional datasets. Indeed, on the newsgroup dataset AIRS performs no better than random guessing. For comparison, on the same task 3-nearest neighbour achieves 75% accuracy, linear regression 80% and Multinomial Naive Bayes 97%.
Fitness for Purpose
In deriving the deterministic update rule for AIRS − we simply performed the logical behaviour AIRS was indirectly attempting by blind search. Regardless how it is performed, we now ask what is this behaviour achieving?
In AIRS − we used the update rule Table 1 : Accuracy comparison of AIRS and our deterministic derivative. Experiments were performed using the default algorithm parameters, 10-fold stratified cross-validation and a paired T-test. Most datasets are standard UCI benchmark problems. N ewsgroups is a two-class classification of determining comp.graphics from alt.atheism posts using a subset of the 20 Newsgroup dataset. Elements is a synthetic mixture of Gaussians taken from [17] that we will further use in the remainder.
where µ t+1 is the best mutant, µ t is the best matching receptor and γ = 0.5 was the distance to the boundary of the mutation region. Some trivial manipulation allows us to express (1) as
of which there are two points to make. First, to generalise back we note that this has the same form as aiNET's "guided mutation" step, where γ ≈
. So, aiNET is not only performing random search in a unimodal space, but performing random search along perturbations of the line between x t and µ t . Second, Eq. (2) is the well-known update rule for MacQueen's 1967 online k-means algorithm [23] . It is also well known (see e.g. [3] ) that this strategy implies stochastic gradient descent on the loss function
which is the sum of squared distances from prototypes to their assigned datapoints. Note that the stochasticity comes from computing the gradient using only a single datum sample -the update is deterministic, which for k-means involves (i) explicitly moving µ t to µ t+1 , and (ii) monotonically decreasing γ over time to ensure convergence. In contrast, aiNET and AIRS retain one or both of µ t and µ t+1 depending on pairwise distance and derive γ per datum as an (inverse) function of distance. It seems unlikely such a strategy is implicitly optimising anything.
Based on this observation, we hypothesise that, though smaller in size, the AIRS repertoire does not compress or otherwise extract meaningful structure from the dataset. We validate this claim by comparing the loss in Eq. (3) against that of k-means with the same number of prototypes as AIRS memory cells (see Table 2 ). For non-trivial datasets, AIRS is far from the local optima found by k-means. Alternately, we can find the valuek for k-means that produces the same performance as AIRS. It is apparent that a significantly larger amount of compression is possible than is achieved by AIRS.
A similar result has already been demonstrated by Timmis and Stibor for aiNET [30] . By comparing the Kullback-Leibler divergence between a density estimate based on the original data, and one based on the repertoire of memory cells, they demonstrated that aiNET fails to compress nonuniformly distributed data. Although they did not identify the futility of Figure 2 : Configuration of the aiNET repertoire on the Elements dataset, explicitly showing the fixed-width "suppression threshold" used to resolve pairwise competition. It is apparent that although aiNET has fewer prototypes than data, it has not "compressed" the data insomuch as density information has been lost under an essentially uniform tiling. AIRS suffers from exactly the same problem, although the threshold is a hidden parameter in that case. Best viewed in colour.
aiNET's stochastic search, they did identify another factor that limits its effectiveness, and which also applies to AIRS. By enforcing a uniform, fixed width separation between components, both algorithms fail to represent finegrained structure in the data occurring at a granularity below this width; and similarly, fail to generalise large, uniform, or sparse regions using fewer components (see Fig. 2 ). Such functionality is the very essence of compression.
In Table ( 3) we demonstrate the significant cost of uniform separation on classification accuracy, comparing AIRS against a Radial Basis Function classifier fit via the k-means algorithm. This comparison is not entirely fair, as the RBF was fit in a batch setting and thus benefited from random access to the data. But even if we handicap the RBF classifier to only two basis functions (c.f. the number of prototypes used by AIRS in Table 2 ) it still significantly outperforms AIRS on eight of our datasets. The within-cluster squared distances for AIRS and k-means using the same number of prototypes as AIRS' memory cells. The valuek is the number of k-means required to produce the same performance as AIRS. These figures suggest that, although smaller than the dataset, the AIRS repertoire has not extracted meaningful structure. This is further illustrated for a two-dimensional dataset in Figure (2 Table 3 : Classification accuracy comparison of AIRS and Radial Basis Functions. The RBF is handicapped to only two prototypes per class, compared to the AIRS repertoire size for the same datasets in Table ( 2). This demonstrates the significant cost of uniform, fixed width distances between prototypes for effectively representing the data.
2.4.
How "immune inspired" should an "algorithm" be?
Having cut through the immunological rhetoric, it is apparent that any biological influence is in fact relatively weak. Although the degree of biological fidelity necessary for an algorithm to be "inspired" can be a contentious issue, attending to several rudimentary details would significantly increase the validity of the immune inspired moniker.
1. Antigen are not processed sequentially. Online adaptation is a strong theme in AIS. However, strictly sequential processing is of dubious biological validity and renders stochastic search impotent. 2. Clones are a population. They are not simply present or absent, but grow and decay according to fitness. Without this, notions of immunological memory and adaptation are trivialised to elitism. 3. Inter-clonal competition is not pairwise. Competitive exclusion has a natural side-effect of limiting the capacity of others, possibly to a deleterious amount, by the allocation of finite resources amongst evolving populations. This dynamical aspect is entirely missing from most algorithms, in part due to omissions (1) and (2). 4. Cells are adaptive. Adaptive sensitivity to prolonged stimulation has been explored by Andrews et al. [1] in a modelling context, but is yet to be fully integrated into an algorithmic context. Relating sensitivity with size of recognition region, it seems plausible that this work could finesse the failure of fixed-width recognition regions elaborated earlier.
Note that many of these details are not overtly immune specific; but are foundational population dynamics that more sophisticated and plausible immunological mechanisms could be integrated into. Such progress seems unlikely under the methods of prototype-based and evolutionary algorithms. In the remainder, we intend to demonstrate that these same details improve the algorithm moniker also.
Clonal Selection as Learning
Although the results of Sect. (2) may seem discouraging, we do not consider this to be the final word by any means. The computational properties of the immune system is a rich topic, and it is only natural that seminal work should have erred on the side of simplification. Our only contention is that future progress may be better served by some reflection on this seminal work, rather than derivative development.
From our own such reflections on the practical and theoretical problems discussed above, we propose that the iterations of clonal selection and affinity maturation are better understood as embodiments of the venerable EM Algorithm [14, 25] . After introducing the EM Algorithm, we will discuss its dynamical interpretation; highlighting what we think are the benefits as a foundational abstraction of clonal selection and identifying where deeper immunological influences might contribute something back.
Expectation Maximisation
The basic idea behind the EM Algorithm [14, 25] is to solve a difficult "incomplete" data problem with a simpler "complete" data problem. We will dismiss with a fully general introduction and cut straight to mixture models, which are particularly apt in this context and are more algorithmically transparent that the abstract EM "algorithm". Our presentation mostly follows that of [2] , where the reader is directed for additional details.
In a mixture model, we postulate an underlying generative model for the observed data x i ∈ X ⊂ X that is a mixture of simpler distributions
where θ k parameterises a member of a family of distributions (e.g. Gaussians with θ k = {µ k , Σ k }). The overarching goal is to find a parameterisation of our model that maximises the likelihood of observing the given data
If we knew which component generated each x i the objective would be greatly simplified, so we assume a hidden vector y where y i = k if x i was generated by the component parameterised by θ k . The likelihood becomes
Unfortunately, we do not know y, but given some y ∈ Y we do know
We now have all the quantities we need to invoke the EM Algorithm. Because y is a random quantity, the goal is to maximise the expected (log) likelihood of the now complete data p(X, y|Θ)
which, after some manipulation, simplifies to
Starting from an initial value Θ 0 , the EM Algorithm alternates between calculating the distribution for the expectation, holding Θ t fixed; then maximising the likelihood, by updating Θ t+1 holding p(y i = k|x i , Θ t ) fixed. Hence, the name. The algorithm is guaranteed to increase the likelihood at each step till a local optimum (or saddle point) is reached. These steps are illustrated algorithmically for mixtures of Gaussians in Alg. (5) .
Step: compute probabilities for the expectation
Step: Update the parameters to maximise the expectation for µ k ∈ K do // Update location (mean) of component
The maximisation of the likelihood has a closed-form solution for Gaussians, where θ k = {µ k , Σ k }.
The EM Algorithm as Simulation
Looking at Alg. (5) 
. In the M-Step, each component acts by moving µ k , adapting its distribution Σ k , and updating its prior π k .
Using this connection we will now make the translation to dynamical models that may have qualitatively different "actions" than those derived from differentiating the global log-likelihood with respect to the parameters.
Clonal Selection as E-Step
The first contribution is largely from the EM algorithm. The key quantity is p(θ k |x i ) ∝ p(x i |θ k )p(θ k ). Ignoring the normalising denominator for a moment, this equations states, in words, that the probability that a datum should be assigned to a particular component (c.f. clonal selection), is proportional to the probability assigned to that point in space by the component (c.f. affinity) multiplied by the prior probability of that component, which we will treat as clone population. This naturally incorporates the fact that fitness is a function of both relative binding strength and magnitude.
This probabilistic interpretation hides awkward geometric notions of affinity; accommodating either biologically realistic and application specific measures. Note also that this allows us to address several of the short-comings of existing clonal selection algorithms discussed in Sect. (2): by using more than a single datum we now have a complex fitness landscape suitable for stochastic search; adaptive control of the local bandwidth of component distributions reflects adaptive stimulation; and clones have a rudimentary population and competition dynamic that, as we will elaborate in Sect. (3.2.3), acknowledges classical models from mathematical biology. We find this to be a compelling list of benefits, which come essentially for free.
Affinity Maturation as M-Step
The analogy continues with affinity maturation insomuch as the overarching goal is to "reparameterise the mixture" in order to optimise some quantity. Here the immunological perspective departs from both the regular EM Algorithm and evolutionary approaches to maximising likelihood. If our components are multivariate Gaussians, then by definition the weighted mean is an intuitive location to move a component (this is the M-Step in Alg. 5). But in affinity maturation the components do not move: daughter clones spread out into the space; some coming to dominate their parent and siblings. Reparameterise the mixture, for affinity maturation, is not just an update of Θ t → Θ t+1 but a partial redefinition of the model: components enter stochastically and leave in accord with selective pressures. This further distinguishes clonal selection and affinity maturation from black-box optimising the log-likelihood with an evolutionary algorithm. An evolutionary algorithm's population would each search for a global optimum of p(X, y|Θ) in Θ-space. In contrast, during affinity maturation each member of the population is searching for its own optima of p(X|θ k ) in X -space. Any optimisation of P (X, y|Θ) is implicit in optimising its factors.
Priors as Population
Treating the prior π k as population magnitude carries a particularly attractive connection to dynamical models of evolutionary systems. If one considers a Bayesian update, e.g. γ i,k in Alg. (5)
then it has already been observed [28] that this has the same form as the discrete replicator equation
where f k is the replicator's fitness, which we associate with the likelihood p(x i |θ k ), and r k is the replicators population size, which we associate with prior p(θ k ). The essential dynamics of Eq. (7) are that replicators with above average fitness (the denominator) grow, while others decay. For Algorithm (5), a component's prior π k aggregates this measure over all data points, where each α k is the sum of individual replicator updates
p(θ k ), thus components with consistently higher likelihood are rewarded by having their prior (in the next time step) increased. There are two interesting deviations from Bayesian statistics: we are considering iterations where it is the likelihood functions, and indeed the entire model, that are changing; and replicator fitness is typically a function of the population fitness, whereas mixture components do not tend to interact directly. We will concentrate on the former and briefly return to the latter point later.
A Rudimentary Empirical Analysis
There is much existing work in the statistics literature on stochastic variants of the M-Step (see e.g. [25, 6, 19] ). Much like the stochastic k-means in Sect. (2.3), these methods tend to involve deterministic updates based on a sample of the data; rather than stochastic updates per se. However, unlike the situation in Sect. (2.3) we are now in a position to use stochastic search as our fitness landscape is no longer unimodal.
The obvious question is whether an EM-like algorithm with proliferation and mutation makes sense. This is very easy to validate away from the immunology by making three simple changes to Alg. (5) . First, we trivially modify the EM algorithm to not update mean locations. After this modified EM Algorithm converges we then, in a surrounding loop, remove redundant components with low priors (c.f. clonal extinction) and sample new components from the current mixture to add to the mixture in the next iteration (c.f. fitness proportional proliferation and mutation). This process is then repeated until the outer loop converges (see Alg. 6).
while not converged do Sample new components from the current mixture Θ = Θ + {θ i : θ i ∼ Θ} i = 1 . . . k Fit the new mixture model without updating means ( , Θ) = EM(X, Θ) Evaluate and remove poor components Θ = Θ − {θ i : θ i ∈ Θ and p(θ i ) < 1 or det(Σ i ) < 2 } end Algorithm 6: A modified EM Algorithm for Gaussian Mixtures which uses sampling and exclusion of components instead of relocating existing components. This can be considered as adding a very rudimentary "metadynamics" to the EM Algorithm: there is no a priori model; poor components are eradicated; and proliferation is proportion to fitness.
To reduce the degrees of freedom in our analysis, we will also ignore updating each component's covariance or bandwidth. Note that this is not such a compromise as it was in Algs. (2) and (3) as these "fixed regions" are no longer criteria for discrete pairwise separation and removal. Components are free to overlap. This will necessarily reduce their overall fitness by invoking competition in resource allocation, but it will also allow the repertoire to properly reflect density in the data. Intuitively, it can be better to compete over a dense region that dominate a sparse region. This intuition is borne out in Fig. (3) , which shows the configuration of components (i.e. repertoire) for Alg. (6) on the Elements dataset. This configuration should be compared with the aiNET configuration on the same dataset (Fig. 2) .
One might ask whether the ability of components to overlap reduces the compression ratio of components to data-points. In all our experiments with Alg. (6) the repertoire size never strayed beyond 20-25 components, even though 5 new components were introduced on each iteration for a total of 500 iterations. This suggest that once a stable configuration has been found it becomes increasingly hard for randomly generated components to perturb the configuration. This suggestion is consistent with the robust temporal dynamics illustrated in Fig. (4) .
One might also ask how this strategy compares to the EM Algorithm proper. Such a comparison is premature, but it is insightful to consider anyway to motivate further development. In the right hand side of Figure (4) we plot the evolution of the likelihoods of observed data (green) and unob- served data (red) drawn from the same underlying mixture. There is no set convergence criteria, but it is clear that from 10 runs with random initial configurations the dynamics do not vary considerably. It is also interesting to note that at no point does the algorithm overfit to the observed data at some cost to the unobserved performance; but this is most likely explained by the restricted updates making such overfitting impossible. On the left hand side of Figure (4) we show the same likelihood measures, but this time for the regular EM Algorithm parameterised with different mixture sizes. Here we see the typical increase in observed data likelihood at the cost of unobserved likelihood as the mixture model's complexity increases and overfits the observed data. The data and y-axis are comparable for these two graphs and it is interesting to note that the modified EM Algorithm performs insample roughly equivalent to a 7-component mixture model (which would be a reasonable choice given the data) although it uses over 20 components and introduces 2, 500 components over the course of it execution. Out of sample, the modified algorithm generalises like a 12-component mixture model. That is, it is overfitting above its complementary mixture model in terms of performance on the observed data. It is difficult to say anything general here as performance of the EM Algorithm on unobserved data is not typically a concern. At the very least, it suggests that there is room for improvement in this basic implementation. While hardly definitive, we are hopeful that the preceding demonstration is sufficient to assert the potential empirical benefits of our proposal, on top of the theoretical benefits already discussed. Exhausting this issue would deviate too far from the topic of this paper and will be left for future work. We direct the reader to the supplementary material for minor implementation and parameterisation details.
Clonal Selection as Optimisation
Building on the material developed in the last section, we now turn our attention to the use of clonal selection in stochastic optimisation. In comparison to the learning domain, this literature has made some notable empirical and theoretical progress (e.g. [10, 31] ). Nevertheless, it is apparent that these methods belong to the same class of methods as Evolutionary algorithms. This historical accident [16] is curious because, although clonal selection does have a Darwinian "survival of the fittest" aspect, the asexual cloning and mutation of lymphocytes does not involve parental selection or recombination -the very features that both distinguish Evolutionary algorithms as a stochastic optimisation method, and make them so notoriously difficult to analyse. Our question then is this: why does AIS research persist in the theoretical framework of evolutionary algorithms, when it does not contain the algorithmic features that prescribe this framework?
In asking this question, we have been led to conclude that the asexual cloning and mutation of lymphocytes is better modelled as a generic Monte Carlo method. Here we intend to impress on the reader that, in conjunction with the preceding material, recent research at the interface of stochastic optimisation and parametric learning adds weight to the seminal conjectures that clonal selection offers a perspective on both. Following the work of Wolpert and Rajnarayan [33, 26] , we will introduce the Monte Carlo optimisation setting, before illustrating how parametric learning algorithms, and their attendant methodologies, can improve the stochastic search process. The reader is warmly recommended to study the primary references [33, 26] , of which this is only a brief survey.
From Monte Carlo Optimisation to Approximation
When sampling the space of solutions, as all black-box optimisation methods do, it seems apparent that a probabilistic formulation has much to offer as a strategy for producing better samples than random search. The principle insight behind recent work on Probability Collectives [34] and the Cross Entropy method [27] is that, rather than find x * ∈ X that is an extrema of an objective function f (X ), it may be preferable to to find a parameterised distribution p θ over X that optimises
Any final solution(s) can be sampled from the optimal p θ . If p θ assigns all probability mass to x * ∈ X then we recover the original formulation. However, we will always be uncertain just how globally optimal any optimum from our sampling process is; so a distribution over the space that concentrates probability mass in promising regions is a more reasonable solution than an "elite" sample. Further, drawing samples from this distribution as it evolves is a more analytically satisfactory method of exploration than e.g. local search heuristics combined with selection and recombination operators.
Assuming that enumeration of X is intractable, we can derive an empirical estimate of Eq. (8) by sampling with replacement
which is guaranteed to approach E p θ [f (X )] as N → ∞. This estimate is unbiased, but falling short of infinity can cost large variance in the estimate. To reduce variance, we can introduce bias by sampling from a control distribution p σ which should be designed to favour the regions of X that contribute most to the estimate. This biased estimate can be corrected by importance weighting [33] samples according to the likelihood ratio of the sample under the target distribution p θ and our biased sampling distribution p σ
Again, the distribution may focus all probability mass on the sample with extremal value off (x; θ). In the vernacular of machine learning, such a solution has been overfit to the sampled data -modelling peculiarities of that sample, rather than generalising to the distribution the sample came from. In machine learning, one tackles this problem with regularisation, restricting the capacity of the model to overfit the sample data. Wolpert et al. assert that stochastic optimisation algorithms should do likewise, suggesting
where H is the Shannon entropy. For concreteness we are now assuming a minimisation problem, that incurs an additional cost for using a low entropy distribution. Taking the lead from Jayne's Maximum Entropy principle [20] , the distribution minimising Eq. (10) is well known to be
for some value of λ. But this is the minimiser over all distributions with domain X . In [33] , Rajnarayan suggested that by minimising the KullbackLeibler divergence between p λ and our parameterised distribution p θ , one can approximate the estimate of the optimal θ ∈ Θ.
To summarise, we modify our objective from Eq. (10) to
= argmin
where the final step is an importance weighted empirical estimate of the cross entropy. Notice that the objective function evaluations are embedded inside p λ (x). Notice also that if p λ (x) ≈ p σ (x) then we are simply maximising the log-likelihood p θ (x), which was the learning problem set in Sect. (3.1) . So now we see clearly the connection between Monte Carlo Optimisation and Parametric Learning. Rather than directly searching for optima, we attempt to approximate the objective function with a parametric model (e.g. a Gaussian mixture). This approximation guides the search process, which is simply sampling from the parametric model. In each iteration, samples generated according to our current parameterisation are used to re-estimate the parameters in the next iteration (see Alg. 7).
The key to making this work involves a combination of managing samples that are inferior or came from earlier generating densities, and manipulating the target distribution used to measure Kullback-Leibler divergence. Notice that the target distribution exp[− 
∀x i ∈ X Fit: p θ under new likelihood ratios using EM while log-likelihood(θ) not converged do E-Step: calculate distribution for the expectation M-Step: maximise parameters under this distribution end update λ end the exponentially decaying distribution, attributing most of the probability mass to fewer samples. This concentrates the "fitness landscape" towards a distribution that assigns all probability mass to the global optimum. In practice, managing this "cooling schedule" is notoriously difficult. Updating too quickly can leave the mixture model stranded on a plateau with no opportunity to sample away from. Updating too slowly can cause glacial convergence. Typically algorithms employ a time dependent, monotonic schedule.
Towards a Unified Clonal Selection Principle
Let us briefly review. In Sect. (3) we cast Clonal Selection for learning as a Generalised EM Algorithm (with suboptimal M-Step) for mixture models. In Sect. (4) we reframed black-box optimisation as approximating the unknown objective function, bringing this too back under the domain of learning. By representing the repertoire as a mixture model and mutation and proliferation as Monte Carlo sampling from that mixture, the crux for both applications is then a minimisation of the Kullback-Leibler divergence between a target and parameterised distribution. This was made explicit in Eq. (12) for optimisation and is straightforward to show for learning.
Assume we knew the true underlying distribution of the data, say p * (x). Then minimising the Kullback-Leibler divergence from p θ
results in the maximum likelihood (minimum negative log likelihood) estimator once we take an empirical sample of data assumed drawn i.i.d from the now unknown p * . It has been suggested (e.g. [21] ) that rather than attribute 1 N point mass to each datum, it can be beneficial to smooth the empirical estimate by instead minimising the divergence between the parametric model and a kernel density estimate based on the data
where β defines the bandwidth of the kernel. This bears more resemblance to the optimisation in Eq. (12) , where manipulating the parameters λ or β can be used to control the smoothness of the target distribution (i.e. fitness landscape). Recall, this strategy is very similar to the optimality criterion used by Stibor and Timmis when evaluating aiNET [30] , except now the algorithm is explicitly optimising this criterion.
Beyond the Generate-and-Filter Approach
Ignoring the technical problems of Sect. (2) and the theoretical improvements of Sect. (3), one might still concede that the gestalt of the clonal selection process is captured in Algorithms (1), (2) and (3). But note that the inner-loops of these algorithms are simply re-evaluating the same global objective as that in the outer loop, again, much like an evolutionary algorithm. In contrast, the inner-loops of Algs. (6) and (7) are improving the internal model of the objective function. Only after that process converges, is sampling and evaluation used to explore the objective function's domain.
Looking back at Figure (1) we submit that these latter strategies offer additional plausibility on the dynamics (parameter adaptation) and metadynamics (structural adaptation) of clonal selection. Further, individuals are not assessed directly on the global objective, but by how much they contribute to the entire repertoire's global performance. This is still very close, in spirit, to the overarching motivation behind aiNET and AIRS. But in details, it is quite different. The progression to generate-fit-and-filter seems unlikely to be derived from the prototype-based/evolutionary algorithm perspectives of clonal selection. Crucially, the model fitting stage is where the dynamical, mathematical biology perspective of the EM Algorithm can be introduced. The probabilistic frameworks of Expectation-Maximisation and Monte Carlo optimisation would seem to allow us to elicit, coherently, what has only been vaguely implied by Clonal Selection algorithms to date.
Open Problems
We assert that it is only the meta-dynamical aspect of current clonal selection algorithms that is any point of distinction in learning and optimisation. It is frustrating then, to realise how under-developed this aspect remains in contemporary algorithms. We consider this to be the biggest open problem for clonal selection as algorithm. Of course, it is much easier to criticise than it is to create. We have offered what seems a more plausible framework for clonal selection. But this is still an incomplete foundation for a bridge between statistical modelling and immunological modelling. We briefly highlight the most readily apparent omissions, in the hope that one might spark the imagination of the reader.
Closing the Loop on Learning and Optimisation
Although algorithms (6) and (7) are ostensibly very similar, the mapping is incomplete with respect to optimisation insomuch as B-Cells seem to be functioning as both evaluation points and mixture distributions. This is a result of antigen typically having no well-defined role in optimisation, and may require some finessing. The learning perspective is unaffected.
Online Learning and Adaptation
In asserting the impotence of stochastic search in purely sequential processing, we have taken to the other extreme of batch processing. It would be more biologically and computationally desirable to find a compromise between extremes, such as a less rigid variation on so-called mini-batches [22] .
Inter-Clonal Dynamics
Although the EM accounts for a weak form of competition amongst components over being assigned responsibility for data, it does not account for inter-clonal interactions or density dependence -a major aspect of the immunology and Eq. (7) . Treating data and components as indistinguishable introduces some novel statistical issues that deserve more analysis.
Local Adaptations
Formulating clones as parameterised density functions may provide a complementary perspective on adaptive stimulation. However, this raises questions about any trade-off between maximising stimulation quantitatively by weakly covering a larger volume; or qualitatively, by strongly covering a smaller volume. Biological insight or mathematical artifact? Certainly, individual bandwidths imply asymmetric inter-clonal interactions. Further, how new or mutant clones parameters are initialised will create different regimes for competition in the repertoire, as this depends on the product of each's likelihood (affinity) and prior (population) factors.
Adaptive Smoothing of the Fitness Landscape
At the end of Sect. (4.1) we noted that managing the "cooling schedule" for the target distribution can be difficult. How the immune system actively regulates the surrounding environment through inflammation and chemical signalling may offer some approach to tackling this problem.
Biased and Unbiased Sampling
Speaking loosely, the immune system uses two different sampling procedures. New cells produced from the bone marrow provide an influx of samples unbiased by the environment. Stimulation induced mutation produces samples biased by the current environment and system state. Does a Monte Carlo perspective provide any insight on this process, or vice-versa?
Conclusion
We have identified significant design issues with the accepted computational interpretation of clonal selection for pattern recognition; elaborated on contentious issues with its optimisation interpretation; and highlighted omissions from either's biological interpretation. We then proposed a probabilistic reinterpretation grounded in the EM Algorithm and Monte Carlo optimisation that, in addition to addressing existing issues, would seem to provide a coherent theoretical foundation for developing plausible immuneinspired algorithms. This perspective goes some way toward unifying the divergent computational views of clonal selection, although there are open problems to be resolved.
Attempting to unify both views of clonal selection under the banner of distribution approximation is all very well, but the question remains: does an immunological perspective have anything deep to contribute? With respect to recontextualising statistical abstractions, we would argue that it does not. Superficial immunological terminology blurs theoretical distinctions and connections between approaches. We concur with [31, 29] that the continued appeal to immunological metaphors makes progress towards more sophisticated immune-inspired system unwieldy. But let us not forget that this terminology is not what is motivationally inspiring about the subject; but rather capturing the autonomy of a non-cognitive system. This is emphatically not the domain of statistics and machine learning. All theory starts with the a priori definition of the parametric model assumed complete and justifiable; but clearly this is the intelligent part of learning, not the optimisation of parameters. It is somewhat ironic then, that this is left to the practitioner, rather than the "learning algorithm".
The capacity to learn adaptive internal representations is, arguably, the single most fascinating aspect of the immune system. Simulations of model learning and adaptation in biological systems is certainly one way to introduce rigor (of a different sort) into what are less clearly defined but practically important problems for autonomous learning. If immunological and statistical modelling is to be made complementary, rather than antagonistic, then it would seem better to make transparent comparisons as numerical methods, rather than assert superficial differences based on opaque nomenclature.
