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Abstract
Quantum breathers in small networks: Dynamics, tunneling, correlations, and
application to Josephson cells
Ricardo Alberto Pinto Rengifo
Technische Universität Dresden
We address the excitation of quantum breathers in small nonlinear networks of
two and three degrees of freedom, in order to study their properties. The invari-
ance under permutation of two sites of these networks substitutes the translation
invariance that is present in nonlinear lattices, where (classical) discrete breathers
are time periodic space localized solutions of the underlying classical equations of
motion. We do a systematic analysis of the spectrum and eigenstates of such small
systems, characterizing quantum breather states by their tunneling rate (energy split-
ting), site correlations, fluctuations of the number of quanta, and entanglement. We
observe how these properties are reflected in the time evolution of initially localized
excitations. Quantum breathers manifest as pairs of nearly degenerate eigenstates
that show strong site correlation of quanta, and are characterized by a strong exci-
tation of quanta on one site of the network which perform slow coherent tunneling
motion from one site to another. They enhance the fluctuations of quanta, and are
the least entangled states among the group of eigenstates in the same range of the
energy spectrum. We use our analysis methods to consider the excitation of quantum
breathers in a cell of two coupled Josephson junctions, and study their properties
as compared with those in the previous cases. We describe how quantum breathers
could be experimentally observed by employing the already developed techniques for
quantum information processing with Josephson junctions.
iii
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Chapter 1
Introduction
A network of coupled oscillators has been the usual model to provide a good de-
scription of the energy flow in lattice systems. As a first approach to understand
the mechanisms behind the energy transfer in these systems, usually one considers
harmonic oscillators, and tries to make a description in terms of normal modes. How-
ever, while this approximation works well at low energies, when the excitations that
are involved in the dynamics of the lattice are highly energetic, the harmonic picture
may become insufficient. Then one adds anharmonic effects in the model, which in
many cases provides successful results. Two examples of this is the explanation of
the thermal expansion in solids and the finite thermal conductivity of insulators in
terms of anharmonic vibrations of the crystal [1, 2].
One of the most striking and interesting phenomena due to anharmonic vibrations
in lattices during the last decades is the existence of nonlinear localized modes, also
called discrete breathers (DB), or intrinsic localized modes. These are time periodic
excitations which are able to localize a big amount of energy into a small region
of space in a translational invariant lattice. For nearest neighbor coupling between
oscillators, this localization is exponential, and they may be robust against perturba-
tions to the system. DB-like excitations, being generic objects, have been observed
in a huge variety of lattice systems that include bond excitation in molecules, lat-
tice vibration and spin excitations in solids, electronic currents in coupled Josephson
junctions, light propagation in interacting optical waveguides, cantilever vibrations in
michromecanical arrays, cold atom dynamics in Bose-Einstein condensates loaded on
optical lattices, among others. They have been extensively studied, and a high level
of understanding about their properties has been reached (for reviews see [3, 4]). Dif-
ferent from the disorder-induced localization in harmonic (linear) lattices (also called
Anderson localization) [5], the existence of nonlinear localized excitations in trans-
lationally invariant lattices is possible due to an interplay between the discreteness
of the system and the nonlinearity present in the equations of motion underlying its
classical dynamics.
Although a classical description of the lattice vibrations has allowed to explain
the phenomena associated to DB-like excitations in many different systems, in a
substantial part of them the quantum dynamics of these is either unavoidable (e.g.
molecules and solids), or reachable by tuning corresponding parameters (e.g. Joseph-
son junctions and Bose-Einstein condensates). In translational invariant lattices, the
quantum eigenstates are extended in nature because of the linearity of quantum me-
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chanics. However, quantum breathers (QB) appear as nearly degenerate many quanta
bound states. When they are excited, the outcome is a localized excitation that tun-
nels very slowly from one lattice site to another. In the classical limit, QB states
become degenerated and the tunneling of the localized excitation stopped, recovering
its classical counterpart.
QBs have been studied previously in order to understand the dynamics of energy
distribution in molecules, where the long-lived localized excitation product of the
superposition of QBs have being coined local modes. However, nowadays it is clear
that QBs may play a especial role in other scenarios. Unfortunately, at variance
from the classical case, the properties of QBs, and their consequences in the quantum
dynamics, are not well understood. On the experimental side, up to date QBs have
been only observed by spectroscopic analysis in molecules and solids. Detailed studies
on the dynamics of excited QBs have not been reported.
In this thesis, we consider the above-mentioned issue: We address the possibil-
ity to directly observe the time evolution of QBs. The system we propose to be a
candidate for such an experiment is an array of coupled Josephson junctions in the
quantum regime. The reason for considering Josephson junctions is that they are
nonlinear devices that show macroscopic quantum behavior. Nowadays they can be
manipulated with high precision, in such a way that the energy flow between coupled
junctions can be resolved in time.
The idea behind employing Josephson junctions is that they behave like anhar-
monic oscillators, and by lowering the temperature one can bring them into the quan-
tum regime, where their quantization leads to energy levels that are nonequidistant
because of the anharmonicity. These levels can be separately excited by using mi-
crowaves pulses, and the energy distribution between the junctions can be measured
in time using subsequent pulses. Up to date, these techniques have been used for
experiments on quantum information processing with Josephson junctions [6, 7]. The
present work is a first attempt to show that arrays of coupled Josephson junctions
could also be used as playgrounds for experiments on quantum dynamics of excita-
tions in nonlinear lattices.
As a first step towards an experimental realization to observe QBs in coupled
Josephson junctions, in this theses we consider the simplest case: Two equal current-
biased Josephson junctions, that are coupled forming a (Josephson) cell. Note that
when one talks about DBs in small networks like this, the notion of exponential
localization in a translationally invariant lattice becomes meaningless (we can not
define a localization length in a small network). However, one can substitute it by the
notion of symmetry-breaking excitations in a permutational invariant system, where
the energy distribution between the sites is asymmetric. In the quantum case, the
permutation invariance leads to pairs of eigenstates, where QBs are nearly degenerate
pairs.
After studying the classical dynamics of the Josephson cell, seeking for DBs, in the
quantum case we perform an extended analysis of the energy spectrum and eigenstates
of the system in order to identify and characterize QBs. The characterization of these
states consists of computing different quantities, where QBs show features that allow
us to distinguish them from other eigenstates: Energy splittings, correlation functions,
fluctuations of the total excitation energy in the junctions, and entanglement. The
results of this characterization are contrasted with those from the time evolution of
3
initially localized excitations.
We identify QB states in the Josephson cell as weakly splitted pairs of eigenstates
lying in the central part of the spectrum, that are characterized by correlations be-
tween the junctions —if one of them is strongly excited the other one is not, and vice
versa. These eigenstates show the lowest fluctuations in the total excitation energy
and are less entangled than energetically nearby states.
We show that by exciting one of the junctions to a large energy, we strongly
overlap with QB states. Consequently, we may trap the excitation on the initially
excited junction on a time scale that sensitively depends on the amount of energy
excited. We describe how this trapping could be experimentally observed in time
using techniques for manipulating Josephson junctions in the quantum regime, that
nowadays are used for experiments on quantum information processing with these
devices.
In chapter 2, we introduce the notions of DBs in nonlinear lattices (large net-
works), describing their properties and conditions of existence. To fix the main ideas,
we give some examples, and look over some of the literature addressing the mathemat-
ical proofs. We describe their quantization, and show some experimental realizations
in networks of Josephson junctions and Bose-Einstein condensates loaded on opti-
cal lattices, among other systems. In chapter 3, we describe classical and quantum
breathers in small networks. In order to capture their main properties, we consider
two Hamiltonian models that are known to show classical and quantum breathers: A
nonlinear integrable dimer, and a symmetric trimer. In chapter 4, we describe the
characterization methods for QBs, and define the relevant quantities. We apply these
methods to characterize the eigenstates of the dimer and trimer models, and draw
some conclusions about the properties of QBs in small networks. The application of
all of these ideas to the Josephson cell, and the description of the possible experiment,
is presented in chapter 5. Finally, we summarize in chapter 6.
Chapter 2
Discrete breathers in nonlinear
lattices
2.1 Main ideas
Discrete breathers are generic time-periodic and spatially localized solutions of the
equations of motion underlying the classical dynamics of nonlinear (or anharmonic)
lattices with translational invariance. Their spatial profiles localize exponentially for
short-range interaction (see for instance figure 2.1). Different from disorder-induced
localization [5], localization in a translational-invariant lattice is induced only by
nonlinearity (or anharmonicity).
The existence of DBs is due to an interplay between the discreteness of the system
and the nonlinearity present in the equations of motion of its dynamics: Discreteness
leads to a bounded phonon spectrum, and nonlinearity makes the frequency to depend
on the DB amplitude, giving the possibility to tune it outside the phonon bands in
such a way that the breather frequency, and all of its harmonics, do not resonate with
any of the phonon (or normal mode) frequencies [9]
2.2 Examples
To get a more concrete idea on what DBs are, we give two examples consisting of
one-dimensional lattices of nearest-neighbor coupled anharmonic oscillators, described
by the Hamiltonian
H =
∑
j
u̇2j
2
+ U(uj) +W (uj+1 − uj), (2.1)
where uj is the motion amplitude of the j-th oscillator. U(u) and W (u) are the sub-
strate (or on-site) and coupling (or interaction) potentials respectively. The equations
of motion of both systems are
üj + U
′(uj) + [−W ′(uj+1 − uj) +W ′(uj − uj−1)] = 0. (2.2)
After writing explicitly the equations of motion for each case, one linearizes them to
obtain the phonon spectrum, and thus know the frequency regions for which DBs may
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Figure 2.1: Amplitude profile of a DB in the X4-lattice at an instant of time when all the velocities are
equal to zero. The frequency is Ωb = 0.7. Inset: Profile of the squared amplitude in semilogarithmic
scale, showing the exponential decay in space. Here C = 0.1.
exist —outside the phonon bands. Then, by applying the Newton method in phase
space (see appendix A for details), the DB periodic orbit is numerically computed.
The examples are the following:
• The X4-lattice: U(u) = 1
2
u2 + 1
4
u4, W (u) = Cu/2.
• A lattice of coupled rotators: U(u) = (1− cosu), W (u) = C cosu.
These examples share the same linearized equations of motion:
üj + uj + C [uj+1 − 2uj + uj−1] = 0. (2.3)
After substituting the ansatz uj = Ae
qj−ωt into (2.3), one obtains the phonon spec-
trum
ω(q) =
√
1 + 2C(1− cos q). (2.4)
2.2.1 DBs in the X4-lattice
For this case the equations of motion have the form:
üj + uj + u
3
j + C [uj+1 − 2uj + uj−1] = 0, (2.5)
In figure 2.1 the amplitude profile of an oscillating DB solution at an instant of time
when all the velocities u̇i are equal to zero is shown. It is localized at the central
site, and the coupling strength C = 0.1 is such that the phonon spectrum is bounded
between ω(0) = 1 and ω(π) = 1.1832. The corresponding breather frequency is
Ωb = 0.7, which is below the lower phonon band edge ω(0). We can see that the
oscillation amplitude decays exponentially with the distance from the central site
(see inset).
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Figure 2.2: Orbits of the coupled rotators for a rotobreather solution. (a) (u0, u̇0), (b) (u−1, u̇−1),
(c) (u1, u̇1), (d) (u−2, u̇−2). Here Ωb = 1.75, and C = 0.1.
2.2.2 Coupled rotators. Rotobreather solution
In this case the equations of motion are:
üj + A sin(uj) + C [sin(uj+1 − uj)− sin(uj − uj−1)] = 0, (2.6)
Beside having oscillating DBs, these equations of motion admit a solution called
rotobreather, where one of the rotators is in the whirling (rotating) state while the
rest oscillate with exponentially decaying amplitudes. In figure 2.2 a rotobreather
solution is shown, where we see that the central rotator is in the whirling state (see
figure 2.2-a, where the motion amplitude u0 grows indefinitely) and the three nearest
neighbors rotators (figures 2.2-b,c, and d) are oscillating (their corresponding motion
amplitudes have finite bounds) with quickly-decaying amplitudes (compare the scales
in the plots). The frequency of the rotobreather solution is Ωb = 1.75, which is above
the upper phonon band edge ω(π) = 1.1832.
2.3 Analytical proofs
The phenomenon of localization due anharmonicity in a translational-invariant
lattice has been studied since the end of the 60’s [10, 11, 12, 8, 13, 14, 15, 9]. Never-
theless, the mathematical proof of existence of (time-reversible) DBs in Hamiltonian
lattices came up with the work by MacKay and Aubry [16]. By using the implicit
function theorem, they showed that DB solutions can be obtained by continuation
from the anticontinuous limit (all of the oscillators do not interact) for sufficiently
small nearest-neighbor coupling between the oscillators, provided that neither the
frequency of the DB nor its harmonics resonate with the normal modes.
The existence of DBs was also mathematically proven for non-time-reversible
Hamiltonian lattices [17], where rotobreathers exist in systems of nearest-neighbor
coupled rotators. The proof was in a similar fashion as in Ref. [16], using the implicit
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function theorem to continue the solution from the anticontinuous limit. Also for
dissipative systems the existence of DBs was proven Ref. [18].
The stability of DBs is two fold: They are structurally and linearly stable. Struc-
tural stability means that perturbations to the equations of motion, which are know
to admit a DB solution, do not change the latter dramatically. This comes from
the existence proof by MacKay and Aubry [16]. Linear stability of DBs means that
for small enough coupling between the oscillators, there is not exponential growth in
time of any small perturbation to the orbit of a DB solution. This was shown in Ref.
[19, 20, 17] for both Hamiltonian and dissipative systems. In fact for the latter case
it was proven that DBs are attractors [20].
2.4 Quantization
For the quantum dynamics of coupled (or interacting) anharmonic oscillators, the
energy of each oscillator is quantized into a (maybe infinite) set of discrete energy
levels {εn}. Thus, in the present work, we adopt a particle-like picture for excitations
of the quantum oscillators when considering the quantum dynamics: We call quanta
or bosons the energy levels that are excited in one oscillator, i. e., l quanta or bosons
at some oscillator (site) in the lattice means that the oscillator is exited at the energy
level εl (see figure 2.3).
l
quanta / bosons
ε
l
Figure 2.3: Particle-like picture for excitations in a quantum oscillator.
When looking for a quantum description of DBs in anharmonic lattices, one solves
the Shrödinger equation of the system and finds the spectrum and eigenstates of the
corresponding Hamiltonian operator. Since quantum mechanics is linear, the eigen-
states will reflect the symmetry of the system (which is the translational invariance
in our case). So the eigenstates are Bloch-type extended waves in the lattice, and the
corresponding eigenvalues form energy bands.
However, one can identify QBs as many quanta eigenstates belonging to very nar-
row energy bands in the spectrum,1 which are called breather bands [21]. Though
being extended in a translationally invariant system, exponentially localized corre-
lation functions [22, 23] show the full analogy to their classical counterparts. The
superposition of these nearly degenerate eigenstates results in a localized excitation
that tunnels from one site of the lattice to another in a very long time (given by the
inverse of the breather band width). In the classical limit at very high energies, these
1By very narrow we mean that the bandwidth is small compared to the mean energy spacing
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Figure 2.4: (Left) Schematic picture of the annular ladder of coupled Josephson junctions (which
are represented by crosses), where the arrows mark the injected bias current. (Right) Images of
the Josephson junctions generated by scanning laser microscopy. The bright spots are Josephson
junctions in the resistive (rotating) state. In the two left-hand side panels, almost all the junctions
are rotating. In the two right-hand side panels, only a few junctions are rotating while the rest
oscillate (rotobreather excitation). These images were taken from Ref. [25].
breather bands become degenerate (the corresponding band width vanishes), and the
tunneling time becomes infinitely long, recovering the classical result.
2.5 Experimental realizations
2.5.1 Josephson networks
DB-like excitations were observed in arrays of coupled Josephson junctions by
measuring the voltage across them, where DBs were identified in the I-V characteris-
tics [24, 25]. The dynamics of a Josephson junction is analogous to the dynamics of a
rotator (see chapter 5). The superconducting state of the junction, where there is zero
voltage across it, corresponds to an oscillatory motion of the rotator. The resistive
state, where a nonzero voltage across the junction can be measured, corresponds to
a rotation motion.
In these experiments, the observation of rotobreather excitations in a ladder array
of coupled Josephson junctions was reported, where a few junctions showed a nonzero
voltage (rotation motion) and the others zero voltage (oscillatory motion) [24]. These
excitations were directly observed by using scanning laser microscopy [25]: Applying
a low-power laser beam on the junctions, they were heated up, and their response
(a variation of the voltage across the junctions) to this heating was measured. The
rotating junctions gave a measurable response to the heating, whereas the oscillating
ones did not (see figure 2.4).
2.5.2 Bose-Einstein condensates in optical lattices
The first experimental observation of a DB-like excitation in Bose-Einstein con-
densates (BEC) loaded on an optical lattice (called gap soliton) was done by Eiermann
et al [26] in a gas of repulsive 87Rb atoms at low temperatures. These atoms were
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Figure 2.5: Observation of DBs (bright gap solitons) in a BEC. After 45 ms the originally created
gap soliton still is localized. These images were taken from Ref. [26].
released into a quasi-one-dimensional wave guide with a weak periodic potential su-
perimposed in the direction of this, which was created by crossing laser beams. This
periodic potential generates a band structure for the motion of each of the atoms
of the condensate, where the bands are separated by gaps. For an initial condition
properly prepared, where the number of released atoms on the lattice exceeds some
critical value, the repulsive atom-atom interaction shifts the frequency of the BEC
excitation into a gap above a band. Then a gap soliton forms, in which the atoms do
not separate in spite of the repulsive interaction between them (figure 2.5).
While in Ref. [26] the periodic potential was weak, a similar work was done by
Anker et al [27] with a non-weak periodic potential. Going further in experiments,
recently Winkler et al [28] observed QBs by spectroscopic means in BEC under the
form of so-called two-boson bound states.
2.5.3 Other experiments
The flood of experimental observations of DBs in various systems also includes
such different systems as lattice vibrations and spin excitations in solids [29, 30, 31],
light propagation in interacting optical waveguides and nonlinear photonic lattices
[32, 33], and cantilever vibrations in micromechanical arrays [34].
On the quantum side, QBs has been observed spectroscopically as bond excitations
in molecules and solids [35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45], and as two-magnon
bound states in antiferromagnets [46, 47].
Chapter 3
Discrete breathers in small
networks
3.1 General ideas
Motivated by the aim of observing QBs in a system of two coupled Josephson
junctions, we consider the dynamics in small networks (two and three degrees of
freedom) using two Hamiltonian models in order to capture the main features of
QBs. The study of the classical and quantum dynamics of excitations in non-linear
systems with few degrees of freedom has been used for decades to understand the
processes of energy redistribution after an initial local bond excitation in polyatomic
molecules [48, 49, 50, 51, 52, 53]. Treating small systems with N = 2, 3 sites also adds
to the above mentioned studies of bond excitations in molecules, perspective cases of
not only few coupled Josephson junctions, but also of BEC in optical traps with just
a few wells [54, 55].
Extensive studies of a dimer model N = 2 with additional conservation of the
number of bosons have been accomplished [56, 57, 58, 59, 60, 61]. The conservation
of energy and boson number makes this system integrable. This model also describes
the dynamics of a spin with conserving length, when an appropriated transformation
is performed (see appendix F). This spin model has been studied in Ref. [62, 63].
Due to the nonlinearity of the model, the invariance under permutation of the
two sites (bonds, spin flips etc) is not preventing from having classical trajectories
which are not invariant under permutations (DBs). These trajectories correspond to a
majority of bosons (and thus energy) being concentrated on one of the sites. Quantum
mechanics reinforces the symmetry of the eigenstates via dynamical tunneling in phase
space (without obvious potential energy barriers being present) [64, 65, 50]. The
tunneling time is inversely proportional to the energy splitting of the corresponding
tunneling pairs of eigenstates. Notice that while most of the quantum computations
concerned diagonalization of the Hamiltonian, a few results show consistency with
numerical integration of the Schrödinger equation [61, 66].
The extension of the dimer to a trimer N = 3 allows to study the fate of the
tunneling pairs in the presence of nonintegrability [66, 67, 68, 69, 70, 71] and in an
effective presence of the fluctuation of the number of bosons (on the dimer). In the
context of spin dynamics, the third site leads to fluctuations of the spin length.
Trimer models have been also extensively studied in order to describe spectral
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properties and then energy transfer in ABA molecules like water [72, 73, 74, 75, 76],
which is connected with the appearance of quantum local modes. In these studies
the presence of local modes was already identified as nearly degenerate eigenstates
(tunneling pairs) in the eigenvalue spectra of the considered systems.
3.2 Discrete breathers in an integrable dimer
To study the fate of classical and quantum breathers in small networks, we start
by considering an integrable dimer model described by the Hamiltonian [58]
H =
g
2
(P 21 + P
2
2 +X
2
1 +X
2
2 ) +
1
8
[(P 21 +X
2
1 )
2 + (P 22 +X
2
2 )
2]
+C(X1X2 + P1P2), (3.1)
where X1,2 and P1,2 are the canonically conjugate position and momenta of the two
degrees of freedom and, C the strength of the coupling between them. g is the param-
eter that controls the strength of nonlinearity. In all of this part we use dimensionless
quantities. Using the transformation Ψ1,2 = (1/
√
2)(X1,2 + iP1,2), the Hamiltonian
becomes
H = Ψ∗1Ψ1 + Ψ
∗
2Ψ2 +
g
2
[(Ψ∗1Ψ1)
2 + (Ψ∗2Ψ2)
2] + C(Ψ∗1Ψ2 + Ψ
∗
2Ψ1), (3.2)
and the equations of motion transform to iΨ̇1,2 = ∂H/∂Ψ
∗
1,2. Note that in addition
to the energy, the total norm B = Ψ∗1Ψ1 + Ψ
∗
2Ψ2 is conserved (the Poisson bracket
{B,H} = 0), thus the model integrable. Also the dimer is invariant under permuta-
tion of sites 1 and 2. The equations of motion are
−iΨ̇1,2 = Ψ1,2 + g|Ψ1,2|2Ψ1,2 + CΨ2,1. (3.3)
To see other symmetries of the model under changing the sign of the parameters,1
we perform the transformations H → H − B and Ψ1,2(t) → eitΨ1,2(t), that shift the
origin of the energy. With this, we get rid of the first term in (3.3):
−iΨ̇1,2 = g|Ψ1,2|2Ψ1,2 + CΨ2,1. (3.4)
From these equations we can see that a change of sign of both C and g changes
the energy E → −E (in the quantum case it flips the energy spectrum), leaving
the equations of motion (3.4) invariant.2 A change of sign of the coupling strength
C only changes the relative phase between the amplitudes Ψ1,2 by π (i. e., either
Ψ1,2 → ±Ψ1,2 or Ψ1,2 → ∓Ψ1,2), leaving the equations of motion invariant. Finally, a
change of sign of the strength of nonlinearity g only changes both the energy E → −E
and the relative phase between the amplitudes by π, leaving the equations of motion
invariant.
The equations of motion (3.3) were integrated out first by Kenkre and Campbell
[77], obtaining closed analytical solutions as a function of time in terms of Jacobian
1In the context of BEC in optical lattices, the sign of g determines either the attractive or
repulsive nature of the interaction between the atoms.
2After changing the direction of time, t→ −t.
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elliptic functions. In their work, they recognized the existence of a threshold in the
parameters for which the solutions are localized on one of the sites (trajectories that
break the permutational symmetry). Here we show a different approach [58] to find
the solutions, and get the main results. We use g = 1 thoroughly.
The isolated periodic orbits (IPO) of the system are found by writing Ψ1,2 =
A1,2e
iϕ1,2 , where A1,2 and ϕ̇1,2 = ω are constant. Solving the algebraic equations for
the amplitudes one finds [58]
IPO I: A21,2 =
1
2
B, ∆ = ϕ1 − ϕ2 = 0. ω = 1 + C +
1
2
B, (3.5)
IPO II: A21,2 =
1
2
B, ∆ = π, ω = 1− C + 1
2
B, (3.6)
IPO III: A21 =
1
2
B
(
1±
√
1− 4C2/B2
)
, ∆ = 0, ω = 1 +B. (3.7)
The IPO III corresponds to solutions that break the permutational symmetry, since
A22 = B − A21 = B(1 ∓
√
1− 4C2/B2) ≶ A21. Thus the latter are DBs. This orbit
exists for B ≥ Bb = 2C through a bifurcation from IPO I [78]. The corresponding
separatrix manifold is defined by the energy of IPO I at a given value of B ≥ Bb.
The corresponding energies are
IPO I: E1 = B +
1
4
B2 + CB, (3.8)
IPO II: E2 = B +
1
4
B2 − CB, (3.9)
IPO III: E3 = B +
1
2
B2 + C2. (3.10)
If B < Bb, then all trajectories are symmetry conserving. If B ≥ Bb, then trajectories
with energies E1 < E ≤ E3 are symmetry breaking, and trajectories with E2 ≤ E ≤
E1 are symmetry conserving.
There is another approach to address the fate of localization in the model (3.1)
[54, 55]. As it will be shown in section 3.6, this approach allowed to describe experi-
mental results on BEC in a double-well potential. One writes Ψ1,2 =
√
N1,2e
iϕ1,2 , and
substitutes in (3.3). In the context of BEC, N1,2 are the number of atoms on each
well. Thus one obtains the equations of motion in terms of new variables: The frac-
tional population imbalance 1 < z = N1−N2
NT
< 1 and the phase difference φ = ϕ2−ϕ1,
where NT = N1 +N2 ≡ B. These equations are:
ż = −2C
√
1− z2 sinφ, (3.11)
φ̇ = NT z − 2C
z√
1− z2
cosφ, (3.12)
The above equations describe the motion of a nonrigid pendulum, of tilt angle φ
and length proportional to
√
1− z2, that decreases with the “angular momentum” z
[54]. They admit both oscillating and rotating solutions in time, which are separated
in phase space by an energy separatrix that defines a threshold for the population
imbalance: When the initial population imbalance is below the threshold, the pendu-
lum performs oscillatory motion around zero, and the average population imbalance
and the phase difference are equal to zero. This corresponds to a beating motion of
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Figure 3.1: Sketch of the symmetric trimer molecule.
the excitation between the two sites, and hence to symmetry conserving trajectories
as those described in the previous approach. On the other hand, when the popula-
tion imbalance is above the threshold, the pendulum performs rotating motion, where
the average population imbalance is nonzero and the phase difference grows in time.
Here the excitation is trapped on one site of the dimer (self-trapping), and hence the
corresponding trajectory is symmetry breaking.
3.3 Discrete breathers in a symmetric trimer
The symmetric trimer that we consider is sketched in figure 3.1. We have the
nonlinear dimer (3.1) linearly coupled to a (linear) third site, thus allowing exchange
of energy between them. Classically it is described by the Hamiltonian [66]
H = Hd +
1
2
(P 23 +X
2
3 ) +
δ
2
(X1X3 + P1P3 +X2X3 + P2P3), (3.13)
Hd =
1
2
(P 21 + P
2
2 +X
2
1 +X
2
2 ) +
1
8
[(P 21 +X
2
1 )
2 + (P 22 +X
2
2 )
2]
+C(X1X2 + P1P2), (3.14)
where Hd is the dimer part as in (3.1) with g = 1. As in the previous section, we use
dimensionless quantities. Xi and Pi are the canonically conjugate position and mo-
menta of the i-th degree of freedom (i = 1, 2, 3). C is the coupling inside the dimer,
and δ is the coupling between site 3 and the dimer, which also destroys the integra-
bility of the system (see figure 3.1). Using the transformation Ψi = (1/
√
2)(Xi + iPi)
the Hamiltonian becomes
H = Hd + Ψ
∗
3Ψ3 + δ(Ψ
∗
1Ψ3 + Ψ
∗
2Ψ3 + Ψ
∗
3Ψ2), (3.15)
Hd = Ψ
∗
1Ψ1 + Ψ
∗
2Ψ2 +
1
2
[(Ψ∗1Ψ1)
2 + (Ψ∗2Ψ2)
2] + C(Ψ∗1Ψ2 + Ψ
∗
2Ψ1), (3.16)
and the equations of motion transform to iΨ̇i = ∂H/∂Ψ
∗
i . Note that the total norm
B = Ψ∗1Ψ1 + Ψ
∗
2Ψ2 + Ψ
∗
3Ψ3 is conserved, and hence the problem is effectively two-
dimensional. Also the trimer is invariant under permutation of sites 1 and 2.
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Figure 3.2: Poincare map of the classical phase space flow of the trimer. The map condition is
∆13 = 0. The plotting plane is X = |Ψ1|2 and Y = |Ψ2|2. The parameter ν controls the initial
states Ψ1(0) and Ψ3(0) (see eq. 3.17). Here B = 40, C = 2, and δ = 1.
For the trimer we can not compute all IPOs analytically. We can write Ψi = Aie
iϕi,
where Ai and ϕ̇i = ω are constant. Solving the algebraic equations for the amplitudes
one obtains different IPOs (see table 1 in Ref. [66]), where the energy of the IPO
I defines a separatrix (or bifurcation point) for symmetry breaking trajectories, as
happened in the dimer model. However, different from that case, one still can find
trajectories not invariant under permutation even at energies below the separatrix.
We are interested in the fate of localized excitations, where some energy is excited
e.g. on site 1, and none on site 2 (inside the dimer). The third site may have some
nonzero energy as well (like an environment). For different initial conditions
Ψ1(0) =
√
B
2
+ ν, Ψ2(0) = 0, Ψ3(0) =
√
B
2
− ν (3.17)
we computed the time evolution of the norms |Ψi|2 = Ψ∗i Ψi by numerically solving
the equations of motion. In all computations we used B = 40, C = 2, and δ = 1. We
also generate a Poincare map (figure 3.2) using the condition ∆13 = 0 (∆ij = ϕi−ϕj)
and the plane X = |Ψ1|2, Y = |Ψ2|2. We observe that for positive ν the evolution is
regular and not invariant under permutation, so most of the energy initially placed
on site 1 stays there, with site 2 becoming only little excited. Negative values of ν
yield chaotic motion which is permutation invariant.
This transition from localization to delocalization of energy is also nicely observed
in the temporal evolution in figure 3.3. Increasing ν from negative to positive values
the energy exchange between sites 1 and 2 of the dimer is stopped.
3.4 Quantum breathers in the dimer
The quantum dimer is obtained after replacing the complex functions Ψ,Ψ∗ by
the bosonic operators a and a† which satisfy the commutation relations [ai, a
†
j] = δi,j,
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√
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0): (a) ν = −6, (b) ν = 0, (c) ν = 6. Here B = 40, C = 2, and δ = 1.
[ai, aj ] = [a
†
i , a
†
j ] = 0 (rewriting Ψ
∗Ψ = (1/2)(Ψ∗Ψ + ΨΨ∗) previously to insure the
invariance under exchange Ψ↔ Ψ∗):
Ĥ = 1 +
g
4
+ (1 +
g
2
)(â†1â1 + â
†
2â2) +
g
2
[(â†1â1)
2 + (â†2â2)
2] + C(â†1â2 + â
†
2â1), (3.18)
where we take ~ = 1. The boson number operator B̂ = â†1â1 + â
†
2â2 commutes
with the Hamiltonian, so one may diagonalize (3.18) in the product state basis of
eigenfunctions of B̂, {|n1, n2〉 = |n1〉 ⊗ |n2〉}, where n1 and n2, respectively, are the
number of bosons at site 1 and 2. b = n1 + n2 is the eigenvalue of B̂, which allows
us to label the basis states as |n1, b − n1〉 ≡ |n1). In this basis, the matrix elements
of the Hamiltonian (3.18) are
Hn,m =







5
4
+ 3
2
b+ 1
2
[n2 + (b− n)2], if n = m,
C
√
n(b− n+ 1), if n = m+ 1,
C
√
(b− n)(n + 1), if n = m− 1,
0, else,
(3.19)
where we omit the subindex “1” from the indexes n and m, and assume g = 1.
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Note that the permutation invariance of the system implies that
Hn,m = H(b−n),(b−m). (3.20)
Therefore, for C = 0 the Hamiltonian matrix is diagonal with two degenerate eigen-
values (3.20). In this case, all classical trajectories (but the ones that correspond to
in and out-of-phase motion with the same amplitudes) are symmetry breaking. So
we have two groups of symmetry breaking periodic orbits (each group corresponds
to having the excitation localized on one or the other site of the dimer) that, after
quantization, lead to degenerate eigenvalues because of the permutation invariance.
When increasing C the degeneracy is lifted, leading to (tunneling) pairs with some
energy splitting ∆En [58].
The energy splitting can be estimated by using perturbation theory in leading
order to each of the eigenstates |n) and |b−n), and calculate the perturbed eigenstates
until the matrix element of the two perturbed eigenstates with H does not vanish.
The splitting has the form [58]
∆En = 2
b−n−1
∏
i=n
Hi,i+1
b−n−1
∏
i=n+1
(Hn,n −Hi,i)−1. (3.21)
For even b, defining the index ñ = n− b/2, the splitting writes
∆En = 2C
2|ñ|
(
b
2
+ |ñ|
)
!
(2|ñ| − 1)!2
(
b
2
− |ñ|
)
!
, (3.22)
with |ñ| = 0, 1, . . . , b/2. For odd b, ñ = n− b/2 + 1
2
sgn(n− b/2), and the splitting is
∆En = 2C
2|ñ|−1
(
b−1
2
+ |ñ|
)
!
(2|ñ| − 1)!2
(
b+1
2
− |ñ|
)
!
, (3.23)
with |ñ| = 0, 1, . . . , (b + 1)/2. For the states with |ñ| = b/2 let us define |ñ| = αb/2
with 0 < α < 1. For fixed α, one can use the Stierling’s formula to (3.22) and (3.23)
to obtain
∆En ≈
b
πe
(
1 + α
1− α
)1/2
γαb, (3.24)
with
γ =
eC
√
1− α2
2α(αb− 1)
(
1 + α
1− α
)1/(2α)
. (3.25)
For large αb, (3.24) becomes small if γ < 1, and vanishes in the classical limit
b → ∞. Thus the condition γ = 1 gives the position of the classical separatrix with
respect to the variable α, which in fact is equal to E1 for b = 2C in the classical case.
For energies beyond the classical separatrix, the splitting shows an exponential drop
off [58].
To complete this analysis of the quantum dimer model, let us discuss about the
symmetries that it has when changing the sign of the parameters as discussed in
section 3.2. For that we go back to the original Hamiltonian (3.18), dropping the first
three terms that just lead to a constant shift of the spectrum.
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Figure 3.4: Enlargement of the energy spectrum of the trimer. Thin solid line —symmetric eigen-
states; thick dashed lines —antisymmetric eigenstates. Here b = 40 and C = 2. These image was
taken from Ref. [66].
If we change g and C into −g and −C, then the spectrum flips around zero and
the corresponding eigenstates are not affected. If we change only C into −C, then by
transforming one of the bosonic operators, e.g. a2 into −a2,3 one can realize that the
spectrum does not change, but the complex amplitudes of the eigenstates in the basis
{|n1, n2〉} are multiplied by a factor of (−1)n2.4 Finally, the change of only g into
−g leads to a combination of the two previous transformations: It flips the spectrum,
and multiplies the complex amplitudes of the eigenstates by a factor of either (−1)n2
or (−1)n1 . Note that in all cases the expectation values are not affected.
3.5 Quantum breathers in the trimer
As in the dimer case, the quantum trimer is obtained after replacing the complex
functions Ψ,Ψ∗ by the bosonic operators ai and a
†
i (rewriting Ψ
∗Ψ = (1/2)(Ψ∗Ψ +
ΨΨ∗) previously to insure the invariance under exchange Ψ↔ Ψ∗):
Ĥ = Ĥd +
3
2
â†3â3 + δ(â
†
1â3 + â
†
2â3 + â
†
3â1 + â
†
3â2), (3.26)
Ĥd =
15
8
+
3
2
(â†1â1 + â
†
2â2) +
1
2
[(â†1â1)
2 + (â†2â2)
2] + C(â†1â2 + â
†
2â1), (3.27)
where we take ~ = 1. The boson number operator B̂ = â†1â1 + â
†
2â2 + â
†
3â3 commutes
with the Hamiltonian, so we may diagonalize (3.26) in the product state basis of
eigenfunctions of B̂, {|n1, n2, n3〉 = |n1〉 ⊗ |n2〉 ⊗ |n3〉}, where n1, n2, n3, respectively,
3Taking a1 leads to similar conclusions
4It is because the basis states |n1, n2〉 transform into (−1)n2 |n1, n2〉, as seen from the definition
|n2〉 = (a†2)n2 |0〉/
√
n2!.
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Figure 3.5: Level splitting vs. δ for a tunneling pair in the trimer. This image was taken from Ref.
[71].
are the number of bosons at site 1, 2, and 3. There are (b + 1)(b + 2)/2 eigenstates
in the subspace corresponding to a fixed value of the eigenvalue b of B̂.
Invariance under permutation of sites 1 and 2 leads to energy doublets, where
classical DBs correspond to nearly degenerate pairs of eigenstates (tunneling pairs).
Diagonalization showed that these tunneling pairs survive up to a critical strength
of nonintegrability δ [66] (figure 3.4), while the pair splittings showed characteristic
resonances due to interactions with other eigenstates (figure 3.5) [71].
3.6 Experimental realization: BEC in a double
well
The theoretical predictions discussed in section 3.2 were experimentally confirmed
by Albiez et al [79] (figure 3.6), where they loaded a BEC of 87Rb atoms on an optical
double-well potential created by crossing laser beams at very low temperatures. Since
in the experiment the number of atoms in the condensate is large, the dynamics of
the BEC in the double-well potential is described classically by equations of motion
similar to (3.11). When the population imbalance is above a threshold (figure 3.6-b)
the atoms of the condensate are trapped on one well of the potential, otherwise they
perform a tunneling motion from one well to the other.
The theoretical works in Ref. [54, 55] showed that the dynamics of a BEC loaded
on a double well potential is similar to the dynamics of a Josephson junction (chapter
5), where the “weak link” of the junction is the energy barrier separating the two
wells. There, the so-called “Josephson oscillations” (which is nothing more than
plasma oscillations), is the tunneling motion of the atoms of the condensate from one
well to the other, as reported in the experiments described above.
However, in very recent experiments, Levy et al [80] went even further and really
observed the atomic version of the (both dc and ac) Josephson effect (chapter 5),
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Figure 3.6: Tunneling dynamics of two weakly linked BEC in a symmetric double-well potential.
(a) Tunneling motion (Josephson oscillations) of the wave packet between the wells for the initial
population imbalance below the threshold for self-trapping. (b) Self-trapping, or nonlinear localiza-
tion of the wave packet for the population imbalance above the threshold. These images were taken
from Ref. [79].
where they measured an “atomic I-V characteristic”. In this case the difference of
the chemical potentials between the two wells corresponds to the “voltage” across
the junction (barrier), and the time derivative of the population imbalance, ż, to the
current across the junction. The measured I-V characteristic remarkably reproduces
the characteristic of a superconducting Josephson junction [81, 82, 83].
Chapter 4
Methods of characterization of
quantum breathers
4.1 Splittings and correlations
QBs are nearly degenerate eigenstates that, for the dimer and the trimer, come in
symmetric-antisymmetric pairs. So we compute the nearest neighbor energy spacing
(tunneling splitting) between pairs of symmetric-antisymmetric eigenstates in order
to identify QBs. Since QBs correspond to classical orbits that are characterized by
energy localization, we identify these eigenstates also by defining correlation functions.
For large lattices, it has been shown that QBs have exponentially localized correlation
functions [23], in full analogy to their classical counterparts.
For the dimer and the trimer, we define the correlation functions:
fµ(1, 2) = 〈n̂1n̂2〉µ (4.1)
fµ(1, 1) = 〈n̂21〉µ, (4.2)
where n̂i = â
†
i âi, and 〈Â〉µ = 〈χµ|Â|χµ〉, {|χµ〉} being the set of eigenstates of the
system. The ratio 0 ≤ fµ(1, 2)/fµ(1, 1) ≤ 1 measures the site correlation of quanta:
it is small when quanta are site-correlated (i.e. when many quanta are located on one
site there are almost none on the other one) and close to unity otherwise.
4.1.1 The dimer case
In all computations for the dimer model described by the Hamiltonian (3.18)
we assume g = 1. The Hamiltonian (3.18) is invariant under permutation between
sites 1 and 2, thus we expanded the wave function in the basis of symmetric and
antisymmetric eigenstates of B̂, {|n1, n2〉S,A}, where
|n1, n2〉S,A =
1√
2
(|n1, n2〉 ± |n2, n1〉). (4.3)
In this representation diagonalization of the Hamiltonian reduces to diagonalize two
smaller matrices —symmetric and antisymmetric decompositions of Ĥ , with less com-
puting cost than diagonalization of the full Hamiltonian. The energy spectrum and
eigenstates were computed using this representation.
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Figure 4.1: (a) Energy splitting and (b) correlation function vs. energy of the eigenstates of the
dimer (open circles, symmetric eigenstates; solid circles, antisymmetric eigenstates). The vertical
dashed line marks the energy threshold for appearance of QB states. The thin solid line in (a) is a
guide for the eye, whereas in (b) it is the estimation using eq. (4.5). Here b = 40, g = 1, and C = 2.
From the relation b = n1 + n2, the correlation function (4.1) can be written as
fµ(1, 2) = b〈n̂1〉µ − 〈n̂21〉µ. (4.4)
In figure 4.1 we show the energy splitting and the correlation function of the eigen-
states. For this we used b = 40 and C = 2. We see that beyond a threshold (dashed
line), the splitting drops exponentially fast with energy. The corresponding pairs of
eigenstates, which are tunneling pairs, are site correlated. Thus they are QBs. Their
correlation functions show a fast decrease for energies above the threshold. In these
states many quanta are localized on one site of the dimer and the tunneling time of
such an excitation from one site to the other (given by the inverse energy splitting
between the eigenstates of the pair) is exponentially large. As shown in Ref. [58], this
energy threshold is close to the threshold for the existence of DBs in the corresponding
classical model.
QBs are close to eigenstates of the C = 0 case given by (4.3) with n1 ≫ n2 (i. e.,
n1 ≈ b). So we can estimate the dependence of the correlation functions on n1 using
the eigenstates (4.3) and b = n1 + n2. The result is:
f(1, 2)n1
f(1, 1)n1
=
2n1(b− n1)
n21 + (b− n1)2
, (4.5)
where we note that it is equal to unity when n1 = b/2, and vanishes when n1 = 0, b.
Using the relation between the eigenenergy ε of the C = 0 case and the number
n1 (= 1, 2, . . . , b)
εn1 =
5
4
+
3
2
b+
1
2
[
n21 + (b− n1)2
]
, (4.6)
one can obtain the energy dependence of the correlation function (4.5), which is
plotted in figure 4.1-b (thin solid line). We can see that beyond the energy threshold
for appearance of QBs, the numerical results are close to the estimation (4.5).
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Figure 4.2: (a) Energy splitting and (b) correlation function vs. energy of the eigenstates of the
trimer (open circles, symmetric eigenstates; solid circles, antisymmetric eigenstates). The vertical
dashed line marks the energy threshold for which all eigenstates beyond this are QBs. Here b = 40,
C = 2, and δ = 1. The labeled arrows mark the eigenstates considered in figure 4.3.
4.1.2 The trimer case
Similar to the dimer case, the invariance of the Hamiltonian under permutation
between sites 1 and 2 allows to expand the wave function in the basis of symmetric
and antisymmetric eigenstates of B̂, {|n1, n2, n3〉S,A}, where
|n1, n2, n3〉S,A =
1√
2
(|n1, n2, n3〉 ± |n2, n1, n3〉). (4.7)
Since b = n1 + n2 + n3 is constant, we can write
|n1, n2, (n3 = b− n1 − n2)〉 ≡ |n1, n2〉, (4.8)
|n1, n2, (n3 = b− n1 − n2)〉S,A ≡ |n1, n2〉S,A. (4.9)
In this representation diagonalization of the Hamiltonian reduces to diagonalize two
smaller matrices—symmetric and antisymmetric decompositions of Ĥ—whose eigen-
values are E
(S,A)
µ , with less computing cost than diagonalization of the full Hamilto-
nian. The energy spectrum and eigenstates were computed using this representation.
We dropped the two first terms of the Hamiltonian, which are diagonal and just shift
the spectrum.
In figure 4.2 we show the energy splitting, and the correlation function of the
eigenstates from eqs. (4.1) and (4.2). We see that going up in energy, as in the dimer
model, there are nearly degenerate eigenstates (tunneling pairs) that also are site
correlated and thus QBs. Note that there is an energy threshold beyond which all
energy splittings decay exponentially (dashed line in figure 4.2), and the correlation
function of the corresponding (QB) eigenstates decay as well.
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Figure 4.3: Weight function as a function of the number of bosons in the dimer part of the trimer,
bd = n1+n2, for the three antisymmetric eigenstates marked by labeled arrows in figure 4.2. Circles,
eigenstate A-271 (arrow 1), squares, eigenstate A-289 (arrow 2), diamonds, eigenstate A-400 (arrow
3). Inset, same plot in logarithmic scale around the peaks.
4.2 Fluctuations of the total number of quanta in
the trimer
The third site in the trimer leads to fluctuations in the number of bosons in the
dimer part B̂d = n̂1 + n̂2. To study these fluctuations numerically, we computed the
following weight function for each eigenstate, which measures the relative contribution
of all basis states with a given bd = n1 + n2 to the eigenstate under consideration:
Wµ(bd) =
∑
n1,n2
n1+n2=bd
|〈n1, n2|χµ〉|2 (4.10)
In figure 4.3 we plot the weight function of three antisymmetric eigenstates that are
marked by labeled arrows in figure 4.2. Two of them are QB states (arrows 2 and
3), which are site correlated and belong to pairs that show small energy splittings.
The another eigenstate (arrow 1) is weakly site correlated and does not belong to
a tunneling pair, so it is not a QB state. We see that for the QB states there are
respectively around 28 and 36 bosons on the dimer part (the position of the peak of
the weight function), and fluctuations (roughly given by the width of the peak) are
notable, meaning an appreciable exchange of energy with the third site of the trimer.
On the other hand, the non-QB state shows a very narrow peak at bd = 40, meaning
that all bosons are on the dimer part almost without energy exchange with the third
site.
To characterize the variation of the number of bosons on the dimer part in the
eigenstates of the trimer (roughly given by the width of the peaks like the ones in
figure 4.3), we computed the fluctuation:
√
〈∆B2d〉µ =
√
〈B̂2d〉µ − 〈B̂d〉2µ (4.11)
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Figure 4.4: Fluctuation of the number of bosons in the dimer part for the eigenstates of the trimer
(open circles, symmetric eigenstates; solid circles, antisymmetric eigenstates). Here b = 40, C = 2,
and δ = 1. The labeled arrows correspond to those in figure 4.2.
In figure 4.4 we plot the relative fluctuation
√
〈∆B2d〉µ/〈B̂d〉µ for the eigenstates,
where we can see that it is very small, and decreases with energy. The arrows mark
the eigenstates shown in figure 4.4 (and marked by arrows in figure 4.2). We see
that in fact the non-QB state (arrow 1), where all bosons are concentrated on the
dimer part, shows one of the smallest fluctuations. The QB states (arrows 2 and 3),
where there are respectively around 12 and 4 bosons on the third site, has higher
fluctuations.
The two results described above can be explained as follows: In the trimer there
are eigenstates where the third site is excited and has a finite amount of bosons on it.
Even if there is only one boson, it is enough to enhance the tunneling exchange with
the dimer part [71]. When the distribution of bosons in the dimer part is asymmetric,
the tunneling with the third site is better than when it is not. Thus the third site
provides bosons to the weaker excited site of the dimer as described in Ref. [71].
From this one concludes that in non-QB states, where there is an even distribution of
bosons in the dimer part, the fluctuations in the latter due to tunneling exchange with
the third site should be smaller than in the case of QB states, where the distribution
of bosons is asymmetric. The results in figures 4.2 and 4.4 are in full agreement with
this description.
4.3 Entanglement
QBs can also be differentiated from other eigenstates when measuring the degree
of entanglement [84, 85]. For the dimer and the trimer we measured the degree of
entanglement in the eigenstates by minimizing the distance of a given state to the
space of product states of the dimer part (expanded by the product basis {|n1〉⊗|n2〉}),
which depends on the largest eigenvalue of the corresponding reduced density matrix
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Figure 4.5: (a) Entanglement of the eigenstates and (b) energy splitting as a function of energy
in the dimer (open circles, symmetric eigenstates; solid circles, antisymmetric eigenstates). The
vertical dashed line marks the energy threshold for appearance of QB states. Here b = 40, g = 1,
and C = 2.
[86, 87, 88]:
∆ =
N
∑
n1,n2
(χn1,n2 − fn1gn2)2, (4.12)
where for the case of the dimer χn1,n2 = 〈n1, n2|χ〉, and for the trimer χn1,n2 =
〈n1, n2, (n3 = b − n1 − n2)|χ〉 (see eqs. 4.8 and 4.9). The functions fn1 and gn2 are
such that ∆ is minimum (see appendix B.1 for explicit formulas). ∆ measures how
far a given eigenstate of the system is from being a product of single-site states, and
has values 0 < ∆ < 1. This measure has a direct relation to the distance of a given
eigenstate from a possible one obtained after performing a Hartree approximation
[86].
4.3.1 The dimer case
We consider the entanglement of the eigenstates of the dimer. Since QB states
are close to eigenstates of the C = 0 case
|χ〉QB ≃
1√
2
(|n, 0〉 ± |0, n〉), (4.13)
with n . b, one expects that the degree of entanglement in QB states is similar to the
degree of entanglement in such states. Since only two basis states are involved, it can
not be a state of maximum entanglement. For C = 0 the eigenstates of the system
are the basis states given by eq. (4.3), where for n1 = n2 it follows that ∆ = 0, and
for n1 6= n2 (which includes the state in eq. 4.13) ∆ = 0.5.
In previous works in a similar quantum dimer model [84, 85], it was shown that
at the energy threshold for appearance of QB states the entanglement (in this case
measured in a different way) becomes maximum and then decreases with energy. From
this, and the above reasoning, we expect that QB states show decreasing entanglement
∆ with energy, tending to 0.5. Results in figure 4.5 agree with this expectation.
26 Methods of characterization of quantum breathers
400 500 600 700 800 900
0.0
0.2
0.4
0.6
0.8
1.0
∆
C = 0
400 500 600 700 800 900
0.0
0.2
0.4
0.6
0.8
1.0
C = 0.02
400 500 600 700 800 900
ENERGY
0.0
0.2
0.4
0.6
0.8
1.0
∆
C = 0.2
400 500 600 700 800 900
ENERGY
0.0
0.2
0.4
0.6
0.8
1.0
C = 2
Figure 4.6: (a) Entanglement of the eigenstates of the integrable dimer for different values of the
coupling strength C (open circles, symmetric eigenstates; solid circles, antisymmetric eigenstates).
Here b = 40 and g = 1.
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Figure 4.7: The density of the symmetric eigenstates marked by labeled arrows in figure 4.5: (a) S-0
(arrow 1), (b) S-7 (arrow 2), (c) S-9 (arrow 3), (d) S-19 (arrow 4).
In figure 4.6 we show the entanglement of the eigenstates for different values of
the coupling strength C. For C = 0 the entanglement has the values 0 and 0.5
corresponding to the basis states |b/2, b/2〉 and |n, b − n〉 (n 6= b/2) with equal and
distinct number of quanta at each site respectively. When C > 0 the eigenstates
become linear superpositions of the basis states and the entanglement rises, being
larger as long as more basis states are involved in building up an eigenstate. This can
be seen in figure 4.7, where we plot the density ρ(n1, n2 = b−n1) = |〈n1, b−n1|χ〉|2 ≡
ρ(n1) of four symmetric eigenstates marked by labeled arrows in figure 4.5: The low-
energy eigenstate marked by the arrow 1 in figure 4.5 consists mainly of one basis state:
|b/2, b/2〉, as seen in figure 4.7-a, hence the entanglement is relatively small. When
going up in energy the entanglement in the eigenstates quickly increases, becoming
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Figure 4.8: (a) Von Neumann entropy of the eigenstates and (b) energy splitting as a function of
energy in the dimer (open squares, symmetric eigenstates; solid squares, antisymmetric eigenstates).
The vertical dashed line marks the energy threshold for appearance of QB states. Here b = 40,
g = 1, and C = 2, thus giving S−1max = 0.187.
maximum at the energy threshold, and then decreases. An eigenstate just before
the threshold like the one marked by the arrow 2 in figure 4.5 involves many basis
states fulfilling n1 + n2 = b = 40 (figure 4.7-b), hence the entanglement is large.
However, for a QB state lying in the energy region beyond the threshold, like the one
marked by the arrow 3 in figure 4.5, the number of involved basis states, and thus the
entanglement starts to decrease (figure 4.7-c). Finally, in high-energy eigenstates like
the one marked by the arrow 4 in figure 4.5, which has the form shown in eq. (4.13)
(figure 4.7-d), the entanglement is even smaller and gets close to 0.5 as expected.
We also computed the von Neumann entropy [89] (see appendix B.2 for explicit
formulas), which is another standard measure of entanglement, and the results were
consistent with those discussed above. They are shown in figure 4.8, where the Von
Neumann entropy is normalized with respect to its maximum value Smax = log2(b+1)
[89]. We see that it increases with energy up to the energy threshold beyond which
QB eigenstates appear (the energy splitting starts to decrease exponentially), then it
decreases tending to 1/Smax.
4.3.2 The trimer case
In figure 4.9 we plot the entanglement of the eigenstates of the trimer for the
case C = 2 and δ = 1 (b = 40), where we see again that QB states are the weakest
entangled of the eigenstates lying in the same energy region. In figure 4.10 we show
contour plots of the logarithm of the density ρµ(n1, n2) = |〈n1, n2, (n3 = b − n1 −
n2)|χµ〉|2 of four symmetric eigenstates marked by labeled arrows in figure 4.9, where
we see similar results as in the dimer case: An eigenstate with low energy like the one
marked by the arrow 1 in figure 4.9 involves a few basis states with up to 10 bosons
in the dimer part (figure 4.10-a), hence the entanglement is relatively small. When
going up in energy the entanglement increases and becomes maximum precisely at the
threshold beyond which all eigenstates are QBs. An eigenstate like the one marked
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Figure 4.9: Entanglement of the eigenstates as a function of energy in the trimer (open circles,
symmetric eigenstates; solid circles, antisymmetric eigenstates). The vertical dashed line marks the
energy threshold for which all eigenstates beyond this are QBs. Here b = 40, C = 2, and δ = 1.
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Figure 4.10: Contour plots of the logarithm of the density of the symmetric eigenstates marked by
labeled arrows in figure 4.9: (a) S-6 (arrow 1), (b) S-265 (arrow 2), (c) S-266 (arrow 3), (d) S-438
(arrow 4).
by the arrow 2 in figure 4.9 involves many basis states around the rim n1 + n2 ≈ 25
(figure 4.10-b), hence the entanglement is large. However, for QB states like the ones
marked by arrows 3 and 4 in figure 4.9, which have the form (4.13), the entanglement
is smaller and tends to 0.5 as expected.
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Figure 4.11: Time evolution of expectation values of the number of bosons at each site of the trimer
for different initial states |Ψ0〉 = |20 + ν, 0, 20− ν〉: (a) ν = −6, (b) ν = 0, (c) ν = 6. Here b = 40,
C = 2, and δ = 1.
4.4 Time evolution of initially localized excitations
in the trimer
We computed the time evolution of expectation values of the number of bosons
at every site on the trimer 〈ni〉(t) = 〈Ψt|n̂i|Ψt〉 and the survival probability Pt =
|〈Ψ0|Ψt〉|2 (see appendix C for explicit formulas), starting with various boson number
distributions among site 1 and site 3 controlled by the number ν: |Ψ0〉 = |b/2 +
ν, 0, b/2− ν〉, with b = 40, C = 2, and δ = 1.
In figure 4.11 we show the time evolution of expectation values of the number of
bosons in the trimer. When the initial excitation is mainly localized at the third site
in the trimer, there is a fast redistribution of bosons between the two sites in the
non-linear dimer until its sites are equally occupied (figure 4.11-a). As we place more
bosons on the dimer (site 1) the tunneling time of the excitation increases rapidly
until the time of computation becomes too short to observe slow tunneling. On these
timescales we thus observe localization of bosons on one site in the dimer (figures
4.11-b and 4.11-c), in analogy to the classical case. The reason for this behavior
is the appearance of tunneling pairs of symmetric and antisymmetric eigenstates
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Figure 4.12: Survival probability of the initial state |Ψ0〉 = |20+ ν, 0, 20− ν〉. (a) ν = −6, (b) ν = 0,
(c) ν = 6. Inset: Spectral intensity of the initial state |Ψ0〉. Open circles, symmetric eigenstates;
solid circles, antisymmetric eigenstates. Here b = 40, C = 2, and δ = 1.
(QBs) with very close eigenenergies in comparison to the mean energy separation
between eigenstates (figure 4.13). These pairs strongly overlap with the initial state,
as observable from the spectral intensity I0µ = |〈χµ|Ψ0〉|2 in the inset of figure 4.12.
The results in figure 4.12 show an enhancement of the survival probability with
increasing boson number at site 1, which is consistent with the results discussed above.
The dominant tunneling pairs in the spectral intensity (inset of figure 4.12) give the
main contribution to the time dependence of the survival probability [66].
4.5 Avoided crossings and degenerate eigenstates
in the trimer
Energy levels exhibit avoided crossings when we vary the parameter δ which reg-
ulates the strength of nonintegrability of the trimer [66], as shown in figure 4.13.
Of particular interest is the outcome of the interaction of a single eigenstate and a
tunneling pair. The principal difference between these states is that the member of a
tunneling pair has exponentially small weight in the dynamical barrier region, which
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Figure 4.13: (An enlargement of the trimer spectrum showing three particular pair-single state in-
teractions (labeled circles). Thin solid line, symmetric eigenstates; thick dashed lines, antisymmetric
eigenstates. Here b = 40 and C = 2.
is roughly defined by n1 = n2 in the n1−n2 plane. A single eigenstate will in general
have much larger weight in this region. Since each eigenstate is either symmetric or
antisymmetric, and a tunneling pair consists always of states with both symmetries,
the interaction with a third eigenstate will in general allow for an exact degeneracy
of two states with different symmetries. While this is in principle possible for any
two states of different symmetry, the exponentially small weight of the tunneling pair
states in the dynamical barrier region makes a difference. Indeed, a linear combi-
nation of two states with large (not exponentially small) weight in a barrier region
yields again an asymmetric state with large weight in the barrier region. Contrary, for
the case of a tunneling pair and a single state, we may expect an asymmetric eigen-
state which has much less weight in the barrier region, leading to a much stronger
localization of the state similar to a classical one.
We analyze three particular avoided crossings identified by labeled circles in figure
4.13 by computing the energy separation ∆E(δ) between such a single state and a
quantum breather tunneling pair. We identify three different situations. The first
one shows that the energy levels intersect once in some degeneracy point (figure
4.14). At some value of the parameter δ the energy separation between one of the
members of the tunneling pair and the single state vanishes. Tunneling is suppressed
completely, and then an asymmetric linear combination of the degenerate eigenstates
will constitute a non-decaying localized state. This situation has been well described
by perturbation theory [71], where effects of other eigenstates have been neglected.
We computed the density ρ(n1, n2) = |〈n1, n2, n3|χ〉|2 of the asymmetric eigenstate
|χ〉 = (|χ(S)µd 〉 + |χ(A)µd 〉)/
√
2, where |χ(S)µd 〉 and |χ(A)µd 〉 are the degenerate eigenstates.
The result is shown in the figure 4.15 where we can see that there is only a partial
localization of the excitation, since the wave function has visible contributions around
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Figure 4.14: An enlargement of the trimer spectrum around the avoided crossing 1 in figure 4.13,
involving the antisymmetric state A-268 (thick dashed line) and the symmetric states S-286 and
S-285 (thin solid lines).
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Figure 4.15: Density of the asymmetric state |χ〉 = (|χ(S)285〉+ |χ
(A)
268〉)/
√
2 as a function of the number
of bosons at sites 1 and 2 at the degeneracy point δd (figure 4.14). Here X= n1 and Y= n2.
the diagonalX = Y (n1 = n2). Note that in addition it also shows sizable contribution
on the other side of the barrier (n1 ≈ 2, n2 ≈ 26 in figure 4.15). In fact the expectation
values of the number of bosons for this state are 〈n1〉 = 〈χ|n̂1|χ〉 = 14.99, 〈n2〉 =
〈χ|n̂2|χ〉 = 14.89, 〈n3〉 = 〈χ|n̂3|χ〉 = 10.12. Thus in terms of averages practically no
localization occurs since 〈n1〉 ≈ 〈n2〉 despite the observable asymmetry in figure 4.15.
The other two cases appear as a consequence of the influence of other states in the
spectrum. In one case the energy levels do not intersect at all (figure 4.16), due to the
presence of another avoided crossing located nearby. In the third case surprisingly we
observe that the energy levels intersect twice. The situation is shown in figure 4.17,
and is sketched in the inset of the figure. Due to the interaction with other states
of the system we observe an intersection of the two states of the tunneling pair at
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Figure 4.16: An enlargement of the trimer spectrum around the avoided crossing 2 in figure 4.13,
involving the symmetric state S-287 (thin solid line) and the antisymmetric states A-269 and A-270
(thick dashed lines).
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Figure 4.17: An enlargement of the trimer spectrum around the avoided crossing 3 in figure 4.13,
involving the symmetric state S-284 (thin solid line) and the antisymmetric states A-267 and A-
268 (thick dashed lines). The curves for antisymmetric eigenstates were generated from the data
∆E(δ) by using EA = ES − γ∆E, with γ = 1000, for better visualization of intersection between
eigenvalues. Inset: Sketch of the variation of eigenvalues participating in the avoided crossing. Thin
solid line, symmetric eigenstate, thick dashed line, antisymmetric eigenstates. The arrows mark the
analyzed degeneracy point (see text).
some distance from the actual avoided crossing with the third state. Consequently
both states have exponentially small weight in the barrier region, and we may expect
a very strong localization. In figure 4.18 we can see that the asymmetric QB at the
degeneracy point δ ≃ 1.462 in figure 4.17 (see arrow) is strongly localized and the
tunneling is suppressed for all times. Note that in both cases two and three the order
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Figure 4.18: Density of the asymmetric state |χ〉 = (|χ(S)284〉+ |χ
(A)
268〉)/
√
2 as a function of the number
of bosons at sites 1 and 2 at the degeneracy point δd. Here X= n1 and Y= n2.
of the participating levels before and after the avoided crossing is not conserved, at
variance to the first case we discussed above and which was described also in Ref.
[71]. The above-mentioned strong localization of this exact asymmetric eigenstate is
reflected in the fact that the wave function has practically zero weight around the
barrier region X = Y (n1 = n2). Note that at variance with figure 4.15, here the
wave function has no sizable contribution on the other side of the barrier as well.
This state is thus very close to its classical DB counterpart (figure 3.2). Indeed, for
this state 〈n1〉 = 25.62, 〈n2〉 = 2.38, 〈n3〉 = 12.00. Consequently we find a very
strong localization for the expectation values, in addition to the observed asymmetry
in figure 4.18.
It is interesting to test whether initial states with some distribution of bosons
at every site of the trimer (|Ψ0〉 = |n0, m0, l0〉) can significantly overlap with the
asymmetric eigenstates |χ〉 = (|χ(S)µd 〉 + |χ(A)µd 〉)/
√
2 at the degeneracy points. This
distribution is given by the maxima in the density for every asymmetric eigenstate
(around n1 = 26, and n2 = 2). In figures 4.19 and 4.20 we show the time evolution
of the expectation value of the number of bosons at every site on the trimer and the
survival probability of such an initial excitation.
A detailed analysis of the spectral intensity of the initial state |Ψ0〉 = |26, 2, 12〉
(inset in figure 4.20) shows that this initial excitation overlaps strongly with the
degenerate eigenstates corresponding to the strong localization shown in figure 4.18.
It implies that this excitation (figure 4.19-b) will distribute its quanta evenly over
both sites of the dimer after a very long time. For the case shown in figure 4.19-a the
initial excitation has a smaller overlap with the degenerate eigenstates which gives the
partial localization shown in figure 4.15. Since the overlap is not zero the excitation
will also stay localized in the sense that the crossing of curves corresponding to 〈n1〉
and 〈n2〉 as in figures 4.11-a and 4.11-b will occur after a long time. Note that
despite the difference between the analyzed cases one and three, the evolution of the
expectation values and the survival probabilities do not differ drastically. It needs
more sensitive details in the preparation of an initial state to observe a practically
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Figure 4.19: Time evolution of expectation values of the number of bosons at every site on the trimer
at the degeneracy points for the cases shown in (a) figure 4.15, (b) figure 4.18. The initial state is
|Ψ0〉 = |26, 2, 12〉.
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Figure 4.20: Survival probability of the initial state |Ψ0〉 = |26, 2, 12〉 at the degeneracy points for
the cases shown in (a) figure 4.15, (b) figure 4.18. Inset: Spectral intensity of the initial state |Ψ0〉.
Open circles, symmetric eigenstates; solid circles, antisymmetric eigenstates.
total localization of bosons on one of the dimer sites for case three as compared to
case one.
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4.6 Conclusions
In this chapter we provided several methods to characterize QB states in small
networks. We applied these methods to characterize QBs in two model systems: The
nonlinear (integrable) dimer, and the (symmetric) trimer. In the dimer, the invariance
under permutation of the two sites substitutes the translation invariance symmetry
present in nonlinear lattices, where DBs exist with a well defined localization length.
In small networks like the ones we considered here, we can not define a localization
length, nevertheless DBs are well defined objects as being localized on one of the sites.
The same happens in the trimer, when considering the symmetric dimer part of this.
The characterization of QBs consisted in computing different quantities that give
information about their properties: The energy splitting, the correlation functions,
the number fluctuations, the entanglement in the eigenstates, and as an ultimate test,
the time evolution of initially localized excitations. The results of this characterization
allowed us to draw some conclusions about the properties of QBs in the dimer and
the trimer in comparison to the properties of other eigenstates:
• In both systems, QBs are identified as nearly degenerate tunneling pairs of
(symmetric-antisymmetric) eigenstates that at the same time show site corre-
lation of quanta —when there are many quanta on one site there are almost
none on the other and vise versa. While the site correlation of quanta of a
QB tunneling pair leads to a very localized excitation once they superpose, the
small energy splitting between them leads to exponentially long tunneling time
of this excitation from one site to the other.
• In the trimer case, the weight functions for the number of bosons in the dimer
part, and its relative fluctuations, give information about the tunneling energy
exchange between the dimer part and the third site that acts as a kind of particle
donor. Although the fluctuations were rather small, we observe that QBs show
higher fluctuations as compared to the fluctuations in nearby states. Also we
could see that the excitation of the third site favors the tunneling exchange
between this and the dimer part, in agreement with results reported previously.
• When measuring entanglement, QBs are characterized to be less entangled than
the other nearby eigenstates. This is because QBs are mainly formed by the
symmetric or antisymmetric superposition of two basis states that localize many
bosons on one site. The entanglement of QB states is weaker as long as they
are more site correlated.
• Concerning the time evolution of initially localized excitations in the trimer, we
conclude that the tunneling pair splitting determines the lifetime of localized
excitations. The survival probability and the time evolution of the expectation
values of the number of bosons are clear indicators for a localized excitation
being close or far from a QB tunneling pair, while the spectral intensity of
localized excitations is typically broad and does not show the peculiarities of
the tunneling dynamics. Probing the time evolution of initially localized excited
states thus allows to conclude about the presence or absence of tunneling pairs
of eigenstates.
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Nonintegrability in the trimer lead to further conclusions: We report on the exis-
tence of degenerate levels in the spectrum of the trimer due to the presence of both
avoided crossings and tunneling pairs. In these degenerate points tunneling is sup-
pressed for all times, resembling the classical behavior of DBs. While in general the
asymmetric exact eigenstates will have quite large amplitude in the dynamical barrier
region (contributed by the single level), we observe specific parameter cases where the
amplitude is very small and the corresponding asymmetric eigenstate very strongly
localized. Full or partial localization of bosons appears for all time scales for some
specific states and some specific values of the parameters. This effect could be studied
in experimental situations of BECs in few traps which weakly interact, as well as in
systems of few coupled Josephson junctions which operate in the quantum regime.
Tuning experimental control parameters will allow to lock localized excitations for
specific values and both prevent the excitation from tunneling, as well as allowing
for a fine tuning of the tunneling frequency from a small value down to zero in the
vicinity of these specific control parameter values.
Chapter 5
Application to Josephson cells
In the preceding chapters we studied the properties of QBs in small networks with
two and three degrees of freedom, providing different methods to characterize these
eigenstates. In this chapter, we apply these characterization methods to consider the
excitation of QBs in a system of two coupled Josephson junctions (Josephson cell)
in the quantum regime to address the possibility of directly observe QBs evolving in
time.
5.1 Josephson junctions —basic properties
5.1.1 The Josephson effect
A Josephson junction (JJ) consists of two superconducting electrodes which are
connected by a thin (weak) link that may be an insulator, a metal, or just a constric-
tion (see figure 5.1). In each superconducting electrode, electrons behave coherently
over macroscopic scales, and their collective state can be given by macroscopic wave
functions ψ1 = |ψ1|eiθ1 and ψ2 = |ψ2|eiθ2 .1 If the link between the electrodes is thin
enough, the electrons keep their phase coherence across it, resulting in a zero voltage
supercurrent
Is = Ic sinϕ (5.1)
flowing between the electrodes through the weak link. This is the dc Josephson effect
[90]. ϕ = θ1 − θ2 is the phase difference between the macroscopic wave functions
in both superconducting electrodes of the junction and Ic the critical current of the
junction that depends on the superconducting material, on the dimensions of the
weak link, on temperature and, if present, on the applied magnetic field. In most
applications, Ic is in the range of microamperes to milliamperes.
If a constant voltage V is maintained across the junction, then an ac current flows
through the junction. This is the ac Josephson effect. The frequency ϕ̇ of the ac
current is related with the applied voltage by
ϕ̇ =
2e
~
V. (5.2)
1Also called order parameters.
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Figure 5.1: Sketch of a Josephson junction.
The ac Josephson effect can also be stated as follows: The maintenance of a
constant bias current Ib greater than the critical current Ic results in an nonzero ac
voltage of frequency (5.2) across the junction.
5.1.2 Modeling a Josephson junction: The RCSJ model
The resistively and capacitively shunted junction (RCSJ) model [81, 82, 83] con-
sists of an equivalent circuit that describes the electrical behavior of a current-biased
JJ. It is schematically shown in figure 5.2. The current flow across the junction is
modeled as being divided into three contributions. The first one is the supercurrent
due to the dc Josephson effect, given by (5.1). The second contribution is the dis-
placement current due to the charge in the capacitor formed by the two interfaces
between the superconducting electrodes and the weak link of the junction. This is
given by ID = CJ V̇ , CJ being the corresponding junction capacitance [81], that in
typical experiments may be on the range of fF to pF. The third contribution is the
dissipative current due to quasiparticles given by the Ohm’s law IR = V/R, R being
the normal-state resistance of the junction.
Ib
Ib
IsID IR
C J R
Figure 5.2: Circuit diagram of the RCSJ model for a current-biased JJ.
The relation between the currents is given by the Kirchhoff’s law:
ID + IR + Is − Ib = 0, (5.3)
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Washboard potential for different values of the bias current.
that after using the Josephson relations (5.1) and (5.2) takes the form
~
2e
CJϕ̈+
~
2eR
ϕ̇+ Ic sinϕ− Ib = 0, (5.4)
thus providing a differential equation for the phase difference ϕ.
5.1.3 Classical dynamics of a Josephson junction
If we multiply (5.4) by ~/2e = Φ0/2π, Φ0 being the flux quantum, the equation
(5.4) takes the form
(
Φ0
2π
)2
CJ ϕ̈+
(
Φ0
2π
)2
1
R
ϕ̇+ Ic
Φ0
2π
sinϕ− Ib
Φ0
2π
= 0, (5.5)
and defining m = (Φ0/2π)
2CJ and Γ = (Φ0/2π)
2R−1 we obtain
mϕ̈+ Γϕ̇+ Ic
Φ0
2π
sinϕ− Ib
Φ0
2π
= 0. (5.6)
We can see that this equation describes the dynamics of a particle of mass m moving
along the coordinate ϕ on the tilted washboard potential
U(ϕ) = −Ic
Φ0
2π
cosϕ− Ib
Φ0
2π
ϕ, (5.7)
and under the influence of the dissipative force −Γϕ̇.
The potential U(ϕ) is sketched in figure 5.3-a. If the energy of the particle is not
large enough to overcome the energy barrier ∆U (that depends on the bias current
Ib), it stays inside the well and moves like an anharmonic oscillator around the point
ϕ0 = arcsin γ (plasma oscillations), where the potential has a minimum. The so called
plasma frequency of small-amplitude oscillations is given by
ωp(γ) =
√
2πIc/Φ0CJ [1− γ2]1/4, (5.8)
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which in typical samples is on the range of 1 to 100 GHz. γ = Ib/Ic is the normalized
(respect to the critical current) bias current. The JJ is in the superconducting state,
and no voltage is measurable across it. If on the other hand, the energy of the particle
is large enough to overcome the barrier, it escapes and moves down the potential,
switching the junction into the resistive (or normal) state with a nonzero voltage
given by (5.2).
Through the bias current Ib one can tune the height of the potential barrier ∆U
(see figure 5.3-b). At Ib = 0, the barrier has its maximum value and the potential
is periodic in the coordinate ϕ. Increasing the bias one lowers the barrier up to zero
at Ib = Ic. Then, for Ib > Ic there is no minimum of the potential and the particle
always moves down. Thus the junction is in the resistive state with a nonzero voltage.
Note that in real experiments the situation is not exactly as was described above.
Since experiments with JJs are done at low but finite temperatures, thermal fluctua-
tions may lower the critical current from its nominal value Ic, allowing the junction
to escape into the resistive state even when the bias current is lower but close to the
critical current Ic [91].
As a last remark, we note that for the nondissipative case (R = 0), the Hamiltonian
of a JJ can be written as
H =
P 2
2m
+ U(ϕ), (5.9)
where for a single junction P = mϕ̇.2 Within the RCSJ model with R = 0, (5.9)
gives the energy stored in the junction, and it has two contributions: One is the
energy from the Josephson effect, U(ϕ), and the other is the electrostatic energy due
to charge accumulation in the junction through its capacitance CJ : EQ = Q
2/2CJ .
Comparing this with the kinetic energy term in (5.9), and using the definition of m,
we obtain the relation
P =
(
Φ0
2π
)
Q. (5.10)
Thus the momentum of the particle in the washboard potential is proportional to the
charge in the junction.
5.2 DBs in Josephson cells
Theoretical studies on the excitation of DB-like excitations (rotobreathers) in a
Josephson cell with four junctions (figure 5.4-a) were done by Mazo et al [92], where
it was shown that the dynamics of such a system can give information about the
dynamics of larger systems like the ladder array studied in Ref. [24, 25]. The case
of three junctions was addressed by Benabdallah et al [93] (figure 5.4-b). In both
cases, the two vertical junctions are equal, thus both systems have permutational
invariance, which substitutes the translational invariance symmetry that was present
in the ladder studied in Ref. [24, 25].
The equations of motion describing the Josephson cells admit DB-like solutions for
system parameters inside some region [93]. For these solutions, only one of the vertical
junctions and one or both horizontal ones are in the resistive (rotating) state (figure
5.4). Thus these solutions break the permutational symmetry. It was shown that
2For two or more coupled junctions this is not true, as shown in the section 5.4.
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Figure 5.4: Sketch of the cell with (a) Four Josephson junctions (crosses), and (b) three Josephson
junctions. The circles denote junctions in the resistive state. Here γ is the normalized (with respect
to the critical current of the vertical junctions) bias current.
the resonant interaction of DBs with electromagnetic waves leads to instabilities that
show up as current steps and voltage jumps in the I-V characteristic of the system.
The possibility to control the underlying dynamics of the resonant interaction by
applying a magnetic field to the cell was addressed by Fistul et al [94].
The results of the above-mentioned previous works were experimentally confirmed
by Pignatelli et al [95]. They performed measurements of I-V characteristics of a
Josephson cell with three junctions, and obtained the parameter region for existence
of DB-like excitations. They reported the observation of the voltage jumps associated
with the resonant interaction of DB-like excitations with the linear modes of the
Josephson cell, and the presence of instabilities of the DB-like excitation lead by the
application of an external magnetic field through the cell.
5.3 Quantum dynamics of a Josephson junction
5.3.1 Macroscopic quantum behavior in Josephson junctions
The phase difference ϕ and the particle number N (or the charge Q = Ne) are
conjugated variables, and satisfy an uncertainty relation which limits the precision
with which N and ϕ can be simultaneously known
∆N∆ϕ & 1. (5.11)
Since N ∼ 1023 in a macroscopic sample, both N (and hence the charge) and ϕ can
be known to within small fractional uncertainties. Thus the phase difference ϕ can
be treated as a classical variable. However, when going to very small samples, effects
due to the quantized nature of N (or the quantized nature of the charge) become
notable. For this reason we have to treat the phase difference of a JJ not classically
but quantum mechanically.
Quantization of the system leads to discrete energy levels inside the potential well
U(ϕ) that are nonequidistant because of the anharmonicity. Note that even if there
is not enough energy to classically overcome the barrier, the particle may perform a
quantum escape and tunnel outside the well (figure 5.5-a), thus switching the junction
into the resistive state [82, 96, 97]. Thus each state inside the well is characterized
by a bias and state-dependent lifetime, or its inverse —the escape rate. This is the
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Figure 5.5: (a) Sketch of the washboard potential for a current-biased Josephson-junction in the
quantum regime, showing discrete energy levels inside the well and the tunneling process out of this.
(b) Schematic view of the resonant excitation of quantum states in a JJ applying microwaves.
essence of the so-called macroscopic quantum behavior, where the tunneling of the
junction into the resistive state is usually known as macroscopic quantum tunneling.
5.3.2 Josephson junctions and quantum information process-
ing
The fact that JJs are low-dissipative nonlinear devices that show macroscopic
quantum behavior has made them very attractive for potential applications in quan-
tum information processing. Progress on manipulation of quantum JJs that includes
spectroscopic analysis, better isolation schemes, and simultaneous measurement tech-
niques [6, 7, 98, 99, 100, 101, 102, 103, 104, 105, 106, 107, 108, 109], has been paving
the way for using them as Josephson-junction qubits in arrays that may serve as basic
blocks for building up a quantum computer. Typically the first two or three quantum
levels of one junction are used as quantum bits. Since the levels are nonequidistant,
they can be separately excited by applying microwave pulses (figure 5.5-b).
Extensive studies on JJs and their possible use for quantum information processing
lead to three basic implementations or circuit designs for that purpose. They have
their particular way for manipulating the quantum states (although the idea behind
that is the same for all of them), and different ways to deal with decoherence. All of
them share the following Hamiltonian, but additional terms:
H = ECn
2 −EJ cosϕ, (5.12)
where n = Q/(2e) is the normalized charge in the junction, EC = (2e)
2/(2CJ) is the
so-called charging energy of the junction, and EJ = Φ0Ic/2π is the so-called Josephson
energy.
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Figure 5.6: Rabi oscillations in a phase qubit at different temperatures. These oscillations are
generated by applying a microwave pulse through the bias current, and the population (in this
case expressed as a escape probability) of one of the qubit states is measured as a function of the
microwave pulse duration. These images were taken from Ref. [114].
Each superconducting circuit works at different regimes defined by the ratio
EJ/EC , and they received the name of phase qubit (EJ/EC ≫ 1), charge qubit
(EJ/EC ≪ 1), and flux qubit (EJ/EC ≫ 1).
The Current-biased Josephson junction (phase qubit)
This is the simplest design of a superconducting circuit for processing quantum
information. It received the name of phase qubit because the phase ϕ is the so
called “controlled variable” when manipulating quantum information : It works in
the regime EJ ≫ EC , and the system is described in the coordinate basis {|ϕ〉} where
the second term in (5.12) is diagonal.
The physics of a current-biased JJ was discussed in section 5.1. Its dynamics
is analogous to the dynamics of a particle moving along the coordinate ϕ on the
tilted washboard potential (5.7) (figure 5.5-a), where the height of the energy barrier
depends on the bias current. Tuning the latter to a value close to the critical current
of the junction, one can have a few energy levels inside the well of the potential.
These levels can be excited by injecting a microwave signal through the bias current.
If the frequency of the microwave resonates with the energy spacing between two
levels of the junction (which is on the order of ~ωp), a transition from the lower
level to the higher is induced (figure 5.5-b). Since the JJ is now in a state closer to
the top of the energy barrier, it has a much higher probability to tunnel outside the
well and switch the junction into the resistive state. Thus this resonant excitation
of energy levels can be detected by a measurable voltage across the junction. This
principle provides a way to perform spectroscopic analysis of the junction to measure
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Figure 5.7: Sketch and circuit diagrams of a Cooper pair box (charge qubit). The charge n is
measured at the black node point. The superconducting part of the JJ is represented by a cross,
while the whole JJ including its capacitance CJ is represented by a cross box.
its energy levels [99, 127] and to observe coherent dynamics of macroscopic quantum
states [110, 111, 112, 100, 113, 114]. Rabi oscillations3 have been observed within a
coherence time of about 90 ns, with a visibility4 of approximately 90%.
The Cooper pair box (charge qubit)
The circuit of the Cooper pair box [115, 7] is sketched in figure 5.7. In its simplest
version it consists of a gate capacitor Cg connected in series with a JJ. The applied
gate voltage Vg to the circuit introduces an additional charge on the superconducting
electrode that connects to the gate capacitor (the superconducting island). The
Hamiltonian of the system is (see appendix D)
H = EC(n− ng)2 −EJ cosϕ, (5.13)
where EC = (2e)
2/2(CJ + Cg) is the charging energy of the box (which involves the
total capacitance CJ + Cg), and ng = CgVg/2e is the gate charge. In this implemen-
tation EC ≫ EJ . Thus the controlled variable is the charge n on the island, that
counts the number of exceeding Cooper pairs in it. So the system is described in the
charge basis {|n〉}, where the first term in (5.13) is diagonal. The gate charge nq (or
Vg) is to the charge qubit as the bias current Ib is to the phase qubit: it is the control
parameter that allows to modify the energy spectrum of the system.
In the Cooper pair box, the two lowest eigenstates |0〉 and |1〉 of the charge opera-
tor n̂ are used as the qubits. The excitation of the quantum levels is done by applying
microwave pulses through the gate voltage, with a frequency that resonates with the
energy spacing between the levels. Level spectroscopy [116, 103, 118] and observation
of coherent time evolution of quantum states [102, 103, 104] have been achieved with
this superconducting circuit. In the latter case, coherent (Rabi) oscillations between
the charge states |0〉 and |1〉 (figure 5.8) have been observed during a coherence time
of up to 500 ns, with a visibility of up to 95% [104].
3I. I. Rabi, Phys. Rev. 51, 652 (1937).
4The visibility is defined as the amplitude of the measured Rabi oscillations relative to its maxi-
mum value. It is a measure of how much the two qubit states can be discriminated in the readout.
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Figure 5.8: Rabi oscillations between the states |0〉 and |1〉 of the charge qubit. These oscillations
are generated by applying a microwave pulse Uµw to the gate, and the population (in this case
expressed as a probability) of one of the charge states of the qubit is measured as a function of the
microwave pulse duration. This image was taken from Ref. [103].
The rf-SQUID (flux qubit)
The rf-SQUID [115, 7] is the simplest version of the flux qubit, and it is sketched
in figure 5.9. It consists of a superconducting loop with a JJ. The presence of the JJ
in the loop leads, because of the Josephson effect, to a persistent current I flowing
around it. This current induces a magnetic flux that can either enhance or diminish
an external magnetic flux Φx generated by a coil. The Hamiltonian of the system is
(see appendix D)
H = Ecn
2 − EJ cosϕ+
1
2
mω2LC
(
ϕ− 2πΦx
Φ0
)2
, (5.14)
where m = (Φ0/2π)
2CJ (CJ is the JJ capacitance), EC = (2e)
2/2CJ is the charging
energy, and
ωLC =
1√
LCJ
, (5.15)
L being the self-inductance of the loop. The phase ϕ (in its gauge invariant form
[81, 83]) relates with the flux through the loop by [81, 83]
ϕ = 2π
Φ
Φ0
. (5.16)
The flux qubit works in the regime EJ ≫ Ec, and the controlled variable is the
magnetic flux Φ (through the phase given by 5.16). The control parameter that
allows to modify the energy spectrum is the external flux Φx. The figure 5.10 shows
the landscape of the rf-SQUID potential
U(Φ) = −EJ cos(2πφ) + π
mω2LC
EJ
(φ− φx)2 (5.17)
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Figure 5.9: Sketch and equivalent diagram of a rf-SQUID (flux qubit). It consists of a supercon-
ducting loop with a JJ (cross box). An external coil provides an external magnetic flux Φx, and the
total flux through the loop is Φ, and the persistent current flowing on it is I.
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Figure 5.10: Landscapes of the potential of the rf SQUID as a function of the normalized flux
φ = Φ/Φ0 for different values of the normalized external flux Φx/Φ0. Here mωLC/EJ = 1
as a function of the normalized magnetic flux φ = Φ/Φ0 for different values of the
normalized external flux φx = Φx/Φ0. The two wells in the potential separated by
a barrier respectively correspond to states where the persistent current in the loop
flows clockwise and counterclockwise. We can see that the external flux tunes the
asymmetry of the potential, and that for φx = 0.5 the potential is symmetric around
Φ = Φ0/2. In practical implementations for quantum information processing, the ra-
tio EJ/(2mωLC) —that determines the height of the energy barrier in the potential—
is usually such that there is one energy level per well, each one corresponding to
different directions of the persistent current around the loop. The corresponding flux
states |0〉 and |1〉 are used as the qubits (see appendix D).
The excitation of the flux states is done by applying a microwave flux pulse in
addition to the external flux Φx, with a frequency that matches the energy spacing
between the flux states. Level spectroscopy [105, 106, 119] and observation of coherent
quantum dynamics [107, 108, 119, 120, 109] have been achieved with rf-SQUIDs with
one or more JJs in the superconducting loop. Rabi oscillations with coherence times
about 20 ns have been observed, with visibility that has reached 90%.
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Figure 5.11: Rabi oscillations for different microwave power in the flux qubit. These images were
taken from Ref. [107].
5.4 Quantum breathers in capacitively coupled Jo-
sephson junctions
In this section, we present an extended analysis of a system of two capacitively
coupled JJs [121, 122, 123]. We perform a systematic and comparative analysis of
different properties of QB states in this system. We study their tunneling rates
(splittings), the site correlations of excited quanta (bosons), the fluctuation of the
number of excited quanta, and the entanglement of the QB states. We describe how
QBs evolving in time could be experimentally observed, and discuss how escaping and
decoherence (effects that are not taken into account in the quantum model) would
affect the observations.
5.4.1 The model and classical dynamics
The system is sketched in figure 5.12-a: two JJs are coupled by a capacitance Cc,
and they are biased by the same current Ib. The strength of the coupling due to the
capacitor is ζ = Cc/(Cc + CJ). The Hamiltonian of the system is
H =
P 21
2m
+
P 22
2m
+ U(ϕ1) + U(ϕ2) +
ζ
m
P1P2, (5.18)
where
m = CJ(1 + ζ)
(
Φ0
2π
)2
, (5.19)
P1,2 = (Cc + CJ)
(
Φ0
2π
)2
(ϕ̇1,2 − ζϕ̇2,1). (5.20)
To derivate the Hamiltonian (5.18) one write the Lagrangian of the system
L = L(ϕ1, ϕ2, ϕ̇1, ϕ̇2) = T − Us (5.21)
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Figure 5.12: (a) Sketch of the two capacitively coupled Josephson junctions. (b) Sketch of the
washboard potential for a single current-biased Josephson-junction. (c) Circuit diagram for two
ideal capacitively coupled Josephson junctions.
to obtain the momenta from the relation
Pi =
∂L
∂ϕ̇i
. (5.22)
The kinetic energy term T is the electrical energy stored in the capacitors of the
circuit (see figure 5.12-c):
T =
1
2
CJ(V
2
1 + V
2
2 ) +
1
2
Cc(V2 − V1)2, (5.23)
V1,2 being the voltages across the junctions. The potential energy Us is the sum of
the JJ potentials (see eq. 5.7)
Us = U(ϕ1) + U(ϕ2), (5.24)
= Us(ϕ1, ϕ2). (5.25)
Using the Josephson relation (5.2) one writes
T =
1
2
(
Φ0
2π
)2
CJ(ϕ̇
2
1 + ϕ̇
2
2) +
1
2
(
Φ0
2π
)2
Cc(ϕ̇2 − ϕ̇1)2, (5.26)
where Φ0 = he/2. From (5.22) one obtains
P1,2 =
∂T
∂ϕ̇1,2
, (5.27)
= (Cc + CJ)
(
Φ0
2π
)2 (
ϕ̇1,2 −
Cc
Cc + CJ
ϕ̇2,1
)
, (5.28)
which is eq. (5.20). Thus after substituting ϕ̇1,2 = ϕ̇1,2(P1, P2) into eq. (5.26) the
Hamiltonian H = T + Us becomes (5.18).
Notice that by using circuit theory and the relation (5.10) one can note that the
conjugate momenta P1,2 are proportional to the charge at the nodes of the circuit
(which are labeled in figure 5.12-c). When the junctions are in the superconducting
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Figure 5.13: (a) Time evolution of the phase differences, and (b) corresponding sketch, of an exact
DB solution of the equations of motion (5.30) with frequency Ωb = 0.303ωp(0) [time is measured
in units of the inverse plasma frequency at zero bias ωp(0)
−1]. The parameters are γ = 0.99 and
ζ = 0.1.
state, they behave like two coupled anharmonic oscillators where the plasma frequency
of small-amplitude oscillations is given by
ωp(γ) =
√
2πIc/Φ0CJ(1 + ζ)[1− γ2]1/4, (5.29)
γ = Ib/Ic being the normalized bias current. The classical equations of motion are
ϕ̈1,2 = −
Φ0
2πm
(sinϕ1,2 + ζ sinϕ2,1) +
Φ0
2πm
(1 + ζ)γ. (5.30)
These equations admit DB solutions (chapter 5.13), which are time periodic and for
which the energy is localized predominantly on one of the junctions (figure 5.13).
These orbits can be numerically computed with high accuracy using Newton algo-
rithms (appendix A).
The existence of DBs is possible because the anharmonicity in the JJ potentials
makes the frequency of these excitations (and all of their harmonics) nonresonant
with the normal modes ω± =
√
1± ζωp(γ) of the coupled-junctions system, whose
corresponding orbits are delocalized [3]. For the parameters γ = 0.99 and ζ = 0.1, the
normal-mode frequencies are ω+ = 0.394ωp(0) (in-phase mode) and ω− = 0.356ωp(0)
(out-of-phase mode). The periodic solution shown in figure 5.13 has a frequency
below the out-of-phase mode frequency; thus, the DB solution is out of phase as well.
5.4.2 Quantum dynamics: Splittings and correlations
In the quantum case we compute the energy eigenvalues and the eigenstates of the
system. Since we are interested only on the energy transfer between the junctions, we
neglect quantum escape for states which will not escape in the classical limit. Thus
we use a simple model for the single JJ, where the potential energy is changed by
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adding a hard wall which prevents escape:
Uq(ϕ) =
{
U(ϕ) if ϕ ≤ π − ϕ0
∞ if ϕ > π − ϕ0 , (5.31)
where ϕ0 = arcsin γ is the position of the minimum of the potential and π − ϕ0
gives the position of the first maximum to the right from the equilibrium position
ϕ0 (figure 5.12-b). We will later compare the obtained tunneling times with the true
state dependent escape times.
The Hamiltonian of the two-junctions system is given by
Ĥ = Ĥ1 + Ĥ2 + ζV̂ , (5.32)
where Ĥi = P̂
2
i /2m + Uq(ϕ̂i) is the single-junction Hamiltonian and V̂ = P̂1P̂2/m
is the interaction that couples the junctions. The eigenvalues εni and eigenstates
|ni〉 of the single-junction Hamiltonian Ĥi were computed by using the Fourier grid
Hamiltonian method [124] (see appendix E for details). |ni〉 is also an eigenstate of
the number operator n̂i with eigenvalue ni. In the harmonic approximation
5
n̂i = â
†
i âi, (5.33)
where â†i and âi are the bosonic creation and annihilation operators. Since only states
with energies below the classical escape energy (barrier) are taken into account, the
computed spectra have a finite upper bound. The perturbation V̂ does not conserve
the total number of quanta n1 + n2, as seen from the dependence of the momen-
tum operators on the bosonic creation and annihilation operators in the harmonic
approximation:
P̂1,2 =
Φ0
2πi
√
1
2
(1 + ζ)CJ~ωp
(
â1,2 − â†1,2
)
. (5.34)
The Hamiltonian matrix is written in the basis of product states of the single-
junction problem {|n1, n2〉 = |n1〉 ⊗ |n2〉}. The invariance of the Hamiltonian under
permutation of the junction labels allows us to use symmetric and antisymmetric basis
states (see eq. 4.3) to reduce the full Hamiltonian matrix to two smaller symmetric
and antisymmetric decompositions of Ĥ , which after diagonalization respectively give
the symmetric and antisymmetric eigenstates of the system.
In order to identify QB states, whose corresponding classical orbits are character-
ized by energy localization, we compute the correlation functions fµ(1, 2) and fµ(1, 1)
given by eqs (4.1) and (4.2). Thus the ratio 0 ≤ fµ(1, 2)/fµ(1, 1) ≤ 1 measures the
site correlation of quanta in the junctions: it is small when quanta are site-correlated
(i.e. when many quanta are located on one junction there are almost none on the
other one) and close to unity otherwise.
In figure 5.14 we show the nearest neighbor energy spacing (tunneling splitting)
and the correlation function of the eigenstates. For this, and all the rest, we used
Ic = 13.3 µA, CJ = 4.3 pF, and ζ = 0.1, which are typical values in experiments.
We see that in the central part of the spectrum the energy splitting becomes small
5By harmonic approximation we mean that we use the equations (5.33) and (5.34) for the number
and momentum operators, which hold for the harmonic oscillator potential. For the anharmonic
potential of the JJs these relations do not necessarily hold.
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Figure 5.14: (a) Energy splitting and (b) correlation function vs. energy for the two-junctions system
(open circles, symmetric eigenstates; solid circles, antisymmetric eigenstates). The labeled arrows
mark the energy corresponding to the peak of the spectral intensity in figures 5.15-b, d, and f (see
text). The parameters are γ = 0.945 and ζ = 0.1 (22 levels per junction).
in comparison to the average. The corresponding pairs of eigenstates, which are
tunneling pairs, are site correlated, and thus QBs. In these states many quanta
are localized on one junction and the tunneling time of such an excitation from one
junction to the other (given by the inverse energy splitting between the eigenstates of
the pair) can be exponentially large and depend sensitively on the number of quanta
excited.
The fact that the strongest site correlated eigenstates occur in the central part of
the energy spectrum may be easily explained as follows: Let N be the highest excited
state in a single junction, with a corresponding maximum energy ∆U (figure 5.12-b).
For two junctions the energy of the system with both junctions in the N -th state is
2∆U , which roughly is the width of the full spectrum. Thus states of the form |N, 0〉
and |0, N〉 that have energy ∆U are located approximately in the middle.
5.4.3 Time evolution: Exciting quantum breather states
Having the eigenvalues and eigenstates, we compute the time evolution of different
initially localized excitations, and the expectation value of the number of quanta at
each junction 〈ni〉(t) = 〈Ψ(t)|n̂i|Ψ(t)〉 (see appendix C for explicit formulas). Results
are shown in figures 5.15-a, c, and e. We also compute the spectral intensity I0µ =
|〈χµ|Ψ0〉|2. Results are shown in figures 5.15-b, d, and f, where we can see a peak in
each case, which corresponds to the arrows in figure 5.14-b. We can see that the initial
state |Ψ0〉 = |0, 5〉 overlaps with eigenstates with an energy splitting between them
being relatively large and hence the tunneling time of the initially localized excitation
is short. For the case |Ψ0〉 = |0, 19〉 QBs are excited: The excitation overlaps strongly
with tunneling pairs of eigenstates in the central part of the spectrum, which are site
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Figure 5.15: Time evolution of expectation values of the number of quanta at each junction (left
panels) for different initial excitations with corresponding spectral intensities (right panels). (a) and
(b) |Ψ0〉 = |0, 5〉, (c) and (d) |Ψ0〉 = |0, 19〉, (e) and (f) |Ψ0〉 = |9, 19〉. Open circles, symmetric
eigenstates; solid circles, antisymmetric eigenstates. The energies of the peaks in the spectral in-
tensity are marked by labeled arrows in figure 5.14-b (see text). The parameters are γ = 0.945 and
ζ = 0.1 (22 levels per junction).
correlated and nearly degenerate. The tunneling time of such an excitation is very
long, and thus keeps the quanta localized on their initial excitation site for the finite
time of observation. Finally the initial state |Ψ0〉 = |9, 19〉 overlaps with weakly site
correlated eigenstates with large energy splitting. Hence the tunneling time is short
again.
We computed also the time evolution of the expectation values of the number of
quanta for initial conditions which are coherent or incoherent (mixtures) superposi-
tions of product basis states with equal weights. This is relevant for experiments,
since it may be hard to excite one junction to a determined state but easier to excite
several states of the junction at the same time. We used coherent superpositions
(characterized by well defined states |Ψ0〉), and mixtures (characterized by their cor-
responding density operators ρ̂0), of four basis states around the already used initial
states: For the state |0, 5〉 we superposed the basis states |0, 5〉, |0, 6〉, |0, 7〉, and |0, 8〉,
for |0, 19〉 the basis states |0, 20〉, |0, 19〉, |0, 18〉, and |0, 17〉, and for |9, 19〉 the basis
states |9, 20〉, |9, 19〉, |9, 18〉, and |9, 17〉. Both for superposition and mixture of basis
states, the results are qualitatively similar to those shown in figure 5.15. Therefore
we expect that some imprecision in exciting an initial state in the junctions would
not affect in a relevant way the results. we may also conclude, that the excitation of
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Figure 5.16: Contour plot of the logarithm of the density of the asymmetric state |χ〉 = (|χ(S)b 〉 +
|χ(A)b 〉)/
√
2 as a function of the number of quanta at junctions 1 and 2 (see text). The parameters
are γ = 0.945 and ζ = 0.1 (22 levels per junction).
QB states does not rely on the phase coherence. That conclusion will be supported
later by the study of entanglement.
Let us estimate how many quanta should be excited in the junctions in order to
obtain QBs (tunneling pairs). We compute the density ρ(n1, n2) = |〈n1, n2|χ〉|2 of
the asymmetric state |χ〉 = (|χ(S)b 〉 + |χ
(A)
b 〉)/
√
2, where |χ(S,A)b 〉 are the eigenstates
belonging to a tunneling pair. In figure 5.16 we show a contour plot of the logarithm
of the density for the tunneling pair with energy marked by the arrow labeled by
number two in figure 5.14-(b). We see that the density has its maximum around
n1 = 19 and n2 = 0 which is consistent with the result shown in figures 5.15-c and d
where QBs were excited by using this combination of quanta in the junctions.
5.4.4 Fluctuations of the total number of quanta
Even though the Hamiltonian does not commute with the total number of quanta
N̂T = n̂1+n̂2, in figures 5.15-a, c and e we see that its expectation value has very small
fluctuations (less than 1). We can see this approximate conservation of the number
of quanta also in the density plotted in figure 5.16, where shows a rim along the line
n1 + n2 = NT (=19). This might be computationally advantageous when considering
larger systems because the strict conservation of NT = n1 + n2 would allow us to
truncate the Hilbert space and work within a subspace with fixed NT . Each time the
interaction operator V̂ acts on a basis state with given NT , it will generate also states
with NT ±2, as can be seen from first order perturbation theory in ζ at the harmonic
approximation. To study these fluctuations numerically we computed the following
weight function for each eigenstate, which measures the relative contribution of all
basis states with a given NT to the eigenstate under consideration:
Wµ(NT ) =
∑
n1,n2
n1+n2=NT
|〈n1, n2|χµ〉|2 (5.35)
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Figure 5.17: From Left to right: Weight function as a function of the total number of quanta
NT = n1 + n2 for the three symmetric eigenstates at the peaks of the spectral intensities shown
in figures 5.15-b, d, and f, respectively. The parameters are γ = 0.945 and ζ = 0.1 (22 levels per
junction).
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Figure 5.18: Fluctuation of the total number of quanta for the eigenstates of the coupled-junction
system (open circles, symmetric eigenstates; solid circles, antisymmetric eigenstates). The parame-
ters are γ = 0.945 and ζ = 0.1 (22 levels per junction).
In figure 5.17 we show the weight function for the three symmetric eigenstates which
correspond to the peaks of the spectral intensities shown in figures 5.15-b, d, and f,
respectively. For the lowest-energy state we can see the expected appearance of two
satellite peaks separated by two quanta from the central one. For the higher-energy
eigenstates the harmonic approximation does not hold. Most importantly, we see
that for states in the lower and middle part of the energy spectrum the fluctuation
of the number of quanta is weak, and corresponding states contribute less than one
percent to the eigenstate. This is apparently not true at the upper end of the energy
spectrum.
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Note that the obtained amplitude of fluctuations in the time evolution is much
less due to averaging effects and the smallness of the strength of the perturbation ζ .
The calculation of 〈NT 〉(t) from perturbation theory in the harmonic approximation
shows that this quantity oscillates in time with an amplitude that is proportional to
ζ2n0m0, where n0, and m0 are the energy levels initially excited in the junctions. For
ζ = 0.1 one finds that the fluctuations are of the order of 10−2 in the case shown in
figure 5.15-a; and of the order of 10−1 in the cases in figures 5.15-c and e. Numerical
results are consistent with these estimates.
To characterize the variation in the total number of quanta in the eigenstates we
computed the fluctuation
√
〈∆N2T 〉µ =
√
〈N̂2T 〉µ − 〈N̂T 〉2µ. (5.36)
In figure 5.18 we plot the relative fluctuation
√
〈∆N2T 〉µ/〈N̂T 〉µ for the eigenstates,
where we can see that it is very small, and for the QB states in the central part of
the spectrum it has the smallest values. This follows from the fact that QBs are close
to eigenstates having the form
|χ〉QB ≃
1√
2
(|n, 0〉 ± |0, n〉) , (5.37)
with n . N (N is the highest excited state in a single junction). These are eigenstates
of the total number operator N̂T = n̂1 + n̂2, for which the corresponding fluctuations
given by (5.36) vanish.
Note that the above results are opposite to what was obtained in the symmetric
trimer (section 4.2), where QBs show the highest number fluctuations as compared
to the fluctuations in nearby states.
5.4.5 Entanglement of quantum breather states
We measured the degree of entanglement in the eigenstates of the system as de-
scribed in section 4.3by minimizing the distance of a given state to the space of
product states:
∆ =
N
∑
n1,n2
(
χµn1,n2 − fn1gn2
)2
, (5.38)
In figure 5.19 we show the entanglement of the eigenstates for different values of the
coupling strength ζ . For ζ = 0 the entanglement has the values 0 and 0.5 correspond-
ing to the basis states with equal and distinct number of quanta at each junction,
respectively. When ζ > 0 the eigenstates become linear superpositions of the basis
states and the entanglement rises, being larger as long as more basis states are in-
volved in building up an eigenstate. This can be seen in figure 5.20, where we plot
contours of the density of four symmetric eigenstates marked by labeled arrows in fig-
ure 5.19 for ζ = 0.1: the low-energy eigenstate marked by the arrow 1 in figure 5.19
consists mainly of a superposition of a few basis states |n1, n2〉 fulfilling n1 + n2 = 3
as seen in figure 5.20-a, hence the entanglement is relatively small. When going up
in energy the entanglement in the eigenstates quickly increases, becoming maximum
in the central part of the energy spectrum and then decreases. An eigenstate in this
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Figure 5.19: Entanglement of the eigenstates of the coupled-junction system for different values of the
coupling strength ζ (open circles, symmetric eigenstates; solid circles, antisymmetric eigenstates).
Here γ = 0.945.
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Figure 5.20: Contour plots of the logarithm of the density of the symmetric eigenstates marked by
labeled arrows in figure 5.19 for the case ζ = 0.1: (a) S-5 (arrow 1), (b) S-95 (arrow 2), (c) S-117
(arrow 3), (d) S-246 (arrow 4). The normalized bias current is γ = 0.945 (22 levels per junction).
region of the spectrum like the one marked by the arrow 2 in figure 5.19 involves
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many basis states fulfilling n1 + n2 = 20 (figure 5.20-b), hence the entanglement is
large. However, for QB states lying in the same energy region like the one marked by
the arrow 3 in figure 5.19, which has the form shown in eq. (5.37), the entanglement
is smaller and tends to 0.5 as expected from the discussion in section 4.3.1. Finally,
high-energy eigenstates like the one marked by the arrow 4 in figure 5.19 involve not
so many basis states (figure 5.20-d), therefore the entanglement is also smaller.
We also computed the von Neumann entropy (see appendix B for explicit formu-
las), and the results were consistent with those discussed above. Thus we conclude,
that when QBs appear in a certain part of the energy spectrum, their entanglement
drops as compared to the typical entanglement of energetically nearby states. The
reason is, that QB states predominantly excite two symmetry-related basis states, as
opposed to the typical excitation of many other basis states.
5.4.6 Possible experimental observation of quantum breath-
ers
The experimental observation of QBs may be possible by using the scheme of
McDermott et al for simultaneous state measurement of coupled Josephson phase
qubits [101], where by applying current pulses in the bias current through each junc-
tion the time evolution of the occupation probabilities in the qubits is measured. By
applying a microwave pulse on one of the junctions we excite it into a high-energy
single-junction state with energy εl and leave the other one in the ground state. In
this way we have an initial state similar to the ones shown in figures 5.15-c and d.
After a variable period of time we apply simultaneous current pulses to the junctions
to lower their energy barriers ∆U and enhance the probability of tunneling outside
the potential well. Then we test which junction switches to the resistive state (de-
tected by a measurable voltage across it). By repeating the measuring many times we
obtain the populations in the junctions as a function of the time between the initial
pulse and the simultaneous measuring pulses.
Now let us discuss the so far neglected quantum escape. For that we computed
the escape time τescape by using the semiclassical formula [125]
τ−1escape(ε) =
ω(ε)
2π
exp
{
−2
~
∫ b
a
p(ϕ)dϕ
}
, (5.39)
where a and b are the turning points of the classical motion in the reversed potential
at U(ϕ) = ε, p(ϕ) =
√
2[U(ϕ)− ε], and ω(ε)/2π is the frequency of the oscillations
inside the initial well. In table 5.1 we show the escape time from different metastable
states, and we compare it with the tunneling time τtunnel of an initial excitation
|Ψ(0)〉 = |0, l〉 between the two junctions, estimated from the energy splitting of
the (symmetric-antisymmetric) pair of eigenstates with the largest overlap with the
initial excitation. We see that for l = 19, where we excite QBs, the escape time is long
enough for observing at least one tunneling exchange between the two junctions before
escaping to the resistive state. Note that the cases l = 18 and 17 also excite QBs
which would show even more tunneling exchanges before escaping. The case l = 16
does not excite QBs but eigenstates that, though having small energy splitting, do
not show strong site correlation of quanta as in the previous cases. From these results
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Table 5.1: Escape times for metastable states in a single Josephson junction τescape estimated
by formula (5.39), and the tunneling time of the initial excitation|Ψ(0)〉 = |0, l〉 between the two
junctions τtunnel estimated from energy splittings.
l τtunnel (ns) τescape (ns)
20 348 42
19 1.8× 103 3.5× 103
18 10.16× 103 503.2× 103
17 2.3× 103 71.2× 106
16 366 1.62× 109
we expect that escaping to the resistive state will not prevent from the experimental
observation of QBs.
Another phenomenon that was not taken into account in our quantum model is
decoherence. To be able to observe tunneling between the junctions the coherence
time has to be longer than the shortest tunneling time between the junctions, which
is on the order of 1 ns in the cases shown in figures 5.15-a and e. In the experiment
shown in Ref. [121] using a few levels per junction they obtained a coherence time
on the same order. However, in the experiment in Ref. [101] the coherence time was
about 25 ns, and more recently in Ref. [126] the coherence time was approximately
80 ns. We expect that further improvements in experiments [100] will give us even
longer coherence times.
Note that the above coherence times are shorter than the tunneling times of
excitations that strongly overlap with QBs (see table 5.1), hence decoherence is an
effect that can not be ignored if one wants to do a more realistic quantum description
of the system. When exciting a JJ to high-energy states, relaxation (over dephasing)
is usually the main source of decoherence. We can make a crude estimation of the
corresponding relaxation time T1 by using T1 ≃ hQ/εl (Q is the quality factor of
the junctions), which holds for a harmonic potential [127, 128]. For l = 19, 18 and
17, εl/h is around 150 GHz (see figure 5.14-b). For the JJs used in Ref. [100], Q is
between 500 and 1000, which leads to a relaxation time between 3 ns and 6 ns. It is
much smaller than the tunneling time of the above-mentioned excitations, therefore
one would expect to see instead of tunneling, a freezing of the these excitations on
one of the junctions before they decohere due to relaxation.
One could obtain more feasible results by increasing the bias current in such a
way that there are less energy levels in the junctions. With this, exciting QBs would
need less energy, and the relaxation time becomes longer. The tunneling time of the
initially localized excitation is shorter, and might be even shorter than the relaxation
time, allowing one to observe tunneling before relaxation. This possibility, and the
inclusion of decoherence in our model, are issues that will be addressed in a future
work.
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5.5 Conclusions
In this chapter we applied the methods used for studying classical and quantum
breathers discussed in the previous chapters to describe the dynamics of high-energy
initially localized excitations in a system of two capacitively coupled JJs.
In the classical case the equations of motion of the coupled JJs admit DB solutions
which can be numerically computed. For the quantum case we showed that the
excitation of one of the junctions to a high level, leaving the another junction in the
ground state, may strongly overlap with QBs (tunneling-pairs eigenstates) that lie in
the central part of the energy spectrum and localize energy on one of the junctions
for a long (tunneling) time. This result would not qualitatively change if we excite a
(coherent or incoherent) superposition of several product basis states instead of only
one. By using the density function for asymmetric superpositions of QB states one
can realize how many quanta can be excited at each junction in order to excite QBs.
In addition to what was described above, the system showed other interesting
properties: We found that the system nearly conserves the total number of quanta,
which comes from the fact that the coupling between the junctions couples just slightly
eigenstates components with different total number of quanta. This opens the possi-
bility to study larger systems without too big computational cost. When computing
the fluctuation in the total number of quanta for each eigenstate, QB states show the
smallest fluctuations. We showed that entanglement, which reflects how many basis
states have significant weight in an eigenstate, increases with energy in most of the
eigenstates, becoming maximum at the center of the spectrum and then decreases.
QB states from the same energy region are less entangled, in agreement to what was
discussed in section 4.1.1. This is because a QB state mainly consists of a symmetric
or antisymmetric combination of two product basis states localizing many quanta on
one of the junctions.
With the available techniques for manipulating Josephson-junction qubits the ex-
perimental observation of QBs is possible. Escaping to the resistive state of the
junctions (which together with decoherence was not taken into account in our quan-
tum model) would not prevent us from doing that, and we expect that improvements
on preparation (higher quality factors) and isolation techniques of JJs make it pos-
sible to reach long enough coherence times in order to observe the phenomena we
described in this study. By changing the parameters of the system (bias current and
coupling strength) one could vary the energy, and hence the tunneling time of an
initially localized excitation with respect to the coherence time, in such a way that it
becomes larger than that tunneling time.
Chapter 6
Summary and outlook
In classical anharmonic lattices, DBs are time periodic solutions of the underlying
equations of motion which, for nearest neighbor coupling between oscillators, are ex-
ponentially localized in space. In the corresponding quantum case, QBs are nearly de-
generate many-quanta bound states which, though being extended in a translationally
invariant system, are characterized by exponentially localized correlation functions in
full analogy to their classical counterparts. When such states superpose the result is
a spatially localized excitation with a very long time to tunnel from one lattice site
to another. The nearly degeneracy of QB states comes from the anharmonicity of
the lattice. In the classical limit at high energies, QBs become degenerate and the
tunneling time of the localized excitation becomes infinitely long, thus recovering the
classical result.
In this thesis, we addressed the excitation of QBs in small nonlinear networks with
two (dimer) and three (trimer) degrees of freedom, where invariance onder permu-
tation of two sites in both systems substituted the translation invariance symmetry,
usually present in large lattices where DBs may exist in the classical case. This
permutation symmetry leads to pairs of symmetric-antisymmetric eigenstates that
were characterized by computing their energy splittings, correlation functions, num-
ber fluctuations and degree of entanglement. From this characterization we concluded
that:
• QBs are tunneling pairs of eigenstates with very small energy splittings in com-
parison to the average splitting. This property leads to the exponentially long
tunneling times of excitations that strongly overlap with these eigenstates.
• QBs show strong site correlation of quanta —when there are many quanta on
one site of the dimer (or on one site of the symmetric dimer part in the trimer
case) there is almost none on the other and vice versa. This property leads to
strong localization, property that characterizes their classical counterparts.
• The relative fluctuations in the number of quanta in the dimer part of the
trimer are very small, and become smaller when going up in energy. QBs show
the highest fluctuations as compared to the fluctuations in nearby states. The
analysis of the number fluctuations also showed that the excitation of the third
site of the trimer favors the energy exchange between this and the dimer part —
that leads to the fluctuations of the number of quanta in the latter, in agreement
with results reported previously on the same model.
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• Since QBs involve mainly two product basis states, these eigenstates are less
entangled than those lying in the same energy region of the spectrum, which in
general involve many basis states in their corresponding expansions. Entangle-
ment in QB states decreases as long as they show stronger site correlation of
quanta.
• One can excite QBs by highly exciting one of the sites of the dimer (or one of
the sites of the dimer part in the trimer case), in such a way that the so obtained
excitation overlaps mostly with QB states. To have a more precise excitation
of QBs, one can use the density function of asymmetric superposition states of
QB tunneling pairs [ρ(n1, n2)], in order to realize the distributions of quanta
between sites that most closely approach such asymmetric superposition states.
Probing the time evolution of initially localized excitations allows to conclude
about the presence or absence of QBs in these excitations.
• We found that nonintegrability may lead to degeneracies of QBs due to interac-
tion with other eigenstates, and hence to a suppression of tunneling of the corre-
sponding asymmetric superpositions. In this way, QBs may show a classical-like
behavior. These degeneracies can be reached by tuning the parameters of the
system to some specific values.
At variance to the classical case, where DBs have been experimentally observed
in many different systems in different fields, the direct observation of QBs evolving in
time has not been reported. Up to date evidences of QBs were obtained spectroscop-
ically in molecules and solids. We showed that coupled JJs in the quantum regime
offer a possibility for carrying out such an experiment. We performed a systematic
analysis of a system of two capacitively coupled JJs in a cell. The results of such an
analysis summarize as follows:
• In the system of two coupled JJs, QBs are identified as nearly degenerate
tunneling-pair eigenstates lying in the central part of the energy spectrum of
the system.
• QBs in coupled JJs show strong site correlation of quanta, in agreement with
expectations from the previous analysis of the dimer and trimer models.
• While in the trimer QB states showed higher fluctuations of the number of ex-
cited quanta in the dimer part than other nearby eigenstates, in the system
of coupled JJs the opposite happens: QBs show the smallest fluctuations of
the total number of excited quanta. It is clear that the mechanisms leading
to these fluctuations are different in both systems: In the trimer the fluctua-
tions are due to the excitation of the third site that acts as a kind of particle
reservoir, whereas in the system of coupled JJs the fluctuations come from the
non-number-conserving coupling between the junctions, and the “particle reser-
voir” is not explicitly defined. A more detailed analysis on this issue has to be
done in order to explain such opposite behaviors of both systems.
• QBs in coupled JJs are less entangled than other energetically nearby eigen-
states, as expected from the previous analysis of the dimer and trimer models.
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• In the system of two coupled JJs, QBs could be excited by applying microwave
pulses on one of the junctions to excite it into a high-energy state. The so
obtained excitation performs a very slow tunneling motion from one junction
to the other. Whether a single-site excitation has strong or weak overlap with
QBs, depends sensitively on its energy. Tuning this energy into the domain of
strongest overlap with QBs, we may vary the tunneling time by several orders
of magnitude. This result is robust against some imprecision in the excitation
process. As pointed out when considering the trimer, by using the density
function one can realize how much the JJs should be excited in order to have
an excitation that strongly overlap with a desired QB tunneling pair.
• It is possible to observe the slow tunneling motion of QBs between the two
JJs by applying simultaneous microwave pulses to the junctions in order to
read out their state at certain time, as has been done in previous experiments
with Josephson-junction qubits. Escaping to the resistive state of the junctions
would not prevent us from observing this slow tunneling, and we expect that
further progress in preparation and isolation of JJs will lead to long enough
coherence times to allow us the observation of the described phenomena.
Although experimental observation of QBs evolving in time is possible in coupled
JJs, some remarks are in order: Although we pointed out that the direct observation of
QBs in coupled JJs relies on further progress from the experimental side; with better
samples with high quality factors in order to have long enough coherence times to
see the phenomena that we described, still the excitation of one junction to a high-
energy level may be a formidable task. First of all, as we observed in the results, the
excitation of QBs needs microwave pulses of around hundred GHz (one tenth THz).
Right now there is no generator of such a high-frequency radiation with high enough
power available for JJ applications. Second, the excitation of the energy levels of a JJ,
and the observation of the energy flow between both junctions, demands the previous
knowledge of their spectra. Therefore the existence of a high frequency generator
is not enough, it also must provide a very controllable output radiation in order to
perform a spectroscopic analysis of the junctions. All of this (and maybe there are
other factors that we have not considered), tells us that carrying out the experiment
for observing QBs in coupled JJs relies also on further progress in technology for
generating high-frequency radiation for JJ applications.
Now some perspectives about possible extensions of this work: The study of
QBs in the system of coupled current-biased JJs (phase qubits) presented here may
be extended to the other types of JJ qubits —charge and flux qubits (Appendix
D), and address the possibility of some practical applications. Recent experiments
[146, 147, 148, 149, 150, 150, 151, 152] showed spectroscopic analysis and observa-
tion of coherent quantum dynamics in coupled charge and flux qubits, where for the
latter case the tunability of the coupling strength was demonstrated. Going even fur-
ther, the coupling of two JJ qubits through a resonator [153, 154] allows to consider
the possibility of an experimental realization of the symmetric trimer that we have
studied.
Another possibility for an experimental realization is to excite a two-quanta bound
state, which is the simplest version of a QB in a large lattice. Two-quanta (two-boson,
two-vibron, or two-phonon) bound states have been theoretically studied (also by us
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[129]) in one-dimensional lattice models [23, 130, 131, 132, 133, 134, 135, 136, 137,
138, 139], and experimentally observed by spectroscopic analysis in molecules, solids
[36, 37, 38, 39, 40, 41, 42, 43], and more recently in BEC loaded on an optical lattice
[28]. They are eigenstates of translational invariant anharmonic lattices where two
quanta (or two bosons) are bound at the same lattice site, tunneling together along
the lattice. The experimental observation of two-quanta bound states with JJs could
be done by coupling many junctions, each of them having a few (at least three)
quantum levels. Since only two quanta of one junction will be excited, the excitation
of such states would not be a big problem for the nowadays available technology, and
by using the simultaneous measurement scheme implemented for two coupled JJs
one could observe the energy transfer between the junctions in time. This is a very
interesting possibility that will be addressed soon.
Appendix A
The Newton method in phase
space
The Newton-Raphson [140] is one of the most well-known methods for searching
the zeros of a function. To give the main ideas about this method, let us consider
a function f which depends on the variable x. Starting from an initial guess xi the
method iteratively computes a step δ such that the point xi+1 = xi +δ becomes closer
to a zero of f . The step δ is obtained by expanding f around the initial guess xi:
f(xi+1) = f(xi + δ) = f(xi) + f
′(xi)δ + O(δ
2). (A.1)
Taking the expansion up to the linear term in δ, and imposing f(xi+1) = 0, the
Newton step is obtained:
δ = − f(xi)
f ′(xi)
. (A.2)
It can be shown that the Newton method converges quadratically for a good initial
guess x0 [140].
A.1 Finding periodic orbits in phase space
The Newton method can be applied to find periodic orbits —periodic solutions
of the equations of motion— in phase space. This is done by mean of a phase-space
mapping. It consists of making a map of the dynamics in phase space at some fixed
time (the period of the periodic solution), and to look for the fixed points of such a
map.
Let us consider a system with N degrees of freedom. The state of such a system
at some instant of time t can be represented by a vector in the 2N -dimensional phase
space x(t) = [u1(t) u2(t) . . . uN(t) u̇1 u̇2 . . . u̇N(t)]
t that corresponds to a point in
phase space. Here (ui, u̇i) are the coordinate and velocity for the i-th degree of
freedom. Starting from certain initial condition x(0) we let the system evolve up to
the period T (the time evolution is carried out by solving the equations of motion),
ending up with another point in phase space x(T ) that in general is different from
the previous one. The difference between the two points is (figure A.1)
F(x(0)) = x(T )− x(0). (A.3)
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Figure A.1: Orbit in phase space and definition of the vector F(x(0))
A periodic orbit is such that F = 0, so our aim is to find the right initial condition
x(0) (fixed point) such that this equality is satisfied, and to do that we apply the
Newton method to find the zeros of the 2N functions that are the components of
the vector F: Starting from an initial guess at t = 0, xold(0) = xold, we (by solving
the equations of motion) compute xold(T ), and then the difference vector F(xold) =
xold(T )− xold. After this we compute the vector
xnew = xold + ∆, (A.4)
which is a vector closer to a periodic orbit (a zero of F), in a similar way as in the
Newton method for a single-variable function: We expand F(xnew) = F(xold + ∆)
around xold up to the linear term
F(xnew) = F(xold + ∆)
= F(xold) + M∆, (A.5)
where
Mnm =
∂Fn
∂xm
∣
∣
∣
x=xold
(A.6)
are the elements of the so-called Newton matrix. Demanding F(xnew) = 0 leads to
∆ = −M−1F(xold). (A.7)
Thus, with ∆ we compute xnew using (A.4), and we iterate up to obtain a solution
xnew = xs such that ‖F(xs)‖ (or max{|Fn(xs)|}) is zero within certain tolerance or
accuracy, which may be of 10−14 for double-precision calculations.
Advantages of the Newton method are that it is relatively easy to program and it
has fast convergency (if using a good initial guess). Unfortunately for large Newton
matrices the computation time becomes relatively large because of matrix inversion (it
scales as S2, S being the matrix size) [141]. Also, the method breaks down whenever
M is not invertible, which occurs when degenerate solutions appear.
A.2 Time-reversible periodic orbits
It can be shown that the application of the Newton method in the way described
above provides periodic solution with a precision that reaches only up to 107 in double-
precision calculations [142]. However, there is an improved Newton scheme [143, 144]
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for finding time-reversible solutions (u̇i = 0 for i = 1 . . . N) with an accuracy close to
the precision of conventional work stations, which is about 10−14. Such an improved
method uses the following expression for the variation vector ∆:
∆ =
(
δ
0
)
, (A.8)
δ = −(AtA + CtC)−1(At Ct)F(xold), (A.9)
where ∆ is the same 2N -dimensional variation vector described before written in
terms of the N -dimensional vector δ (variation only in coordinates) and the N -
dimensional null vector 0 (no variation in velocities). F(xold) is the 2N -dimensional
difference vector. The N -dimensional matrices A and C are block components of the
2N -dimensional Newton matrix
M =
(
A B
C D
)
, (A.10)
and (At Ct) is a N ×2N rectangular matrix built by adjacently placing the matrices
At and Ct.
A.3 Non time-reversible periodic orbits
For non time-reversible periodic orbits (e.g. rotobreather solutions), we work with
the vector components of the (2N − 1)-dimensional reduced phase space defined by
the condition u̇N = 0 (for time-reversible solutions u̇i = 0 for all 0 ≤ i ≤ N) in
order to remove the time-shift degeneracy that makes it noninvertible [141, 142]. For
rotobreather solutions we define the period of the orbit as the time where the rotating
particle makes a 2π-rotation. To implement the Newton scheme we used a globally
convergent method described in Ref. [140], that gives periodic solutions with high
accuracy (around 10−14).
Appendix B
Measures of entanglement
B.1 Geometric measure
Let X 6= 0 be a real eigenstate written in a basis of product states {|n1, n2〉} =
{|n1〉 ⊗ |n2〉} with n1, n2 = 1, . . . N . It is a N × N matrix with elements χn1,n2 =
〈n1, n2|χ〉. We define the geometric measure of entanglement of this eigenstate by the
following quantity:
∆ =
N
∑
n1,n2
(χn1,n2 − fn1gn2)2, (B.1)
where the vector functions f = (f1, . . . , fn1, . . .)
t and g = (g1, . . . , gn2, . . .)
t are such
that ∆ is minimum. The quantity ∆ measures how far the eigenstate is from being a
product of functions depending respectively on the numbers n1 and n2.
The minimization of ∆ leads to the formula [86, 87, 88]:
∆ = ‖X‖2 − λmax, (B.2)
where X is a N ×N matrix with elements χn1,n2, λmax is the maximum eigenvalue of
the N ×N reduced density matrix
A = XXt, (B.3)
and ‖X‖2 =
∑N
n1,n2
(χn1,n2)
2.
B.1.1 The integrable dimer
In the basis {|n1, n2〉} (n1, n2 = 0, . . . b), because of the number conservation
b = n1 + n2, the eigenstates (and any state) |χ〉 =
∑
n1,n2
χn1,n2|n1, n2〉 with χn1,n2 =
〈n1, n2|χ〉, has the diagonal matrix form:
X =











χb,0
χb−1,1
. . .
χb−n,n
. . .
χ1,b−1
χ0,b











. (B.4)
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Hence A = XXt = X2 is also diagonal, and λmax = max{χ2n,N−n}. Therefore the
measure of entanglement ∆ is
∆ = 1−max{χ2n,N−n}, (B.5)
where we assume that the eigenstates are normalized.
B.2 The Von Neumann entropy
Another standard measure of entanglement in the eigenstates is the von Neumann
entropy, which is used in information theory [89]:
S(ρ̂1) = −Tr{ρ̂1 log2 ρ̂1}, (B.6)
= −
∑
k
λk log2(λk), (B.7)
where log2 refers to the logarithm taken in base 2. ρ̂1 is the reduced density operator
of either of the subsystems:
ρ̂1 = Tr2(ρ̂), (B.8)
where Tr2 is the partial trace over the subsystem 2. {λk} is the set of eigenvalues of
the reduced density operator ρ̂1.
For eigenstates
|χ〉 =
N
∑
n1,n2
χn1,n2|n1, n2〉, (B.9)
the density operator is
ρ̂ = |χ〉〈χ| (B.10)
=
N
∑
n1,n2
N
∑
n′1,n
′
2
χn1,n2χ
∗
n′1,n
′
2
|n1, n2〉〈n′1, n′2|. (B.11)
Hence, the reduced density operator is
ρ̂1 = Tr2(ρ̂) (B.12)
=
N
∑
n1,n′1
{
N
∑
n2
χn1,n2χ
∗
n′1,n2
}
|n1〉〈n′1|, (B.13)
and its matrix elements are
〈n|ρ̂1|m〉 =
N
∑
n2
χn,n2χ
∗
m,n2, (B.14)
= An,m, (B.15)
where An,m is a matrix element of A defined in eq. (B.3). To compute the von
Neumann entropy one diagonalizes this matrix and uses eq. (B.7).
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Despite the fact that we found similarity in the variation of the two measures
when studying QB eigenstates, it is interesting to note, that monotonicity does not
hold in general, i.e. if one measure is telling that a given state is stronger entangled
than another one, that property may be reversed when using the other measure.
The geometric measure is an unambiguous number of the shortest distance from a
given state to the subspace of product states, it allows to reconstruct the optimum
product state, and it has a clear relation to the Hartree approximation [86]. For these
reasons we presented the numerical results using the geometric measure, rather than
the entropy measure.
B.2.1 The integrable dimer
For the dimer the density operator is
ρ̂ = |χ〉〈χ| (B.16)
=
b
∑
m,n=0
CmC
∗
n|m, b−m〉〈n, b− n|, (B.17)
where Cn = 〈n, b− n|χ〉. Hence, the reduced density operator ρ̂1 is
ρ̂1 = Tr2ρ̂ (B.18)
=
b
∑
m,n,k=0
CmC
∗
n|m〉〈n|〈k|b−m〉〈b− n|k〉 (B.19)
=
b
∑
m,n=0
CmC
∗
n|m〉〈n| δb−n,b−m (B.20)
=
b
∑
n=0
|Cn|2|n〉〈n|. (B.21)
We see that the reduced density operator is diagonal, with eigenvalues λk = |Ck|2.
Therefore the von Neumann entropy is
S(ρ̂1) = −
b
∑
k=0
|Ck|2 log2(|Ck|2). (B.22)
Appendix C
Time evolution of expectation
values
C.1 Symmetric trimer and coupled Josephson junc-
tions
Expanding the wave function in the basis of symmetric and antisymmetric eigen-
states of the Hamiltonian
|Ψt〉 =
∑
µ
χ
µ(S)
0 e
−iE
(S)
µ t|χ(S)µ 〉+
∑
ν
χ
ν(A)
0 e
−iE
(A)
ν t|χ(A)ν 〉, (C.1)
where χ
µ(S,A)
0 = 〈χ
(S,A)
µ |Ψ0〉 and χµ(S,A)n1,n2 = 〈χ(S,A)µ |n1, n2〉S,A, the expectation value of
the number of bosons (quanta) at site i writes as
〈ni〉(t) = 〈n(S)i 〉(t) + 〈n
(A)
i 〉(t) + 〈n
(M)
i 〉(t), (C.2)
where
〈n(S,A)1 〉(t) =
1
2
∑
µ,µ′
χ
µ(S,A)
0 χ̄
µ′(S,A)
0 e
i[E
(S,A)
µ −E
(S,A)
µ′
]t
F
(S,A)
µ,µ′ , (C.3)
〈n(S,A)2 〉(t) = 〈n
(S,A)
1 〉(t), (C.4)
F
(S,A)
µ,µ′ =
∑
{ni}S,A
χ̄µ(S,A)n1,n2 (n1 + n2)χ
µ′(S,A)
n1,n2 , (C.5)
(C.6)
〈n(M)1 〉(t) = ℜ
{
∑
µ,ν
χ
µ(S)
0 χ̄
ν(A)
0 e
i[E
(S)
µ −E
(A)
ν ]tF (M)µ,ν
}
, (C.7)
〈n(M)2 〉(t) = −〈n
(M)
1 〉(t), (C.8)
F (M)µ,ν =
∑
{ni}A
χ̄µ(S)n1,n2(n1 − n2)χ
ν(A)
n1,n2
. (C.9)
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When considering the trimer, where χ
µ(S,A)
n1,n2 = 〈χ(S,A)µ |n1, n2, (n3 = b− n1 − n2)〉S,A,
〈n(S,A)3 〉(t) =
∑
µ,µ′
χ
µ(S,A)
0 χ̄
µ′(S,A)
0 e
i[E
(S,A)
µ −E
(S,A)
µ′
]t
G
(S,A)
µ,µ′ , (C.10)
G
(S,A)
µ,µ′ =
∑
{ni}S,A
χ̄µ(S,A)n1,n2 (n1 + n2)χ
µ′(S,A)
n1,n2 , (C.11)
〈n(M)3 〉(t) = 0. (C.12)
Bars mean complex conjugation. In the basis of symmetric and antisymmetric prod-
uct states {|n1, n2〉S,A}, an initial state of the form |Ψ0〉 = |n0, m0〉 [or |Ψ0〉 =
|n0, m0, (l0 = b− n0 −m0)〉 ≡ |n0, m0〉 for the trimer] writes as
|Ψ0〉 =
1√
2
(|n0, m0〉S + |n0, m0〉A), (C.13)
and hence χ
µ(S,A)
0 = χ
µ(S,A)
n0,m0 /
√
2.
Appendix D
The charge and flux qubits
D.1 The Cooper pair box (charge qubit)
The Cooper pair box (figure 5.7) works in the regime where EC ≫ EJ , and we
can write the Hamiltonian (5.13) in the basis of eigenstates of the charge operator n̂,
{|n〉} (charge basis).
H =
∑
n
{
EC(n− ng)2|n〉〈n| −
EJ
2
(|n〉〈n+ 1|+ |n+ 1〉〈n|)
}
, (D.1)
where the second term in the summation is obtained by using the fact that the
charge n and the phase ϕ are conjugate variables (〈ϕ|n〉 = einϕ/
√
2π), and then
write cosϕ = (eiϕ + e−iϕ)/2. Thus we have a tight-binding-like Hamiltonian, where
the Josephson energy EJ acts as a coupling between “nearest neighbor sites” n. For
quantum information applications usually the two lowest states, |0〉 and |1〉 are used.
Note that in the simplest version of the Cooper pair box the only tunable param-
eter is the gate charge ng. However, a slightly modified version of this [115] allows
to tune also de Josephson coupling energy EJ . The single JJ in the original design
is substituted by two parallel JJs forming a loop (a dc-SQUID [81]). In this way, an
external magnetic flux Φx applied through the loop changes the effective Josephson
coupling energy as EJ(Φx) = 2EJ(0) cos(πΦx/Φ0), allowing further control of the
qubit.
At the so-called ”sweet spot” ng = 0.5 (figure D.1), there is an avoided level
crossing between the two lowest eigenstates |0〉 and |1〉,1 and the eigenstates are the
superpositions
|±〉 = 1√
2
(|0〉 ± |1〉). (D.2)
At ng = 0.5, the qubit transition frequency is, up to first order, insensitive to charge
noise —a source of decoherence. For practical applications in quantum information
the gate charge is usually tuned at this point. The excitation of the quantum states
is carried out by applying microwave pulses in addition to the gate voltage with a
frequency that resonates with the energy difference between the levels.
For the reading out of the quantum state of the qubit, different approaches have
been implemented. One of them consists of measuring the current through an addi-
1In the uncoupled limit EJ = 0 the states |0〉 and |1〉 are degenerated
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Figure D.1: Energy diagram illustrating the avoided level crossing between the charge states |0〉 and
|1〉. At the ”sweet spot” ng = 0.5 the eigenstates are superpositions of the two charge states, and
the transition frequency is to first order insensitive to charge noise.
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Figure D.2: (Left panel) Micrograph of the Cooper pair box with the tunable coupling (taken from
Ref [102]), and (Right panel) corresponding circuit diagram. Here “box” refers to the superconduct-
ing island, and the JJs are represented by cross boxes. The tuning of the coupling EJ is realized
through the external magnetic flux Φx. The excitation of the energy levels is done by applying a
microwave voltage pulse Vp. The reading out is performed by measuring the quasiparticle current
through the high JJ resistance Rb when a probe voltage Vb is applied across it.
tional highly resistive probe JJ when it is biased with a voltage Vb [116] (figure D.2).
If the qubit is in the state |1〉, the probe voltage Vb induces a decay of the qubit
to the state |0〉 that sequentially originates two electrons (quasiparticles) that tun-
nel through the probe junction and generate a measurable current. This procedure
allowed spectroscopy analysis of the Cooper pair box [116], and observation of coher-
ent time evolution of quantum states. In the latter case coherent (Rabi) oscillations
between the charge states |0〉 and |1〉 with a period of roughly 0.1 ns were observed
within a coherence time of 2 ns [102].
Another approach for reading out the quantum states of the charge qubit is the
quantronium [103] (figure D.3). In this implementation, a third large JJ is added
to the SQUID loop. The readout is done by measuring the voltage across the large
junction after applying a current pulse to this. It is finite when the qubit is in the
charge state |1〉 and zero if it is in the charge state |0〉. Spectroscopic analysis and
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Figure D.3: (Left panel) Circuit diagram and (right panel) micrograph of the quantronium (taken
from Ref. [103]). In the diagram, the island with n exceeding Cooper pairs is the black node. A
series combination of the two small JJs (cross boxes) of capacitance CJ in the superconducting loop
includes a much larger JJ. The external flux Φx in the circuit loop tunes the quantum energy levels.
Microwaves pulses u(t) applied to the gate prepare the quantum states of the circuit. These are
read out by applying a current pulse Ib(t) to the large junction and by monitoring the voltage V (t)
across it.
observation of coherent quantum evolution were achieved with this circuit design,
reaching coherence times of up to 500 ns for Rabi oscillations with a period of 0.06
ns. The corresponding visibility was about 30%.
Recently, Wallraff et al used a somewhat different readout scheme: The circuit
quantum electrodynamics architecture [104, 118]. For the reading out of the qubit
states they coupled the Cooper pair box to a resonator, where it was shown that the
coupling to a single photon may be strong and the state of the qubit gets encoded into
it [118]. The state of the qubit is determined by measuring the output amplitude and
phase shift of a coherent microwave beam transmitted through the resonator. Using
this approach, they performed qubit spectroscopy [118] and observation of coherent
quantum evolution, with Rabi oscillation with a period of 30 ns during a coherence
time of about 500 ns [104]. Different from the previous readout architectures, in this
design the visibility reached 95%.
D.2 The rf-SQUID (flux qubit)
The magnetic flux through the loop of the rf-SQUID is [83]
Φ = Φx − LI, (D.3)
where I is the (persistent) current in the loop and L the self-inductance of the this.
Using the RCSJ model neglecting the resistive term one can write the current
I = Ic sinϕ+
(
Φ0
2π
)2
CJ ϕ̈. (D.4)
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Using the relation (5.16) between the phase and the magnetic flux, and eq. (D.4), eq.
(D.3) becomes
Φ0
2π
CJϕ̈+ Ic sinϕ+
Φ0
2π
ϕ
L
− Φx
L
= 0. (D.5)
Defining ωLC = 1/
√
LC , one obtains
mϕ̈+ EJ sinϕ+mω
2
LC
(
ϕ− 2πΦx
Φ0
)
= 0, (D.6)
where m = (Φ0/2π)
2CJ and EJ = Φ0Ic/2π.
The equation of motion (D.6) derives from the Lagrangian
L =
1
2
mϕ̇2 + EJ cosϕ−
1
2
mω2LC
(
ϕ− 2πΦx
Φ0
)2
. (D.7)
Using (5.10), with P = mϕ, and Q = n2e, one arrives to the Hamiltonian (5.14).
The rf-SQUID potential is plotted in figure 5.10, which has two wells correspond-
ing to the two directions of the persistent current flowing in the qubit loop, which
respectively are the qubit states |0〉 and |1〉. The asymmetry of the potential is
tuned by the external flux Φx, and at Φx = Φ0/2 the potential is symmetric around
Φ = Φ0/2. As in the previous superconducting circuits, one can go further in the
tunability of the qubit by substituting the JJ by a dc-SQUID in order to control the
Josephson coupling EJ by applying an additional magnetic flux Φ̃x through it. This
additional parameter allows to control the height of the barrier in the potential.
When the external flux is Φ = Φ0/2, the states |0〉 and |1〉 are degenerated in the
uncoupled limit EJ = 0. For EJ > 0 there is an avoided crossing between the energy
levels, and the eigenstates are symmetric and antisymmetric superpositions of the
flux states given by eq. (D.2). The energy spectrum of the system as a function of
the external flux Φx around the avoided crossing has the same form as the spectrum
of the charge qubit as a function of the gate charge shown in figure D.1. At the “sweet
spot” Φx = Φ0/2 the flux qubit is, up to first order, insensitive to flux noise. The
excitation of the flux states is similar to the way it is done in the charge qubit: One
applies an external microwave flux pulse in addition to the flux Φx, with a frequency
that matches the energy difference between the flux states.
For the reading out of the flux states, the usual way to do it is by measuring the
magnetic flux through the loop using a dc-SQUID magnetometer. The sensitivity of
this device allows to resolve the difference in the flux due to the opposite directions
of the persistent currents flowing in the qubit loop when it is in one or the other
flux state. Spectroscopic analysis of the rf-SQUID was performed by Friedman et al
[105], demonstrating the quantum superposition of macroscopic flux states (eq. D.2)
by showing the avoided level crossing described above.
Even if the rf-SQUID allowed to demonstrate quantum superposition of macro-
scopic flux states, for applications in quantum information processing it has the with-
draw that the qubit loop has to be large in order to produce the needed double well
potential. This makes the qubit vulnerable to external flux noise. A variation of the
rf-SQUID uses three or four JJs in the qubit loop instead of only one (left panel of
figure D.4) [145]. With this, the double well potential can be obtained with a small
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Figure D.4: (A) Micrograph and (B) circuit diagram of the three-junctions flux qubit (small loop
on the right side). γq is the phase difference across the junctions (crosses). The loop with two
JJs on the left side is the dc-SQUID magnetometer for measuring the flux through the qubit loop.
The microwave line provides the microwave flux pulses to the qubit loop. The current line provides
the measuring current pulse Ib, and the voltage line allows the readout of the switching pulse Vout.
These images were taken from Ref. [107].
loop, diminishing in that way the susceptibility to the flux noise. This implemen-
tation of the flux qubit allowed not only to demonstrate quantum superposition of
macroscopic flux states by spectroscopic analysis [106], but also to observe coher-
ent quantum dynamics (Rabi oscillations) [107], with a visibility of roughly 60% and
coherence time of 20 ns.
The procedure is as follows: By applying a microwave flux pulse to the qubit
loop, they drove the Rabi oscillations between the two flux states, and measured the
population (probability) of them by applying a short current pulse Ib to the dc-SQUID
magnetometer and test whether it switches into the resistive state, which is detected
by a measurable voltage Vout. The current pulse lower the critical current of the dc-
SQUID magnetometer in such a way that the magnetic flux induced by the persistent
current in the qubit loop can either increase or lower further the critical current of
the dc-SQUID, depending on the direction of the persistent current that defines the
flux state. In the first case, the dc-SQUID magnetometer does not switch into the
resistive state and no voltage is measured. In the latter case the critical current
becomes low enough to allow the dc-SQUID to switch into the resistive state with
a nonzero voltage. Thus the two flux states can be discriminated. This measuring
procedure is repeated many times for each time.
Appendix E
The Fourier grid Hamiltonian
method for computing eigenvalues
and eigenfunctions
The idea behind the Fourier grid Hamiltonian method (FGHM) [124] for comput-
ing the bound state eigenvalues and eigenfunctions of the Schrödinger equation is to
diagonalize the corresponding Hamiltonian matrix in the coordinate representation
(coordinate basis that form a grid in space), where the potential energy (which is
assumed to give bound states or discrete energy levels) has diagonal form. The eigen-
values below the upper bound energy are approximately the bound state energies of
the system under consideration, and the corresponding eigenvectors directly give the
approximate eigenfunctions evaluated at the grid points.
E.1 Theory
In the continuum coordinate representation, the Schrödinger equation writes
∫ ∞
−∞
dx′〈x|Ĥ|x′〉Ψ(x′) = EΨ(x), (E.1)
where Ψ(x) = 〈x|Ψ〉. When discretizing the coordinate space, x → xn = n∆x, the
equation E.1 becomes
∆x
N
∑
m=0
Hn,mΨm = EΨn, (E.2)
where
Hn,m = 〈xn|Ĥ|xm〉, (E.3)
Ψn = 〈xn|Ψ〉. (E.4)
The Hamiltonian has the form Ĥ = T̂ (p̂) + Û(x̂), where x̂ and p̂ are the coordinate
and conjugate momentum operators, and T̂ (p̂) = p̂2/2m. Hence the matrix elements
of the Hamiltonian are
Hn,m = Tn,m +
U(xm)
∆x
δn,m, (E.5)
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where Tn,m = 〈xn|T̂ |xm〉. We see that the Hamiltonian matrix is a sum of a diagonal
matrix from the potential energy and a nondiagonal one coming from the kinetic
energy. The latter can be evaluated by performing a discrete Fourier transform to go
into the momentum representation with eigenvectors {|kl〉 = |l∆k〉} (pl = ~kl) where
the kinetic energy matrix is diagonal:
Tn,m =
∆k
2π
N−1
2
∑
l=−N−1
2
Tle
il∆k(xn−xm), (E.6)
where Tl = ~
2∆k2l2/2m and ∆k = 2π/L = 2π/N∆x for periodic boundary condi-
tions, for which the condition T0 = 0 is fulfilled. This condition demands that the
number of grid points N must be an odd number. Substituting (E.6) and ∆k into
(E.5) one obtains
Hn,m =
1
∆x



1
N
N−1
2
∑
l=−N−1
2
Tle
il∆k(xn−xm) + U(xn)δn,m



. (E.7)
Defining
H0n,m =
1
N
N−1
2
∑
l=−N−1
2
Tle
il∆k(xn−xm) + U(xn)δn,m, (E.8)
= ∆xHn,m. (E.9)
Thus the Schrödinger equation reduces to
N
∑
m=0
H0n,mΨm = EΨn. (E.10)
E.2 Numerical implementation
For the numerical implementation of the FGHM one has to generate the matrix
elements of the kinetic energy operator Tn,m. One applies a fast Fourier transform
(FFT) to the vector
|xm〉 =











0
...
0
1
0
...
0











← m-th row (E.11)
to go into the momentum representation with an output vector
|k〉 =





k0
k1
...
kN





. (E.12)
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Then one multiplies each component of this vector, kl, by Tl = ~
2∆k2l2/2m and apply
an inverse FFT to the outcoming vector. The n-th. component of such a vector is
the matrix element Tn,m. The whole procedure can be summarized in the expression
Hn,m =
[(
F
−1T̂F + U
)
|xm〉
]
n
, (E.13)
where F means Fourier transform.
E.3 Improving the resolution in space of the eigen-
functions
The FGHM involves the diagonalization on an N×N matrix, N being the number
of grid points of the discrete space. This imposes a computational limitation on the
choice of N , and hence on the resolution in space of the computed eigenfunctions (in
our calculations we used N ∼ 1000). This limits the precision in the computation
of the matrix elements of the Hamiltonian of the two-JJ system (chapter 5), which
are integrals over space of products of eigenfunctions. Hence the precision in the
computation of the corresponding eigenvalues and eigenstates is also limited.
To further improve the resolution in space of the single-junction eigenfunctions,
we performed an interpolation to add more grid points (in our case we added 10
interpolated points between every two points of the initial grid) [140]. After this,
we performed a Gram Schmidt orthogonalization scheme to the so obtained eigen-
functions with respect to the ground state (which is the most accurately computed
eigenfunction when using the FGHM), and then normalize them.
Appendix F
Correspondence between the dimer
model and spin dynamics
The correspondence between the dimer model (3.18) and the dynamics of a length-
conserving spin [62, 63] can be obtained by using the Schwinger transformation from
bosonic to spin operators:
Ŝz =
1
2
(â†1â1 − â†2â2), (F.1)
Ŝx =
1
2
(â†1â2 + â
†
2â1), (F.2)
Ŝy =
1
2i
(â†1â2 − â†2â1), (F.3)
By using the commutation relations between the bosonic operators, one can demon-
strate that the operators (F.1–F.3) satisfy the commutation relations
[Ŝx, Ŝy] = iŜz, (F.4)
[Ŝy, Ŝz] = iŜx, (F.5)
[Ŝz, Ŝx] = iŜy. (F.6)
Thus they are spin operators.
Substituting (F.1–F.3) into the Hamiltonian (3.18) leads to the spin Hamiltonian
Ĥs =
1
4
b2 + Ŝ2z + 2CŜx, (F.7)
which describes the dynamics of a spin with constant length S2 = S2x + S
2
y + S
2
z =
b/2 + b2/4.
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