This paper develops a leaderless formation control strategy based on emergent consensus algorithms. The proposed strategy only requires local neighbor-to-neighbor information exchange between vehicles and does not assume the existence of any explicit leaders in the team. The proposed strategy is then applied to a micro air vehicle (MAV) formation flying scenario as a proof of concept.
I. Introduction
A ccurate maintenance of a geometric configuration between multiple autonomous vehicles can often accomplish objectives impossible for a single vehicle. Much work on formation control in the current literature relies on the leader-follower approach, where some vehicles are designated as leaders while others are designated as followers. The leaders track predefined trajectories, and the followers track transformed versions of the states of their nearest neighbors according to given schemes.
There are numerous studies on the leader-follower approach. In Ref. 1, nearest neighbor tracking strategies are used to control a fleet of autonomous mobile robots moving in formation. In Ref. 2 , various schemes and explicit control laws for formation keeping and relative attitude alignment are derived for the coordination and control of multiple microspacecraft. While the leader-follower approach is easy to understand and implement, there are limitations. For example, the leader is a single point of failure for the formation. In addition, there is no explicit feedback from the follower to the leader: if the follower is perturbed by some disturbances, the formation cannot be maintained.
Related to the leader-follower approach are the consensus type problems in cooperative control of mobile autonomous agents, where each agent in a team updates its information state based on the information states of its local neighbors in such a way that the final information state of each agent converges to a common value. The research on consensus algorithms has been reported in Refs. 3-5, to name a few. Those algorithms take the form of single integrator dynamics. Extensions to second-order dynamics under undirected information flow and directed information flow are discussed in Refs. 6, 7 and Ref. 8 respectively.
In this paper, we propose a leadless formation control strategy based on consensus algorithms. In particular, no explicit leaders exist in the team and the proposed strategy only requires local neighbor-to-neighbor information exchange between vehicles. As a result, the proposed strategy overcomes a single point of failure for the formation and allows explicit feedback between neighboring vehicles through information exchange. The proposed strategy is also applied to a micro air vehicle (MAV) formation flying scenario as a proof of concept.
II. Background and Preliminaries

A. Graph Theory
It is natural to model information exchange between vehicles by directed/undirected graphs. A digraph (directed graph) consists of a pair (N , E), where N is a finite nonempty set of nodes and E ∈ N 2 is a set of ordered pairs of nodes, called edges. As a comparison, the pairs of nodes in an undirected graph are unordered. If there is a directed edge from node v i to node v j , then v i is defined as the parent node and v j is defined as the child node. A directed path is a sequence of ordered edges of the form (
where v i j ∈ N , in a digraph. An undirected path in an undirected graph is defined accordingly. A digraph is called strongly connected if there is a directed path from every node to every other node. An undirected graph is called connected if there is a path between any distinct pair of nodes. In a digraph, a cycle is a path that starts and ends at the same node. A directed tree is a directed graph, where every node has exactly one parent except for one node, called root, which has no parent, and the root has a directed path to every other node. Note that in a directed tree, each edge has a natural orientation away from the root, and no cycle exists. A (directed) spanning tree of a digraph is a directed tree formed by graph edges that connect all the nodes of the graph. We say that a graph has (or contains) a (directed) spanning tree if there exists a (directed) spanning tree being a subset of the graph. Note that the condition that a digraph has a (directed) spanning tree is equivalent to the case that there exists a node having a directed path to all the other nodes. In the case of undirected graphs, having an undirected spanning tree is equivalent to being connected. However, in the case of digraphs, having a directed spanning tree is a weaker condition than being strongly connected.
Let 1 and 0 denote the n × 1 column vector of all ones and all zeros respectively. Let I n denote the n × n identity matrix and 0 m×n denote the m × n matrix with all zero entries. Let M n (IR) represent the set of all n × n real matrices. Given a matrix A = [a ij ] ∈ M n (IR), the digraph of A, denoted by Γ(A), is the digraph on n nodes v i , i ∈ {1, 2, · · · , n}, such that there is a directed edge in Γ(A) from v j to v i if and only if a ij = 0. In the case of an undirected interaction graph, the graph Laplacian has a simple zero eigenvalue if and only if the graph is connected. 10 In the case of a directed interaction graph, the digraph Laplacian has a simple zero eigenvalue and all the other eigenvalues have positive real parts if and only if the digraph has a (directed) spanning tree.
11 In both cases, 1 is the eigenvector of the graph (digraph) Laplacian associated with eigenvalue zero.
B. Consensus Algorithm
Convergence to a common value is called information consensus or agreement in the literature. Let x i be the information state associated with the i th vehicle. The information state represents information that needs to be coordinated between vehicles. The information state may be vehicle position, velocity, oscillation phase, decision variable, and so on. The set of vehicles is said to achieve consensus asymptotically if for any x i (0),
Assume that the dynamics of each vehicle are given bẏ
and the control input to the i th vehicle is given by
where N i (t) represents the set of vehicles whose information is available to vehicle i at time t. Note that the information exchange topology between vehicles may be dynamically changing in the sense that some vehicles may not have any information exchange with other vehicles during some time intervals. The goal is to design u i such that x i − x j → 0, ∀i = j, asymptotically for any x i (0).
III. Leaderless Formation Control Strategy
Suppose that the dynamics of each vehicle arė
where r i ∈ IR m and v i ∈ IR m represent the position and velocity of vehicle i, and u i ∈ IR m is the control input.
Let v r (t) ∈ IR m be the reference velocity for the team. We propose a consensus algorithm as follows:
where k ij > 0, α > 0, γ > 0, and N i denotes the set of vehicles whose positions and velocities are available to vehicle i. Note that algorithm (2) is distributed in nature in the sense that only local neighbor-to-neighbor information exchange is required. Also note that no explicit leader is specified in this algorithm. With the algorithm (2), Eq. (1) can be rewritten as
It is shown in Ref. 8 thatr i →r j andṽ i →ṽ j → 0 if the information exchange topology has a (directed) spanning tree and γ is sufficiently large, which implies r i → r j and v i → v j → v r (t). A variant of consensus algorithm (2) can be used to derive local control laws for each vehicle such that they agree on a common (time-varying) formation center. Let r j be the j th vehicle's position. Let r 0j be the j th vehicle's understanding of the formation center. Also let r jF be the desired deviation of the j th vehicle from its understanding of the formation center. Note that r j = r 0j + r jF . Fig. 1 shows a scenario where multiple vehicles reach consensus on a (possibly time-varying) formation center. If r 0j reaches a common value, denoted as r 0 , then the desired formation shape is preserved since r j → r 0 + r jF . In this case, the control input is designed as
where v 
IV. Application to Formation Flying of Multiple MAVs
In this section, we apply consensus strategy (3) to coordinate the flight of multiple rotary-wing MAVs to form a sensor web with a time-varying desired geometric configuration.
Let (x i , y i , h i ), ψ i , v i , r i , and v hi denote the three-dimensional inertial position, heading angle, forward velocity, heading rate, and vertical velocity of the i th rotary-wing MAV respectively. With the MAV equipped with efficient low-level controllers, the simplified equations of motion are given bẏ
where v 12 Assuming that effective altitude-hold controllers guarantee that the MAVs fly at the same constant altitude, we will focus on the design of velocity and heading rate control commands in the following.
To avoid the nonholonomic constraint introduced by Eq. (4), we define 
Note that if (x i
, we obtain the following equations of motion:ṙ
where
We apply control law (3) to design µ f i such that a team of four MAVs fly with a pre-defined formation velocity given by v d F (t) and the team preserves a time-varying square geometric configuration during the flight.
The parameter values used in the simulation are given by Table 1 , where 
R(φ(t)) = cos(φ(t)) sin(φ(t)) − sin(φ(t)) cos(φ(t)) .
Note that the size of the desired square geometric configuration between the four MAVs will be expanded at t ∈ [0, 50) seconds as shown by the definitions of λ(t) and r iF (t), i = 1, · · · , 4. Parameter Value
The information exchange topologies between the four MAVs are given by Fig. 2 , where a directed edge from the i th MAV to the j th MAV means that the j th MAV can receive information from the i th MAV. Taking into account measurements from sensors with limited fields of views or random communication data loss, we assume a unidirectional information flow topology. Note that subplot (a) in Fig. 2 has a (directed) spanning tree while subplot (b) does not have a (directed) spanning tree. We will consider three cases. Table 2 gives control parameters for each case. Figs. 6, 7, and 8 show the trajectories of each MAV's understanding of the formation center, denoted by r 0j = r f j − r jF , j = 1, · · · , 4, in Cases 1, 2, and 3 respectively. Note that each MAV reaches consensus on the (time-varying) formation center (i.e. r 0i → r 0j , ∀i = j) in Case 1. However, consensus on the formation center is not reached in either Case 2 or Case 3 due to the lack of a (directed) spanning tree in Fig. 2 (b) and small γ and α respectively. Fig. 9 , 10, and 11 show the commanded forward velocities and heading rates of each MAV in Cases 1, 2, and 3 respectively. Note that the control commands satisfy the saturation constraints defined in Table 1 . The discontinuities at t = 50 seconds are due to the fact that λ(t) and φ(t) are not differentiable at t = 50 seconds.
V. Conclusion
We have proposed a consensus-based leaderless formation control strategy for multiple autonomous vehicles. With the proposed strategy, no explicit leaders exist in the team and only local neighbor-to-neighbor information exchange is required. The proposed strategy has been applied in simulation to maintain a time-varying formation for multiple MAVs. 
