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ulations.1. Introduction
In engineering problems, uncertainty is omnipresent and the scatter of parameters from their nominal values is
unavoidable. Uncertainties in structural mechanics, and in particular during the early phases of analysis and design, can
play an extremely important role, affecting not only the safety and reliability of structures and their mechanical
components, but also the level of their performance. Indeed, the response of a structural system can be very sensitive to
uncertainties in the material properties, manufacturing conditions, external loading and analytical or numerical modeling.
Stochastic analysis methods have been developed over the last decades in order to account for some forms of uncertainty
encountered in structural mechanics [1].
The development by the scientiﬁc community of probabilistic analysis methods over the last two decades has
stimulated the interest for considering uncertainty in the formulation of the structural design optimization problem [2,3].: þ216 72 220 181.
. Guedri).
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In order to account for uncertainties in this framework, probability-based formulations must be implemented via
stochastic simulations. The probability-based design optimization methodologies can be broadly classiﬁed in the following
three categories [4]: (i) Robust Design Optimization (RDO); (ii) ReliabilityBased Design Optimization (RBDO) and (iii)
Reliabilitybased Robust Design Optimization (RRDO).
Generally, the uncertainties can be categorized as: (i) aleatory uncertainty (variability, irreducible, random, inherent or
stochastic) and (ii) epistemic uncertainty (reducible, subjective, state-of-knowledge, model form or simply uncertainty).
Recently Oberkampf et al. [5] and He et al. [6] added the notion of error (numerical uncertainty), which is generally placed
in (ii). Aleatory uncertainty can be characterized by known probability distributions while epistemic uncertainty arises
from a lack of knowledge in either probabilistic or non-probabilistic quantities.
The distinction between these two types of uncertainty can be useful in engineering analysis because epistemic
uncertainty is reducible. Although some have suggested that a clear distinction between the two types can be made, in the
modeling phase it is often difﬁcult to determine whether a particular uncertainty should be put into the aleatory or the
epistemic category, and thus the distinction is mainly determined by our modeling choices [7]. In many cases, both
aleatory and epistemic uncertainty can be treated and analyzed, either separately or combined, using probability theory
and statistics [8–10].
The sources of aleatory uncertainty are typically represented using a probabilistic framework based on a ﬁnite number
of random variables with some known distribution. These may include both uncertainties in model coefﬁcients
(parametric uncertainty) as well as uncertainty in the sequence of possible events (stochastic uncertainty). Stochastic
uncertainty is entirely aleatory by nature. Parametric uncertainty can also be completely aleatory if the complete
distributions of all the model parameters are known a priori (probabilistic distribution) [11]. Aleatory uncertainty has been
studied extensively within classical information theory with the principle of maximum entropy, which was presumably
founded by Jaynes [12]. The book by Kapur [13] is an excellent overview of the wide range of applications of this principle.
Epistemic uncertainties are related to the lack of information that could in principle be reduced by additional
information. This type of uncertainty includes model errors and errors introduced by the numerical solution of the
corresponding problem. In certain cases of distributed uncertainty due to geometric and material simpliﬁcations, the
parametric approach is not suitable and a non-parametric approach [14–16] is needed for this purpose.
In the ﬁeld of uncertainty quantiﬁcation, extensive research has been devoted to the numerical treatment of aleatory
uncertainty [17,18]. Meanwhile, little attention has been given to the quantiﬁcation of epistemic uncertainty. Adhikari
proposed a non-parametric approach based on a new optimal Wishart distribution for the quantiﬁcation of epistemic
uncertainty [15,16]. Recently, Jakeman et al. [11] also proposed a numerical framework for the quantiﬁcation of epistemic
uncertainty.
Uncertainties in structural mechanics, analysis and design play an extremely important role. They affect the safety and
reliability of structures and mechanical components. The following paragraphs examine the inﬂuence of the two types of
uncertainties (aleatory and epistemic uncertainties) in reliability assessment.
The non-probabilistic methods (which belongs to epistemic uncertainties) for analyzing reliability have been brought
forward by Ben-Haim and Elishakoff [19–22] and Au et al. [23]. Elishakoff proposed the notion of the non-probabilistic
safety factor, which is deﬁned as the ratio of the yield stress – in case it is a deterministic quantity – by the upper bound of
stress. Ben-Haim proposed the concept of the non-probabilistic reliability of structures, called info-gap robust reliability.
Basically, the uncertainty models employed by a typical structural reliability analysis can be classiﬁed into two
categories: the probabilistic model and non-probabilistic models. When probabilistic and non-probabilistic variables
appear in the same problem, the failure probability can be provided by the hybrid reliability model [24,25]. A combination
of stochastic variables and uncertain-but-bounded variables has been suggested for applications in such circumstances
[26,27]. Some numerical methods, including the function approximation technique [28], the iterative rescaling method
[29] and the probability bounds (p-box) approach [30], have been proposed for the estimation of lower and upper bounds
of the structural reliability in the presence of both stochastic and interval variables. For a detailed review on the methods,
see [24,25].
The reliability assessment of structures exhibiting both stochastic and bounded uncertainties using a probability and
convex set mixed model was proposed by Luo et al. [24], and the calculation of the corresponding reliability index was
formulated mathematically as a constrained minimization problem. Based on the probabilistic and multi-ellipsoid convex
set hybrid model, Zhan and Luo [31] presented a mathematical deﬁnition of the reliability index for measuring the safety
of structures in presence of parameters or load uncertainties. The optimization problem was reformulated into a more
tractable form using the performance measure approach, and to further facilitate the efﬁcient solution of the design
problem, the nested double-loop optimization problem was transformed into an approximate single-loop minimization
problem.
Recently, Ni and Qiu proposed a new hybrid reliability model, which contains randomness, fuzziness and non-
probabilistic uncertainty based on the structural fuzzy random reliability and non-probabilistic set-based models [25]
based on the conventional probabilistic model [32] and non-probabilistic set-based model [33]. This new hybrid model has
broad applicability, which can handle either linear or non-linear state functions.
In the recent work [34], Rabhi et al. proposed an approach combining a dynamic reliability method and a meta-model
(reduced model) to obtain good results in terms of the reliability and optimization of such systems. This method uses the
hybrid model coupling of the possibility and probability approaches for the propagation of the uncertainties in the model.2
In this paper we propose to examine the robustness of a classical reliability analysis with respect to aleatory and
epistemic uncertainty. In Section 2, the general concepts of aleatory and epistemic uncertainties in the context of
reliability are presented. The aleatory uncertainty and the historical background of the random matrix distributions and
applications of random matrix theory are mentioned. In Section 3, the dynamical system with model uncertainty is
represented using the non-parametric probabilistic approach. Two computational procedures, the Monte Carlo Simulation
(MCS) method and Importance Sampling (IS), are used in Section 4 to evaluate the failure probability. The proposed
methodology is then illustrated by numerical examples in Section 5.
2. General concepts of aleatory and epistemic uncertainties in the context of reliability
2.1. Aleatory uncertainty
In reliability analysis, the performance of a structure is governed by a state function of a vector of basic random
variables (RVs). The probability of failure is expressed as the integral of the joint probability density function over the
failure domain. Let the random vector be denoted by X ¼ ðX1,X2,    ,XnÞ; where n is the number of basic RVs and the joint
probability density function by fX(x); then the failure probability is expressed by
Pf ¼ Pr ½gðxÞr0 ¼
Z
gðxÞr0
f XðxÞdx ð1Þ
where Pr ½d denotes the probability and g(x) is the state function deﬁned as follows:
gðxÞ ¼ 0 : the limit state; gðxÞ40 : the safe domain
gðxÞr0 : the failure domain ð2Þ
In practice g(x) may or may not be explicit, and the analytical solution of Eq. (1) is in many cases difﬁcult to obtain.
Therefore, various methods and algorithms have been proposed to approach this integration.
Over the past three decades, there has been extensive research, e.g. Thoft-Christensen and Baker [35]; Ditlevsen and
Madsen [32], to develop approximate numerical methods for the efﬁcient calculation of the reliability integral. The
approximate reliability methods can be broadly grouped into (i) ﬁrst order reliability method (FORM) and (ii) second order
reliability method (SORM). In FORM and SORM, it is assumed that all the basic random variables are transformed and
scaled so that they are uncorrelated Gaussian random variables, each with zero mean and unit standard deviation.
In the case that the state function is not explicitly known, FORM/SORM are not directly applicable and a Monte Carlo
simulation (MCS) is generally implemented. MCS can be used for analyzing uncertainty propagation, where the goal is to
determine how random variation, lack of knowledge, or error affects the sensitivity, performance or reliability of the
system that is being modeled. It is categorized as a sampling method because the inputs are randomly generated from
probability distributions to simulate the process of sampling from an actual population. The choice of distribution for the
inputs should closely match the available data, or best represent the current state of knowledge. The MCS technique has
the important property that the successive points in the sample are independent [1].
The main advantages of MCS method [36,1] are: (i) the capability of handling practically any mechanical or physical
model regardless of its complexity; and (ii) its simple implementation without any modiﬁcation of the mechanical model,
which can be considered as a ‘‘black box’’ receiving simple analysis calls. The main disadvantages are: (i) the excessive
computational effort due to the large required sample size, especially for realistic structures with low probability of
failure; and (ii) the numerical noise due to random sampling, leading to nonmonotonic estimates during simulations, and
as a result, it becomes impossible to obtain an accurate and stable evaluation of the response gradient.
To overcome these disadvantages, numerous variance reduction techniques have been proposed, including conditional
expectation (CE) [37], response surface approximation (RSM) [38], Latin hypercube sampling (LHS) [39], importance
sampling (IS) [40–42] and directional simulation (DS) [43,44].
2.2. Epistemic uncertainty
Epistemic uncertainty is due to the lack of knowledge and generally arises in the modeling of complex systems. Due to
its very nature, it can be comparatively difﬁcult to quantify or model epistemic uncertainty. In the present context, a non-
parametric approach is proposed.
The interested reader can refer to the works of Adhikari [15,16] for detailed historical background on random matrix
distributions and applications of random matrix theory. According to Adhikari [15,16], the following probability density
functions are relevant to stochastic mechanics problems: (i) Gaussian random matrix: Gaussian random matrix is
constituted of real random matrix whose elements are independent and identically distributed standard normal random
variables [45]. (ii) Wishart matrix: An optimal Wishart distribution has been proposed by Adhikari [15] to model random
system matrices. The probability density functions of the system matrices are derived using the maximum entropy
method. (iii) Matrix variate gamma distribution: The matrix variate gamma distribution has been used by Soize [14,46,47]
for the random system matrices of linear dynamical systems. (iv) Noncentral Wishart matrix: The Noncentral Wishart3
distribution has been used by Adhikari [16] to build a uniﬁed approach to model simultaneous parametric and
nonparametric uncertainties.
In the present work, we propose to use the non-parametric approach proposed by Soize [14,47] in order to introduce
the level of epistemic uncertainty.3. Dynamical system with model uncertainty represented by the non-parametric probabilistic approach
The equation of motion of a damped n-degree-of-freedom linear dynamical system can be expressed as:
M €uðtÞþB _uðtÞþKuðtÞ ¼ fðtÞ ð3Þ
where M 2 Rnn, B 2 Rnn and K 2 Rnn are the stochastic mass, damping and stiffness matrices, respectively.
In this model theM, B and K are assumed to be random matrices. The distribution of these random matrices should be
such that they are: (a) symmetric, (b) positive-deﬁniteand (c) the moments of the inverse of the dynamic stiffness matrix:
DðoÞ ¼o2Mþ ioBþK ð4Þ
should exist 8o. That is, if H(o) is the frequency response function (FRF) matrix:
HðoÞ ¼D1ðoÞ ¼ ½o2Mþ ioBþK1 ð5Þ
then the following condition must be satisﬁed for positive values of n:
E½:HðoÞ:nF o1, 8o ð6Þ
where EðdÞ is the mathematical expectation operator.
The formal probabilistic description of the random positive-deﬁnite symmetric real matrix G is described in [14,47]. For
numerical calculations, i.e. Monte Carlo simulation, the following procedure has been proposed to generate realizations of
the random matrix G:
G¼ LTnLn ð7Þ
In the above equation Ln 2 Rnn is an upper triangular random matrix resulting from the Cholesky factorization. The
random variables of Ln are deﬁned by a positive-valued gamma random variable [14,47].
The scalar d is known as the dispersion parameter that characterizes the degree of uncertainty in the random matrix G.
The parameter d is deﬁned by
d¼ E½:GE G½ :
2
F 
:E½G:2F
( )1=2
¼ 1
n
E :GIn:2F
h i 1=2
ð8Þ
and it allows the dispersion of the probability model of random matrix G to be deﬁned. In Ref. [46], it is shown that the
dispersion of the probability model is set by specifying the parameter d, which must be independent of n and such that
0odo
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðnþ1Þ=ðnþ5Þ
p
ð9Þ
The nonparametric random matrices M, B and K must be positive deﬁnite and independent. It follows then that:
EfMg ¼M ; EfBg ¼ B; EfKg ¼ K ð10Þ
Ef:M1:2F goþ1; Ef:B1:
2
F goþ1; Ef:K1:
2
F goþ1 ð11Þ
where M , B and K are the mean mass, damping and stiffness matrices, respectively. These matrices can then be written in
the following form:
M ¼ LTMLM; B ¼ LTBLB; K ¼ LTKLK ð12Þ
or again:
M¼ LTMGMLM; B¼ LTBGBLB; K¼ LTKGKLK ð13Þ
where GM, GB and GK are the random matrices deﬁned by Eq. (7). The parameters dM, dB and dK allow the dispersion of
random matrices M, B and K to be independently controlled are deﬁned by Eq. (8) and must satisfy Eq. (9).4. Reliability analysis under aleatory and epistemic uncertainty
In this section, two computational procedures, the Monte Carlo Simulation (MCS) method and Importance Sampling
(IS), are presented for evaluating the failure probability.4
4.1. Direct Monte-Carlo simulation techniques
MCS methods [48] are a class of computational algorithms that rely on repeated random sampling to compute their
results and are often used for simulating physical and mathematical systems. MCS offers the most robust method for
calculating the probability of failure Pf deﬁned in Eq. (1) (or its complement to 1, the reliability). The estimate Pf obtained
through MCS is obtained easily as follows:
Pf 
Nf
N
ð14Þ
where N and Nf are the total number of simulated samples and number of failure samples, respectively. This estimate of Pf
is unbiased and its accuracy does not depend on the geometry of the failure domain or on the number M of the random
parameters involved. Instead, it only depends on Pf and the number of samples N used in the simulation. It is
recommended to measure the statistical accuracy of the estimated probability of failure by computing its coefﬁcient of
variation (COV). The COV of Pf is given by
COVðPf Þ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1Pf
NPf
s
ð15Þ
The smaller the coefﬁcient of variation, the better the accuracy of the estimated probability of failure. For a small
probability of failure and a small number of simulation cycles, the variance of Pf can be quite large. Consequently, it may
take a large number of simulation cycles to achieve a speciﬁc accuracy [49].
Variance reduction techniques offer an increase in the efﬁciency and the accuracy of the failure probability assessment
in comparison with Direct Monte-Carlo simulation, for the same number of runs. Several variance reduction techniques
exist: conditional expectation (CE) [37], response surface approximation (RSM) [38], Latin hypercube sampling (LHS) [39],
importance sampling (IS) [40–42], directional simulation (DS) [43,44], etc. We present in the following the Importance
sampling technique, which will be used in the numerical simulations.
4.2. Importance sampling
Importance Sampling is a general technique for estimating the properties of a particular distribution, while only having
samples generated from a different distribution rather than the distribution of interest. The main idea behind the method
is that certain values of the input random variables in a simulation have more impact on the parameter being estimated
than others. If these ‘‘important’’ values are emphasized by sampling more frequently, then the estimator variance can be
reduced. The basic methodology is to choose a distribution, which ‘‘encourages’’ the important values.
Importance Sampling consists in biasing the simulation by the use of another distribution so that the part of the
integrand in Eq. (1) that makes the largest contribution is emphasized in the sampling (Fig. 1). To avoid introducing a bias
in the ﬁnal result, the estimation is corrected at the end.
The failure probability is then expressed as
Pf 
1
N
XN
i ¼ 1
If
f Xðx1i,. . .,xniÞ
hXðx1i,. . .,xniÞ
ð16Þ
where N is the number of simulations, f Xðx1i,. . .,xniÞ is the original joint density function and hXðx1i,. . .,xniÞ is the importance
density function and If is the failure indicator function that takes values of 0 for failure or 1 for survival.u1
u2
0
β
Surface of limit state
H(u) = 0
The failure 
domain
P*
Fig. 1. Illustration of the importance sampling.
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The efﬁciency of this method depends on the choice of the biased distribution, which will encourage the important
regions of the input variables. A good distribution can signiﬁcantly reduce the computational time, in particular when
estimating rare event probabilities.5. Numerical simulations
5.1. A ten DOF system
This example was studied by Jensen and Valdebenito using a parametric reliability approach in the benchmark study
[50]. We will study the same example, consisting in a damped linear array of spring-mass oscillators, to illustrate the
proposed methodology and compare its performance with existing methods. The test case is a ten-degree-of-freedom
oscillator with uncertainties appearing in the material parameters and the time history of the base excitation. The system,
together with the numerical values assumed for different parameters, is shown in Fig. 2.
The equation of motion of a system with n degrees of freedom submitted to a base excitation is analogous to that of a
single degree of freedom system [51]. Consider the mass-spring system shown in Fig. 2 whereFig
MNug(t) the displacement of the base
 uti the absolute displacement of each mass mi in the ﬁxed reference (x0, y0) ui the relative displacement of these mass compared with the structure base.The displacements ug, ui and uti are related by the following equation:
uti ðtÞ ¼ uiðtÞþugðtÞ ð17Þ
The displacements of the n masses can be written as a matrix system as follows:
utðtÞ ¼ uðtÞþ1ugðtÞ ¼ uðtÞþxðtÞ ð18Þ
1¼ ð1 1    1 1 ÞT is a (n1) vector where each component is one.
The dynamic equation for a base excitation is:
fIþfDþfS ¼ 0 ð19aÞ
where:
f I ¼M €utðtÞ; fD ¼ B _uðtÞ; fS ¼KuðtÞ ð19bÞ
expressing the fact that the inertia forces are related to the absolute acceleration €ut , the damping forces fD to the relative
velocity _u, and the elastic forces fS to the relative displacement u of the masses. Taking into account Eq. (18), the equation
of motion (19a) can be written as:
M €uðtÞþB _uðtÞþKuðtÞ ¼M €xðtÞ ð20Þ
where €xðtÞ ¼ 1 €ugðtÞ ¼ 1pðtÞ is the excitation at the base.1k
1m
1c
2k
2m
2c
10k
10m
10c
im
y0
x0
gu
1u
2u
1
tu
2
tu
9m
t
iu
iu
. 2. Linear array of ten spring-mass oscillators. m1 ¼    ¼m10 ¼ 10 Mg, k1 ¼ k2 ¼ k3 ¼ 40 MN=m, k4 ¼ k5 ¼ k6 ¼ 36 MN=m, k7 ¼ k8 ¼ k9 ¼ k10 ¼ 32
=m, ci ¼ 2xi
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
miki
p
and xi ¼ 0:04 for i¼ 1, 2,    , 10.
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In this example, the system matrices deﬁned by Jensen and Valdebenito [50] are
M¼
m1 0 0    0
0 m2 0    0
U U U    U
0    0 0 m10
0
BBBB@
1
CCCCA ð21Þ
B¼
c1þc2 c2 0    0
c2 c2þc3 c3    0
U U U    U
0    0 c10 c10
0
BBBB@
1
CCCCA ð22Þ
K¼
k1þk2 k2 0    0
k2 k2þk3 k3    0
U U U    U
0    0 k10 k10
0
BBBB@
1
CCCCA ð23Þ
The random excitation p(t) is modeled by a modulated ﬁltered white noise:
pðtÞ ¼O21gvf1ðtÞþ2z1gO1gvf2ðtÞO22gvf3ðtÞ2z2gO2gvf4ðtÞ ð24Þ
where vﬁ(t), i¼1,y,4 are functions in time, zig, i¼1, 2 and Oig, i¼1, 2 are constant coefﬁcients with
d
dt
vf1 tð Þ
vf2 tð Þ
vf3 tð Þ
vf4 tð Þ
0
BBBB@
1
CCCCA¼
0 1 0 0
O21g 2z1gO1g 0 0
0 0 0 1
O21g 2z1gO1g O22g 2z2gO2g
0
BBBB@
1
CCCCA
vf1 tð Þ
vf2 tð Þ
vf3 tð Þ
vf4 tð Þ
0
BBBB@
1
CCCCAþ
0
o tð Þ
0
0
0
BBB@
1
CCCA ð25Þ
In Eq. (25), o(t) represents a Gaussian white noise with an autocorrelation function E[o(t)o(tþt)]¼ Id(t)h2(t), where I
denotes the intensity of the white noise, and
hðtÞ ¼
0 f or tr0s
t=2 f or 0srtr2s
1 f or 2srtr10s
expð0:1ðt10ÞÞ f or tZ10s
8>><
>>:
ð26Þ
The values O1g¼15.0 rad/s, z1g¼0.8, O2g¼0.3 rad/s, z2g¼0.995 and white noise intensity I¼0.08 m2/s3 are used here to
model the ﬁlter and independent normally distributed impulses are applied. The impulse of each discrete time step tk,
k¼ 1,. . .,nT has zero mean and standard deviation hðtkÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
I=Dt
p
. The sampling interval and the duration of the excitation are
taken as Dt¼0.005 s and T¼20 s, respectively. Hence, the number of random variables that characterizes the uncertain
excitation is equal to 4000. Equivalently, the ﬁlter can be written in terms of the second-order differential equation
€yðtÞþBf _yðtÞþKf yðtÞ ¼ gfoðtÞ ð27Þ
with
Bf ¼
2z1gO1g 0
2z1gO1g 2z2gO2g
!
, yðtÞ ¼
vf1ðtÞ
vf3ðtÞ
 !
ð28Þ
Kf ¼
O21g 0
O21g O22g
0
@
1
A, gf ¼ 10
 
ð29Þ
and
pðtÞ ¼Q yyðtÞþQ _y _yðtÞ,
where
Q y ¼ ðO
2
1g O22g Þ, Q _y ¼ ð2z1gO1g 2z2gO2g Þ ð30Þ
5.1.1. Case of epistemic uncertainty
We will consider the structure with epistemic uncertainty in the elements mi, ci, ki, i¼1, 2, 3, 8, 9, 10 while the
remainder of the structure is assumed to be deterministic.7
This scenario is devoted to the analysis of reliability based on a failure condition deﬁned as a upper limit on the 10th
eigenfrequency such that: g¼ f10 flimit.
Figs. 3 and 4 illustrate the evolution of the reliability and COV of probability of failure as a function of the dispersion
levels.
In Figs. 3 and 4, the results of the IS method for 2000 samples are compared with those of the MCS method for 10,000
samples. The examination of these results shows that the IS method allows the prediction of the reference solution
obtained using the MCS method.
The performances of the two sampling methods are given in Table 1. There is a reduction in the calculation time of
79.80% for IS, in comparison to the MCS reference method. This study supports the choice of the IS method as a robust tool
for evaluating reliability.
In Fig. 3, the curves provide important information concerning the relative sensitivities of individual frequencies as a
function of the level of uncertainty, in particular, how much uncertainty can be tolerated while satisfying a given level of
performance.
5.1.2. Case of hybrid uncertainty
In this section, we combine the two types of uncertainties. In addition to the epistemic uncertainty in the structure (mi,
ci, ki, i¼1, 2, 3, 8, 9, 10), we assume that the input is a random excitation p(t).
The failure condition is deﬁned by the maximum relative displacements between two consecutive DOF’s over the time
interval [0 s, 20 s]. In particular, four cases are considered here. Cases 1 and 2 correspond to the maximum relativeFig. 3. Reliability according to the levels of dispersion, obtained by MCS (Number of simulations: 10,000) or IS (Number of simulations: 2000).
Fig. 4. COV of probability of failure according to the levels of dispersion, obtained by MCS or IS.
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Table 1
Comparison time.
MCS 10,000 runs IS 2000 runs
CPU Times (%) 100 20.20
Reduction (%) 79.80
Fig. 5. Reliability according to the levels of dispersion, obtained by MCS (Number of simulations: 10,000) or IS (Number of simulations: 2000).
Fig. 6. Zoom of the reliability according to the levels of dispersion, obtained by MCS or IS.displacement of the ﬁrst degree of freedom for threshold levels equal to 0.057 m and 0.073 m, respectively. Cases 3 and 4
correspond to the maximum relative displacement between the ninth and tenth degrees of freedom for threshold levels
equal to 0.013 m and 0.017 m, respectively.
Figs. 5 and 6 illustrate the evolution of the reliability as a function of the dispersion levels. Examination of the results
shows that the IS method once again provides a good estimate of the reference solution obtained by MCS.
This result illustrates the impact of uncertainty in the dispersion parameter on the structural reliability. Indeed, for
cases 1 and 2, the reliability analysis is seen to be robust, meaning relatively large epistemic uncertainty can be tolerated
without a signiﬁcant change in the probability of failure, while for cases 3 and 4 the reliability rapidly decreases starting at
a dispersion level equal to 0.4.9
Fig. 7. Multistoried portal with random element properties.5.2. Frame structure
We now consider a multistoried portal frame with 20 members. The details of the structure are shown in Fig. 7 with
element numbering and node numbering. It is assumed that the axial stiffness (EA) and the bending stiffness (EI) of each
member are Gaussian random variables so that there are in total 20 random variables, x 2 R20. As in the previous example
it is also assumed that EA and EI of different members are uncorrelated. There are three types of elements and the
properties of each element type are shown in Table 2. It is assumed that the column members are of type 1, the beam
members are of type 2 and the bracing members are of type 3.
The random excitation is modeled by a modulated ﬁltered white noise (Eq. (24)).
The failure condition is deﬁned by the maximum relative displacements dumax between two consecutive ﬂoors (DOF’s)
over the time interval [0.0 s, 20.0 s]. The sampling interval is ﬁxed to 0.01 s. For numerical calculations it is assumed that
dumax ¼ 0:03m for the 2nd ﬂoor (X2X1), dumax ¼ 0:035m for the 3nd ﬂoor (X3X2), dumax ¼ 0:042m for the 4nd ﬂoor
(X4X3) and dumax ¼ 0:052m for 5nd ﬂoor (X5X4).
Figs. 8 and 9 illustrate the evolution of the reliability as a function of the dispersion levels.6. Conclusions
Model-based reliability analysis provides a means of quantifying the degree of conﬁdence in the performance of a
complex system. However, special attention must be given to studying the impact of assumptions concerning the way
uncertainties are quantiﬁed on the analysis results. In this article, a strategy is proposed to investigate the robustness of a
classical reliability analysis with respect to model uncertainty introduced using a non-parametric approach. The
robustness of the reliability analysis is evaluated with respect to the degree of lack of knowledge in the associated
dispersion parameters since these may be difﬁcult to estimate in practice. If reasonable levels of lack of knowledge can be10
Table 2
Element types and associated elements numbers of the random multistoried portal frame.
Epistemic uncertainty
Element type EA (N) EI (Nm2) Element numbers
mean dG mean dG
1 5.01012 0.1–0.8 6.0107 0.1–0.8 1,3,5,7,9,11,13,15,17,19
Parametric uncertainty
Element type EA (N) EI (Nm2) Element numbers
mean (1012) COV (%) mean (107) COV (%)
2 3.0 3.0 4.0 10.0 2,6,10,14,18
3 1.0 10.0 2.0 9.0 4,8,12,16,20
Fig. 8. Reliability according to the levels of dispersion, obtained by IS (Number of simulations: 1000).
Fig. 9. Zoom of the Reliability according to the levels of dispersion.tolerated while still providing acceptable reliability, then the credibility in the design and analysis is accrued. Academic
examples are used to illustrate the proposed strategy and an importance sampling method is used in the reliability
analysis in order to reduce calculation time.11
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