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Abstract
We propose relativistic generalization of integrable systems describing M interacting
elliptic gl(N) tops of the Euler-Arnold type. The obtained models are elliptic integrable
systems, which reproduce the spin elliptic GL(M) Ruijsenaars-Schneider model for N = 1
case, while in the M = 1 case they turn into relativistic integrable GL(N) elliptic tops.
The Lax pairs with spectral parameter on elliptic curve are constructed.
1 Introduction
In [8] Krichever and Zabrodin suggested the following ansatz for the Lax pair with spectral
parameter of the spin elliptic GL(M) Ruijsenaars-Schneider model:
Lij(z) = Sijφ(z, qij + η) , i, j = 1, ...,M ;
qij = qi − qj , Res
z=0
L(z) = S ∈ Mat(M,C) ,
(1.1)
Mij(z) = −δij(E1(z) + E1(η))Sii − (1− δij)Sijφ(z, qij) . (1.2)
The definitions of the Kronecker function φ and elliptic functions E1, E2 are given in the Ap-
pendix. Under conditions
Sii = q˙i , i = 1, ...,M (1.3)
the Lax equation
L˙(z) = [L(z),M(z)] (1.4)
provides equations of motion for the diagonal part of matrix S
S˙ii = q¨i = −
M∑
k:k 6=i
SikSki
(
E1(qik + η) + E1(qik − η)− 2E1(qik)
)
(1.5)
and for its non-diagonal part (1.4) yields
S˙ij =
M∑
k:k 6=j
SikSkj
(
E1(qkj + η)− E1(qkj)
)
−
M∑
k:k 6=i
SikSkj
(
E1(qik + η)− E1(qik)
)
, (1.6)
1
or, equivalently,
S˙ij = Sij(Sii − Sjj)
(
E1(qij + η)−E1(qij)
)
+
+
M∑
k:k 6=i,j
SikSkj
(
E1(qkj + η)− E1(qkj)−E1(qik + η) + E1(qik)
)
.
(1.7)
These equations can be viewed as relativistic deformation [16] (the deformation parameter is
η ∈ C) of the spin elliptic Calogero-Moser model [3]:
q¨i =
M∑
k:k 6=i
SikSkiE
′
2(qik) ,
S˙ii = 0 , S˙ij =
M∑
k:k 6=i,j
SikSkj
(
E2(qik)− E2(qkj)
)
.
(1.8)
The system (1.8) admits anisotropic gl(NM) generalization, where the spin variables Sij are
replaced by matrix-valued variables Sij ∈ Mat(N,C). Equations of motion are of the form:
S˙ii = [Sii, J(Sii)] +
M∑
k:k 6=i
(
SikJqki(Ski)− Jqik(Sik)Ski
)
, (1.9)
S˙ij = SijJ(Sjj)− J(Sii)Sij +
M∑
k:k 6=j
SikJqkj(Skj)−
M∑
k:k 6=i
Jqik(Sik)Skj , (1.10)
q¨i = −
1
N
M∑
k:k 6=i
∂qitr
(
Jqik(Sik)Ski
)
. (1.11)
The anisotropy means the presence (in the equations of motion) of the linear operators J , Jqij
acting in the matrix space Mat(N,C). In the case N = 1 equations (1.9)-(1.11) reproduce (1.8),
while in the case M = 1 equation (1.9) is simplified to the one of the Euler-Arnold type for the
elliptic integrable top [9]:
S˙ = [S, J(S)] , S ∈ Mat(N,C) . (1.12)
The systems of type (1.9)-(1.11) appeared in papers [13] in studies of the matrix models, and
later they were described as examples of the Hitchin systems on SL(NM,C)-bundles (over
elliptic curve) with non-trivial characteristic classes [19, 12]. Equations (1.9)-(1.11) for a more
general class of the operators J were obtained in [7].
When the matrix of spin variables S =
∑
ij Eij ⊗ S
ij ∈ Mat(NM,C) is of rank 1, the r.h.s.
of equations (1.9) and (1.11) are represented in terms of diagonal blocks of matrix S only (i.e.
in terms of matrices Sii):
S˙ii = [Sii, J(Sii)] +
M∑
k:k 6=i
[Sii, J˘qik(Skk)] , q¨i = −
1
N
M∑
k:k 6=i
∂qitr
(
SiiJ˘qik(Skk)
)
. (1.13)
This allows to interpret the equations as dynamics of M interacting tops with positions qi.
Being written in such a form the model resembles the initial formulation of the (quantum) spin
Calogero-Moser model [6].
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Purpose of the paper is to construct relativistic deformation of the models (1.9)-(1.11)
and (1.13). We will show that such generalization exists and has the form:
S˙ii = [Sii, Jη(Sii)] +
M∑
k:k 6=i
(
SikJη, qki(Ski)− Jη, qik(Sik)Ski
)
, (1.14)
S˙ij = SijJη(Sjj)− Jη(Sii)Sij +
M∑
k:k 6=j
SikJη, qkj (Skj)−
M∑
k:k 6=i
Jη, qik(Sik)Skj , (1.15)
q¨i =
1
N
tr
(
S˙ii
)
=
1
N
M∑
k:k 6=i
tr
(
SikJη, qki(Ski)− Jη, qik(Sik)Ski
)
. (1.16)
The last equation comes from the trace of both sides of equation (1.14) together with conditions
q˙i =
1
N
tr
(
Sii
)
, i = 1, ...,M . (1.17)
In particular case when the matrix of spin variables is of rank 1 we get the system of M
interacting tops associated with GL(N,C) group:
S˙ii = [Sii, Jη(Sii)] +
M∑
k:k 6=i
(
SiiJ˜η, qki(Skk)− J˘η, qik(Skk)Sii
)
, (1.18)
q¨i =
1
N
M∑
k:k 6=i
tr
(
SiiJ˜η, qki(Skk)− J˘η, qik(Skk)Sii
)
. (1.19)
The obtained models can be viewed as anisotropic matrix generalization of the spin elliptic
GL(M) Ruijsenaars-Schneider model, which is reproduced in the N = 1 case. When M = 1 we
get the relativistic deformation of the elliptic top (1.12), know previously from [10].
The paper is organized as follows. In Sections 2 and 3 we give detailed descriptions of
the spin elliptic Ruijsenaars-Schneider model and the relativistic elliptic top respectively. In
Section 4 the model (1.14)-(1.16) is described, and Mat(NM,C)-valued Lax representation with
spectral parameter on elliptic curve is given. In Section 5 we study the case rk(S) = 1 and
obtain equations (1.18)-(1.19). Explicit form of the linear operators J˜η,qij and J˘η,qij entering
(1.18) is derived in the end of Section 5 through the usage of the finite-dimensional Fourier
transformation of elliptic functions. The non-relativistic limit is described as well. It is shown
that the limit reproduces the previously obtained results [7] in the elliptic case.
2 Spin Ruijsenaars-Schneider model
In this Section we derive equations of motion. It will help to simplify the proof of the more
complicated statement related to interacting tops. More precisely, we prove the following
Proposition 2.1 Equations of motion
S˙ii = −
M∑
k:k 6=i
SikSki
(
E1(qik + η) + E1(qik − η)− 2E1(qik)
)
(2.1)
3
and (1.6) are equivalent to the Lax equations with additional term1:
L˙(z) = [L(z),M(z)] +
M∑
i,j=1
Eij(µi − µj)Sijf(z, qij + η) (2.2)
for the pair of matrices (1.1)-(1.2) and the set of variables
µi = q˙i − Sii , i = 1, ...,M . (2.3)
On-shell the constraints µi = 0 the matrices (1.1)-(1.2) satisfy the Lax equation (1.4) and provide
equations of motion (1.5)-(1.6).
Proof. The additional term is absent in the diagonal part of (2.2). Consider the i-th diagonal
element. In the l.h.s. of (2.2) in ii-th element we have S˙iiφ(z, η), while in the r.h.s. the following
expression appears:∑
k:k 6=i
LikMki −MikLki =
∑
k:k 6=i
SikSki
(
φ(z, qik)φ(z, qki + η)− φ(z, qik + η)φ(z, qki)
)
. (2.4)
Equation (2.1) comes from the usage of the relation (A.7). In the off-diagonal part of the
equation (2.2) for ij-th matrix element (with i 6= j) in the l.h.s. we have
S˙ijφ(z, qij + η) + Sij(q˙i − q˙j)f(z, qij + η) . (2.5)
And in the r.h.s. we get
(Mjj −Mii)Lij + (Lii − Ljj)Mij+
+
∑
k 6=i,j
(
LikMkj −MikLkj
)
+ (µi − µj)Sijf(z, qij + η) =
= (Sii − Sjj)Sij
(
E1(z) + E1(η)
)
φ(z, qij + η)− (Sii − Sjj)Sijφ(z, qij)φ(z, η)−
−
∑
k 6=i,j
SikSkj
(
φ(z, qik + η)φ(z, qkj)− φ(z, qik)φ(z, qkj + η)
)
+ (µi−µj)Sijf(z, qij + η) .
(2.6)
Transpose the second term of (2.5) from the l.h.s. of equation (2.2) to its r.h.s. Then the terms
proportional to (q˙i − q˙j)Sij are cancelled out. For the terms proportional to (Sii − Sjj)Sij, we
get a common factor:(
E1(z) + E1(η)
)
φ(z, qij + η)− φ(z, qij)φ(z, η)− f(z, qij + η)
(A.7),(A.8)
=
= φ(z, qij + η)
(
E1(qij + η)− E1(qij)
)
.
(2.7)
Using also relation (A.7) for the expression in the sum in (2.6), we finally get the off-diagonal
part of equations of motion in the form (1.7). It is easily seen that the latter is equivalent to
(1.6). This finishes the proof. 
1The function f entering (2.2) is defined in (A.8), {Eij} – is the standard basis in Mat(M,C).
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The non-relativistic limit appears as follows. Let us redefine the time variable
t→ t/η . (2.8)
In particular, it means that q˙i 7→ ηq˙i and q¨i 7→ η
2q¨i. From the definition (A.3) near η = 0 we
have:
E1(q + η) = E1(q)− ηE2(q)−
1
2
η2E ′2(q) +O(η
3) . (2.9)
In the limit η → 0 the constraints (1.3) turn into the set of conditions
Sii = 0 , i = 1, ...,M , (2.10)
and the equations of motion (1.5)-(1.7) in view of (2.10) take the form
q¨i =
M∑
k:k 6=i
SikSkiE
′
2(qik) . (2.11)
Equations of motion for the diagonal part of spin variables are S˙ii = 0, and for i 6= j we have
S˙ij =
M∑
k:k 6=i,j
SikSkj
(
E2(qik)− E2(qkj)
)
. (2.12)
In this way we get the equations of motion of the classical spin Calogero-Moser model [3]. Let
us remark that the choice of the constraints µi = 0 is not necessary. All derivations are also
valid for the constraints µi = ν = const for all i = 1, . . . ,M . This is a set of the first class
constraints in the Calogero-Moser model. They should be supplied with M conditions of gauge
fixation with respect to the coadjoint action of the Cartan subgroup of GL(M,C), i.e. with
respect to conjugation by diagonal matrices. Then the total set of 2M conditions forms the
second class constraints, and one should perform the Poisson reduction with respect to these
constraints. The reduction procedure changes equations of motion due to reducing the number
of independent variables and due to the Dirac terms appearing in the reduced Poisson brackets.
From all has been said it follows that the equations (2.11)-(2.12) should be considered as
intermediate stage of the Poisson reduction corresponding to simple restriction of the unreduced
system (with linear Poisson-Lie brackets) to the imposed constraints µi = ν, but the reduction
procedure is not performed yet. The equations of motion in the relativistic case (1.5)-(1.7)
should be understood in the same manner on the constraints (1.3). It should be mentioned that
the Poisson structure (and the classical r-matrix structure) for the spin elliptic Ruijsenaars-
Schneider model is unknown yet. At the same time for the trigonometric and rational models
the Poisson structures and the group-theoretical description are known [1, 15, 5, 4, 2, 14].
3 Relativistic integrable top
A special basis in the space Mat(N,C) (the sine-algebra basis) is used for description of elliptic
tops. The basis is of the form
Tα = Tα1α2 = exp
(piı
N
α1α2
)
Qα1Λα2 , α = (α1, α2) ∈ ZN × ZN , (3.1)
5
where Q and Λ – pair of matrices (for which QN = ΛN = 1N×N) with elements
Qkl = δkl exp(
2piı
N
k) , Λkl = δk−l+1=0modN , k, l = 1, ..., N . (3.2)
It is the finite-dimensional representation of the Heisenberg group:
Λa2Qa1 = exp
(
2piı
N
a1a2
)
Qa1Λa2 , a1, a2 ∈ Z . (3.3)
It is easy to see that the product of basis matrices can be written in the form
TαTβ = κα,βTα+β , κα,β = exp
(piı
N
(β1α2 − β2α1)
)
, (3.4)
where α + β = (α1 + β1, α2 + β2). In particular, it follows from the latter that
tr(TαTβ) = Nδα,−β . (3.5)
The term “sine-algebra” comes from the form of the structure constants of gl(N) Lie algebra,
which are given as follows
[Tα, Tβ] = CαβTα+β , Cαβ = κα,β − κβ,α = 2ı sin
(piı
N
(β1α2 − β2α1)
)
. (3.6)
In what follows we denote the index (0, 0) as zero for brevity, i.e.
T(0,0) = 1N = T0 . (3.7)
Relativistic top in GL(2) case was, in fact, described by Sklyanin in [17] as Hamiltonian
system with the quadratic Poisson bracket (the classical Sklyanin algebra) through the quasi-
classical limit of the quantum exchange (or RLL-) relations. Here we use the description of
GL(N) top, proposed in papers [10, 11].
Dynamical variables are the components Sα of the matrix S ∈ Mat(N,C) in the basis (3.1).
Let us define the action of the linear operator (it is the multi-dimensional analogue of the inverse
inertia tensor in principle axes):
Jη(S) =
∑
α6=0
TαSαJ
η
α =
∑
α6=0
TαSα
(
E1(ωα + η)− E1(ωα)
)
, S =
∑
α
TαSα , (3.8)
where ωα is defined as in (A.9). Equations of motion are the Euler-Arnold equations for the
dynamics of the rigid body in multi-dimensional space:
S˙ = [S, Jη(S)] . (3.9)
The Lax pair is of the form:
L(z) =
∑
α
TαSαϕα(z, η + ωα) , M(z) = −
∑
α6=0
TαSαϕα(z, ωα) . (3.10)
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Proposition 3.1 The Lax equation (1.4) for the pair of matrices (3.10) is equivalent to equation
of motion (3.9).
Proof. The l.h.s. of the Lax equation is equal to
∑
αTαS˙αϕα(z, η + ωα). For the r.h.s. we have
−
∑
β,γ 6=0
[Tβ, Tγ]SβSγϕβ(z, ωβ + η)ϕγ(z, ωγ) , (3.11)
where the term with β = 0 is absent due to (3.7): it is proportional to the identity matrix.
Antisymmetrizing this expression with respect to indices β and γ we get
−
1
2
∑
β,γ 6=0
[Tβ , Tγ]SβSγ
(
ϕβ(z, ωβ + η)ϕγ(z, ωγ)− ϕγ(z, ωγ + η)ϕβ(z, ωβ)
)
(A.11),(3.6)
=
= −
1
2
∑
β,γ 6=0
Cβ,γTβ+γSβSγϕβ+γ(z, η + ωβ+γ)
(
Jηβ − J
η
γ
)
=
=
∑
β,γ 6=0
Cβ,γTβ+γSβSγϕβ+γ(z, η + ωβ+γ)J
η
γ .
(3.12)
In the basis components (3.1) the equations of motion take the form
S˙0 = 0 , S˙α =
∑
β 6=0
Cβ,α−βSβSα−βJ
η
α−β , α 6= 0 , (3.13)
which means that the Lax equation is equivalent to (3.9). 
The non-relativistic limit η → 0 is taken together with the rescaling of the time variable
t → t/η. Equation of motion (3.9) turns into Euler-Arnold equation of the non-relativistic
elliptic top [9]:
S˙ = [S, J(S)] , J(S) = −
∑
α6=0
TαSαE2(ωα) , S =
∑
α
TαSα ∈ Mat(N,C) , (3.14)
where the function E2 (A.3) is used.
4 GL(NM) generalization of spin M-body
Ruijsenaars-Schneider model
In this Section we define a generalization of the spin Ruijsenaars-Schneider model from Section 2
and simultaneously for the relativistic top from Section 3. The Lax representation for new model
is of size NM ×NM . It possesses natural block-matrix structure:
L(z) =


L11(z) L12(z) . . . L1M(z)
L21(z) L22(z) . . . L2M(z)
...
...
. . .
...
LM1(z) LM2(z) . . . LMM(z)




in each column
M blocks
of size N ×N
(4.1)
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Put it differently,
L(z) =
M∑
i,j=1
Eij ⊗ L
ij(z) ∈ Mat(NM,C) , Lij(z) ∈ Mat(N,C) . (4.2)
Likewise the residue of the Lax matrix (1.1) was equal to the matrix S, here the residue of the
Lax matrix (4.1) is equal to Res
z=0
L(z) = S ∈ Mat(NM,C), and for each block we have
Lij(z) = Lij(Sij , z) , Sij = Res
z=0
Lij(z) ∈ Mat(N,C) . (4.3)
Explicit expression for the ij-th block of the Lax matrix takes the form
Lij(z) =
∑
α
TαS
ij
α ϕα(z, ωα + qij + η) , qij = qi − qj , ωα =
α1 + α2τ
N
, (4.4)
and for ij-th block of the accompany M-matrix we get
Mij(z) = −
∑
α
TαS
ij
α ϕα(z, ωα + qij) , for i 6= j ,
Mii(z) = −T0S
ii
0
(
E1(z) + E1(η)
)
−
∑
α6=0
TαS
ii
αϕα(z, ωα) .
(4.5)
In the case N = 1 we are left with the scalar parts of the above matrices only, i.e. with those
proportional to T0 = 1N . In this way the Lax pair (1.1)-(1.2) is reproduced. When M = 1 we
are left with a single (diagonal) block. In this case we get the Lax pair (3.10) up to the term
−E1(η)T0S
11
0 in the M-matrix. But for M = 1 it does not effect the equations of motion since
it is proportional to the identity matrix.
To have a compact form of equations of motion let us define the following linear operator,
acting on ij-th block (when i 6= j) of the matrix S:
Jη, qij(Sij) =
∑
α
TαS
ij
α
(
E1(ωα + qij + η)− E1(ωα + qij)
)
. (4.6)
At the same time for the diagonal blocks we use the linear operator Jη (3.8). As will be shown
below, the equations of motion coming from the Lax equation with the Lax pair (4.4)-(4.5) take
the following form for the diagonal blocks of the matrix S:
S˙ii = [Sii, Jη(Sii)] +
M∑
k:k 6=i
(
SikJη, qki(Ski)− Jη, qik(Sik)Ski
)
, (4.7)
and for the non-diagonal blocks we get
S˙ij = SijJη(Sjj)− Jη(Sii)Sij + SiiJη, qij(Sij)− Jη, qij (Sij)Sjj+
+
M∑
k:k 6=i,j
(
SikJη, qkj(Skj)− Jη, qik(Sik)Skj
)
,
(4.8)
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or, equivalently,
S˙ij = SijJη(Sjj)− Jη(Sii)Sij +
M∑
k:k 6=j
SikJη, qkj(Skj)−
M∑
k:k 6=i
Jη, qik(Sik)Skj . (4.9)
For the positions of particles the following equation holds
q¨i =
1
N
tr
(
S˙ii
)
=
1
N
M∑
k:k 6=i
tr
(
SikJη, qki(Ski)− Jη, qik(Sik)Ski
)
, (4.10)
which is deduced from equation (4.7) by taking the trace of both parts together with the con-
ditions
q˙i = S
ii
0 =
1
N
tr
(
Sii
)
, i = 1, ...,M , (4.11)
– analogues of relations (1.3) for the generalized model.
Notice that for N = 1 the linear operators Jη,qij (Sij) (4.6) and Jη(Sii) (3.8) take the form
N = 1 : Jη, qij(Sij) = (E1(qij + η)− E1(qij))Sij , J
η(Sii) = 0 . (4.12)
The operator Jη is equal to zero in the case N = 1 due to the absence of the scalar term
(with α = 0) in the r.h.s. of equation (3.8). Using (4.12), it is easy to see that for N = 1 the
equations of motion (4.7)-(4.9) and (4.10) turn into (1.5)-(1.7) for M-body spin Ruijsenaars-
Schneider model. Let us prove the statement similar to the Proposition 2.1.
Proposition 4.1 Equations of motion S (4.7), (4.8)-(4.9) for diagonal and off-diagonal blocks
of matrix S are equivalent to the Lax equation with additional term
L˙(z) = [L(z),M(z)] +
M∑
i,j=1
∑
α
Eij ⊗ Tα(µ
i
0 − µ
j
0)S
ij
α fα(z, ωα + qij + η) (4.13)
for the Lax pair (4.4)-(4.5) and the set of variables
µi0 = q˙i − S
ii
0 = q˙i −
1
N
tr
(
Sii
)
, i = 1, ...,M . (4.14)
On-shell constraints µi0 = 0 the matrices (4.4)-(4.5) satisfy the Lax equation L˙(z) = [L(z),M(z)]
and provide equations of motion (4.7)-(4.9) and (4.10).
Proof. The proof is similar to the one for Proposition 2.1. Consider the l.h.s. of (4.13):
L˙ii(z) =
∑
α
TαS˙
ii
αϕα(z, ωα + η) , (4.15)
For i 6= j we have
i 6= j : L˙ij(z) =
∑
α
Tα
(
S˙ijα ϕα(z, ωα + qij + η) + (q˙i − q˙j)S
ij
α fα(z, ωα + qij + η)
)
=
9
=
∑
α
TαS˙
ij
α ϕα(z, ωα ++qij + η) +
∑
α
Tα(µ
i
0 − µ
j
0)S
ij
α fα(z, ωα + qij + η)+
+
∑
α
Tα(S
ii
0 − S
jj
0 )S
ij
α ϕα(z, ωα + qij + η)
(
E1(z+ωα+qij+η)−E1(ωα+qij+η)
)
.
(4.16)
The expression (function) in the last sum in the r.h.s. is just the function fα(z, ωα+qij+η) from
(A.10), being transformed through (A.8). The second sum in the r.h.s. of (4.16) exactly cancels
out with the additional term from the r.h.s. of equation (4.13). The rest of the terms from the
r.h.s. (i.e. those coming from the commutator) are of the following form for the diagonal block
[Lii,Mii] +
∑
k:k 6=i
LikMki −MikLki (4.17)
and for the off-diagonal ij-th block (i 6= j) – the rest of the terms are
i 6= j : LiiMij −MiiLij + LijMjj −MijLjj +
∑
k:k 6=i,j
LikMkj −MikLkj . (4.18)
The computations for the diagonal blocks are very similar to those performed in Sections 2
and 3. The first term (commutator) in (4.17) provides the first term (also a commutator) in the
r.h.s. of the equation of motion (4.7) in the same way as it was made for the relativistic top for
the equation (3.9). The sum in (4.17) is simplified similarly to (2.4):
LikMki −MikLki =
∑
β,γ
TβTγS
ik
β S
ki
γ ×
×
(
ϕβ(z, ωβ + qik)ϕγ(z, ωγ + qki + η)− ϕβ(z, ωβ + qik + η)ϕγ(z, ωγ + qki)
)
.
(4.19)
Applying (A.11) to the expression in the brackets we get∑
β,γ
TβTγS
ik
β S
ki
γ ϕβ+γ(z, ωβ+γ + qii + η)
(
E1(ωγ + qki + η)−
−E1(ωγ + qki)− E1(ωβ + qik + η) + E1(ωβ + qik)
)
,
(4.20)
which yields the sum in the r.h.s. of equations of motion (4.7). The scalar (i.e. zero) component,
which provides (4.11), corresponds to the terms with β = −γ due to relations (3.4)-(3.5).
Consider the off-diagonal block ij. For the first four terms from (4.18) let us write down
separately all the summands containing the scalar (zero) components of the diagonal blocks of
matrix S (i.e. the summands containing Sii0 ):
(Sii0 − S
jj
0 )
∑
α
TαS
ij
α
(
(E1(z) + E1(η))ϕα(z, ωα + qij + η)− ϕα(z, ωα + qij)φ(z, η)
)
(A.11)
= (Sii0 − S
jj
0 )
∑
α
TαS
ij
α ϕα(z, ωα + qij + η)
(
E1(z + ωα + qij + η)− E1(ωα + qij)
)
.
(4.21)
There are the same type terms (containing Sii0 ) in the l.h.s. of equation (4.13). They are in the
last sum in (4.16). Transpose them to the r.h.s. and sum up with the result (4.21). Then we
get
(Sii0 − S
jj
0 )
∑
α
TαS
ij
α ϕα(z, ωα + qij + η)
(
E1(ωα + qij + η)− E1(ωα + qij)
)
. (4.22)
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Next, write down the rest of the first four terms in (4.18), i.e. the terms, which do not contain Sii0 :∑ ′
TβTγS
ii
β S
ij
γ
(
ϕβ(z, ωβ)ϕγ(z, ωγ + qij + η)− ϕβ(z, ωβ + η)ϕγ(z, ωγ + qij)
)
−
∑ ′
TγTβS
ij
γ S
jj
β
(
ϕβ(z, ωβ)ϕγ(z, ωγ + qij + η)− ϕβ(z, ωβ + η)ϕγ(z, ωγ + qij)
)
,
(4.23)
where the primed sum
∑ ′ – is the sum over two indices β, γ ∈ Z×2N with condition β 6= 0 (the
terms with β = 0 were already accounted in (4.21)). Applying (A.11), we obtain
=
∑ ′
TγTβS
ij
γ S
jj
β ϕβ+γ(z, ωβ+γ + qij + η)
(
E1(ωβ + η)− E1(ωβ)
)
−
−
∑ ′
TβTγS
ii
β S
ij
γ ϕβ+γ(z, ωβ+γ + qij + η)
(
E1(ωβ + η)− E1(ωβ)
)
+
+
∑ ′
TβTγS
ii
β S
ij
γ ϕβ+γ(z, ωβ+γ + qij + η)
(
E1(ωγ + qij + η)− E1(ωγ + qij)
)
−
−
∑ ′
TγTβS
ij
γ S
jj
β ϕβ+γ(z, ωβ+γ + qij + η)
(
E1(ωγ + qij + η)− E1(ωγ + qij)
)
.
(4.24)
Thus, in the r.h.s. of the Lax equation we are left with the terms (4.24) and (4.22). Notice that
addition of the term (4.22) to (4.24) is equivalent to removing the primes in the last two sums in
(4.24) since the terms (4.22) correspond to the index value β = 0 in these sums. Therefore, the
sum of expressions (4.22) and (4.24) reproduces the first four terms from the r.h.s. of equation
of motion (4.8).
It remains to determine the contribution to equation of motion coming from the last sum in
(4.18). For this purpose consider the difference
LikMkj −MikLkj =
∑
β,γ
TβTγS
ik
β S
kj
γ ×
×
(
ϕβ(z, ωβ + qik)ϕγ(z, ωγ + qkj + η)− ϕβ(z, ωβ + qik + η)ϕγ(z, ωγ + qkj)
)
.
(4.25)
Again, applying (A.11) to the expression in the brackets, we get the answer∑
β,γ
TβTγS
ik
β S
kj
γ ϕβ+γ(z, ωβ+γ + qij + η)
(
E1(ωγ + qkj + η)−
−E1(ωγ + qkj)− E1(ωβ + qik + η) + E1(ωβ + qik)
)
,
(4.26)
which yields the sum from the r.h.s. of equation of motion (4.8). This finishes the proof. 
Similarly to (2.8)-(2.12) and (3.14) in the non-relativistic limit η → 0 we have
S˙ii = [Sii, J(Sii)] +
M∑
k:k 6=i
(
SikJqki(Ski)− Jqik(Sik)Ski
)
, (4.27)
S˙ij = SijJ(Sjj)− J(Sii)Sij +
M∑
k:k 6=j
SikJqkj(Skj)−
M∑
k:k 6=i
Jqik(Sik)Skj , (4.28)
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and
q¨i = −
1
N
M∑
k:k 6=i
∂qitr
(
Jqik(Sik)Ski
)
, (4.29)
where J(Sjj) are as in (3.14), and
Jqij (Sij) = −
∑
α
TαS
ij
α E2(ωα + qij) . (4.30)
The last equation of motion (4.29) is obtained similarly to (2.9). That is for the operator
Jη, qij (Sij) (4.6) we use the following expansion near η = 0:
Jη, qij(Sij) = η Jqij (Sij) +
1
2
η2 ∂qiJ
qij(Sij) +O(η3) . (4.31)
For N = 1 equations (4.27)-(4.29) turn into equations (2.11)-(2.12) for the spin Calogero-Moser
model.
The equations (4.27)-(4.30) were derived in recent paper [7]2 for a more general case. Con-
straints (4.14) in the non-relativistic limit take the form
1
N
tr
(
Sii
)
= 0 , i = 1, ...,M . (4.32)
The comment made in the end of Section 2. is applicable to these constraints as well. The
gauge fixation is performed in this case with respect to the coadjoint action of M-dimensional
subgroup in the Cartan subgroup of GL(NM,C), i.e. with respect to conjugation by matrices
of the form D =
∑
k dkEkk ⊗ T0.
5 Interacting relativistic tops
In this Section we consider the special case of the GL(NM,C) model from the previous Section
when the matrix S is of rank 1, i.e.
Sij = ξi ⊗ ρj ∈ Mat(N,C) , i, j = 1, ...,M , (5.1)
or
Sijab = ξ
i
aρ
j
b , i, j = 1, ...,M , a, b = 1, ..., N , (5.2)
where ξi – is a set of M vector-columns of hight N each, and ρi – is a set of M vector-rows of
length N each.
The purpose of the Section – is to rewrite the r.h.s. of equations of motion (4.7) for the
diagonal blocks in terms of the diagonal blocks only. Then for M diagonal blocks we will get a
closed system ofM matrix equations of motion. A problem in the usage of conditions (5.1)-(5.2)
is that they are written in the standard basis, while for the operators Jη, qki (4.6) from equations
(4.7) the basis Tα (3.1) is used. Let us use the tensor notation to overcome this difficulty.
2In the elliptic case in [7] a slightly different normalization factors are used. In particular, the positions of
particles are divided by N everywhere.
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Consider an operator A of the form
A(S) =
∑
α
TαSαAα ∈ Mat(N,C) , S =
∑
α
TαSα ∈ Mat(N,C) (5.3)
and introduce notations
A12 =
∑
α
AαTα ⊗ T−α ∈ Mat(N,C)
⊗2 , (5.4)
A˘12 =
∑
α
A˘αTα ⊗ T−α ∈ Mat(N,C)
⊗2
(5.5)
and
A˘12 = A12P12 ,
A˘21 =
∑
α
A˘αT−α ⊗ Tα =
∑
α
A˘−αTα ⊗ T−α = P12A˘12P12 = P12A12 ,
(5.6)
where P12 – is the permutation operator
3
P12 =
N∑
a,b=1
eab ⊗ eba =
1
N
∑
α
Tα ⊗ T−α . (5.7)
Let us write down a few main properties of the permutation operator: (P12)
2 = 1N ⊗ 1N and
(B ⊗ C)P12 = P12(C ⊗ B) for matrices B,C ∈ Mat(N,C). Also, using the standard notations
(see e.g. [17]) S1 = S ⊗ 1N and S2 = 1N ⊗ S, we have S2P12 = P12S1 and
tr2(P12S2) = NS1 , (5.8)
where tr2 – is a trace over the second tensor component.
Using the above mentioned notations the operator (5.3) takes the form
A(S)
(3.5)
=
1
N
tr2(A12S2) =
1
N
tr2(A˘12P12S2) =
1
N
tr2(S2A˘12P12) =
=
1
N
tr2(S2P12A˘21) =
1
N
tr2(P12S1A˘21) ,
(5.9)
where in the last equality in the first line we used a cyclic permutation of matrices in the second
tensor component.
Consider expression
SikA(Ski)
(5.9)
=
1
N
tr2
(
Sik1 P12S
ki
1 A˘21
)
. (5.10)
For the matrix (5.1) we get
Sik1 P12S
ki
1 =
N∑
a,b=1
(
(ξi ⊗ ρk)eab(ξ
k ⊗ ρi)
)
⊗ eba =
N∑
a,b=1
(ξi ⊗ ρi)(ρkeabξ
k)⊗ eba =
=
N∑
a,b=1
Siitr(eabS
kk)⊗ eba = S
ii
1 S
kk
2 ,
(5.11)
3The set of matrices {eab} in (5.7) forms the standard basis of the space Mat(N,C).
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where we used that (ρkeabξ
k) is a scalar. Then for (5.10) we have
SikA(Ski) =
1
N
Siitr2
(
A˘21 S
kk
2
)
. (5.12)
Similarly,
A(Sik)Ski =
1
N
tr2
(
A˘12S
ik
1 P12S
ki
1
)
=
1
N
tr2
(
A˘12 S
kk
2
)
Sii . (5.13)
By applying (5.12) and (5.13) to equation (4.10), we get the following statement.
Proposition 5.1 In the case (5.1) when the matrix of spin variables is of rank one the equations
of motion (4.7) take the following form
S˙ii = [Sii, Jη(Sii)] +
M∑
k:k 6=i
(
SiiJ˜η, qki(Skk)− J˘η, qik(Skk)Sii
)
, (5.14)
q¨i =
1
N
tr
(
S˙ii
)
=
1
N
M∑
k:k 6=i
tr
(
SiiJ˜η, qki(Skk)− J˘η, qik(Skk)Sii
)
, (5.15)
where4
J˜η, qij(Skk) =
1
N
tr2
(
J˘
η, qij
21 S
kk
2
)
, (5.16)
J˘η, qij (Skk) =
1
N
tr2
(
J˘
η, qij
12 S
kk
2
)
(5.17)
and
J
η, qij
12 =
∑
α
Tα ⊗ T−α
(
E1(ωα + qij + η)−E1(ωα + qij)
)
. (5.18)
Let us derive explicit expression for J˘
η,qij
12 = J
η,qij
12 P12 from (5.16)-(5.17):
J
η, qij
12 P12 =
1
N
∑
α,γ
TαTγ ⊗ T−αT−γ
(
E1(ωα + qij + η)− E1(ωα + qij)
)
(3.4)
=
=
1
N
∑
α,γ
κ2α,γTα+γ ⊗ T−α−γ
(
E1(ωα + qij + η)− E1(ωα + qij)
)
=
=
1
N
∑
γ
Tγ ⊗ T−γ
∑
α
κ2α,γ
(
E1(ωα + qij + η)− E1(ωα + qij)
)
.
(5.19)
The latter sum over index α is the finite-dimensional Fourier transformation of the expression
in the brackets. Let us use the formulae (see [18]):
1
N
∑
α
(
E1(ωα + η) + 2piı ∂τωα
)
= E1(Nη) (5.20)
and
1
N
∑
α
κ2α,γ
(
E1(ωα + η) + 2piı ∂τωα
)
= ϕγ(Nη, ωγ) , for γ 6= 0 . (5.21)
4Explicit expressions for J˜η,qij , J˘η,qij (5.16)-(5.17) are given below in (5.24)-(5.25).
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Plugging it into (5.19), we get
J˘
η, qij
12 = J
η, qij
12 P12 =
∑
α
Iη, qijα Tα ⊗ T−α , (5.22)
where
I
η, qij
0 = E1(Nqij +Nη)− E1(Nqij) ,
Iη, qijα = ϕα(Nqij +Nη, ωα)− ϕα(Nqij , ωα) , α 6= 0 .
(5.23)
In this way we also get explicit answer for (5.16)-(5.17):
J˘η, qij(Skk) =
1
N
tr2
(
J˘
η, qij
12 S
kk
2
)
=
∑
α
TαS
kk
α I
η, qij
α (5.24)
and
J˜η, qij(Skk) =
1
N
tr2
(
J˘
η, qij
21 S
kk
2
)
=
∑
α
TαS
kk
α I
η, qij
−α . (5.25)
In the non-relativistic limit η → 0 (2.8) we have
S˙ii = [Sii, J(Sii)] +
M∑
k:k 6=i
[Sii, J˘qik(Skk)] ,
q¨i = −
1
N
M∑
k:k 6=i
∂qitr
(
SiiJ˘qik(Skk)
)
,
(5.26)
where
J˘qij(Skk) = ∂η J˘
η, qij (Skk)
∣∣∣
η=0
= ∂qi
∑
α
TαS
kk
α F
qij
α (5.27)
and
F
qij
0 = E1(Nqij) , F
qij
α = ϕα(Nqij , ωα) . (5.28)
Such answer follows due to evenness of the function E2(z). This leads to the properties:
∂η J˘
η, q
21
∣∣∣
η=0
= ∂η J˘
η,−q
12
∣∣∣
η=0
= ∂η J˜
η,−q
12
∣∣∣
η=0
= ∂η J˜
η, q
21
∣∣∣
η=0
. (5.29)
The classical spin variables in the models of Calogero and Ruijsenaars types are often de-
scribed in terms of quiver parametrization [3, 1, 13, 4]. For GL(M ,C) model the latter means
introducing 2NM variables ξia, ρ
i
a, i = 1, . . . ,M , a = 1, . . . , N , so that the spin variables (in
GL(M ,C) case) are of the form Sij =
∑
a ξ
i
aρ
j
a. In the trigonometric and rational cases the
Poisson structure is known, and one can write equations of motion for the set of Mat(N,C)-
valued variables Si, Siab = ξ
i
aρ
i
b (see e.g. the papers [3, 1]). Such equations can be viewed as
isotropic analogues of the equations (4.27)-(4.29). In our approach we deal with Mat(NM,C)-
valued variable S, and 2NM-dimensional parametrization is given not by the pair of rectangular
matrices of size N ×M , but rather arises as a particular case (of rank 1) for the matrix of size
NM ×NM , as in (5.2).
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6 Elliptic functions
The main tool for construction of the Lax pairs with spectral parameter on elliptic curve Στ
with moduli τ (Im(τ) > 0) is the Kronecker function
φ(z, q) =
ϑ′(0)ϑ(z + q)
ϑ(z)ϑ(q)
, (A.1)
defined via the Riemann theta-function
ϑ(z) =
∑
k∈Z
exp
(
piıτ(k +
1
2
)2 + 2piı(z +
1
2
)(k +
1
2
)
)
, (A.2)
which has a simple zero at z = 0 due to its oddness. Also we use the first and the second
Eisenstein functions
E1(z) =
ϑ′(z)
ϑ(z)
, E2(z) = −∂zE1(z) = ℘(z)−
1
3
ϑ′′′(0)
ϑ′(0)
, (A.3)
where ℘(z) – is the Weierstrass ℘-function. The function E2(z) is double-periodic on the lattice
Z+ τZ and has the second order pole at z = 0. The first Eisenstein function and the Kronecker
function have simple pole at zero with the residue equal to one. They transform on the lattice
as follows:
E1(z + 1) = E1(z) , E1(z + τ) = E1(z)− 2piı , (A.4)
φ(z + 1, q) = φ(z, q) , φ(z + τ, q) = e−2piıqφ(z, q) . (A.5)
The main relation for the function (A.1) is the Fay identity of genus one:
φ(z1, q1)φ(z2, q2) = φ(z1 − z2, q1)φ(z2, q1 + q2) + φ(z2 − z1, q2)φ(z1, q1 + q2) . (A.6)
We use its degeneration for derivation of the Lax equation:
φ(z, q1)φ(z, q2) = φ(z, q1 + q2)(E1(z) + E1(q1) + E1(q2)− E1(q1 + q2 + z)) . (A.7)
The following notation is used for the derivative of the Kronecker function with respect to the
second argument:
f(z, q) = ∂qφ(z, q)
(A.3)
= φ(z, q)(E1(z + q)−E1(q)) . (A.8)
For description of the models of elliptic tops we also define the set of function numerated by the
index α = (α1, α2) ∈ ZN × ZN in accordance with numeration of elements of the matrix basis
(3.1):
ϕα(z, ωα + η) = exp(2piı
α2
N
z)φ(z, ωα + η) , ωα =
α1 + α2τ
N
. (A.9)
Similarly,
fα(z, ωα + η) = exp(2piı
α2
N
z) f(z, ωα + η) . (A.10)
Due to (A.7) the set of functions (A.9) satisfies the following relations:
ϕα(z, ωα + q1)ϕβ(z, ωβ + q2) =
=ϕα+β(z, ωα+β+q1+q2)
(
E1(z) + E1(ωα+q1) + E1(ωβ+q2)− E1(z+ωα+β+q1+q2)
)
.
(A.11)
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