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ON INDICATORS OF HOPF ALGEBRAS
KENICHI SHIMIZU
Abstract. Kashina, Montgomery and Ng introduced the n-th indicator νn(H)
of a finite-dimensional Hopf algebra H and showed that the indicators have
some interesting properties such as the gauge invariance. The aim of this paper
is to investigate the properties of νn’s. In particular, we obtain the cyclotomic
integrality of νn and a formula for νn of the Drinfeld double. Our results are
applied to the finite-dimensional pointed Hopf algebra u(D, λ, µ) introduced
by Andruskiewitsch and Schneider. As an application, we obtain the second
indicator of uq(sl2) and show that if p and q are roots of unity of the same
order, then up(sl2) and uq(sl2) are gauge equivalent if and only if q = p, where
p and q are roots of unity of the same odd order.
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1. Introduction
Roughly speaking, a monoidal category is a category endowed with an associative
and unital binary operation between its objects. An example is the category HM
of modules over a Hopf algebra H over a field k. Two Hopf algebras H and H ′ over
k are said to be monoidally Morita equivalent if HM and H′M are equivalent as
k-linear monoidal categories. From the view point of the representation theory of
Hopf algebras, it is natural and important to study this equivalence relation.
By the result of Schauenburg [42], two finite-dimensional Hopf algebras H and
H ′ are monoidally Morita equivalent if and only if they are gauge equivalent, i.e.,
H ′ is obtained from H by twisting via a gauge transformation in the sense of
Drinfeld. However, in general, it is not easy to check this condition directly. Thus
it is important to study gauge invariants, i.e., properties or quantities invariant
under the gauge equivalence.
Nowadays several gauge invariants have been introduced and studied [13, 14, 20,
33, 34, 35, 36, 37, 43, 45, 48, 49]. The main subject of this paper is the gauge
invariant νn, called the n-th indicator, introduced by Kashina, Montgomery and
Ng in [20]. Motivated by the formula of the n-th Frobenius-Schur indicator of the
regular representation of a semisimple Hopf algebra [21, 27], for a finite-dimensional
Hopf algebra H over k and an integer n ≥ 1, they defined νn(H) ∈ k to be the
trace of
(1.1) h 7→ SH(h
[n−1]) (h ∈ H),
where SH is the antipode of H and h
[m] is the m-th Sweedler power of h ∈ H given
by h[m] = h(1) · · ·h(m) in the Sweedler notation. In particular, the second indicator
is equal to the trace of the antipode.
If H = kG is the group algebra of a finite group G, then (1.1) reduces to the
linear map kG→ kG given by g 7→ g−n+1 (g ∈ G). Hence, we have
(1.2) νn(kG) = #{g ∈ G | g
n = 1}
for every n ≥ 1. Since the right-hand side of (1.2) is a very basic subject in finite
group theory, we expect that the indicators could be an interesting subject in the
theory of Hopf algebras. The aim of this paper is to study basic properties of the
indicators of finite-dimensional Hopf algebras.
The present paper is organized as follows: In Section 2, we collect some basic
results on Hopf algebras. In Section 3, we study basic properties of the indicators
and provide some methods to compute them. For simplicity, suppose k = C. Then
our results in Section 3 imply
νn(H) ∈ Z[e
2π
√−1/N ] (cyclotomic integrality),
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where N = n · (the order of S2H), and
νn(H
op) = νn(H
cop) = νn(H)
for all n ≥ 1. From this, we obtain the formula νn(D(H)) = |νn(H)|2 (Corol-
lary 3.8), which has been conjectured in [20]. We also prove that if H is filtered,
then νn(H) = νn(grH) (Theorem 3.9).
In §3.4, we extend νn for any integer n ∈ Z. Since the m-th Sweedler power map
is defined for all m ∈ Z, we can define νn(H) to be the trace of (1.1) for all n ∈ Z.
We will prove that νn is a gauge invariant not only for all n ≥ 1 but also for all
n ≤ 0 (Theorem 3.10). However,
ν−n(H) = ν−1(H) · νn(H)
holds for all n > 0. Thus the values of ν0 and ν−1 are especially interesting; see
Propositions 3.12 and 3.13.
Note that (1.2) is periodic in n. In [20], they showed that νH := {νn(H)}n≥1 is
not periodic in general but is linearly recursive. Hence we can consider the minimal
polynomial φH(X) of the sequence νH . In Section 4, we prove that every root of
φH(X) is a root of unity (Theorem 4.1). This implies that, for a finite-dimensional
Hopf algebra H , there are finitely many periodic sequences c0, . . . , cr such that
νn(H) = c0(n) +
(
n
1
)
c1(n) + · · ·+
(
n
r
)
cr(n)
for all n ≥ 1 (Theorem 4.4). We also discuss the relation between φH(X) and the
quasi-exponent of H in some restricted cases.
In Section 5, we apply our results to the finite-dimensional pointed Hopf algebra
u(D, λ, µ) introduced by Andruskiewitsch and Schneider [6]. Important examples
of u(D, λ, µ) are the Taft algebra TN2(ω) and the small quantum group uq(g). We
apply our results to uq(sl2) and show that if p and q are roots of unity of the same
order, then up(sl2) and uq(sl2) are gauge equivalent if and only if p = q.
In Section 6, we express the n-th indicator of TN2(ω) by using the generating
function of certain type of partitions studied in [50] (Theorem 6.4). We also show
that if q is of odd order N > 1, then
νn(uq(sl2)) =
1
gcd(N,n)
|νn(TN2(q
2))|2
for all n ≥ 1 (Theorem 6.5). By using this result, we show νn(uq(sl2)) = n2 for all
n ≥ 1 if q is a primitive third root of unity.
Acknowledgments. The author is supported by Grant-in-Aid for JSPS Fellows
(24·3606).
2. Preliminaries
2.1. Notations and conventions. Throughout this paper, we work over a fixed
field k. Given two vector spaces V and W (over k), we denote by V ⊗W their
tensor product over k. The dual space of V is denoted by V ∗. We always identify
k ⊗ V = V = V ⊗ k and regard V ∗ ⊗W ∗ as a subset of (V ⊗W )∗.
By a grading or a filtration, we usually mean those indexed by the set Z≥0 of
non-negative integers. Thus, a graded vector space is a vector space V endowed with
a decomposition V =
⊕∞
n=0 V (n), and a filtered vector space is a vector space V
endowed with a sequence V0 ⊂ V1 ⊂ · · · ⊂ V of subspaces such that V =
⋃∞
n=0 Vn.
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We refer the reader to [7, 30, 47] for the basic theory of Hopf algebras and to
[22, 28] for the basic theory of monoidal categories. Given a Hopf algebra H , we
denote the k-linear monoidal category of left H-modules and its full subcategory
of finite-dimensional objects by HM and HMfd , respectively. The multiplication,
the comultiplication, the counit and the antipode of H are denoted by ∇H , ∆H ,
εH , and SH , respectively, or simply by ∇, ∆, ε and S if there are no confusion. For
each n ≥ 1, we define
(2.1) ∇(n) = ∇
(n)
H : H
⊗n → H, ∇(n)(h1 ⊗ · · · ⊗ hn) = h1 · · ·hn (hi ∈ H).
Dually, we define ∆
(n)
= ∆
(n)
H : H → H
⊗n inductively by
(2.2) ∆(1) = idH and ∆
(n+1) = (∆(n) ⊗ idH) ◦∆.
We use the Sweedler notation: ∆(n)(h) = h(1) ⊗ · · · ⊗ h(n) (h ∈ H).
2.2. Gauge invariants. Let H be a Hopf algebra. An invertible element F ∈
H⊗H is called a gauge transformation if (ε⊗ id)(F ) = 1 = (id⊗ε)(F ). Given such
an element F ∈ H ⊗H , we define an algebra map
∆F : H → H ⊗H, ∆F (h) = F∆(h)F
−1 (h ∈ H).
The triple HF = (H,∆F , ε) is not even a bialgebra in general, but can be a quasi-
Hopf algebra by defining additional structures by using F . We denote by XF the
left H-module X regarded as a left HF -module. Multiplying F induces a canonical
isomorphism (X⊗Y )F → XF⊗YF . As Drinfeld showed in [10], the identity functor
on HM extends to an isomorphism
(2.3) (−)F : HM→ HFM, X 7→ XF
of k-linear monoidal categories.
If F satisfies (F ⊗ 1) · (∆⊗ idH)(F ) = (1⊗F ) · (idH ⊗∆)(F ), then HF is indeed
a Hopf algebra with antipode
(2.4) SHF (h) = βFSH(h)β
−1
F (h ∈ H),
where βF =
∑
i aiS(bi), F =
∑
i ai ⊗ bi; see, e.g., [22] for details. Such an element
F is often called a dual 2-cocycle or a twist of H .
Now let H and H ′ be Hopf algebras. They are said to be gauge equivalent if
there exists a twist F of H such that H ′ ∼= HF . By the result of Schauenburg [42],
if both H and H ′ are finite-dimensional, then the following are equivalent:
(1) HM≈ H′M as k-linear monoidal categories;
(2) H and H ′ are gauge equivalent.
Given a class C of Hopf algebras, a gauge invariant [20] for C is a quantity ν(H)
defined for each H ∈ C such that ν(H) = ν(H ′) whenever H,H ′ ∈ C are gauge
equivalent. In this paper, we mainly consider gauge invariants for the class Cfd of
finite-dimensional Hopf algebras. Thus, by a gauge invariant, we always mean that
for Cfd .
Two-cocycle deformation. Let C be a coalgebra, and let A be an algebra. Recall
that Homk(C,A) is an algebra with respect to the convolution product ⋆ defined
by (f ⋆ g)(c) = f(c(1))g(c(2)) (f, g : C → A, c ∈ C). A 2-cocycle of a Hopf algebra
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H is a linear map σ : H ⊗H → k being invertible with respect to the convolution
product and satisfying σ(x⊗ 1) = ε(x) = σ(1 ⊗ x) and
σ(x(1) ⊗ y(1)) · σ(x(2)y(2) ⊗ z) = σ(y(1) ⊗ z(1)) · σ(x⊗ y(2)z(2))
for all x, y, z ∈ H . If σ is a 2-cocycle of H , then the coalgebra H is a bialgebra with
multiplication ∗ defined by x ∗ y = σ(x(1), y(1))x(2)y(2)σ˜(x(3), y(3)) for x, y ∈ H ,
where σ˜ is the inverse of σ with respect to ⋆. We denote this new bialgebra by Hσ
and call it the 2-cocycle deformation of H . Hσ is in fact a Hopf algebra (see [8] for
the description of its antipode).
Let σ be a 2-cocycle of a finite-dimensional Hopf algebra H . Then we can regard
σ as a Drinfeld twist of the dual Hopf algebra H∗. If we do so, then (H∗)σ is
isomorphic to (Hσ)∗ as a Hopf algebra. Hence, if ν is a gauge invariant such that
ν(X) = ν(X∗) for all X ∈ Cfd , then we have
ν(Hσ) = ν((Hσ)∗) = ν((H∗)σ) = ν(H∗) = ν(H)
for all H ∈ Cfd . Summarizing, we conclude:
Lemma 2.1. If a gauge invariant is invariant under taking the dual, then it is
invariant under 2-cocycle deformation.
2.3. Exponent of Hopf algebras. The exponent and the quasi-exponent are
gauge invariants introduced by Etingof and Gelaki [13, 14]. Let H be a finite-
dimensional Hopf algebra, and let u be the Drinfeld element of the Drinfeld double
D(H). The exponent of H is defined and denoted by
exp(H) = ord(u) (the order of u).
By the results of [13, 14], un is unipotent for some n > 0. Thus the set
{n ∈ Z | un is unipotent}
is a non-zero ideal of Z. The quasi-exponent ofH , denoted by qexp(H), is defined to
be the smallest positive element of this ideal. Note that exp(H) is possibly infinite
while qexp(H) is always finite.
The exponent and the quasi-exponent can be defined without using the Drinfeld
element. For n ≥ 0, we define T
(n)
H : H → H by T
(0)
H (h) = ε(h)1H and
(2.5) T
(n)
H (h) = h(1)S
−2(h(2)) · · ·S−2n+2(h(n)) (n ≥ 1)
for h ∈ H . Then exp(H) = min{n > 0 | T
(n)
H = T
(0)
H } (with the convention
min ∅ =∞) and qexp(H) is the smallest integer n > 0 such that
m∑
j=0
(−1)j
(
m
j
)
T
(nj)
H = 0
for some integer m > 0. These characterizations follow from the fact that for all
polynomial f(X) =
∑m
i=0 ciX
i ∈ k[X ],
(2.6) f(u) = 0 ⇐⇒
m∑
i=0
ciT
(i)
H = 0.
Fact (2.6) is a part of [14, Proposition 2.4]; strictly speaking, (2.6) is proved in [14]
under the assumption k = C but one can check that the same proof is valid in the
case of general k (cf. [14, Remark 4.15]).
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Exponent in characteristic zero. Now suppose char(k) = 0. In this case, the gauge
invariance of the exponent and the quasi-exponent is showed in [13, 14]. Following
them, whenever exp(H) <∞,
(2.7) exp(H) = qexp(H)
and ifH is semisimple, then exp(H) is finite and divides dimk(H)
3. Kashina [18, 19]
conjectured that exp(H) divides dimk(H) ifH is semisimple. This conjecture is still
open, but a lot of interesting results on the exponent of semisimple Hopf algebras
have been obtained [11, 21, 32].
Exponent in positive characteristic. Suppose p := char(k) > 0. Then exp(H) is
always finite [13]. The gauge invariance of the exponent is showed also in [13].
Unlike the case of char(k) = 0, (2.7) does not hold in general; instead,
(2.8) qexp(H) = exp(H)′p
holds in general, where, for a positive integer n, n′p means the p-prime part of n,
i.e., the largest divisor of n relatively prime to p. This is the special case of the
following lemma where A = D(H) and x is the Drinfeld element.
Lemma 2.2. Let A be an algebra over a field of characteristic p > 0. If x ∈ A is
an element of finite order, then we have
ord(x)′p = min{n > 0 | x
n is unipotent}.
Proof. Let a and b be the left and the right-hand side of the above equation, re-
spectively. We first show b | a. Since xord(x) = 1 is unipotent, b | ord(x). If b was
not relatively prime to p, then c = b/p would be a positive integer and
(xc − 1)mp = (xcp − 1)m = (xb − 1)m = 0.
This contradicts the minimality of b and thus b is relatively prime to p. Therefore
b divides the p-prime part of ord(x), i.e., a = ord(x)′p.
Next we show a | b. By the definition of b, there exists an integer m > 0 such
that (xb − 1)m = 0. Choose an integer µ so that pµ > m. Then we have
xbp
µ
− 1 = xbp
µ
− 1p
µ
= (xb − 1)p
µ
= 0.
Thus ord(x) | bpµ. Since a | ord(x), and since a is relatively prime to p by definition,
we see that a divides the p-prime part of bpµ, i.e., b. 
The gauge invariance of the quasi-exponent in positive characteristic has not
been discussed in detail (cf. [14, Remark 4.15]). In view of (2.8), we could say that
the gauge invariance of the quasi-exponent in positive characteristic follows from
the gauge invariance of the exponent.
Let H be a finite-dimensional Hopf algebra. If g ∈ H is a grouplike element,
then we have ord(g) | exp(H) [13, Proposition 2.2]. Hence, by (2.8),
(2.9) ord(g)′char(k) | qexp(H).
Note that (2.9) holds even in the case where char(k) = 0 [14, Proposition 2.6] if we
would use the convention n′0 = n for a positive integer n.
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2.4. Coradical filtration. Given a coalgebra C, we denote by corad(C) the corad-
ical of C, i.e., the sum of all simple subcoalgebras of C. For each n ≥ 0, we define
Cn ⊂ C inductively by
C0 = corad(C) and Cn = C0 ∧Cn−1,
where X ∧ Y = ∆−1(X ⊗ C + C ⊗ Y ) for X,Y ⊂ C. The sequence C0 ⊂ C1 ⊂ · · ·
is called the coradical filtration of C. It is known that the coradical filtration is a
coalgebra filtration: ∆(Cn) ⊂
∑n
i=0 Ci ⊗ Cn−i. For a right C-comodule M with
coaction ρM :M →M ⊗ C, we define the Loewy length of M by
Lw(M) = min{n ≥ 0 | ρM (M) ⊂M ⊗ Cn−1}
with convention C−1 = 0 and min ∅ =∞ (cf. [17, Lemma 2.2]). If we regard C as a
right C-comodule by the comultiplication, then Lw(C) = min{n ≥ 0 | Cn−1 = C}.
Since C =
⋃∞
n=0 Cn, we have
(2.10) Lw(C) = min{n ≥ 0 | Cn−1 = Cn}.
The following lemma is well-known and proved by induction on n.
Lemma 2.3. Let C be a coalgebra with coradical filtration {Cn}n≥0, and let A be
an algebra. If f : C → A is a linear map such that f |C0 = 0, then
f⋆n|Cn−1 = 0
for all n ≥ 1, where f⋆n is the n-th power of f with respect to ⋆. In particular, if
ℓ = Lw(C) is finite, then f⋆ℓ = 0.
2.5. Braided Hopf algebras. Given a Hopf algebra H with bijective antipode,
we denote by HHYD the category of left Yetter-Drinfeld modules overH [30, Chapter
10]. Namely, an object of HHYD is a left H-module V , which is a left H-comodule
at the same time, such that the Yetter-Drinfeld condition
(2.11) ρV (h ⇀ v) = h(1)v(−1)S(h(3))⊗ (h(2) ⇀ v(0))
holds for all h ∈ H and v ∈ V . Here, ⇀ is the action and ρV (v) = v(−1) ⊗ v(0) is
the coaction of H . Note that HHYD has a braiding given by
cV,W (v ⊗ w) = (v(−1) ⇀ w)⊗ v(0) (V,W ∈
H
HYD; v ∈ V,w ∈W ).
Let Γ be an abelian group. The case where H = kΓ is important for later use. If
this is the case, then we write kΓkΓYD as
Γ
ΓYD for simplicity. By (2.11), an object of
Γ
ΓYD is nothing but a Γ-graded vector space V =
⊕
g∈Γ Vg such that x ⇀ Vg = Vg
for all x, g ∈ Γ.
Now we go back to the general situation. If A and A′ are algebras in HHYD, then
A⊗A′ is naturally an algebra in HHYD with multiplication given by
(A⊗A′)⊗ (A⊗A′)
id⊗cA,A′⊗id
−−−−−−−−→ A⊗A⊗A′ ⊗A′ ∇⊗∇
′
−−−−→ A⊗A′,
where ∇ and ∇′ are the multiplications of A and A′, respectively. This algebra is
denoted by A⊗A′ and called the braided tensor product of A and A′. In a similar
way, the braided tensor product of coalgebras in HHYD is defined.
A Hopf algebra in HHYD is called a braided Hopf algebra over H . By definition,
it is an ordinary algebra, an ordinary coalgebra, and a left Yetter-Drinfeld module
over H . Now let B be a braided Hopf algebra over H with multiplication ∇ and
comultiplication ∆. To avoid confusion with the coaction of H , we denote the
comultiplication as ∆(b) = b<1> ⊗ b<2> (b ∈ B). It is known that the antipode
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S of B is an anti-algebra map and an anti-coalgebra map in the ‘braided sense’.
Namely,
(2.12) S ◦ ∇ = ∇ ◦ cB,B ◦ (S ⊗ S) and ∆ ◦ S = (S ⊗ S) ◦ cB,B ◦∆.
For each a, b ∈ B, their braided commutator [a, b]c is defined by
(2.13) [a, b]c := ∇(idB⊗B −cB,B)(a⊗ b).
Now let B and B′ be braided Hopf algebras over H . Then B⊗B′ is both an
algebra and a coalgebra in HHYD. However, in general, one cannot show that B⊗B
′
is a bialgebra in HHYD. So we assume that B and B
′ centralize each other [31], i.e.,
cB′,B ◦ cB,B′ = idB⊗B′ . Then B⊗B′ is shown to be a bialgebra in HHYD. This is
in fact a braided Hopf algebra over H with antipode SB⊗B′ = SB ⊗ SB′ .
Braided tensor algebra. Let V ∈ HHYD. The ordinary tensor algebra T (V ) over V
is naturally an algebra in HHYD. The linear map
V → T (V )⊗T (V ), v 7→ v ⊗ 1 + 1⊗ v (v ∈ V )
can be extended to an algebra map ∆ : T (V ) → T (V )⊗T (V ). T (V ) becomes a
braided Hopf algebra over H with this ∆ and is called the braided tensor algebra
over V .
Nichols algebra. Let V ∈ HHYD. A Nichols algebra of V is a graded braided Hopf
algebra B =
⊕
n≥0 B(n) over H satisfying the following conditions:
(1) B(0) is the trivial Yetter-Drinfeld module.
(2) B(1) is isomorphic to V and generates B as an algebra.
(3) B(1) = {b ∈ B | ∆(b) = b⊗ 1 + 1⊗ b}.
A Nichols algebra of V always exists and is unique up to isomorphisms. Hence we
write it as B(V ) =
⊕∞
n=0Bn(V ). Some constructions of the Nichols algebra are
known but omitted here for brevity. For more details, see, e.g., [4, §2].
2.6. Bosonization. Let H be a Hopf algebra with bijective antipode. Given a
braided Hopf algebra B over H , we can construct an ordinary Hopf algebra B#H ,
called the bosonization [29, 38]. As a vector space, B#H = B ⊗H . The multipli-
cation and the comultiplication are given respectively by
(b#h) · (b′#h′) = b(h(1) ⇀ b′)#h(2)h′,
∆(b#h) = b<1>#(b<2>)(−1)h(1) ⊗ (b<2>)(0)#h(2)
for b, b′ ∈ B and h, h′ ∈ H . Here, for b ∈ B and h ∈ H , we write b⊗ h ∈ B ⊗H as
b#h. Under the same notation, the antipode of B#H is given by
(2.14) SB#H(b#h) = (1#SH(b(−1)h)) · (SB(b(0))#1) (b ∈ B, h ∈ H).
A Hopf algebra with projection onto H is always of the form B#H ; namely, let
A be a Hopf algebra having H as a Hopf subalgebra, and suppose that there exists
a Hopf algebra map π : A→ H such that π|H = idH . Then
B := {a ∈ A | (idA⊗π)(a) = a⊗ 1}
has a structure of a braided Hopf algebra over H such that the map
(2.15) B#H → A, b#h 7→ b · h (b ∈ B, h ∈ H)
is an isomorphism of Hopf algebras; see [38] for details.
ON INDICATORS OF HOPF ALGEBRAS 9
Now we consider the case where A =
⊕
n≥0A(n) is a graded Hopf algebra such
that A(0) = H and π : A→ H is the homogeneous projection. Then B is a graded
braided Hopf algebra over H with grading B(n) = B∩A(n). Moreover, identifying
B#H with A via (2.15), we have
(2.16) B(n)#H = A(n)
for all n ≥ 0 [1, §2].
Recall that a Hopf algebra A is said to have the dual Chevalley property if its
coradical is a Hopf subalgebra. If this is the case, then A is a filtered Hopf algebra
with respect to the coradical filtration. Hence we can consider the associated graded
Hopf algebra A := grA, A(n) = An/An−1 (with A−1 = 0).
Suppose moreover dimkA < ∞. Then the Loewy length ℓ := Lw(A) of the
coalgebra A is finite. By (2.10) and (2.16), we have an inequality
dimk(A) =
ℓ−1∑
n=0
dimk(A(n)) = dimk(H)
ℓ−1∑
n=0
dimk(B(n)) ≥ ℓ · dimk(H).
Summarizing the above arguments (and rewriting A as A), we obtain:
Lemma 2.4. If a finite-dimensional Hopf algebra A has the dual Chevalley prop-
erty, then Lw(A) · dimk(corad(A)) ≤ dimk(A).
Let B be a braided Hopf algebra overH . By the result of Radford [38] mentioned
above, (B#H)op is a Hopf algebra of the form B′#Hop for some braided Hopf
algebra B′ over Hop. An explicit description of B′ is found in [41], where our B′ is
denoted by Bop.
We are interested in the case where H = kΓ for some abelian group Γ. If this is
the case, then Hop = H and therefore the above B′ is again a braided Hopf algebra
over H . Given X ∈ ΓΓYD with action ⇀, we define X
op ∈ ΓΓYD to be the vector
space X equipped with the same coaction as X and the new action ⇁ given by
g ⇁ x = g−1 ⇀ x (g ∈ Γ, x ∈ X). By [41], we obtain:
Lemma 2.5. Let Γ be an abelian group, and let V ∈ ΓΓYD. Then there is an
isomorphism of graded Hopf algebras (B(V )#kΓ)op ∼= B(V op)#kΓ.
3. Indicators of Hopf algebras
3.1. Definition of the indicators. Let H be a Hopf algebra. For an integer m,
the m-th Sweedler power map
P
(m)
H : H → H, h 7→ h
[m] (h ∈ H)
is defined to be the m-th power of the identity map idH : H → H with respect to
the convolution product. Thus, for all h ∈ H and an integer m ≥ 1,
h[0] = ε(h)1H , h
[m] = h(1) · · ·h(m) and h
[−m] = S(h(1)) · · ·S(h(m)).
Now we suppose that H is finite-dimensional. Following [20], for each integer n ≥ 1,
we define the n-th indicator of H by
(3.1) νn(H) = Tr
(
SH ◦ P
(n−1)
H : H → H
)
,
where Tr means the ordinary trace of a linear operator. In [20], they showed that
the n-th indicator νn is a gauge invariant for all n ≥ 1. They also showed that νn
can be expressed by using integrals:
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Lemma 3.1. If λ ∈ H∗ and Λ ∈ H are both left integrals or both right integrals
such that 〈λ,Λ〉 = 1, then we have νn(H) = 〈λ,Λ[n]〉 for all n ≥ 1.
This is Corollary 2.6 of [20]. We include the proof for later use.
Proof. Consider the case where both λ and Λ are left integrals. Then, by [40],
λ′ = λ ◦ S−1 is a right integral such that 〈λ′,Λ〉 = 1. Hence, by the Radford trace
formula [40], we have
Tr(F ) = 〈λ′, S(Λ(2))F (Λ(1))〉 = 〈λ, S−1F (Λ(1))Λ(2)〉 = 〈λ, (S−1F ⋆ idH)(Λ)〉
for all F ∈ Endk(H). Applying this formula to F = SH ◦ P
(n−1)
H , we obtain the
desired formula. The proof is almost the same in the case where λ and Λ are both
right integrals. 
Set In(H) = HomH(H
⊗n, k) for n ≥ 1. For simplicity of notation, a linear map
H⊗n → k is often regarded as a multilinear map H × · · · ×H → k. Now we prove:
Lemma 3.2. νn(H) = Tr(E
(n)
H ) for all n ≥ 1, where E
(n)
H : In(H) → In(H) is a
linear map given by
E
(n)
H (f)(a1, . . . , an) = f(a2, . . . , an, S
2(a1)) (f ∈ In(H), a1, . . . , an ∈ H).
Proof. Recall that for each X ∈ HM, there is a canonical isomorphism
ΨX : HomH(H ⊗X, k)→ X
∗, f 7→ f(1H ⊗−).
Put X = H⊗(n−1) and define E ′ : X → X by
E ′(x) = S(h(n−1))a2 ⊗ · · · ⊗ S(h(2))an−1 ⊗ S(h(1))
for x = h⊗ a2 ⊗ · · · ⊗ an−1 ∈ X . For all such x and f ∈ In(H), we compute
ΨX(f)(E
′(x)) = f(1, S(h(n−1))a2, . . . , S(h(2))an−1, S(h(1)))
= f(S(h(n))h(n+1), S(h(n−1))a2, . . . , S(h(2))an−1, S(h(1)))
= f(h, a2, . . . , an−1, 1) = ΨX(E
(n)
H (f))(x).
In other words, ΨX ◦ E
(n)
H = (E
′)∗ ◦ ΨX and hence Tr(E
(n)
H ) = Tr(E
′). To compute
Tr(E ′), fix a basis {ei} of H . Let {e∗i } denote the dual basis to {ei}. For simplicity
of notation, we write n− 1 as m. By the definition of the trace,
Tr(E ′) =
∑
i1,...,im
〈
e∗i1 ⊗ · · · ⊗ e
∗
im , E
′(ei1 ⊗ · · · ⊗ eim)
〉
=
∑
i1,...,im
〈e∗i1 , S(ei1(m))ei2〉 · · · 〈e
∗
im−1 , S(ei1(2))eim〉〈e
∗
im , S(ei1(1))〉.
By using the formula
∑
i〈e
∗
i , x〉ei = x repeatedly, we compute
Tr(E ′) =
∑
i
〈e∗i , S(ei(m)) · · ·S(ei(1))〉 =
∑
i
〈e∗i , S(e
[n−1]
i )〉 = νn(H). 
Remark 3.3. Let C be a k-linear pivotal monoidal category with finite-dimensional
Hom-spaces. Ng and Schauenburg [35] defined the n-th Frobenius-Schur indicator
of V ∈ C to be the trace of a certain linear operator
(3.2) E
(n)
V : HomC(1C , V
⊗n)→ HomC(1C , V ⊗n),
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where 1C is the unit object of C. Although HMfd is not pivotal in general, there is
always an isomorphism of H-modules
ιH : H → H
∗∗, 〈ιH(h), f〉 = 〈f, S2(h)〉 (h ∈ H, f ∈ H∗).
Put M = H∗ and j = (ι∗H)
−1 :M →M∗∗. Treating j as if it were a component of
a pivotal structure of HMfd , we define an operator
E˜
(n)
M : HomH(k,M
⊗n)→ HomH(k,M⊗n)
in the same way as we have defined (3.2). By using graphical calculus as in §5 of
[35], we see that the canonical isomorphism
In(H) = HomH(H
⊗n, k)
(−)∗
−−−−→ HomH(k∗, (H⊗n)∗)
∼=
−−−−→ HomH(k,M⊗n)
makes the following diagram commute:
In(H)= HomH(H
⊗n, k)
∼=
−−−−→ HomH(k,M
⊗n)
E(n)H
y yE˜(n)M
In(H)= HomH(H
⊗n, k) −−−−→∼=
HomH(k,M
⊗n).
Since M ∼= H in HMfd , Tr(E˜
(n)
M ) can be thought as the n-th Frobenius-Schur indi-
cator of H with respect to “the pivotal structure ιH”. Note that if H is semisimple
and k is an algebraically closed field of characteristic zero, then the isomorphism
ιH is indeed a component of the canonical pivotal structure [15]. The isomorphism
ιH does not seem to be “canonical” in general: Let F be a twist of H and consider
the diagram
HF
(ιH)F
−−−−→ (H∗∗)F
ιHF
y yξH∗
(HF )
∗∗ −−−−→
ξ∗H
((H∗)F )∗,
where (−)F : HM→ HFM is functor (2.3) and ξX : (X
∗)F → (XF )∗ is the duality
transformation [35, §1]. If the above diagram would commute, we might say that
“the functor (−)F preserves ιH” (cf. the definition of pivotal-structure-preserving
functors [35, §1]). Note that in our case ξX is given by
〈ξX(f), x〉 = 〈f, β
−1
F x〉 (f ∈ X
∗, x ∈ X),
where βF is the element introduced in §2.2. By using (2.4), one can check that the
above diagram commute if and only if βF = SH(βF ).
3.2. Basic properties of the indicators. By using Lemmas 3.1 and 3.2, we
derive basic properties of the indicators of finite-dimensional Hopf algebras. The
following proposition is fundamental and easy to prove:
Proposition 3.4. Let H and H ′ be finite-dimensional Hopf algebras. Then:
(1) νn(H
∗) = νn(H) for all n ≥ 1.
(2) νn(H ⊗H ′) = νn(H) · νn(H ′) for all n ≥ 1.
Proof. (1) Let Λ ∈ H and λ ∈ H∗ be left integrals such that 〈λ,Λ〉 = 1. Since
〈−,Λ〉 is a left integral on H∗, we have
νn(H
∗) = 〈λ[n],Λ〉 = 〈λ(1),Λ(1)〉 · · · 〈λ(n),Λ(n)〉 = 〈λ,Λ
[n]〉 = νn(H)
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by Lemma 3.1 and the definition of the dual Hopf algebra.
(2) Let Λ′ ∈ H ′ and λ′ ∈ H ′∗ be left integrals such that 〈λ′,Λ′〉 = 1. Then both
λ˜ = λ ⊗ λ′ ∈ H∗ ⊗ H ′∗ and Λ˜ = Λ ⊗ Λ′ ∈ H ⊗ H ′ are left integrals such that
〈λ˜, Λ˜〉 = 1. Hence we have
νn(H ⊗H
′) = 〈λ˜, Λ˜[n]〉 = 〈λ,Λ[n]〉 · 〈λ′,Λ′[n]〉 = νn(H) · νn(H ′)
by Lemma 3.1 and the definition of the tensor product of Hopf algebras. 
By Lemma 2.1 and Proposition 3.4 (1), we obtain:
Corollary 3.5. νn is invariant under 2-cocycle deformation.
Fix an algebraic closure k of k. For each integer N ≥ 1, we define ON to be the
subring of k generated by the roots of the polynomial XN − 1. By definition, each
element of ON is of the form z = a1ω1 + · · · + amωm for some ai ∈ Z and some
ωi ∈ k such that ωNi = 1. For such an element z, we set
z := a1ω
−1
1 + · · ·+ amω
−1
m ∈ ON and |z|
2 := z · z.
The assignment z 7→ z is a well-defined ring automorphism of ON . Note that if
k ⊂ C (and k is chosen so that k ⊂ C), then ON is the ring of integers in the N -th
cyclotomic field Q[e2πi/N ] and z is the complex conjugate of z.
Proposition 3.6. Let H be a finite-dimensional Hopf algebra. Then:
(1) νn(H) ∈ k ∩ON for all n ≥ 1, where N = n · ord(S
2
H).
(2) νn(H
cop) = νn(H
op) = νn(H) for all n ≥ 1.
Proof. (1) We use Lemma 3.2 for the proof. Since
(E
(n)
H )
n(f) = f ◦ (S2 ⊗ · · · ⊗ S2)
for all f ∈ In(H), (E
(n)
H )
N is the identity map. Since the trace is the sum of the
eigenvalues, we have νn(H) ∈ ON . νn(H) ∈ k is trivial.
(2) The first equality is clear since SH : H
op → Hcop is an isomorphism of Hopf
algebras. To prove the second, we define R : In(H)→ In(Hcop) by
R(f)(a1, . . . , an) = f(an, . . . , a1) (f ∈ In(H), a1, . . . , an ∈ H).
Fix f ∈ In(H) and set g = (R ◦ E
(n)
H )(f) ∈ In(H
cop). Then
g(x1, . . . , xn) = E
(n)
H (f)(xn, . . . , x1) = f(xn−1, . . . , x1, S
2
H(xn))
for all x1, . . . , xn ∈ Hcop. Since SHcop = S
−1
H , we compute
(E
(n)
Hcop (g))(a1, . . . , an) = g(a2, . . . , an, S
2
Hcop (a1)) = f(an, . . . , a1)
for all a1, . . . , an ∈ H . This means E
(n)
Hcop ◦ R ◦ E
(n)
H = R. By Lemma 3.2,
ν(Hcop) = Tr(E
(n)
Hcop ) = Tr(R ◦ (E
(n)
H )
−1 ◦ R−1) = Tr((E(n)H )
−1).
Now let ω1, . . . , ωm be the eigenvalues of E
(n)
H . As we have seen in the proof of (1),
ωi’s are roots of unity. Hence we obtain
νn(H
cop) = Tr((E
(n)
H )
−1) =
∑
i
ω−1i =
∑
i
ωi = Tr(E
(n)
H ) = νn(H). 
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Suppose that H is quasitriangular with universal R-matrix R ∈ H ⊗H . Then
R is a twist of H and HR is isomorphic to H
cop. Hence, by the gauge invariance
and Proposition 3.6 (2), we obtain:
Corollary 3.7. νn(H) = νn(H) for all n ≥ 1 if H is quasitriangular.
Doi and Takeuchi [9] showed that the Drinfeld double D(H) can be obtained
from H∗ cop ⊗H by 2-cocycle deformation. Hence νn(D(H)) = νn(H∗ cop ⊗H) by
Corollary 3.5. By applying Propositions 3.4 and 3.6, we obtain:
Corollary 3.8. νn(D(H)) = |νn(H)|2 for all n ≥ 1.
This formula has been conjectured in [20] and proved in the case where H is a
semisimple Hopf algebra over C by using the formula of the n-th Frobenius-Schur
indicator of objects of a modular tensor category [20, Theorem 5.6].
3.3. Indicators of filtered Hopf algebras. LetH be a finite-dimensional filtered
Hopf algebra. Here we prove:
Theorem 3.9. νn(H) = νn(grH) for all n ≥ 1.
To prove this theorem, we understand the associated graded Hopf algebra in
a categorical way: First, let FiltVec(k) and GrVec(k) be the category of filtered
and graded vector spaces, respectively (recall our convention from §2.1). They
are symmetric monoidal categories and taking the associated graded vector space
defines a k-linear symmetric strong monoidal functor
(3.3) gr : FiltVec(k)→ GrVec(k).
A filtered and a graded Hopf algebra are nothing but a Hopf algebra in FiltVec(k)
and in GrVec(k), respectively. Now let H be a filtered Hopf algebra. The above
observation explains why gr(H) is a graded Hopf algebra: gr(H) is a graded Hopf
algebra as an image of a Hopf algebra in FiltVec(k) under (3.3).
Proof of Theorem 3.9. Since the claim is obvious for n = 1, we assume n ≥ 2. For
simplicity of notation, we putm = n−1. By the above description of the associated
graded Hopf algebra, we have
∇
(m)
gr(H) =
(
gr(H)⊗m
ϕH,...,H
−−−−−→ gr(H⊗m)
gr(∇(m)H )−−−−−−→ gr(H)
)
,
∆
(m)
gr(H) =
(
gr(H)
gr(∆
(m)
H )−−−−−−→ gr(H⊗m)
ϕ−1H,...,H
−−−−−→ gr(H)⊗m
)
,
where ∇(m) and ∆(m) are given by (2.1) and (2.2), respectively, and
ϕX1,...,Xm : gr(X1)⊗ · · · ⊗ gr(Xm)→ gr(X1 ⊗ · · · ⊗Xm) (Xi ∈ FiltVec(k))
is the isomorphism obtained by using the monoidal structure of (3.3). By the
definition of the Sweedler power map, we have
P
(m)
gr(H) = ∇
(m)
gr(H) ◦∆
(m)
gr(H) = gr(∇
(m)
H ) ◦ gr(∆
(m)
H ) = gr(P
(m)
H )
and therefore
gr(SH ◦ P
(m)
H ) = gr(SH) ◦ gr(P
(m)
H ) = Sgr(H) ◦ P
(m)
gr(H).
If f : X → X is a morphism in FiltVec(k) such that dimk(X) < ∞, then we have
Tr(f) = Tr(gr f). Thus, taking the trace of both sides of the above equation, we
obtain νn(H) = νn(grH). 
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3.4. Extending νn for n ≤ 0. Since the m-th Sweedler power map is defined for
all m ∈ Z, we can define the n-th indicator νn by (3.1) for all n ∈ Z. As we have
remarked, νn is a gauge invariant for all n ≥ 1 [20]. Here we first prove:
Theorem 3.10. νn is a gauge invariant for all integer n.
Our proof relies on the gauge invariance of νn for n ≥ 1 and the linear recurrence
relation between the Sweedler power maps. Recall that a sequence v = {vn}n≥1 of
elements of a vector space is said to be linearly recursive if there exists a non-zero
polynomial
∑m
i=0 ciX
i ∈ k[X ] such that
c0vj + c1vj+1 + · · ·+ cmvj+m = 0
for all j ≥ 1. If this is the case, all such polynomials form a non-zero ideal of k[X ].
The minimal polynomial of v is the monic polynomial generating this ideal. Now
we provide the following easy lemma:
Lemma 3.11. Let A be a finite-dimensional algebra, and let a ∈ A. Then the se-
quence a∗ = {an} is linearly recursive. Let fa(X) ∈ k[X ] be the minimal polynomial
of the sequence a∗. Then we have:
(1) deg fa(X) ≤ dimk(A).
(2) If g(X) ∈ k[X ] satisfies g(a) = 0, then fa(X) divides g(X).
(3) fa(0) 6= 0 if and only if a is invertible.
Proof. Put N = dimk(A). Since {ai}Ni=0 ⊂ A is linearly dependent, there exists a
non-zero polynomial f˜(X) =
∑N
i=0 λiX
i ∈ k[X ] such that f˜(a) = 0. Now let, in
general, g(X) =
∑m
i=0 ciX
i be a polynomial such that g(a) = 0. Then
c0a
j + c1a
j+1 + · · ·+ cma
j+m = aj · g(a) = 0
for all j ≥ 0. Applying this argument to g(X) = f˜(X), we see that a∗ is linearly
recursive and its minimal polynomial fa(X) divides f˜(X). Since deg f˜(X) ≤ N ,
we obtain (1). Again from the above argument, (2) follows.
Now we prove (3). We can write fa(X) = fa(0)+X ·p(X) for some p(X) ∈ k[X ].
If fa(0) 6= 0, then a is invertible with a−1 = −fa(0)−1p(a). If fa(0) = 0, then
a · p(a) = 0. Since p(a) 6= 0 by the minimality of fa(X), a is not invertible. 
Now we recall that A = Endk(H) is an algebra with respect to the convolution
product. Applying the above lemma to idH ∈ A, we see that the sequence
PH := {P
(n−1)
H }n≥1
is linearly recursive (cf. the proof of Proposition 2.7 of [20]). Let ΦH(X) be the
minimal polynomial of PH . We have ΦH(0) 6= 0 since idH is invertible with respect
to the convolution product (with the inverse SH).
Proof of Proposition 3.10. It is sufficient to prove the gauge invariance of νn for all
n ≤ 0. Thus, let H1 and H2 be finite-dimensional Hopf algebras and assume that
they are gauge equivalent. In what follows, we show that
(3.4) ν−n+1(H1) = ν−n+1(H2)
holds for all n ≥ 0 by induction on n.
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If n = 0, then the claim is trivial. Now we suppose that (3.4) holds for all
0 ≤ n < ℓ. Let Φ(X) be the least common multiple of ΦH1(X) and ΦH2(X) and
write it as Φ(X) =
∑m
i=0 ciX
i. Since c0 = Φ(0) 6= 0 by Lemma 3.11,
P
(0)
H = −c
−1
0 (c1P
(1)
H + · · ·+ cmP
(m)
H )
for H = H1, H2. Multiplying P
(−ℓ)
H to the both sides and applying
(3.5) Endk(H)→ k, F 7→ Tr(SH ◦ F ) (F ∈ Endk(H)),
we get ν−ℓ+1(H) = −c−10 (c1ν−ℓ+2(H) + · · · + cmν−ℓ+m+1(H)). By the gauge in-
variance of νn for n ≥ 1 and the induction hypothesis, we obtain
ν−ℓ+1(H1) = −c−10 (c1ν−ℓ+2(H1) + · · ·+ cmν−ℓ+m+1(H1))
= −c−10 (c1ν−ℓ+2(H2) + · · ·+ cmν−ℓ+m+1(H2)) = ν−ℓ+1(H2).
Hence (3.4) for n = ℓ is proved. 
Let λ ∈ H∗ and Λ ∈ H be left integrals such that 〈λ,Λ〉 = 1. Since the proof
of Lemma 3.1 is applicable even for n ≤ 0, we have νn(H) = 〈λ,Λ[n]〉 not only for
n ≥ 1 but also for n ≤ 0.
Among νn’s for n ≤ 0, the values of ν0 and ν−1 are of special interest. First we
compute ν0. By the definition and the above arguments, we have
ν0(H) = Tr(S
2
H) = 〈λ,Λ
[0]〉 = 〈λ, 1〉〈ε,Λ〉.
Hence, ν0(H) 6= 0 if and only if H is semisimple and cosemisimple [40]. Since such
a Hopf algebra is involutive (see [12] and [26]), we conclude:
Proposition 3.12. Let H be a finite-dimensional Hopf algebra. Then:
ν0(H) =
{
dimk(H) if H is semisimple and cosemisimple,
0 otherwise.
For n = −1, the value of νn is described as follows:
Proposition 3.13. Let H be a finite-dimensional Hopf algebra, and let Λ ∈ H be
a non-zero left integral. Then S2H(Λ) = ν−1(H)Λ.
Proof. Since the space of left integrals in H is one-dimensional, S2(Λ) = cΛ for
some c ∈ k. Let λr ∈ H∗ be a right integral such that 〈λr,Λ〉 = 1. Since λ = λr ◦S
is a left integral such that 〈λ,Λ〉 = 1 (see [40]),
ν−1(H) = 〈λ,Λ[−1]〉 = 〈λr, S2(Λ)〉 = c〈λr ,Λ〉 = c.
Hence S2(Λ) = cΛ = ν−1(H)Λ. 
Let H be a finite-dimensional Hopf algebra, and let Λ ∈ H be a non-zero left
integral. We note some properties of ν−1(H). First, by Proposition 3.13, ν−1(H)
is an eigenvalue of S2H . In particular,
(3.6) ν−1(H)ord(S
2
H) = 1.
Λ is also a left integral in Hcop. Again by Proposition 3.13,
ν−1(Hcop)Λ = S2Hcop (Λ) = S
−2
H (Λ) = ν−1(H)
−1Λ.
This yields a generalization of Proposition 3.6 to n = −1, as follows:
(3.7) ν−1(Hcop) = ν−1(H).
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By (3.6) and (3.7), in the same way as Corollary 3.7, we obtain:
Corollary 3.14. ν−1(H) ∈ {±1} if H is quasitriangular.
Let λ ∈ H∗ be a non-zero left integral. A distinguished grouplike element of H is
a unique grouplike element a ∈ H such that 〈λ ⋆ f, h〉 = 〈λ, h〉〈f, a〉 for all f ∈ H∗
and h ∈ H . Let a ∈ H and α ∈ H∗ be distinguished grouplike elements. Then we
have S2(Λ) = 〈α, a〉Λ (see [40]) and hence
(3.8) ν−1(H) = 〈α, a〉.
Recall that H is said to be unimodular if Λ is central. If this is the case, then the
distinguished grouplike element of H∗ is the counit ε ∈ H∗. Since ε(g) = 1 for all
grouplike element g ∈ H , we have:
Corollary 3.15. ν−1(H) = 1 if H is unimodular.
For n > 1, we can express the value of ν−n by using ν−1 and νn.
Proposition 3.16. Let H be a finite-dimensional Hopf algebra. Then:
(1) ν−n(H) = ν−1(H) · νn(H) for all n ≥ 1.
(2) If H is unimodular, then ν−n(H) = νn(H) for all n ≥ 1.
Proof. (1) Let λr ∈ H∗ be a non-zero right integral, and let Λ ∈ H be a left integral
such that 〈λr,Λ〉 = 1. Since λ = λr ◦ S is a left integral such that 〈λ,Λ〉 = 1,
ν−n(H) = 〈λ,Λ[−n]〉 = 〈λr, S2(Λ(n)) · · ·S
2(Λ(1))〉.
Here we note that, by Proposition 3.13,
S2(Λ(n)) · · ·S
2(Λ(1)) = S
2(Λ)(n) · · ·S
2(Λ)(1) = ν−1(H) · Λ(n) · · ·Λ(1).
Note also that λr ∈ (Hcop)∗ and Λ ∈ Hcop are left integrals such that 〈λr,Λ〉 = 1.
Hence, by Lemma 3.1 and Proposition 3.6,
νn(H) = νn(H
cop) = 〈λr ,Λ(n) · · ·Λ(1)〉.
Combining the above results, we obtain
ν−n(H) = ν−1(H)〈λr ,Λ(n) · · ·Λ(1)〉 = ν−1(H) · νn(H).
(2) This follows from (1) and Corollary 3.15. 
Hence, in principle, the properties of ν−n for n ≥ 1 can be deduced from the
properties of νn and ν−1. The previous results on νn for n ≥ 1 can be extended as
follows:
Corollary 3.17. Let H and H ′ be finite-dimensional Hopf algebras. Then, for all
n ∈ Z, we have the following:
(1) νn(H
∗) = νn(H) and νn(H ⊗H ′) = νn(H) · νn(H ′).
(2) νn(H) ∈ k ∩ON , where N = n · ord(S2H).
(3) νn(H
op) = νn(H
cop) = νn(H).
(4) νn(D(H)) = |νn(H)|2.
(5) νn(H) = νn(H) if H is quasitriangular.
(6) νn(H) = ν−n(H) if H is unimodular.
(7) If H is filtered, then νn(gr(H)) = νn(H).
See §3.2 for the definition of Om ⊂ k for m > 0. For m = 0, we define Om to be
the image of Z→ k, n 7→ n1. For m < 0, we set Om = O−m.
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Proof. (1)–(6) can be obtained from the results of §3.2 by using (3.6), (3.7), (3.8)
and Proposition 3.16. To prove (7), show P
(m)
gr(H) = gr(P
(m)
H ) for all m ≤ 0 in the
same way as the proof of Theorem 3.9. 
3.5. Applications to the Taft algebras. Let N > 1 be an integer such that
N 6= 0 in k, and suppose that there exists a primitive N -th root ω ∈ k of unity.
The Taft algebra TN2(ω) is a Hopf algebra generated as an algebra by x and g with
relations xN = 0, gN = 1, and gx = ωxg. The coalgebra structure is given by
(3.9) ∆(x) = x⊗ 1 + g ⊗ x, ε(x) = 0, ∆(g) = g ⊗ g, and ε(g) = 1,
and the antipode is determined by S(x) = −g−1x and S(g) = g−1. It is easy to see
that Λ = (1 + g + · · ·+ gN−1)xN−1 is a non-zero left integral. Since
S2(Λ) = (1 + g + · · ·+ gN−1) · S2(x)N−1 = ω−N+1Λ = ωΛ,
we get ν−1(TN2(ω)) = ω by Proposition 3.13. By the gauge invariance of ν−1,
we obtain the following result, which is proved in [20] by computing the second
indicator of TN2(ω).
Theorem 3.18. Let ω and ω′ be primitive N -th roots of unity. TN2(ω) and TN2(ω′)
are gauge equivalent if and only if ω = ω′.
By Corollary 3.14, we also obtain the following result:
Theorem 3.19. TN2(ω) is not quasitriangular if N > 2.
It has been well-known when the Taft algebra is quasitriangular. We note that
T4(−1) (over a field k such that char(k) 6= 2) has a family of universal R-matrices
Rα parametrized by α ∈ k [39].
4. Minimal polynomial of the indicators
4.1. Roots of the minimal polynomial. Let H be a finite-dimensional Hopf
algebra and consider the sequences
PH := {P
(n−1)
H }n≥1 ⊂ Endk(H) and νH := {νn(H)}n≥1 ⊂ k.
As we have seen in §3.4, the former sequence is linearly recursive. Since νH is the
image of PH under (3.5), νH is also linearly recursive [20, Proposition 2.7]. Now
let ΦH(X) and φH(X) be the minimal polynomial of PH and νH , respectively. By
definition,
(4.1) φH(X) | ΦH(X).
The aim of this section is to study the properties of the indicators via φH(X). One
of the main results of this section is the following theorem:
Theorem 4.1. Every root of φH(X) is a root of unity.
At this time, we do not know any direct method to treat φH(X) itself. We rather
prove that every root of ΦH(X) is a root of unity. Once such a claim is proved,
then Theorem 4.1 follows immediately from (4.1).
Now we provide some lemmas to prove Theorem 4.1. The first lemma will be
used in §6 for computation of the indicators of the Taft algebras and uq(sl2). The
proof is straightforward and omitted.
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Lemma 4.2. Let H be a Hopf algebra, and let x and g be elements of H. If g is
a grouplike element, then we have
(xg)[n] = x(1)ϕ(x(2)) · · ·ϕ
n−1(x(n)) · gn
for all n ≥ 1, where ϕ(a) = gag−1 for all a ∈ H.
The proof of the following lemma is also straightforward and omitted:
Lemma 4.3. Let H be a finite-dimensional Hopf algebra. If H ′ is a Hopf subalgebra
of H, then ΦH′(X) divides ΦH(X).
As an aside, φH′ (X) may not divide φH(X). For example, suppose char(k) 6=
2 and take H = T4(−1). Then H ′ = k(Z/2Z) is a Hopf subalgebra of H but
φH′(X) = X
2 − 1 does not divide φH(X) = (X − 1)2 (see [20, Example 3.4]).
Proof of Theorem 4.1. Recall that a Hopf algebra A is said to be pivotal if it has a
grouplike element g ∈ H such that S2(a) = gag−1 for all a ∈ A. Such an element
g is referred as a pivotal element of A.
Step 1 (Pivotal case). Suppose that H has a pivotal element g. Define Rg :
H → H by Rg(x) = xg for x ∈ H . Since g−1xg = S−2(x), we have
(xg−1)[n] = x(1)S−2(x(2)) · · ·S−2(n−1)(x(n)) · g−n
for all n ≥ 1 by Lemma 4.2. In other words,
(4.2) P
(n)
H ◦R
−1
g = R
−n
g ◦ T
(n)
H
for all n ≥ 1 with the notation in §2.3. Note that (4.2) holds also for n = 0. We
put n = lcm(qexp(H), ord(g)). Then
∑m
j=0(−1)
j
(
m
j
)
T
(nj)
H = 0 for some m > 0 by
the definition of the quasi-exponent. Since Rng = idH , we obtain
m∑
j=0
(−1)j
(
m
j
)
P
(nj)
H =
m∑
j=0
(−1)j
(
m
j
)
R−njg ◦ T
(nj)
H ◦Rg = 0
by (4.2). By Lemma 3.11 (2), this implies that ΦH(X) divides (X
n − 1)m, and
therefore every root of ΦH(X) is an n-th root of unity.
Step 2 (General case). Now we consider the general case. Let G be the subgroup
of the group of Hopf algebra automorphisms of H generated by g := S2H . Since the
semidirect product L = H ⋊ G is a pivotal Hopf algebra with pivotal element g,
by Step 1, every root of ΦL(X) is a root of unity. By Lemma 4.3, every root of
ΦH(X) is also a root of unity. 
4.2. Behavior of the indicator sequence. The behavior of a linearly recursive
sequence is dominated by its minimal polynomial. Theorem 4.1 yields some impor-
tant consequences on the behavior of the sequence νH = {νn(H)}n≥1. To describe
our result, we fix an algebraic closure k of k. For a finite-dimensional Hopf algebra
H , factorize φH(X) as
(4.3) φH(X) =
r∏
i=1
(X − ωi)
mi , mi ≥ 1, ωi 6= ωj (i 6= j)
in k[X ] and then define
e(H) = lcm(ord(ω1), . . . , ord(ωr)) and m(H) = max(m1, . . . ,mr).
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Theorem 4.4. For each finite-dimensional Hopf algebra H, there exists a unique
series of periodic sequences of elements of k,
cj = {cj(n)}n≥1 (j = 0, 1, 2, . . . ),
satisfying the following three conditions:
(C1) The period of each cj is non-zero in k.
(C2) cj = 0 for all sufficiently large j.
(C3) For all n ≥ 1, one has νn(H) =
∑∞
j=0
(
n
j
)
cj(n).
Moreover, such cj’s satisfy the following two conditions:
(C4) The period of each cj divides e(H).
(C5) cj = 0 if j ≥ m(H).
To prove this theorem, we require:
Lemma 4.5. Fix non-negative integers a, b and r. If aij =
(
a+bi
j
)
, then
det
[
(aij)i,j=0,...,r
]
= b
1
2 r(r−1)
Proof. Let P0(X), . . . , Pr(X) ∈ Q[X ] be polynomials of the form Pj(X) = ajXj+
(lower degree terms). Then, by a generalization of the Vandermonde determinant
[24, Proposition 1], we have
det
[
(Pj(Xi))i,j=0,...,r
]
= a0a1 · · · ar
∏
0≤i<j≤r
(Xj −Xi)
in Q[X1, . . . , Xn]. Considering the case where P0(X) = 1,
Pj(X) =
X(X − 1) · · · (X − j + 1)
j!
(j = 1, . . . , r),
and Xi = a+ bi (i = 0, . . . , r), we obtain the desired formula. 
Proof of Theorem 4.4. Factorize φH(X) as in (4.3). Since νH = {νn(H)}n≥1 is a
solution of the linear recurrence equation corresponding to φH(X), there exists a
family of elements cij ∈ k (1 ≤ i ≤ r, 0 ≤ j < mi) such that
νn(H) =
r∑
i=1
mi−1∑
j=0
cijω
n
i
(
n
j
)
for all n ≥ 1 (see, e.g., [16]). For convenience, set cij = 0 for j ≥ mi. Then define
cj = {cj(n)}n≥1 by cj(n) =
∑r
i=0 cijω
n
i for j ≥ 0 and n ≥ 1. It is clear that cj ’s
satisfy the required conditions (C1)-(C5), except that each cj is indeed a sequence
of elements of k.
Now we show that cj(n) ∈ k for all j ≥ 0 and n ≥ 1. Set m = m(H) and
e = e(H). Since cj = 0 for j ≥ m, we only consider c0, . . . , cm−1. Since they are
periodic with period dividing e, we have a system of linear equations
m−1∑
j=0
(
n+ ie
j
)
xj = yi (i = 0, . . . ,m− 1)
with xj = cj(n) and yi = νn+ie(H). Let A be the matrix of coefficients of this
system. By Lemma 4.5, det(A) = e
1
2 (m−1)(m−2) 6= 0 in k. Solving the above system
of equations, we see
cj(n) ∈ e
− 12 (m−1)(m−2) · span
Z
{νn+ie(H) | i = 0, . . . ,m− 1} ⊂ k.
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The uniqueness of {cj} follows from the uniqueness of the solution of a similar
system of equations. Suppose that both {c′j}j≥0 and {c
′′
j }j≥0 satisfy the conditions
(C1)-(C3). By (C2), there exists M > 0 such that c′j = c
′′
j = 0 for all j ≥ M . Let
E be the least common multiple of the periods of c′j and c
′′
j for j = 0, . . . ,M − 1.
By (C3), we have a system of linear equations
M∑
j=0
(
n+ iE
j
)
xj = 0 (i = 0, . . . ,M − 1)
with xj = c
′
j(n)−c
′′
j (n). Note that E 6= 0 in k by (C1). By Lemma 4.5, this system
has a unique solution and therefore c′j = c
′′
j for all j ≥ 0. 
Let p be a prime number. Lucas’ theorem implies that the sequence {
(
n
j
)
}n≥1 is
periodic modulo p. Hence, by Theorem 4.4, we have:
Corollary 4.6. Suppose char(k) > 0. Then, for any finite-dimensional Hopf alge-
bra H over k, the sequence {νn(H)}n≥1 is periodic.
If char(k) = 0, then
(
n
j
)
is expressed as a polynomial of n. Hence:
Corollary 4.7. Suppose char(k) = 0. Then, for a finite-dimensional Hopf algebra
H over k, there exist finitely many periodic sequences c˜0, . . . , c˜ℓ−1 such that
νn(H) = c˜0(n) + c˜1(n) · n+ · · ·+ c˜ℓ−1(n) · nℓ−1
for all n ≥ 1.
If k = C is the field of complex numbers, then we can discuss the asymptotic
behavior of νn(H) as n→∞. By Corollary 4.7, we see that (the absolute value of)
νn(H) is bounded above by a polynomial of n. Namely, we have:
Corollary 4.8. If H is a finite-dimensional Hopf algebra over C, then there exists
a non-negative integer ℓ such that limn→∞ n−ℓνn(H) = 0.
4.3. Hopf algebra with a pivotal element. Let H be a finite-dimensional Hopf
algebra. In view of Theorem 4.4, it is important to know e(H) and m(H) to study
the behavior of the sequence νH .
In [20], they observed that there seems to be some relations between φH(X)
and qexp(H). Refining the proof of Theorem 4.1, we obtain the following relation
between e(H) and qexp(H) under the assumption that H has a pivotal element.
Proposition 4.9. If H is a finite-dimensional pivotal Hopf algebra, then
(4.4) e(H) | qexp(H).
Proof. Let g ∈ H be a pivotal element. In the proof of Theorem 4.1, we have
proved that e(H) divides n := lcm(qexp(H), ord(g)). Hence we obtain
e(H) = e(H)′p | n
′
p = lcm(qexp(H)
′
p, ord(g)
′
p) = qexp(H),
where p = char(k), by (2.8) and (2.9) with convention n′0 = n. 
Remark 4.10. Let H be an arbitrary finite-dimensional Hopf algebra. By the above
proposition and the proof of Theorem 4.1, e(H) divides qexp(H⋊G) withG = 〈S2H〉.
Thus it could be an interesting problem to express qexp(H ⋊G) in a familiar way.
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4.4. Hopf algebra with the dual Chevalley property. We give estimations
of e(H) and m(H) for the case where the coradical of H is an involutely Hopf
subalgebra.
Lemma 4.11. Let H be a finite-dimensional Hopf algebra satisfying the following
two conditions:
(DC1) H has the dual Chevalley property.
(DC2) S2(h) = h for all h ∈ H0 := corad(H).
Then ΦH(X) divides (X
e − 1)ℓ, where e = exp(H0) and ℓ = Lw(H).
By (4.1), φH(X) | (X
e − 1)ℓ. Hence, by (2.7) and (2.8), e(H) | qexp(H0). Since
H0 is a Hopf subalgebra ofH , qexp(H0) | qexp(H). In conclusion, (4.4) holds under
the above conditions.
Before we give a proof, we note that (DC2) is redundant if char(k) = 0; indeed,
then the cosemisimplicity of H0 implies (DC2) by the results of [25, 26]. In the
case of char(k) > 0, it is conjectured, but not proved, that all finite-dimensional
cosemisimple Hopf algebras are involutive (Kaplansky’s fifth conjecture); see [12, 46]
for partial results on this conjecture.
Proof. Let f = P
(e)
H − P
(0)
H . By (DC2), T
(e)
H |H0 = P
(e)
H |H0 , where T
(e)
H is given
by (2.5). Hence f |H0 = 0 by the definition of the exponent. By Lemma 2.3,
ℓ∑
j=0
(
ℓ
j
)
(−1)jP
(ej)
H = (P
(e)
H − P
(0)
H )
⋆ℓ = f⋆ℓ = 0.
By Lemma 3.11 (2), we conclude that ΦH(X) divides (X
e − 1)ℓ. 
This lemma can be applied to pointed Hopf algebras. Given a Hopf algebra H ,
we denote by G(H) the group of grouplike elements of a Hopf algebra H . Note
that, if H is pointed, then
exp(corad(H)) = exp(G(H)) (= min{n ≥ 1 | gn = 1 for all g ∈ G(H)})
since corad(H) is the group algebra of G(H). Combining Lemma 4.11 and the
results of §4.2, we obtain:
Corollary 4.12. Suppose char(k) = 0. If H is a finite-dimensional pointed Hopf
algebra, there are sequences c˜0, . . . , c˜ℓ−1 of elements of k, where ℓ = Lw(H), such
that each c˜j is periodic with period exp(G(H)) and
νn(H) = c˜0(n) + c˜1(n) · n+ · · ·+ c˜ℓ−1(n) · nℓ−1
holds for all n ≥ 1.
Suppose p := char(k) > 0. For an integer n > 0, let np denote the largest power
of p dividing n (or np = (n
′
p)
−1 · n with the notation of §2.3). Now let H be a
finite-dimensional pointed Hopf algebra and set
e = exp(G(H)), ℓ = Lw(H), f = e′p and m = epℓ.
Corollary 4.13. Under the above assumptions, there are sequences c0, . . . , cm−1
such that each cj is periodic with period f and
νn(H) = c0(n) +
(
n
1
)
c1(n) + · · ·+
(
n
m− 1
)
cm−1(n)
holds for all n ≥ 1. In particular, if G(H) is a p-group, then cj’s are constant.
22 K. SHIMIZU
Proof. This follows from (Xe − 1)ℓ = (Xf − 1)m. 
Remark 4.14. Let H be a finite-dimensional Hopf algebra. In [20],
(4.5) deg ΦH(X) ≤ dimk(H)
2
has been shown without any assumptions on H (cf. Lemma 3.11 (1)). Now suppose
that (DC1) and (DC2) are satisfied. Then, by Lemmas 2.4 and 4.11,
deg φH(X) ≤ degΦH(X) ≤ exp(H0) Lw(H) ≤
exp(H0) dimk(H)
dimk(H0)
,
where H0 = corad(H). Hence, if H is pointed, then we obtain
(4.6) degΦH(X) ≤ dimk(H)
since exp(H0) | dimk(H0). This can be considered as a refinement of (4.5) for
the case where H is pointed. It is interesting to know when (4.6) holds. A posi-
tive answer to Kashina’s conjecture (see §2.3) would imply that (4.6) holds for all
finite-dimensional Hopf algebras over a field of characteristic zero having the dual
Chevalley property.
5. Applications to a family of pointed Hopf algebras
5.1. The Hopf algebra u(D, λ, µ). Throughout, the base field k is assumed to be
an algebraically closed field of characteristic zero. In a series of papers [1, 2, 3, 4,
5, 6], Andruskiewitsch and Schneider have classified all finite-dimensional pointed
Hopf algebras H such that G(H) is abelian and all prime divisors of |G(H)| are
greater than 7. As a result, such a Hopf algebra is isomorphic to the Hopf algebra
u(D, λ, µ), where D, λ and µ are certain parameters.
Following mainly [6], we recall the construction of u(D, λ, µ). Let Γ be a finite
abelian group, and let Γ∨ be the group of characters of Γ. The first parameter
(5.1) D = (Γ, (gi)i∈I , (χi)i∈I , A = (aij)i,j∈I )
is called a datum of finite Cartan type. Here, (gi)i∈I and (χi)i∈I are families of
elements of Γ and Γ∨, respectively, indexed by a totally ordered finite set I, and A
is a Cartan matrix of finite type. The datum D is required to satisfy the following
three conditions:
(1) qijqji = q
aij
ii and qii 6= 1 for all i, j ∈ I, where qij = χj(gi).
(2) Ni = ord(qii) is odd for all i ∈ I.
(3) Ni 6≡ 0 (mod 3) if i is in a connected component of type G2.
We write i ∼ j if i and j are in the same connected component in the Dynkin
diagram of A. By the condition (1), we have
qijqji = 1 for all i, j ∈ I such that i 6∼ j.
From (1), q
aij
ii = q
aji
jj follows. By the conditions (2) and (3), we have
(5.2) Ni = Nj if i ∼ j.
We say that i, j ∈ I are linkable if i 6∼ j, gigj 6= 1 and χiχj = 1. The second
parameter λ = (λij)i,j∈I;i<j , called a linking parameter, is a family of elements of
k such that λij = 0 whenever i and j are not linkable.
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To describe the third parameter µ, we introduce some notations. Let Φ be the
root system of A, Φ+ a system of positive roots, and {αi}i∈I a system of simple
roots. For a positive root α =
∑
i∈I niαi ∈ Φ
+, we set
gα =
∏
i∈I
gnii and χα =
∏
i∈I
χnii .
Define Jα ∈ I/ ∼ so that ni 6= 0 implies i ∈ Jα. We then choose i ∈ Nα and set
Nα = Ni. By (5.2), Nα does not depend on the choice of i. The third parameter
µ = (µα)α∈Φ+ , called a root vector parameter, is a family of elements of k such that
µα = 0 if either g
Nα
α = 1 or χ
Nα
α 6= 1.
Now we fix a datum D of finite Cartan type as in (5.1), a linking parameter λ
and a root vector parameter µ for D. Let VD be a vector space over k with basis
{xi}i∈I . This becomes a left Yetter-Drinfeld module over kΓ with the action ⇀
and the coaction ρ given respectively by
g ⇀ xi = χi(g)xi and ρ(xi) = gi ⊗ xi (g ∈ Γ, i ∈ I).
Consider the braided tensor algebra B = T (VD). For each α ∈ Φ+, an element
xα ∈ B is defined. If α = αi is a simple root, then xα = xi. For general α, xα is
defined by certain iterated braided commutators. We omit the further detail of the
construction of xα’s; see, e.g., [3]. One can find in [4, §6] a concrete description of
xα’s for the case where A is of type An.
Given a Hopf algebra H , we set H+ = Ker(εH). For each positive root α ∈
Φ+, also an element uα(µ) ∈ k〈g
Ni
i | i ∈ I〉
+ is defined by using the root vector
parameter µ. We again omit the detail of the construction, but note that uα(µ) = 0
for all α ∈ Φ+ if µ = (0)α∈Φ+ ; see [6].
We now consider the bosonization U(D) := B#kΓ and regard both B and kΓ as
its subalgebras. Let J(λ, µ) be the ideal of U(D) generated by
adc(xi)
1−aij (xj) (i, j ∈ I; i 6= j, i ∼ j),
adc(xi)(xj)− λij(1− gigj) (i, j ∈ I; i < j, i 6∼ j),
xNαα − uα(µ) (α ∈ Φ
+),
where adc(xi) = [xi,−]c is the braided commutator (2.13). Now we define
u(D, λ, µ) = U(D)/J(λ, µ).
Abusing notation, the images of xi ∈ B and g ∈ Γ in u(D, λ, µ) under the quotient
map are denoted by the same symbols.
Following [6], the ideal J(λ, µ) is in fact a Hopf ideal and the quotient u :=
u(D, λ, µ) is a finite-dimensional pointed Hopf algebra such that G(u) = Γ and
dimk(u) = |Γ| ·
∏
J∈I/∼
N
|Φ+J |
J ,
where Φ+J is a system of positive roots for a connected component J ∈ I/∼. By
the construction, the coalgebra structure is determined by
∆(xi) = xi ⊗ 1 + gi ⊗ xi (i ∈ I) and ∆(g) = g ⊗ g (g ∈ Γ).
Example 5.1. Let A = (aij)i,j=1,...,n be a Cartan matrix of finite type with sym-
metrization D = diag(d1, . . . , dn), and let q be a root of unity of order N > 1 such
that N is odd and N 6≡ 0 (mod 3) if the Dynkin diagram of A has a connected
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component of type G2. Let Γ be the abelian group generated by g1, . . . , gn with
defining relations gNi = 1 (i = 1, . . . , n) and set I = {1, 2, . . . , 2n},
gi+n = gi, χi(gj) = q
diaij , χi+n = χ
−1
i and A˜ =
(
A 0
0 A
)
for i, j = 1, . . . , n. It is easy to check that D = (Γ, (gi)i∈I , (χi)i∈I , A˜) is a datum of
finite Cartan type for Γ.
(1) Define λij = −δi+n,j(qdi − q−di)−1 for i, j ∈ I with i < j. Then λ = (λij)
is a linking parameter for D. The Hopf algebra uq(g) := u(D, λ, 0) is known as the
small quantum group associated with the semisimple Lie algebra g corresponding to
A. The usual generators of uq(g) are given by Ei = xi, Ki = gi and Fi = xi+ng
−1
i
(i = 1, . . . , n).
(2) It is easy to see that E = (Γ, (gi)ni=1, (χi)
n
i=1, A) is a datum of finite Cartan
type for Γ. The Hopf algebra u(E , 0, 0) is isomorphic to the Hopf subalgebra u≥0q (g)
of uq(g) generated by Ei,Ki (i = 1, . . . , n).
(3) F = (Γ, (gi+n)ni=1, (χi+n)
n
i=1, A) is also a datum of finite Cartan type for Γ.
The Hopf algebra u(F , 0, 0) is isomorphic to the Hopf subalgebra u≤0q (g) of uq(g)
generated by Fi,Ki (i = 1, . . . , n). Note that VF is isomorphic to V
op
E as a Yetter-
Drinfeld module over kΓ (see §2.6 for the definition of Xop for X ∈ ΓΓYD). Hence,
by Lemma 2.5,
(5.3) u≥0q (g)
op ∼= B(V
op
E )#kΓ ∼= B(VF )#kΓ ∼= u
≤0
q (g).
We go back to the general situation. If we consider the coradical filtration, then
there are isomorphisms gru(D, λ, µ) ∼= u(D, 0, 0) ∼= B(VD)#kΓ of (graded) Hopf
algebras. Hence, by Theorem 3.9, we have:
Theorem 5.2. νn(u(D, λ, µ)) = νn(B(VD)#kΓ) for all n ≥ 1.
5.2. Factorization of ν2. Fix a finite abelian group Γ of odd order. Let D be a
datum of finite Cartan type for Γ as in (5.1). For each J ∈ I/ ∼,
D[J ] := (Γ, (gi)i∈J , (χi)i∈J , (aij)i,j∈J )
is also a datum of finite Cartan type for Γ (cf. Example 5.1 (2) and (3)). The main
result of this section is the following factorization formula:
Theorem 5.3. For any parameters λ and µ for the above D,
ν2(u(D, λ, µ)) =
∏
J∈I/∼
ν2(B(VD[J])#kΓ).
To prove this theorem, we introduce a natural isomorphism
θV : V → V, θV (v) = v(−1) ⇀ v(0) (v ∈ V ∈ ΓΓYD).
Let V ∈ ΓΓYD. Recall that V is Γ-graded in a natural way. For all homogeneous
element v ∈ Vg and for all m ∈ Z, we have θmV (v) = g
m ⇀ v. In particular,
θ|Γ| = id. Recalling our assumption that |Γ| is odd, we introduce symbols
θ1/2 = θ(|Γ|+1)/2 and θ−1/2 = (θ1/2)−1 = θ−(|Γ|+1)/2.
Now we suppose that B is a finite-dimensional braided Hopf algebra over kΓ. The
second indicator of B#kΓ can be expressed by θ and SB as follows:
Lemma 5.4. ν2(B#kΓ) = Tr(θ
−1/2
B ◦ SB).
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Proof. Fix g, h ∈ Γ and a homogeneous element b ∈ Bg. By (2.14),
(5.4) SB#kΓ(b#h) = (h
−1g−1 ⇀ SB(b))#(h−1g−1).
Since SB preserves the coaction of kΓ, SB(b) ∈ Bg. Therefore we have
(5.5) SB#kΓ(Bg#h) ⊂ Bg#(h
−1g−1) (g, h ∈ Γ).
Following (5.5), for each g, h ∈ Γ, we define Sg,h : Bg#h → Bg#(h−1g−1) to be
the restriction of SB#kΓ. Since B#kΓ =
⊕
g,h∈ΓBg#h, we have
(5.6) ν2(B#kΓ) = Tr(SB#kΓ) =
∑
Tr(Sg,h),
where the sum is taken over all (g, h) ∈ Γ×Γ such that h = h−1g−1. Recalling our
assumption that |Γ| is odd, we set g−1/2 := g−(|Γ|+1)/2 for g ∈ Γ. Then h = h−1g−1
if and only if h = g−1/2. By (5.4), we have
Sg,g−1/2(b#g
−1/2) = (g−1/2 ⇀ SB(b))#g−1/2 = θ
−1/2
B SB(b)#g
−1/2
for all b ∈ Bg, and hence Tr(Sg,g−1/2) = Tr(θ
−1/2
B SB|Bg : Bg → Bg). By (5.6), we
now conclude ν2(B#kΓ) =
∑
g∈ΓTr(Sg,g−1/2) = Tr(θ
−1/2
B SB). 
ForX,Y ∈ ΓΓYD, one has θX⊗Y = (θX⊗θY )cY,XcX,Y . Hence X and Y centralize
each other if and only if
(5.7) θX⊗Y = θX ⊗ θY .
Lemma 5.5. Let B1 and B2 be finite-dimensional braided Hopf algebras over kΓ.
If they centralize each other, then we have
ν2((B1⊗B2)#kΓ) = ν2(B1#kΓ) · ν2(B2#kΓ).
Proof. We get θ
−1/2
B1 ⊗B2 ◦ SB1⊗B2 = (θ
−1/2
B1
◦ SB1) ⊗ (θ
−1/2
B2
◦ SB2) from (5.7) and
the definition of the braided tensor product. Take the trace of both sides and then
apply Lemma 5.4. 
Proof of Theorem 5.3. Write I/∼ = {I1, . . . , Im} and set Bj := B(VD[Ij ]) for each
j. Then, for each i, j with i 6= j, Bi and Bj centralize each other, and there is
an isomorphism B(VD) ∼= B1⊗ · · · ⊗Bm of braided Hopf algebras [5, Lemma 1.4].
Now the result is obtained by using Lemma 5.5 repeatedly. 
Corollary 5.6. Let g and q be as in Example 5.1, and decompose g into a direct
sum of simple Lie algebras, as g = g1 ⊕ · · · ⊕ gm. Then we have
ν2(uq(g)) =
m∏
i=1
∣∣∣ν2(u≥0q (gi))∣∣∣2.
Proof. By Theorem 5.3, ν2(uq(g)) =
∏m
i=1 ν2(u
≥0
q (gi)) · ν2(u
≤0
q (gi)) Hence the de-
sired formula follows from (5.3) and Proposition 3.6 (2). 
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5.3. Examples and an application to uq(sl2). As an application of Corollary
5.6, we compute the second indicator of uq(sl2). For this purpose, we need the
second indicator of u≥0q (sl2), i.e., the Taft algebra.
Example 5.7 (Taft algebras). Let ω be a root of unity of odd order N > 1, and let
Γ be a cyclic group of order N generated by g ∈ Γ. Define V ∈ ΓΓYD by
V = kx, g ⇀ x = ωx, ρ(x) = g ⊗ x.
The Nichols algebra B := B(V ) is generated as an algebra by the primitive element
x ∈ V with relation xN = 0 and its bosonization B#kΓ is isomorphic to the Taft
algebra TN2(ω).
Let us compute ν2(TN2(ω)) by using Lemma 5.4. Since x ∈ Bg, we have x
i ∈ Bgi
for i = 0, . . . , N − 1. Hence θB(xi) = gi ⇀ xi = ωi
2
xi. By using (2.12) repeatedly,
we also have
SB(x
i) = SB(g ⇀ x
i−1) · SB(x) = −ωiSB(xi−1)x = . . . = (−1)iωi(i−1)/2xi.
For simplicity, set ξ = ω(N+1)/2 so that ξ2 = ω. By the above computation,
(θ
−1/2
B ◦ SB)(x
i) = (−1)iξi(i−1)−i
2
xi = (−ξ−1)ixi.
By Lemma 5.7,
ν2(TN2(ω)) =
N−1∑
i=0
(−ξ−1)i =
1− (−ξ−1)N
1− (−ξ−1)
=
2
1 + ω−(N+1)/2
.
This formula has been obtained in [20] in a more direct approach (but notice that
our TN2(ω) is isomorphic to their TN2(ω
−1)). Note that our arguments cannot be
applied if N is even. In [20] they have also showed that if N = ord(ω) is even, then
ν2(TN2(ω)) = 4(1− ω
−1)−1.
Example 5.8. Let q be a root of unity of odd order N > 1. The Hopf algebra uq(sl2)
is generated as an algebra by E, F and K with relations EN = FN = 0, KN = 1,
KE = q2EK, KF = q−2FK, and
(5.8) EF − FE =
K −KN−1
q − q−1
.
The coalgebra structure is determined by
∆(E) = E ⊗ 1 +K ⊗ E, ∆(F ) = F ⊗K−1 + 1⊗ F, ∆(K) = K ⊗K.
Now we apply Corollary 5.6. Since u≥0q (sl2) ∼= TN2(q
2),
(5.9) ν2(uq(sl2)) = ν2(TN2(q
2)) · ν2(TN2(q2)) =
4
(1 + q)(1 + q−1)
.
Let p be another root of unity with ord(p) = ord(q). As an application of (5.9), we
can prove the following theorem:
Theorem 5.9. The following three assertions are equivalent:
(1) up(sl2) and uq(sl2) are isomorphic as Hopf algebras.
(2) up(sl2) and uq(sl2) are gauge equivalent.
(3) p = q±1.
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Proof. (1) ⇒ (2) is trivial. To prove (2) ⇒ (3), we compute
1
ν2(up(sl2))
−
1
ν2(uq(sl2))
=
(p− q)(1 − p−1q−1)
4
by using (5.9). By the gauge invariance of ν2, we obtain p = q
±1. Finally, we prove
(3) ⇒ (1). If p = q, then the claim is trivial. If p = q−1, then
uq(sl2)→ up(sl2); E 7→ FK, F 7→ K
−1E, K 7→ K
defines an isomorphism of Hopf algebras [23, §3.1.2]. 
6. Higher indicators of Taft algebras
6.1. Computing the Sweedler power maps. Throughout, k is assumed to be
an algebraically closed field of characteristic zero. In this section, we derive closed
formulas for the indicators of the Taft algebra TN2(ω) and that of the small quantum
group uq(sl2). As a result, it turns out that the n-th indicator of uq(sl2) is expressed
by the n-th indicator of TN2(ω) with ω = q
2.
We first introduce several notations. Let q be a formal parameter. For an integer
n ≥ 0, we set (0)q = 0 and (n)q = 1 + q + · · ·+ qn−1 (n ≥ 1). The q-factorial (n)q!
is defined inductively by (0)q! = 1 and (n)q! = (n− 1)q! · (n)q. For integers m and
a, we define the q-binomial coefficient by
(6.1)
(
m
a
)
q
=
(m)q!
(a)q !(m− a)q!
(0 ≤ a ≤ m) and
(
m
a
)
q
= 0 (otherwise).
For non-negative integers L, a and m, we set
(6.2)
{
L
a,m
}
q
=
∑
j1+···+jm=a
qj
2
1+···+j2m
(
L
j1
)
q
(
j1
j2
)
q
· · ·
(
jm−1
jm
)
q
,
where the sum is taken over all non-negative integers j1, . . . , jm satisfying j1+ · · ·+
jm = a. Note that the summand of the right-hand side of (6.2) is zero unless
(6.3) L ≥ j1 ≥ j2 ≥ . . . ≥ jm ≥ 0
is satisfied. Thus (6.2) is a sum taken over all partitions of a. Note also
(6.4)
{
L
a,m
}
q
= 0 unless 0 ≤ a ≤ mL.
Remark 6.1. The right-hand side of (6.2) has a combinatorial interpretation; in-
deed, it is the generating function of (m,m + 1;L, a)-admissible partitions in the
sense of Warnaar [50, Definition 7].
Now fix a parameter ω ∈ k×. Since (6.1) and (6.2) are Laurent polynomials of q,
we can substitute q = ω. Let T (ω) be the algebra generated by g, g−1 and x with
defining relations gg−1 = 1 = g−1g and gxg−1 = ωx. T (ω) admits a Hopf algebra
structure determined by the same formula as (3.9) and has TN2(ω) as a quotient
Hopf algebra when ω is a primitive N -th root of unity.
Lemma 6.2. The n-th Sweedler power of xrgs ∈ T (ω) is given by
(xrgs)[n] =
∞∑
a=0
{
r
a, n− 1
}
ω
ωasxrga+ns.
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By (6.4), the right-hand side is in fact a sum taken over 0 ≤ a ≤ r(n − 1). For
simplicity of notation, we are expressing it as an infinite sum.
Proof. Define ϕ : T (ω)→ T (ω) by u 7→ gug−1. By Lemma 4.2, we have
(6.5) (xrgs)[n] = (∇(n) ◦ (id⊗ϕs ⊗ · · · ⊗ ϕs(n−1)) ◦∆(n))(xr) · gns,
where ∆(n) and ∇(n) are given by (2.1) and (2.2), respectively. In what follows, we
use multi-index notation; an n-dimensional multi-index is an n-tuple i = (i1, . . . , in)
of non-negative integers. Given such i, we set
|i| = i1 + · · ·+ in and
(
m
i
)
q
=
(m)q !
(i1)q! · · · (in)q!
(for |i| = m).
Observe that ∆(n)(x) = x1 + · · ·+ xn, where
(6.6) xi = g ⊗ · · · ⊗ g︸ ︷︷ ︸
i−1
⊗x⊗ 1⊗ · · · ⊗ 1︸ ︷︷ ︸
n−i
∈ T (ω)⊗n (i = 1, . . . , n).
Let In,r be the set of all n-dimensional multi-indices i such that |i| = r. Note that
if i < j, then xjxi = ωxixj . Hence, by the q-multinomial formula,
a∆(n)(xr) = ∆(n)(x)r = (x1 + · · ·+ xn)
r =
∑
i∈In,r
(
r
i
)
q
xi
where xi = xi11 · · ·x
in
n . By a slightly tedious computation, we obtain
(id⊗ϕ⊗ · · · ⊗ ϕn−1)(xi) = ωσ1(i)xi and ∇(n)(xi) = ωσ2(i)xrgσ1(i),
where σm(i) =
∑n
c=1 (ic+1 + · · ·+ in)
m for m ≥ 1. Hence, by (6.5),
(6.7) (xrgs)[n] =
∞∑
a=0
∑
σ1(i)=a
(
r
i
)
ω
ωas+σ2(i)xrga+ns,
where the second sum is taken over all i ∈ In,r satisfying σ1(i) = a.
Now let Jn,r be the set of all (n−1)-tuple (j1, . . . , jn−1) of non-negative integers
satisfying (6.3) with L = r and m = n− 1. Then the map
f : In,r → Jn,r, (i1, . . . , in) 7→ (i2 + · · ·+ in, i3 + · · ·+ in, . . . , in−1 + in, in)
gives a bijection between In,r and Jn,r. If (j1, . . . , jn−1) = f(i), then
σm(i) = j
m
1 + j
m
2 + · · ·+ j
m
n−1 and
(
r
i
)
=
(
r
j1
)
q
(
j1
j2
)
q
· · ·
(
jn−2
jn−1
)
q
.
The desired formula is obtained by rewriting (6.7) as the sum taken over all a ≥ 0
and all (j1, . . . , jn−1) ∈ Jn,r such that j1 + · · ·+ jn−1 = a. 
6.2. Higher indicators of the Taft algebra. Let N > 1 be an integer, and let
ω ∈ k be a primitive N -th root of unity. Here we compute the indicators of the
Taft algebra TN2(ω). The following lemma will be needed:
Lemma 6.3. Consider the congruence equation nx ≡ m (mod N), where n and
m are integers and N is a positive integer.
(1) If m 6≡ 0 (mod d), where d = gcd(N,n), then there are no solutions.
(2) If m ≡ 0 (mod d), then the solutions are x = nˇ(m/d) + (N/d)j +NZ (j =
0, 1, . . . , d− 1), where nˇ is an integer such that nˇn ≡ d (mod N).
The proof is elementary and omitted.
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Theorem 6.4. Let ω be a root of unity of order N > 1. Then we have
(6.8) νn(TN2(ω)) = d
∞∑
i=0
{
N − 1
di, n− 1
}
ω
ω−nˇdi
2
for all n ≥ 1, where d = gcd(N,n) and nˇ is an integer such that nˇn ≡ d (mod N).
Proof. Put Λ =
∑N−1
s=0 x
N−1g−s ∈ TN2(ω) and define λ ∈ TN2(ω)∗ by
〈λ, xigj〉 = δi,N−1δj,0 (i, j = 0, . . . , N − 1).
Λ and λ are right integrals such that 〈λ,Λ〉 = 1. By Lemmas 3.1 and 6.2,
(6.9) νn(T ) =
∞∑
a=0
∑
s∈K(a)
{
N − 1
ℓ, n− 1
}
ω
ω−as,
where K(a) = {x ∈ Z/NZ | nx ≡ a (mod N)}. By Lemma 6.3, K(a) = ∅ unless
a ≡ 0 (mod d). Hence, we may assume that the first sum of (6.9) is taken over all
a ∈ dZ≥0. If a = di for some i ∈ Z≥0, then, by Lemma 6.3,
K(a) = {nˇi+ (N/d)j +NZ | j = 0, . . . , d− 1}.
Observe ds ≡ nˇdi2 (mod N) for all s ∈ K(a). By (6.9), we obtain
νn(T ) =
∞∑
i=0
∑
s∈K(di)
{
N − 1
di, n− 1
}
ω
ω−dis = d
∞∑
i=0
{
N − 1
di, n− 1
}
ω
ω−nˇdi
2
. 
6.3. Higher indicators of uq(sl2). We now show that the indicators of uq(sl2)
can be expressed by the indicators of the Taft algebra, as follows:
Theorem 6.5. Let q be a root of unity of odd order N > 1. Then we have
νn(uq(sl2)) =
1
gcd(N,n)
∣∣νn(TN2(q2))∣∣2
for all n ≥ 1.
To prove this theorem, we consider the coradical filtration of uq := uq(sl2) and
let u′q = gr(uq). By Theorem 3.9, we have νn(uq) = νn(u
′
q) for all n ≥ 1. Thus we
compute νn(u
′
q) instead of νn(uq). As an algebra, u
′
q is generated by K, E and F
with the same relations as uq but with (5.8) replaced by EF − FE = 0. Now we
define elements g, x, y ∈ u′q by g = K, x = E and y = FK. It is easy to see that
u′q is generated as an algebra by g, x and y with relations
xN = yN = 0, gN = 1, gx = q2xg, gy = q−2yg, yx = q2xy.
With respect to these generators, the comultiplication is given by
∆(g) = g ⊗ g, ∆(x) = x⊗ 1 + g ⊗ x, ∆(y) = y ⊗ 1 + g ⊗ y.
Note that u′q has the set {x
rysgℓ | r, s, ℓ = 0, 1, . . . , N − 1} as a basis. We first
compute the Sweedler power maps with respect to this basis:
Lemma 6.6. Let n, r, s and t be integers such that n > 0 and r, s ≥ 0. Then the
n-th Sweedler power of xrysgt ∈ u′q is given by
(xrysgt)[n] =
∞∑
a,b=0
{
r
a, n− 1
}
q2
{
s
b, n− 1
}
q−2
q2t(a−b)xrysga+b+nt.
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Proof. Define ϕ : u′q → u
′
q by u 7→ gug
−1. By Lemma 4.2, we have
(6.10) (xrysgℓ)[n] = (∇(n) ◦ (id⊗ϕt ⊗ · · · ⊗ ϕt(n−1))ℓ ◦∆(n))(xrys) · gnt.
For a multi-index i = (i1, . . . , in), we set x
i = xi11 · · ·x
in
n and y
i = yi11 · · · y
in
n , where
xi is given by (6.6) and yi is given by the same formula as xi but with x replaced
by y. Now let In,r be the set of multi-indices i such that |i| = r. Then, by the
q-multinomial formula, we have
∆(n)(xrys) = ∆(n)(x)r ·∆(n)(y)s =
∑
i∈In,r
∑
j∈In,s
(
r
i
)
q2
(
r
j
)
q−2
xiyj.
For i ∈ In,r, set σm(i) =
∑n
c=1 (ic+1 + · · ·+ in)
m. Then we have
(id⊗ϕ⊗ · · · ⊗ ϕn−1)(xiyj) = q2(σ1(i)−σ1(j))xiyj.
Writing X1 · · ·Xn as
∏n
c=1Xc for short, we compute
∇(n)(xiyj) =
n∏
c=1
xicgic+1+···+inyjcgjc+1+···+jn = q2(σ2(i)−σ2(j))x|i|y|j|gσ1(i)+σ1(j).
Put σ˜(i) = t · σ1(i) + σ2(i) for simplicity. Now we have
(xrysgt)[n] =
∑
i∈In,r
∑
j∈In,s
(
r
i
)
q2
(
r
j
)
q−2
q2σ˜(i)−2σ˜(j)xrysgσ1(i)+σ1(j)+nt
by (6.10). The desired formula is obtained by rewriting the right-hand side in a
similar way as the proof of Lemma 6.2. 
Proof of Theorem 6.5. Put Λ =
∑N−1
ℓ=0 x
N−1yN−1g−t ∈ u′q and define λ ∈ (u
′
q)
∗
by 〈λ, xrysgt〉 = δr,N−1δs,N−1δt,0 (r, s, t = 0, . . . , N − 1). λ and Λ are both right
integrals such that 〈λ,Λ〉 = 1. By Lemmas 3.1 and 6.6, we obtain
(6.11) νn(uq) = νn(u
′
q) =
∞∑
a,b=0
∑
t∈K(a+b)
{
N − 1
a, n− 1
}
q2
{
N − 1
b, n− 1
}
q−2
q2t(b−a),
where K(c) = {x ∈ Z/NZ | nx ≡ c (mod N)}. Since, by Lemma 6.3, K(c) = ∅
unless c ≡ 0 (mod d) (d = gcd(N,n)), we may assume that the first sum of (6.11)
is taken over all non-negative integers a and b satisfying
(6.12) a+ b ≡ 0 (mod d).
Now assume (6.12) and write a+ b = dℓ. Then, again by Lemma 6.3,
K(a+ b) = {nˇℓ+ (N/d)j +NZ | j = 0, . . . , d− 1}.
Since the order of q2(N/d) is d, we have∑
t∈K(a+b)
q2t(b−a) =
d−1∑
j=0
q2nˇℓ(a−b) · q2(a−b)(N/d)j(6.13)
= q2nˇℓ(b−a) ×
{
d if b− a ≡ 0 (mod d),
0 otherwise.
Hence, in addition to (6.12), we may assume
(6.14) b− a ≡ 0 (mod d).
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Since d is odd, (6.12) and (6.14) imply a ≡ b ≡ 0 (mod d). Following, we rewrite a
and b in (6.11) as di and dj (i, j ≥ 0), respectively, and then obtain
(6.15) νn(uq(sl2)) = d
∞∑
i,j=0
{
N − 1
di, n− 1
}
q2
{
N − 1
dj, n− 1
}
q−2
q2nˇd(i+j)(j−i)
by (6.13). The proof is done by comparing (6.15) with (6.8). 
Remark 6.7. Theorem 6.5 can be thought as Theorem 5.6 with g = sl2 but with n
arbitrary. It is interesting to find such a formula for νn(uq(g)) for general semisimple
Lie algebras g.
6.4. Explicit values of the indicators. Theorem 6.4 reduces the computation
of the indicators of TN2(ω) to the evaluation of (6.2) at L = N −1 and q = ω. Here
we consider the case where N = 2, 3.
First we assume N = 2. Let a and m be integers satisfying 0 ≤ a ≤ m. Then
the summand of the right-hand side of (6.2) is zero unless j1 = . . . = ja = 1 and
ja+1 = . . . = jm = 0. Hence we have{
1
a,m
}
−1
= (−1)a
for 0 ≤ a ≤ m. By using this result, we compute
ν1(T ) = 1, ν2(T ) = 2, ν3(T ) = 3 and ν4(T ) = 4,
where we have abbreviated T = T4(−1). By Lemma 4.11, the minimal polynomial
φT (X) divides (X
2−1)2. Thus, solving the recurrence equation xn+4−2xn+2+xn =
0 with the initial values xn = n (1 ≤ n ≤ 4), we obtain:
Proposition 6.8 (Example 3.4 of [20]). νn(T4(−1)) = n for all n ≥ 1.
The above argument is summarized and generalized as follows: First, for each
n = 1, . . . , N2, compute the n-th indicator of TN2(ω) in some way, by hand, or by
using a computer. Then solve the linear recurrence equation
xn −
(
N
1
)
xn+N +
(
N
2
)
xn+2N − · · ·+ (−1)
N
(
N
N
)
xn+N2 = 0 (n ≥ 1)
with the initial values xi = νi(TN2(ω)) for i = 1, . . . , N
2. As a result, we get
νn(TN2(ω)) = xn (n = N
2 + 1, N2 + 2, . . . ).
Following this scheme, let us compute the indicators of T9(ω). The following result
has been noted in [20, p.72] without details (as we have mentioned in §5.3, their
TN2(ω) is slight different from ours).
Proposition 6.9. For all n ≥ 1, we have
(6.16) νn(T9(ω)) = n×

1− ω if n ≡ 0,
1 if n ≡ 1,
−ω if n ≡ 2 (mod 3).
Proof. Fix a,m ∈ Z such that 0 ≤ a ≤ 2m. First we compute
(6.17)
{
2
a,m
}
ω
=
∑
j1+···+jm=a
ωj
2
1+···+j2m
(
2
j1
)
ω
(
j1
j2
)
ω
· · ·
(
jm−1
jm
)
ω
.
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m ≡ 0 m ≡ 1 m ≡ 2
a ≡ 0 1 1 1
a ≡ 1 −1 −1 −1
a ≡ 2 0 0 0
a ≡ 3 1 1 1
a ≡ 4 −1 −1 −1
a ≡ 5 0 0 0
(i) The case where a < m.
m ≡ 0 m ≡ 1 m ≡ 2
a ≡ 0 1 0 −ω
a ≡ 1 0 −1 −ω2
a ≡ 2 −ω2 ω 0
a ≡ 3 1 0 −ω
a ≡ 4 0 −1 −ω2
a ≡ 5 −ω2 ω 0
(ii) The case where a ≥ m.
Table 1. The value of
{
2
a,m
}
ω
at ω3 = 1 for 0 ≤ a ≤ 2m
Let (j1, . . . , jm) be an m-tuple of integers satisfying j1 + · · · + jm = a and (6.3)
with L = 2. Then we have j1 = . . . = jb = 2, jb+1 = · · · = jb+c = 1 and
jb+c+1 = . . . = jm = 0 for some b, c ∈ Z such that
(6.18) b, c ≥ 0, b+ c ≤ m, and 2b+ c = a.
Put ℓ = b + c. Then we have b = a− ℓ, c = 2ℓ− a and
ωj
2
1+···+j2m
(
2
j1
)
ω
(
j1
j2
)
ω
· · ·
(
jm−1
jm
)
ω
= ωℓ(1 +
[
a 6= 2ℓ
]
· ω),
where, given a statement P , we have used the Iverson bracket [P ] ∈ {0, 1} to
indicate one if P is true and zero otherwise. For simplicity of notation, put ℓ0 =
⌈a/2⌉ and ℓ1 = min {a,m}. By (6.18), ℓ0 ≤ b+ c ≤ ℓ1. Rewriting (6.17) as the sum
taken over ℓ = b+ c, we obtain{
2
a,m
}
ω
=
ℓ1∑
ℓ=ℓ0
ωℓ(1 +
[
a 6= 2ℓ
]
· ω) =
ℓ1∑
ℓ=ℓ0
ωℓ +
[
a ∈ 2Z
]
· ωa/2+1.
By a case-by-case analysis depending on a ∈ Z/6Z, m ∈ Z/3Z and whether a < m
or not, we obtain Table 1.
Now it is straightforward to check (6.16) for 1 ≤ n ≤ 9. By solving the linear
recurrence equation xn+9 − 6xn+6 + 6xn+3 − xn = 0, we see that (6.16) holds for
all n ≥ 1. 
Proposition 6.10. Let q be a primitive third root of unity. Then, for all n ≥ 1,
the n-th indicator of uq := uq(sl2) is given by νn(uq) = n
2
This follows from Theorem 6.5 and Proposition 6.9.
In particular, φuq (X) = (X − 1)
2, e(uq) = 1 and m(uq) = 2.
6.5. Remarks. In §6.2, we have derived (6.8) in a quite direct way. In the preced-
ing §6.3, we have derived (6.15) with the help of Theorem 3.9. Comparing (6.15)
with (6.8), we have obtained Theorem 6.5. These results reduce the computation
of the indicators to the evaluation of (6.2) at q being a root of unity. At this time,
we do not know any effective way to compute (6.2). However, since it is the gener-
ating function of certain type of partitions, we would expect that a combinatorial
approach would be helpful for this problem.
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n cω(n)
n ≡ 0 2 · (1 − ω)
n ≡ 1 1
n ≡ 2 1− ω
n ≡ 3 −ω
(i) The case where N = 4.
n cω(n)
n ≡ 0 5 · (1 − ω−1)−1
n ≡ 1 1
n ≡ 2 −ω − ω2
n ≡ 3 −ω − ω2 − ω3
n ≡ 4 −ω
(ii) The case where N = 5.
n cω(n)
n ≡ 0 6 · (1 − ω)
n ≡ 1 1
n ≡ 2 2 · (1 − ω)
n ≡ 3 3 · (1 − ω)
n ≡ 4 2 · (1 − ω)
n ≡ 5 −ω
(iii) The case where N = 6.
n cω(n)
n ≡ 0 7 · (1 − ω−1)−1
n ≡ 1 1
n ≡ 2 −ω − ω2 − ω3
n ≡ 3 −ω − ω2
n ≡ 4 −ω − ω2 − ω3 − ω4 − ω5
n ≡ 5 −ω − ω2 − ω3 − ω4
n ≡ 6 −ω
(iv) The case where N = 7.
Table 2. cω for N = 4, 5, 6, 7
In §6.4, we have determined the indicators of TN2(ω) for N = 2, 3. For these
values of N , there exists a sequence cω = {cω(n)}n≥1 such that
(6.19) νn(TN2(ω)) = cω(n) · n, cω(N + n) = cω(n) and cω(n) ∈ Z[ω]
for all n ≥ 1. By using a computer, one can continue the computation and observe
that there seems to be such a sequence for each N . For example, for N = 4, 5, 6, 7,
such a sequence exists and is given by Table 2 (in the table, ‘≡’ means congruence
modulo N). Note that if (6.19) would hold, then
(6.20) νn(uq(sl2)) =
|cq2(n)|
2n2
gcd(ord(q), n)
.
Frobenius theorem. The Frobenius theorem in finite group theory states that (1.2)
is divisible by gcd(n, |G|). Since (1.2) is the n-th indicator of the group algebra kG,
it is natural to ask the following question:
Question 6.11. Is νn(H)/ gcd(n, dimk(H)) an algebraic integer?
This question has been answered positively for several families of semisimple
Hopf algebras by the author [44, 45]. However, the general answer is not known
even in the semisimple case. As observed in the above, if H is the Taft algebra,
then it is likely that νn(H)/n is in Z[ω]. More interestingly, νn(uq(sl2)) seems to be
divisible by n2. In the case where ord(q) = 3, this has been verified in Proposition
6.10. If ord(q) = 5, then
νn(uq(sl2))
n2
=

−3(q + q−1)− 2(q2 + q−2) n ≡ 0
1 n ≡ 1, 4,
−2(q + q−1)− (q2 + q−2) n ≡ 2, 3 (mod 5)
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by (6.20) and Table 2 (ii). In a similar way, if ord(q) = 7, then
νn(uq(sl2))
n2
=

−6(q + q−1)− 3(q2 + q−2)− 5(q3 + q−3) n ≡ 0
1 n ≡ 1, 6,
−2(q + q−1)− (q2 + q−2)− 2(q3 + q−3) n ≡ 2, 5,
−3(q + q−1)− (q2 + q−2)− 2(q3 + q−3) n ≡ 3, 4 (mod 7).
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