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Abstract—Due to the complexity of modeling the elastic prop-
erties of materials, the use of machine learning algorithms is
continuously increasing for tactile sensing applications. Recent
advances in deep neural networks applied to computer vision
make vision-based tactile sensors very appealing for their high-
resolution and low cost. A soft optical tactile sensor that is
scalable to large surfaces with arbitrary shape is discussed
in this paper. A supervised learning algorithm trains a model
that is able to reconstruct the normal force distribution on
the sensor’s surface, purely from the images recorded by an
internal camera. In order to reduce the training times and the
need for large datasets, a calibration procedure is proposed to
transfer the acquired knowledge across multiple sensors while
maintaining satisfactory performance.
I. INTRODUCTION
The importance of the sense of touch in humans has been
repeatedly shown to be fundamental even when all other
sensing modalities are available, see for example [1] and
[2]. Similarly, artificial tactile sensors can be of great help
to robots for manipulation tasks, and in general for their
interaction with the environment and with humans.
The aim of robotic tactile sensing systems is to make a
robot capable of sensing the different types of forces, tem-
perature changes and vibrations that its surface is subject to.
However, compared to the human tactile sensing system, the
state-of-the-art tactile sensors often address only a fraction
of these capabilities [3], and are generally only tailored to
specific tasks.
In the last decade, as a result of the increased use of
machine learning, computer vision has progressed dramati-
cally. This has enabled the use of cameras to sense the force
distribution on soft surfaces, by means of the deformation
that elastic materials undergo when subject to force. In this
respect, acquisition devices that sense a variety of properties
(i.e. force, vibrations) via direct physical contact, using a
vision sensor to infer these properties from the change in
light intensity or refractive index, are often referred to as
optical tactile sensors. In particular, one class of optical
tactile sensors relies on tracking the motion of markers
distributed over a deformable surface to reconstruct the force
distribution, see for example [4] and the references therein.
The approach discussed in this article is based on the
sensor presented in [5]. The sensor exploits the information
provided by the movement of spherical markers that are ran-
domly distributed within the volume of a three-dimensional
silicone gel. An off-the-shelf camera is used to track the
pattern created by these markers inside the gel. In this way,
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Fig. 1. The experimental setup used for the evaluation presented in this
article.
an approximation of the strain field is obtained. Training data
is collected with an automatic procedure, where the spherical
tip of a needle is pressed against the gel at different positions
and depths. During this procedure, the camera is used to
collect images of the resulting pattern, while the ground truth
normal force is measured with a force torque (F/T) sensor.
A neural network is trained with the labeled data to
reconstruct the normal force distribution over the deformable
sensor’s surface. In order to reduce the training data neces-
sary to achieve satisfactory performance on a different gel
(with different hardness and marker distribution), a calibra-
tion layer is added to the existing architecture, and trained
on a considerably smaller dataset. The resulting architecture
achieves an accuracy comparable to the one attained by the
original model on the larger dataset.
A. Related work
Sensing the location and the type of the different forces
that a body is subject to is a key requirement to enable safe
human-robot interaction. However, tactile sensing research
is still far from achieving the same sort of comprehensive
solution that cameras, with their high resolution and rela-
tively small size and low cost, represent for visual sensing.
Various categories of tactile sensors have been proposed in
the literature, monitoring and exploiting different properties
of materials that change under contact with another body, of
which an overview is given in [3] and [6].
Compared to other categories (e.g. tactile sensing arrays
exploiting changes in capacitance or resistance), soft optical
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(or vision-based) tactile sensors combine low cost, ease of
manufacture and minimal wiring. They intrinsically provide
high spatial resolution (stemming from the high resolution
of modern image sensors) and preserve the softness of their
surface. These advantages come with the drawback of a
larger size, which can be overcome by the use of multiple
cameras (with a smaller footprint), as conceptually described
in [7].
Vision-based tactile sensors generally observe the behavior
of certain light quantities to infer the forces applied to the
elastic surface of the sensor. As an example, in [8], a tactile
sensor that uses the principle of total internal reflection
is proposed, while in [9] photometric stereo is used to
reconstruct the contact shape with a piece of elastometer
through the use of differently colored lights.
In [10], a camera tracks the motion of spherical markers
positioned in a grid pattern within a transparent elastic ma-
terial. An analytical model is used to reconstruct the applied
force distribution by approximating the problem with a semi-
infinite elastic half-space. In particular, it is experimentally
measured how the spread of the markers over two layers
at different depths improves the robustness to errors in
the computation of the displacement of these markers. A
biologically-inspired design is presented and analyzed in [11]
and [12], with markers arranged in a special pattern below
the surface. The average displacement of these markers is
related to the shear and normal forces applied to the contact
surface.
However, the complexity of modeling the elastic properties
of soft materials makes the derivation of a map from the
monitored properties (i.e. marker displacement, changes in
light intensity) to force distribution very challenging, espe-
cially when a sensor is interfaced with different types of
objects. For this reason, machine learning algorithms have
recently been applied to the force reconstruction problem,
see for instance [13] and [14].
In [4], a deep neural network is used to estimate the
contact force on different types of objects, by using the same
sensor as in [9] with the addition of a printed layer of markers
on the surface. In [15], based on an automatic data collection
procedure, a neural network estimates the force on a footpad
while moving over certain trajectories.
Compared to most of the approaches cited, the method
presented in [5] and discussed here does not rely on a special
pattern of markers to be tracked by the camera, due to the
particular choice of the features extracted from the images.
In fact, the random distribution of the markers simplifies
manufacture and makes this sensor suitable to adapt to
arbitrary shapes and scalable to large surfaces through the use
of multiple cameras. The chosen representation of the normal
force distribution can handle different types of indenters
and multiple points of contact. Moreover, it can easily be
extended to sense shear forces. The algorithms proposed here
provide an estimate of the normal force distribution at 60 Hz
on a standard laptop (dual-core CPU, 2.80 GHz).
Transfer learning, see [16] for a survey, is an important
topic to address when it becomes relevant to speed up
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Fig. 2. The full thickness of the experimental setup from the base of
the camera to the surface is approximately 38 mm. The thickness of the
different silicone layers is indicated in the figure.
learning. As an example, a data alignment mechanism is
proposed in [17] to transfer the task knowledge between two
different robot architectures. In the context of tactile sensing,
collecting a dataset might be time consuming. The proposed
design and modeling enable the transfer of the knowledge
acquired on one tactile sensor across different gels with
different marker patterns. To this purpose, a calibration
procedure is presented in this paper, which considerably
reduces the amount of data required for learning, as well
as the training time.
B. Outline
The sensor design is discussed in Section II. The training
data collection procedure is described in Section III and
the postprocessing of the data into features for the learning
algorithm is presented in Section IV. In Section V, the
neural network architecture is explained and experimental
results are presented. The calibration procedure is described
in Section VI, while conclusions are drawn in Section VII.
II. SENSOR DESIGN
The tactile sensor discussed here, schematically shown in
Fig. 2, is made of a silicone gel (with a squared horizontal
section of 32x32 mm) with spherical markers spread over its
volume and a camera underneath to track the motion of these
markers. The camera is an ELP USBFHD06H, equipped with
a fisheye lens that has an angle of view of 180 degrees. The
image frames are acquired at a resolution of 640x480 pixels
and cropped to a region of interest of 440x440 pixels. The
camera frame rate is 60 fps.
Three soft silicone layers are poured on top of the camera.
A stiff transparent layer (ELASTOSIL RT 601 RTV-2, mix-
ing ratio 7:1, shore hardness 45A) serves as a base for the
remaining layers and diffuses the light produced by two rings
of LEDs. The markers are embedded in a soft transparent
gel (Ecoflex GEL, ratio 1:1, shore hardness 000-35), which
is then covered with a black layer (ELASTOSIL RT 601
RTV-2, mixing ratio 25:1, shore hardness 9A) that filters
out external light disturbances. The production procedure
follows the one described in [5], but smaller fluorescent green
polyethylene microspheres (with a diameter of 150 to 180
µm) are used as markers to provide strain information at a
finer spatial resolution. An indication of the thickness of the
different layers is shown in Fig. 2.
The randomness of the marker positions over the gel’s vol-
ume facilitates production. Conversely to sensing techniques
that require a specific pattern in the marker distribution, the
sensor discussed here is directly adaptable to any required
shape.
Note that the design proposed shows a proof of concept
and its dimensions have not been optimized. Nevertheless,
the size is suitable for deployment to a robot gripper, as
shown in [18] with a vision-based sensor of similar dimen-
sions. The current sensor thickness is mainly determined by
the fisheye lens and the stiff layer. The thickness of these
components can be traded off against the field of view of
the camera, i.e., smaller cameras with lower angles of view
and placed closer to the sensor’s surface would result in
reduced thickness but smaller gel coverage. In this respect,
the use of a higher number of cameras can increase the field
of view while retaining a limited thickness. Alternatively,
applications with very thin structures, e.g. robotic fingers,
can be addressed by the use of mirrors [19]. In the context of
robot skins, a coarser spatial resolution is generally required
in sections of the body where space is of less relevance,
i.e. humanoid robot trunk or arms, where tactile sensors are
generally used for collision detection. As an example, the
camera might be placed inside the robot trunk at a greater
distance from the surface to cover a larger portion of the
body.
III. DATA COLLECTION
The neural network architecture needs a considerable
amount of training data to be able to predict the normal
force distribution with satisfactory accuracy. In order to
automatize the data collection procedure, a precision milling
and drilling machine (Fehlmann PICOMAX 56 TOP) with
3-axis computer numerical control (CNC) is used. A F/T
sensor (ATI Mini40) is attached to the spindle of the machine
to assign ground truth force labels to the data. A plexiglass
plate, connected to the F/T sensor, serves as a holder for a
spherical-ended cylindrical indenter that is approximately 40
mm long with a diameter of 1.2 mm. The tactile sensor is
clamped to the machine base, and the indenter is pressed and
released over the entire surface of the gel at different depths
to span a certain range of normal force values. The F/T
readings are recorded while the camera streams the pictures
at a fixed frequency. The milling machine provides a 24 V
digital signal that is used to synchronize the data from the
different sources. Fig. 3 shows the data collection setup.
IV. FEATURE ENGINEERING
The task of reconstructing the normal force distribution on
the surface of the tactile sensor can be formulated as a su-
pervised learning problem, mapping the information obtained
from the camera images to the applied force. To this purpose,
the selection of relevant features is of great importance.
Similarly, choosing an appropriate representation of the force
distribution, that is, the labels of the supervised learning
algorithm, is crucial.
Fig. 3. The indenter is controlled by a CNC milling machine and it is
pressed against the gel while the data from the camera and the F/T sensor
are recorded.
In order to have a flexible representation, suitable to span
the force fields generated by multiple objects with arbitrary
shapes, the approach discussed in this paper consists of the
discretization of the gel’s surface in n smaller bins, assigning
a force value to each of these. The resulting n values for each
data point are stacked together in a n-dimensional vector,
which represents the label in that instance. In the special case
of the data collected with the automatic procedure described
in Section III, this vector has a very sparse structure. In fact,
provided that the surface in contact with the indenter lies
entirely inside one bin, the value of the normal force applied
by the tip of the needle on the gel’s surface is encoded at
the vector’s component representing the bin that contains the
point of application. The remaining vector components are
filled with zeros. An example of a label vector obtained from
the automatic data procedure is shown in Fig. 4.
Fig. 4. For the spherical indenter described in Section III, the resulting
normal force distribution is nonzero only at the bin that includes the
indentation position, where it takes the value measured by the F/T sensor,
here indicated with F .
With regard to the input to the force reconstruction model,
the images are processed before being fed to the learning
architecture for training or prediction. Conversely to directly
taking the image pixels as features, extracting meaningful
information from each image and creating a more compact
set of features results in lower data requirements and shorter
training times. In addition, having features that are likely to
be invariant under the same force distribution, when extracted
on separate gels with different marker patterns, is highly
desirable. In this respect, this paper discusses an approach
based on dense optical flow [20].
Dense optical flow algorithms aim to estimate the motion
at each pixel of the image. The algorithm based on Dense
Inverse Search (DIS), see [21], approaches this task by
(a) Original image (b) Optical flow
Fig. 5. The RGB camera image, in (a), is converted to grayscale. The
dense optical flow, shown in (b) at subsampled locations, is then computed
with respect to the image at rest using the DIS-based algorithm.
reconstructing the flow at multiple scales in a coarse-to-fine
fashion. DIS employs an efficient search of correspondences,
which renders the approach suitable to run in real-time. With
respect to the application proposed here, the algorithm is
independent of the marker type and distribution, since it
only requires a trackable distinct pattern, which in the tactile
sensor discussed in this paper is in fact given by the spherical
markers.
The original RGB image is converted to grayscale, and
the optical flow algorithm is applied. An example of the
computed flow is shown in Fig. 5.
As in [5], the resulting flow is stored at each pixel as tuples
of magnitude and an angle with respect to a fixed axis. The
image plane is then divided into a grid of m regions with
equal area and each optical flow tuple is assigned to one of
these regions, depending on its position in the image. For
each region i = 1, . . . ,m, the following average quantities
are computed,
davg,i =
1
Ni
Ni-1∑
j=0
dij (1)
αavg,i = atan2
Ni-1∑
j=0
sin(αij),
Ni-1∑
j=0
cos(αij)
 , (2)
where dij and αij represent respectively the magnitude and
the angle of the tuple j assigned to the region i, and Ni is the
total number of tuples assigned to the region i. The formula
in (1) computes the arithmetic mean of the displacements in
each region, while the one in (2) is the circular mean of the
angles, as defined in [22, p. 106]. These average quantities
have the advantage of implicitly storing position information
(in fact, they are an approximation of the optical flow at each
of the regions’ centers). Furthermore, provided that a distinct
pattern is available at each region, they are independent of
the markers’ distribution over the entire volume. Therefore,
they are designed to be invariant when the same forces are
applied to a different gel with the same material properties
but not necessarily with the same marker pattern. The two
average quantities for each of the m regions are chosen as
the 2×m features, which are the input to the neural network
Fig. 6. The DNN architecture. In red the input layer (with 2 × m
placeholders), in blue the hidden layers with the logistic activation functions,
indicated with σ, in green the output layer (with n neurons), which has an
identity activation function to perform the regression task. The biases are
not shown in the figure.
architecture that is presented in Section V.
V. MODEL TRAINING
A. Learning architecture
A deep neural network (DNN) is designed to estimate
the normal force distribution applied to the tactile sensor’s
surface, given the features extracted from the optical flow. A
feedforward architecture with three fully connected hidden
layers, all using a logistic function as the activation unit, is
chosen. The input layer reads the 2 ×m features described
in Section IV, while the output layer returns the predicted
n-dimensional output, which assigns a force value to each of
the sensor’s surface bins. A scheme summarizing the chosen
architecture is shown in Fig. 6.
The loss used to train the DNN is the average root mean
squared error (aRMSE, see [23]), that is,
aRMSE =
1
n
n-1∑
i=0
√√√√∑Nset-1l=0 (y(l)i − yˆ(l)i )2
Nset
, (3)
where y(l)i and yˆ
(l)
i are the i-th components of the true and
the predicted l-th label vector, respectively, and Nset is the
number of samples in the set that is being evaluated (i.e.
training, validation, test sets). The optimization method used
to train the network is RMSProp with Nesterov momentum
(known as Nadam, see [24]). In order to prevent overfitting,
dropout layers, see [25], are added after each of the hidden
layers and are used during the training phase. Moreover, a
portion of the training data is selected as a validation set,
and the loss computed on this set is used to early stop
the optimization when this loss does not decrease for Nes
consecutive epochs.
B. Evaluation
A dataset is collected using the automatic procedure
presented in Section III. The needle is pressed on the
square surface at a set of positions described by a grid with
equal spacings of 0.75 mm. The tip of the indenter reaches
eight different depth levels, from 0.25 mm to 2 mm. This
procedure gives 10952 data points, with the normal force
measured by the F/T sensor up to 1 N.
The other parameters used in this experiment are summa-
rized in Table I.
Symbol Value Description
m 1600 # of averaging regions in the image
n 81 # of bins that grid the sensor surface
- 200 training batch size
- 0.001 learning rate
Nes 50 early stopping parameter
- 0.15 dropout rate
- (800,400,400) hidden layers’ size
TABLE I
PARAMETERS USED TO TRAIN THE DNN ARCHITECTURE.
Before training, 20% of the dataset is put aside as a test
set, that is subsequently used to evaluate the results.
Given the sparse nature of the label vectors, the evaluation
of the results is discussed with respect to some quantities
(additionally to the aRMSE) that are particularly intuitive
for this application. These measures have been introduced in
[5] and capture the performance of the sensor in predicting
the correct location and magnitude of the force applied with
the needle used for this experiment. For l = 0, 1, . . . , Nset−1,
the following indexes are computed,
kl = argmax
i=0,1,...,n−1
|y(l)i |, kˆl = argmax
i=0,1,...,n−1
|yˆ(l)i |.
An error metric based on the distance between the maximum
components of the true and estimated label vectors is then
introduced as,
dloc =
1
Nset
Nset−1∑
l=0
‖c(kl)− c(kˆl)‖2, (4)
where c(k) denotes the location of the center of the bin k
on the surface. Similarly, an error that only considers the
magnitude of the maximum components of the true and
estimated label vectors is defined as,
RMSEmc =
√√√√ 1
Nset
Nset−1∑
l=0
(
y
(l)
kl
− yˆ(l)
kˆl
)2
. (5)
The results of the trained model evaluated on the test set
are summarized in Table II. An example of the predicted
normal force distribution is shown in Fig. 7.
Criterion Value Unit
aRMSE 0.009 [N]
dloc 0.107 [mm]
RMSEmc 0.065 [N]
TABLE II
EVALUATION OF THE TRAINED MODEL ON THE TEST SET.
Fig. 7. The predicted normal force distribution (in red) for a sample in
the test set, compared to the ground truth (in blue). x and y are the two
Cartesian axes spanning the gel’s surface, with the origin at one corner. The
sign of the normal force F is defined to be negative when directed towards
the camera.
VI. CALIBRATION
Collecting large datasets for each sensor is time con-
suming, even if automatized as described in Section III.
Furthermore, a model that has been trained to reconstruct the
normal force distribution on a particular gel may not yield
the same prediction performance on another gel. Despite the
sensor design and the invariance of the chosen features, there
are still other variables that are specific for each sensor and
might not have been accounted for.
Modeling the gel as a linearly elastic half-space, the
magnitude of the 3D elastic displacement u of a marker is
related to the concentrated normal force F applied to the
sensor’s surface by a proportional factor, that is,
u = h(E)F, (6)
where h depends on the hardness of the material, through
its Young’s modulus E. A formal derivation of this fact
is given by the Bousinnesq solution [26, p. 50]. However,
the resulting hardness of the gel’s surface is sensitive to
the actual percentage of the two components that are mixed
together to produce it. When the model trained on one gel is
applied to a gel with a different hardness (i.e. mixing ratio),
an appropriate transformation of the marker displacements
observed in the images is necessary to attain comparable per-
formance. Nevertheless, it is not straightforward to perform
this operation due to the influence of the camera model on
this transformation and to the presence of noise introduced
by the camera acquisition and the optical flow computation.
In addition, the relative position of the gel with respect to
the camera is crucial. In fact, the sensitivity of a marker’s
position in the image (with respect to a fixed image coor-
dinate frame) to changes in the distance z from the lens is
inversely proportional to the square of z. That is, from the
pinhole camera equations (see [27, p. 49]),
p ∝ 1
z
⇒ ∂p
∂z
∝ 1
z2
, (7)
where p is the distance of the marker in the image from the
origin of the image coordinate frame. Therefore, given the
Fig. 8. The input layer is directed towards a calibration layer (in violet)
with 2 ×m neurons, which is then connected to the hidden layers of the
original architecture.
small distance of the markers from the fisheye lens, relatively
small differences in the thickness of the materials across
multiple gels (that are introduced during the production
and assembly of the sensor) result in considerably different
observed displacements.
Moreover, if a different camera is used, its intrinsic
parameters have an effect on how the marker displacements
are projected onto the image plane. This problem can be
solved by undistorting the images, a procedure that may
however introduce other inaccuracies in compensating for
the considerable distortion of the lens.
Considering that the differences mentioned are all at the
level of the features, a preprocessing fully connected layer
with a rectified linear unit (ReLU) activation function is
added to the previously trained DNN architecture between
the input and the first hidden layer. The weight matrix
corresponding to this preprocessing layer is initialized with
the identity.
A considerably smaller number of data points is collected
on a new gel (over a coarser grid), and the augmented
architecture (of which a snippet is shown in Fig. 8) is then
trained on this dataset by freezing all the weights apart
from the ones belonging to the added preprocessing layer.
In this way, the training time and the data requirements are
greatly reduced, while retaining comparable performance to
the one obtained in Section V. The parameters used for this
procedure are summarized in Table III and the results are
shown in Fig. 9, for different sizes of the training set.
Symbol Value Description
- 64 size of training batches
- 0.0001 learning rate
Nes 200 early stopping parameter
- 0.05 dropout rate
TABLE III
PARAMETERS USED TO TRAIN THE CALIBRATION LAYER
Note that the success of this rather simple calibration tech-
nique is mainly due to the choice of the features described in
Section IV. As opposed to learning the force reconstruction
task directly from the pixel values, the averaged optical flow
features are in fact invariant across different gels, except for
Fig. 9. A dataset of 800 samples is collected on the sensor that undergoes
the calibration procedure. Portions of different sizes are used as training
sets, while the remaining data serve as a test set for evaluation. The different
metrics show that the augmented architecture (in blue) attains comparable
performance to the experiment presented in Section V (in red), where the
network was trained with a much larger dataset (7884 data points). Training
both the original and the augmented architecture with the smaller dataset
from scratch yields a substantially inferior performance, and the results are
therefore not shown in this plot. The same applies to predicting the normal
force distribution on the new gel with the network trained in Section V (on
the first gel, before calibration).
the alignment and scaling factors mentioned above.
VII. CONCLUSION
An approach to sense the normal force distribution on
a soft surface has been discussed. A learning algorithm
has been applied to a vision-based tactile sensor, which is
inexpensive and easy to manufacture. The proposed strategy
is scalable to arbitrary surfaces and therefore suitable for
robot skin applications.
The results show that the sensor can reconstruct the normal
force distribution applied with a test indenter after being
trained on an automatically collected dataset. Note that the
learning problem discussed here is a multiple multivariate
regression, which maps multi-dimensional feature vectors
to multi-dimensional label vectors. The DNN architecture
is able to predict the force applied to each of the surface
bins, which can either be zero or the one actually applied
with the point indenter. Conversely to regression techniques
that separately predict each output, a feedforward neural
network can capture the interrelations between the different
output label components. Since the network does not directly
use knowledge of the point indentation, this strategy is
therefore appealing for more general contacts (e.g. with
larger indenters or multiple contacts) that will be the subject
of future work.
The tactile sensing pipeline proposed here estimates the
static force distribution from the images captured by a cam-
era. In practice, due to the small hysteresis of the materials
employed, dynamic indentations can also be reconstructed
with a limited loss of accuracy.
In order to speed up the learning and the training data
collection, the variations across different sensors of the same
type have been identified at the level of the features. There-
fore, this paper has proposed a calibration procedure that
accordingly modifies the input to the learning architecture,
thus transferring the knowledge across different gels.
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