This article reports results from an empirical search for the determinants of the very small firms' survival prospects. Research in the area seems to be excessively concentrated in new firms and fails to include measures related to the investment policies and market strategies of the small firms. Making use of information from balance sheets and perceptual data collected through a survey of a small sample of incumbent small manufacturing enterprises of the traditional sectors in Brazil, the Cox proportional hazard model, new variables and new and unconventional model specifications, the study achieves striking results. The many identified determinants of the small businesses' hazard rates concern the financing, working capital and production technology policies, the matching of investment and financing maturities, the market strategies, the characteristics of the entrepreneur, business risk, profitability and the economic climate. Results are suggestive that the small manufacturing enterprises' viability is highly dependent on keeping under control the elements of the running of the businesses whose judicious administration is advocated by the management science. Whether the successful choices are conscious or the corresponding enterprises are selected in the way predicted by the organizational ecology approach remains unsettled.
INTRODUCTION
Studies that aim at identifying the determinants of business failure are found in six strands of literature, namely, bankruptcy prediction, firm productivity, business demographics, organizational ecology, personality traits and self-employment studies. In all these fields, significant progress has been made in such a search in the last two and a half decades. This has been possible in face of the coming into existence and dissemination of internet, which has eased exchange of experience between authors, developments in econometrics concerning analysis of panel data, routinely computation of the correspondent statistics by standard statistics and econometrics computer packages, and increasing access by researchers to public datasets in many countries of the world, being exception the developing countries.
However, further real breakthroughs will become only possible if researchers start going beyond the use of publicly available information found on extensive data-bases or in annual reports and taking the initiative to collect data directly from the small firms, to include matters that most owner-managers might regard as privileged information (De Jong and Van Dijk, 1998; Romano and Others, 2000) .
To take this step, researchers will have to overcome prejudices that lead them to prefer public databases to field surveys. One such prejudice concerns perceptual information. Some allege that simply asking views can hardly be considered as hard proof since one can imagine that managers have an incentive to overstate their problems (Wagenvoort and Hurst, 1999) and others criticize the survey approach because it measures beliefs rather than actions -the approach implicitly assumes that managers' beliefs reflect reality (Frank and Goyal, 2007) . Besides, there is the widespread belief that the very small firms' balance sheets and profit and loss statements cannot be taken seriously for whatever they are intended to be used. Technical people believe that, for some reasons, mainly fiscal, they are forged in such a way and extent that if compared with one another no pattern other than that of randomness would result. For sure, it is not very difficult to appoint one or another study that, having made use of perceptual information, seems to have achieved almost nothing in terms of findings. However, it is neither very difficult to appoint studies that, having made use of perceptual, either interview or questionnaire, data, have shed light on some questions related to the running of SMEs and, specifically, small firms. One problem with the prejudice is that the blame for not finding relationships is put only on the interviewee or the respondent, but in truth the problem might reside in many other phases of the research effort.
Another feature of surveys that makes them unacceptable to most types of audience is small sample size, apparently almost inevitable because in-depth surveys involve expensive and time-consuming processes and badly depend on voluntary cooperation by the investigated firms. However, the above rejection is not exempted from opposition. Brophy and Shulman (1992) affirmed that there existed incentives for small-sample studies, basing their statement on two pieces of evidence. The first was that promising new publishing directions for finance research seemed imminent for the 1990s and that three prestigious academic journals were already encouraging researchers to spend their efforts on single case or clinical studies. The second was that the change in publishing policy occurred as a result of two conceptual advancements. One of them, known as "noise", came to existence out of a criticism of rigorous statistical analyses of information provided by large financial databases, which, although believed to be highly reliable, seemed to have serious pitfalls. Even though a long time has passed since Brophy and Shulman's statements have been made, the review of literature carried out in the present study has not observed any actual change in research orientation as to acceptance of small-sample studies. The same cult dedicated to the big sample size that has always existed seems to pervade studies of business survival in the SME field. Some studies deal with huge populations and amazingly spare time calculating and reporting statistical significance, whereas appraising economic significance and checking for misspecification errors seem to be the actually necessary actions.
On the other hand, the nature of the small firms as opposed to that of big businesses seems to be more suited to interview, survey methodology. According to Barton and Matthews (1989) , concerning the risk propensities and goals of top management, subordinates in small, entrepreneurial firms tend to adopt the entrepreneur's decisions uncritically, making it likely that only the entrepreneur's attitudes need to be measured to assess the attitudes of management overall. Still according to them, this contrasts with the case in large firms, where the collective attitudes of the dominant coalition must be assessed.
Every effort has been made to ensure both that the present research would not become "impregnated" by the alleged ills of a small sample and perceptual survey data and that it would 3 benefit the most from the postulated advantages of such a methodology, in all main operational steps of the investigation, namely, research design, data collection and data analysis. It is with this strong conviction that this piece of research adds to knowledge, first, by introducing into the analysis new variables, whose respective data collection is made possible only via perceptual and survey approaches, such as measures of competitive strategy. Second, by using different methodologies, characterized by the combination of balance sheet with interview data, extensive use of non-linear relationships and introduction of powers other than the unit and the square in the U-shaped models, unconventional to the field but mirrored in research in the medical area.
The achievements of the present study are surprisingly numberless and diversified. First, the degree of explanatory power achieved in the analyses is very high for all standards. Statistical significance is also generally very high. Many determinants of the small businesses' hazard rates are identified. The many identified determinants of the small businesses' hazard rates concern the financing, working capital and production technology policies, the matching of investment and financing maturities, the market strategies, the characteristics of the entrepreneur, business risk, profitability and the economic climate. Results are suggestive that the small manufacturing enterprises' viability is highly dependent on keeping under control the elements of the running of the businesses whose judicious administration is advocated by the management science.
In Section 2, a description of the theoretical arguments advanced in the related literature for the postulation of each of the factors as determinants of the small firm's survival prospects is presented. Section 3 deals with the methodological aspects of the research. Section 4 reveals the determinants of small business survival that come out as such from the analyses. The results are confronted with the theoretical arguments raised in Section 2 and with findings from previous works. Section 5 concludes by summarizing the overall results of the research effort and by addressing main implications for theory, policy making and small business support, and for the management of the very small manufacturing enterprises. Of course, the traditional issues of limitations of the present and suggestions for future enquiries are addressed also in this last section.
LITERATURE REVIEW
Empirical research on the small firms' survival determinants has up till now accumulated a myriad of postulated factors. Thus, reviewing this very wide literature is not possible in view of space restrictions. Reviewing only the factors studied in the research from which this paper originates is already impossible in face of this space constraint. The solution, then, is restricting the review only to the concepts whose operationalizations ended up making part of the final model that is the main result reported in this article. López-García and Puente (2006) say that one argument that has been put forward is that liquidity constraints force start-ups to enter small and that this initial under investment would impact negatively on the firm's survival probabilities. Van Praag and Others (2005) argue that financial capital constraints may prevent entrepreneurs from creating buffers against random shocks, thereby affecting the timing of investments negatively and having an impact on their firms' survival probabilities.
LIQUIDITY

FINANCIAL LEVERAGE
Three reasons are suggested in the related literature to postulate a negative impact of financial leverage upon small business survival. First, because increasing debt leads to increased debt service payments for the firm and because there is always the possibility of happening random shocks to profits, higher debt levels increase the number of states of the world where the firm may not meet its debt obligations, so increasing the probability of bankruptcy. Second, high debt firms may take on riskier investment projects because the firm gains if the risks succeed but the creditors lose if they fail. However, there is a greater probability of happening bad states with risky investments, which causes a negative relationship between financial leverage and firm survival. Third and last, there is a predation argument, according to which highly leveraged firms are subject to predation by low leveraged rivals that have access to financial funds. Predation by rivals increases the chances a firm cannot meet its debt obligations in a certain period, increasing its probability to go bankrupt. Mata and Portugal (2002) remind that basic economic theory says that firms exit when they incur losses and stay in markets when they are profitable. Pérez and Others (2004) find room to add on to this basic postulate. According to them, high firm profitability can be a signal of both efficiency and market power. If higher profitability is related to higher efficiency, the higher the productivity the higher the survival prospects. If the origin of high profitability is market power, longer lifetimes are expected for firms that are more profitable. That is, profits may provide the necessary resources to develop firm specific assets through innovation and advertising that may ease firm survival.
PERFORMANCE
WORKING CAPITAL
There is no rationale put forward in the empirical research literature for a postulated link between working capital and small business survival. However, textbooks in finance go at length on the importance of working capital management for the profitability of the firm. As profitability is advocated as vital for longevity so should judicious management of investment in cash balances, inventories and accounts receivables. Theoretical models in this literature present relationships between elements of working capital and costs that resemble asymmetric U-shaped curves. These are models of economic purchasing batch, economic production batch, and optimal credit and collection policies (Van Horne, 1977) . Grossi and Gozzi (2006) suggest that the average industry capital intensity is a measure of the extent of scale economies in it and that, therefore, firms increasing their capital intensity are expected to have a higher chance of survival given the scale of their respective industry. López-García and Puente (2006) affirm that the share variable costs represent in relation to total cost is inversely determined by capital intensity and, consequently, if there is a negative shock by which prices go down, for example, less capital-intensive firms will exit the market first. According to Shiferaw (2009) , more capital per person could enhance labor productivity and reduce the hazard of failure. This is a view espoused by theories of industrial evolution that relate firm survival to investment in productivity-enhancing activities (Pakes and Ericson, 1998) .
CAPITAL INTENSITY
There are also arguments in favor of a negative association between capital intensity and business survival. According to Shiferaw (2009) , standard trade theory claims that capitalintensive industries in economies abundantly endowed with labor would contract or even disappear unless they are protected.
STRATEGY
Diversification is said to impact positively business survival probability because it reduces the company's variance of earnings. However, for small firms the arguments favor a posited negative relationship, grounded on the ideas that small firms' economic viability depends on finding niche markets to cater for through specialization and concentration of efforts, while avoiding dispersing scarce resources out of the primary line of business on areas that are not known nor well understood yet by the enterprise.
BUSINESS RISK
There is little about a rationale in the literature on business survival that links it to business risk. However, the capital structure literature itself deals with this link when discussing the relationship between business risk and capital structure. This link can be taken from the statement common to capital structure literature that business risk has a negative impact upon financial leverage because too much risk means most of the time many more states of the world in which cash flows go too down in such a way that is impossible to pay for the service of debt. On top of debt repayments can be added payments to workers, suppliers and governments. Failure to pay for these obligations may mean that the firm will go bankrupt.
CHARACTERISTICS OF THE ENTREPRENEUR
Many characteristics of the entrepreneur are postulated as having an impact on the survival chances of his/her small firm. Personality traits are said to be among these impactive characteristics. The entrepreneur's risk attitude is a much researched one.
According to Caliendo and Others (2010) , psychological research argues that entrepreneurs should take neither the highest nor the lowest possible but instead "well-calculated" risks to become successful. They cite Chell and Others (1991) , who maintain that there should be a nonlinear relation-more specifically, an inverse U-shaped relation-between risk attitudes and entrepreneurial survival, where low risk attitudes characterize more risk averse and high risk attitudes indicate less risk averse persons. ECONOMIC CONDITIONS Buehler and Others (2005) argue that the general business climate, measured by the number of bankruptcies in the previous year, raises through 'chain effects' the propensity to exit. Also that fluctuation in the external value of the Swiss currency influences the exits of firms disparately, subject to their export activity, once an increase in the external value of the Swiss currency deteriorates the competitiveness of Swiss firms on foreign markets, and increases the competitiveness of foreign firms on domestic markets. In the words of Farinha (2005) , according to the standard approach, during recessions, the contraction of aggregate demand broadly affects all firms' sales and profits and can lead some of them to failure. However, in the empirical literature, some results suggest that this effect is less important than the aggregate approach predicts. A more recent approach that emphasizes firm heterogeneity and adjustment costs (e.g. sunk costs) asserts that recessions induce a restructuring process (characterized by labor lay-off and productivity increases). It is also plausible that under recessions the competitive pressure exerted upon established units by newcomers is alleviated.
OTHER CONCEPTS
Others concepts contemplated in the review of literature in the original research included asset structure, productivity, size, growth, age of the firm, industry, aversion to sharing control, other owner's characteristics, capital share concentration, legal form, financial constraints and creditworthiness.
3. METHODOLOGY 3.1 SOURCES OF DATA Data used in the study have been originally gathered to investigate the determinants of the small firms' capital structure. They were collected in 1992. Information on exit was recorded year-by-year up to 2005. The original data were collected from two sources. First, from year-end balance sheets provided by the very small firms for the years 1.986, 1.987, 1.988, 1.989, 1990 and 1.991. Second, from personal interviewing carried out through a structured interview schedule. Data for 75 five enterprises were collected for the original work. Data for 61 firms correspond to the availability for the version of the research being reported. The difference is due to incompleteness of balance sheet information. The duration of the business was calculated in number of days since the end of 1992 up to time when the enterprise stopped paying taxes calculated on the basis of monthly sales or salaries paid to workers or December 31, 2005, the last day of the follow-up.
The investigated small firms were randomly selected from directories run by trade associations of the three manufacturing sectors studied, namely, the furniture, the food and the clothing industries. The sample was also limited to enterprises located in the Cities of Belo Horizonte and Contagem. These are the two biggest cities in the State of Minas Gerais, being Belo Horizonte the Capital of the State. The corresponding area is a most important industrial one in the whole of Brazil.
It was decided at the time of research design that only enterprises with more than 15 and fewer than 200 employees would be included in the original work. Small firms with less than 15 employees would be excluded because they hardly produce profit and loss accounts and balance sheets on a regular basis and because these accounting reporting instruments were crucial for the kind of research being undertaken. Enterprises with more than 200 employees would be excluded because they are not considered small by most institutions working in the field of support to small firms. At the time of data collection, small firms of any size were excluded, if found out that they were not totally independent of other enterprises, to harmonize the research with a widely accepted qualitative criterion of firm smallness. An independent small firm is understood here to be one that is not part of a bigger enterprise and whose owner is totally free to make his/her own decisions. Because of the qualitative independence criterion, only enterprises with less than 150 employees ended up being selected for both the original work and the version being reported.
OPERATIONAL DEFINITIONS
All balance sheet measures presented below were calculated for a time span of one to six years, depending on the availability of data, which is for three years for the majority of cases.
LIQUIDITY
The concept of Liquidity is operationalized by the variable Net Working Capital, which is understood as the part of equity plus medium-and long-term debt in excess of long-term assets, which in turn encompass the amount of fixed assets and other long-term investments of the firm. Net Working Capital is defined as a proportion to isolate for the sheer effects of size, as follows: 
Some work was done before the calculation of the values for financial leverage so that the balance sheets first mirrored the perspective of finance instead of that of accounting. Among the many adjustments, owners' loans to the firm were treated as equity. It seems more appropriate to consider them transitory equity than debt. It is assumed that owners' loans are not comparable to actual debt financing when creditors' claims and rights are considered. Thus, incorporating owners' loans to the firm back to net worth seems a desirable correction, at least as far as the computation of meaningful small firm debt ratios is the objective.
Medium-and long-term financial leverage is the sum of up-to-one year bank loans plus long-term bank loans and other long-term liabilities repayable beyond one year, such as hire purchase and leasing obligations.
PERFORMANCE
Profitability is the variable that operationalizes the concept of Performance. It was constructed from an interview question asking the entrepreneur to rank from alternatives given in the schedule the relative importance of each source of funding. Therefore, for the answer that retained profits were the most important of all sources was given value five for the corresponding firm in the scale of Profitability. For the answer that profits were the second most important source of funding was given the value four for the corresponding firm in the scale of Profitability. The procedure went on like that and the lowest value, that is, zero was given to an enterprise for which the answer was that profits were not among the five most important sources of funding.
WORKING CAPITAL
Working Capital is measured by a variable named Operational Cycle. Operational Cycle herein means the total length of time it takes money to become money again from accounts receivable, once money first became raw-material, then work-in-process, after that finished goods and last accounts receivable.
Operational Cycle was then measured by summing the answers by the entrepreneurs to the interview schedule questions on the average ages of inventories (raw material, semi-processed and finished products) and accounts receivable for their enterprises.
CAPITAL INTENSITY
This concept is operationalized through two variables aiming to capture different effects of the firm's fixed assets structure. The first one, that is, Automation Degree has the objective of measuring the degree of substitution of machines for labor. The interviewed entrepreneurs were asked where, on a scale of AUTOMATION ranging from one to five, their enterprises would be placed in comparison to their competitors or other enterprises in the same industry activity branch and only in Brazil. If difficulties in answering the question were faced, the interviewees were helped with a written guidance. This written guidance is that the "LEAST AUTOMATED" enterprise (that is, the one that has the greatest number of production activities carried out by use of hand tools or manual machines or even totally manually) that is known of in the enterprise's business activity branch is given code "one" on the scale. The "MOST AUTOMATED" enterprise (that is, the one that has the greatest number of production activities performed by machines) that is known of in the enterprise's business activity branch is given code "five" on the scale. Enterprises in "INTERMEDIATE STAGES" are given codes "two", "three" and "four" depending on whether they are nearer, in technological terms, the "LEAST AUTOMATED", on the one hand, or the "MOST AUTOMATED", on the other hand.
The second variable, namely, Machinery/Fixed Assets Ratio was calculated by dividing plant and equipment into the sum of all the items making up fixed assets, which basically include, in the studied small manufacturing companies, land, buildings, plant and equipment, vehicles and furniture. The selection of this measure is inspired by the statement by Binks (1979) that for a small firm a higher proportion of fixed assets does not mean higher capacity to collateralize debt, since very small firms are urged to start acquiring plant and equipment well before they are able to begin buying property, and plant and equipment are often considered unacceptable as viable security. Thus, this variable has different meanings, depending where in the scale a specific small firm is located. Towards the end of the scale, it means that all investment in fixed assets is made in plant and equipment, what can mean that the enterprise is highly capital intensive. Being on the other extreme of the scale does not mean that the enterprise is not capital intensive, but that most of its investment in fixed assets is in land and buildings. Last, being in the middle of the scale might mean that the small enterprise has a lot of money invested in vehicles and apparels for keeping stock or for the transportation of finished goods.
STRATEGY
There are four operationalizations for the concept of Strategy. There is first the variable Corporate Diversification, which corresponds to answers the interviewees gave to a question directly asked. They were asked for the percentage of sales turnover stemming from activities other than the small enterprise's primary manufacturing activity. As an example, one answered that the primary manufacturing activity was children's clothing, but that 5% of sales would come from the production of school bags in the beginning of the school year. Another one answered that the primary manufacturing activity was clothing, but that 5% of sales would come from the laundry business. The highest percentages, around 70%, came from enterprises that, having declared manufacturing as the primary activity, operated as well as retailers or wholesalers of the raw-materials of the finished products.
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The second operationalization of Strategy is Market Concentration. The interviewed owner-manager was asked to ascertain the percentage of the firm's sales turnover that went to different markets in Brazil. The alternative markets were the metropolitan area of the State Capital of Minas Gerais, the State interior, the State of São Paulo, the States of Rio de Janeiro and Espírito Santo taken together, the South, North, Northeast and Center-west Regions of Brazil. Then, altogether, the number of geographic markets catered for by the small manufacturing firms was eight.
The degree of Market Concentration was then computed by the formula below:
Where: a) 0 < Market concentration < 100 b) X 1 ,X 2 ,X 3 ,..., X n = Proportion of total sales that goes to markets 1,2,3,..., n, respectively c) X 1 + X 2 + ... + X n = 100 d) n = Number of markets that are catered for by the small firms Third, there is Client Concentration. In another different interview question the interviewed owner-manager was asked to ascertain the percentage of the firm's sales turnover that went to different clients. The alternative types were big enterprises, small-and medium-sized enterprises taken together, wholesalers, retailers, consumers, government and others, including in this last category "sacoleiras", women who sell from home to home mainly clothes to friends preferably. Then, altogether, the number of client types catered for by the small manufacturing firms was seven.
The degree of Client Concentration was then computed through the same formula as above, just by substituting client for market.
In the formula, n takes the values of eight and seven for the Market Concentration and the Client Concentration indexes, respectively.
The fourth and last operationalization of Strategy is Sales Concentration in Big Clients. This variable corresponds to the percentage of sales turnover that went to big firms, wholesalers and government altogether.
BUSINESS RISK
The interview schedule incorporated some questions for measuring some important concepts. This was the case of the variable Sales Unpredictability, which was devised to measure business risk. Specifically, the interview question upon which the measure sales unpredictability was constructed asked the entrepreneur to rank from alternatives given in the schedule the relative importance of each kind of difficulty faced by him/her in running his/her small firm. Therefore, for the answer that coping with unexpected shocks to demand was not amongst the three most important difficulties was given value zero for the corresponding firm in the scale of the variable Sales Unpredictability. For the answer that overcoming an unforeseeable demand shock was only the third most important difficulty was given value one. If the answer was that it was the second most important, then the variable took value three. Finally, for the answer that coping with unexpected shocks to demand was the most important difficulty of all was given value six for the corresponding firm in the scale of the variable Sales Unpredictability.
CHARACTERISTICS OF THE ENTREPRENEUR
Only one variable operationalizes the concept Characteristics of the Entrepreneur, namely, Entrepreneur's Risk Tolerance.
The time when the interviews were carried out was characterized by very high inflation rates, ambiguous economic set up, examination by the Brazilian Congress of the Country's President Impeachment and widespread fear in view of recurring governmental recessionary economic packages. Entrepreneurs were asked how they thought the market should be exploited in this all-unfavorable social and economic atmosphere. Specifically, they were asked to position themselves on a scale ranging from one to five, corresponding one to maximum caution and five to maximum entrepreneurial riskiness. Taking these values directly was the way Entrepreneur's Risk Tolerance was measured in this work.
Verheul and Thurik (2001) measured risk attitude in a self-perceptive five-interval scale very similar to the one used in this work. The mean response was 3.81, which is much higher than the mean of 2.51 obtained in this work, according to Appendix I. However, these authors worked with start-ups, which are supposed to involve a higher level of tolerance to risk than in a sample of incumbent firms. In the De Mel and Others (2010)'s study, SMEs owners of incumbent small firms averaged 2.8, after converting theirs into the scale used by this work. The mean score in the German Socioeconomic Panel, after recoding its values into the values of the five-interval scale, is 1.94 (De Mel and Others, 2009 ). These figures are consistent with the idea that common people are the least tolerant to risk, owners of incumbent firms are more tolerant than common people but are less tolerant than start-up entrepreneurs, suggesting that the method used in this research correctly assessed the interviewed entrepreneurs' risk attitude.
ECONOMIC CONDITIONS
Two variables are used to operationalize Economic Conditions: The 3-year-lagged GDP Growth Rate and The 1998 Year Dummy.
Estimates of the effects of general economic conditions were obtained by use of many economic indicators, like gross domestic product and rate of unemployment. Because GDP showed to be highly collinear with time, troubling regression estimation, the GDP growth rate was used instead. For the period referring to the follow-up on survivorship, The 3-year-lagged GDP Growth Rate was used. Data were obtained from IBGE, under the heading "Produto Interno Bruto (PIB) -variação em volume (%)".
Binary variables were used to estimate the effects of economic conditions in each of the years of the follow-up on survivorship. Results are reported in the tables on only the one that is statistically significant in the hazard rate regression analyses. The 1998 Year Dummy is set equal to one for failures taking place in the year 1998 and zero otherwise.
OTHERS
Many other concept operationalizations were worked with, but, as they do not compose the models shown in the tables below, suffice to mention them. They are short-term financial leverage, asset composition, industry, manufacturing sector performance, type of firm, legal form, capital share concentration, main owner's gender, main owner's age, labor productivity, total factor productivity, capital/labor ratio, sales variability, total assets, sales turnover, employment , growth in employment, financial constraints, creditworthiness, among others.
INSTRUMENT OF ANALYSIS AND WORK METHODOLOGY
Following a new and strong tendency in the social sciences, the choice of instrument of analysis to be applied to the survival data in this study was for duration models. The variable of interest in duration analysis is the length of time that passes between the moment at which the phenomenon begins and the moment in which either the phenomenon terminates or the measurement is taken, which might occur at a time before the termination of the phenomenon. For this reason, the conventional statistical methods are not seen as adequate for the duration analysis of a process, since they fail to take into account the evolution of the exit risk and its determinants over time and to consider the censor problem in the data.
Out of the various duration models, the Cox proportional hazard was used as the reference one for the empirical analyses, again following the choice of most of the related empirical literature. The Cox proportional hazard model specifies the hazard function h(t) to be the following:
where h(t) is the rate at which firms exit at time t given that they have survived in t-1, h 0 is the baseline hazard function when all the covariates are set to zero, and X is a vector of firm, industry and economy characteristics postulated to impact on an enterprise's hazard rate.
The dependent variable is the time of exit. Since the exit time of those small manufacturing enterprises that survived until the end of 2005 is not observed (the longitudinal data for the period 1992 to 2005 were used in the analysis), the distribution of the dependent variable is censored at year 2005. Long (1997) lists some specific, minimum requirements to undertake detailed analysis of duration, most of which this study sample does not match, in special its sample of firms, which is not sufficiently large. Because of this, a more stringent work methodology was designed for the present research to make results more credible. Thus, for the purposeful selection of covariates to make up the final model of the determinants of survival, whose analyses made use of the ML Cox regression, acceptable significance was set to the two-tailed 0.1% level.
Statistics used for carrying out the various tests in the survival analyses are the traditional ones. These include z-statistics, LR chi2, and the like. However, for assessing the goodness of fit of the hazard rate equations, the rarely used 2 p R suggested by Hosmer and Lemeshow (1999) was chosen. The great majority of authors do not make use of any measure analogous to R 2 as a measure of model performance. The reason for this is most probably because the value of the measure would invariably be very low, which is a conclusion made possible by the fact that in most cases it is possible to calculate the figure for the 2 p R from the information provided by the author.
Analysis of residuals was extensively carried out for detection of influential values. The SPSS Dfbeta and X*Beta were the statistics used for assessing the size of potential undue influence by outliers upon covariate coefficients. For individual covariates, scatterplots like the one shown in Chart 1 were extensively used also for detecting influential outliers and analyzing the reasons for either keeping or dropping them out of the final regression equations. For the whole equation, Chart 2 shows that outliers do not occur in the hazard rate regression analyses.
Other features differentiate the analyses that were carried out in this study from those reported in similar previous works. Extensive use of non-linear specifications and powers other than the unit and the square in the U-shaped specifications was made, following the method of fractional polynomials for the purposeful selection of covariates (Hosmer and Lemeshow 1999) . Authors use different ways of introducing variables into the regression equations with a view to capturing possible non-linear effects of the covariates. One of these ways might be equivalent to the one utilized in this research (Everett and Watson 1998) . Tables I and II report coefficients and not hazard ratios. Variables with a positive coefficient are associated with an increased hazard rate and a decreased survival time. The reverse is true for variables with a negative sign. Main equation (1a) in Table I reports results from analyses making use of full follow-up period and specifications reaching the highest power to explain the dependent variable. One of the astonishing "good" overall results depicted in Table I that must be stressed is the very high 2 p R s of all regression equations. They frontally contradict some strong opinions that would doubt their happening. One of them is expressed in the words by Fredland and Morris (1976) , who argues that the causes of failure cannot be isolated and that "any attempt to do so is, at bottom, a futile exercise." Another pessimistic view is expressed by Frankish and Others (2012) , whose words seem to insinuate that models seeking to explain survival/non-survival of small firms are and will always be plagued by weak explanatory power and inconsistency of key explanatory variables. Another result that stands out in the main regression equation (1a) is the fact that the coefficients of all covariates reach statistical significance above the 0.1% level, meeting the standard set for this research effort. 3) *, **, and *** denote statistical significance at the 5%, 1%, and 0.1% levels, respectively; 4) # denotes a time-varying covariate. Table I presents results for the specification corresponding to the correction for the covariate Sales Unpredictability for which suspicion of violation of the proportionality assumption of the Cox model was strongest. As the interaction term coefficient does not achieve the level of statistical significance set as standard for the survival analyses in this work, there seems to be no reason to conclude that the proportionality assumption implicit in the Cox hazard model was incorrect for the present study.
EMPIRICAL RESULTS
OVERALL RESULTS
Auxiliary equation (1b) in
The Weibull (2) and the Gompertz (3) specifications are shown in Table I only for comparison. The Weibull model does not seem to be appropriate if the comparison is based on the 2 p R and the LR chi2. The Gompertz model appears to be a very good fit in that it has the best 2 p R and LR chi2. However, because the statistical significance of The 3-year lagged GDP Growth Rate coefficient estimate in the Gompertz model does not reach the standard understood to be appropriate for this sample, the Cox proportional hazard model is the reference specification. Consequently, the discussion on the behavior of the individual independent variables in the next Subsection is carried out with respect to the Cox proportional hazard model only. Table II is shown because of words of caution or criticisms by some authors. Audretsch (1991) suggests that the determinants of new-entrants' survival crucially depend on the length of the period in which survival is measured. Pérez and Others (2004) make the criticism that a shortcoming of empirical studies that have examined entry and survival of new firms is that their findings arise from a short follow-up period. Although the present work deals with incumbents and not new firms, results in Table II do not seem to depend very much on the length of the follow-up period. Tables I and II are extremely high. This raises suspicions of numerical problems as complete separation, quasicomplete separation, monotone likelihood, extreme collinearity or the bias that is well known to be characteristic of maximum likelihood estimates when sample size is small. In-depth scrutiny has revealed that none of these is the case (Barbosa, 2009 ). In the case of The Machinery/Fixed Assets Ratio, because its original values are constrained to lie between zero and one, raising them to the fourth and fifth exponents results in very small transformed values and, consequently, very large covariate coefficients in the hazard rate regression equations. In the case of the coefficients for the variable Operational Cycle, they turn out to be high to compensate for the extremely high baseline hazard that is generated by the fitted function, whose descending segment of the representative curve has a very steep inclination, as can be visualized through Chart 3. There are at least two ways to bring easily the figures to much smaller values (Barbosa, 2009 ). However, the versions reported are preferred because presentation is easier and interpretation is more straightforward.
Many covariate coefficients in
SPECIFIC RESULTS WITH COVARIATES NET WORKING CAPITAL AND FINANCIAL LEVERAGE
Net Working Capital has a statistically significant negative coefficient in the hazard rate regression equations. Lower amounts or levels of Net Working Capital raise the firm's probability of running into insolvency. This is in line with finance text books teaching ( Van Horne 1977) and with theoretical arguments put forward in the small business survival empirical research literature. Such a result is also in line with findings by Wu and Young (2002) and Bunn and Redwood (2003) . However, it contradicts Farinha (2005) , who found no statistically significant association between both initial and current liquidity and the hazard rate.
As to financial leverage, the effect on the hazard rate is negative for the Total Financial Leverage and positive for the Medium-and Long-term Financial Leverage. The relationships are statistically highly significant and monotonic, but account has to be taken of the fact that the variables Net Working Capital, Total Financial Leverage, Short-term Financial Leverage and Medium-and Long-term Financial Leverage are all related to each other and, as a result, part of the effect of one of them is captured by the other and vice-versa. One way to account for that and to get more insight into the results in Table I is to handle algebraically the terms for these financial variables. Thus, taking the reference regression equation (1a) and adding together the three terms for the variables given by the coefficients shown in Table I : (5) making the correspondent substitutions given the equalities: (6) and (7) and carrying on the algebraic operations that are applicable to the case, obtain:
The first term (-4.69 ) is the effect when the enterprise is financed by equity only. When the enterprise has no equity and only medium-and long-term debt the effect will be (-4.69) + (5.88) = (1.19). The term in short-term financial leverage means that its effect depends on the asset structure of the enterprise. If the enterprise's assets are composed of current assets only, then the effect of short-term financial leverage, no matter how high, is negative and maximum. If the enterprise's assets are composed of very few current assets, 1% for example, then the effect of short-term financial leverage, no matter how low, is positive and very high. The equilibrium, namely, no short-term financial leverage effect, is reached when current assets represent 47% of total assets, or, in equivalent terms, when long-term assets represent 53% of total assets.
The relationship represented in the above formula accommodates divergent previous findings. Authors have found monotonic increasing (Fotopoulos and Louri, 2000; Konings and Xavier, 2002; Männasoo, 2008; Bunn and Redwood, 2003; Farinha, 2005; Bottazzi and Others, 2011; Ha, 2013) , monotonic decreasing (Bates, 1995; Kang and Others, 2008) and U-shaped functions of the probability of failure on financial leverage (López-García and Puente, 2006; Huynh and Others, 2010) . It is possible from equation (8) to generate all these functional forms for short-term financial leverage, medium-and long-term financial leverage and total financial leverage.
PROFITABILITY
There is not much to say about behavior of the proxy for Performance, namely, Profitability, once results with it are completely in accordance with basic economic theory, which says that firms exit when they incur losses and stay in markets when they are profitable, and with previous studies, which have shown that profitability has a positive impact upon the survival of firms (Grossi and Gozzi, 2006; Fotopoulos and Louri, 2000; Mengistae, 2006; Bellone and Others, 2006; Bottazzi and Others, 2011; Ha 2013) . Thus, the widespread belief that what drives an enterprise out of business is lack of cash and not lack of profits does not get much support from results obtained in this work. 
OPERATIONAL CYCLE
The length of Operational Cycle initially lowers the likelihood of failure, but, as it becomes longer and longer the impact reverses direction and starts to raise such a probability. Chart 3 shows that the maximum reduction on this probability is reached when operational cycle is around 50 days. It also shows that the strength of the impact is not symmetric below and above fifty days, that is, in the first section, the descendent is very steep, but in the second section, the ascendant is very smooth. This non-monotonic result goes in line with models of working capital management in finance text books. On the other hand, it contrasts with the sparse empirical evidence, which deals only with accounts receivable and reports the existence of a monotonic positive relationship between trade credit extended over total assets and the probability of exit in new firms (Farinha 2005) . However, the corresponding author does not inform whether a binomial fitting has been tried.
AUTOMATION DEGREE
This variable has a statistically highly significant impact upon the hazard of exit that is not monotonic. The relationship has a perfect symmetric U shape. This contrasts with the numerous results in the literature that are either a positive impact (Bławat and Others, 2001; Frazer, 2005; Söderbom and Others, 2006; Taymaz and Ozler, 2007) or a negative impact (Doms and Others, 1995; Grossi and Gozzi, 2006; Harris and Li, 2010) upon the hazard rate, or even no relationship (Konings and Xavier, 2002; Shiferaw, 2009; Ha, 2013; Fernandes and Paunov, 2015) , being that most of the works that found a negative impact have not worked with a genuine small firm sample. In no case, authors inform whether or not they have tried to fit a binomial specification for their measure of capital intensity. Such inconsistency deserves further treatment in the near future.
MACHINERY/FIXED ASSETS RATIO
Chart 4 shows the impact of this explanatory variable upon the hazard of exit throughout its entire scale. It should be read backwards. Excessive concentration of fixed investment on plant and equipment raises the probability of exit. As the small manufacturing firm starts to buy other types of fixed assets, as for example, vehicles, the hazard of exit falls to a minimum. With these new fixed assets becoming an increasing portion of total fixed investment, the trajectory of the effect is reversed and The Machinery/Fixed Assets Ratio decreases survivorship. But, this last movement is gentle, so that the impact on the hazard of exit stabilizes as the company starts buying land and buildings, probably by virtue of the collateral role played by this last kind of fixed asset.
Controlling for The Machinery/Fixed Assets Ratio amazingly increases the quality of results pertaining to all the other individual effects. To have a better idea, the introduction of The Machinery/Fixed Assets Ratio and of its interaction term into regression equation (1a) raises the LR chi2 from 54.54 to the reported 119.44 in Table I . Astonishingly, this is more than a doubling enhancing effect. This signalizes that it is a highly important covariate and that its absence from the survival analyses is a major source of model-specification error.
CORPORATE DIVERSIFICATION
Corporate Diversification is without doubt an important determinant of survival. More diversified small manufacturing firms show a lower probability of failure. This result is totally at odds with the numerous theoretical arguments that favor a negative relationship between corporate diversification and survival, as seen in the Section on review of literature. These arguments are built upon the basic idea that what is good for large enterprises might be bad for the small ones. Nevertheless, it is in perfect accordance with a reasoning that follows from the trade-off model that diversification lowers variance of earnings and consequently raises chances of survival. There is only one previous study that worked with corporate diversification (Fotopoulos and Louri, 2000) , with which the present one is in disagreement, once it reaches diametrically opposite conclusions. However, while the present work deals with established small manufacturing enterprises, the other one studied new firms, and perhaps corporate diversification may not be useful for start-ups.
MARKET CONCENTRATION
The way Market Concentration is related to the hazard of exit seems to make much sense. The descending part of the relationship seems to signalize the cost advantages of concentration, which would surpass up to the minimum of the curve its risk disadvantages. The ascending part of the curve would mean the reverse, that is, the risk disadvantages of concentration surpasses its cost advantages, leading to a higher probability of failure. High costs of transportation incurred in catering for distant markets most probably play an important role in shaping this non-linear relationship between Market Concentration and the likelihood of exit. Except for the segment of the scale of the variable in which the hazard of exit is a decreasing function of diversification, results with the variable Market Concentration find no correspondence with theoretical arguments on a postulated impact of geographic market diversification upon survival. However, it seems unreasonable to deny that there are high costs and benefits associated with geographic market diversification and, thus, an optimal must exist. Brüderl and Others (1992) , who worked with a sample of businesses of self-employed entrepreneurs with a mean size of less than two employees, reported finding geographical diversification, operationalized in a dummy variable, significantly and negatively related to the hazard rate.
CLIENT CONCENTRATION AND SALES CONCENTRATION IN BIG CLIENTS
Small manufacturing concerns with higher concentration of sales in customers have a higher probability of failure. The coefficients of the Client Concentration and Sales Concentration in Big Clients variables in Table I are statistically highly significant in all hazard rate regression equations. Sales Concentration in Big Clients has the highest value for the zstatistic in the Cox regression equation (1a).
Findings with Client Concentration and Sales Concentration in Big Clients perfectly agree with the theoretical argument seen in the chapter on review of literature that more diversified enterprises have lower variance of earnings and, as a consequence, tend to show lower probability of failure. They are also in agreement with results from Bechetti and Sierra (2003)'s study, which revealed that share of sales to three largest customers significantly discriminated sound companies from stressed and failed ones, the latter having higher customers' concentration.
SALES UNPREDICTABILITY
Small manufacturing enterprises scoring high in the scale of Sales Unpredictability tend to exit sooner. This signifies that difficulties in coping with demand shocks actually reduce the probability of surviving for the small manufacturing companies. Finding such a relationship is in perfect accordance with theoretical arguments presented in the review of literature section and empirical evidence (Becchetti and Sierra, 2003; Männasoo, 2008; Frankish and Others, 2012) .
ENTREPRENEUR'S RISK TOLERANCE
This variable is one of the two that have in all hazard rate regression equations the coefficients with the highest levels of statistical significance. Owners with riskier profiles have higher probability of failure. Lack of correspondence between the monotonic linear finding reported in Table I and the inverse U-shaped pattern between risk attitudes and survival predicted by psychological research, as seen in Section 2, and empirically confirmed by Caliendo and Others (2010) , calls for the task of conciliation. One explanation for this lack of correspondence may be that psychological research predicts on the basis of the complete spectrum of risk attitudes once it has studied, according to Caliendo and Others (2010) , differences in risk attitudes between the groups of self-employed and regularly employed persons. Caliendo and Others (2010) , themselves, may have found the inverse U-shaped relationship with survival because they worked with most of the spectrum of risk attitudes, once their sample was made up of any self-employed person. The present research interviewed only owners of well established small manufacturing enterprises, which most certainly do not include people in the lowest range of the spectrum of risk attitudes, who would be driving Caliendo and Others (2010) 's results.
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The finding reported in Table I appears to be what it really should be. It might seem to run contrary to common sense, since people use to say that those who do not take risks will not ever enjoy "a good meal". This may well be true, but it by no means warrants the conclusion that all those who invest in risky projects will get high profits from them, since, as long as risky projects are concerned, a low degree of success or even failure is the rule and high success is the exception. As a result, any study regressing degree of success upon level of risk taking should find a negative coefficient.
It is worth noting that previous results for risk-taking propensity are inconsistent. Many studies find no effect upon entrepreneurial performance (Rauch and Frese, 2007; Zhao and Others, 2010) .
Last, the point should be made that, as is the case for The Machinery/Fixed Assets Ratio, controlling for Entrepreneur's Risk Tolerance importantly increases the quality of results pertaining to almost all the other individual effects. Introducing Entrepreneur's Risk Tolerance into regression equation (1a) raises the LR chi2 from 66.71 to the 119.44 reported in Table I . Astonishingly, this is nearly a doubling enhancing effect. Thus, not controlling for it may be a major source of model specification error.
3-YEAR LAGGED GDP GROWTH RATE AND 1998 YEAR DUMMY
The GDP growth rate reaches statistical significance in the hazard rate regression only in its 3-year lagged version. Its sign is negative. Farinha (2005) , who also found a statistically significant and negative association between a 3-year lagged GDP Growth Rate and the hazard rate, asserted that such a result is in line with the conjecture that firms do not effectively leave the market when they get into financial distress, but only a few years later.
The variable 1998-year Dummy is the only year dummy to reach statistical significance in the hazard rate regression equations and for this reason it is the only one to be kept in the final hazard rate regressions in Table I . The direction of the relationship is positive, meaning that the year 1998 raises the probability of failure for the small firms in the risk set. The reason the above association exists lies in the fact that in that year an economic slowdown took place in Brazil. Chart 5 shows what happened to the Brazilian Gross Domestic Product as from about the year 1998. It is widely known that such an event was the result of the spread of the 1997-98 Asian Financial Crisis. The impact upon the real economy might have been less drastic than the graph signalizes, since that crisis was originally a currency depreciation one, initiated in the so-called Asian Tigers. Heshmati (2001) reported finding a strong negative impact of the years 1997-98 upon the probability of survival in micro and small firms in Sweden.
The above results are in line with the arguments listed in the Section on literature review that back up the postulation of economic conditions as determinants of small business' hazard of exit. As to empirical evidence, there is conflicting findings, mainly with respect to the direction of effects, but the majority are that good economic climate impacts negatively the hazard rate and bad economic conditions impacts positively (Audretsch and Mahmood, 1995; Fotopoulos and Louri, 2000; Van Praag, 2003; Buehler and Others, 2005; Carter and Van Auken, 2006; Oh and Others, 2009; Geroski and Others, 2010; Christie and Sjoquist, 2012) . Inconsistency in previous empirical findings is very high and tackling it is left for a future task.
INTERACTIONS
Only the two interactions shown in Table I are statistically significant at the level accepted as appropriate for this research. The interaction corresponding to the product of Market Concentration and Operational Cycle is negatively related to the hazard rate. This result seems to suggest that one way the small manufacturing enterprises find to counterbalance the higher risk of operating in one or few regional markets is to try to maintain or even raise sales volume by putting on offer a wider variety of manufactured goods, keeping a higher quantity of goods in stock and relaxing credit terms and collection policies so that clients are catered for at the highest level of satisfaction and respond to this with a high level of loyalty.
Chart 6 is shown only to illustrate the point that if the interaction is not controlled for the resulting fitting of Market Concentration would be very different from what it is. An ill-advised researcher might even fit a linear term for Market Concentration and come out with a significant linear association that would be consistent with the belief that concentrating marketing efforts is the best strategy for small enterprises.
Results with the interaction between Sales Concentration in Big Clients and The Machinery/Fixed Assets Ratio seem to be consistent with the widespread idea that big buyers are interested in buying in great quantities and at very low unit prices and that one way of qualifying for this kind of catering is making use of capital-intensive technologies, which are capable of mass production of good quality products at a low average unit cost. So, according to Table I , trying to guarantee sales through concentrating the marketing effort on selling to big clients is very risky, but this strategy is less of a problem when it is combined with a production strategy that invests in capital-intensive technologies.
CONCLUSIONS, STRENGHTS AND LIMITATIONS OF THE STUDY AND SUGGESTIONS FOR FUTURE RESEARCH AND SMALL BUSINESS DEVELOPMENT SUPPORT POLICIES
Explanatory power is astonishingly high for the survival analysis, even after consideration of the fact that statistics for measuring it are plagued by difficulties. This result defies strong opinions that failure is most elusive and difficult to explain. Statistical significance is extremely high for all covariates. This result also defies strong opinions that such studies are doomed to face inconsistency of key explanatory variables. All operationalizations of the important studied concepts seem very much to have played very well the roles expected from them.
Analyses produce evidence in favor of many postulated determinants of small business survival. Most of these determinants are, individually, combined or interacted, elements of the day-to-day operations of the enterprise, and, also in most cases, correspond to quantities that deserve to be kept under judicious control, once the corresponding level, amount or degree that benefits the enterprise the most is an optimal. These are the cases of the determinants concerning the financing strategy of the company, namely, Liquidity, operationalized by Net Working Capital, and Financial Leverage, operationalized by Total Financial Leverage and Mediumand Long-term Financial Leverage. Those characteristics are also the cases of the concepts of Working Capital, operationalized by Operational cycle, and Capital Intensity, operationalized by Automation Degree and the Machinery/Fixed Assets Ratio. Both characteristics are also the case of one of the operationalizations of Strategy, namely, Market Concentration. Sales Concentration in Big Clients, one of the operationalizations of Strategy, is an element of the day-to-day operations of the enterprise and indirectly involves an optimal in its interaction with The Machinery/Fixed Assets Ratio. Corporate Diversification, Client Concentration and Profitability, which are also operationalizations, do not involve an optimal, but are elements of the day-to-day operations of the enterprise. They are associated in a monotonic fashion with the probability of failure, being that Profitability and Corporate Diversification are negatively signed, and Client Concentration and Sales Concentration in Big Clients are positively signed. Last, the interactions, one between Market Concentration and Operational Cycle, and the other between Sales Concentration in Big Clients and The Machinery/Fixed Assets Ratio, are elements of the day-to-day operations of the enterprise and involve an optimal, once they have to be taken into account in conjunction with the single variables and at least one of them in each interaction involves an optimal on its own. In all these cases the owner-manager may exert some control over the determinants of his/her enterprise's survival prospects, at least in theory.
Other postulated determinants of small business survival receive strong support from evidence produced by the analyses, but they do not have the above nature. Business Risk, operationalized by Sales Unpredictability, and Economic Conditions, operationalized by The 3-year-lagged GDP Growth Rate and The 1998 Year Dummy are not elements of the day-to-day operations of the enterprise, nor involve optimals. Sales Unpredictability and The 1998 Year Dummy are positively signed, whereas The 3-year-lagged GDP Growth Rate is negatively signed, meaning that good environmental conditions diminish failure probability and bad environmental conditions raise it. In none of these cases the owner-manager may exert any control over the determinants of his/her enterprise's survival prospects, for sure.
The last concept receiving strong support from the evidence brought about by the analyses in this study, namely, Characteristics of the Entrepreneur, operationalized by Entrepreneur's Risk Tolerance, has nothing to do with the two kinds of nature depicted above. Entrepreneur's Risk Tolerance is positively signed, meaning that owner/managers with riskier profiles have higher probability of failure. The extent to which the owner/manager can exert a control over this determinant of his/her firm's failure probability is open to question and so it seems to be the extent to which he/she can exert control over himself/herself.
Overall, the conclusion is that the main findings of this research effort suggest that the survival chances of the small manufacturing enterprises lie much within their own control. However, it was not possible to conclude in the specific case of this small firm sample whether the successful choices were conscious or the corresponding enterprises were selected in the way predicted by the organizational ecology approach.
Some selected specific conclusions are as follows. The curve representing the effect of working capital perfectly mirrors the classical curves of total costs of the models of economic order quantity and economic production quantity. This is suggestive that the same decisions that impact the costs of investing in working capital have an effect upon the probability of exit. The curve representing the effect of capital intensity also has a minimum, but the U shape is perfectly symmetrical. A second important identified effect of fixed assets concerns their either higher or lower capacity of playing the role of collateral. Empirical findings concerning the market and competitive strategies indicate that, even for small owners, who do not have much to invest, the old rule of thumb that the eggs should be carried in many baskets, to lose the least in case of a fall, is still a very pertinent finance principle.
Of course, there are limitations to this study. Overcoming them is then the first suggestion for future enquiries. Increasing the size of the sample, adding more industry sectors and expanding geographical coverage would all benefit future attempts to replicate this research. This research has strengths that may as well serve as guidance for future investigations. It has explored apparently successfully some new avenues that may yield good results in research on the same areas of enquiry or related ones. For example, the use of many non-linear specifications and following modeling for the time to event data typically encountered in health related studies have proved to be invaluable in this work. Being specific, it may pay future studies to use binomials with powers either higher or lower than the conventional unity and square ones to obtain a better fit in the regression equations. In this research, this choice has enhanced in the survival analyses not only the fit for the factor being dealt with but also the fits for all the others in the same specification. Such drastic changes in methodology may even ease theory building in the field.
As to recommendations for policy making for small business development, small business support initiatives and small enterprises' decision-making, it is very fortunate that the research found that the majority of the main survival determinants are elements of the small firms' strategic choices, because, it is believed, if they were mostly either industry-or economy-level factors, little could be done to mitigate these concerns' weaknesses. Official support to small business development should, then, be focused on the provision of financial and managerial assistance. However, as many determinants of survival are related to the strategic choice in a complex manner, this certainly calls for human capital development before an adviser may be able to give orientation on this matter to small business owners. Small business owners also should seek first such a qualification before trying to make use of the results from this research by themselves. (17) 0.00 0.00 1.00 4.28 2.48 Obs.: 1) Number of cases: 61; 2) Values in currency are in thousands and in 1992 prices, and the mean and year-end exchange rates for that year were Cr$4,516.74 and Cr$11,213.12 per US$ Dollar, respectively; 3) *According to Norušis (1992, p.167) , in the SPSS the value of kurtosis for the normal distribution is, differently from many textbooks in statistics, 0 and not 3. (17) 0.10 0.10 0.00 -0.34 -0.07 -0.01 0.14 0.48 Obs.: 1) Number of cases: 61; 2) Coefficients in absolute values higher than 0.20 are statistically significant at the 5% level, higher than 0.30 at the 1%, and higher than 0.40 at the 0.1%, in one-tail test.
