Abstract. We show that every strongly jump-traceable set is K-trivial. Unlike other results, we do not assume that the sets in question are computably enumerable.
Introduction
The last decade has seen an explosion of research connecting fundamental notions of algorithmic randomness to computational power. One of the most remarkable series of results concerns classes of reals which are close to being computable, as by various measures they have very low complexity. The main example is the notion of K-triviality, which originates in the work of Solovay [26] , and was more recently developed starting with Downey, Hirschfeldt, Nies and Stephan [8] . Although this notion is defined in terms of initial-segment complexity (A is K-trivial if for all n, K(A n ) + K(n)
), the celebrated work of Nies, Hirschfeldt and others shows that K triviality coincides with notions such as lowness for K, lowness for MartinLöf randomness, lowness for weak 2-randomness, and being a base for randomness. All of these notions express feebleness of an oracle with respect to some notion of algorithmic randomness: for example, a real A is low for Martin-Löf randomness if every real which is Martin-Löf random remains Martin-Löf random relative to A; in other words, A cannot detect patterns in Martin-Löf random sets. We refer the reader to [7, 9, 23, 24, 25] for details of such results.
Terwijn [27] , and then Terwijn and Zambella [29] , found a new direction in this investigation. They introduced tracing as a key concept that clarifies and calibrates lowness notions. Definition 1.1. A trace for a partial function ψ : ω → ω is a sequence S n of finite sets such that for all n ∈ dom ψ, ψ(n) ∈ S n . Thus, a trace for a partial function ψ indirectly specifies the values of ψ by providing finitely many possibilities for each value; it provides a way of "guessing" the values of the function ψ. Such a trace will be useful if it is easier to compute than the function ψ. In general, ψ will not be computable, but the trace S x will be computable or uniformly c.e.: Definition 1.2. Let S n be a trace for a partial function ψ.
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1 Here K denotes prefix-free Kolmogorov complexity. A set, or a real, is an element of Cantor space 2 ω . If h, g : ω → ω, we say that h + g if there is some d < ω such that for all n, h(n) g(n) + d. We assume that the reader is familiar with the rudiments of algorithmic randomness as described in initial segments of Downey and Hirschfeldt [7] , Nies [25] , or Li-Vitanyi [17] . We will be following the notation of Downey and Hirschfeldt [7] .
(1) The trace is computable if the function n → S n is computable, that is, if there is a computable function g such that for all n, S n = D g(n) , where D m is an effective enumeration of all finite sets of numbers. (2) The trace is c.e. if the sequence S n is uniformly c.e., that is, if there is a computable function g such that for all n, S n = W g(n) , where W m is an effective enumeration of all computably enumerable sets of numbers.
We can, for example, recast classical concepts in the language of traces: a Turing degree a is hyperimmune-free if and only if every (total) function g computable from a has a computable trace. Terwijn and Zambella used a uniform version of hyperimmunity to characterise a notion of lowness. Definition 1.3. An order function is a nondecreasing, computable and unbounded function h such that h(0) > 0. If h is an order function and S n is a trace, then we say that S n is an h-trace (or that S n is bounded by h) if for all n, |S n | h(n).
Terwijn and Zambella showed that a real A is low for Schnorr null tests if and only if there is some order function h such that every (total) function computable from A has a computable h-trace. This was later extended by Kjos-Hanssen, Nies and Stephan [14] to show that such reals are exactly those that are low for Schnorr randomness.
Zambella (see Terwijn [27] ) observed that if A is low for Martin-Löf randomness then there is an order function h such that every function computable from A has a c.e. h-trace. This was improved by Nies [23] , who showed that one can replace total by partial functions. In some sense it is natural to expect a connection between uniform traceability and lowness notions such as K-triviality; if every function computable (or partial computable) from A has a c.e. h-trace, for some slow-growing order function h, then the value ψ(n) of any such function can be described by log n + log h(n) many bits.
The question arises: is all of this merely an interesting footnote to the study of algorithmic randomness? Or might it be possible to understand lowness and more generally randomness using purely computability-theoretic tools such as tracing?
As a test question, we would like to characterize K-triviality by tracing, as was done with respect to Schnorr randomness, probably with respect to a family of order functions. This problem still remains open. However, an attempt toward a solution lead to the introduction of what seems now a fairly fundamental concept, which is not only interesting in its own right, but now has been shown to have deep connections with randomness. Definition 1.4 (Figuiera, Nies and Stephan [5] ). Let h be an order function. A real A is h-jump-traceable if every A-partial computable function has a c.e. h-trace. A real is strongly jump-traceable if it is h-jump-traceable for every order function h.
Figuiera, Nies and Stephan gave a "cost function" construction of a strongly jump-traceable c.e. set. Answering a question from Miller and Nies [18] , together with Peter Cholak, in part I of this paper [2] , the authors showed that the strongly jump-traceable c.e. sets form a proper subclass of the c.e. K-trivial reals. They also showed that the class formed an ideal in the c.e. degrees. This ideal was later shown to be Π 0 4 complete by Ng [19, 20] , giving an alternative proof of the proper containment, as the K-trivial c.e. sets form a Σ 0 3 ideal. The paper [2] introduced new combinatorial tools for dealing with the class of c.e., strongly jump-traceable sets, collectively known as the "box-promotion" technique.
Subsequently, the class of c.e., strongly jump-traceable sets has been shown to have remarkable connections with randomness. Greenberg, Hirschfeldt, and Nies [10] proved that a c.e. set is strongly jump-traceable if and only if it is computable from every superlow random sets, if and only if it is computable from every superhigh random set. Kučera and Nies [15] showed that every c.e. set which is computable from a Demuth random set is strongly jump-traceable, relating such random sets with the "benign cost functions" which by work of Greenberg and Nies [11] characterise c.e., strong jump-traceability. Other attractive spin-offs in the arena of randomness include Nies's new work on the calculus of cost functions [22] . This material is only just beginning to work itself out and we expect a lot more to grow from these ideas.
Additionally, strongly jump-traceable sets have proven to have applications in classical computability. To illustrate, relativising the construction of Figueira, Nies and Stephan of a noncomputable, strongly jump-traceable c.e. set yields a pseudojump operator, which when inverted (Jockusch and Shore [12, 13] ) yields an incomplete c.e. set A relative to which ∅ is strongly jump-traceable. Such sets are very high, in that they resemble ∅ : they are all superhigh, and are almost everywhere dominating in the sense of Dobrinen and Simpson 2 [4] . In [6] , the authors have recently solved a question of Coles, Downey, Jockusch and LaForte [3] implicitly going back to Jockusch and Shore [12] , by showing that the pseudo-jump operator which constructs a relative strongly jump-traceable set cannot be inverted with avoiding upper cones in the c.e. Turing degrees. Indeed, there is a noncomputable c.e. set which is computable from all c.e. sets relative to which ∅ is strongly jumptraceable.
All of this brings us to the present paper. Notable is the lack in all of this material of anything about non-c.e. strongly jump-traceable reals. In fact, Nies has shown that there is some order function h such that there are continuum many h-jump-traceable reals. This result could discourage attempts to show that all strongly jump-traceable sets are K-trivial.
Up to now, no adaptation of the box-promotion technique for non-c.e. sets has been developed. In the c.e. case, the constructions make heavy usage of the fact that a computation from a c.e. oracle, once destroyed, can never come back, clearing the deck for future computations; this is not so in the ∆ 0 2 case. Translated to boxpromotion, the problem is that in the c.e. case, when boxes are promoted, they remain promoted for ever, while in the ∆ 0 2 case, boxes can be demoted, introducing seemingly unsurpassable problems. Moreover, in the general case we do not even assume that the given strongly jump-traceable set is ∆ 0 2 , so no approximation to the set is given, so it is not at all clear what it is that we trace.
In this paper we show how to overcome these difficulties, and prove the following theorem. Theorem 1.5. There is a computable order h such that every h-jump-traceable set is K-trivial.
Beyond this result, much is unknown. Do the strongly jump-traceable sets form an ideal? Can they be characterised by randomness? The strongest conjecture is the following: Conjecture 1.6. Every strongly jump-traceable set is computable from some c.e., strongly jump-traceable set.
Despite removing the assumption of computable enumerability, the construction in the current paper is similar to the earlier box-promotion constructions in that it is "adaptive", that is, definition of the A-partial computable function depends on what values show up in the trace of the function. This severely restricts the applicability of this proof to an oracle version which is obtained by partial relativisation. Nies defined a weak reducibility associated with strong jump-traceability: for reals A and B, A SJT B if for every order function h, every A-partial computable function has a B-c.e. h-trace. This partial relativisation (A instead of A ⊕ B, computable order functions instead of B-computable order functions) is necessary to make this relation transitive. Similarly, the weak reducibility associated with K-triviality (really, with lowness for randomness / for K) is LR-reducibility, where
A . The difficulty in partially relativising an adaptive construction means that we still do not know the answer to the following question:
Solovay functions and k-trees
The rest of the paper is devoted to the proof of Theorem 1.5.
Recall that a real A is K-trivial if K(A n ) K(n). To simplify our presentation, we replace the right hand side by a computable function. Recall that by the minimality of K, if g is any computable function, then K + g if and only if the sum n 2 −g(n) is finite.
Definition 2.1. A Solovay function is a computable function g such that K + g and there is an infinite set S such that g S + K S .
Solovay [26] showed the existence of a Solovay function. More recently, Downey and Bienvenu gave a systematic study of these functions. 
We remark that in recent research, Bienvenu, Merkle and Nies extended part (2) of Theorem 2.2 and showed the equivalence holds for any Solovay function.
We fix, therefore, a Solovay function g, so Theorem 2.2(2) holds for g. By changing g by an additive constant, we assume that n 2 −g(n) < 1.
The idea is that if we believe that a string σ is an initial segment of A, then we believe that every initial segment of σ is also an initial segment of A, and so the "cost" of asking for short descriptions of σ and all of its initial segments is c(|σ|). We let c(ω) = n 2 −g(n) . This is a left-c.e. real: the collection of rational numbers q < c(ω) is computably enumerable.
The general plan is to enumerate a tree T which consists of strings which have short descriptions, which contains every initial segment of A. To ensure that indeed every string on T has a short description, we use a KC (bounded request) set; so we need to show that the total cost of all strings on T is finite. This will be obtained by limiting the size of finite subsets of T which are determined by granularity of cost.
Definition 2.4. Let q < c(ω) be a binary rational number. We let n q be the least natural number n such that c(n) q.
Thus the function n → n q is partial computable, as its domain is c.e. (and not computable). Note that n 0 = 0.
For k < ω, let
so the set of binary rationals in the interval [0, 1] is k Q k . We let
Definition 2.5. Let k < ω. A k-tree is a set of strings T such that:
Ordered by extension, a k-tree is a graph-theoretic tree, and so we call an element of such a tree T with no proper extension in T a leaf of T . Proposition 2.6. Let A be strongly jump-traceable. Then there is some e < ω and a uniformly c.e. sequence T k k e such that:
(1) every T k is a k-tree; (2) for all k > e, if σ ∈ T k and |σ| ∈ N k−1 then σ ∈ T k−1 ; (3) for all k, T k has at most k many nonempty leaves; and (4) for all k, for all n ∈ N k , A n ∈ T k . Proposition 2.6 details the combinatorial heart of the proof. It will be proved in the next section, using a "generalised" box-promotion argument. We now show that it is sufficient to prove the main theorem.
Proof of Theorem 1.5, given Proposition 2.6. Let T = k e T k . Lemma 2.7. For all n < ω, A n ∈ T .
Proof. This follows from the fact that k e N k = ω. Let n > 0. Since c(n) > c(n − 1), the interval (c(n − 1), c(n)] contains some binary rational number q. Then n = n q . Since q c(n) we have q < c(ω). There is some k e such that q ∈ Q k , so n ∈ N k .
Fix k e. For every σ ∈ T k , we let q k (σ) be the least q ∈ Q k such that |σ| = n q . If σ is nonempty, then q k (σ) > 0, and q k (σ) is the unique q ∈ Q k such that |σ| = q and n q = n q−2 −k . For nonempty σ ∈ T k , we let
note that σ n q k (σ) −2 −k is σ's immediate predecessor on T k . For the empty string λ we let S k (λ) = {λ}.
For k > e, let L k be the collection of nonempty leaves σ of T k such that |σ| ∈ N k \ N k−1 ; by property (2), L k is the set of leaves σ of T k such that σ / ∈ T k−1 . We let L e = T e .
Proof. Let q = q k (σ); since σ is nonempty, q > 0. The sum is
Now by definition, we have c(n q−2 −k ) q − 2 −k . We also assumed that n q / ∈ N k−1 . Hence q / ∈ Q k−1 . This implies that q + 2 −k ∈ Q k ; so either q + 2 −k > q(ω) or n q+2 −k > n q . In the former case, we have c(n q ) < c(ω) < q + 2 −k ; in the latter case, we have, by minimality of n q+2 −k , c(n q ) < q + 2 −k . In either case we see that c(n q ) < q + 2 −k . Together with c(n
For k e, let
Lemma 2.8 and property (3) imply that for k > e,
which is finite because G e is finite.
Lemma 2.9. T ⊆ G.
(In fact, T = G; the argument of Lemma 2.7 can be used to show that T is closed under taking initial segments.)
Proof. By induction on k e, we show that for all σ ∈ T k , S k (σ) ⊂ G. The lemma follows, since for all σ and k, σ ∈ S k (σ).
For k = e, we defined L e = T e so for all σ ∈ T e , S e (σ) ⊆ G e . Let k > e, and let σ ∈ T k be nonempty. Let q = q k (σ). There are three cases:
• If n q / ∈ N k−1 and σ is not a leaf of T k , then there is some ρ ∈ T k extending σ such that |ρ| = q + 2 −k . Since n q / ∈ N k−1 we have q / ∈ Q k−1 , so q + 2 −k ∈ Q k−1 ; since n q+2 −k is defined, we have n q+2 −k ∈ N k−1 . By property (2), ρ ∈ T k−1 . We have ρ n q+2 −k −2 −(k−1) = ρ n q−2 −k , so S k (σ) ⊂ S k−1 (ρ), so by induction, S k (σ) ⊂ G.
It follows that
is finite. Since T is c.e., by the KC Theorem, there is a constant d such that for all σ ∈ T , K(σ) g(|σ|) + d. By Lemma 2.7, for all n, K(A n ) g(n) + d. The choice of g shows that A is K-trivial. This completes the proof of Theorem 1.5.
A non-c.e. box-promotion argument
It remains to prove Proposition 2.6. As promised, this is done by a box-promotion argument. Let A be strongly jump-traceable.
3.1. The overhead of the Recursion Theorem. As standard in a boxpromotion argument, we define a partial computable functional Ψ, and by the Recursion (fixed point) Theorem, we obtain a c.e. trace S z for Ψ A . The trace will be bounded by a computable function h that we define ahead of time, except for finitely many inputs due to overhead from the Recursion Theorem.
Formally, this is done as follows. Let Ψ e be an enumeration of all partial computable functionals; recall that J is a partial computable functional such that for all X ∈ 2 ω , J X is a universal A-partial computable function.
Lemma 3.1 (Cholak, Downey, and Greenberg [2] ). Let h be an order function.
There is an order functionh such that for all A, from a (c.e. index for a) c.e.htrace for J A we can obtain, uniformly in e, a (c.e. index for a) c.e. max{e, h}-trace for Ψ A e . By the Recursion Theorem we obtain an index e such that Ψ = Ψ e ; this e is fixed for the rest of the construction. We also fix, ahead of time, a c.e.h-trace for J A . Lemma 3.1 then yields a c.e. trace S z for Ψ A , which is bounded by max{e, h(n)}. Also ahead of time, we define a partition I k of ω into intervals, which is of course determined by specifying |I k | for each k. This defines h since we let, for all k, for all z ∈ I k , h(z) = k. Thus, for all k e, for all z ∈ I k , we have |S z | k.
The general idea.
As in other constructions, we use Ψ and the trace S z to test possible initial segments of A. Recall that the purpose is to enumerate the sequence of k-trees T k of Proposition 2.6. If A were computable, we could have of course let T k be the single branch consisting of initial segments of A. Since A is not computable, we need to enumerate several strings into T k . With an associated degree of confidence, we believe they may be initial segments of A. We need to ensure that the correct initial segments are enumerated, but that not too many strings are enumerated.
To test a string σ on input z, we let Ψ σ (z) = σ. The test is successful if σ ∈ S z . If σ is an initial segment of A, then the test will be successful. Note that consistency of Ψ means that we cannot test comparable strings on the same input.
Unlike the c.e. case, we do not have an approximation for A, and so we need to test arbitrary strings. The combinatorial heart of the argument is the mechanism for deciding which strings are tested on which inputs. The general aim is to "make the opponent pay dearly" for successful tests of wrong initial segments. To ensure that each T k has at most k many leaves, we will guess the sets of leaves of each level of T k , and in that way amplify (or promote) boxes.
3.3. The construction. We let
k . Now we define M k (ν) for every ν which is a sequence of subsets of {1, 2, . . . , k} of length at most 2 k . M k (λ) has just been defined; if ν is a sequence of subsets of {1, 2, . . . , k} and |ν| < 2 k , and
and we let
Initial testing. For all k e, for all q ∈Q k , we test all binary strings of length n q at input z(k, q). Note that indeed all of these strings are incomparable, so this test keeps Ψ consistent.
Approval and general testing. By induction on k e, and then by induction on q ∈Q k , we describe how to further test strings that show up in S z(k,q) ; and decide which strings of length n q are enumerated into T k (we also enumerate the empty string into every T k ).
For k and q ∈Q k , let P (k, q) be the collection of all pairs (k , q ) such that:
• e k < k, q ∈Q k , and n q n q ; or • k = k, q ∈Q k , and q < q. We note that sinceQ k is not computable, neither is the domain of the function (k, q) → P (k, q); but this function is partial computable. That is, once we know that q ∈Q k , we can effectively compute all of P (k, q). For all (k , q ) ∈ P (k, q), n q n q . We say that a string σ ∈ S z(k,q) is (k, q)-preapproved if for all (k , q ) ∈ P (k, q), we have σ n q ∈ T k . Now we note that since: 1. The trees T k are uniformly c.e.; 2. S z(k,q) is c.e., uniformly in k and q; and 3. The map (k, q) → P (k, q) is partial computable; the collection of (k, q)-preapproved strings is c.e., uniformly in k and q.
Let σ 1 (k, q), σ 2 (k, q), . . . be an effective list of the (k, q)-preapproved strings. The list has length at most k, since |S z(k,q) | k. Note, though, that this is a c.e. list, in the sense that if fewer than k many such strings have been listed, we can never be sure that no more strings will be listed in the future.
note that m 2 k and m 1. We further test σ on all the elements of several boxes M k (ν), where ν is a sequence of subsets of {1, 2, . . . , k} of length m(k, q). Which such sequences? We test σ on the elements of M k (B 1 , . . . , B m(k,q) ) if:
For the second condition, note that since σ is (k, q) approved and (k, q ) ∈ P (k, q), and since S z(k,q ) is an antichain of strings, there is a unique j such that σ j (k, q ) is defined and is an initial segment of σ, and such a j is already present when we test σ. Finally, if σ is a (k, q)-preapproved string, then we enumerate σ into T k if for all z on which we tested σ we have s ∈ S z , that is, all tests of σ are successful. Since S z are uniformly c.e., and since the collection of (k, q)-preapproved strings is c.e., uniformly in k and q, we get that T k are uniformly c.e. as required.
Further, we notice that the testing procedure keeps Ψ consistent:
No comparable strings are tested on an input z.
Proof. Let z ∈ I k , and suppose that strings σ 0 and σ 1 are tested on z; we show that σ 0 and σ 1 are incomparable. We must have z ∈ M k (λ). There are q 0 , q 1 ∈Q k and indices i 0 , i 1 k such that σ 0 = σ i0 (k, q 0 ) and σ 1 = σ i1 (k, q 1 ); without loss of generality, q 0 q 1 . There is some ν = (B 1 , . . . , B m ) of length m = m(k, q 1 ) such that z ∈ M k (ν). Now there are two cases. If q 0 = q 1 , then σ 0 , σ 1 are both of length n q0 and so are incomparable. Otherwise, q 0 < q 1 ; let m 0 = m(k, q 0 ) which is smaller than m. There is a unique j such that σ j (k, q 0 ) is an initial segment of σ 1 , and j / ∈ B m0 . Now ν 0 = (B 1 , . . . , B m0 ) is the only sequence µ of subsets of {1, 2, . . . , k} of length m 0 such that z ∈ M k (µ); the fact that σ 0 is tested on z means that σ 0 is tested on M k (ν 0 ), which in turn implies that i 0 ∈ B m0 . Since j / ∈ B m0 we have i 0 = j, and so σ 0 = σ i0 (k, q 0 ) is not an initial segment of σ 1 . Since |σ 0 | = n q0 < n q1 , we conclude that σ 0 and σ 1 are incomparable.
3.4. Verification. We show that the sequence T k k e satisfies the properties required by Proposition 2.6.
By construction, the sequence T k k e is uniformly c.e., and each T k consists of strings of length n q for some q ∈ Q k . We first establish properties (1) and (2). (1) If n ∈ N k and n < |σ|, then σ n ∈ T k . (2) If k > e and |σ| ∈ N k−1 , then σ ∈ T k−1 .
Proof. We have N k = {0} ∪ {n∈Q k }. Let q ∈Q k such that |σ| = n q . Now σ is (k, q)-preapproved: for all (k , q ) ∈ P (k, q) we have σ n q ∈ T k .
If n ∈ N k , n < |σ|, then either n = 0, in which case certainly σ n ∈ T k ; or n = n q for some q ∈Q k smaller than q. In this case we have (k, q ) ∈ P (k, q), and so σ n ∈ T k . Now suppose that k > e and |σ| = n q ∈ N k−1 . Let q ∈Q k−1 such that n q = n q ; then (k − 1, q ) ∈ P (k, q). It follows that σ = σ n q ∈ T k−1 .
We verify property (3): Lemma 3.4. For all k e, T k has at most k many leaves.
Proof. Fix k e. For q ∈Q k , let L k be the set of leaves of T k . For m = m(k, q), let B m = {i ∈ {1, 2, . . . , k} : σ i (k, q) ∈ L k } .
Consider the sequence ν = (B 1 , B 2 , . . . , B m * ) (where m * = m(k, q * ) for q * = max{Q k }). Now L is an antichain of strings. It follows that for all q ∈Q k , every σ ∈ L of length n q is tested on M k (B 1 , . . . , B m(k,q) ), and so on every input in M k (ν); and since such σ is actually enumerated into T k , these tests must be successful. We conclude that for all z ∈ M k (ν) we have L ⊆ S z . The conclusion follows from the fact that |S z | k for all z ∈ I k . And finally, property (4): Lemma 3.5. For all k e, for all n ∈ N k , A n ∈ T k .
Proof. We enumerated the empty string into every T k , so it remains to show the lemma for every nonempty initial segment of A. For k e and nonzero n ∈ N k , there is some q ∈Q k such that n = n q ; so we show that for all k e, for all q ∈Q k , A nq ∈ T k . This is proved by induction on k, and then on q.
Let k e and q ∈Q k . By induction, for all (k , q ) ∈ P (k, q), we have A nq ∈ T k . Let σ = A nq . The string σ is tested on z(k, q), and since σ ⊂ A we have σ ∈ S z(k,q) . Hence σ is (k, q)-preapproved. Now σ is tested on the elements o various M k (ν)'s, and since it is an initial segment of A, all these tests are successful, so σ is enumerated into T k as required.
