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Abstract
In the last decades, extreme events, i.e., high-magnitude phenomena that cannot be de-
scribed within the realm of Gaussian probability distributions have been observed in a mul-
titude of physical systems. While statistical methods allow for a reliable identification of
extreme event systems, the underlying mechanism behind extreme events is not understood.
The main reason why extreme events are not understood is their rare occurrence and their
onset under conditions that are difficult to reproduce. Thus, it is desirable to identify alterna-
tive extreme event scenarios that can serve as an easily accessible test bed. Optical systems
exhibiting extreme events have recently been discovered to be ideal for such tests, and it is
now desired to find more different examples to improve the general understanding of extreme
events.
In the present thesis, multifilamentation formed by femtosecond laser pulses is analyzed.
While the formation of multifilaments has been extensively observed, the spatio-temporal dy-
namics of multifilament sequences have rarely been investigated. In the experiments presented
in this thesis, multifilamentation is observed using high-speed cameras that operate at the kHz
repetition rate of the input laser system. Observation of the spatio-temporal dynamics of mul-
tifilamentation shows a heavy-tailed fluence probability distribution and several multifilament
formations exceeding tens of the significant wave height. These findings imply the onset of
two-dimensional extreme events during multifilamentation.
Having identified multifilamentation as an extreme event system, the time series obtained
from the high-speed cameras are analyzed by a variety of methods. Linear time series analysis
allows for understanding the spectral content of a system. This linear analysis gives hints on
the processes that drive the formation of multifilament extreme events. The multifilaments
are further analyzed by applying nonlinear time series analysis, which provides information
on determinism and chaos in the system dynamics. Throughout this work, the analysis of the
multifilament system is compared to an analogous analysis of extreme event time series from
ocean gravity wave height measurements and the supercontinuum output of a microstructured
optical fiber.
The analysis performed in this work shows fundamental differences in the underlying phys-
ical processes that lead to the formation of extreme events. While the extreme events in the
optical fiber system are ruled by the stochastic changes of amplified quantum noise, in the
multifilament and the ocean system extreme events appear as a result of the classical mechan-
ical process of turbulence. A classical mechanical origin even implies the predictability of
extreme events. In this work, the predictability of extreme events is proven to be possible in a




In den vergangenen Jahrzehnten wurden extreme Ereignisse, die nicht durch Gauß-Vertei-
lungen beschrieben werden können, in einer Vielzahl an physikalischen Systemen beobach-
tet. Während statistische Methoden eine zuverlässige Identifikation von extremen Ereignissen
ermöglichen, ist deren Entstehungsmechanismus nicht vollständig geklärt.
Das Auftreten von extremen Ereignissen ist nicht vollkommen verstanden, da sie nur selten
beobachtet werden können und häufig unter schwer reproduzierbaren Bedingungen auftreten.
Deshalb ist es erstrebenswert Experimente zu entwickeln, die eine einfache Beobachtung von
extremen Ereignissen erlauben. Kürzlich konnte gezeigt werden, dass extreme Ereignisse in
optische Systemen auftreten können. Seit dem wird versucht weitere optische Systeme mit
extremen Ereignissen zu finden, um mehr Erkenntnisse über dieses Phänomen zu gewinnen.
In dieser Dissertation werden extreme Ereignisse untersucht, die bei der Multi-Filamen-
tation von Femtosekundenlaserimpulsen entstehen. Während die Entstehung von Multi-Fila-
menten bereits eingehend erforscht wurde, gibt es nur wenige Untersuchungen über deren
raum-zeitliche Dynamik. In den Experimenten, die in dieser Dissertation vorgestellt wer-
den, werden Multi-Filamente durch Hochgeschwindigkeitskameras analysiert. Diese Hoch-
geschwindigkeitskameras erlauben eine Beobachtung der Multi-Filamente mit der kHz-Re-
petitionsrate des Femtosekundenlasers. Die Untersuchung der raum-zeitlichen Dynamik der
Multi-Filamente zeigt eine L-förmige Wahrscheinlichkeitsverteilung und zahlreiche Multi-
Filament-Formationen deren Fluenz einige zehnfache der signifikanten Wellenhöhe beträgt.
Diese Beobachtungen implizieren das Auftreten von zweidimensionalen extremen Ereignis-
sen in den Multi-Filamenten.
Nach der Identifikation von extremen Ereignissen in Multi-Filamenten werden die von
den Hochgeschwindigkeitskameras aufgenommenen Zeitreihen durch verschiedene Metho-
den untersucht. Lineare Zeitreihen-Analyse liefert Informationen über die spektralen Eigen-
schaften des Systems. Diese lineare Analyse gibt Hinweise auf die physikalischen Prozesse,
die zur Entstehung der extremen Ereignisse führen. Die Multi-Filamente werden zusätzlich
durch nicht-lineare Zeitreihen-Analyse untersucht, womit Erkenntnisse über Determinismus
und Chaos in der Dynamik des Systems gewonnen werden. Die Analyse der Multi-Filamente
wird außerdem vergleichend auf Ozeanwellen-Messungen und Superkontinua aus Mikrostru-
kurfasern, in denen ebenfalls extreme Ereignisse entdeckt wurden, angewandt.
Die Analysen, die in dieser Arbeit durchgeführt werden zeigen grundlegende Unterschiede
in den physikalischen Prozessen, die zur Entstehung von extremen Ereignissen führen. Extre-
me Ereignisse in optischen Fasern werden durch stochastische Fluktuationen von verstärktem
Quantenrauschen dominiert. In Multi-Filamenten und Ozeanwellenzügen resultieren extreme
Ereignisse dagegen aus klassischer mechanischer Turbulenz. Ein klassischer mechanischer
Entstehungsmechanismus impliziert die Vorhersagbarkeit von extremen Ereignissen. In die-
ser Arbeit wird anhand der untersuchten Multi-Filament-Zeitreihen die Vorhersagbarkeit in
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For over a hundred years, the statistical description of high-magnitude phenomena, so-called ex-
treme events, has been investigated in different types of data sets such as income distributions,
particle size distributions, and mechanical failure rates [1–4]. The original research of extreme
events was dedicated to the statistical analysis of data series. Recent research is increasingly fo-
cused on improving the understanding of the formation mechanism of extreme events in different
physical systems [5–12]. One of the most intensely studied physical extreme event systems is the
ocean surface where extreme events appear as gigantic waves [5, 6]. The topic drew increasing
attention, when the existence of ocean extreme events was strongly indicated by photographic
records [13]. The first systematic measurement was realized in 1995 [6, 14] and additional ocean
extreme event measurements have been realized in the last two decades [15, 16]. However, the
existing data sets are difficult to compare and therefore do not allow for an exhaustive analysis of
this phenomenon. Besides the experimental observation of extreme events, theoretical work on the
ocean surface dynamics helps in solving the puzzle of this phenomenon [17–20]. Nevertheless,
fundamental principles of extreme-event physics such as their forming mechanism have remained
obscure.
A new perspective on extreme event phenomena was given when Solli et al. proved that extreme
events can also appear in a physical system outside the ocean-surface [7]. Solli et al. created a su-
percontinuum by laser pulse propagation through a nonlinear optical fiber. In the long-wavelength
region of this supercontinuum the one-dimensional analog to an ocean surface extreme event is de-
tected. In order to distinguish between extreme events from different physical systems, this work
uses the terminology of hydrodynamic extreme events and optical extreme events. Optical extreme
events are of particular interest because they allow investigations under reproducible experimen-
tal conditions. Thus, the findings of Solli et al. helped gather knowledge of extreme events that
would not have been accessible from hydrodynamic extreme events alone [21–29]. Laser pulse
propagation through an optical fiber is governed by a similar model equation as the ocean surface
dynamics [30]. It is usually considered that this similarity allows for conclusions on the hydrody-
namic system by experimental observations of the optical fiber system. However, the optical fiber
system differs strongly from the ocean surface system by forming extreme events in the spectral
domain. In contrast, hydrodynamic extreme events result from two-dimensional spatial dynamics.
Thus, for an analogy-based extreme event analysis, an extreme event system is required that has a
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similar geometrical nature as the ocean surface. The majority of extreme event systems that were
identified until today are one-dimensional systems like the optical fiber [31–34]. A rare example
of a two-dimensional extreme event system are nonlinear optical cavities [35]. The first goal of
this work is the identification of a two-dimensional optical extreme event system that allows for
the systematic study of extreme event phenomena.
Since the first observation of hydrodynamic extreme events, both their forming mechanism as
well as the possibility of extreme event prediction are discussed [6]. Theoretical work on extreme
events describes this phenomenon as a solution of the nonlinear Schrödinger equation (NLSE)
[18, 36–38]. The description of a system evolution by a differential equation such as the NLSE
generally implies the possibility of extreme event prediction. First attempts of extreme event pre-
diction propose spectral analysis as a possible means of extreme event forecast [37, 39]. However,
since these prediction schemes have only been applied on numerical data, these tests do not prove
the possibility of extreme event prediction from experimental data. Since the 1980s methods of
nonlinear time series analysis (NTSA) have been developed, which allow for the identification of a
predictable system evolution from experimental data [40, 41]. Based on these methods, the second




The present work is primarily focused on the understanding of the ultrafast optical phenomenon of
multifilament formation. In the following chapters, the analysis of multifilamentation is discussed
on the basis of experimentally obtained time series. Multifilamentation exhibits a high-magnitude
phenomenon that is also known from supercontinuua in nonlinear optical fibers and ocean surface
gravity waves. In the present chapter, the theoretical background is introduced that is required for
all the following chapters. In the first section, the model equation that allows for the description
of multifilamentation of a femtosecond laser pulse is introduced. Section 1.2 deals with the theory
of multifilament formation.
1.1 Laser Pulses in Dielectric Media
In the following, only multifilamentation in gases and liquids is considered. Thus, the propagation
equation of the filamenting laser pulse is derived from Maxwell’s equations in an isotropic, homo-
geneous, dielectric medium [42]. In the most general form, the model equations must incorporate
an electric field E and a polarization P, which is induced by the interaction of the electric field
with the dielectric material. The interaction with free charge carriers is represented by the current











Here, ∇2 = ∂ 2x +∂ 2y +∂ 2z is the three-dimensional Laplacian operator, c0 = 1/
√ε0µ0 is the vacuum
speed of light, ε0 is the dielectric constant, and µ0 is the magnetic constant. In the experiments
discussed in this work, the laser beam only shows a weak divergence, which allows for a paraxial
approximation of Eq. (1.1.1)
k⊥ k, (1.1.2)
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where k is the wave vector and k⊥ =
√
k2x + k2y .
The electric field E in Eq. (1.1.1) can be described as a plane wave that is decomposed into a
carrier wave and an electric field envelope [46]. In agreement with the experimental conditions,
the laser field is considered to be linearly polarized:
E(x,y,z, t) = E(r, t) =
1
2
ex [E(x,y,z, t)exp(ikzz− iω0t)+ c.c.] (1.1.3)
Here, ex = (1,0,0) denotes the linear polarization in x-direction. The polarization ex is perpendic-
ular to the wave vector k = (0,0,kz). kz = ω0nc0 is the wave number in z-direction with the carrier
wave frequency ω0 and the linear refractive index n. In an isotropic medium, the polarization P is
parallel to the electric field and the current density J is regarded to have the same orientation as
the electric field as well [47]. Thus, one finds
E(r, t) = E(r, t)ex (1.1.4)
P = P ex (1.1.5)
J = J ex (1.1.6)
as a scalar description of Eq. (1.1.1).
As mentioned above, multifilamentation is only achieved at sufficiently high laser powers. In
gaseous media, for example, a peak power of several hundred MW is required to achieve filamen-
tation [48]. In practice, such high power levels are only realized with pulsed lasers of a duration in












Here, E˜(ω) is the electric field in the frequency domain. For the electric field of a pulsed laser
with a finite spectral width, it has to be considered that the linear refractive index n = n(ω) is fre-
quency dependent. A frequency dependent refractive index results in an evolution of the temporal
profile of the laser pulse during propagation. This evolution is quantified by writing the expression
β (ω) = ωc n(ω) as a Taylor series [50]
β (ω) = β0+β1(ω−ω0)+ 12β2(ω−ω0)







(m = 0,1,2, . . .). (1.1.10)
Here, 1/β1 denotes the group velocity of the laser pulse and β2 is the dispersion parameter, which
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quantifies the pulse broadening due to dispersion.
The experiments that are discussed in this work are performed with laser pulses having a dura-
tion of about 50 fs. With a central wavelength λ0 = c0ω0 = 800 nm, the pulse envelope spreads over
more than 18 cycles of the carrier wave. The slow changes of the laser pule envelope with respect
to the electric field justify the slowly varying envelope approximation (SVEA) [46]∣∣∣∣∂E(r, t)∂ z
∣∣∣∣ k|E(r, t)| (1.1.11)
and ∣∣∣∣∂E(r, t)∂ t
∣∣∣∣ ω|E(r, t)|. (1.1.12)


















Here ∆⊥ = ∂ 2x + ∂ 2y is the two-dimensional Laplace operator. Having discussed the linear con-
tributions on the left hand side of Eq. (1.1.1), the following sections will treat the nonlinear
contributions due to the nonlinear polarization and plasma response introduced on the right hand
side of Eq. (1.1.1).
Contribution of the Nonlinear Polarization
The polarization P, which is induced by the electric field during the interaction with the dielectric
medium is commonly decomposed into a linear and a nonlinear term,
P= P(1)+PNL. (1.1.14)
The nonlinear polarization PNL has to be taken into consideration when the electric field of the
laser beam is of the order of the inner-atomic or inner-molecular fields of the dielectric medium.
When the interaction between the electric field of the laser and dielectric medium is far from any
electronic resonance, the nonlinear polarization is approximated by a power series [50, 51],
PNL = ε0
(
χ(3)E3+χ(5)E5+χ(7)E7+ . . .
)
. (1.1.15)
Here, χ(n) is the nth order nonlinear susceptibility. All filamentation experiments discussed in this
work are performed with media that display a centrosymmetric geometry. For these materials, the
even order terms in Eq. (1.1.15) vanish [52]. In addition, the nonlinear susceptibilities above the
third order are negligible in comparison to the third-order susceptibility. With these approxima-
tions, putting Eq. (1.1.3) in Eq. (1.1.15) and regarding a scalar form for the nonlinear polarization
5







3|E|2 exp(iωt− ikz)+E2 exp(3iωt−3ikz)]E(r, t)+ c.c.. (1.1.16)
The second term in Eq. (1.1.16) represents the generation of the third harmonic of the electric field.
Due to the frequency dependence of the linear refractive index n(ω), there is a phase mismatch
between the third harmonic and the fundamental electric field. Destructive interference resulting
from this phase mismatch allows for neglecting the third-harmonic term in Eq. (1.1.16).





From Eq. (1.1.17) it is found that the first term in Eq. (1.1.16) gives rise to a refractive index
change depending on the intensity
n(I(r, t)) = n0+n2 I(r, t), (1.1.18)
where n0 represents the linear refractive index and n2 the nonlinear index of refraction, which is





The intensity dependent change of the refractive index is known as the Kerr effect [52]. The
Kerr effect induces a change on the phase of the pulse. This phase change is called self-phase
modulation (SPM) and is proportional to the propagation length L through the dielectric medium
[50, 52]:
φNL(t) =−n2I(t)ωc L. (1.1.20)
The self-phase modulation results in a broadening ∆ω ∝ ddt φNL(t) of the laser pulse spectrum. In
Chapter 3, this spectral broadening effect will be of particular interest for the discussion of pulse
propagation through a nonlinear optical fiber.
Plasma Contribution
While the nonlinear polarization describes the off-resonant interaction of the laser field with the
material, one also has to consider free electron plasma resulting from ionization of the dielectric
medium. As outlined at the beginning of this chapter, interaction between the laser field and a free
electron plasma plays a decisive role for the generation of a filament. The plasma contribution is
included into the wave equation (1.1.1) via the current density [45]
J= qeNeve. (1.1.21)
6
1.1. Laser Pulses in Dielectric Media
Here qe is the electron charge, Ne is the electron density, and ve is the electron velocity. Within the
scope of this work, the temporal evolution of the electron density is described by [45]
∂tNe =W (I)(Nnt−Ne)+ σUi NeI− f (Ne), (1.1.22)
where W (I) denotes the photoionization rate, Nnt is the neutral atom or molecule density, and Ui
is the ionization potential of the dielectric material. The photoionization rate is determined by the
process that dominates the generation of free electrons. According to the ionization theory by Am-
mosov, Delone and Krainov (ADK) [53], tunnel ionization significantly contributes to the genera-
tion of free electrons. The ADK theory only holds when the deformation of the Coulomb potential
by the laser field results in a significant tunneling probability. For laser intensities I  1013 Wcm2
the field strength is considered low enough to ignore tunnel ionization [45]. In the filamentation
experiments performed for this work, the laser intensities are of the order I ≈ 1010 Wcm2 . Thus, the
ionization theory by Perelomov, Popov and Terentov (PPT) is applied. The PPT theory includes
the generation of free electrons by multiphoton ionizaton (MPI). In the regime of multiphoton
ionization, the photoionization rate is approximated with
W (I)≈WMPI = σKIK , (1.1.23)
where σK is the MPI cross section and K = mod(Ui/h¯ω0)+ 1 is the number of photons that are
needed to ionize the dielectric medium. Similar to the phase change induced by the nonlinear po-
larization, the plasma response leads to a refractive index change. This index change is described
















meε0 Ne is the plasma frequency.





incorporates a laser frequency dependent collision rate. me is the electron mass and νe is the
effective electron collision frequency. The last term in Eq. (1.1.22) represents recombination
processes with neighboring ions. In gases, the recombination time is on the nanosecond time scale
and is therefore neglected in the model equation of femtosecond laser pulses [45]. In Chapter
3, long term effects of plasma heating in connection with laser filamentation is discussed on a
phenomenological basis.
The Description of a Femtosecond Laser Pulse
Having discussed both linear and nonlinear contributions to the original wave equation (1.1.1), an
envelope equation incorporating all relevant approximations is derived from Eq. (1.1.13). Equa-
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tion (1.1.13) is sufficient to describe laser pulses that exceed a duration of several cycles of the
carrier wave. Due to their high spectral bandwidth, for pulses with a duration as low as only a few
carrier wave cycles, Eq. (1.1.13) has to be extended by the self-steepening operator T and the full







































Here, Nc =ω20 meε0/qe denotes the critical plasma density for which the plasma becomes transpar-
ent to the laser field at the frequency ω0. In Eq. (1.1.28), it is exploited that the effective electron
collision frequency is lower than the laser frequency νe  ω0. The first term in Eq. (1.1.28)
represents the diffraction of the laser pulse. For laser pulses near the single cycle regime the
wavelength-dependence of the diffraction, different spectral components of the pulse experience
a different amount of diffraction. The deviation in diffraction for different spectral components
leads to a significant pulse broadening along the propagation axis. This effect is know as space-
time focusing and is modeled by operator T−1 in the diffraction term. The second term in Eq.
(1.1.28) denotes the group velocity dispersion and higher order dispersion as introduced in Eq.
(1.1.9). The third term in Eq. (1.1.28) stands for the intensity dependent refractive index, which
was introduced as the Kerr effect in Eq. (1.1.18). For a positive nonlinear refractive index n2,
the Kerr effect causes the more intense part of the temporal pulse profile to propagate slower than
the rest of the pulse. This so-called self-steepening leads to a temporal asymmetry of the pulse,
which is modeled by the T operator [59]. The fourth term represents the phase change due to
the free electron plasma, analogous to the Kerr term. The T−1 operator models the wavelength
dependency of this effect. Photon losses due to free carriers being accelerated in the laser field are
accounted by the fifth term of Eq. (1.1.28). The last term on the left hand side addresses photon
losses due to multiphoton absorption.
1.2 Multifilamentation of Femtosecond Laser Pulses
In this section, the physical mechanisms that lead to the formation of a multiflament are described.
Multifilamentation results from the interplay of both linear and nonlinear optical effects. Self-
focusing due to the Kerr effect counteracts the diffraction of a Gaussian laser beam. The increase
of intensity resulting from self-focusing leads to the generation of a free electron plasma. This
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plasma results in changes to the refractive index, effectively counteracting the initial self-focusing.
A balance between self-focusing due to the Kerr effect and plasma defocusing generates a laser
filament. Above a certain pulse power, the filament is unstable to transverse modulations of the
laser beam profile. This instability leads to the break-up of the laser filament into a multifilament
structure.
Self-focusing and Focusing Arrest
Equation (1.1.18) shows that the Kerr effect induces a frequency dependent refractive index change
when a pulse propagates through the nonlinear material. In this work, only materials with a posi-
tive n2 are considered. Thus, the Gaussian intensity profile I(r) of a laser pulse leads to a to higher
increase of the refractive index in the center of the beam compared to the outer regions. This in-
crease of the optical beam path for the core of the laser beam leads to a tilt of the phase front of the
laser beam very similar to the propagation through a focusing lens. Focusing is counteracted by
the linear diffraction that the laser beam undergoes due to its limited beam waist. For the formation
of a filament, it is crucial that the self-focusing due to the Kerr effect is stronger than the linear
beam diffraction. The intensity dependence of the Kerr effect implies that an increased intensity
can balance linear diffraction. However, the linear diffraction becomes stronger when the beam
waist reduces. Thus, in order to overcome diffraction by Kerr self-focusing, the intensity has to
be increased while keeping the beam waist constant. It follows that the laser pulse power is the
crucial parameter for the balance between self-focusing and diffraction. It is found that balance





where Pcrit is called the critical power. When the pulse power is above the critical power Pcrit,
self-focusing of the laser beam increases the laser intensity, which increases the change of the
refractive index even further. The effective self-focusing length for a collimated laser beam is









here z0 = pin0w2/λ is the Rayleigh length of the initial laser beam. The increasing self-focusing
continues until a plasma is generated by the filament [63]. Assuming a small plasma frequency
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self-focusing












Figure 1.1: Illustration of the filamentation process. Red colors indicate high intensity of the laser
beam. Illustration modified from [65].
At the balance state that is marked by Eq. (1.2.3), the highest intensity of the filamentation process





where τp is the duration of the pulse. Once this balance between Kerr focusing and plasma defo-
cusing is reached, the laser beam continues to propagate, oscillating between phases of focusing
and defocusing [45]. The balance state described by Eq. (1.2.3) constitutes a laser filament. Figure
1.1 shows an illustration of the filament propagation. As described by the model equation (1.1.28),
the plasma generation leads to photon losses. These photon losses eventually lead to a reduction of
the pulse power below the critical power Pcrit. At this point the laser beam diffracts and continues
a linear propagation with negligible influence of nonlinear optical effects.
Modulation Instability
While a minimal power is required to form a single filament, increasing the power even further
leads to a break-up of a single filament into a multifilament structure [66, 67]. This filamentation
break-up was predicted in 1966 by Bespalov and Talanov [68] who explained this phenomenon as
amplification of noise in the original laser pulse structure.
In the original paper, Bespalov and Talanov assume a linearly polarized monochromatic plane
wave that propagates through an isotropic dielectric medium only taking into consideration the
Kerr nonlinearity. The plane wave propagation is described by a simplified version of Eq. (1.1.28)
10
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with T = 1, D = 0
i
2k
∆⊥E− ∂E∂ z + ikn0n2|E|
2E= 0 (1.2.5)
The effect of a small perturbation on the wave propagation is then studied by replacing the undis-










Here, E0 = const. is the amplitude of the unperturbed field. The complex valued amplitude u =
u1+ iu2 of the perturbation is considered very small in comparison the unperturbed field, |u| E0.










A field that can be superimposed to an arbitrary perturbation is given by
u1,2 = Re u01,2 exp(−iκ⊥− iκiζ ), (1.2.10)
where κ⊥ is the transverse wave number and κi is the wave number of the perturbation in propa-
gation direction. Inserting Eq. (1.2.10) into Eq. (1.2.7) and Eq. (1.2.8) yields the relation for the





The field described with Eq. (1.2.10) grows exponentially when κi is imaginary. Thus, for
0 < κ⊥ < 2k
√
n0n2E0, (1.2.12)
the perturbation is unstable for the propagation along the z-axis. More specifically, these consid-
erations predict that an initially flat wave front is modulated by exponentially growing waves that
fulfill the constraint of Eq. (1.2.12). It is also desirable to estimate the transverse dimensions of
the structure resulting from this modulation. To this end, the transverse wave number κ⊥,max of




From the wavenumber of the strongest perturbation growth κ⊥,max, the geometrical properties of
a multifilament are estimated. As a rough estimate, it is assumed that the modulation instability
leads to a transversely homogeneous structure with a distance between single elements of the
11
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As mentioned at the beginning of this section, modulation instability is of particular interest when
the initial power Pin of the systems exceeds multiples of the power that is required for self-focusing.
In this case, the elements of the break-up pattern will each form an individual filament, which then








where I0 is the peak intensity of the input laser field. This consideration allows estimating the
number Nfil of filaments in a multifilament:
Nfil ∼ PinPfil (1.2.16)
As mentioned above, the model equations assume a plane wave input laser field. With a Gaussian
intensity laser profile, only the central part of the transverse profile contains enough energy to
allow for laser filamentation. As a result, a smaller number of filaments than given by Eq. (1.2.16)
is expected in a filamentation experiment.
In summary, in this chapter the theoretical background of multifilamentation induced by a fem-
tosecond laser pulse is introduced. Starting from Maxwell’s equations for a dielectric material, all
relevant physical effects that lead to the filamentation of a laser beam are incorporated into a model
equation. Assuming a plane wave input electric laser field the impact of the modulation instability
is analyzed, even estimating the properties of the resulting multifilament structure. However, the
introduced theory does not include any spatio-temporal dynamics of the multifilament generated
by a train of femtosecond laser pulses. In Chapter 3, experimental observations of multifilament
formation provide insight into this multifilament dynamics beyond the principles introduced in
this chapter. In Chapter 4, multifilamentation is treated by means of time series analysis. In the
following chapter the principles of time series analysis are introduced.
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Principles of Time Series Analysis
While the temporal dynamics of a single filament are widely understood, the much more com-
plicated dynamics of multiple filaments are still subject to research. The interest in filaments
increased, when multifilamentation was shown to be a system that exhibits extreme events [48].
In Chapter 3, the phenomenon of extreme events is introduced in detail, followed by a discussion
of different extreme event systems. At this point, it only has to be mentioned that the formation
mechanism of extreme events is unknown. In addition, it remains unclear if the onset of an extreme
event is in principle predictable or not. For the discussion of the extreme event mechanism and the
extreme event predictability, it is instrumental to distinguish between deterministic and stochastic
systems. A system is called deterministic when all future states of the system are known upon
observation of any given system state [69–71]. For a stochastic system, only the probability of
finding the system in a certain future state is known. An example of a deterministic system is the
harmonic oscillator of classical mechanics. Quantum mechnical spontaneous emission is an exam-
ple of a stochastic system, because the number of photons that are emitted at a certain time cannot
be determined from the number of photons emitted earlier. Besides determinism and stochastic
dynamics, the onset of chaos and turbulence are of relevance for the discussion of extreme event
systems. Chaos describes the sensitive dependency of a system states on perturbations during the
system evolution [72, 73]. If a system is chaotic not only in the temporal but also in the spatial
domain, the system is considered turbulent. A system that shows chaotic behavior can also be
deterministic. In the last section of this chapter the identification of this deterministic chaos is
discussed.
The methods introduced in the following sections are based on the concept of phase space anal-
ysis of a given physical system. In this concept, each state of the system evolution is represented
by a point in the m-dimensional phase space, where m is the number of independent variables that
are needed to describe the system evolution. The temporal evolution of the system is represented
by a trajectory through the phase space. In Fig. 2.1 the phase space trajectories of the harmonic os-
cillator and the damped harmonic oscillator are shown. For the analysis introduced in this chapter,
the geometrical properties of the phase space trajectory are of major interest. In general, the phase
space trajectory of a given system may evolve freely through the phase space. For the harmonic
oscillator without any damping, the phase space trajectory forms a closed loop as shown in Fig.
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Figure 2.1: Two examples of a phase space trajectory. (a) Harmonic oscillator. (b) Damped har-
monic oscillator. The phase space trajectory of the harmonic oscillator evolves on a
closed loop. The phase space trajectory of the damped harmonic oscillator forms a
spiral representing the energy losses upon system propagation [71].
2.1 (a). For dissipative systems, like the damped harmonic oscillator, the phase space trajectory
is more complicated. As illustrated in 2.1 (b), the phase trajectory contracts into a single point.
Illustratively, this contraction is understood as a reduction of the degrees of freedom due to the loss
of energy during the evolution of the system [71, 74]. The subspace that the trajectory converges
in is called the attractor of the system.
The basic example of the damping-free and the damped harmonic oscillator illustrate the con-
nection between the geometry of an attractor and the system evolution. In this chapter, the cor-
relation dimension Dc is introduced as a means to characterize the attractor of a system. Figure
2.2 shows an overview of the correlation dimension associated to different types of physical sys-
tems. Conservative classical systems have an integer correlation dimension, while dissipative
systems can have a non-integer correlation dimension. Chaotic behavior can be described by
low-dimensional systems (Dc . 5), while turbulence is associated to high-dimensional systems
(Dc > 5) [71, 72, 75, 76]. For stochastic systems no finite correlation dimension is found.
In the following sections, nonlinear time series analysis (NTSA) is introduced at the classical
example of the Lorenz attractor [77]. As being derived from a system of coupled differential
equations, the Lorenz attractor is known to represent a deterministic system that also shows chaotic
behavior. As such, the Lorenz attractor is suitable to illustrate methods that search for determinism
and chaos in a given time series. Section 2.3 deals with a statistical analysis of the geometrical
quality of a given attractor. In addition, a theorem that justifies the application of this analysis
on the evolution of a single system variable is introduced. In Section 2.4, a surrogate method is
introduced, that allows for testing a given time series against a stochastic data set. In this way,
a method for identifying determinism in an experimental data series is deduced. Section 2.5 is
devoted to a more detailed analysis of the attractor geometry. Specifically, an estimation of the
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Figure 2.2: Overview of the dimensionality of deterministic and stochastic systems. The correla-
tion dimension Dc of conservative classical systems is an integer value. Dissipative
classical systems assume dimensions of non-integer values. Chaotic systems are asso-
ciated with Dc . 5 and turbulent behavior with Dc > 5. No finite dimension is found
for stochastic systems [71, 72, 75, 76].
attractor dimension allows for conclusions to be made of the approximate degrees of freedom of
the observed system [78]. In the final section of this chapter, an analysis of the relative evolution
of different parts of a phase space trajectory is outlined. This method allows for testing a time
series for chaotic behavior. Before the introduction of the NTSA, the following section recalls
principles of linear time series analysis that are applied throughout the following chapters.
2.1 Linear Time Series Analysis
In the following chapters, the time series of different physical systems are analyzed in order to un-
derstand the temporal dynamics of the system. While this work focuses on established approaches
of nonlinear time series analysis (NTSA), linear time series analysis is also applied for a better
understanding of the systems under investigation. In this chapter, the concept of spectral analysis
and the autocorrelation function of a discrete time series is introduced.
It is often useful to characterize a physical process by its prominent frequency components.
This is achieved by calculating the Fourier transform of the time series. The Fourier transform
15
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The experimental observation of physical systems is represented by a discrete time series xn that






xn exp(−iωn n∆t), (2.1.2)
with ωn = (2pi/T )n and n being integers. The Fourier transform of a real valued function is a
complex function. The information on the spectral components of a time series is represented in
the absolute value of Eq. (2.1.2). Thus, for a spectral analysis the normalized absolute value of
the Fourier transform
a˜n = |x˜n|/Max[x˜n] (2.1.3)
is calculated.
Besides the spectrum of a time series, a second characteristic function is the autocorrelation
function (AC). The autocorrelation function expresses the average dependency of a time series




x(t)x(t− τ) dt. (2.1.4)








Subtraction of the mean 〈x〉 of the time series and dividing by T ensures normalization of the
Eq. (2.1.5). In order to quantify the system dynamics based on the autocorrelation function, a
correlation time τcorr is defined as
AC(τcorr) = 1/e AC(0). (2.1.6)
Before any analysis of the temporal dynamics is performed, it has to be ensured that the given
time series contains sufficient information on the system evolution. More specific, the time series
has to be long enough so that transition probabilities between system states are independent of
time [70]. If the system undergoes frequent changes that have a longer period than the length
of the measurement, the resulting time series is in principle nonstationary. For all time series
analyzed in this work, a test for controlling this aspect is proposed that monitors the running mean
of a time series. The observed time series {x} of length N is decomposed into non-overlapping
segments {xi}. σx is the standard deviation of the whole time series. If the mean 〈xi〉 of each
16
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individual segment does not vary significantly from 〈x〉, the time series is considered stationary. A
non-significant deviation is given when [81]
|〈xi〉−〈x〉|< 3σx (2.1.7)
for all segments of the time series.
2.2 The Lorenz Attractor
As mentioned above, this chapter deals with the analysis of physical systems that are described
by an attractor, which represents the physical system in phase space. In the next sections, the
statistical analysis of attractors is used to identify determinism and chaos in a system evolution. It
has to be noted here, however, that experimental data such as will be analyzed in the further course
of this work will never appear as the outcome of a purely deterministic process. While the system
under investigation may be deterministic, the measurement process itself always adds stochastic
components. For example, detector noise and a limited detector resolution spoils the measurement.
In optics, particularly shot-noise and Johnson noise disturb the process of photo detection [82–84].
Hence, this work will focus on finding traces of determinism in the given data sets. To maintain
clarity and avoid possible obstacles of experimental data, the principles of nonlinear time series
analysis are introduced with the well-known example of the Lorenz attractor. In 1963, Edward
N. Lorenz was able to describe a complex hydrodynamic system by a set of ordinary nonlinear
differential equations [77]:
X˙ = −σX +σY (2.2.1)
Y˙ = r X−Y −XZ (2.2.2)
Z˙ = −bZ+XY (2.2.3)
with σ , r, b > 0. With a typical parameter choice σ = 10, r = 28, b = 8/3, the set of equations
(2.2.1) - (2.2.3) resembles the Lorenz attractor shown in Fig. 2.3. The characteristic shape of the
Lorenz attractor illustrates the previously mentioned contraction of the phase space trajectory of a
dissipative system. After a brief transition from its initial state, the trajectory folds into a slightly
warped bow-tie shape. While the basic example of the damped oscillator shows a trajectory ending
in a single point, the Lorenz attractor keeps evolving in its characteristic shape. This merely visual
impression implies that the Lorenz attractor is not three dimensional in so far that it does not fully
occupy its three-dimensional phase space. The Lorenz attractor also does not only evolve in a
plane, which would make it a two-dimensional object. Instead, its slight bending out of the plane
implies a non-integer value for the attractor dimension between two and three. In Section 2.5, it
will be shown that a non-integer attractor dimension can actually be calculated [71, 85]. Similar to
the damped oscillator, this non-integer attractor dimension indicates a reduction of the degrees of
freedom in the system upon its dissipative evolution [69, 71]. While the macroscopic shape shown
in Fig. 2.3 is characteristic for the Lorenz attractor, the exact trajectory is dependent on the initial
state of the system. To illustrate this point, the Lorenz attractor is shown for three different initial
states. For all three initial states the trajectory results in the same characteristic bow-tie shape,
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Blue:  {X0, Y0, Z0} = {10.00, -10.0, 20.0}
Cyan: {X0, Y0, Z0} = {10.01, -10.0, 20.0}
Green: {X0, Y0, Z0} = {15.0, -15.0, 15.0}
Figure 2.3: Sample of solutions of the Lorenz attractor, σ = 10, r = 28, b= 8/3 for three different
initial states {X0,Y0,Z0}. Sampling rate of 0.01 time units. While the example calcu-
lations are conducted with 40,000 samples, only 2,500 samples are plotted for visual
clarity.
even if the initial states are significantly different from each other. Interestingly, the trajectories
diverge within the characteristic shape even when the initial states are nearly identical. To avoid
confusion, it has to be stressed here, that the following analysis does not require multiple versions
of an attractor as shown in Fig. 2.3. The information on the deterministic and chaotic behavior
is merely retrieved from an observation of a single time series of an attractor. For the analysis of
experimental data this is of great importance as it eliminates the need of repetitive measurements
of time series to obtain the desired information of the attractor geometry.
Before the time series analysis, the Lorenz attractor is tested for stationarity with the test intro-
duced above. Figure 2.4 shows the running mean of the X(t)-coordinate of the Lorenz attractor
over an interval of 400 time units. For the whole time series, the running mean differs less than
1.1 standard deviations from the mean of the whole time series.
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Figure 2.4: Stationarity test for the Lorenz attractor. The running mean of the X(t)-coordinate is
calculated for 400 time units with a sampling rate of 0.01 time units. The deviation of
the running mean form the global mean is plotted in standard deviations σ of the time
series.
2.3 The Correlation Histogram
When the attractor of a system is known, the system is safely identified as deterministic when
the phase space trajectory shows no crossing points. This restriction to the attractor geometry
is analogous to the definition of a determinsitic system at the beginning of this chapter. At any
given point in the phase space trajectory, no uncertainty on the further development is allowed.
The absence of any trajectory crossing is also seen in the example of the Lorenz attractor in Fig.
2.3. The lobes of the phase space trajectory often lie close to each other but the trajectory never
crosses itself. Unlike the case of this theoretical example, the whole phase space information is not
known for the experimental system observed in this work. And even if all system variables would
be available, the unavoidable systematic measurement error may lead to phase space trajectory
crossings despite the deterministic character of the system. Hence, deterministic evolution of an
experimental system is tested by comparing the sub-series of a given time series as described in
detail below. This approach to an attractor analysis was introduced by Grassberger and Procaccia
[40] in order to calculate the dimension of an attractor. In Section 2.5, the Grassberger-Procaccia
algorithm (GPA) is outlined on the basis of the current section. The method takes advantage
of the geometrical restrictions of the phase space geometry. The phase space trajectory of the
Lorenz attractor occupies only a subspace of the three-dimensional phase space but the phase space
trajectory is not allowed to cross. As seen in Fig. 2.3, these constraints demand that the attractor is
mainly formed by nearly congruent lobes. A non-deterministic, i.e. stochastic system would show
crossing in the trajectory, resulting in broader range of relative trajectory arrangements. Hence, a
strong indication for deterministic behavior is obtained by quantifying the similarity of short parts
of the phase space trajectory.
Equivalent to an experimental time series being measured in discrete sampling steps, suppose
the attactor under investigation is decomposed into N phase space states with equal spacing ∆t
ak = a(t+ k∆t) (k = 0,1,2, . . .N−1). (2.3.1)
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In order to develop the time series into a m-dimensional space, vectors with m < N elements are
obtained from Eq. (2.3.1) according to
ai(t) = {a(t+ i∆t), a(t+(i+1)∆t), a(t+(i+2)∆t), . . . , a(t+(i+m−1)∆t)} (2.3.2)
(i = 0,1,2, . . .N−m).
The vectors described by Eq. (2.3.3) are called embedding vectors. The similarity of phase space
trajectories is expressed by the probability to find two embedding vectors (ai(t),a j(t)) in the same




×{Number of pairs (ai,a j) with r ≥ |a j−ai|, (i 6= j)} (2.3.3)
Where |a j− ai| is the metric difference between the embedding vectors ai and a j. Here, discrete
values for r are assumed, which is justified for experimental data measured with a limited resolu-
tion. Equation (2.3.3) is referred to as the correlation sum. This expression will be relevant for the
derivation of the Grassberger-Procaccia algorithm in Section 2.5. The current section deals with
the probability that two embedding vectors (ai(t),a j(t)) fall in the same m-dimensional sphere




×{Number of pairs (ai,a j) with r = |a j−ai|, (i 6= j)} (2.3.4)
In the further course of this work Eq. (2.3.4) is referred to as a correlation histogram.
When the correlation histogram is computed in the form of Eq. (2.3.4), all vectors ai along the
phase space trajectory are treated equal. From the illustration of the Lorenz attractor in Fig. 2.3,
it becomes clear that the resulting histogram counts numerous short distances |a j− ai| due to a
short temporal distance between ai and a j. For the following analysis, the identification of nearly
identical embedding vectors after an arbitrary evolution time is desired. Embedding vectors that
are close in time, however, will always be nearly parallel and thus unintendedly contribute to the
count for small r in C(r). Thus, Eq. (2.3.4) is modified in such a way that temporal neighbors of
the phase space trajectory are not considered. The modified correlation histogram reads
C(r) =
1
(N−w)2 ×{Number of pairs (ai,a j) with r = |a j−ai|, ( j− i > w)}. (2.3.5)
Practically, the distance w is chosen with several correlation lengths τcorr as defined in Eq. (2.1.6).
The Takens Theorem
For the Lorenz attractor the evolution of all system variables is known. In contrast, for real world
physical systems only a few parameters, if not only a single system quantity are available. Thus,
a correlation histogram that incorporates full phase space vectors cannot be computed for exper-
imental time series. To analyze the dynamics of multifilamentation, for example, a technique is
required that allows characterizing the system solely based on the fluence time series of the system.
However, it can be shown that a correlation histogram that is computed from only one component
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Figure 2.5: Three examples of a phase space reconstruction based on the X(t)-component of the
Lorenz attractor. The delay is chosen as (a) τembd = 0.03, (b) τembd = 0.17 and (c) τembd
= 1.5.
of the phase vector contains sufficient information to distinguish between stochastic or determin-
istic dynamics in the observed physical system. For the example of the Lorenz attractor, it can be
illustrated that the evolution of a single variable already characterizes the whole system. This as-
sumption is known as the Takens theorem (sometimes called embedding theorem) and was proven
by F. Takens in 1981 [86, 87]. The theorem is intuitively explained by the coupling of the variables
in the equations (2.2.1) - (2.2.3). Upon evolution in time, each variable carries information about
all other variables of the system.
Based on the embedding theorem, the phase space of a system is reconstructed by embedding
vectors. Each embedding vector represents one element of the original phase space vector in Eq.
(2.3.3) according to
xi(t) = {x(t),x(t+ τembd),x(t+2τembd), . . . ,x(t+(m−1)τembd)}. (2.3.6)
Here x(t) are values of one of the system variables. The embedding delay τembd determines the
sampling rate of the evolution of the variable, and m is the embedding dimension. The choice
of the embedding delay τembd is crucial to obtain meaningful information from the construc-
tion of the embedding vector. If τembd is chosen too small, the variable x(t) will not evolve far
enough to gather information about the other system variables. Choosing τembd too long results
into an insufficient resolution of the system evolution [88, 89]. Figure 2.5 shows three examples
of a two-dimensional projections of a reconstructed phase space, known as phase portraits. For
τembd = 0.03, the phase portrait is compressed towards the diagonal of the plot indicating a lack
of information of the system evolution. With τembd = 1.5, the resulting reconstruction is fairly
complex with no similarity to the original attractor. The embedding delay τembd = 0.17 results in
a surprising resemblance of the original. The reconstructed phase portrait shows two lobes with
curve proportions similar to the Lorenz attractor. While the concept of phase portraits is illustra-
tive and useful for rather low-dimensional problems such as the Lorenz attractor, a more rigorous
approach is required for experimental systems, where an illustrative phase portrait may not be
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found. Since the embedding delay is supposed to allow for monitoring of the system evolution, it
is intuitive to relate the embedding delay to the autocorrelation function AC(τ) and the correlation
time τcorr that were both introduced in Section 2.1. It is often proposed to choose the embedding
delay identical to the correlation time τcorr [70, 71]. The autocorrelation function, however, only
provides the linear correlation of a time series. Thus, choosing the embedding delay τembd, based
on Eq. (2.1.6), may give misleading results for times series with an irregular behavior. To over-
come this problem M. Fraser and L. Swinney proposed to choose the embedding delay τembd based
on the mutual information, which is provided by temporally delayed elements x(t) and x(t+ τ) of
a time series [90]. To this end, the probability pi to find the element x(t) in the ith system state is
calculated. In addition, the combined probability pi, j(τ) to find x(t) in the ith state and x(t + τ)
in the jth state is found. The amount of information on the future state x(t + τ) that is already
contained in x(t) is given by
TDMI(τ) =∑
i, j
pi, j(τ) ln(pi, j(τ))−2∑
i
pi ln(pi). (2.3.7)
This expression is called the time delayed mutual information function (TDMI). The embedding
delay τembd is then chosen as the delay at the first local minimum of the time delayed mutual
information. Both approaches are solely justified by satisfying results from the analysis of specific
physical systems, and there is no mathematical proof that an optimal choice for τembd can be found
[70].
In Fig. 2.6, the time series of the X(t)-component of the Lorenz attractor is shown with its auto-
correlation function AC(τ) and its time delayed mutual information I(τ). The time delayed mutual
information is computed with the program mutual.exe provided by [91]. From this graph, it is
found that the 1/e width of the autocorrelation is at about 0.31 time units, which is almost twice as
long as the value found from the phase portrait shown in Fig. 2.5. The first local minimum of the
delayed mutual information is at 0.16 time units, which is close to the value found from the phase
portrait. When the nonlinear time series analysis (NTSA) is applied on experimental data, the
uncertainty on the optimal embedding delay is accounted for by constructing an embedding vector
with a τembd that is significantly smaller than the correlation time. Practically, the sampling fre-
quency of the data will set the natural lower limit for τembd. A possible lack of temporal evolution
in the system variable is then avoided by choosing the embedding dimension m so high that the
delay vector safely covers all correlated system evolution. It should be mentioned here that even
with properly chosen embedding delay τembd, the delay reconstruction is not always successful.
For example, when plotting Z(t) vs. Z(t + τ) from the Eqs. (2.2.1) - (2.2.3), the resulting curve
has only one lobe since the two lobes of the Lorenz attractor evolve around the same Z-coordinate.
However, such details of the attractor geometry are beyond the scope of experimental data analy-
sis. The much more interesting concept of identifying determinism and chaos in a system is still
possible since the relative evolution of the sub-series has the same character for all variables.
The correlation histogram described by Eq. (2.3.5) provides a statistical expression for the rel-
ative evolution of the sub-sequences of a time series. Small values of r represent nearly congruent
trajectories as they are characteristic for the attractor of a deterministic system. However, a single
correlation histogram does not reveal by itself if the underlying time series is determninistic or
not. The absolute number of nearly congruent trajectories depends on the individual system and
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Figure 2.6: (a) Time series of the X(t)-component of the Lorenz attractor shwon in Fig. 2.3 over
100 time units with a sampling of 0.01 time units. (b) Autocorrelation function of the
time series shown above. The 1/e width is at about 0.31 time units. (c) Time delayed
mutual information function of the time series shown above. The first local minimum
is at about 0.16 time units.
there is no possibility of evaluating the deterministic nature of a time series from the correlation
histogram alone. Thus, meaningful information is only obtained by comparison of the original
correlation histogram with a reference histogram from a time series that is known to be stochastic.
In the following sections, a method is introduced that allows to identify determinism in a data set
by comparing its correlation histogram to a stochastic counterpart of the original data. Special
care has to be taken for the generation of this stochastic counterpart. Computing a correlation
histogram from a random data series and comparing it with the given data may lead to false as-
sumptions. Two correlation histograms may already differ due to different linear attributes of the
underlying data, such as the value histogram or the power spectrum. In the following section, a
method for generating so-called surrogate time series from given data series is introduced. The
surrogate data does not differ from the original data in terms of linear attributes and can be used
for a correlation histogram comparison.
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2.4 Surrogate Testing of the Nonlinear Time Series Analysis
Surrogate time series are generated in order to formulate a null hypothesis when checking for
determinism in an experimental time series. The surrogate time series are indistinguishable from
the original time series in terms of their linear attributes, i.e., the surrogates have the same value
spectrum, the same autocorrelation function and the same spectrum as the original data. The im-
portant difference between the original data and the surrogates is that the surrogates are guarantied
to have no traces of determinism. The null hypothesis for testing determinism in a time series is
rejected when the correlation histograms of original data and the surrogate significantly deviate
from each other. In this section it is outlined how surrogate data is obtained from the original data
set. Determinism is removed from the original data by phase randomization of the time series.
Since this phase randomization may change the linear parameter of the original time series, the
spectrum and the autocorrelation function of the surrogate have to be adjusted.
The surrogate data set used for the following analysis are generated in three major steps. First,
the amplitude adjusted Fourier transform (AAFT) algorithm, as proposed by Theiler et al. [92, 93]
is performed. In the AAFT, the phase of the original data series {xn} is randomized. The new data
series {sn} generated by the AAFT does not contain any determinism anymore. Since the AAFT
does not perfectly prevail the original spectrum, the second major step of the surrogate procedure
iteratively fits the spectrum of the data series {sn} to the original spectrum of {xn} while keeping
the phases randomized. In the third major step, the autocorrelation function of the original time
series and the surrogate are matched by simulated annealing.
Amplitude adjusted Fourier transform (AAFT)
A flowchart of the AFFT is shown in Fig. 2.7. For this algorithm, the original data series
{xn} = x1,x2, . . . ,xN is sorted by value in order to calculate the permutation Sx. From this per-
mutation Sx an inverse permutation Rx is found, which relates to Sx according to S(Rx(i)) = i, i ∈
{1,2, . . . ,N}. A second permutation Sy is then obtained from a Gaussian distributed data series
{yn} = y1,y2, . . . ,yN , which has the same length as the original data set. For all surrogates gen-
erated in this work, the random numbers {yn} were obtained from true random number source
[94, 95]. This random data series {yn} is then rank ordered with respect to the time series {xn}.
This is realized by reordering {yn} according to y¯i = ySy(Rx(i)). In this way, the ranks of the time
series {y¯n} agree with the ranks of the series {xn} i.e., the nth smallest element of {y¯n} is at the
same position as the nth smallest element of {xn}. From the random data series {y¯n}, the Fourier
transform FT[{y¯n}] is computed. In order to randomize the phases of the series, each element of
the Fourier transform FT[{y¯n}] is multiplied with a complex amplitude exp(iφ), where the phases
φ are also true random values in the open interval [0,2pi[. To ensure a real-valued inverse Fourier
transform of FT[{y¯n}], the phase is chosen symmetric φ( f ) = −φ(− f ), where f is the Fourier
frequency. With the phases randomized, the inverse Fourier transform y¯′ is computed. From y¯′ the
inverse permutation Ry¯′ is found in the equivalent way as Rx was calculated. Finally, the original
data series {xn} is reordered according to si = xRy¯′ (Sx(i)). So the ranks of {sn} agree with those
of {y¯′n}. Thus, a surrogate time series {sn} is obtained that has the same values as {xn}, with the
same power spectrum but a randomized phase spectrum.
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{xn} = x1, x2, x3, . . . xN
{yn} = y1, y2, y3, . . . yN
Px : xPx(1) < xPx(2) < xPx(3) . . . < xPx(N)
Py : yPy(1) < yPy(2) < yPy(3) . . . < yPy(N)
Rx : Px(Rx(i)) = i, i ∈ {1, 2, 3, . . . N}
y¯i = yPy(Rx(i))
FT[{yn}] = |y¯n| exp(iϕy)
FT[{y¯′n}] = |y¯n| exp(iϕrand)
ϕrand(f) = −ϕrand(−f)
Ry¯′ : Py¯′(Ry¯′(i)) = i, i ∈ {1, 2, 3, . . . N}
si = xPx(Ry¯′ (i))
Original time series


















{s(0)n } = {sn}
FT[{s(j)n }] = {S(j)n } = |{S(j)n }| exp(iϕsn)
FT[{x(j)n }] = {X(j)n } = |{Xn}| exp(iϕxn)
|{S(j)n }| → |{Xn}|
iFFT[|{Xn}| exp(iϕsn)] = {s¯(j)}








Figure 2.7: Flowchart of the first two steps of the surrogate generation procedure. Left: the
amplitude adjusted Fourier transform (AAFT). Right: the iterative correction of the
spectrum.
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Iterative Correction of the Spectrum
In [96], it was demonstrated that the phase randomization in the AAFT indirectly changes the
power spectrum of the surrogate. To this end, in [96] an iterative algorithm is proposed to remodel
the surrogate power spectrum according to the original data series {xn}. The iterative algorithm
is outlined in a flowchart in Fig. 2.7. This procedure is the second major step applied for the
surrogate generation in this work. The iterative algorithm uses the surrogate time series obtained
by the AAFT algorithm as an initial configuration {s(0)n }= {sn}. As a first iteration step, the time
series {s( j)n } is Fourier transformed into FT[{s( j)n }] = {S( j)n }. In the Fourier domain, the algorithm
replaces the power spectrum ϕsn of {S( j)n }= |{S( j)n }|exp(iϕsn) with the power spectrum ϕxn of the
original data series {xn}. Inverse Fourier transform of |{S( j)n }|exp(iϕxn) yields a surrogate {s¯( j)n },
which has the same power spectrum as the original data but an amplitude distribution different
from the original data series. Hence, the surrogate {s( j+1)n } for the next iteration step is obtained
by the rank ordering procedure that was introduced for the AAFT. For obtaining the new surrogate
{s( j+1)n }, the original data series {xn} is rank ordered with respect to {s¯( j)n }. This rank ordering
again slightly changes the power spectrum of the surrogate. Thus the procedure is repeated with
{s( j+1)n } until a satisfying similarity to the power spectrum of {xn} is reached.
Autocorrelation Correction by Simulated Annealing
As a third step, the identity of the linear properties is further improved by applying a simulated
annealing method proposed in [97]. For this method, a cost function is formulated that quantifies







This cost function is then minimized by means of a simulated annealing algorithm, which allows
for finding the global minimum of E(q) [98, 99].
With the surrogate generation method outlined above, 100 surrogates are generated from the
time series of the X(t)-component of the Lorenz attractor. To test for determinism in the Lorenz
attractor, the correlation histogram Eq. (2.3.5) is calculated for the original time series and the
100 surrogate sets. In Fig. 2.8, the correlation histogram obtained from the X(t)-component of
the Lorenz attractor is compared to the average correlation histogram of the surrogate set. The
correlation histograms are calculated as defined in Eq. (2.3.5). The original correlation histogram
clearly deviates from the surrogate correlation histogram for small values of the metric distance
r. More specifically, the correlation histogram of the original time series consistently shows a
higher count for small r. As discussed at the end of the previous section, these findings indicate
determinism in the original data set. In order to ensure that the result in Fig. 2.8 does not stem from
a wrong choice of the embedding dimension, the correlation histogram is computed for a range
of embedding dimensions ranging from m = 1 to m = 14. Figure 2.8 (b) shows the elevation of
the original data over the surrogate histograms in units of the standard deviation of 100 surrogate
histograms.
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Figure 2.8: (a) Red: correlation histogram of the Lorenz attractor. Blue: average correlation his-
togram of 100 surrogate data sets. Dashed blue: standard deviation of the 100 surro-
gate correlation histograms. Embedding delay τembd = 0.17 and embedding dimension
m= 3. (b) Elevation of the correlation histogram over the average surrogate correlation
histogram for different embedding dimensions in units of the standard deviation.
The deviation of the original correlation histogram from the surrogate set indicates that the
Lorenz attractor describes a deterministic system. This result is not surprising for the Lorenz
attractor which is known to follow a set of coupled differential equations. However, the above in-
troduced method will hold useful to identify determinism in systems where the complete dynamics
are unknown.
2.5 Dimension Analysis with the Grassberger-Procaccia Algorithm
While the correlation histogram analysis allows for distinguishing between stochastic and deter-
ministic behavior in a given time series, the dynamics of a system can be further characterized
on the basis of the correlation histograms. The method outlined in this section was introduced by
Grassberger and Procaccia [40] in order to characterize attractors based on the evolution of a single
variable. The Grassberger-Procaccia algorithm (GPA) is based on the same geometrical consider-
ations as the correlation histogram analysis. For both methods, the original attractor is constructed
by embedding vectors xi of the form in Eq. (2.3.6) and the metric distances between the embed-
ding vectors is calculated. For the surrogate comparison presented above, correlation histograms
C(r) are computed. For the GPA, the correlation sum C¯(r), which was formally introduced in
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Here, the nomenclature follows Eq. (2.3.5), and θ is the Heaviside step function. The correlation
was formally introduced in Eq. (2.3.3) as the probability to find two embedding vectors in the same
m-dimensional sphere of the phase space. For small r, this probability satisfies the relation C¯(r)∝
rD, where D is the dimension of the phase space. Consider that the attractor under investigation
represents a subspace that has a lower dimension than the original phase space, the expression
C¯(r)∝ rDc , (2.5.2)
with Dc < D is true. Dc is called the correlation dimension and quantifies the dimension of the
attractor. For the discussion of physical systems, this value is of particular interest since nearest
integer above Dc provides a minimum for the number of independent variables in a system [78].






In practice, the correlation dimension Dc of a time series is obtained by computing the correlation
sum C¯(r) for a range of embedding dimensions m. According to Eq. (2.5.3), it is
Dc ln r = ln C¯(r) (2.5.4)
for small r. Thus a linear fit of the logarithmic correlation sum on a logarithmic r-scale yields the
correlation dimension Dc. In Fig. 2.9, the correlation histograms of the X(t)-component of the
Lorenz attractor are shown for different embedding dimensions. For all embedding dimensions
the correlation sum does not progress linearly for the smallest r values. This is mostly due to
a limited resolution of the calculated values of the attractor. When experimental times series
are analyzed, the lowest r-values are ignored since a limited detector resolution and detection
noise dominate the shape of the correlation sum in that interval. For the largest r-values, the
correlation sum converges. This convergence is due to a limited number of time series values
being calculated. It is thus practical to limit the linear fitting of the correlation sum to an interval
of [0.01 rmax, 0.1 rmax], where rmax is the highest metric distance that is found in the original time
series. Figure 2.9 also shows how the correlation sum varies with the embedding dimension m. For
m = 2, the slope of the correlation sum is lowest and increases with ascending m. The fitted slope
of the correlation sums as a function of m are shown Fig. 2.9. From this graph it is visible, that the
slope converges towards a saturation slope of d∞ = Dc ≈ 2.1 at embedding dimensions m = 3 and
higher. The convergence of the slope indicates that the minimal required embedding dimension
for an attractor reconstruction is reached at m = 3. The relation given by Eq. (2.5.4) may provide
insight for analysis of experimental systems, where the number of variables is unknown. However,
there is no proof that the relation between system variables and the slope saturation holds for any
given number of embedding dimensions. Instead, the GPA is applicable for additional surrogate
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Figure 2.9: (a) Correlation sum of the Lorenz attractor. Embedding delay τembd = 0.17 and embed-
ding dimensions m= [2,7]. (b) Red dots: the slope of the correlation sum of the Lorenz
attractor for the interval of embedding dimensions m = [1,7]. The correlation sum is
fitted at the interval [0.01 rmax,0.1 rmax]. Blue dots: the slope of the average correlation
sum computed from 100 surrogate data sets. Dashed line: Slope d(m) = 2.1.
testing as illustrated in Fig. 2.9 (b). The graph shows the slope of the average correlation sum from
100 surrogate data sets as blue dots and the slope of the original data in red. The slope increases
linearly with m indicating that no attractor dimension can be found for the surrogate data sets. For
experimental data, searching for a deviation between the original data and the surrogates will serve
as a second check for determinism in the investigated system.
2.6 Deterministic Chaos
The previous sections introduces methods that allow distinguishing between systems that ran-
domly change between system states and others, where the evolution follows a predetermined set
of laws. Once a physical system is identified as deterministic, it is expected that future states of
the system are predictable from the observation of the current system state. However, such predic-
tions from experimental data will become difficult when the system evolution is chaotic, i.e., small
difference in the system state result in drastic differences of the system evolution. Intuitively, de-
terministic systems are expected to show a fairly regular evolution i.e., similar system states result
in a similar evolution in the near future of the system. Nevertheless, a deterministic system may
very well be chaotic. In the following chapters, deterministic chaos will be of particular interest,
when systems are analyzed that show extreme events. A dimension analysis as introduced above
provides a hint on the chaotic nature, because a non-integer correlation dimension is associated
with chaos [78, 100]. In Chapter 4, it will be shown that the exact dimension of a system cannot
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always be accurately calculated from experimental data. Thus, in this section a reliable criterion
for the identification of chaos is introduced.
In the previously used concept of phase space analysis, chaos translates into quickly diverging
phase space trajectories. Looking at the phase space trajectories of the Lorenz attractor shown in
Fig. 2.3, the chaotic behavior is illustrated by a repeated transition between the two lobes that
form the attractor. The trajectory divergence is quantified by the Lyapunov exponents λ [69–71].
The Lyapunov exponents are introduced by considering the subsequent states xn of a system to
change according to a rule f , so that
xn+1 = f (xn). (2.6.1)
If two states xi and x j of a system have the distance δ = |xi− x j|, their distance after N evolution
steps in time is
δ exp(Nλ (xi)) = | f N(xi)− f N(xi+δ )|. (2.6.2)
When λ (xi) < 0, the trajectories do not diverge and the system evolution is considered regular.
Chaos is identified for a positive exponent λ (xi) > 0, implying an exponential divergence of the
trajectories. In principle, for a system that evolves in a n-dimensional phase space, n Lyapunov
exponents can be found. However, for the identification of chaos, only the maximum Lyapunov
exponent λmax is relevant. The formally introduced exponent λ (xi) is only associated with a single
pair of phase state points and is referred to as a local Lyapunov exponent. To actually characterize
the given system, the average among the local Lyapunov exponents for a sufficient number of
phase state pairs has to be calculated.
When a time series is characterized, the phase space has to be reconstructed by an embedding
vector, in the same way as it is done for the correlation histogram analysis and the GPA. The diver-
gence or convergence of embedding vectors is then treated equivalent to the phase state behavior.
The maximum Lyapunov exponents is then found by iteratively calculating a set of local Lyapunov
exponent from a given time series. In the further course of this work, the program lyapmax.exe
provided by [91] and described in detail in [101, 102] is used to compute the λmax. The program
finds neighboring phase states with maximum distance of ε and computes their distance εν after
an evolution time ν . Let M be the number pairs found in this way. The relation ln ενε provides a
local Lyapunov exponent. The maximum Lyapunov exponent is found by normalized summation











In Fig. 2.10, the accumulated local Lyapunov exponents are shown for 40,000 iteration steps.
For the Lorenz attractor time series, the algorithm converges to a positive Lyapunov exponent of
λmax ≈ 0.903. Thus the Lorenz attractor is identified as a deterministic chaotic system.
It has to be underlined that the exact value of λmax is dependent on the parameters chosen in Eq.
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Figure 2.10: The maximum Lyapunov exponent of the Lorenz attractor shown in Fig. 2.3 de-
pending on the number of time steps. Embedding delay τembd = 0.17 and embedding
dimension m = 3. After 40,000 time steps, the Lyapunov exponent converges into
λmax ≈ 0.903.
choices and thus provides a safe indicator for the presence of chaos in the observed system.
In the following chapter, different physical systems are introduced that all share the phenomenon
of extreme events. The methods introduced in the present chapter are suitable to identify the char-
acter of the dynamics within these systems. However, the measurement of time series for these
systems naturally suffers from experimental constraints. Thus, nonlinear time series analysis will
not be as straight forward as for the Lorenz attractor presented here. In Chapter 4, the presented
methods are applied on the real world physical systems introduced in Chapter 3. Thus, the analysis
that was introduced in this chapter has has to be adapted to the inherent restrictions of detection




Extreme Events in Wave Supporting
Systems
Extreme events are high-amplitude occurrences that appear outside the realm of the expected prob-
ability distributions. The probability distribution of the amplitude within a wave supporting system
is usually considered to be similar to a Gaussian distribution. However, in systems that exhibit ex-
treme events, the likelihood of wave heights far above the average is heavily increased. This work
is primarily focused on ultrafast optical phenomena, specifically extreme events in multifilamen-
tation. For a comparative analysis of the multifilament system, three extreme event systems are
introduced in this chapter. First, the original system of ocean surface gravity waves, so-called
hydrodynamic extreme events, are presented. Second, the first optical system that was found to
exhibit extreme events is described. The third system analyzed in this chapter is the multifilament
system, which was introduced in a theoretical framework at the end of Chapter 1. The basis of
the analysis performed in this chapter are sets of time series measured in the three different ex-
treme event systems [7, 14, 48]. Naturally these time series differ in several aspects such as the
physical quantity measured, record length, sampling rate, and detector sensitivity. Due to these
differences, any comparative analysis of extreme event systems requires a unifying definition of
the term extreme event. Thus, in this chapter, widely accepted statistical criteria for the identifi-
cation of extreme events are discussed. While statistical criteria for extreme events are applicable
on a time series of an arbitrary quantity, it is not guarantied that the underlying mechanism is
analogous in all extreme event systems.
Finding analogies between extreme events of different systems is of particular importance, given
the stark difference in experimental accessibility of extreme event systems. For example, obser-
vations of hydrodynamic extreme events are scarce. Thus, a complete understanding of hydro-
dynamic extreme events based on ocean wave height measurements is difficult. In contrast, in
the optical extreme event systems presented here, reproducible records of hundreds of extreme
events are available. Thus, it is desirable to understand how findings on optical extreme events
can be transferred to the ocean system. To this end, a variety of analysis methods is applied on the
time series of all three extreme event systems. By this comparative study, this chapter provides
both insight into the phenomenon of extreme events in multifilaments but also helps understanding
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extreme events in different fields of physics.
3.1 Hydrodynamic Extreme Events
Extreme events were first recognized on the ocean surface and thus were considered a mainly
oceanographic phenomenon. Numerous reports of giant ocean waves that destroyed ships and
oil platforms were gathered [6, 104, 105] and the phenomenon was occasionally documented by
photos such as shown in Fig. 3.1. A systematic observation of a rogue wave was realized using a
downward pointing laser, which measured the wave height around an oil platform in the North Sea
[14, 106]. On January 1st 1995, an extreme ocean wave, which is today known as the Draupner
wave, hit the platform. The data of this measurement is shown in Fig. 3.2. The measurement of a
Figure 3.1: Extreme events on the ocean surface, also known as rogue waves or freak waves [6].
Reproduced from C. Kharif and E. Pelinovsky. Physical mechanisms of the rogue
wave phenomenon. Eur. J. Mech. B/Fluids 2003, 22, 603-634. Copyright ©2016,
published by Elsevier Masson SAS. All rights reserved.
hydrodynamic extreme event initiated a vivid discussion on the physical origin of extreme events.
Crossing water waves that add up to extreme amplitudes have been proposed as a possible forming
mechanism of extreme events [107, 108]. Besides this linear explanation, nonlinear dynamics
have been considered to increase the likelihood of extreme wave amplitudes [109, 110]. A widely
accepted approach for describing the physics of extreme events is provided by the modeling of the
ocean surface dynamics by the cubic nonlinear Schrödinger equation (NLSE), which was already








− k30|Ψ|2Ψ= 0. (3.1.1)
Here, k0 is the wavenumber and ω0 is the carrier frequency. In the framework of the NLSE,
nonlinear amplification of small perturbations in the initial state of the system builds up to high-
amplitude events. In Section 1.2, the modulation instability (MI), one example of such a nonlinear
amplification process, was already introduced for the special example of filamentation breakup.
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Figure 3.2: (a) Time series of an ocean wave height measurement with a hydrodynamic extreme
event, known as the Draupner wave, seen at about 4 minutes in the measurement
series. The Draupner wave has a valley-to-crest height of about 26 m. (b) Wave height
histogram of the measurement shown in (a).
Other prominent examples such as the Benjamin-Feir instability are incorporated into hydrody-
namic extreme event descriptions [104]. The instabilities are analytically described as special
solutions of the NLSE. One of the most prominent examples of such solutions was provided by
Akhmediev in 1986 [112]
Ψ(x, t) =
2(1−2a)cosh(bx)+ ibsinh(bx)√
2acos(ωt)− cosh(bx) exp(ix), (3.1.2)
with b =
√
8a(1−2a) and ω = 2√1−2a. Figure 3.3 shows two high-amplitude structures ob-
a b
Figure 3.3: High-amplitude solution of the nonlinear Schrödinger equation (NLSE). (a) The
Akhmediev breather (AB) obtained for a = 0.25. (b) The Peregrine soliton (PS) ob-
tained for a = 0.5. Note that the amplitude peaks in the Akhmediev breather is tempo-
rally reappearing, while the Peregrine soliton is isolated in space and time.
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tained from Eq. (3.1.2) known as Akhmediev breather (AB) and Peregrine soliton (PS).
While the Akhmediev breather or the Peregrine soliton do not necessarily constitute an extreme
event [30], superpositions of ABs [18] and higher order PS [19] were proposed to model this
phenomenon. A remarkable quality of ABs and PS is their abrupt appearance out of a low am-
plitude and their fast return back into this state. In this regard, extreme events are assumed to be
generally unpredictable and untraceable [18]. However, with their description in a deterministic
process [113], the possibility of extreme event prediction is not to be rejected. In Chapter 4, a
detailed analysis of the predictability of extreme events by nonlinear time series analysis (NTSA)
is provided.
3.2 Extreme Events in Microstructured Optical Fibers
While hydrodynamic extreme events are considered the original extreme event systems, similar
phenomena have been reported in a multitude of physical systems such as acoustic wave tur-
bulence [8], Bose-Einstein condensates [9], in the atmosphere [10] and in plasmas [11]. In 2007,
extreme events were verified in an optical system for the first time when Solli et al. investigated the
long-wavelength region of a supercontinuum generated in a microstructured optical fiber [7]. The









Real-time oscilloscope -1,300 ps nm-1 GVD
Figure 3.4: Experimental setup for the observation of supercontinuua in microstructured optical
fibers. Reprinted by permission from Macmillan Publishers Ltd: Nature ([7]), copy-
right 2007.
picosecond laser pulses at a central wavelength of 1064 nm into a 15 m long microstructured opti-
cal fiber. The output is spectrally filtered only allowing the long wavelength region to be captured
by the detector. The filtered supercontinuum is then strongly chirped in a highly dispersive opti-
cal fiber. The chirping effectively maps the spectral components of the supercontinuum to a time
sequence, which is then captured with a 20-GHz-oscilloscope. Thus, this method measures an
intensity time series I(t). Figure 3.5 shows a time series measured with the experiment described
in [7].
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Figure 3.5: (a) Time series of a dispersed supercontinuum. (b) Intensity histogram of the time
series shown in (a).
The origin of these optical extreme events lies in the temporal analogue to the transverse spatial
modulational instability that was outlined in Section 1.2 [22, 50, 68]. The exponential growth of
noise on the initial laser pulse leads to a spectral broadening during the propagation through the
microstructured fiber [114, 115]. The long-wavelength components of this broadened spectrum
are shifted even further towards longer wavelengths due to the Raman effect [50]. As a result
of this frequency shift, components of the original laser beam reach the analomous dispersion
regime. In the analomous dispersion regime, a balance between analomous dispersion and the
Kerr effect leads to the creation of solitons in the infrared region of the supercontinuum [116].
The efficiency of the infrared soliton generation is strongly dependent on the initial conditions of
the system [117, 118]. Thus, the onset of a high-intensity event in the long-wavelength spectral
region remains a rare appearance. This rare appearance matches the character of the sparse high-
amplitude hydrodynamic extreme events.
The extreme events observed in nonlinear optical fibers are considered an analogue to the pre-
viously introduced hydrodynamic phenomenon. This analogy is drawn from the role of the NLSE
for the description of both the hydrodynamic and the optical system [30]. Similar to the Eq.











+ γ|A|2A = 0. (3.2.1)
Here A is the laser pulse envelope, β2 < 0 is the dispersion parameter introduced in Chapter 1,
and γ ∝ n2 is the nonlinear coefficient, which is proportional to the nonlinear refractive index n2
introduced in Eq. (1.1.18). Just as for the hydrodynamic system, solutions of Eq. (3.2.1) are found
that describe high-amplitude phenomena. Analogous to the wave equation given in Eq. (1.1.28)
the second term in Eq. (3.2.1) describes pulse broadening due to group velocity dispersion and the
third term shows the nonlinear self-phase modulation of the laser pulse [52].
In the further course of this work, the analogies that are presented here are useful for the dis-
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cussion of the underlying mechanism of extreme events. In advance of this discussion a clear
identification of extreme event systems from a given data time series is necessary. Thus, in the
following section, quantitative extreme event criteria are introduced.
3.3 Quantitative Characterization of Extreme Event Systems
With the increased attention on extreme events in several different physical systems, a debate on
a unified definition for this phenomenon was initiated [119]. While there is no general definition
as of today, widely accepted criteria for the onset of extreme events have been found. The most
important criterion is the probability density function (PDF) of the wave amplitude within the
system. As stated at the beginning of this section, wave supporting systems are expected to follow
a Gaussian PDF. In an extreme event system the increased probability of high-amplitude events is
reflected in the amplitude PDF. Thus, an extreme event system has an L-shaped amplitude PDF,
which is often described as a heavy-tailed amplitude PDF. In order to quantify how similar the
amplitude PDF of a system is to an L-shape, the amplitude PDF is fitted to suitable function. The
fitting function should be able to cover all expected distributions. For wave supporting systems,
a distribution similar to a Gaussian PDF is expected and an L-shape whenever extreme events
occur. A function that is capable of assuming shapes very similar to Gaussian as well as L-shape
distributions is the Weibull probability density function [4]







Figure 3.6 shows the Weibull distribution for different parameter sets. The shape parameter α
mainly effects the width of the function and, thus is of little relevance for pointing out extreme
event regimes. The following analysis focuses on the Weibull shape parameter β . For β > 3, the
Weibull PDF is similar to a Gaussian distribution [120, 121]. For β < 2 the Weibull PDF shifts
to an L-shape with increasing steepness for smaller β value. There is no general agreement to
which exact value or value interval β has to assume so that an extreme event system is indicated.
While an actual L-shape is only seen for β ≤ 1, a wave supporting system with extreme events
will show a combination of a Gaussian PDF and an L-shaped PDF originating from the extreme
events. Two examples of combined PDFs are shown in Fig. 3.2 and Fig. 3.5, which illustrate time
series containing hydrodynamic and optical extreme events with the corresponding PDF. As listed
in Tab. 3.1, β = 1.8 and β = 1.3 are calculated for these systems.
The second criterion for an extreme event system refers to the individual height of the highest
events in that system in comparison to the significant wave height HS of the system. The sig-
nificant wave height HS of a time series {x} = {x1,x2,x3 . . .xN} with the length N is defined as
the average height of the highest third of all amplitudes within a system. Assuming the series
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Figure 3.6: The Weibull probability density function (PDF) show in Eq. (3.3.1) for different shape
parameters β . For every example it is α = 4.
Data set Measured attribute
Weibull shape
parameter β Multiples of HS
Ocean waves Wave height 1.8 2.9
Optical fiber Intensity 1.3 4.2
Multifilament (water), 3.3 kHz rep. rate Fluence ≈ 4 < 2
Single filament (Xe), 1 kHz rep. rate Fluence > 3 < 2
Multifilament (Xe), 1 kHz rep. rate Fluence 0.7 34.3
Multifilament (Xe), 50 Hz rep. rate Fluence 2.1 4.2
Table 3.1: Results of a testing for extreme event criteria in ocean surface gravity waves [15, 16],
the output of microstructured optical fibers, and filamentation at different power levels,
in different materials, and at different laser repetition rates.
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In [6, 119] it is proposed that the height HEE of an extreme event must have at least twice the
significant wave height:
HEE > 2.0 HS (3.3.3)
The results of the extreme event analysis according to these two criteria are shown in Tab. 3.1 for
ocean wave height measurements and the output of a microstructured optical fiber. In the wave
height measurements such as shown in Fig. 3.2, extreme events of about 2.3 times the significant
wave height were measured. In other wave height measurements, hydrodynamic extreme events
of up to 2.9 HS are found [15, 16]. In time series recorded from supercontinuua in crystal fibers
as illustrated in Fig. 3.5, the extreme events have a height of up to 4.2 times the significant wave
height.
It remains to argue whether the β -value calculated for different physical systems can actually
be compared. In some systems the heavy-tail of an amplitude distribution may be less pronounced
because Gaussian fluctuations independent of the extreme event dynamics cover the heavy-tail
distribution. This may lead to a reduced fitted value of the shape parameter β . In fact, the exact
values will strongly depend on details of the experimental setup. Nevertheless, it is instrumental
to do systematic changes on a single parameter of certain system while monitoring the changes in
the extreme event indicating quantities. In the following section, such an observation is applied on
the multifilament system in order to identify the crucial qualities of an extreme event system.
3.4 Extreme Events in Multifilaments
In Chapter 1, it was outlined how the modulation instability (MI) leads to the break-up of a single
filament into a multifilament stucture. In principle, the evolution of a single filament is governed
by the nonlinear Schrödinger equation (NLSE) analogous to the previously described extreme
event systems. However, multifilament evolution is more complex due to the interaction of a num-
ber of filament strings. Thus, theoretical work on multifilaments relies on numerical simulations
featuring the NLSE extended by plasma terms and assuming a simplified plane wave propagation
[48]. This section introduces a systematic experimental study of multifilament evolution alongside
with a presentation of extreme events within this system.
As explained in Chapter 1, filaments and multifilaments can be created in every material with a
positive nonlinear refractive index. However, the peak power that is required for self-focusing can
vary by several orders of magnitude depending on the chosen material. In Eq. (1.2.1) the minimum
peak power for filamentation is introduced as the critical power Pcrit. In water, for example, with
a nonlinear refractive index of n2(815 nm) = 1.9× 10−16 cm2W [122], the critical power amounts
to about 5.1 MW. In N2, with n2(800 nm) = 2.3×10−19 cm2W [123], a critical power of 4.2 GW is
required. For the multifilamentation experiments presented in this work, a Ti:sapphire laser system
was chosen. The laser system provides pulse energies in the mJ-range at a central wavelength of
800 nm. With a laser pulse duration of a few tens of femtoseconds, millijoule pulse energies allow
for a peak power of several GW. Using xenon at two atmospheric pressures gives an effective
nonlinear refractive index of n2 ≈ 1.279 cm2W [124, 125] and a critical power of Pcrit ≈ 800 MW.
In Fig. 3.7, the experimental setup is shown. The laser system delivers pulses with an energy of
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Ti:Sapphire laser system
5 mJ pulse energy
50 fs pulse duration
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Figure 3.7: Experimental setup for the generation and observation of multifilaments.
up to 5 mJ and a repetition rate of 1 kHz. The pulse duration is 50 fs, and the initial beam diameter
w0 is 0.5cm. According to Eq. (1.2.2), the self-focusing length of a collimated laser beam in
xenon is of the order of several meters even at an initial pulse power of tens of GW. To allow for a
practical self-focusing length, the initial laser beam is prefocused by a mirror with a focal length
f . The focusing distances relate as 1/zsf,f = 1/zsf + 1/ f , where zsf is the original self-focusing










with the Rayleigh length z0 = pin0w2/λ [46, 126]. In the setup presented above, the prefocusing
length is f = 1.5m and zsf,f ≈ f . The xenon gas cell is 1.5 meters long. It is ensured that the
distance between the focal spot and the silica glass windows of the gas cell is high enough to
prevent nonlinear interaction of the silica with the laser pulses. A Fresnel reflector reduces the
energy of the output of the gas cell to the dynamic range of a CCD camera. The camera has
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Figure 3.8: Fluence profiles of filamentation and multifilamentation for varying laser input pulse
energies. (a) Pulse energy Epulse of 150 µJ, corresponding to about 4 times the critical
power Pcrit. (b) Epulse = 480 µJ, giving Ppulse/Pcrit = 12. (c) Epulse = 620 µJ, giving
Ppulse/Pcrit = 15.5. (d) Epulse = 1000 µJ, giving Ppulse/Pcrit = 25.
1280× 1024 pixels with a dynamic range of 12 bit. This 2D CCD camera can capture up to
19,000 subsequent filament formations. In order to obtain even longer data sets of up to 60,000
filament formations, the 2D CCD camera can be replaced by a line scan CCD camera. The line
scan CCD camera has 2048 pixels with a dynamic range of 8 bit. The cameras are synchronized
to the laser system to ensure that every camera image that is captured represents the filament
structure generated by a single laser shot. Figure 3.8 shows the fluence profiles of filaments that
are generated by the described experimental setup. The input power varies from about four times
the critical power, where only a single filament is visible, up to 25 times the critical power yielding
a multifilament structure.
The theory on modulation instability, which was introduced in Chapter 1, implies that multifil-
aments are a rather homogeneous structure. In Eq. (1.2.14), a fixed distance between individual
filaments was suggested. However, the first experimental demonstrations of the filament break-
up [66] illustrated that multifilaments are more complex phenomena. The transverse structure
strongly depends on the initial conditions of the laser system with small changes in the input re-
sulting in significant changes in the output. These dynamics remain obscured when the evolution
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Figure 3.9: Fluence profiles of subsequent laser shots. The pulse energy of the input laser pulse is
1500 µJ with a duration of about 50 fs.
of a multifilament is only regarded as a single isolated event. Hence, this work aims to obtain a
better understanding of the dynamics of multifilaments by observing time series of multiple sub-
sequent filamenting laser shots. In order to illustrate the shot-to-shot dynamics of a multifilament,
the picture series in Fig. 3.9 shows the fluence distribution measured by the CCD camera for six
subsequent laser pulses. The subsequent multifilaments show similarities such as local fluence
maxima, which repeatedly appear in the same region. Some local maxima, however, only appear
in some of the frames, rapidly appearing and disappearing from laser shot to laser shot. As indi-
cated in Fig. 3.7, 19,000 subsequent multifilament profiles are captured with a 2D camera. This
allows testing multifilamentation for the onset of extreme events over the whole spatial extent
of the multifilament. In order to distinguish between the filament dynamics in different detector
regions, every camera frame is divided into a grid of 50×50 cells, and every cell is analyzed sep-
arately. The size of the cells is chosen small enough to ensure that fluence from only one filament
is captured. The fluence distribution is quantified by fitting the Weibull PDF given by Eq. (3.3.1)
to the histogram of the 19,000 measured fluence values.
An overview of this extreme event testing is shown in Fig. 3.10. The first column of Fig. 3.10
shows the results of a single filament measurement, generated with a laser repetition rate of 1
kHz. The second column represents a multifilament measurement at a pulse power of 36 times the
critical power Pcrit, also with a repetition rate of 1 kHz. For illustrating the spatial extent of the
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analyzed filament structure, the first line of Fig. 3.10 shows the maximum fluence of every analysis
cell. The single filament shows a strongly localized maximum fluence with a fairly round contour
profile and a Gaussian shaped spatial distribution. This contour plot indicates that each single
filament is generated at about the same spot on the camera detector. In contrast, the multifilaments
show a spatially extended profile with a rather asymmetric contour profile. The second line of Fig.
3.10 shows a contour plot of the Weibull shape parameter β , introduced in the previous section.
This contour plot is generated by computing the fluence distribution in every analysis cell for
19,000 subsequent structures. Fitting these fluence distribution to the Weibull PDF in Eq. (3.3.1)
yield a shape parameter β , which is then represented by the corresponding color in the contour
plots of Figs. 3.10 (d) - (f). Quite expectedly, the fluence distribution of the single filament has
a β -value greater than three, corresponding to a shape similar to a Gaussian PDF. This fluence
distribution is explained by intensity fluctuations of the input laser. The contour plot, Fig. 3.10
(g) shows an example PDF with the Weibull fit from one of the analysis cells in Fig. 3.10 (d).
The contour plot for the multifilament in Fig. 3.10 (e) is much more complex than for the single
filament with certain regions showing β < 2. For these parts of the multifilament, the fluence is
indicated to exhibit extreme event phenomena.
Looking at the contour plot of the fluence distribution for a multifilament at a repetition rate
of 1 kHz in Fig. 3.10 (b), it is surprising that low β -values are not correlated with the maximum
fluence measured on the respective detector area. Naturally, one expects extreme events to rep-
resent the global maximum values in the fluence measurement. Instead, lowest values of β are
found where the maximum fluence is about one order of magnitude lower than at the globally
highest fluences of the time series. These findings are explained by considering the restriction of
clamping intensity described in Chapter 1. Defocusing due to plasma generation by the femtosec-
ond laser pulse limits the maximum intensity that is reached in a filament formation. Figure 3.10
indicates that this clamping effect actually suppresses the onset of extreme events, thus preserving
an almost Gaussian shaped fluence distribution in the parts of the globally highest fluence of the
multifilament structure.
The statistical analysis of multifilamentation proves the onset of extreme events in this sys-
tem. In order to get a better understanding of the origin of extreme events in multifilamentation,
modified multifilament experiments are performed. The results are shown in an overview in Tab.
3.1. For modifying the original multifilament experiment, the xenon gas cell shown in Fig. 3.7
is replaced by a water reservoir. Water has an about 100 times higher nonlinear refractive index
compared to 2 bar of xenon [122, 124, 125] and, thus is very well suited for the generation of
multifilaments. However, statistical analysis of the fluence distribution yields a shape parameter
β ≈ 4 for this system, and no events exceeding twice the significant wave height HS are found.
While the laser pulse power and the nonlinear refractive index of the medium influences the num-
ber of filaments, the shot-to-shot dynamics of the filaments may also depend on the repetition rate
at which the filaments are generated. Thus, as a second modification of the experiment a mul-
tifilament is generated with a lowered laser repetition rate of 50 Hz from the original value of 1
kHz. The input power is kept at the same value as for the measurement shown in Fig. 3.10 (b).
Lowering the repetition rate has a drastic influence on the fluence distribution. In the third column
of Fig. 3.10, the Weibull shape parameter β is shown for the modified experiment. In contrast to
the pronounced heavy-tailed distribution seen for the full repetition rate, the fluence distribution
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Figure 3.10: Comparison of different filamentation measurements. First column: single filament
time series. Second column: multifilament time series at 1 kHz repetition rate and
input power of 36 Pcrit. Third column: multifilament time series at 50 Hz repetition
rate and input power of 36 Pcrit. The contour plots a are resolved on a 50× 50 cell
grid. In line the contour plots use the same color scale. (a) - (c): Maximum fluence
measured within the time series. Red color indicates high fluence values. (d) - (f)
Contour plot of the Weibull shape parameter β (see Eq. (3.3.1)). Red color indicates
small values of β . (g)-(i): Solid bars: examples of the probability density function
(PDF) of the fluence. Red line: fit of the Weibull probability density function Eq.
(3.3.1). For the single filament, the example Weibull PDF shows the result from the
analysis cell in the center of the filament. For the multifilament, the Weibull PDF
with the lowest β -value is chosen.
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Figure 3.11: Illustration of the onset of an extreme event during multifilamentation. The filament
is created with 50 fs laser pulses at a pulse energy of 2.5 mJ. In order to suppress
the highly intense core of the multifilament, the output of the gas cell passes through
a color glass filter. The panel on the lower right shows the fluence over time on the
pixel marked by a white cross on the other panels.
only slightly deviates from a Gaussian distribution across the whole multifilament profile. The
minimum Weibull shape parameter β is found at β = 2.1 which is still in the range of an extreme
event statistic. However, such low values only appear in small regions of the multifilament profile.
For the vast majority of the analysis cells, the Weibull shape parameter is β > 3. The same dif-
ference is seen for the wave height criterion. With the highest event of about 4.2 significant wave
heights, the measurement at low repetition rate still creates an extreme event. Nevertheless, the
onset of extreme events is nearly suppressed in comparison to the measurement at 1 kHz repetition
rate. While an analysis based on widely accepted extreme event criteria serves as an indicator for
extreme events in different physical systems, additional analysis in necessary to elaborate on the
extreme event mechanism.
In order to visualize the onset of extreme events in multifilaments, Fig. 3.11 shows sample
pictures of a multifilament 400 ms before and after an extreme event was detected. For a better
visibility of the extreme events, the output of the gas cell was filtered by a color glass filter in
order to suppress the highly intense near-infrared core of the multifilament structure. Note that,
the frames in Fig. 3.11 only provide an illustration of the phenomenon. For all quantitative analysis
performed in this work, multifilament time series are always measured without spectral filtering.
The illustrations in Fig. 3.9 and Fig. 3.11 provide an explanation for the heavy-tailed fluence
distribution shown in Fig. 3.10. The fluence of a single filament changes according to a Gaussian
distribution as seen in Fig. 3.10 (g). In contrast the filaments within a multifilament structure do
not only change in their fluence value over time. Instead, the position of the filaments and the
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number of filaments changes within a sequence of multifilaments. As seen in Fig. 3.11 in the time
frame of 4.89 s, the energy that is usually distributed over several filaments concentrates into one
filament resulting in an extreme fluence value. Such extreme fluence values are represented in the
tail of the fluence distribution shown in Fig. 3.10 (h). In the following sections, further analysis
of the temporal dynamics of multifilamentation offers an explanation for the formation of extreme
multifilament formations and for the inhibition of this phenomenon in the modified multifilament
experiments.
3.5 Linear Time Series Analysis of Extreme Event Systems
For further insight in the temporal dynamics of extreme event systems, linear time series analysis
as introduced in Chapter 2 is applied. To get a better understanding of the role of the gas cell, a
Fourier transform analysis [79] is performed for the multifilament time series and the input laser
system. Figure 3.12 shows the normalized spectrum that is computed from a time series of the
input laser system. The measurement is performed with the same experimental setup as shown
in Fig. 3.7 while the gas cell is removed. The normalized spectrum of the input laser shows a
number of pronounced features. Most notable, there is a strong peak at 300 Hz, which is most
likely to stem from the power supply of the laser system. In addition, rather broadband features
between 100 and 300 Hz are explained as acoustic perturbations of the laser system. In contrast,
the spectrum of the multifilament does not show any of these features. Instead, the spectrum is
similar to 1/ f noise also known as pink noise, which is found for a variety of physical systems
[127]. Thus, the occurance of pink noise does not allow for the identification of a dominating
physical process in the temporal dynamics of the multifilament. At this point it is only implied
that extreme events do not occur as a result of amplification of technical noise.




































Figure 3.12: Red: normalized spectrum of a multifilament time series. Blue: normalized spectrum
of a time series of laser pulses such as used to generate the multifilaments.
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Figure 3.13: (a) Blue: normalized spectrum of the wave height measurement shown in Fig. 3.2.
White line: 1/f-fit of the blue data curve. (b) Normalized spectrum of the time series
of the nonlinear optical fiber output time series shown in Fig. 3.5.
The same spectral analysis is performed for wave height measurements and the output of a
microstructured optical fiber, yielding the normalized spectra shown in Fig. 3.13. The fiber system
shows a white noise spectrum which indicates a stochastic process [128]. This is in agreement with
the explanation of fiber optical extreme events as a result of quantum noise amplification [115].
The spectrum of the ocean wave height measurement shows a strong feature at 0.1 Hz, which
agrees with the average wave period of about 10 s. This can be seen in the time sequence in
Fig. 3.2. Aside from this 0.1 Hz-feature, the spectrum assumes a pink noise shape similar to
the multifilament system. As pink noise is a common ocurance in a variety of physical systems
this similarity does not indicate any parallels in the underlying extreme event mechanism between
these two systems.
Besides the spectral analysis, an autocorrelation analysis is performed. The autocorrelation
function AC(τ) of a time series was introduced in Chapter 2. Illustratively, the correlation time
τcorr expresses the length of the system memory and denotes how long the states of a system influ-
ence the later evolution of the system. Figure 3.14 shows the autocorrelation function of time series
from the output of a microstructured optical fiber, a multifilament and a wave height measurement.
The autocorrelation of the microstructured optical fiber output drops near zero at the first delay
step, indicating that the data points in this time series are completely uncorrelated. This result is
not surprising given the outcome of the spectral analysis shown in Fig. 3.13 (b), which already
indicates this time series to represent a stochastic process. In contrast, the multifilament system
show a finite correlation time of τcorr ≈ 9 ms and the wave height measurement, the correlation
time τcorr ≈ 15 s is on the order of the wave period. The latter is expected in a system of almost
sinusoidal motion. A rather surprising outcome is the correlation of several milliseconds for the
multifilament system. As discussed in Section 1.2, the break-up of a filament into a multfilament
structure is the result of an amplification of small perturbations on the initial beam profile. These
perturbations stem from fluctuation in the stimulated spontaneous emission of the input laser. The
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Figure 3.14: (a) Autocorrelation of a time series from the output of a microstructured optical fiber
shown in Fig. 3.5. (b) Autocorrelation of a multifilament time series. The inset is
shown to visualize the correlation time τcorr ≈ 9 ms. (c) Blue: autocorrelation of a
wave height measurement, see Fig. 3.2 for comparison. Red: fit of the envelope of
the autocorrelation. The correlation time of τcorr ≈ 15 s is determined based on the
envelope.
same quantum noise process drives the intensity fluctuation in the long wavelength region of the
microstructured optical fiber output [7, 115]. Thus, an equally fast loss of correlation as in Fig.
3.14 (a) is expected for the multifilament. The finite length of the autocorrelation function proves
that the temporal dynamics of the multifilament is governed by a physical effect different from
quantum noise. A first possible explanation for the finite correlation length is the formation of a
long-lived plasma due to atomic excitation of the xenon gas. Calculations of gas ionization with a
femtosecond laser imply that the electronic excitations of xenon shows a recombination rate below
the microsecond time scale [129]. Thus, with a laser repetition rate of 1 kHz, atomic excitation
does not persist over several laser shots.
Instead, a thermodynamic mechanism explains the finite correlation within the gas cell. Due to
the multiphoton absorption during filamentation that is described in Chapter 1, the xenon gas is
heated. This gas heating causes the gas density to be reduced where the laser beam propagates. Gas
density holes due to filament heating were recently observed for nitrogen [130]. In this experiment,
the gas density hole in nitrogen is found to persist up to one millisecond. The exact lifetime of
gas density holes in xenon is not observed. Since xenon has an almost five times lower thermal
conductivity in comparison to nitrogen [131], the gas density holes are likely persist even longer
in xenon than in nitrogen. In a single filament experiment in xenon at a pressure of 2.7 bar and
a laser repetition rate of 1 kHz, reduction of the gas density to two orders of magnitude below
the initial pressure is reported even 100 µs before the arrival of a laser pulse [132]. Thus, the
gas density holes are likely to last over subsequent laser pulses in the kHz pulse train. This heat
induced gas density holes result in a thermo-optical effect know as thermal lensing [126]. Thermal
lensing describes the change of the refractive index due heat induced density holes. Due to the
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persistence of the gas density holes, the local refractive index changes influences the propagation
of subsequent filament formations. This sort of memory effects explains the finite correlation
length shown in Fig. 3.14.
The role of a thermo-optical effect that lasts on the millisecond time scale becomes even more
interesting regarding the experimental result shown in Section 3.4. As show in Fig. 3.10, lowering
the laser repetition rate from 1 kHz to 50 Hz leads to an inhibition of the extreme events during
multifilamentation. As discussed above, the gas density holes only persist on the millisecond time
scale. Thus, when the time period between two laser pulses is increased from 1 ms to 20 ms,
the gas density holes caused by a laser pulse have vanished before the next pulse arrives. These
findings indicate that the thermal lensing effect plays an important role for the onset of extreme
events in the multifilament system.
The observations of this section give a hint on the physical processes that dominate the temporal
evolution of a multifilament. In order to understand the nature of multifilament dynamics, an
analysis regarding the spatial domain of multifilamentation is required.
3.6 Spatio-temporal Dynamics in Multifilamentation
After analyzing the temporal dynamics of filamentation and multifilamentation, both the spatial
and temporal dynamics of this physical system are discussed. Observation of the atmospheric
dynamics around a filament shows that the convection induced by a filament does not lead to a
calm laminar flow [133]. In the experiment described in [133], the atmospheric flow is investigated
during the propagation of a single filament through the gas tube. In addition to the generation of
the laser filament, a 532 nm cw diode laser is scatterd at a butanol mist filled in the gas tube.
The scattering light of the laser reveals vortices in the plane transverse to the filament propagation
shown in Fig. 3.15. These vortices illustrate a turbulent movement of the atmosphere within the
gas cell. In chapter 4, it is shown that this turbulent behavior is identified from multifilament time
series by means of nonlinear time series analysis.
The onset of turbulence during multifilamentation is confirmed by theoretical considerations of
turbulence in gaseous and liquid media. Multiple thermodynamic parameters influence the nature
of the atmospheric flow within a system. In order to estimate whether a system is turbulent or not,





with the gravity g, the coefficient of thermal expansion β , the heat per unit length Q, the cartesian
coordinate above the heating source Y , the density ρ , the specific heat capacity Cp and kinematic
viscosity ν . A local Grashof number GrQ,Y < 2× 108 implies laminar flow. The interval 2×
108 < GrQ,Y < 2×109 denotes a transitional flow and for GrQ,Y > 2×109 turbulence is expected.
Comparison measurements of the energy before and after the xenon gas cell indicate an energy
loss of 5 to 10 % in the gas cell. With an average power in the range of 0.3 to 3 Watts and a spatial
extend of the focusing region in the micrometer range, a heat loss per unit length Q in the order
of 104 Wm is estimated. With the thermodynamic quantities listed in Tab. 3.2, for the multifilament
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Figure 3.15: Two examples of atmospheric vortices induced by a laser filament. Picture taken
from [133]. Reprinted by permission from the Optical Society of America as Fair
Use under United States Copyright Law. The vortices are made visible by a green
cw laser that is scattered at a butanol mist. The purple hue in each picture shows the
filament. The white bars indicate a length scale of 1 mm.
experiment with xenon at 2 atm and 1 kHz laser repetition rate, a local Grashof number in the
order of 109 is calculated, i. e., suggesting thermally induced turbulence.
xenon (2 atm) water source
thermal expansion β (1/K) 1/273 7×10−4 [136]
dynamic viscosity η = ρ×ν (N sm2 ) 44×10−6 10−3 [137, 138]
density ρ (kg/m3) 5.89 1000 [136]
specific heat capacity Cp ( Jkg K) 321 2000 [136]
Grashof number GrQ,Y 2.9×109 (@ 1 kHz) 5.5×107 Eq. (3.6.1)
1.45×108 (@ 50 Hz)
Table 3.2: Estimated thermodynamic quantities for the calculation of the local Grashof number for
xenon and water.
Earlier in this chapter, experiments on multifilaments in water and at lowered laser repetition
rates were introduced. The resulting data series imply that extreme events are inhibited in these
scenarios. For a reduced laser repetition rate, the local Grashof number GrQ,Y is reduced propor-
tionally to the repetition rate due to the decrease of the heat per unit length Q. Consequently, for
a repetition rate of 50 Hz the local Grashof number is more than one order of magnitude lower
than for the original 1 kHz experiment. Under these conditions, the criterion for turbulence is not
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fulfilled. Even more significantly the Grashof number GrQ,Y is about two orders of magnitude
smaller compared to the original xenon experiment, due to the thermodynamic quantities of wa-
ter. These findings indicate a correlation between turbulence and the onset of extreme events in a
multifilament system.
3.7 Discussion of the Experimental Results
Discovering extreme events in multifilamentation presented in Section 3.4 is in line with theo-
retical considerations by P. M. Lushnikov and N. Vladimirova [139]. In [139], the propagation
of a multifilament at about 100 Pcrit is simulated based on the nonlinear Schrödinger equation.
Heavy-tailed amplitude distributions in this simulation indicate that extreme events are an ex-
pected outcome in every multifilament scenario. The experiments presented in this chapter show
that extreme events are inhibited in multifilaments in water and at lowered laser repetition rates
for mulifilaments in xenon gas. These findings indicate that the observation of extreme events
in multifilaments is not explainable in a framework that is exclusively based on the nonlinear
Schrödinger equation. The inhibition of extreme events in water suggests that a high optical non-
linearity is not sufficient to establish an extreme event system. While extreme events have been
discussed as a nonlinear phenomenon [119], extreme events have also been observed in a linear
systems [140, 141]. Thus, a nonlinear description may not even be necessary in every extreme
event system.
The findings of extreme events in a single filaments by Kasparian et al. [33] may also lead to
expecting extreme events in multifilaments. However, there are significant differences between
the results of [33] and the multifilament experiment presented in this work. In the experiment
introduced in [33], extreme events are reported in the wings of the intensity spectrum of a train
of single filaments. This observation is certainly closer related to the extreme events seen in
microstructured optical fibers, which were introduced earlier in this chapter. The spectrum of
a single filament and the output of the microstructured optical fiber are both heavily reliant on
the input pulse intensity, which fluctuates due to the quantum mechanical nature of amplified
spontaneous emission (ASE). The filament spectrum is broadened due to self-phase modulation
(SPM). In [33] it is implied that noise-driven changes in the SPM broadening may be suited to
describe the extreme event statistics in certain spectral components of a single filament. While
the extreme events in a single filament are only revealed by spectral filtering, the phenomenon
is visible in the multifilament without any spectral discrimination. Also, the variations of the
original multifilament experiment reveal exceptions in the extreme event formation, which is not
investigated in the experiments in [33].
In Section 3.5, the long-term temporal dynamics of multifilamentation was discussed in con-
nection with linear time series analysis. Observations of gas density holes living longer then the
repetition period between two laser shots explain the finite correlation time measured in a mul-
tifilament. However, it is not immediately clear, how a lensing effect is capable of causing the
fluence spikes found in the extreme event multifilament system. Thus, it is worth considering the
changes on the thermal lensing effect in a comparison between a single filament and a multifila-
ment. In the single filament experiment described in [132], it is found that the gas density holes
act on subsequent pulses by the thermal lensing. The gravitational force causes the gas density
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holes to move upward between two subsequent laser pulses, resulting in downward steering of the
laser beam. For a multifilament, with multiple close packed heat sources, a thermal lensing effect
does not simply cause a down steering of the beam as seen for a single filament [132]. Since the
gas density changes is not the same for every filament, not all filaments are diffracted at the same
angle. Over several laser shots, this difference in diffraction angles will lead some filaments to
be moved closer to the density holes of other filament strings. This will counteract the original
movement of the filament and possibly change the shot-to-shot movement of other neighboring
filaments. Repetition of such filament interactions is likely to cause significant changes of the
transverse fluence profile of the multifilament.
In Section 3.6 it is shown that a multifilament can be subject to atmospheric turbulence in the
gas it is created in. A calculation of the Grashof number GrQ,Y indicates turbulence for the mu-
tifilamentation in gas at 1 kHz repetition rate. At a repetition rate of 50 Hz, the Grashof number
reveals a transitional flow and a laminar flow for multifilamentation in water. Thus, inhibition
of the extreme events is correlated to a change of the thermodynamic conditions towards a non-
turbulent regime. This comparison of turbulent and non-turbulent multifilamentation scenarios
imply that the turbulent dynamics of thermal lensing effect drives the onset of extreme events.
In summary, in this chapter the onset of extreme events in ocean surface gravity waves, in the
output of microstructured optical fibers and in multifilaments is confirmed based on widely ex-
cepted statistical criteria. Analysis of the experimental results implies atmospheric turbulence to
drive the onset of multifilament extreme events. In the following chapter, these findings are further





Nonlinear Time Series Analysis of
Extreme Event Systems
Chapter 3 dealt with the appearance of extreme events on the ocean surface, in optical fibers
and in multifilaments. In all of these three systems, the onset of extreme events is revealed by a
statistical analysis of a measurement data time series. Single extreme events are then identified
by comparing the data points of the time series with the significant wave height of the data set.
Statistical analysis provides a reliable method to recognize extreme event systems and allows
for estimating the physical processes that govern the extreme event system. However, statistical
analysis does not provide any information on the predictability of an extreme event.
This chapter is devoted to providing insight into the extreme event mechanism as well as the
forecast of extreme events. To this end, the different methods of nonlinear time series analysis
(NTSA), which are introduced in Chapter 2, are applied on experimental data of extreme event
systems. In the first section of this chapter, NTSA is applied to determine whether prediction
of extreme events is generally possible from experimental data. The prediction of certain events
can only be realized when a physical system is deterministic, i.e., future system states are pre-
determined at any given system state. In Chapter 2, the Grassberger-Procaccia algorithm (GPA)
is introduced as a method that allows for finding out whether a system is deterministic or not,
solely based on a time series of one measurable quantity of the system. In Section 4.1, this method
is applied to time series from the three extreme event systems that are introduced in Chapter 3.
Additional knowledge on deterministic extreme event time series is gained by calculating their
Lyapunov exponent. In the second section of this chapter, the GPA is used to give an estimate on
the correlation dimension Dc of the observed system. In the last section of this chapter, a modified
version of the GPA is applied on a multifilament time series in order to give an estimate on the
prediction time of extreme events in the multifilament system.
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4.1 Determinism in Extreme Event Systems
Figures 4.1 - 4.3 show the time series that are analyzed with the GPA in this chapter. The mul-
tifilament system is represented by a time series of 60,000 fluence values measured with a line
scan CCD camera (see Section 3.4). The multifilaments are generated at a laser repetition rate of
1 kHz with a peak power of 18Pcrit. The wave height measurement consists of 2,560 data points of
a 20 min long time series. For a the fiber optical system a time series of 5,000 events is analyzed
(see Fig. 3.5). Analogous to the analysis of the Lorenz attractor, a reliable identification of deter-
minism in a time series based on the GPA is only possible when a set of random data surrogates
is computed from the original time series. In order to avoid misinterpretation due to statistical
anomalies, 100 surrogates are calculated for each experimental data series. In Figs. 4.1 - 4.3 one
example surrogate of each time series is shown for illustration.
As pointed out in Section 2.5, a proper construction of the embedding vector xi(t) is crucial
for a successful performance of the GPA [88, 89]. Specifically, a careful choice is necessary for
the length m of the embedding vector and the delay steps between the embedding vector ele-
ments τembd. Note that m and τembd were introduced in Chapter 2 as the embedding dimension
and the embedding delay. If the embedding dimension m is too small, the embedding vector fails
to resemble the system evolution. If the embedding delay τembd is chosen too long, details of the
system evolution are not captured by the embedding vector. In Section 2.5, the embedding delay
τembd is chosen based on a phase portrait that should resemble the original system attractor. For
experimental data, the system attractor is unknown. Thus, it is practical to use the autocorrela-
tion function AC(τ) from Eq. (2.1.5) and the time delay mutual information TDMI(τ) from Eq.
(2.3.7), for estimating the order of magnitude of τembd. Both AC(τ) and TDMI(τ) are shown for
the respective time series in Figs. 4.1 - 4.3. It has to be underlined that the upper limit of τembd
is of higher interest than the lower limit. The information loss that would result from choosing
τembd too small is avoided by increasing the embedding delay m. Since a large embedding delay m
increases the computation time, a reasonable approximation of τembd and m is primarily necessary
to avoid overwhelming computational costs of the GPA. For the following analysis it is assumed
that the sampling time τsamp is sufficiently small to resolve the system evolution. Based on this
assumption, the embedding vector is constructed with τembd = τsamp and the GPA is performed for
a range of embedding dimensions m.
A sufficient resolution of the system evolution is generally mandatory in order to gain mean-
ingful results from the NTSA. Thus, in Chapter 2, a test for a sufficient system representation is
proposed. This test evaluates the stationarity of the system. A time series from experimental data
may fail to fulfill the stationarity test, if the sampling rate is chosen too low or if the time series is
too short. In order to control this aspect, the running mean is computed for all time series that are
analyzed in this chapter. Figure 4.4 shows the running mean in units of the standard deviation of
the global mean. For all three time series, the running mean shows no significant deviation from
the global mean. Thus all the time series from the three extreme event systems are suitable for
analysis by the GPA.
With a positive result from that stationarity test at hand, the correlation histograms C(r) of the
three extreme event systems are calculated. The correlation histograms are shown in Fig. 4.5 (a)
- (c). Analogous to the analysis of the Lorenz attractor in Chapter 2, the correlation histograms
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Figure 4.1: (a) Multifilament time series of 30,000 laser shots. (b) Example of a random data sur-
rogate computed from the original data in (a). (c) Autocorrelation function of original
data (red) and of the surrogate example (blue) with τcorr = 11 ms. (d) Time delay mu-
tual information function of the original data (red) and of the surrogate example (blue)
with τmin = 26 ms.
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Figure 4.2: (a) Time series of a 20 minutes wave height measurement. (b) Example of a random
data surrogate computed from the original data in (a). (c) Autocorrelation function
of the original data (red) and of the surrogate example (blue) with τcorr = 16 s. (d)
Time delay mutual information function of the original data (red) and of the surrogate
example (blue) with τmin = 2 s.
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Figure 4.3: (a) Time series of 5,000 events measured at the output of a microstructured optical
fiber [7]. (b) Example of a random data surrogate computed from the original data in
(a). (c) Autocorrelation function of the original data (red) and of the surrogate example
(blue). (d) Time delay mutual information function of the original data (red) and of the
surrogate example (blue).
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Figure 4.4: Stationarity testing for the three time series presented in Figs. 4.1 - 4.3. For each time
series the moving average in units of the standard deviation of the whole time series
is calculated for the multifilament system (a), wave height measurement (b), and the
optical fiber (c).
of the original time series are compared to corresponding histograms of 100 surrogate data sets.
For visual clarity, Fig. 4.5 shows the average histogram from 100 surrogate computations with the
standard deviation σsurr. The construction of the example correlation histograms in Fig. 4.5 (a)
and (b) follows the above introduced approach concerning the embedding vector xi(t). However,
as shown in Fig. 4.3, the autocorrelation function of the fiber optical system nearly resembles a
delta function. Choosing the embedding vector length according to the correlation time would set
the embedding dimension to m = 1. This approach is not advisable here, since it merely delivers a
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Figure 4.5: Histogram analysis for three extreme event systems. (a) Multifilament time series
with embedding dimension m = 24. (b) Ocean wave height measurement with m =
40. (c) Fiber optical system with m = 4. The correlation histogram of the original
data series (red) is compared to an average histogram (solid blue line) computed from
100 surrogate data sets. The dashed blue line represents the standard deviation of
the surrogate histograms. (d) Significance of the deviation between the original time
series and the surrogate data sets over 100 embedding dimensions. For unplotted m-
values the significance is zero. Blue: multifilament time series. Green: wave height
measurement. Red: Fiber optical system.
histogram of the distances between single values of the time series. Thus, the example correlation
histogram for the fiber optical system shown in Fig. 4.5 (a) is chosen with m = 4. For the ocean
wave height and the multifilament, a finite correlation time is calculated. The examples in Fig. 4.5
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Figure 4.6: Histogram analysis for the multifilament time series with a sampling interval increased
to the correlation length. (a) Correlation histogram with embedding dimension m= 20
for the original data (red). Average correlation histogram from 100 surrogates (blue)
and the standard deviation (dashed blue). (b) Deviation between in correlation his-
togram of original data and the average correlation histogram of 100 surrogates for
different embedding dimensions m.
(a) - (c) show the correlation histograms for these systems for a fixed embedding dimension m. As
outlined in Section 2.4, the GPA primarily focuses on analyzing the deviation between the orig-
inal data histogram and the surrogate histogram. It may be argued that this deviation is strongly
dependent on the embedding dimension m. Thus, in Fig. 4.5 (d), the deviation between original
data histograms and surrogate histograms is plotted for a range of embedding dimensions m. De-
terminism in a data set is indicated when the correlation histogram shows higher histogram counts
at low r, than the histograms from its surrogate counterpart. The multifilament system shows this
behavior with a significance of more than 102− 103 σsurr in the broad interval of m = [20,100].
Similar to the multifilament system, the correlation histogram of the wave height measurement
shows deviation from the surrogate set. However, the deviation is less pronounced with just over
10 σsurr. Hence, compared to the multifilament dynamics, the ocean wave movement is indicative
of a weaker determinism. The correlation histogram analysis for the fiber optical system is fun-
damentally different from the other two systems. Here, all histograms rarely differ by more than
3 σsurr for the whole range of embedding dimensions m. Thus, in terms of nonlinear time series
analysis, the original data of the fiber optical system cannot be distinguished from a stochastic
time series.
For the correlation histograms shown in Fig. 4.5, the embedding delay τembd is identical with
the sampling period given by the measurement conditions. In Section 2.5, it was discussed that
choosing the embedding delay τembd too long possibly leads to an information loss in the time
series that may hide reappearing pattern in the analyzed time series. Thus, it can be argued, that
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the result for the fiber optical system is due to such an undersampling of the temporal evolution of
the system. For a more suitable comparison, the embedding delay for the multifilament analysis
is changed to match the conditions for the fiber optical system. The same time series taken for the
histograms in Fig. 4.5 is analyzed again with an embedding delay equal to the correlation time
τembd = τcorr of the data. This choice of τembd has also been proposed in [69] since it ensures that
subsequent data points are more independent from each other than for τembd = τsamp. In Fig. 4.6
(a), the resulting correlation histogram is shown for an embedding dimension m = 20, and the
deviation of the data from the surrogate in relation to the embedding dimension m is shown in Fig.
4.6 (b). While the deviation is less pronounced, the analysis still identifies determinism within the
data set.
Chaos in Deterministic Extreme Event Systems
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Figure 4.7: Lyapunov exponents of deterministic extreme event systems. (a) Draupner wave height
measurement shown in Fig. 4.2. The maximum Lyapunov exponent is λmax ≈ 0.015.
(b) Multifilament observation shown in Fig. 4.1. The maximum Lyapunov exponent is
λmax ≈ 0.25.
In Chapter 3, it is found that the extreme events during multifilamentation are linked to tur-
bulence, i.e., chaos in the spatio-temporal domain. A comparison of the Grashof number given
by Eq. (3.6.1) for different multifilament systems reveals that extreme events only occur when
the Grashof number implies turbulence within a system. In Section 2.6, a method is introduced
that allows for identifying chaos within a time series. In Fig. 4.7 the iterative calculation of the
Lyapunov exponent is shown for the ocean wave height measurement and the multifilament sys-
tem. For the calculation, the program lyapmax.exe provided by [91] is used. For the ocean
wave height measurement, the Lyapunov exponent λmax ≈ 0.015 and for the multifilament system
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λmax ≈ 0.25 is computed. For distinguishing chaotic from non-chaotic system dynamics only the
sign of the Lyapunov exponent is relevant. With λmax being positive for the multifilament and the
ocean wave height measurement, deterministic chaos is implied for both of these extreme event
systems.
4.2 Dimension Analysis of Extreme Event Systems
In Section 2.5, it is demonstrated at a theoretical example, how the correlation sum of a time series
reveals the dimensionality of a physical system. The method is based on monitoring the slope
d of the correlation sum with a changing embedding dimension m. The correlation sum of the
theoretical data analyzed in Chapter 2 provides a linear slope over a long range of m, allowing for
an unambiguous choice of the fitting interval of the slope. For experimental data, however, the
choice of the fitting interval is more delicate. A limited detector resolution and detection noise
deform the correlation sum for small values of r. For large values of r, a limited length of the data
sample leads the correlation sum to converge to a saturation value. In Fig. 4.8, a single example of
a correlation sum is shown. The correlation sum is computed from a multifilament time series at
an embedding dimension of m = 150. As visible in this example, the logarithm of the correlation
sum log[C¯(r)] progresses linearly with log[r] within the interval of [−1.6, −0.8]. From such plots
as shown in Fig. 4.8, it is found empirically that a safe choice of a fitting interval is found near
[0.01 ∆r, 0.1 ∆r], with ∆r = rmax− rmin. rmax being the highest non-empty histogram bin in the
correlation histogram and rmin the lowest non-empty histogram bin. In Fig. 4.9, the slope of the













Figure 4.8: Example fit (dashed blue) of a correlation sum C¯m(r) (red) calculated from the multi-
filament time series shown in Fig. 4.1. The fit interval is chosen as indicated.
correlation histogram is shown for the embedding delay m = [1, 200]. The slope d(m) of the
correlation sum increases linearly with m for low embedding dimensions up to about m = 100.
Between m = 110 and m = 120, the monotonic increase of the slope d(m) stops. Above m = 120
the slope only increases slightly and even remains fairly constant in the interval m = [140, 170].
For the theoretical example of the Lorenz attractor the correlation sum has to be calculated for only
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Figure 4.9: Slope d of the correlation sum C¯m(r) in dependence of the embedding dimension m.
Red: original data. Blue: average of 100 surrogate sets.
a few embedding dimensions m and the slope increases until about m = 3 and saturates at around
d(m) ≈ d(m+ 1) ≡ d∞ ≈ 2.1. In Chapter 2, it was shown that the saturation slope is identified
with the correlation dimension of an attractor d∞ = Dc. As expected, for this theoretical model,
the integer above the saturation slope is equivalent to the number of independent system variables
[78]. In contrast, for an experimental system, the calculation of fairly high embedding dimensions
m ≥ 20 is not unusual. For example, for the analysis of wave height measurements [142] and
for the observation of bio-physical [100] systems, correlation sums for correlation dimensions of
up to m = 20 are computed. For the multifilament system, a saturation slope d∞ is not as clearly
visible as for the Lorenz attractor. In Fig. 4.9, it is seen that the slope has a several plateaus in the
range of d ∼ [4.5,5.0] but it is not visible if the slope actually saturates.
For comparison, Fig. 4.9 shows the slopes of the average of the surrogate correlation sums. The
slopes d(m) of the surrogate correlation sums C¯(r) are higher for the whole range of embedding
dimensions m. In Fig. 4.5, it is already shown that the correlation histograms C(r) of original
data and surrogate deviate over a broad range of embedding dimensions m. Thus, the deviation
of the slopes d(m) shown in Fig. 4.9 is not surprising. In an ideal scenario, the slope d(m) of a
random time series is expected to grow linearly with the correlation dimension m. This is seen in
the theoretical data in Fig. 2.9, where d(m) = m holds over the whole range plotted in this figure.
The deviation from the diagonal d =m towards d < m as seen in Fig. 4.9, is explained by a limited
length of the data series and does not imply any determinism in the surrogate sets [78].
The same dimension analysis as for the multifilament system is performed for two wave height
measurements during which an extreme event is encountered. The two corresponding time series
are shown in Fig. 3.2 and Fig. 4.3. Similar to the analysis of the multifilament system, the
dimension analysis does not provide a clearly visible saturation slope. However, for both wave
height measurements the slope d of the correlation sum shows a plateau at about d ≈ 12 in the
interval m = [70, 130] and m = [60, 170].
The slopes of the correlation sums differ clearly from the slopes of the correlation sums of
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Figure 4.10: Slope d of the correlation sum C¯m(r) of the two wave height measurements shown in
Fig. 3.2 (red) and Fig. 4.2 (green).
their surrogate sets but the dimension analysis of the two deterministic extreme event systems
does not yield a clear result. While it seems tempting to identify the plateaus of the slope d(m)
with the saturation slope d∞ there is no proof that this conclusion is justified. It can only be
concluded that the two observed extreme event systems are no low-dimensional systems, since the
dimension analysis would otherwise have reveled a saturation slope d∞ . 5. In the introduction of
Chapter 2, it was mentioned that turbulence is associated with high-dimensional dynamics Dc > 5
[71, 72, 75, 76]. Assuming that multifilamentation is a high-dimensional systems is in agreement
with identifying turbulence in the gas cell of a filament as discussed in Section 3.6. Extreme
events on the ocean surface are also brought in connection to wave turbulence [143, 144], which
is in agreement with a high-dimensional description indicated by the analysis presented in this
section.
4.3 Predictability of Extreme Events
In the previous sections, deterministic chaos was indicated in the two extreme events systems
of ocean waves and multifilaments. In theory, for a deterministic system, the prediction of the
future system evolution is generally possible since all future states are - per definition - known at
every system state. Provided the laws of the system evolution are known, such as the system of
equations for the Lorenz attractor, a single measurement reveals when the next extreme event will
occur. In practice, these laws of the system evolution are often unknown. In this case, it seems
practical to exploit the high degree of similarity in the temporal evolution of a deterministic system.
The similarity in deterministic systems implies that similar fluence- or wave height-patterns in a
time series are followed by a similar evolution. So instead of trying to forecast extreme events
from a single measurement value, the system evolution has to be scanned over a longer time
period. Extreme event forecast should then be realized by identifying a data sequence that is
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known to precede extreme events. For experimental data, however, it is not guaranteed that such a
sequence can be identified due to disturbance of the data during the measurement process. False
measurement data becomes an even more drastic problem given the indication of chaos in both
analyzed extreme event systems. In a chaotic system, small changes in the system evolution cause
strong changes such as the onset of an extreme event.
In this section, a windowed time sequence analysis demonstrates the predictability of extreme
events in a multifilament data series despite the above mentioned peculiarities. A similar method
has been applied for the forecast of epileptic seizure [145]. For this method, all extreme events
in a multifilament measurement are found and the metric distance between all time sequences
before the extreme events is calculated. Analog to the GPA, a histogram of all metric distances
found in this way is computed. Figure 4.11 (a) shows the correlation histogram of the time se-
quences x(pre e.e.)i = {x1,x2,x3, . . . ,xN} that are temporally separated from an extreme event by one
autocorrelation length τcorr. The length N is chosen so that the time sequence x
(pre e.e.)
i covers ten
autocorrelation lengths τcorr. The extreme events are chosen according to their amplitude exceed-
ing two times the significant wave height. Redundancy in the time sequence x(pre e.e.)i is avoided
by only choosing extreme events that are separated by at least one second in time and 260 µm
in distance on the camera detector chip. The temporal separation of one second is far above the
longest duration of the longest extreme events and the spatial separation exceeds the size of the
filament structures in the analyzed measurement. As a null hypothesis, the histogram of the time
sequences x(pre e.e.)i is compared to a set of randomly chosen time sequences of the same length
as x(pre e.e.)i from the same measurement. The histograms of the pre-extreme event data and the
surrogates show a significant deviation of several standard deviations. Interestingly, the deviation
between the pre-extreme event data does not appear for the smallest values of the metric distance
r. As explained in Chapter 2, the smallest values of r represent pairs of time sequences with a
high similarity. Ideally, for a prediction of extreme events it would have been desirable to iden-
tify a high similarity of pre-extreme event pattern. The histograms in Fig. 4.11 show that the
pre-extreme event sequences tend to differ by a metric distance of about log[r] ≈ −0.5 more of-
ten than the surrogate sets. Thus a typical pre-extreme event pattern cannot by identified but the
statistical analysis allows for identification of a set of pre-extreme event systems. In order to es-
timate a prediction time for extreme events, the analysis shown in Fig. 4.11 (a) is repeated with
time sequences that precede the extreme event by time windows larger than a single autocorrela-
tion length. In Figs. 4.11 (b), (c), and (d), the time preceding the extreme event is chosen with
∆τ = 5 τcorr, ∆τ = 10 τcorr, and ∆τ = 30 τcorr. Figure 4.11 (e) shows the deviation between the
pre-extreme event time sequences and the surrogate data. While the deviation varies strongly for
different ∆τ , a significant deviation is always seen until about ∆τ = 10τcorr. These findings indi-
cate that a sequence analysis allows for a forecast of extreme events in a time window of about
ten autocorrelation lengths before the extreme event appears. It would be desirable to perform
the same analysis for ocean wave height measurements in order to estimate the prediction time of
hydrodynamic extreme events. However, ocean wave measurements do not contain enough ex-
treme events of equal conditions to allow for an analysis analogous to the test that was made with
hundreds of multifilament extreme events.
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e
Figure 4.11: Histogram analysis of time intervals before an extreme event in multifilaments. The
original time segments (red) precede an extreme event in the multifilament time series
and have a duration of 10 τcorr. For comparison, the average surrogate histograms of
100 arbitrarily chosen time intervals (solid blue) from the same measurement time
series is shown with the standard deviation (dashed blue). The time delay between
the time sequence and the extreme event is (a) 1 τcorr, (b) 5 τcorr, 10 τcorr and (d) 30
τcorr before an extreme event. (e) Blue: deviation of the pre-extreme data from the
surrogate in standard deviations of the surrogate set. Red dashed line: linear fit of the
data points.
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In summary, this chapter revealed fundamental differences in the dynamics of extreme event sys-
tems. The correlation histogram analysis in Section 4.1 shows that experimental data from mi-
crostructured optical fibers do not differ from their corresponding surrogates. In contrast, for the
multifilament system, the correlation histograms of the original data deviate by more than 1000
standard deviations from the surrogate correlation histogram data sets. These findings indicate de-
terminism in the multifilament dynamics. For the ocean wave height measurements, the original
correlation histograms also significantly deviate from the surrogate data. While the deviation is
not as strong as for the multifilament, the analysis still indicates determinism for the ocean gravity
waves.
Finding these differences in the character of the temporal dynamics implies that the physical
mechanism that dominates the evolution of the time series is different in the analyzed extreme
event systems. In order to discuss these differences, the results of the NTSA are compared to the
analysis of the extreme event experiments presented in Chapter 3. For the multifilament exper-
iment, the role of the optical nonlinearity, the laser repetition rate and the atmospheric flow are
taken under consideration. The experiments indicate that extreme events predominantly appear
when a turbulent atmospheric flow accompanies the multifilament formation and when a long-
lasting thermal lensing effect influences the shot-to-shot dynamics of the multifilament. These
findings are in agreement with the dimension analysis of a multifilament time series outlined in
Section 4.2. The dimension analysis implies high-dimensional dynamics, which are associated
with turbulent behavior [71, 72, 75, 76]. The dimension analysis of the wave height measurement
also suggests a high-dimensional system evolution. Thus, a process of turbulent wave dynamics
is indicated for hydrodynamic extreme events. For the output of the nonlinear optical fiber, no
such physical mechanism is identified. In Section 3.2 it is explained that the fiber output is highly
sensitive to the input laser pulse spectrum [117, 118]. The white noise spectrum shown in Section
3.5 and a stochastic behavior found by the NTSA suggest a quantum mechanical noise process,
such as ASE noise, to be the dominating mechanism in the optical fiber [7, 114, 115]. Hence, two
types of extreme events have to be distinguished: stochastic extreme events that stem from a quan-
tum mechanical process and deterministic extreme events that are based on a classical mechanical
origin.
In the last section of this chapter, the predictability of extreme events is analyzed. While for
the stochastic optical fiber system no extreme event prediction is possible, the deterministic nature
of the other two extreme event systems imply a predictability of extreme events. It is found that
extreme events in multifilaments are predictable as early as ten autocorrelation lengths before
the extreme event appears. While the method presented here requires a data set length that is
currently only available in optical extreme event systems, the presented result generally prove the




In this thesis, the spatio-temporal dynamics of multifilaments has been analyzed. The observation
of mulitifilaments reveals a heavy-tailed fluence distribution and fluence values exceeding tens of
the significant wave height are observed in the respective time series. These findings indicate the
occurrence of extreme events in the multifilament system. Discovering extreme events during mul-
tifilamentation provides the opportunity to study a two-dimensional optical extreme event system.
Analogous to one-dimensional optical systems, which gave insight into the physics of extreme
events, multifilamentaion allows for a systematic analysis of the extreme event phenomenon.
After multifilmentation is clearly identified as an extreme event system by statistical criteria,
the origin of multifilament extreme events is subject to further analysis. Numerical calculations
imply that multifilament extreme events appear due to noise amplification during the nonlinear
propagation of the laser beam [139]. A similar process explains the formation of extreme events
in microstructured optical fibers [7]. However, the experiments analyzed in this work do not
show any amplification of input noise components. Modifications of the multifilament experiment
further demonstrate that extreme events do not appear in every multifilament scenario, while the
theoretical considerations in [139] expect extreme events in every multifilament system. In order
to get a better understanding of these discrepancies between theory and experiment, a comparative
analysis of multifilamentation and the extreme event systems such as optical fibers and ocean wave
measurements is performed in this work.
Nonlinear time series analysis reveals that the three extreme event systems show different types
of temporal dynamics. While ocean waves and multifilaments are both identified as deterministic
systems, the fiber optical system follows stochastic dynamics. Detecting determinism in only
two of the three extreme event systems may be considered surprising since the evolution of all
of the three systems is described by the nonlinear Schrödinger equation. In order to explain this
difference in the dynamics of the extreme event systems, the process that dominates the evolution
has to be identified. In the optical fiber experiment, extreme events appear as a result of quantum
noise that is amplified during the nonlinear propagation through the optical fiber [7, 114, 115].
While the laser pulse propagation through the optical fiber is indeed a deterministic process, the
formation of extreme events is dominated by the stochastic dynamics of a quantum mechanical
process. In contrast, analysis of the hydrodynamic conditions during the filament propagation
reveals that extreme events are linked to a turbulent convection in the filamentation medium. While
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the input intensity is subject to the same quantum noise process as the input laser of the optical fiber
experiment, these stochastic changes do not dominate the fluence statistics of the multifilament.
The extreme events in multifilamentation are found to result from turbulent convection. Thus,
they are understood as a classical mechanical phenomenon analog to the wave motion that leads
to extreme events on the ocean.
Identifying both deterministic and stochastic dynamics has important implications for the pre-
dictability of extreme events. In a stochastic system, extreme event prediction is not possible.
Finding even traces of determinism as demonstrated for the ocean and multifilament system opens
the possibility of an extreme event prediction scheme. In this work, the predictability of extreme
events in multifilaments was analyzed by comparing time sequences that precede the extreme
events in this system. This test did not reveal an extreme event warning pattern. However, it was
proven that with a sufficiently large data set at hand, pre-extreme event time series are identifiable
even several correlation lengths before the onset of the extreme event.
Analyzing extreme events in multifilamentation, this thesis identifies a model system allowing
for an exhaustive analysis of the extreme event phenomenon. Comparing experimental data from
multifilamentation with well-known extreme event systems gives insight into previously inaccessi-
ble aspects of extreme event dynamics and proves predictability of extreme events in deterministic
systems. These findings pave the way to a detailed understanding of the extreme event mechanism,
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