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This chapter develops the approximations used to calculate physical properties to be com-
pared with the spectroscopic data. This is achieved using quantum mechanics. The
Schro¨dinger equation is the equation of motion of quantum mechanical systems. The
time-independent Schro¨dinger equation has the well-known appearance:
HˆΨ = EΨ (2.1)
where H, E and Ψ are Hamiltonian, energy and wave function of the system. In the Born
Oppenheimer approximation, the nuclei are considered to be clamped. There is no analytic
solution to the Schro¨dinger equation for the systems with more than one electron. Hence,
there is a clear need for computational schemes to obtain accurate approximate solutions.
Hartree and Fock introduced one of the first schemes. They proposed a self-consistent field
(SCF) method, which gives approximate solutions of the Schro¨dinger equation under the
assumption of a simple one-configuration form for the wave function Ψ. The method is
still the basis of most currently used codes in quantum chemistry computations.
The development of the orbital model and the concept of electronic configuration emerg-
ing from it enabled many fruitful interpretations in chemistry and physics. However, the
chemical schemes applied to translate the interpretations in terms of electrons occupying
orbitals are approximations that are not always easy to trace back. In the following we
give the definition of the ionic model, which corresponds to the simplest scheme used from
the beginning of this dissertation. We increase progressively the degree of accuracy by
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considering crystal field theory and introduce the concept of Jahn-Teller (JT) distortions.
The description of electrons in crystals using quantum mechanics is then introduced within
the embedded cluster approach. These derivations, described in many text books [19–21],
aim at interpreting and predicting electronic configurations of the atoms in crystals. The
analysis of the complex obtained wave function is then discussed in terms of valence bond
(VB) properties. In the next section of this Chapter, we briefly introduce the periodic
models that also proved to be fruitful to study crystal properties. We finally discuss the
different methods to estimate the atomic charges of the TM ions in the considered crystals.
2.1 Ionic model
In a naive chemical picture, an ionic compound is a chemical compound in which ions are
held together mainly by Coulomb forces. The positively charged ions are often metal ions
and the negatively charged ions are elements or fragments with high electronegativity. The
ionic model assumes that there are no electrons shared by the two ions, i.e. no covalency.
For the perovskite oxide studied here with chemical formula Ax+By+O3, the A
x+ (often
rare earth ions) are considered as spectator ions and the ligand ions (O2−) are considered
with a noble gas closed shell configuration. The charge on B, often TM ions, with near
octahedral site symmetry subject to lattice distortions, can then be easily assigned. Hence,
a first rough estimate for the number of electrons associated with the TM ions can be
determined. The transition metals can be classified by their formal number of d electrons
n as dn and an oxidation number can be deduced from this model.
2.2 Crystal field theory
Crystal field theory is the name given to the model that describes how transition metal
ions with dn configurations are perturbed by their chemical environment. An example is
given in Figure 2.1, which shows a TM ion with octahedral coordination. The d orbitals,
which are degenerate in the free ion, are divided into two sets: two orbitals point in the
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direction of the axes defined by the metal-ligand bonds and three have nodal planes in
these directions. These distinct sets are conventionally denoted eg and t2g respectively,
according to their irreducible representation in the symmetry point group Oh of an ideal
octahedron. This Figure also shows how the octahedral environment gives rise to a crystal
field energy splitting (∆) between the energies of the lower t2g and the higher energy eg
orbitals.
(b) Octahedral field (c) Distorted octahedral field(a) Spherical field
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on this non linear optical experiment.[Fiebig:2001] Using the many-body wave functions
and energies resulting from CID and QCISD(T) calculations, Satitkovitchai et al were
able to compute the second harmonic tensor for the NiO(001) surface.[Satitkovitchai:2003]
Systematic approach to study optical SHG has been further developed [Lefkidis:2005,
Lefkidis:2006] to include magnetic dipole and electric quadrupole contributions to the sec-
ond order susceptibility tensor, which give new insight into the experimentally observed
spectrum.
In all these studies, the obtained wave function are quite complex and need to be
carefully analyzed in order to understand the physics in these intriguing materials. The
development of tools to project the complex outcomes on simple physical schemes either
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Figure 2.1: Splitting of the d orbitals for a transition metal ion in spherical, perfectly octahe-
dral and perovskite field showing the origin of Jahn-Teller theory in the case of a weak-field d4
configuration
The electronic configurations for ions in octahedral sites are obtained in the crystal
field model by arranging the electrons in the t2g and the eg orbitals in accordance with the
Pauli exclusion principle. The ground states of the free ions satisfy the Hund’s first rule.
However in the crystal field model different possibilities can arise depending on the relative
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magnitudes of the ∆ and the exchange energy (JH), resulting in low-spin (or strong-field)
configurations for ∆ > JH or high-spin (or weak-field) configurations for ∆ < JH .
In crystal field theory, it is assumed that the electrons occupy atomic-like d orbitals.
Crystal field theory explains some aspect of the bonding in the TM compounds. A some-
what more advanced theory is the ligand field theory. In ligand field theory, it is assumed
that the 3d, 4s and 4p orbitals of the TM ions overlap with ligand valence orbitals lead-
ing to bonding and antibonding combinations. It is common to use Racah parameters
denoted A, B and C, to describe the interactions amongst the d electrons. The parame-
ter A does not appear explicitly in the energy differences between the various dn states;
B and C are treated as free parameters, to be fitted against spectroscopically observed
energy levels. When spin-orbit coupling is neglected, the energies of the dn states, the
Russell-Saunders states, depend on ∆, C and B. The number of independent parameters
is sometimes reduced by fixing the ratio C/B to a particular value (around 4.5) for all TM
ions. Spectra can be interpreted by using Tanabe-Sugano [22] diagrams, where the energies
of the Russell-Saunders states, in units of B, are plotted against the ratio ∆/B. Figure 2.2
reports the Tanabe-Sugano diagrams for d4 and d7 ions in an octahedral environment.
In the case of a d4 ion in an octahedral environment the ground state is then expected
to be either a 5Eg or
3T1g state depending on the size of ∆/B. In the case of a d
7 ion in
octahedral field the 4T1g or
2Eg states are expected to be the ground state (see Figure 2.2).
2.3 Jahn-Teller effect
Chemistry of TM compounds is often subject to the Jahn-Teller effect. The first formu-
lation from Jahn and Teller [23] states that: ”The nuclear configuration of any non-linear
polyatomic system in a degenerate state is unstable with respect to nuclear displacements
that lower the symmetry and remove the degeneracy”. A direct schematic application of
this theorem is shown in the right part of Figure 2.1 which shows the expected energy
effects due to nuclear displacements for a particular 3d4 electronic Russell-Saunders state
of the TM ions in an octahedral field.
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Figure 2.2: Tanabe-Sugano diagrams for a d4 and d7 ions in an octahedral environment
The main effect of electronic degeneracy is seen in producing a special coupling between
the electronic and nuclear motion that results in a series of observable effects, which are
jointly called the JT vibronic effects. There are many different studies devoted to these
effects. This section describes only small part of the JT theory and has been summarized
from the work of Bersuker who has developed the theory in several publications [24, 25]
and the more recently published book [26] that gives detailed description of JT effects and
from the work of Reinen and Fridel [27] that treats exclusively the problem of transition
metal ions. We restrict the discussion in this dissertation to the description of these effects
in an orbitally degenerate ground state of transition metal ions which as an octahedral
coordination of equal ligands.
Within this theory, local distortions can be interpreted by the analysis of the local
electronic structure. In particular TM ions with d4, low-spin d7 and d9 electronic configu-
rations could be expected to combine with distorted environments. Isaac B. Bersuker [25]
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introduced vibronic effects by considering the following hamiltonian
H = Hr +HQ + V (r,Q) (2.2)
where Hr contains the electronic part, HQ is the nuclear kinetic energy and V(r,Q) includes
electron-nuclear and nuclear-nuclear interactions. The labels r and Q are used for the
electronic and nuclear coordinates. Vibronic coupling terms (W) can be deduced from
perturbative treatment of V(r,Q) with respect to small nuclear displacements Qα from a
fully symmetric nuclear configuration where all Q=0.














)QαQβ + · · · (2.3)
Neglecting the vibronic coupling i.e. H = Hr + V(r,0), and f fold degenerate term with
energy ²0 electronic wave functions | Ψ(r)〉, | Ψ′(r)〉, · · · and then including the linear
term of the vibronic coupling leads to a secular equation of the order f in which the matrix
elements of the linear term FQα Qα contain the linear vibronic coupling constants
FQα = 〈Ψ | (∂V/∂Qα | Ψ′〉 (2.4)
Jahn and Teller proved that for any non-linear molecule there is at least one symmetry
coordinate Qα for which FQα 6= 0. The inclusion of the W(Q) as a perturbation splits
the degenerate term and yields energy values ²vk, which together with the harmonic (non
vibronic part) nuclear interaction term produce f branches of the adiabatic potential energy










k(Qα) k = 1, 2, . . . , f (2.5)
where Kα are the primary force constants (the force constant without vibronic coupling [28])
and ²(Qα) is a function of all active coordinates Qα.
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In this section we limit ourselves to the two-fold degenerate electronic terms Eg with a
two-fold degenerate eg vibration (Eg
⊗
eg JT coupling). Including the vibronic coupling
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where FE and GE are respectively linear and quadratic coupling constant.
FE = 〈θ | ∂V
∂Qθ




The linear coupling between the electronic and vibrational motions leads to a potential
surface that is called the ”mexican hat”, with a minimum at radius ρ0 (see Figure 2.3).
At the points φ = 0, 2pi/3, 4pi/3, the octahedron is tetragonally distorted along the three
4-fold axes, respectively (a, b, c). For isolated systems (molecules or point defects), higher
order vibronic coupling and/or anharmonicity effects remove the degeneracy of the points
at ρ0 and convert the points at φ = 0, 2pi/3, 4pi/3 to minima. Between these points the
configuration has D2h symmetry (d) and varies continuously from one tetragonal configu-
ration to another. Similar distortions should also appear when spatial degeneracy arises
from unequal occupancy of the t2g orbitals. However, the energy stabilization obtainable
by distortion is much smaller in this case, and any JT effect is generally swamped by other
perturbations, as spin-orbit coupling.
In this dissertation we make the approximation that the crystallographic data on dif-
ferent phases of a crystal can be viewed as different static points of the APES. Then the
analysis of an N-electron wave function within the BO approximation, combined with the
JT theorem that relates the local distortions to the electronic structure, leads to valuable
information to understand phase transition in crystals. Energy barriers and coupling con-
stants can be derived through accurate ab initio calculations [29] at specific points of the
APES.
The local distortions are extracted from crystal structure data where collective arrange-
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Figure 2.3: Distortions of an octahedral system ML6 at different points along the bottom of the
trough of the Mexican hat in the linear E
⊗
e problem. At the points φ = 0, 2pi/3, 4pi/3, the
octahedron is tetragonally distorted along the three 4-fold axes, respectively (a, b, c). Between
these points the configuration has D2h symmetry (d) and varies continuously from one tetragonal
configuration to another. [24]
ments of these distortions in the three directions of space are observed by changing spatial
symmetry. In addition to this static effect, thermally induced fluctuations can lead to dy-
namic distortion effects. The JT theorem, which implies systematic distortion for orbitally
degenerate Russell-Saunders states, may not always lead to observed distortions due to
the JT dynamics. The geometric distortions are present but due to high frequency of the
distortion mode, only an average structure can be characterized. These dynamical effects
cannot be treated within the Born Oppenheimer approximation. However, the experimen-
tal work realized in different temperature regime, that presents different interesting phase
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transitions, can sill be studied by interpretation of the wave function and corresponding
electronic configuration for the different static point of the BO surface. The different
Jahn-Teller centers can interact leading to an ordering of the local distortions resulting in
a deformation of the whole lattice. The structural phase transition resulting from coopera-
tive Jahn-Teller effect is often associated with a change of symmetry of the crystal but can
also be observed without symmetry breaking and is called in this case pseudo JT effect.
Orbital ordering theory is also electron-based theory that extends the electronic influ-
ence on the lattice to an ordering effect of the local distortions between different TM centers.
In fact, structural deformations at the microscopic level have an influence on macroscopic
collective distortions, but the reverse is also true, which does not enable straightforward
quantitative interpretations.
This dissertation concentrates on the description of local distortions that are character-
ized in 3d perovskite oxides by calculating electron properties using quantum mechanics.
The crystallographic data are used to simulate a fixed field generated by clamped nuclei.
In reality, strictly regular octahedral sites are rare in crystals, and both careful crystal-
lographic and spectroscopic investigations generally show low symmetries in most cases,
even for those compounds where Jahn-Teller effects at first sight are not expected to play
a role. Nevertheless the distortion of the local site symmetry can usually be traced back
to uneven occupation of eg orbitals as developed above.
The relation between the electronic structure of the Mn ions (3d4) in LaMnO3 and the
observed local distortions (see Figure 2.4 (a)) have been studied by several methods that
approximate the electronic configuration. [30, 31] As reported in the right part of Figure
2.1, d4 high spin ions, often show JT distortions that lower the symmetry to remove the
spatial degeneracy.
Charge ordering has been proposed as an alternative to JT distortion [4, 5, 32]. The
corresponding distortions have been observed by X-ray diffraction (see Figure 2.4) and are
usually associated to charge disproportionation, resulting in the low temperature phase to
two chemically different TM-sites with an expansion (b) on one site, a compression (c) on
the neighboring sites and so on. This type of distortion is not expected from the electronic
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Figure 2.4: Observed local distortions for the TM octahedron. (a) representing LaMnO3 char-
acterized by Q² JT-mode and (b, c) representing the two different chemical sites observed in
CaFeO3 and RNiO3 as reported in Table 1.1
configuration using the ionic model. The embedded cluster approach has been chosen as
the most accurate approach to describe electronic configurations of complex correlated
systems. This study gives the information on the electronic structure that can be related
to local distortion effects and be used as complementary information to understand the
properties of these crystals.
2.4 Embedded cluster approach
The embedded cluster approach has a long-standing tradition in the study of the electronic
structure of ionic compounds. Typically, a cluster containing one metal ion (M) and the
nearest anions (L) is considered to represent the material. To introduce the effect of the
rest of the crystal this MLn cluster is usually embedded in a set of point charges to account
for long range electrostatic interactions, whereas the nearest ions around the cluster are
represented by model potentials [33]. Within this material model the electronic structure
can be investigated by state-of-the-art ab initio quantum chemical methods.
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Figure 2.5 shows a partial molecular orbital diagram of such a system by considering the
M ion in an octahedral symmetry surrounded by six ligands, which corresponds to an ML6
cluster embedded in the Madelung field of the crystal. In basically ionic systems, the cluster
orbitals may be viewed as perturbed atomic orbitals, resulting from the interaction between
metal and ligand. The field arising from the rest of the crystal is basically the Madelung
field and the short-range repulsion slightly affects the splitting between the different orbital
energy levels. This orbital energy splitting determines largely which spin configuration is
favorable and what is the energy splitting between the ground state and the different
excited states. For most transition metal oxides, the embedded cluster model predicts
partly filled eg(σ
∗) and t2g(pi∗) anti-bonding orbitals denoted e∗g and t
∗
2g in the following.
These orbitals have mostly TM-3d character. The near degeneracy and open shell character
of these orbitals lead to complications in a sense that a theory treating electron-electron
interaction with an average field, like HF or DFT cannot describe correctly the system.
Depending on the metal ligand interactions, several electronic configurations have to be
taken into account.
One of the major advantages of the embedded cluster approaches is that all computa-
tional techniques that have been developed to recover the correlated motion of electrons
can be applied yielding a good local description of the cluster electrons. The weak point
of this method is the cluster size that can be considered. However, there exist by now a
large number of publications in which the embedded cluster model is applied in combina-
tion with highly accurate quantum chemical methods to study the electronic structure of
transition metal oxides, see for example Refs [34–42] and references therein. These studies
proved that the embedded cluster approach can give accurate results and hence be applied
to estimate successfully several local properties.
2.4.1 Cluster embedding
The complex electronic structure of the 3d perovskite oxides can be studied theoretically
with the embedded cluster approach provided an adequate choice is made of the cluster
24 2. Theoretical Framework
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Second harmonic generation has proven to be a very efficient tool for studying electronic
energy levels and magnetic properties. The experiments have been first restricted to non-
centrosymmetric magnetic substances, where SHG is allowed as an electric dipole process.
But the recent characterization of a SHG signal in the centrosymmetric antiferromagnet
NiO, in which the electric dipole induced SHG is strictly forbidden, has raised new questions
on this non linear optical experiment.[Fiebig:2001] Using the many-body wave functions
and energies resulting from CID and QCISD(T) calculations, Satitkovitchai et al were
able to compute the second harmonic tensor for the NiO(001) surface.[Satitkovitchai:2003]
Systematic approach to study optical SHG has been further developed [Lefkidis:2005,
Lefkidis:2006] to include magnetic dipole and electric quadrupole contributions to the sec-
ond order susceptibility tensor, which give new insight into the experimentally observed
spectrum.
In all these studies, the obtained wave function are quite complex and need to be
carefully analyzed in order to understand the physics in these intriguing materials. The
development of tools to project the complex outcomes on simple physical schemes either
in theoretical or experimental work remains a challenge in itself.
eg(σ)t2g(pi)eg(σ
∗)t2g(pi∗) (2.20)
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Several other different methods have been developed over the years to give consistent defi-
nition for the charges that reproduce molecular properties like the dipole moment, quadrupole
mome t and higher mome t. T e dist buted multipole analysis developed by Stone correct the
Mulliken analysis and seek a description of the charge distribution which is suited to the cal-
culation of the electronic potential and to the calculation of electrostatic and induction energies
of pairs of molecules. Another method like the molecular electrostatic potential (MEP) derived
charges has been proposed by Williams [80]. Quantum mechanical calculations are used to de-
riv he MEP around the molecules. These potentials reproduces the intermolecular interaction
properties of molecules but need to be fitted resulting in a problem of non-transferability [81,82].
Ciolowski [83, 84] calculation of localized charges based on the generalized atomic polar ten-
sor. [85] natural atomi orbital (NAO) analysis developed by Weinhold et al. based on a di-
agonalization of the individual atomic blocks of the molecular density matrix followed by an
occupation weighted o thonor alization proced re ensure overall orthogonality. Biased in its
pa titioning of the space around the syste by the electronic configuration of the system under
study.
t1u (pi, σ)
Figure 2.5: Partial molecular orbital diagram for an ML6 complex in Oh symmetry. The core
orbitals (1s2s2p3s of TM and 1s2s of the ligands L) are not included in this graph. All orbitals
are doubly occupied until the non bonding (nb) orbitals t1g and t2u. The t2g(pi
∗) (antibonding
combination of pi interaction between the metal and the ligands) and the eg(σ
∗) (antibonding
combination of σ interaction) are partially occupied depending on the crystal field splitting as
discussed before.
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and its embedding. The basic representation consists of a TMOn cluster embedded in a
set of point charges to account for the Madelung potential due to the rest of the crystal.
To improve the embedding, the point charge representation of the ions in the direct cluster
surrounding are usually replaced by potentials that account for the finite size of these ions
and the Coulomb and exchange interactions between electrons in the cluster and these
ions. Cluster size effects can be studied by extending the cluster to include more ions, e.g.
the ions on the A-site or more than one TM.
There are several possibilities to reproduce the Madelung potential in the cluster region.
The simplest one is the so-called Evjen method in which formal ionic charges are placed
at the lattice positions in a large box around the cluster and fractional charges are placed
at the faces, (1/2 the formal charge), edges (1/4) and corners (1/8) of this box. However,
this method has the inconvenience that it only works well for simple cubic lattices. The
second method, used in this dissertation, is the optimization of point charges at a relatively
small set of lattice points so that they accurately reproduce the Madelung potential due
to formal ionic charges in the cluster region. [43]
The ions directly surrounding the TMOn cluster can be represented with ab initio Em-
bedding Model Potentials (AIEMPs) [44–46]. The AIEMPs are specific for each material
and determined in an iterative procedure described in Ref. [45]. The model potential for-
malism is based on the Theory of Electron Separability [47, 48], which assumes a strong
orthogonality between the different groups (in the present context formed by individual
ions) of electrons. For an ideal ionic system the strong orthogonality condition is fulfilled
and the bare AIEMPs give good representations of the ions external to the basic cluster.
However, when the cluster wave function has non-negligible amplitude outside the cluster
region, the strong orthogonality can only be maintained by adding basis functions to the
ions represented by AIEMPs [49].
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2.4.2 Cluster wave function
For an accurate ab initio study of the electronic structure in the 3d perovskite oxides,
we have to choose the level of approximation to the exact N-electron cluster wave func-
tion. The application of the embedded cluster approach as material model puts at one’s
disposal all the quantum chemical methodologies developed in the context of molecular
quantum mechanics. We approximate the exact N-electron wave function within the Born




















where i, j stands for electron i, j and N corresponds to the total number of electrons. The
capital letters A and M are used to enumerate the nuclei and Vembedding is the extra external
potential added to reproduce the crystal effects in the cluster region.
HF method
Hartree-Fock method [50, 51] approximates the N-electron wave function by one or a few
Slater determinants build from spinorbitals. The spinorbitals are obtained by solving an
effective one-electron Schro¨dinger equation, the Hartree-Fock equation, in which the Fock
operator is the effective one-electron hamiltonian. The Fock operator is defined as:




where hˆ describes the kinetic energy of the electrons, the nuclear attractions on the electrons
and also the embedding effects in embedded cluster calculations. The Coulomb (Jˆb(1)) and
exchange operators (Kˆb(1)) depend on the position of all other electrons. The solutions to
the non-linear Hartree-Fock equations behave as if each electron is subjected to the mean
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field created by all other electrons.
The Roothaan equations [52, 53] give a representation of the Hartree-Fock equations
in a nonorthogonal basis set. They transform the problem to matrix algebra for which
many tools have been developed over the years. In the present dissertation we use atom
centered basis functions. The one-electron functions (ϕ) functions are constructed as linear





The N-electron wave function for a state is written as a linear combination of Slater
determinants (Φ), which are the anti-symmetrized products of spinorbitals (χ); product of
spatial (ϕ) and spin functions.




ν . β = ϕ¯ν (2.12)
Φ =| χ1χ2...χN〉 (2.13)
The Roothaan equations are most often applied to closed-shell molecules, where all
molecular orbitals (MO), are doubly occupied, i.e. for each occupied spinorbital φµα there
is also an occupied spinorbital φµβ. The Roothaan equations can be written in the matrix
form of a generalized eigenvalue problem:
FΛ = SΛ² (2.14)
Where F is the so-called Fock matrix in the atomic orbital basis, Λ is the matrix of the
coefficients λµκ, S is the overlap matrix of the basis functions, and ² is a diagonal matrix
where the diagonal elements are the orbital energies. Using the variational principle, we
minimize the energy, with respect to the coefficients λµκ of the MO’s and determine an
approximate solution to the Schro¨dinger equation.
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E0 =
〈Φ0 | Hˆ | Φ0〉
〈Φ0 | Φ0〉 (2.15)
where Φ0 corresponds to the wave function that minimize the energy E0. For open shell
systems, where not all the electrons are paired, the HF method is not as easily applica-
ble. Restricted Open-shell Hartree-Fock (ROHF) theory, in which most of the occupied
spinorbitals occur in pairs, with a common orbital part and different spinfunction, can be
applied but the energy expression becomes much more complex. If this spin restriction is
released, one obtains the unrestricted HF (UHF) method can be used. It leads to two sets
of equations.
FαΛα = SΛα²α and F βΛβ = SΛβ²β (2.16)
These equations must be solved simultaneously since the two Fock matrices depend on
the total density matrix. In general the wave function is no longer an eigenfunction of the
S2 operator.
MCSCF method
In fact, the electrons avoid each other more efficiently than described in the average field
used in the HF approximation. In principle, the exact solution can be obtained by per-
forming a full configuration interaction (CI) in the Schro¨dinger equation, in the limit of
an infinite one-electron basis. This is in practice impossible and limitations on both the
N-electron basis functions (the Slater determinants) and the one-electron basis set have
to be imposed. A good starting point is the complete active space self-consistent field
(CASSCF) method. The expansion of the N-electron wave function is constructed by dis-
tributing a limited number of electrons over a set of relevant valence orbitals, the so-called
active space. All other electrons are in doubly occupied orbitals, the inactive orbitals. This
lead to a finite number of N-electron basis functions | Ψl〉.




clm | Φl〉 (2.17)
The energy minimization has now to be performed with respect to two sets of coefficients
i.e. the MO coefficient λµκ and the CI coefficients clm. Provided that the active space
is flexible enough to account for all important electron configurations, CASSCF gives a
reasonably accurate description of the electron distribution in the cluster. It, however,
fails to reproduce the relative energies of the different electronic states accurately due to
the fact that the method does not include the effect of the instantaneous electron-electron
repulsion, the so-called dynamical electron correlation.
Perturbation methods
The dynamical correlation is largely an atomic effect and can efficiently be included in the
wave function with the use of many-body perturbation theory. The exact energy of the
wave function can be expanded in an infinite series composed of the zeroth-order energy
and successive corrections, expressed through increasing powers of a perturbation operator.
The method is not variational and the resulting energy cannot be considered as an upper
bond to the exact energy.
There exist by now several implementations of this theory using different zeroth-order
solutions. One well-known example is the Møller-Plesset (MP2) which uses the HF solu-
tion as reference. In this work we used the CASSCF wave function as reference leading
to the complete active space second-order perturbation theory (CASPT2) [54, 55]. This
method is described to be internally contracted, meaning that the ratio of the coefficients
of the configurations in the reference wave function are kept identical when applying the
perturbation. This method suffers sometimes from the occurrence of intruder states. The
possible existence of excited states with nearly the same expectation value of H(0) as the
zeroth-order energy can lead to artificially high contribution from these so-called intruder
states. This unphysical behavior inherent to most perturbation treatments is prevented by
introducing a shift in the denominator of the perturbation expression for the energy and
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the wave function. In this work we used the imaginary shift technique [56] as implemented
in the MOLCAS package, for most of the calculations.
New methods like NEVPT2 (see [57–59] and [60] for recent review of the method)
are very promising to tackle the appearance of intruder states and proved to give much
better behavior of the relative energy of the different states involved in the magnetic
coupling between the TM ions [61]. They consider also the CASSCF wave function as a
zeroth-order wave function but differ in the definition of H(0). In contrast to the CASPT2
implementation of multirefence perturbation theory, the NEVPT2 H(0) contains the two-
electron terms, which makes the method less sensitive to intruder states.
2.4.3 Applications
This dissertation mainly discusses the influence of local distortions of the TMO6 octahedra,
presented in Section 2.3 in 3d-perovskite oxides, using nuclear position obtained from X-ray
and neutron diffraction as only input from experiment, and analyzes the wave function in
terms of different electronic configurations. The embedded cluster model can also be used to
obtain additional understanding on spectroscopy techniques like X-ray absorption/emission
spectroscopy, Mo¨ssbauer spectroscopy or second harmonic generation (SHG).
The use of correlated wave function methods enables an accurate treatment of localized
excitations, which is difficult with simpler approaches. For example, the study of d-d and
core-valence transitions in LaMnO3 [38] clarified the analysis of the near Mn K-edge X-ray
absorption (XAS) spectrum. The XAS experiment can be better interpreted by the analysis
of the wave function that enables assignment of the peaks in the measured spectrum at
the Mn K edge. Hozoi et al. showed that the energy separation between on-site Mn-1s to
Mn-3d and Mn-1s to Mn-4s excitations is much too large to account for the splitting of
the two observed peaks in the region of the near Mn K-edge x-ray absorption spectrum.
The authors concluded that the lowest two peaks of the pre-edge region correspond in
fact to transition to orbitals of the d-shell of the neighboring Mn ions instead of on-site
excitations.
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The extension of the cluster with a second, third or even fourth TM center increases
the scope of the applications and enables the consideration of more complicated prob-
lems. Embedded cluster studies of the charge ordered phase and Zener polaron formation
in half-doped manganites [62, 63] characterized the possible ground states in the contro-
versial La0.5Ca0.5MnO3. Such extended clusters can also be used to obtain first principle
estimates of microscopic electronic structure parameters. The strength of the magnetic
coupling between two transition metal centers (parametrized by J in the phenomenologi-
cal Heisenberg Hamiltonian) can accurately be calculated and analyzed within the cluster
approach [64–66]. Moreover, detailed information can be obtained about double exchange
parameters, four-spin cyclic exchange and the on-site repulsion, among others [39].
To complete the scope of application we must consider that the embedded cluster ap-
proach has a long-standing tradition in studying TM oxides. This method applied on
simpler rock-salt oxides like NiO, MnO or CoO has shown to be of great interest to under-
stand most of the spectroscopies used in solid states physics (See e.g. [67] and references
therein). Calculations to determine the role of interatomic screening of the metal core
hole in the Mn 3s x-ray photoelectron spectra (XPS) of MnO have been carried out by de
Vries et al. [68]. The difference between the computed MnO and NiO 3s core hole states
shows that the similarity of both XPS spectra does not correspond to the same physical
effect. Analysis of the calculated 3s hole final states shows that the electron affinity of the
TM, the intra- and interatomic effects are of different nature in the two oxides, which was
difficult to extrapolate from the similar XPS spectra.
Second harmonic generation has proven to be a very efficient tool for studying electronic
energy levels and magnetic properties. The experiments have been first restricted to non-
centrosymmetric magnetic substances, where SHG is allowed as an electric dipole process.
But the recent characterization of a SHG signal in the centrosymmetric antiferromagnet
NiO, in which the electric dipole induced SHG is strictly forbidden, has raised new ques-
tions on this non-linear optical experiment [69]. Using the many-body wave functions and
energies resulting from CID and QCISD(T) calculations, Satitkovitchai et al. were able to
compute the second harmonic tensor for the NiO(001) surface. [70] Systematic approach
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to study optical SHG has been further developed [71, 72] to include magnetic dipole and
electric quadrupole contributions to the second order susceptibility tensor, which give new
insight into the observed spectrum.
In all these studies, the obtained wave functions are quite complex and need to be
carefully analyzed in order to understand the physics in these intriguing materials. The
development of tools to project the complex outcomes on simple physical schemes either
in theoretical or experimental work remains a challenge in itself.
2.5 Localized orbitals
It is very appealing to describe the character of the electronic ground state in charge
transfer (CT), non-charge transfer (NCT) and other valence bond terms. The difficulty of
determining the character of the ground state arises from the fact that if optimized orbitals
are used, this information is contained in two different places in the wave function. In the
first place the optimal MO’s have usually both contributions from more than one fragments
or atoms. For example in TM oxides, TM-3d and O-2p basis functions. Secondly charge
transfer effects are present in the expansion of the wave function in different configuration
state functions.
Figure 2.6 shows a partial valence molecular orbital diagram of an ML6 complex in an
octahedral symmetry. Only the bonding and antibonding combinations of eg and t2g sym-
metry are represented. In this scheme a and b correspond to the bonding and antibonding
orbitals with eg symmetry. For simplicity we neglect in the following any mixing between
the TM-3d(t2g) and L-2p(t2g) orbitals. This approximation is not too severe considering
the fact that pi interactions are much weaker than the σ interactions. The MO’s a and b
can be written as a linear combination of mutually orthogonal fragment orbitals pθ, p² and
dθ, d², where p and d are the ligand-centered and metal-centered orbitals respectively.
aθ = λ1 dθ − λ2 pθ (2.18)
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Second harmonic generation has proven to be a very efficient tool for studying electronic
energy levels and magnetic properties. The experiments have been first restricted to non-
centrosymmetric magnetic substances, where SHG is allowed as an electric dipole process.
But the recent characterization of a SHG signal in the centrosymmetric antiferromagnet
NiO, in which the electric dipole induced SHG is strictly forbidden, has raised new questions
on this non linear optical experiment.[Fiebig:2001] Using the many-body wave functions
and energies resulting from CID and QCISD(T) calculations, Satitkovitchai et al were
able to compute the second harmonic tensor for the NiO(001) surface.[Satitkovitchai:2003]
Systematic approach to study optical SHG has been further developed [Lefkidis:2005,
Lefkidis:2006] to include magnetic dipole and electric quadrupole contributions to the sec-
ond order susceptibility tensor, which give new insight into the experimentally observed
spectrum.
In all these studies, the obtained wave function are quite complex and need to be
carefully analyzed in order to understand the physics in these intriguing materials. The
development of tools to project the complex outcomes on simple physical schemes either
in theoretical or experimental work remains a challenge in itself.
eg(σ)t2g(pi)eg(σ
∗)t2g(pi∗) (2.20)
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analyzed in order to understand the physics in these intriguing materials. The development
of tools to project the complex outcomes on simple physical schemes either in theoretical or
experimental work remains a challenge in itself.
2.5 Localized orbitals
It is physically very appealing to describe the character of the electronic ground state in
terms of charge transfer (CT), non-charge transfer (NCT) and other valence bond terms.
The difficulty of determining the character of the ground state arises from the fact that this
information is contained in two different places in the wavefunction. In the first place the
optimal MO’s have usually both contributions from TM-3d and O-2p basis functions. Sec-
ondly charge transfer effects are present in the expansion of the wave function in different
configuration state functions.
Figure 2.5 shows a partial valence molecular orbital diagram of an ML6 complexe in an
octahedral symmetry. Only the corresponding bonding and tibonding combination of eg
and t2g symme ry are represented. I t is sche and b corr spond to th orbitals with eg
symmetry. For simplicity we consider in the following n m xing between th TM-3d(t2g)
and L-2p(t2g) orbitals. Th s approximation is n t oo s v r conside ing the fact that pi
interactions are much weaker than the σ int ra tions. Th MO’s a a d b can be w itten as
a linear combination of orthogonal fragment orbitals pθ, p" and dθ, d", where p and d are
the ligand-centered and metal-centered orbitals respectiv ly.
dζ η dξ dθ d" (2.13)
aθ = λ1 dθ − λ2 pθ (2.14)
a" = λ1 d" − λ2 p" (2.15)
bθ = λ1 pθ + λ2 dθ (2.16)
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a linea c mbination of orthogonal fragme t orbitals pθ, p" and θ, d", where p and d are
the ligand-centered and metal-centered orbitals respectively.
dζ dη dξ dθ d" (2.13)
aθ = λ1 dθ − λ2 pθ (2.14)
a" = λ1 d" − λ2 p" (2.15)
bθ = λ1 pθ + λ2 dθ (2.16)
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analyzed in order to understand the physics in these intriguing materials. The development
of tools to project the complex outcomes on simple physical schemes either in theoretical or
experimental work remains a challenge in itself.
2.5 Localized orbitals
It is physically very appealing to describe the character of the electronic ground state in
terms of charge transfer (CT), non-charge transfer (NCT) and other valence bond terms.
The difficulty of determining the character of the ground state arises from the fact that this
information is contained in two different places in the wavefunction. In the first place the
optimal MO’s have usually both contributions fro TM-3d and O-2p basis functions. Sec-
ondly charge transfer effects are present in the expansion of the wave function in different
configuration state functions.
Figure 2.5 shows a partial valence molecular orbital diagram of an ML6 complexe in an
octahedral symmetry. Only the corresponding bonding and antibonding combination of eg
and t2g symmetry a e represe ted. In this sc me a and b corresp nd to the orbitals with eg
symmetry. For simplici y w c nsider in h followi g no m xing between the TM-3d(t2g)
and L-2p(t2g) orbitals. This approximation is not too severe considering the fact that pi
interactions are much weaker than the σ interactions. The MO’s a and b can be written as
a linear combination of orthogonal fragment orbitals pθ, p" and dθ, d", where p and d are
the ligand-centered and metal-centered orbitals respectively.
pζ pη pξ pθ p" (2.13)
aθ = λ1 dθ − λ2 pθ (2.14)
a" = λ1 d" − λ2 p" (2.15)
bθ = λ1 pθ + λ2 dθ (2.16)
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The difficulty of determining the character of the ground state arises from the fact that this
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optimal MO’s have usu lly both contr butions f om TM-3d and O-2p basis functions. Sec-
ondly charge transf r eff cts are prese in the expansio of the wave functio in different
configuration state funct ons.
Figure 2.5 shows a partial valence molecular orbital diagram of an ML6 complexe in an
octahedral symmetry. Only the corresponding bonding and antibonding combination of eg
and t2g symmetry are represented. In this scheme a and b correspond to the orbitals with eg
symmetry. For si plicity we o sider th foll wi g no mixing between the TM-3d(t2g)
and L-2p(t2g) orbitals. This approximation is no too severe considering the fact that pi
interactions are much weaker than the σ interactions. The MO’s a and b can be written as
a li ear combination of orthogo al fragment orbitals pθ, p" and dθ, d", where p and d are
the ligand-centered and metal-centered orbitals respectively.
pζ pη pξ pθ p" (2.13)
aθ = λ1 dθ − λ2 pθ (2.14)
a" = λ1 d" − λ2 p" (2.15)
bθ = λ1 pθ + λ2 dθ (2.16)
Figure 2.6: Partial MO6 Molecular orbital diagram in Oh symmetry where pi interactions are
neglected.
a² = λ1 d² − λ2 p² (2.19)
bθ = λ1 pθ + λ2 dθ (2.20)
b² = λ1 p² + λ2 d² (2.21)
with λ1 > λ2. Let us consider a system with four unpaired electrons in a high spin
configuration. The multiconfigurational wave function can schematically be written as:
Ψ = c1| . . . bθb¯θb²b¯²dζdηdξaθ|+ c2| . . . bθb²b¯²dζdηdξaθa¯θ|+ . . . (2.22)
The first term represents all configuration state functions with four unpaired electrons in
the orbitals with mainly TM-d character and doubly occupied b orbitals. These determi-
nants can naively be identified as non charge transfer determinants. Extrapolating this
assignment, the second term can be considered to represent all charge transfer determi-
nants. Normally the first term is the leading configuration. Expressing this supposedly
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non charge transfer determinant Φ1 in fragment orbitals, we obtain
Φ1 = | . . . (λ1pθ + λ2dθ)(λ1p¯θ + λ2d¯θ)(λ1p² + λ2d²)(λ1p¯θ + λ2d¯²)
dζdηdξ(λ1dθ − λ2pθ)|
= λ51| . . . pθp¯θp²p¯²dζdηdξdθ| − λ31λ22| . . . dθp¯θp²p¯²dζdηdξpθ|+ . . . (2.23)
These two determinants are pure non charge transfer determinants with four electrons in
the metal centered 3d orbitals and four electrons in the ligand centered 2p orbitals. The
other determinants are all due to CT determinants in which one or more electrons are
transferred from the ligand orbitals to the metal. The permutation of the first and the
last columns in the second determinant leads to a more compact notation (note that this







2)| . . . pθp¯θp²p¯²dζdηdξdθ|+ . . . (2.24)
with λ21 + λ
2
2 = 1, the expression becomes
Φ1 = λ
3
1| . . . pθp¯θp²p¯²dζdηdξdθ|+ . . . (2.25)
It is observed that the coefficient of the pure non charge transfer determinant is in this case
proportional to the third power in the orbital mixing given in Eqs. 2.13-2.16. Hence, the
first intuitive assignment of Φ1 as non charge transfer determinant is only valid in the limit
of small λ2. Furthermore, a relative small increase of λ2 leads to an important decrease of
the weight of the non charge transfer determinant.
2.5.1 Unitary transformation of occupied orbitals
The CASSCF wave function is invariant against rotations among the inactive, active and
virtual orbitals. As long as these rotations are performed inside one and the same space one
can express the wave function with different sets of orbitals without changing the energy
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of the system. This enables to transform the delocalized natural orbitals into localized
atomic-like orbitals, simplifying the analysis of the wave function. If this transformation is
unitary the wave function is identical and hence gives the same total energy but is simply
expressed with different vectors.
The interpretation of accurate CASSCF wave functions in terms of VB structures has
been the subject of extensive research. About a decade ago, Thorsteinsson et al. [73, 74]
examined transformations of CASSCF active orbitals to non-orthogonal VB orbitals. At
about the same time Hirao et al. [75] designed a CASVB method based on a transformation
of the canonical CASSCF orbitals. The driving force for this earlier work was the same
as ours, namely to make contact with well-known chemical and physical concepts. An
important difference is that the transformations presented hereafter consist of simple two-
by-two rotations of selected pairs of active orbitals.
In order to simplify the interpretation of the wave function, we performed a unitary
transformation on a selected set of active orbitals. The transformation to localized atomic-
like orbitals is determined as follows. First, two orbitals are selected in the active orbital
space that transform according to the same symmetry species, where one orbital, φa,
forms an anti-bonding combination between metal and ligands and the other, φb, forms
the corresponding bonding orbital. It is usually possible to identify such bonding and
anti-bonding orbital pairs when a suitable active orbital space has been chosen. Next
two (symmetry-adapted) basis functions are selected that have non-negligible coefficients
in both orbitals of the pair. In the present study one selected basis function (χm) is
centered on the metal and one (χl) on the ligands. Then, the ratio’s of the coefficients
cχm(φb)/cχl(φb) and -cχl(φa)/cχm(φa) are considered as the arctangent of angles αa and αb.
When the two orbitals can be viewed as a pair, the two angles are rather close. Next the
rotation angle α is determined as the average between αa and αb and the two orbitals are








with φm the metal centered atomic-like orbital and φl the ligand centered one with an
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Figure 2.7: TMO6 cluster in polyhedral view with TM18O8 AIEMP embedding for NiO and
MnO
orthogonalization tail toward the metal. Experience shows that the result is not very
sensitive to the choice of basis functions χm and χl.
2.5.2 Application to covalent interactions in MnO and NiO
To illustrate the procedure of expressing the wave function in optimal localized orbitals,
we compare the covalency in NiO and MnO. In the study we used [TM O6]
10−TM18O8
to represent NiO and MnO. The cluster is in brackets, the other ions are represented by
AIEMP’s. The AIEMP’s for MnO were developed in the course of this study following
the procedure described in Ref. [45]. AIEMP’s for NiO were taken from the molcas basis
set library [76]. The high negative formal cluster charge is stabilized by the Madelung
potential represented by a set of optimized point charges [43].
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The basis set used to expand the one-electron orbitals is of atomic natural orbital
(ANO) type. A primitive set of (21s,15p,10d,6f) functions centered on the TM centers is
contracted to a (6s,5p,4d,2f) basis set [77]. For the oxygen-centered basis functions, we
apply a (14s,9p,4d) primitive set contracted to (4s,3p,2d) basis functions [78]. In addition,
we add (1s,1p) orthogonalization functions on the model potentials that represent TM
ions in the cluster surrounding. These orthogonalization functions enable approximate
strong-orthogonality between cluster electrons and electrons represented by AIEMP’s [79].
The active space is formed by twelve orbitals and 4+n electrons. n is the number of
d-electrons associated to the TM in the ionic model. The twelve active orbitals include the
mainly O-2p orbitals of eg character, doubly occupied in the ionic model, the five mainly
TM-3d orbitals and five metal centered orbitals of the same symmetry character as the 3d-
orbitals with an extra radial node, the so-called 3d’ orbitals [80]. An active space without
TM-3d’ orbitals largely underestimates the importance of the charge transfer excitations,
since these excitations can only become important when the wave function is flexible enough
to account for the orbital relaxations that accompany charge transfer excitations in the CI
expansion. Accounting for these relaxations requires at least the inclusion of ligand-2p to
TM-3d replacements, coupled with single replacements to orbitals that are not occupied in
the leading configuration. [33,81–83]
The ionic model, with TM2+ and O2− ions, gives a useful first approximation to describe
the binding between cations and anions in the late rock salt type transition metal oxides.
It is commonly agreed that the covalent contributions to the TM–O bond increase with
increasing nuclear charge of the TM. To illustrate the decrease in ionicity in going from
MnO to NiO and to demonstrate our analysis, we compare the weight of CT configurations
in the ground state of the TMO6 clusters representing MnO and NiO. Using the optimal
atomic-like orbital set obtained by our transformation, this weight gives a direct measure
of the importance of the covalent interactions in these materials.
Although in Oh symmetry the TM-3d(t2g) orbitals interact only weakly with ligand
orbital combinations of t2g symmetry, the calculations on MnO and NiO were repeated
with a larger active space, including not only the (mainly) O-2p orbitals of eg character
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Table 2.1: Mulliken population analysis (in %) and occupation number n of the natural active
orbitals in the ground state wave function of the embedded MnO6 and NiO6 clusters.
MnO (6A1g) NiO (
3A2g)
Orbital n Mn-3d O-2p n Ni-3d O-2p
eg 1.999 1.4 96.8 1.999 4.3 94.3
t∗2g 0.996 99.1 0.8 1.989 99.4 0.3
e∗g 0.996 97.0 3.3 0.997 94.0 5.8
but also those of t2g character, in order to investigate the effect of excitations from mainly
O-2p orbitals of t2g symmetry.
The ground state of the [NiO6]
10− cluster transforms following the A2g irreducible rep-





g ] electronic configuration. The CASSCF wave function is indeed dominated
by this configuration. The character of the self-consistent active orbitals is listed in Ta-
ble 2.1. All other orbitals are less relevant to the binding between the TM and O. The





g ] electronic configuration in the simple ionic assumption. These orbitals are
also analyzed in Table 2.1.
The eg natural orbitals are easily identified as mainly O-2p orbitals with small bonding
tails on the TM, while the e∗g orbitals form their anti-bonding counterpart, mainly localized
on the TM. Compared to a CASSCF calculation with the eg orbitals in the doubly occupied
inactive space, the total energy is only slightly decreased, by 0.2 eV for NiO and 0.01 eV
for MnO. Table 2.1 shows, that the 2t2g orbitals are almost pure TM orbitals, they have
very weak anti-bonding contributions from the linear combination of O-2p(t2g) orbitals.
The contribution to the active orbitals of other type of basis functions, such as O-2s, is
small in all cases.
Apart from the mixing of the O-2p and TM-3d basis functions in the orbitals as shown
in Table 2.1, covalency can in principle also show up in the expansion of the N -electron
wave function in CSFs. The complete active space of 9 electrons in 12 orbitals (CAS(9,12))
for the 6A1g state in MnO6 gives rise to 11646 CSFs. The CAS(12,12) for the
3A2g state
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Figure 2.8: The 3eg and 4eg natural active orbitals (left) and the optimal atomic-like orbitals
(right) for the 3A2g state of the embedded NiO6 cluster.
in [NiO6]




g ] electronic configuration is
characterized by the occupation with four electrons of the O-2p active orbitals. Besides
configurations with four electrons in the mainly O-2p active orbitals, which we denote
NCT configurations following common practice, the CASSCF wave function expansion also
contains CSFs with one or more (up to four) holes in the mainly O-2p active orbitals. These
configurations are usually labeled charge transfer (CT, one ligand hole), double CT (DCT,
two ligand holes), triplet CT (TCT) and quadruple CT (QCT) configurations. Summing
up all contributions of the different classes of CSFs we observe that the NCT configurations
are highly dominating in both wave functions. Their weights (squared coefficients) sum up
to 99.9% in MnO and 99.6% in NiO. The CT configurations have a total weight of 0.1%
in NiO and even less in MnO.
This analysis could lead to the conclusion that CT configurations are unimportant in
both compounds and that only a weak covalency via the orbitals is observed, probably
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somewhat more pronounced in NiO than in MnO. However, the unitary transformation of
the natural active orbitals to a set of atomic-like orbitals changes quite dramatically this
first, intuitive impression. Fig. 2.8 compares the original natural eg and e
∗
g orbitals of NiO6
to the new optimal atomic-like orbitals. These transformed orbitals can be considered as
the optimal choice of atomic-like orbitals to describe the bonding in the system under study.
Optimal, because they are determined by a unitary transformation of optimized CASSCF
orbitals. The transformation does not change the total energy of the system. It does,
however, affect the coefficients of the different CSFs in the wave function. The covalency
that showed up in the natural orbitals is now transferred to the wave function expansion,
which makes the interpretation of the electronic structure easier. The Mulliken population
analysis of the transformed orbitals gives the same results for NiO and MnO: in both cases
the e∗g orbitals has a weight of 100.6% on the TM and -0.5% on the oxygen ligand. For the
eg orbitals the numbers are inverted. Schematically denoted, the expansions of the wave
functions are now:
Ψ(MnO6,
6A1g) : 91.8% NCT + 7.9% CT + 0.1% DCT + . . .
Ψ(NiO6,
3A2g) : 84.1% NCT + 13.3% CT + 0.3% DCT +. . .
The difference with the CI expansion in natural orbitals is striking. The weight of the
NCT configurations in the 3A2g wave function is lowered and the CT configurations in-
crease their weight significantly. We can now even appreciate a (tiny) contribution of DCT
configurations in the wave function. It is obvious from this analysis of the CASSCF wave
function in optimal atomic-like orbitals that the covalent interactions in NiO are more
important than in MnO. One may argue that allowing for excitations from O 2p to Mn
3d orbitals of t2g symmetry might be important for MnO. Including a set of mainly O-2p
orbitals of t2g symmetry in the active space leads, however, to a minor energy decrease of
0.04 eV. In NiO, where such excitations do not occur because the t∗2g orbitals are (practi-
cally) doubly occupied, the energy decrease is negligible. There are now two sets of orbital
pairs to transform, one set in t2g symmetry and one in eg symmetry. The weights of the
NCT configuration become 87.8% for MnO and 82.7% for NiO
The importance of orbital optimization becomes clear when the present results for NiO
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are contrasted to the relative weights of the NCT and CT configurations when the wave
function is expressed in non-optimized atomic orbitals. Such orbitals can be obtained, for
example, by superimposing the charge distributions of a Ni2+ ion and a closed shell O12−6
fragment, both embedded in point charges at the lattice positions of NiO. The ground state
wave function of the NiO6 cluster expressed in this non-optimized atomic orbitals is
Ψ(NiO6,
3A2g) : 95.6% NCT + 4.1% CT + . . .
The decrease of the contribution of CT configurations is obvious, almost 10% less than for
the optimal atomic-like orbitals.
Finally, we compare our results to those obtained by Casanovas and collaborators,
[84] who estimated the covalent contributions to the wave function for NiO based on
similar considerations as in this work. They performed large configuration interaction
(CI) calculations in a set of non-optimized atomic orbitals, similar to those discussed in
the previous paragraph. The weight of the leading NCT configuration expressed in the
non-optimal atomic orbitals is 81.7% in the final CI wave function. The remaining ≈20%
can however not only be attributed to CT or DCT configurations, since the CI expansion
of Casanovas et al. also contains many configurations that account for the optimization
of the atomic orbitals. An advantage of our strategy is that the difference between non-
optimized atomic orbitals and optimal atomic orbitals does not appear in the CI expansion
of the wave function. This makes the analysis in valence bond terms easier and clearer.
2.6 Periodic approach
A crystal can be viewed as a regular array of atoms (or fragment) which follows crys-
tallographic symmetry rules. Bulk properties can be investigated by applying periodic
boundary conditions also called Born-Von Karman conditions [85]. In the one-dimensional
case, a simple scheme would be to consider the behavior of electrons moving in a finite
chain of N atoms. Along the chain, the wave function varies, but the periodic boundary
condition implies that it comes back to the same value after N spacings. To visualize the
periodic boundary condition imagine a ring shape, in which the N -th atom is connected
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to the first atom. Although there is no shape in three dimensions to visualize the periodic
boundary condition, they can also be applied to simulate crystals. Thus, the electrons in
the crystal feel a periodic potential from the surrounding environment.
A crystal can be then described completely in terms of the positions of atoms inside a
primitive cell with lattice vectors a, b and c. The periodic boundary conditions demand
that for a translation over all Nj unit cells in one of the directions j = 1, 2 or 3 the wave
function remains unchanged.
2.6.1 Bloch’s theorem
Considering the lattice vector R,
R = au1 + bu2 + cu3 (2.26)
with u1, u2 and u3 integers. Each lattice vector R brings a particular point in the crystal
to another equivalent point by translational symmetry. The lattice vectors connect all
equivalent point in space; this set is called a Bravais lattice.
The integration in reciprocal space is an important aspect of ab initio calculations for










The SCF method can be applied using the periodicity of the crystal. Since the Hamil-
tionian is invariant under the symmetry operations of the translational group, any solution
of the Schro¨dinger equation with the electronic Hamiltonian can be proven to transform
2.6. Periodic approach 43
according to one of the irreducible representations of the translational group. We have in
the periodic crystal as many different one-dimensional irreducible representations as there
are different translations.
In addition, the periodic boundary conditions demand that for a translation over all
Nj unit cells in one of the directions j = 1, 2 or 3 the wave function remains unchanged.














where the vi are integers and a’, b’ and c’ are the reciprocal lattice vectors defined above.
This means that the eigenfunctions Ψ(r) can be chosen in such a way that associated with
each Ψ(r) is a wave vector k such that the symmetry condition
TRΨ(k; r) = Ψ(k; r −R) = e−ik.RΨ(k; r) (2.31)
is fulfilled for every lattice translation vector R. This is Bloch’s Theorem. It is common
practice to call all orbitals that fulfill this symmetry condition ”Bloch-type orbitals”.
A simple way to construct Bloch-type functions is to express them in atom-centered
basis functions. The many-electron wave function can be then expressed as an antisym-
metrized product of crystal orbitals ψi(r,k) expressed in terms of Bloch functions χµ(r,k)









The sum over R corresponds to the sum over the set of all lattice vectors. The expansion
coefficients of the Bloch functions, aµ,i(k) are calculated by solving the matrix equation for
each reciprocal lattice vector, k.
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F (k)A(k) = S(k)A(k)E(k) (2.34)
in which Sk is the overlap matrix, ²(k) is the diagonal orbital energy matrix and F(k) is





The matrix elements of FR, the Fock matrix in the direct space, can be written as a
sum of one-electron and two-electron contributions in the basis functions leading to the






Within the BO approximation, the one-electron term HRµν corresponds to the kinetic
energy contribution and to the nuclear attraction. The two-electron term GRµν is the sum
of the Coulomb and the exchange contributions. In the closed shell HF formulation, these
















ι | φRν φS+nκ )] (2.37)
The density matrix elements (P nικ) in the AOs basis set are computed by integration
over the volume of the first Brillouin zone (BZ)






a∗ιν(k)aκν(k)θ(²F − ²ν(k)) (2.38)
where aιn denotes the ι-th electron component of the n-th eigenvector, θ is the step function,
²F is the Fermi energy and ²n is the n-th eigenvalue. The Fermi energy in the equation
2.38 is evaluated starting from the knowledge of the eigenvalues, ²n(k) and eigenvectors,
aµn(k), at a certain set of sampling points, {k}. The total electronic energy per unit cell
is then given by











The P matrix in direct space, which is computed following equation 2.38 and the ²F
are computed in the SCF procedure.
2.6.2 One-electron properties
The collection of computed energies ², shown as a function of k, is called the ”band struc-
ture”. Commonly not all k-values within the first BZ are shown, but only lines between a
collection of special k points. In 3D crystals, the sampling points belong to a lattice, called
the Monkhorst net with basis vector a′/s1, b′/s2, c′/s3, where s1, s2 and s3 are integers:
shrinking factors.
Most of the time it is not the energy as a function of k that is shown. Instead, the
number of orbitals per energy interval is computed from the band structure, this leads to
the ”density of states” (DOS). The Fourier-Legendre technique is adopted in the calculation



















means the integration over the first Brillouin zone of which volume is VBZ . The










The electron charge density is one other one-electron crystal property that can be
extracted from these calculations. The electronic density can be expressed as follows











The total electron density maps provide a pictorial representation of the total electronic
distribution.
2.6.3 Applications
The analysis of the wave function and one-electron properties lead to few points of com-
parison with experiment like the band gap and the electron charge distribution. Magnetic
properties such as the relative energy of the different spin orderings and magnetic interac-
tion strengths can be in principle also assessed through spin restricted (or spin polarized)
formalisms.
As reference, consider the case of the NiO for which several studies using the embed-
ded cluster approach and the periodic approach have been tested (see [86] and references
therein). This crystal is characterized as an insulator with a band gap of 4.3 eV from
experiment and calculated as being a metal using the simple local density approximation
(LDA) of density functional theory (DFT). The UHF description predicts an insulating
state but with an overestimation of the band gap. Hybrid functionals in DFT give a better
estimate of the band gap and when one uses the B3LYP functional, which considers 20%
of Fock exchange, the ground state is calculated to be semi-conductor with a gap of 3.0 eV.
However the arbitrariness of Fock exchange to be included in the functional makes DFT
interpretations of the character of the valence band not straightforward.
In the last chapter of this dissertation, we performed periodic UHF, DFT (LDA) and
hybrid DFT (B3LYP) calculations by means of the CRYSTAL06 program package [87].
These results are used as complementary information to the wave function based methods
within the embedded cluster approach, which treats (to a certain extend) accurately elec-
tron correlation and give detailed description of the local electronic configurations. The
weak point of the latter approach lies in the size of the considered cluster, that does not
allow one to give description of delocalized and collective effects.
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We note that both methods can give either a good local or a non-local description of
the electronic motion in crystal. But none approximates well enough the wave function to
describe the complex behaviour involved in these delicate interactions. Several studies have
contrasted cluster calculations with periodic results using the Unrestricted Hartree-Fock
(UHF) approach [88–91].
2.7 Estimation of charge
There is no unique definition of the charge of an atom in a molecule or in a crystal. The
concept of an atom in a molecule or crystal leads to an artificial partitioning of the space
in order to build schemes that can help to understand electronic properties. In ionic com-
pounds, the formal charge can be defined for ligands by considering them as closed shell
ions when removed from the metal. This approach, when applied on the chemical stoi-
chiometry of the system, results in a formal oxidation state for each constituting elements
and a strictly ionic description of the system (see Section 2.1). On the other hand, a spec-
troscopic oxidation state of TM ions is often deduced from different techniques like X-ray
and neutron measurements, Mo¨ssbauer spectroscopy. But the direct relation to electronic
structure of the TM ions is not always straightforward.
Hence, estimates using quantum mechanical description of this quantity are needed.
The estimate of the charge is often determined by an analysis of the computed electron
distribution. The population analysis developed by Mulliken [92] is one of the first methods
used to estimate the charge of an atom in a molecule or crystal. This analysis uses the
fact that the basis functions that span the one-electron orbital space are normally atom-
centered functions, which enables the assignment of electrons to atoms. For a CASSCF










with natural orbital occupation number ni of the natural orbital ϕi(r). The elements of
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where Sµν is the overlap integral between basis functions φµ(r) and φν(r). The diagonal el-
ements Pµµ and Sµµ represent the net Mulliken population. The gross Mulliken population
Qµ of basis function φµ(r) is obtained by assigning half of each total overlap population
PµνSµν to this basis function.





(PµνSµν + PνµSνµ) (2.47)
The Mulliken charge of atom A is obtained by summing up the gross populations
Qµ for all basis functions ϕµ(r) centered on that atom and subtracting them from the
corresponding nuclear charge ZA




This approximation has proven to be useful for an evaluation of charge differences ob-
tained with one and the same basis set. However, the computed charges are very dependent
on the basis set, because the partitioning of the space is different because of the modified
overlap matrix when using different basis functions. This often makes the interpretation
in terms of molecular properties unreliable.
To correct that deficiency, a new method has been proposed by Gagliardi [93]. This
method, named LoProp for Local Properties, has recently been implemented in theMOL-
CAS package. This method requires a subdivision of the atomic basis set into occupied
and virtual basis functions for each atom in the system. It is based on a four step local-
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ization procedure. The aim of this method is to give an inexpensive scheme, which gives
physically meaningful localized multipole moments and polarizabilities. It is designed to
avoid basis set sensitivity and has proven to give reasonable results for the estimation of
the charge.
The analysis of the N-electron wave function expressed with localized orbitals intro-
duced in the Section 2.5 also provides an interpretation of the electron distribution. The
quantification of the ligand to metal charge transfer leads to the so-called d-count, an es-
timate for the number of electrons in the 3d-TM shell. In fact, this method starts from an
accurate description of the electronic structure and uses simple orbital schemes to estimate
the deviation from the formal oxidation state. The d-count is related to the spectroscopic
oxidation state.
The natural population analysis (NPA) developed by Weinhold et al. [94–96] is based on
a diagonalization of the individual atomic blocks of the molecular density matrix followed
by an occupation weighted orthonormalization procedure to ensure overall orthogonality.
This analysis belongs to the same approach of population analysis and profits from the
chemical knowledge. However its advantage is also a drawback due to its biased partitioning
of the space around the system by the electronic configuration of the system under study.
A second class of methods is based directly on the electron density distribution, by
analysis of the electron distribution over a finite volume. As an illustration we plot in
Figure 2.9 the electronic density of a CAS(6,10)SCF and CAS(5,10)SCF wave function
representing respectively the Fe2+ and Fe3+ free ions integrated over a sphere of radius R.
For a large enough sphere, the number of electrons is close to 24 for the Fe2+ and
23 for the Fe3+ ions. The number of electrons in a sphere shows a negligible difference
between the two free ions for a radius inferior to 1.0 bohr in agreement with the fact that
the electronic configuration of these two ions differs only for the 3d-shell. At 3.0 bohr the
difference is 0.64, it increases to 0.84 at 5 bohr and it will converge to one electron at
infinite distance. Note that the distance of 3.0 bohr is already more than half the distance
between the TM and the O ligands in perovskite oxides.
Bader introduced the concept of atoms in molecule (AIM) [97]. The atomic space being
50 2. Theoretical Framework
   0.0

















Figure 2.9: Number of electrons in a sphere centered at the nucleus of radius R for Fe2+ and
Fe3+ free ions
limited by bond critical points (bcp) defined when the flux in the gradient vector field of
the charge density ρ(r) vanishes. This method defines then the bond critical point space
(bcp space in equation 2.49). The electronic charge density of the N-electron wave function
can then be assigned to quantum subsystems in real space. The atomic charge is deduced
from




This method based on the topology of the electron density gives reasonable results and
shows convergence for increasing basis set size. There exists of course different ways than
choosing simple sphere or ”bcp space” to define the space where the density should be
integrated. The Voronoi polyhedra, which are defined by the region of space closer to that
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atom than to any other atom, is one other example.
A restriction of the function to be integrated has been proposed by Hirshfeld [98].
The information on atomic densities, simulating non interacting atoms using molecular
coordinates, is used to describe the electron density of the molecule. This method makes
then explicit use of atomic description to analyse the system. In addition, an alternative
definition of that space as also been proposed by Fonseca Guerra et al. [99], which is also
based on the definition of atomic densities. The method calculates the amount of electronic
density, which flows to or from a certain atom due to bond formation, by spatial integration
of the deformation density over the atomic Voronoi cell. This leads to the so-called Voronoi
Deformation Density (VDD).
Several other methods have been developed over the years with the intention to give
consistent definition for the charges that reproduce molecular properties like the dipole
moment, quadrupole moment and higher moments. The distributed multipole analysis
developed by Stone [100] correct the Mulliken analysis and seek a description of the charge
distribution which is suited to the calculation of the electronic potential and to the cal-
culation of electrostatic and induction energies of pairs of molecules. Another method
like the molecular electrostatic potential (MEP) derived charges has been proposed by
Williams [101]. Quantum mechanical calculations are used to derive the MEP around
the molecules. These potentials reproduce the intermolecular interaction properties of
molecules but need to be fitted resulting in a problem of non-transferability [102, 103].
Another method based on the reproduction of molecular properties has been proposed by
Ciolowski [104, 105] by means of calculation of localized charges based on a generalized
atomic polar tensor.
In this work, we do not only estimate the charge using population analyses. We obtain
complementary information from the d-count extracted from the analysis of the wave
function expressed with localized orbitals. In Chapter 3 and 6, these charge estimates
are also compared to methods based on integration of electron density , by means of the
Bader analysis and integration over a simple sphere.

