Abstract. We consider a nonlinear non-autonomous system with time-varying delayṡ
1. Introduction. One of the main motivations to study the nonlinear delay differential systeṁ x i (t) = −a i (t)x i (h i (t)) + is their importance in the study of artificial neural network models [10, 11] . For linear system (1.2) several very interesting results were obtained in [7, 9, 22, 23] . In [9] system (1.2) with constant coefficients a ij was examined; in [23] the proofs were based on the assumption that a ij and g ij are continuous functions and |a ij (t)| ≤ β ij a ii (t). Most of the results for system (1.1) were obtained in the case h i (t) ≡ t (see, for example, [17] ). Also the requirement that all the functions involved in the system are continuous seem unduly restrictive, and we relax this assumption. In the present paper, we consider the so-called pure-delay case h i (t) ≡ t, assuming that all parameters are measurable functions, and F ij (t, u) are Caratheodory functions. Via M-matrix Method we obtain novel stability results for nonlinear non-autonomous system (1.1) and linear non-autonomous system (1.2) . It is to be emphasized that our technique does not require a long sequence of other theorems or conditions that must be proven or cited before the main result is justified.
Gopalsamy in [8] studied a model of networks known as Bidirectional Associative Memory (BAM) with leakage delays:
a ij f j y j t − σ i , σ (k) j (k = 1, 2) are the leakage and the transmission delays accordingly. In [8] sufficient conditions for the existence of a unique equilibrium and its global stability for system (1.3) were obtained. Some interesting results for system (1.3) were obtained via the construction of Lyapunov functionals in [6, 15, 18, 19, 24, 25] .
To extend and improve the results obtained in [8, 15, 16] , we apply our main theorem to the non-autonomous system
Let us quickly sketch what we accomplish here. Section 2 incorporates the main result of the paper: if a certain matrix which is explicitly constructed from the functions and the coefficients of the system is an M -matrix, then the system is globally exponentially stable. It is demonstrated that the stability condition for a nonlinear system of two equations with constant delays improves the test obtained in [8] . In Section 3 we examine stability of BAM models and obtain stability results that for a nonlinear BAM systems generalize the main theorem in [15] . Finally, Section 4 contains discussion and outlines some open problems.
2. Main Results. Consider for any t 0 ≥ 0 the system of delay differential equationsẋ
with the initial conditions
under the following assumptions: (a1) a i are Lebesgue measurable essentially bounded on [0, ∞) functions, 0
Henceforth assume that conditions (a1) − (a4) hold for problem (2.1), (2.2) and its modifications, and the problem has a unique solution. 
Definition 2.3. System (2.1) is globally exponentially stable if there exist M > 0, λ > 0 such that for any solution X(t) of problem (2.1),(2.2) the inequality
holds, where M and λ do not depend on t 0 . We define matrix C as follows
Theorem 2.4. Suppose C defined by (2.3) is an M-matrix. Then system (2.1) is globally exponentially stable.
Proof. The solution X(t) = (x 1 (t), . . . , x n (t)) T of problem (2.1),(2.2) is also a solution of the probleṁ
. . , m, where we assume that x i (t) = 0, t < t 0 and ϕ i (t) = 0 for t ≥ t 0 . After the substitution x i (t) = e −λ(t−t0) y i (t), t ≥ t 0 , where 0 < λ < min i α i , equation (2.4) has the forṁ
After denoting µ i (t) := e λ(t−hi(t)) a i (t) − λ, equation (2.5) can be rewritten aṡ
Forẏ i (s) we substitute the right-hand side of equation (2.5)
Hence
Then
where ϕ i = sup t0−σ≤t≤t0 |ϕ i (t)|. Let y i = max t0≤t≤b |y i (t)|. If we fix some b > t 0 and denote Y = (y 1 , . . . , y n ) T then
We define the matrix C(λ) = (c ij (λ)) m i,j=1 with the entries
Clearly, the vector inequality
where
and we have lim λ→0 C(λ) = C(0) = C. By the assumption of the theorem, C(0) is an M-matrix. For 0 < λ < min i α i the entries of the matrix C(λ) are continuous functions; therefore, the determinant of this matrix is a continuous function. For some small λ > 0 all the principal minors of C(λ) are positive; the latter along with
where M does not depend on b and t 0 . Finally, X(t) = e −λ0(t−t0) Y (t), hence
which completes the proof. Consider the system with off-diagonal nonlinearitieṡ
Corollary 1. Suppose that the matrix C defined by
is an M-matrix. Then system (2.6) is globally exponentially stable. The next corollary examines the system with a non-delay linear terṁ
Corollary 2. Suppose B defined by (2.9) is an M-matrix. Then system (2.8) is globally exponentially stable.
For the delay linear systeṁ
assume that a ij are essentially bounded on [0, ∞) functions, 0
Corollary 3. Suppose D defined by (2.11) is an M-matrix. Then system (2.10) is exponentially stable.
The same result holds for the linear system with non-delay diagonal termṡ
where a ij are essentially bounded on [0, ∞) functions, 0
Corollary 4. Suppose F defined by (2.13) is an M-matrix. Then system (2.12) is exponentially stable.
Corollary 5. Suppose m = 2,
(2.14) Then system (2.1) is globally exponentially stable.
Proof. For m = 2 the matrix C denoted by (2.3) has the form
The off-diagonal entries are negative, by the assumption of the corollary the principal minors are positive, so C is an M-matrix. 
In [8] the following global attractivity result was obtained. If a i τ i < 1 and
then any solution of system (2.17) tends to zero. By Corollary 5 equation (2.17) is exponentially stable if a i τ i < 1 and
Obviously condition (2.18) implies (2.19). Example 1. Consider system (2.17) where a 1 = 0.8, a 2 = 0.5, a 12 = a 21 = 1,
Here the first inequality in (2.18) does not hold since
and therefore the result of [8] cannot be applied. However, a 1 τ 1 = 0.4 < 1 and inequality (2.19)
holds, thus Corollary 5 implies exponential stability, hence for n = 1 (m = 2) we obtained the result which is sharper than the relevant result in [8] .
In the next section, we provide more in-depth analysis of systems with leakage delays which include (2.17) as a special case.
BAM Network with Time-Varying Delays.
In [8] a class (1.3) of BAM neural networks with leakage (forgetting) delays was under study. Via Lyapunov functionals method sufficient conditions for the existence of a unique equilibrium and its global stability for system (1.3) were obtained. To extend and improve the results obtained in [8] and [15, 16] , we will focus on the non-autonomous BAM neural network model
1) i = 1, . . . , n, t ≥ 0, with the initial conditions
The following auxiliary lemma will be used. Lemma 3.1. Let
and denote by r(L) the spectral radius of L. If r(L) < 1 then system (3.3) has a unique solution.
Proof. Consider the operator T : IR m → IR m denoted by
It is well known that r(L) = inf · L , where the infimum is taken on all (equivalent) norms in IR m . Since r(L) < 1, we can choose a norm in IR m such that the corresponding norm L ≤ q < 1. We fix now such a norm and have
By the Banach contraction principle the equation u = T (u) has a unique solution.
Corollary 9. Suppose at least one of the following conditions holds: 1. max |λ(L)| < 1, where the maximum is taken over all eigenvalues of matrix L.
Then system (3.3) has a unique solution.
It should be noted that the proof of Lemma 3.1 is original and shorter than, for example, the recently published proof [21, Theorem 2.2].
Henceforth, assume that the following assumptions hold for (3.1), (3.2): (b1) r i , p i are Lebesgue measurable essentially bounded on [0, ∞) functions, 0 
Apparently the existence of a solution of system (3.4) is equivalent to the existence of the solution of the following system
Denoting u j = x j , j = 1, . . . , n; u j = y j−n , j = n + 1, . . . , 2n,
we can rewrite system (3.4) in the form of (3.3) with m = 2n,
. . . .
By the same token we can rewrite (3.5) in the form (3.3), where
In the following theorem we apply Lemma 3.1 to systems (3.4) and (3.5) with L = A and L = B, and obtain conditions 1 − 4 and 5 − 8, respectively. Theorem 3.2. Suppose at least one of the following conditions holds: 1. max |λ(A)| < 1, where maximum is taken on all eigenvalues of matrix A.
max
5. max |λ(B)| < 1, where maximum is taken on all eigenvalues of matrix B.
Then system (3.4) has a unique solution and thus system (3.1) has a unique equilibrium.
Remark 2. Note that the conclusion of Theorem 3.2 under condition 7 was obtained in paper [8] .
Below, assume that system (3.1) has a unique equilibrium (x * , y * ). To obtain a global stability condition for this equilibrium, consider the matrix C BAM = (c ij )
, where
(3.7) Theorem 3.3. Suppose matrix C BAM is an M-matrix. Then the equilibrium (x * , y * ) of system (3.1) is globally exponentially stable. Proof. After the substitution x i (t) = u i (t) + x * i , y i (t) = v i (t) + y * i , system (3.1) has the forṁ
and
otherwise.
System (3.8) with m = 2n has form (2.6), where matrix C BAM corresponds to matrix C defined by (2.7). All conditions of Corollary 1 hold; therefore, the trivial solution of system (3.8) is globally exponentially stable; hence the equilibrium (x * , y * ) of system (3.1) is globally exponentially stable.
Corollary 10. Suppose at least one of the following conditions holds:
3. There exist positive numbers µ k , k = 1, . . . , 2n such that
(j = 1, . . . , n). Then the equilibrium (x * , y * ) of system (3.1) is globally exponentially stable. Proof. By Lemma 2.2 any of the conditions 1 − 4 implies that C BAM is an Mmatrix.
Remark 3. Part 3 of Corollary 10 coincides with [15, Theorem 3.1] in the case when r i (t) and p i (t) are constants. In addition to being more general than [15, Theorem 3.1], the result of Theorem 3.3 does not require to find some positive constants, i.e., the check of the signs of principal minors will immediately indicate whether such constants exist or not.
In the following statement consider system (3.1) without delays in the leakage terms.
Corollary 11. Suppose h 
i (t) ≡ t, and at least one of the following conditions holds:
|b ij |P i L g j β i b i < 1, (j = 1, . . . , n).
3. There exist positive numbers µ k , k = 1, . . . , 2n such that 4. There exist positive numbers µ k , k = 1, . . . , 2n such that
n).
Then the equilibrium (x * , y * ) of system (3.1) is globally exponentially stable. Consider system (3.1) with n = 1: dx dt = r(t) (−ax(h 1 (t)) + Af (y(l 2 (t))) + I) dy dt = p(t) (−by(h 2 (t)) + Bg(x(l 1 (t))) + J) 
