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1. Introduction
These notes are based on my Spring 2019 graduate course at the Center for
the Quantum Geometry of Moduli Spaces at Aarhus University. There are two
main sources of motivation for this course: the representation theory of quivers and
moduli problems in algebraic geometry.
1.1. Quiver representations. A quiver Q is simply a directed graph where loops
and multiple arrows between edges are allowed. A representation of Q over the field
k is an assignment of a k-vector space to each vertex of Q and a linear mapping
between the corresponding vector spaces to each arrow. Quiver representations of
Q over k form a k-linear abelian category Rep(Q, k), with morphisms being linear
transformations between vector spaces assigned to the same vertex that commute
with the arrows.
Jordan quiver A2 quiver Kronecker quiver
Quiver representations are an effective combinatorial tool for organizing linear
algebraic data. Not only are they naturally related to many algebraic objects such
as quantum groups, Kac-Moody algebras, and cluster algebras, but they have also
been studied from the geometric point of view, often serving to bridge the gap
between representation theory and algebraic geometry. In this course we will focus
on the geometric aspects of quivers, including moduli spaces, quiver varieties, and
the relationships between quiver representations with different moduli spaces in
algebraic geometry.
1.2. Moduli problems. Given a collection of algebra-geometric objects it is nat-
ural to try to classify these objects up to equivalence. Naively, given a collection
A of such objects and an equivalence relation ∼ on A, one may ask whether there
exists an algebraic variety X whose points (over the base field k) correspond to
equivalence classes in A/ ∼. This approach is flawed, since there may be many
such varieties and some are better than others at retaining the relationships be-
tween the objects being classified. If, for example, we are interested in classifying
all lines through the origin in the complex plane C2 up to equality, we can view the
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corresponding equivalence classes as points of the complex projective line P1, but
we can also see them as points in the disjoint union A1 ⊔{pt} of a line and a point.
Ideally, the points of the variety solving a moduli problem should be configured to
reflect the relationship between the geometric objects they parametrize.
Thus, in more nuanced approach we try to describe equivalence classes of families
of objects of A, rather than just of the objects themselves. That is, we look at pairs
F , T , consisting of a variety T and a family π : F → X of objects of A (the fibers
π-1(t) are objects of A) subject to some additional conditions (e.g. that π is flat).
Moreover, if the collection of families over a variety T is denoted by AT , then for
any morphism f : S → T , there should be a pullback operation assigning to any
family F ∈ AT a family f
∗F ∈ AS . Now, we can extend our moduli problem by
introducing an equivalence relation ∼T on AT that is compatible with pullback and
give us the starting equivalence relation ∼ when T is Spec k.
The solution to such an extended moduli problem, called a fine moduli space,
consists of a variety X whose k-points classify equivalence classes in A/ ∼, together
with a universal family U ∈ AX , which describes how these equivalence classes
relate to each other. More specifically, any family F ∈ AT over a variety T is
equivalent to the pullback f∗U along a unique morphism f : T → X . In the
special case that T = Spec k, we obtain that the k-points of X are in bijection with
equivalence classes in A. Furthermore, it turns out that the fine moduli space is
unique up to isomorphism.
Considering once again the example of lines through the origin in C2, we see
that a family of such lines over a variety T may be thought of as a line subbundle
L ⊂ C2 × T of the trivial rank 2 vector bundle over T . The equivalence relation
becomes an isomorphism of line subbundles of C2 × T . The solution to the corre-
sponding moduli problem consists of the complex projective line P1 together with
the tautological line bundle OP1(−1). Indeed, if L ⊂ C2 × T is a subbundle, then
its dual L∨ is generated by global sections (specifically, the images of the standard
global sections with respect to the surjection (C2)∨ × T ։ L∨). This defines a
unique morphism f : T → P1 such that L ≃ f∗O(−1).
Unfortunately, it is often the case that, for a given class of objects A, a fine
moduli space either does not exist or requires us to place restrictions on the kinds
of objects in A we wish to classify. In order to avoid this, we can forget the universal
family and look for a nice enough variety with points in bijection with equivalence
classes in A/ ∼. Alternatively, we can allow for the solution of our moduli problem
to no longer be a variety (or even a scheme). The result is a more complicated
object called a stack.
In these notes we will look at several different examples of moduli spaces and
stacks of objects arising from quiver representations.
1.3. Organization. These notes consist of ten sections, an introduction, and a
conclusion. The sections are meant to be read sequentially, although Section 2 is
independent of the rest, while Sections 3-5 and Section 6-11 form self-contained
blocks within the larger text.
Section 2 concerns itself with the categorical framework used to define moduli
functors, fine moduli spaces, coarse moduli spaces, and moduli stacks. It is based
on Section 2 of [Hos15] and the beginning of Chapter 2 of [Vis05].
Section 3 deals with the construction of the Beilinson spectral sequence. It
contains some introductory material on spectral sequences as well as a proof of
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Beilinson’s theorem. The main references for this section are Chapter 5 of [Wei94]
and Section II.3 of [OSS80] .
Sections 4 and 5 consist of an application of the Beilinson spectral sequence to
give description of vector bundles on P1 through representations of the Kronecker
quiver and framed torsion-free sheaves on P2 in terms of representations of the
ADHM quiver. The former is a very concrete version of Beilinson’s results from
[Bei78], and may be found in [Soi14]. The latter follows Chapter 2 of [Nak99], with
additional details provided where deemed necessary.
Section 6 is a basic introduction to actions of algebraic groups on varieties and
quotients of varieties by such actions. It follows Section 3 of [Hos15] .
Section 7 serves as a primer on geometric invariant theory. It covers constructions
of the affine GIT quotient and the GIT “twisted” by a group character. The main
references for this section are [New78] and [Muk03].
Section 8 applies geometric invariant theory to quiver representations. The main
references for this section are [Bri12] for introductory material on quivers, [DW17]
for descriptions of GIT quotients for quivers representations, and [Kin94] for con-
struction of moduli spaces of stable and semistable quiver representations
Sections 9-11 constitute backgroundmaterial necessary to define Nakajima quiver
varieties. These sections deal with framed quiver representations, symplectic geom-
etry for quiver representations, and quiver varieties themselves, respectively. The
material in these sections is based on Sections 3-5 of [Gin12].
1.4. Preliminaries. These lecture notes assume some knowledge of algebraic ge-
ometry and C∞ symplectic manifolds. Terminology from the basic theory of al-
gebraic varieties and well-known results concerning sheaf cohomology will be ref-
erenced without citation. All necessary definitions and theorems may be found in
Chapters I-III of [Har77], in [Lee03], and in [MS17].
Throughout the text the base field will be C. While in most situations it will
be sufficient to assume the field is algebraically closed and/or has characteristic 0,
we will be working over the complex numbers in order to simplify exposition. We
use Sch to denote the category of schemes over C and Var to denote the category
of varieties over C (i.e. reduced, separated schemes of finite type over C).
While we will be dealing mostly with varieties, we borrow certain notation from
the theory of schemes (in fact, many of the results mentioned for varieties will have
meaning in the broader context of schemes). Namely, the one point variety will be
denoted by SpecC and the sheaf of regular functions on a varietyX byOX (omitting
the subscript where no confusion arises). Additionally, we will often use the notions
of and notation for (algebraic) vector bundle and locally free sheaf interchangeably.
There is a correspondence between the two (see for example Proposition 1.8.1 in
[LP97]) that defines an equivalence of categories.
2. Moduli problems and moduli functors
2.1. Representable functors. We begin by recalling some basic terminology from
category theory in order to establish notation and terminology. A category C con-
sists of a class of objects denoted by Ob(C) and a set of morphisms HomC(X,Y ) for
any pair of objectsX,Y ∈ Ob(C) (we will drop the subscript C and writeX,Y ∈ C if
there is no ambiguity). Morphisms come equipped with an associative composition
operation for which there exists an identity element IdX ∈ Hom(X,X) for each
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X ∈ C. We denote by Cop the category where the objects are the same as for C,
but HomCop(X,Y ) = HomC(Y,X).
Given two categories C and D, a covariant functor F : C → D assigns to each
object X ∈ C an object F(X) ∈ D and to each morphism f ∈ Hom(X,Y ) a
morphism F (f) ∈ Hom(F (X), F (Y )). A contravariant functor G : C → D is
defined analogously on the objects, but to each morphism f ∈ Hom(X,Y ), it
assigns a morphism G(f) ∈ Hom(G(Y ), G(X)). Note that a contravariant functor
from C to D is a covariant functor from Cop to D. We will, therefore, refer to
“covariant functors” just as “functors”.
If F,G : C → D are two covariant functors, then a natural transformation η :
F → G associates to each object X ∈ C a mapping of sets ηX : F (X)→ G(X) such
that for all f ∈ Hom(X,Y ) the following diagram commutes:
F (X) G(X)
F (Y ) G(Y )
ηX
F (f) G(f)
ηY
The definition is similar for contravariant functors, but the vertical arrows are
reversed. If ηX is an isomorphism for all X ∈ C, then η is called a natural isomor-
phism between F and G.
Denote by Set the category of sets. Consider the functor hX : C
op → Set defined
by
hX = Hom(Y,X)
hX(f) : Hom(Y,X)→ Hom(Z,X) for Z → Y
hX(f)(g) = g ◦ f.
Since we will mainly be using hX in the context of algebraic geometry, we will refer
to it as the functor of points.
Definition 2.1.1. Let C be a category. A functor F : Cop → Set is called repre-
sentable (by X ∈ C) if it is naturally isomorphic to hX .
We will see that the right way of thinking about the solution to a given moduli
problem is as a representable functor from the category of schemes to the category
of sets.
Example 2.1.2. Here are a few examples of representable functors.
(1) (a) Let P : Setop → Set be the functor that assigns to each set S ∈ Set the
power set P (S) (the set of all subsets of S). If f ∈ Hom(S, T ), then
P (f)(T ′) = f -1(T ′) for all T ′ ⊂ T . Consider the two element set X =
{0, 1}. We have that hX ∼= P . Indeed, let the natural transformation
η : P → hX given by ηS : P (S) → Hom(S,X), where ηS(S
′) = χS′
is the characteristic function for S′ in S. Since χf -1(T ′) = χT ◦ F , it
follows that η is well-defined. It is easy to see that each ηS is bijective,
so η is a natural isomorphism.
(b) Here is the same example but with added topology. Let Top be be
category of topological spaces, where the morphisms are continuous
functions. Consider the functor F : Topop → Set, which sends each
topological space S to F (S), the set of all open subsets of S, with F (f)
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as in the previous example. Let X = {0, 1}, as before, but impose on
it the topology where the open sets are ∅, {1}, {0, 1} (X together with
this topology is called the Sierpinski space). It follows that g : S → X
is a mapping of topological spaces if and only if g-1({1}) is open. Thus,
the same argument as in the previous example shows that F ∼= hX .
(2) Here are a few examples more closely related to algebraic geometry. In
both of these, Var denotes the category of algebraic varieties over the field
C.
(a) Let F : Varop → Set be defined by associating to the variety T , the set
F (T ) of regular functions T → C (i.e. the global sections of the sheaf
of functions on T ). If f : S → T is a morphism, then define F (f)(g) :=
g ◦ f . Interpreting the elements of F (T ) as regular mappings T → A1
to the affine line, it is easy to see that F ∼= hA1 .
(b) Let F× : Varop → Set be defined as in the previous part, but F×(T )
consists only of invertible regular functions T → C×. In this case, F×
can be represented by the punctured affine line A1 − {0}.
(3) Here is the example we saw earlier. Let F : Varop → Set be defined by
F (T ) = {line subbundles L ⊂ T ×C2}/iso. line subbundles and F (f)(L) =
f∗L for f : S → T . As mentioned in the introduction, dualizing the
inclusion of L into the trivial bundle gets us the surjection q : T × (C2)∨ →
L∨ ։ L∨. If ε0, ε1 are the standard global sections of T × (C2)∨ → T ,
then t 7→ [q(ε0(t)) : q(ε1(t))] defines a morphism T → P1. This morphism
is unique with respect to the property that f∗O(−1) ∼= L (this is a well-
known fact concerning morphisms into projective space). The functor F is
therefore represented by the complex projective line P1.
2.2. The Yoneda lemma. We would like to define moduli problems categorically,
formulating them in terms of contravariant functors into Set. Under this descrip-
tion, the moduli problems that can be solved correspond to representable functors.
Indeed, representable functors give us the two important properties we have already
seen in the introduction. Namely:
• A moduli space should have a universal family.
• A moduli space should be unique.
Both of these properties are consequences of the following important categorical
result.
Lemma 2.2.1 (The Yoneda Lemma). Let F : Cop → Set be a functor and let
X ∈ C. The mapping φ between the set Nat(hX , F ) of natural transformations
from hX to F and F (X) given by φ : η → ηX(IdX) is a bijection.
Proof. Let f ∈ Hom(Y,X) be a morphism. The proof follows from the following
commutative diagram.
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Hom(X,X) F (X)
g ηX(g)
g ◦ f ηY (g ◦ f) = F (f)(ηX(g))
Hom(Y,X) F (Y )
ηX
hX(f) F (f)
ηY
Specifically, if g = IdX , we get that ηY (f) = F (f)(ηX(IdX)), so ηY is uniquely
determined by ηX(IdX), making φ injective. For any x ∈ F (X) define ηY (f) =
F (f)(x). It is easy to see that ηX(IdX) = x, so φ is also surjective. 
Here are several important consequences of the Yoneda Lemma.
2.2.1. Yoneda embedding. Let Fun(Cop, Set) be the category of contravariant func-
tors from C to Set. The objects of this category are contravariant functors and the
morphisms are natural transformations. We can define the following functor:
h : C → Fun(Cop, Set)
h(X) = hX
(h(f)Z)(g) = f ◦ g for f ∈ Hom(X,Y ), Z ∈ C, and g ∈ Hom(Z,X).
The Yoneda Lemma implies the following:
Corollary 2.2.2 (The Yoneda embedding). The functor h : C → Fun(Cop, Set) is
bijective on the corresponding sets of morphisms. That is, h is fully faithful.
Proof. To show h : Hom(X,Y ) → Hom(hX , hY ) is a bijection, let F = hY in the
Yoneda Lemma, noting that hY (X) = Hom(X,Y ). 
The Yoneda embedding allows us to think of objects in a category C as functors.
2.2.2. Uniqueness of objects. It is not hard to see that if F : C → D is a functor,
then for X,Y ∈ C we have F (X) ∼= F (Y ) if X ∼= Y . For fully faithful functors, the
converse is also true.
Proposition 2.2.3. Let F : C → D be a fully faithful functor. For any X,Y ∈ C,
if F (X) ∼= F (Y ), then X ∼= Y .
Proof. Let h ∈ Hom(F (X), F (Y )) be an isomorphism. We have F (f) = h for
some f ∈ Hom(X,Y ). Similarly there is a g ∈ Hom(Y,X) such that F (g) = h-1.
It follows that F (f ◦ g) = F (f) ◦ F (g) = IdF (Y ). Since F (IdY ) = IdF (Y ), then
f ◦ g = IdY . Similarly g ◦ f = IdX . Consequently, f is an isomorphism between X
and Y . 
Combining this proposition with the Yoneda embedding results in the following
corollary.
Corollary 2.2.4. Let X,Y ∈ C. If F : Cop → Set is a functor represented by X
and also represented by Y , then X ∼= Y .
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Note it is similarly true that if F,G : Cop → Set are two functors represented by
the same object X ∈ C, then F ∼= G.
2.2.3. Universal objects. We start off by formalizing the concept of a universal
family, appearing in the introduction, for arbitrary contravariant functors.
Definition 2.2.5. Let F ∈ Fun(Cop, Set). A universal object for F is a pair
(X,u) where X ∈ C and u ∈ F (X) such that for all Y ∈ C and y ∈ F (Y ) there is
a unique morphism f ∈ Hom(Y,X) such that F (f)(u) = y.
A useful consequence of the Yoneda Lemma is that universal objects exist exactly
when the corresponding functors are representable.
Corollary 2.2.6. A functor F ∈ Fun(C, Setop) is representable if and only if it has
a universal object (X,u). In this case, F is represented by X.
Proof. If hX ∼= F for some object X ∈ C, then there exists a natural isomorphism
η : hX → F . Let u = ηX(IdX). By the proof of the Yoneda Lemma, any y ∈ F (Y )
can be written as y = F (f)(u) where f is chosen so that y = ηY (f) (possible
because ηY is an isomorphism). Thus (X,u) is a universal object for F .
Conversely, if (X,u) is a universal object of F , it suffices to show hX ∼= F .
Let η : hX → F be the natural transformation corresponding to u in the Yoneda
Lemma. This means u = ηX(IdX). Let ν : F → hX be the natural transformation
given by νY (y) = f , where y = F (f)(u). This mapping is well-defined because f is
unique. We have (ηY ◦ νY )(y) = νY (f) = F (f)(u) = y. Similarly, (νY ◦ ηY )(f) =
νY (F (f)(u)) = f . 
Let us look at what the universal objects are for the representable functors we
have considered in Example 2.1.2.
(1) In both parts of this example the pair consisting of X = {0, 1} and u = {1}
is the universal object. Indeed, if S′ is in P (S) (resp. in F (S)), then the
characteristic function χS′ defines a mapping S → X such that the pullback
of the subset (resp. open subset) {1} is S′.
(2) In part (a), it is not hard to check that the universal object (A1, IdA1),
where the identity function IdA1 is the regular function that sends each
point of A1 to the corresponding point of the base field k. Similarly, the
universal object in part (b) is (A1, IdA1−{0}).
(3) As we have already seen, the universal object is (P1,O(−1)).
Let us end this section by giving an example of a functor that is not repre-
sentable. We will produce several more examples and discuss concrete problems
with representability after we introduce moduli functors in the next section.
Example 2.2.7. Let F : Varop → Set be the functor that assigns to each T ∈ Var
the set F (T ) of all open subsets (in the Zariski topology) of T . On morphisms the
functor is defined as in the first part of Example 2.1.2. However, unlike in that
example, the F is not representable. Indeed, suppose this were true. According to
Corollary 2.2.6, there is a universal object (X,U) for this functor. Note that the
open subset U ⊂ X is itself a variety over k. Given two morphisms of varieties, f, g :
T → U , we can extend these to f ′, g′ : T → X by composing with the inclusion.
These morphisms both have the property that (f ′)
-1
(U) = (g′)
-1
(U) = T ∈ F (T ).
By uniqueness, f ′ = g′ and therefore f = g. Thus, there is only one morphism in
Hom(T, U), making it naturally isomorphic to the functor of points for a variety
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consisting of a single point. By Corollary 2.2.4 the variety U is isomorphic to a
single point. This makes U ⊂ X a C-rational point of X , and therefore closed.
Since any open subset V ⊂ T of any other variety is the inverse image of U , then
every open subset of every variety is simultaneously open and closed. This is untrue
in the Zariski topology (for example A1 − {0} ⊂ A1 is open but not closed).
2.3. Fine moduli spaces. We are finally ready to put all of the pieces together
and define moduli functors. Let A be a set of algebra-geometric objects with an
equivalence relation ∼, and let C be the category Var of algebraic varieties or Sch,
the category of schemes. Recall from the introduction that for any T ∈ C we denote
by AT be the set of (flat) families π : F → T over T of objects in A. Furthermore,
suppose there exists a pullback operation such that for every f : S → T and family
F ∈ AT , there exists a family f
∗F ∈ AS and an equivalence relation ∼T on AT
which satisfy the following conditions:
• Id∗T F = F for any family F ∈ AT ,
• given a morphism f : S → T and families F ,G ∈ AT such that F ∼T G,
we have f∗F ∼S f
∗G,
• given a pair of morphisms f : S → T and g : R→ S and a family F ∈ AT ,
we have (f ◦ g)∗F ∼R f
∗g∗F ,
• if T is the variety consisting of a single point, then AT = A and ∼T=∼.
Definition 2.3.1. The moduli functor corresponding to (A,∼) is the functor
M : Cop → Set defined by M(T ) = AT / ∼T and M(f) = f
∗. If this functor M is
representable with universal object (X,U), then X is called the fine moduli space
of objects in A, and U is called a universal family of objects in A.
Note that the definition of moduli functor depends not only on A and ∼, but
also on the kinds of families we consider and the way we extend the equivalence
relation ∼ to ∼T . Let us look at some examples of moduli functors, fine moduli
spaces, and universal families.
Example 2.3.2 (Projective space). Projective space can be interpreted as a fine
moduli space for the following two moduli functors:
(1) Let M : Varop → Set be the functor defined by
M(T ) = {line subbundles L ⊂ Cn+1 × T }/isomorphism of subbundles
M(f)(L) = f∗L.
Note this is just a generalization of the functor from Example 2.1.2. As in
that example, it is not hard to see that M is represented by Pn, and the
corresponding universal family is just the tautological line bundle OPn(−1).
(2) Here is a different perspective on the same example. Rather than con-
sidering families of lines ℓ through the origin in Cn+1, we look instead at
the dual concept of surjections (C∨)n+1 ։ ℓ∨. This allows us to define
following moduli functor:
M : Varop → Set
M(T ) =
{
L is a line bundle generated by global sections over T
s0, . . . , sn ∈ H
0(T,L) is a basis of global sections
}/
iso.
M(f)(L, s0, . . . , sn) = (f
∗L, f∗s0, . . . , f
∗sn),
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where isomorphisms are just isomorphisms of line bundles that send the
corresponding (n + 1)-tuples of global sections to each other. Note an
element in the set M(T ) is the equivalent to an isomorphism class of the
quotient Cn+1×T → L. An argument dual to the one in the previous part
shows that M is still represented by Pn, but the universal family is the
hyperplane bundle OPn(1).
Example 2.3.3 (Quadruples of points in P1). Consider the classification problem
where A = {p = (p1, p2, p3, p4)|pi ∈ P1 and pi 6= pj for i 6= j} and p ∼ p′ if there is
an element of AutP1 = PGL(2,C) mapping p to p′.
Recall that for each p ∈ A there is a unique ϕp ∈ Aut(P1) such that
ϕp(p1) = 0, ϕp(p2) = 1, ϕp(p3) =∞.
The image ϕp(p4) is called the cross-ratio of p, and it is denoted by λ(p) ∈ P1. It
follows that p ∼ (0, 1,∞, λ(p4)). Now let
AT = {T × P
1 → T trivial bundle, σ1, σ2, σ3, σ4 disjoint sections},
and let the equivalence relation be ∼T defined by (T × P1, σ1, σ2, σ3, σ4) ∼T (T ×
P1, σ′1, σ
′
2, σ
′
3, σ
′
4) given by isomorphisms f : T ×P
1 → T ×P1 such that f ◦σi = σ′i.
We can see that over a point ∼S becomes the equivalence relation ∼.
We should technically consider families over T to be F
pi
−→ T where F is a variety,
π is a flat, proper morphism such that π-1(t) ∼= P1 for t ∈ T . However, if F admits
3 or more disjoint sections, then F ∼= T × P1 as families over T . This means we
may interpret AT are the set of families of elements of A over T .
Let M0,4 : V ar
op → Set be defined on objects by M0,4(T ) = AT / ∼T . For
f : S → T the morphism M0,4(f) is given by pullback. Now, denote M0,4 =
P1−{0, 1,∞} and U = (M0,4×P1, τ1, τ2, σ3, τ4), where the four sections ofM0,4×P1
are τ1(x) = (x, 0), τ2(x) = (x, 1), τ3(x) = (x,∞), τ4(x) = (x, x).
We can check that the pair (M0,4,U) is a universal object for the moduli functor
M0,4. Indeed, let F = (T ×P1, σ1, . . . , σ4) ∈ At. Define f : T →M0,4 by f = λ◦σ,
where σ = (σ1, · · · , σ4) and λ sends a quadruple of points to their cross-ratio. Let
ϕ : T × P1 → T × P1 be the mapping defined by ϕ(t, x) = (t, ϕσ(t)). It is not hard
to check that ϕ is a well-defined isomorphism of varieties that gives us f∗U ∼T F .
Since f is defined in terms of the cross-ratio it is the unique morphism T → M0,4
with this property.
Example 2.3.4 (The Grassmannian). Let us consider the following generalization
of Example 2.3.2:
Gr(d, n) : Varop → Set
Gr(d, n)(T ) = {E is a rank d vector subbundle of T × Cn}/iso. of subbundles
Gr(d, n)(f)(E) = f∗E.
This functor is represented by the Grassmannian Gr(d, n), which parametrizes d-
dimensional subspaces of the vector space Cn. The universal family is the tauto-
logical bundle T = {(V, x)|x ∈ V } ⊂ Gr(d, n)×Cn where the fiber over each point
of Gr(d, n) is the corresponding subspace in Cn.
To show that (Gr(d, n)) is a universal object we need to construct for a given
rank d subbundle E ⊂ T × Cn a unique morphism f : T → Gr(d, n) such that
E ≃ f∗T as subbundles of T ×Cn. Let {Ui → T } be a covering of T that trivializes
E as a subbundle. That is, E|Ui
∼= Ui × Cd ⊂ Ui × Cn = T × Cn|Ui . This defines
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an n × d matrix with entries in OT (Ui). Therefore, we obtain a regular mapping
ϕi : Ui → Matd(n× d,C) into rank d matrices of size n× d.
Let g : Matd(n × d,C) → Gr(d, n) be the morphism defined by sending each
matrix to the point corresponding to its column space. Let fi = gi ◦ ϕi. The
transition functions for E act on each φUi∩Uj by change of basis. Therefore,
fi|Ui∩Uj = fj |Ui∩Uj . This means the morphisms fi glue together to define a mor-
phism f : T → Gr(d, n). Note that by definition f(t) is just the point of Gr(d, n)
corresponding to the fiber Et over t ∈ T of E. This means f
∗T = {(t, x)|x ∈ Et} ⊂
T × Cn, so f∗T = E as a subbundle of T × Cn. It is not hard to show that f is
unique with this property. Note that as with the moduli functor represented by Pn,
there is a dual construction of Gr(d, n) that involves quotient bundles rather than
subbundles.
Remark 2.3.5. The moduli functor in Example 2.3.4 can be generalized even
further as follows:
F l(d0, . . . , dl) : Var
op → Set
F l(d0, . . . , dl)(T ) =

a filtration by subbundles
0 = El+1 ⊂ · · · ⊂ E0 = T × Cn
Ei is a subbundle of rank di

/
iso. of subbundles
F l(d0, . . . , dl)(f)(E) = f
∗E for f : S → T.
This functor is represented by the flag variety Fl(d0, . . . , dl) parametrizing flags of
subspaces 0 = Vl ⊂ · · · ⊂ V0 = Cn. The universal bundle is the tautological bundle
that assigns to every point of Fl(d0, . . . , dl) the corresponding flag in Cn.
2.4. Problems with representability. Unfortunately, the circumstances in the
previous several examples are uncommon, and, in general, fine moduli spaces do not
exist. Let us consider several examples that demonstrate problems with defining
representable functors.
Example 2.4.1.
(1) Let us consider the classification problem where A = {C-vector spaces}
and ∼ is vector space isomorphisms. This can be naturally extended to a
moduli functor (see below). However, even before considering families, we
can already see that the equivalence classes in A/ ∼ do not correspond to
the points of an algebraic variety. Indeed, for any n ∈ Z≥0, there is a unique
equivalence class in A/ ∼ of vector spaces of dimension n. Therefore, any
variety classifying A/ ∼ would have to have an open affine subvariety X
whose points form a countably infinite subset of Z≥0. By the Noether
normalization lemma, this implies X surjects onto Ad for some d ≥ 1.
However, this is impossible since Ad is uncountable.
(2) Even if we consider a modified version of the classification problem above,
and let A consist only of n-dimensional vector spaces, we will have trouble
constructing a fine moduli space. Indeed, consider the following moduli
functor:
M(T ) = {E vector bundle over S of rank n}/iso.
M(f)(E) = f∗E for f : S → T.
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Since there is only one n-dimensional vector space up to isomorphism, the
fine moduli space representing this functor should consist of a single point.
Therefore, the universal family should just be the trivial rank n vector
bundle over a point. However, this implies any rank n vector bundle on
any variety has to be isomorphic to the trivial one, which is clearly untrue.
The problem illustrated in the second part of this example can be described
as follows. For any family F ∈ AT , the fiber Ft is just the pullback along the
morphism gt : pt → T from the one point variety that sends the point to t ∈ T .
A family of objects F ∈ AT is called isotrivial if any two fibers Ft1 ∼ Ft2 are
equivalent.
If a moduli functor corresponding to a classification problem is representable,
then any isotrivial families in AT must be equivalent to a trivial family (i.e. the
pullback of the universal family by a constant morphism) under ∼T .
Indeed, let X be the fine moduli space, U the universal family, and F ∈ AT an
isotrivial family. This means F ∼T f
∗
1U for some f : T → X . Let gt : SpecC→ T
be the morphism sending the single point of SpecC to t ∈ T . We have (f ◦ gt)∗U ∼
Uf(t). Furthermore, (f ◦ gt)
∗U ∼ g∗t f
∗U ∼ g∗tF for all t ∈ T . Since F is isotrivial,
this implies Uf(t) ∼ Uf(t′) for any t, t
′ ∈ T . This is only possible if f is constant.
The existence of a nontrivial isotrivial family of objects in AT for some variety
T means the moduli functor is not representable. This is often the case when the
objects of A being classified have nontrivial automorphisms. For vector spaces of
fixed dimension seen Example 2.4.1, nontrivial automorphisms are responsible for
the existence of nontrivial isotrivial families, namely: nontrivial vector bundles.
The next example demonstrates an even more serious problem with representabil-
ity.
Example 2.4.2. Let us consider the following moduli problem to classify n-dimen-
sional Jordan quiver (see Section 1.1) representations over C. That is, we are
interested in the following moduli functor:
M : Varop → Set
M(T ) =
{
rank n vector bundles E on T
endomorphisms ϕ : E → E
}/
vector bundle iso. commu-
ting with endomorphisms
M(f)(E) = f∗E for f : S → T.
This functor is not representable even in the case when n = 2. Indeed, consider
the family F = (A1 × C2,
(
1 z
0 1
)
), where z is the coordinate on A1. Note that
for z 6= 0 all the fibers of this family are isomorphic, since all of the corresponding
endomorphisms have the same Jordan normal form. However, if z = 0, then we
get the identity endomorphism on the fiber. This means all of the fibers of F are
equivalent except for the fiber over z = 0.
Now, supposedM is representable with universal object (X,U). Let f : A1 → X
such that F ∼A1 f
∗U . For morphisms g : SpecC → A1 such that g(SpecC) ∈
A1−{0} the pullbacks (g ◦ f)∗U are all equivalent. As we have already seen in the
discussion of isotrivial families, this means f |A1−{0} is constant. Let f(A1−{0}) =
x ∈ X . We see that f -1(x) is closed in A1 and also contains A1 − {0}. Therefore,
we have f -1(x) = A1, making f constant. This means f∗U is the trivial family, but
this is impossible since F0 is not equivalent to the other fibers.
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The problem demonstrated in the above example may be summarized as follows.
We say a moduli problem exhibits the jump phenomenon if there exists a family
F over A1 such that Fz1 ∼ Fz2 for all z1, z2 ∈ A
1 − {0}, but F0 is not equivalent
to the other fibers. We can see that the jump phenomenon prevents the existence
of a fine moduli space of vector bundles of fixed rank and degree in the following
example.
Example 2.4.3. Let us consider the moduli problem to classify vector bundles of
fixed rank and degree on P1. Namely, consider the moduli functor
M : Varop → Set
M(T ) =
{
vector bundles E on T × P1
rkE = 2, degE|{t}×P1 = 2
}/
vector bundle iso.
M(f)(E) = f∗E for f : S → T.
Recall that the elements of Ext1(OP1(1),OP1(−1)) are in one-to-one correspondence
with equivalence classes of extensions. We can compute
Ext1(OP1(1),OP1(−1)) ∼= Hom(OP1(1),OP1(−1))
∨ ∼= End(OP1(−1))
∨ ∼= C
using Serre duality. We can also see this by looking at the transition functions of
these extensions, which all look like
(
Id c
0 Id
)
for some c ∈ C.
Identifying C with A1 we can obtain a rank 2 bundle E on A1 × P1 with
E ∈ M(A1) such that E|{z}×P1 is the extension in Ext
1(OP1(1),OP1(−1)) cor-
responding to z. This bundle E is just the universal extensions obtained by pulling
back the bundles OP1(1) and OP1(−1) to A1 × P1 and considering their extension
corresponding to the transition function
(
Id z
0 Id
)
.
Note that for any z ∈ A1−{0}, the fiber Ez of E considered as a bundle over A1
is isomorphic to OP 1 ⊕OP 1 . However, for z = 0, the fiber E0 is OP 1(−1)⊕OP 1(1).
Thus the moduli problem exhibits the jump phenomenon, so no fine moduli space
exists.
2.5. Solving problems with representability. Unfortunately, the pathologies
seen in the previous section are all too common, and the existence of a fine moduli
space representing a given moduli functor is the exception rather than the rule.
There are several potential fixes we can apply to get some kind of solution to a
moduli problem in the case that the corresponding moduli functor is not repre-
sentable.
2.5.1. Rigidification. We have seen previously that fine moduli spaces can fail to
exist because the objects being classified have automorphisms. To remedy this we
instead attempt to classify these objects together with some additional structure.
We call this additional structure rigidity. The specific procedure used to obtain
a representable moduli functor heavily depends on the starting moduli problem.
Here is an example based on classifying vector spaces (see Example 2.4.1).
Example 2.5.1. Recall there is no fine moduli space classifying families of n-
dimensional vector spaces up to isomorphism. We can modify the corresponding
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moduli functor as follows:
M : Varop → Set
M(T ) =
{
vector bundles E on T of rank n,
isomorphism r : T × C→ E
}/
vector bundle iso.
commuting with r
M(f)(E) = f∗E such that f : S → T.
Let X = SpecC. The universal object for the moduli functor M is (X, Id :
X×Cn → X×Cn). Indeed, if (E, r) is a pair such that E is a rank n vector bundle
and r : T × Cn → E is a vector bundle isomorphism. If f : T → X is the only
possible (constant) morphism, we see that (X × Cn, Id) pulls back to the trivial
bundle (T × Cn, Id) along f . The isomorphism r defines an equivalence between
(T × Cn, Id) and (E, r).
2.5.2. Coarse Moduli Spaces. In order for a moduli functor to be representable we
need to have not only a fine moduli space parametrizing equivalence classes of
objects but also a universal family classifying equivalence classes of families. Even
if a universal family does not exist, we can still try and look for an variety X such
that the points of X are in bijection with equivalence classes of objects. This leads
to the following definition.
Definition 2.5.2. Let M : V arop → Set be a moduli functor. A coarse moduli
space for M is a pair (X, η) such that X is a variety and η :M→ hX is a natural
transformation satisfying
(1) ηT :M(T )→ hX(T ) is a bijection for T = SpecC
(2) For any Y ∈ Var and natural transformation ν : M → hY there exists a
unique morphism X → Y such that ν = h(f) ◦ η (h is the Yoneda embed-
ding).
Unpacking this definition, we see the first property is exactly the requirement
that the points of X are in bijection with equivalence classes of objects. The
second property is the universal property. It implies that X is unique up to unique
isomorphism.
Example 2.5.3. Going back to the moduli functor M for n-dimensional vector
spaces up to isomorphism from Example 2.4.1, we can see that even though M is
not representable, the pair (X, η), where X = SpecC and ηT :M(T )→ Hom(T,X)
is the constant map, is a coarse moduli space for M.
Indeed, it is clear that ηX : M(X) → Hom(X,X) is a bijection, since there is
only one n-dimensional vector space up to isomorphism. Now, let Y be a variety
and ν :M→ hY a natural transformation. For g : X → T and E ∈M(T ) we get
νX(M(g)(E)) = νX(X × C
n) = νT (E) ◦ g.
Let f = νX(X × Cn). The above relation gives us νT (E) = νX(X × Cn) ◦ ηT (E).
Consequently, we have the universal property.
Unfortunately, in certain situations the moduli functor behaves so badly that
not even a course moduli space exists. This is case when the jump phenomenon
occurs (a slightly modified version of the argument in Example 2.4.2 proves this).
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2.5.3. Stacks. The last approach to fixing moduli functors we will be discussing is by
far the most complicated. Therefore, we will only give a brief informal description
of stacks, and a more rigorous treatment can be found in [Vis05] or [Ols16].
In all of the examples we have considered so far, moduli spaces have existed (or
did not exist) in the category of varieties. If we relax the condition that a moduli
space has to be a variety (or even that it has to be a scheme) we can try to find
another type of object to represent our moduli functor. One way of doing this in a
meaningful manner is based on the following analogy.
Let X be a topological space, and let CX be the category where the objects are
open subsets of X and morphisms are inclusions of open sets. A presheaf of sets
on X may be viewed as a functor F : CopX → Set. The presheaf F is a sheaf if the
following two conditions hold.
(1) For any cover {Ui} be an open cover of U ⊂ X is an open subset and
any s, t ∈ F (U) such that s|Ui∩Uj = t|Ui∩Uj we have s = t. Here s|V =
F (f)(s) ∈ F (V ) where f : V → U .
(2) For any open cover {Ui} of U ⊂ X and si ∈ F (Ui) such that s|Ui∩Uj =
s|Ui∩Uj there exists a s ∈ F (U) such that s|Ui = si for all i.
Another way of restating the sheaf conditions is that the inclusions Ui → U
induce a bijective mapping between {s ∈ F (U)} and {(si ∈ F (Ui))|s|Ui∩Uj =
s|Ui∩Uj}.
We can apply the above interpretation to representable functors. Namely, work-
ing in the category of schemes, a presheaf in the Zariski topology is a functor
F : Schop → Set. We say that F is a sheaf in the Zariski topology if F satisfies
the sheaf conditions listed above. It is not hard to see that the ability to glue
morphisms in the Zariski topology makes the functor of points hX a sheaf. This
implies that every representable functor is a sheaf in the Zariski topology.
Note that the converse to this is not true. It is not enough for F to be a sheaf
in the Zariski topology for it to be representable. An additional condition that
amounts to F being “covered” by subfunctors represented by affine schemes (see
Section 25.15 in [Sta19]) is necessary for F to be representable.
This idea that representable functors are just sheaves with values in Set can be
generalized by replacing the Zariski topology with a more exotic one. The key idea
is to think of an open cover of U not as a collection of subsets {Ui} but instead as
a collection of morphisms {Ui → U} satisfying certain properties. Formalizing this
notion leads to the definition of a Grothendieck topology on a category (see [Vis05]).
In this interpretation the Zariski topology may be viewed as a Grothendieck
topology on Sch which assigns to each scheme U ∈ Sch an open cover {Ui → U},
where the morphisms are open embeddings (of schemes).
Other important Grothendieck topologies comes from replacing open embeddings
with various types of flat morphisms. For example, the e´tale topology considers cov-
erings by e´tale morphisms, the fppf topology uses coverings by morphisms that are
faithfully flat and locally of finite presentation, and the fpqc topology works with
coverings by morphisms that are faithfully flat and quasicompact (open quasicom-
pact subsets are images of open quasicompact subsets).
By replacing the Zariski topology on Sch with one of these (finer) topologies, we
can get potentially more interesting sheaves. For example a sheaf with respect to
the e´tale topology on Sch
F : Schope´tale → Set
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together with a “covering” condition similar to the one for schemes is called an
algebraic space (see Chapter 5 in [Ols16]).
Unfortunately, simply changing the topology on Sch is often not sufficient if we
are trying to solve a moduli problem where the objects have nontrivial automor-
phisms. To account for these, we replace the target category Sch with the category
of groupoids Gpd. The objects of Gpd are categories in which all of the morphisms
are isomorphisms. A functor
F : Schopfppf → Gpd
is called a stack if it is a sheaf in the fppf-topology. The gluing procedure necessary
for F to be a sheaf is called decent. An additional “covering” condition can be used
to obtain an algebraic stack. Note that as Gpd is a category of categories, then F
is actually a pseudofunctor (also called a weak 2-functor).
It is possible to think of a stack X as a category fibered in groupoids rather than
as a pseudofunctor ([Vis05]). In the analogy with sheaves on a topological space
this is akin to taking the “total space”. The corresponding functor F acts like a
section of this space.
If we are interested in stacks that solve a given moduli problem, we define a
moduli functor as follows:
M : Schopfppf → Gpd
M(S) = 〈families over S〉.
Note that since the groupoid structure accounts for isomorphisms between families,
we do not quotient out by the equivalence relation.
Example 2.5.4.
(1) Let X be a smooth, projective curve. The moduli stack of rank r and
degree d vector bundles on X is defined by the functor
Bunr,d(X) : Sch
op
fppf → Gpd
Bunr,d(X)(T ) =
〈
vector bundles E → T ×X ,
rkE = r and degE|{t}×X = d for all t ∈ T
〉
(2) Let G be an affine algebraic group acting on an algebraic variety X (see
Section 6 for details). The quotient stack corresponding to this action is
defined as follows
[X/G] : Schopfppf → Gpd
[X/G](T ) =
〈
π : E → T principal G-bundles on T ,
equivariant morphisms p : E → X
〉
The intuition is that the “points” of [X/G] are orbits with respect to the G-
action and the automorphism groups of these points are just the stabilizers.
To see this is plausible, let us assume that the quotient X/G exists as
a variety (in the sense that X/G has an algebraic variety structure and
X → X/G is a principal G-bundle). In this case, the points of X/G over T
can be seen as morphisms Hom(T,X/G). Given a morphism f : T → X/G,
the pullback of the G-bundle f∗X yields an object in [X/G](T ). Conversely,
given an object in [X/G](T ) we can construct f : T → X/G via gluing using
a local trivialization of the principal G-bundle E.
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In the case that X = SpecC, the mapping p in the definition of [X/G](T )
is irrelevant, and we are left with just G-bundles over T . If G = GL(n,C),
we get
[X/G](T ) = 〈vector bundles E → T of rank n〉.
This can be seen as the stacky version of the moduli functor for dimension
n vector spaces that we have already discussed in Example 2.4.1. From
Remark 6.2.7 it follows this stack has a single point corresponding to the
unique isomorphism class of n-dimensional vector spaces.
3. The Beilinson spectral sequence
3.1. Spectral sequences. Before proceeding with further examples of moduli
spaces, we would like to prove an important computational result that will be used
in the next two sections to identify coherent sheaves with quiver representations. In
order to do this, we begin with a short introduction to spectral sequences, focusing
on the spectral sequences used to compute right hyper-derived functors.
Throughout this section let C be an abelian category with enough injectives. Let
F : C → C be a left exact functor. Recall the construction of the right derived
functor of F . Namely, for any E ∈ C consider the injective resolution
0→ E → I0 → I1 → · · · .
Applying F we get the chain complex
0→ F (I0)
d0−→ F (I1)
d1−→ · · · .
The right derived functor RiF is defined by RiF (E) = ker diim di−1 . Note that if G :
Cop → C is a left exact functor, we can compute RiG(E) as the cohomology of the
complex obtained from a projective resolution of E .
Example 3.1.1.
(1) If f : X → Y is a morphism of ringed spaces and F = f∗ is the direct image
functor for OX -module, then R
if∗ is the higher direct image functor. If Y
consists of a single point, then Rif∗ = H
i is the cohomology functor.
(2) If X is a ringed space, and F = Hom(E ,−) is the Hom functor for some
OX -module E , then R
iF (G) = Exti(E ,G) for any OX -moduli G. Similarly,
if G = Hom(−, E), then Ri(G) = Exti(G, E).
We would like to be able to obtain an analogous definition of a right derived
functor for complexes of objects in C. To do this, we must first be able to construct
injective resolutions of complexes. This can be done with the help of the following
result (see Section III.7 of [GM03] for proof):
Theorem 3.1.2 (Cartan-Eilenberg resolution). Let C be an abelian category with
enough injectives, and let E• be complex of objects in C. There exists a double
complex
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...
...
...
· · · Ip,0 Ip+1,0 Ip+2,0 · · ·
· · · Ep Ep+1 Ep+2 · · ·
dp,1
dp,0
dp+1,1
dp+1,0
dp+2,1
dp+2,0
I•• such that Ipq = 0 for q < 0 and the entries in the column over any E i = 0
are equal to 0, and furthermore we have
(1) the complex ker(dp•) forms an injective resolution of ker(Ep → Ep+1),
(2) the complex im(dp−1•) forms an injective resolution of im(Ep−1 → Ep).
(3) the complex Hp(Ip•) forms an injective resolution of Hp(E•).
The double complex I•• is called an injective Cartan-Eilenberg resolution of E•.
If F : C → C is a left exact functor, then the right hyper-derived functor of F is
defined as
RiF (E•) := Hi(TotF (I••)),
the i-th cohomology of the total complex associated to the double complex I••. If
f : X → Y is a morphism of ringed spaces, then analogous to the higher direct
image functor Rif∗, we may define Rif∗. In the case when Y is a point, Rif∗ = Hi
is called the hypercohomology functor.
Remark 3.1.3. There is a dual construction of the left hyper-derived functor
LiF associated with a right exact functor F , which involves a projective Cartan-
Eilenberg resolution. It is entirely analogous to the construction of the left derived
functor of F and can been seen in full detail in Chapter 5 of [Wei94].
We will need to compute Rif∗ in the category of sheaves. In order to do this,
we will be using spectral sequences, which we will briefly introduce below.
Definition 3.1.4. Let C be an abelian category. A cohomology spectral se-
quence consists of the data
(1) A family of objects {Ep,qr } for p, q, r ∈ Z and r ≥ 0.
(2) Differentials dp,qr : E
p,q
r → E
p+r,q−r+1 satisfying
(a) dp+r,q−r+1r ◦ d
p,q
r = 0
(b) Ep,qr+1
∼= ker(dp,qr )/ im(d
p−r,q+r−1
r ).
Cohomological spectral sequences can be visualized as a sequence of “sheets” Er
of objects arranged at the vertices of the lattice Z2. The first few sheets appear as
follows.
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q
E030 E
13
0 E
23
0 E
33
0
E020 E
12
0 E
22
0 E
32
0
E010 E
11
0 E
21
0 E
31
0
E000 E
10
0 E
20
0 E
30
0
p
E0
q
E031 E
13
1 E
23
1 E
33
1
E021 E
12
1 E
22
1 E
32
1
E011 E
11
1 E
21
1 E
31
1
E001 E
10
1 E
20
1 E
30
1
p
E1
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q
E032 E
13
2 E
23
2 E
33
2
E022 E
12
2 E
22
2 E
32
2
E012 E
11
2 E
21
2 E
31
2
E002 E
10
2 E
20
2 E
30
2
p
E2
A spectral sequence is called bounded if for each (p, q) ∈ Z2 there exists a r0 such
that dpqr = d
p−r,q+r−1
r = 0 for r ≥ r0. This means E
pq
r
∼= Epqr0 for r ≥ r0. We write
Epg∞ for this object.
A bounded spectral sequence converges to H• for each Hn there exist a decreas-
ing finite filtration
0 = FmHn ⊂ · · · ⊂ F p+1Hn ⊂ F pHn ⊂ · · · ⊂ FMHn = Hn
such that Epqr
∼= F pHp+q/F p+1Hp+q. We write Epqr ⇒ H
p+q.
A spectral sequence collapses at Er if there is exactly one nonzero row or column
in {Epqr }. If such a spectral sequence converges to H
•, then we can obtain Hn as
the unique nonzero Epqr with p+ q = n.
A filtration of a cochain complex C• is an ordered family F •C• of chain sub-
complexes
· · · → F lC• ⊂ F l−1C• ⊂ · · · ⊂ C•
Such a filtration is called bounded if for each n there are m < M such that FmCn =
0 and FMCn = Cn. We will need the following convergence theorem for spectral
sequence (see Theorem 5.5.1 in [Wei94] for proof).
Theorem 3.1.5. A filtration F •C• of a cochain complex C• naturally deter-
mines a spectral sequence {Epqr } such that E
pq
0 = F
pCp+q/F p+1Cp+q and Epq1 =
Hp+q(Ep•0 ). If this filtration is bounded, then the spectral sequence is bounded and
converges to the cohomology H•(C). That is, Epqr ⇒ (C
•).
The two spectral sequences we are interested in are associated to the filtrations
of a double complex.
Example 3.1.6 (Filtrations of a double complex). If C•• is a double complex, then
it has two natural filtrations: one by rows and one by columns. More precisely, there
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is a filtration on the total complex Tot(C••) of C•• where FnTot(C••) is given by
Tot(D••n ) , where
Dpqn =
{
Cpq for p ≥ n
0 for p < n.
This results in an E0 that looks as follows (the connecting maps are just the vertical
differentials of C••).
q
C03 C13 C23 C33
C02 C12 C22 C32
C01 C11 C21 C31
C00 C10 C20 C30
p
E0
The correspondingE1 comes frommaps induced on cohomology by the horizontal
differentials.
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q
H3(C0•) H3(C1•) H3(C2•) H3(C3•)
H2(C0•) H2(C1•) H2(C2•) H2(C3•)
H1(C0•) H1(C1•) H1(C2•) H1(C3•)
H0(C0•) H0(C1•) H0(C2•) H0(C3•)
p
E1
If the original filtration was bounded, then we get
Epq2 = H
p
hH
q
v (C
••)⇒ Hp+q(TotC••),
where cohomology is computed using the vertical differentials first, and then using
the horizontal differentials.
Similarly, we can define a filtration on the double complex by rows. Namely,
FnTot(C••) is given by Tot(D••n ), where
Dpqn =
{
Cpq for q ≥ n
0 for q < n.
This gives us an E0 that looks as follows (the connecting maps are the horizontal
differentials).
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q
C30 C31 C32 C33
C20 C21 C22 C23
C10 C11 C12 C13
C00 C01 C02 C03
p
E0
The corresponding E1 comes from maps induced on cohomology by the vertical
differentials.
q
H3(C•0) H3(C•1) H3(C•2) H3(C•3)
H2(C0•) H2(C1•) H2(C2•) H2(C3•)
H1(C•0) H1(C•1) H1(C•2) H1(C•3)
H0(C•0) H0(C•1) H0(C•2) H0(C•3)
p
E1
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If the original filtration was bounded, then we get
Epq2 = H
p
vH
q
h(C
••)⇒ Hp+q(TotC••),
where cohomology is computed using the horizontal differentials first, and then
using the vertical differentials.
We can apply this example to the double complex F (I••) coming from the
Cartan-Eilenberg resolution I•• that is used to compute RF iE•.
This yields an important result we will be using in the next section (see Section
5.7.9 in [Wei94]):
Theorem 3.1.7. If the corresponding filtrations defined on the double complexes
are bounded, then there are two convergent spectral sequences
RpFHq(E•)⇒ Rp+qF (E)
HpRqF (E•)⇒ Rp+qF (E).
3.2. The Beilinson spectral sequence. The next two examples of moduli spaces
arise from applying a result of Beilinson ([Bei78]). We would like to give a proof of
the following theorem:
Theorem 3.2.1 (Beilinson). For any coherent sheaf F on Pn there exist two con-
vergent spectral sequences:
Epq1 = H
q(Pn,F(p))⊗ Ω−p(−p)⇒ Hp+q =
{
F for p+ q = 0
0 for p+ q 6= 0
Epq1 = H
q(Pn,F ⊗ Ω−p(−p))⊗OPn(p)⇒ H
p+q =
{
F for p+ q = 0
0 for p+ q 6= 0
where Ω = Ω1
Pn
is the sheaf of differential 1-forms on Pn.
A key part of proving the existence of the Beilinson spectral sequence involves
constructing a resolution of the structure sheaf O∆ of the diagonal ∆ →֒ Pn × Pn.
To do this, we will require the following lemma:
Lemma 3.2.2. Let E be a locally free sheaf of rank r on an algebraic variety X.
Let s ∈ H0(X, E) be a global section such that the zero locus Z := Z(s) of s is a
codimension r subvariety in X. The structure sheaf OZ has a locally free resolution
defined by the Koszul complex:
0→ ∧rE∨ → · · · → ∧2E∨ → E∨ → OX → OZ → 0,
where the connecting maps are given by contraction with s.
For a proof of this lemma see Section IV.2 in [FL85]. It relies on the fact that
locally s defines a regular sequence. We can now proceed with the construction of
the Beilinson spectral sequence.
Proof of Theorem 3.2.1. Let p1, p2 : Pn×Pn → Pn be the two projections onto Pn.
If F ,G are coherent sheaves over Pn, denote by F ⊠ G := p∗1F ⊗ p
∗
2G the exterior
tensor product. Consider the following version of the Euler short exact sequence
on Pn:
0→ O(−1)→ On+1 → Q→ 0,
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where Q = T (−1) is the tangent sheaf twisted by O(−1). Let E := O(1) ⊠ Q ∼=
Hom(p∗1O(−1), p
∗
2Q). The Euler sequence induces the long exact sequence:
0→ H0(Pn,O(−1))→ H0(Pn,On+1)→ H0(Pn,Q)→ H1(Pn,O(−1))→ · · · .
Since H0(Pn,O(−1)) = H1(Pn,O(−1)) = 0 and → H0(Pn,On+1) = Cn+1, we get
→ H0(Pn,Q) ∼= Cn+1. Furthermore, we can compute
H0(Pn × Pn, E) = H0(Pn × Pn, p∗1O(1)⊗ p
∗
2Q)
∼= H0(Pn,O(1))⊗H0(Pn,Q)
∼= (C∨)n+1 ⊗ Cn+1 ∼= End(Cn+1).
Let s ∈ H0(Pn×Pn, E) be the section corresponding to the identity endomorphism
in the above identification. We wish to verify that the diagonal ∆ →֒ Pn × Pn is
the zero locus of s. Indeed, let v, w ∈ Cn+1 − {0} and let xv, yw ∈ Pn correspond
to the lines through the origin and v, w, respectively. The fiber over (xv, yw) of E
(as a vector bundle) may be computed to be
E(xv,yw) = (p
∗
1O(1)⊗ p
∗
2Q)(xv ,yw) = p
∗
1O(1)(xv ,yw) ⊗ p
∗
2Q(xv,yw)
= O(1)xv ⊗Qyw
∼= Hom(O(−1)xv ,Qyw).
Therefore, after identifying O(−1)xv with the line Cv and Qyw with the quotient
Cn+1/Cw (via the Euler sequence), we may interpret s(xv, yw) ∈ E(xv,yw) as a
morphism of vector spaces defined by:
s(xv , yw)(av) = [av] ∈ C
n+1/Cw for any a ∈ C,
where [av] is equivalence class of av under the quotient map. This means that
s(xv, yw)(av) = 0 if and only if xv = yw. From this is not hard to see that the zero
locus Z(s) = ∆ as a subvariety of Pn × Pn. Noting that E is locally free of rank n,
we get by Lemma 3.2.2 a locally free resolution of O∆:
0→ ∧nE∨ → · · · →→ ∧2E∨ → E∨ → OPn×Pn → O∆ → 0.
We can rewrite this as
0→ p∗1O(−n)⊗ ∧
np∗2Q
∨ → · · · → p∗1O(−1)⊗ p
∗
2Q
∨ → OPn×Pn → O∆ → 0.
Using Q∨ = Ω1(1), we get
0→ O(−n)⊠ Ωn(1)→ · · · → O(−1)⊠ Ω1(1)→ OPn×Pn → O∆ → 0.
Tensoring by p∗1F , we obtain the following exact complex of sheaves:
0→ F(−n)⊠ Ωn(1)→ · · · → F(−1)⊠ Ω1(1)→ F ⊠O → p∗1F ⊗O∆ → 0.
Let Ci = F(−1)⊗ Ωi(i) for i = 0, 1, . . . , n, and denote by C• the complex
0→ C−n → · · · → C0 → 0.
We wish to compute Rip2∗(C•). Using the two spectral sequences of Theorem 3.1.7
associated to the corresponding injective Cartan-Eilenberg resolution, we obtain
1Epq2 = H
pRqp2∗(C
•)⇒ Rp+qp2∗(C
•)
2Epq2 = R
pHqp2∗(C
•)⇒ Rp+qp2∗(C
•).
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Note that the complex C• is exact in all but one term, so we have
Hq(C•) =
{
p∗1F ⊗O∆ q = 0
0 q 6= 0
which implies
Rpp2∗H
q(C•) =
{
Rpp2∗(p
∗
1F ⊗O∆) q = 0
0 q 6= 0.
Note that O∆ = ∆∗O, where ∆ : Pn →֒ Pn × Pn denotes the diagonal embedding
by abuse of notation. Therefore, by the projection formula, we get
Rpp2∗(p
∗
1F ⊗∆∗O)
∼= Rpp2∗(∆∗(∆
∗p∗1F ⊗O))
∼= Rpp2∗(∆∗((p1∆)
∗F ⊗O))
= (Rpp2∗)∆∗(F) =
{
F p = 0
0 p 6= 0.
The fact that (Rpp2∗)∆∗(F) = 0 for p > 0 can be shown by noting (R
pp2∗)∆∗(F) is
the sheaf associated to the presheaf U 7→ Hp(U × Pn,∆∗(F)|U×Pn) ∼= Hp(U,F|U ),
which vanishes for affine U if p > 0. Convergence of the spectral sequence 1Epq
implies that
Rp+qp2∗ (C
•) =
{
F p+ q = 0
0 p+ q 6= 0.
The remaining spectral sequence gives us
1Epq1 = R
qp2∗(C
p) = Rqp2∗(F(p)⊠ Ω
−p(−p)) = Rqp2∗(p
∗
1F(p)⊗ p
∗
2Ω
−p(−p))
= Rqp2∗(F(p)) ⊗ Ω
−p(−p) = Hq(Pn,F(p))⊗ Ω−p(−p),
where the last two equalities follow from the projection formula and the base change
theorem, respectively. Putting this together with the 2Epq computation, we obtain
1Epq1 = H
q(Pn,F(p))⊗ Ω−p(−p)⇒ Rp+qp2∗ (C
•) =
{
F for p+ q = 0
0 for p+ q 6= 0,
which proves the first part of the theorem. The spectral sequence in the second
part is obtained analogously after exchanging the roles of p1 and p2. 
Remark 3.2.3. Note that the proof of the theorem implies somewhat more than
the statement. Namely, both spectral sequences are situated at the points of the
n× n finite lattice in the second quadrant defined by −n ≤ p ≤ 0 and 0 ≤ q ≤ n.
4. Example: Vector Bundles on P1
4.1. Spectral sequence computation. Our first application of Beilinson’s spec-
tral sequence is in the context of vector bundles on the projective line. Applying
the first spectral sequence of Theorem 3.2.1 to a vector bundle E on P1 yields the
following:
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q
H1(P1, E(−1))⊗ Ω1 H1(P1, E)⊗O 1
H0(P1, E(−1))⊗ Ω1 H0(P1, E)⊗O 0
p −1 0
E1
Note that by a theorem of Grothendieck (see e.g. Section 10.5 in [Kem93]) any
vector bundle E on P1 is isomorphic to the direct sum of line bundles O(d1)⊕· · ·⊕
O(dr) where d1, . . . , dr ∈ Z. Therefore, if E is generated by global sections then
di ≥ 0 for all 1 ≤ i ≤ r. Consequently, H
0(P1, E∨) = 0. Since Ω1
P1
= O(−2), by
Serre duality we have
H1(P1, E) ∼= H0(P1, E∨(−2))∨
H1(P1, E(−1)) ∼= H0(P1, E∨(−1))∨.
Thus, for vector bundles E generated by global sections, the spectral sequence
collapses at E2, making ker d = 0 and giving us the following description of E:
E ∼= coker(H0(P1, E(−1))⊗O(−1)
d
−→ H0(P1, E)⊗O)
4.2. Moduli space of vector bundles. Now consider the classification problem
where:
A =

vector bundle E on P1 generated by global sections
degE = d and rkE = r
two bases of global sections
s1, . . . , sn ∈ H
0(P1, E)
t1, . . . , tm ∈ H
0(P1, E(−1))

and ∼ is given by vector bundle isomorphisms compatible with the chosen bases.
Note that m,n, r, d are not independent, since by Grothendieck’s theorem we have
that n = d+ r and m = d (this means m can be equal to 0). This can be extended
to the moduli functor M : Schop → Set as follows:
M(T ) = {(E, s, t)}/iso. compatible with s and t,
where E is a rank r vector bundle on T × P1
p
−→ T , degE|{x}×P1 = d for all x ∈ T ,
and s : p∗(E)→ O
n
T , t : p∗(E(−1))→ O
m
T are isomorphisms (the direct images are
vector bundles by Grauert’s theorem). As usual, M sends each morphism to the
pullback along that morphism.
Theorem 4.2.1. The functor M is represented by
X = {(b0, b1)|λ0b0 + λ1b1 injective for all [λ0 : λ1] ∈ P
1},
where b0, b1 ∈ Hom(Cm,Cn).
One may interpret points of X as representations of the Kronecker quiver K2
in standard coordinate spaces (i.e. the vector spaces assigned to the vertices are
the coordinate spaces Cn and Cm) subject to the given relations. We will not fully
prove this theorem, instead only establishing a bijection between the set A/ ∼
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and the set of points of X (similar to the proof of the equivalence of categories in
Lemma 5.5 of [CB04]). For a complete proof of the representability of the functor
see [Soi14]).
Proof of Theorem 4.2.1. Let E be a vector bundle on P1 generated by global sec-
tions on P1. The above computation using the Beilinson spectral sequence gives us
that
E ∼= coker(H0(P1, E(−1))⊗O(−1)
d
−→ H0(P1, E)⊗O).
Let V = H0(P1, E) andW = H0(P1, E(−1)). Since d ∈ Hom(W⊗O(−1), V ⊗O) ∼=
Hom(W,V )⊗H0(P1,O(1)), we can write d = b0x0+b1x1, where b0, b1 ∈ Hom(W,V )
and x0, x1 ∈ H
0(P1,O(1)) is the usual basis of global sections. The trivializations
of V and W identify b0, b1 with matrices in Hom(Cm,Cn). Since d is injective and
the cokernel is a vector bundle, then it is an injective morphism of vector bundles,
making it injective on the fibers. That is, if λ = [λ0 : λ1] ∈ P1, then d restricted to
the fiber over λ gives us the injective linear transformation dλ = λ0b0 + λ1b1.
Conversely, given (b0, b1) ∈ X we have the morphism d : Cm⊗O(−1)→ Cn⊗O
given by d = b0x0 + b1x1. The condition that λ0b0 + λ1b1 is injective for all
[λ0 : λ1] ∈ P1 means that d is an injective morphism of vector bundles. Thus,
E := coker(d) is a vector bundle. This gives us the short exact sequence
0→ Cm ⊗O(−1)→ Cn ⊗O → E → 0.
The corresponding long exact sequence for cohomology results in:
0→ H0(P1,Cm ⊗O(−1))→ H0(P1,Cn ⊗O)
→ H0(P1, E)→ H1(P1,Cm ⊗O(−1))→ · · · .
Since H0(P1,Cm ⊗ O(−1)) = H1(P1,Cm ⊗ O(−1)) = 0, then the isomorphism
H0(P1,Cn ⊗ O) ∼=→ H0(P1, E) determines a basis of global sections of E. A
similar computation for the short exact sequence twisted by O(−1):
0→ Cm ⊗O(−2)→ Cn ⊗O(−1)→ E(−1)→ 0,
yields an isomorphism H0(P1, E(−1)) ∼= H1(P1,Cm ⊗ O(−2)). Noting that by
Serre duality H1(P1,Cm ⊗ O(−2)) ∼= H0(P1, (Cm)∨ ⊗ O)∨, we get a basis for
H0(P1, E(−1)). It is easy to check the two constructions are mutually inverse.
Therefore, we obtain a bijection between A/ ∼ and the points of X . 
Remark 4.2.2. If we start with the assumption that E∨ is generated by global
sections, apply the Beilinson spectral sequence, and take the dual of the resulting
complex of sheaves, we get that
E ∼= ker(H0(P1, E∨)∨ ⊗O → H0(P1, E∨(−1))∨)⊗O(1).
This leads to an alternative moduli space
X ′ = {(b0, b1)|λ0b0 + λ1b1 surjective for all [λ0 : λ1] ∈ P
1},
parametrizing vector bundles E on P1 generated by global sections, together with
bases chosen for H0(P1, E∨)∨ and H0(P1, E∨(−1))∨.
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5. Example: Torsion-free sheaves on P2
5.1. Preliminaries. The second application of Beilinson’s spectral sequence allows
us to describe the moduli space of torsion-free sheaves on P2 framed at infinity in
terms of quiver representations.
More concretely, let l = {[0 : λ1 : λ2] ∈ P2} ⊂ P2. Let F be a torsion-free sheaf
on P2 such that for some positive integer r we have that F|l ∼= Orl . We say F is
trivial at infinity. Consider the following lemma:
Lemma 5.1.1. Let F be a torsion-free sheaf on P2 trivial at infinity. We have:
Hq(P2,F(−p)) = 0 for p = 1, 2 and q = 0, 2,
Hq(P2,F(−1)⊗ Ω1(1)) = 0 for q = 0, 2.
Proof. We have the following short exact sequence of coherent sheaves:
0→ OP2(−1)
x0−→ OP2 → Ol → 0,
where OP2(−1)
x0−→ OP2 is defined by multiplication by the global section x0 ∈
H0(P2,OP2(1)). Let k ∈ Z. Tensoring above sequence by F(−k) gives us the short
exact sequence:
0→ F(−k − 1)→ F(−k)→ F(−k)|l → 0.
The corresponding long exact sequence is:
0→ H0(P2,F(−k − 1))→ H0(P2,F(−k))→ H0(l,F(−k)|l)
→ H1(P2,F(−k − 1))→ H1(P2,F(−k))→ H1(l,F(−k)|l)
→ H2(P2,F(−k − 1))→ H2(P2,F(−k))→ 0.
Since F is trivial at infinity, it follows that{
H0(l,F(−k)|l) ∼= H
0(l,Orl (−k)) = 0 for k ≥ 1
H1(l,F(−k)|l) ∼= H
1(l,Orl (−k)) = 0 for k ≤ 1,
so the long exact sequence gives us{
H0(P2,F(−k − 1)) ∼= H0(P2,F(−k)) for k ≥ 1
H2(P2,F(−k − 1)) ∼= H2(P2,F(−k)) for k ≤ 1.
Since F is torsion-free, then the double dual F∨∨ is locally free (see e.g. Sec-
tion 30.12 of [Sta19]), and there is a natural inclusion F →֒ F∨∨. Noting that
Ω2
P2
= O(−3), by Serre duality we have H0(P2,F(−k)) →֒ H0(P2,F∨∨(−k)) ∼=
H2(P2, (F∨∨)∨(k − 3))∨. Now, let k ∈ Z be large enough so that by the Serre
vanishing theorem H2(P2, (F∨∨)∨(k − 3)) = H2(P2,F(k)) = 0. Using the isomor-
phisms above gives us the following:
H0(P2,F(−1)) ∼= H0(P2,F(−2)) ∼= · · · ∼= H0(P2,F(−k)) = 0
H2(P2,F(−2)) ∼= H2(P2,F(−1)) ∼= · · · ∼= H2(P2,F(k)) = 0.
This proves the first part of the lemma. The proof of the second part is analogous,
using the short exact sequence
0→ F(−k − 1)⊗ Ω1(1)→ F(−k)⊗ Ω1(1)→ F(−k)⊗ Ω1(1)|l → 0,
and the relation Ω1(1)|l ∼= Ol ⊕Ol(−1). 
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Applying the second spectral sequence of Theorem 3.2.1 to F(−1) we obtain the
following:
q
H2(P2,F(−1)⊗ Ω2(2))⊗O(−2) H2(P2,F(−1)⊗ Ω1(1))⊗O(−1) H2(P2,F(−1))⊗O 2
H1(P2,F(−1)⊗ Ω2(2))⊗O(−2) H1(P2,F(−1)⊗ Ω1(1))⊗O(−1) H1(P2,F(−1))⊗O 1
H0(P2,F(−1)⊗ Ω2(2))⊗O(−2) H0(P2,F(−1)⊗ Ω1(1))⊗O(−1) H0(P2,F(−1))⊗O 0
p −2 −1 0
E1
Applying Lemma 5.1.1 results in all of the entries in the first and third rows
being equal to 0. This leaves the middle row, which can be written as:
H1(P2,F(−1))⊗O(−2)
a′
−→ H1(P2,F(−1)⊗Ω1(1))⊗O(−1)
b′
−→ H1(P2,F(−1))⊗O.
The convergence condition implies ker(a′) = coker(b′) = 0 and that the cohomology
of the middle term is F(−1). Twisting this complex by O(1) we obtain the complex
H1(P2,F(−1))⊗O(−1)
a
−→ H1(P2,F(−1)⊗Ω1(1))⊗O
b
−→ H1(P2,F(−1))⊗O(1).
As before, we get that ker(a) = coker(b) = 0 and F ∼= ker(b)/ im(a). This kind
of three term complex where the first morphism is injective and the second is
surjective is called a monad. We compute the dimensions of the vector spaces
involved in constructing the above monad in following lemma we will make use of
later.
Lemma 5.1.2. Given a torsion-free sheaf F on P1 that is trivial at infinity, we
have:
dimH1(P2,F(−2)) = dimH1(P2,F(−1)) = c2(F) = n
dimH1(P2,F(−1)⊗ Ω1(1)) = 2c2(F) + rk(F) = 2r + n.
Proof. Recall if E is a rank r locally free sheaf over a smooth projective scheme
X , then the splitting principle lets us write the total Chern class of E as c(E) =∏r
i=1(1+αi), where αi are the Chern roots of E. Furthermore, the Chern character
can be computed as ch(E) =
∑
i e
αi and Todd class is td(E) =
∏
i
αi
1−e−αi
. Together
these formulas imply:
ch(E) = rk(E) + c1(E) +
1
2
(c1(E)
2 − 2c2(E)) + · · ·
td(E) = 1 +
1
2
c1(E) +
1
12
(c1(E)
2 + c2(E)) + · · ·
If L is a line bundle on X , then a further computation using Chern roots gives us
that
c(E⊗L) = 1+(c1(E)+rc1(L))+
(
c2(E) + (r − 1)c1(E)c1(L) +
(
r
2
)
c1(L)
2
)
+ · · · .
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The integral cohomology ring for the projective plane is H∗(P2,Z) = Z[H ]/H3,
where H is the class corresponding to the hyperplane {(0, x1, x2)|x1, x2 ∈ C} ⊂ C3.
Therefore, the Euler sequence 0→ OP2 → OP2(1)
3 → TP2 → 0 gives us that:
c(TP2) =
c(OP2(1)
3)
c(OP2)
= (1 +H)3 = 1+ 3H + 3H2.
Consequently, we have td(TP2) = 1 +
3
2H +H
2. Consider the following short exact
sequence of coherent sheaves:
0→ H1(P2,F(−1))⊗O(−1)→ ker(b)→ F → 0.
Note this is a resolution of F by locally free sheaves. We have that the Euler
characteristic for the locally free sheaf O(−1) is χ(O(−1)) = 0. This means χ(F) =
χ(ker(b)), and we may assume for the rest of the proof that F is locally free of rank
r.
By the Hirzebruch-Riemann-Roch theorem we have
χ(F(−2)) =
∫
P2
ch(F(−2))td(TP2),
where the integral implies we are taking the component of the product belonging
to the top cohomology group. Using the formula above, c(F(−2)) = 1 − 2rH +
(n+4
(
r
2
)
)H2. Therefore, we have ch(F(−2)) = r− 2rH + (2r− n)H2. By Lemma
5.1.1, we get
χ(F(−2)) = − dimH1(P2,F(−2)) =
∫
P2
ch(F(−2)) · td(TP2)
= r − 3r + 2r − n = −n.
We can use analogous computations to prove the remaining two formulas. 
5.2. Moduli space of torsion-free sheaves. As in the case of P1 we consider
the related classification problem described as follows:
A =

F is a torsion-free coherent sheaf on P1 trivial at infinity
rkF = r and c2(F) = n
Φ : F|l → O
r
l is a trivialization on l

and ∼ is given by sheaf isomorphisms that are compatible with the trivialization.
Note that the first Chern class c1(F) = 0 using the functoriality of Chern classes
with respect to pullback and c1(F|l) = c1(OP1) = 0. The corresponding moduli
functor may be written as:
M(T ) = {(F ,Φ)}/iso. compatible with Φ,
where F is a rank r torsion-free coherent sheaf on T × P2, c2(F|{x}×P2) = n for all
x ∈ T , and Φ : F|T×l → O
r
T×l is an isomorphism.
Theorem 5.2.1. The functor M is represented by
X = {(B1, B2, i, j)}/GL(n,C),
where B1, B2 ∈ Hom(Cn,Cn), i ∈ Hom(Cr,Cn), and j ∈ Hom(Cn,Cr) subject to
the conditions:
(1) [B1, B2] + ij = 0
(2) there is no proper subspace U ⊂ Cn such that B1(U) ⊂ U , B2(U) ⊂ U , and
im(i) ⊂ U ,
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and the action of GL(n,C) is given by change of basis for Cn:
g(B1, B2, i, j) = (gB1g
-1, gB2g
-1, gi, jg-1).
We can visualize the points of X as quiver representations up to GL(n,C) action:
Cn Cr
B1
B2
i
j
Once again, we will not fully prove this theorem, instead only establishing a
bijection between equivalence classes of torsion-free sheaves (with trivializations)
and the points of X .
Proof of Theorem 5.2.1. Let F be a torsion-free sheaf on P2 with trivialization
at infinity given by Φ. Let V = H1(P2,F(−2)), V ′ = dimH1(P2,F(−1)), and
W˜ = H1(P2,F(−1)⊗Ω1(1)). By the above discussion, we have that F is isomorphic
to the middle cohomology of the following monad:
V ⊗O(−1)
a
−→ W˜ ⊗O
b
−→ V ′ ⊗O(1).
Since a ∈ Hom(V ⊗O(−1), W˜⊗O) ∼= Hom(V, W˜ )⊗O(1) and b ∈ Hom(W˜⊗O, V ′⊗
O(1)) ∼= Hom(W˜ , V ′)⊗O(1), we can write:
a = a0x0 + a1x1 + a2x2
b = b0x0 + b1x1 + b2x2,
where a0, a2, a3 ∈ Hom(V, W˜ ), b0, b1, b2 ∈ Hom(W˜ , V
′), and x0, x1, x2 is the stan-
dard basis of global sections of OP2(1). Thus the data from the monad may be
expressed in terms of a quiver representation:
V W˜ V ′
a0
a1
a2
b0
b1
b2
Since ba = 0 we have the arrows in the above representation are subject to the
following relations:
b0a0 = b1a1 = b2a2 = 0
b0a1 + b1a0 = 0
b1a2 + b2a1 = 0
b2a1 + b1a2 = 0
Restricting our monad to l, we obtain:
V ⊗Ol
al−→ W˜ ⊗Ol
bl−→ V ′ ⊗Ol(1),
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where al := a|l = a1x1 + a2x2 and bl := b|l = b1x1 + b2x2. This gives rise to the
complex
0→ V ⊗Ol → ker(bl)→ F|l → 0,
which is a short exact sequence since F|l is a vector bundle. The corresponding
long exact sequence on cohomology is:
0→ H0(l,Ol(−1))⊗ V → H
0(l, ker(bl))→ H
0(l,F|l)
→ H1(l,Ol(−1))⊗ V → H
1(l, ker(bl))→ H
1(l,F|l)→ 0.
Since H0(l,Ol(−1)) = H
1(l,Ol(−1)) = 0, we have H
0(l, ker(bl)) ∼= H
0(l,F|l) and
H1(l, ker(bl)) ∼= H
1(l,F|l). Therefore, F|l ∼= O
r
l impliesH
1l, ker(bl) = H
1(l,F|l) =
0. The framing Φ allows us to obtain the trivializationH0(l, ker(bl)) ∼= H
0(l,F|l) ∼=
Cr.
We can use our monad to obtain a second short exact sequence:
0→ ker(bl)→ W˜ ⊗Ol → V
′ ⊗Ol(1)→ 0
with the corresponding long exact sequence on cohomology:
0→ H0(l, ker(bl))→ H
0(l,Ol)⊗ W˜ → H
0(l,Ol)⊗ V
′
→ H1(l, ker(bl))⊗ V → H
1(l,Ol)⊗ W˜ → H
1(l,Ol)⊗ V
′ → 0.
From the previous computation H1(l, ker(bl)) = 0. Moreover, since x1, x2 form a
basis for the vector space H0(l,Ol(1)), we have H
0(l,Ol(1))⊗V
′ ∼= (Cx1⊕Cx2)⊗
V ′ ∼= V ′ ⊕ V ′. Therefore, the long exact sequence yields the following short exact
sequence:
0→ H0(l, ker(bl))→ W˜

b1
b2


−−−−→ V ′ ⊕ V ′ → 0.
Let W := H0(l, ker(bl)) = ker
(
b1
b2
)
= ker(b1) ∩ ker(b2). Now, let us consider the
dual of the restriction of our monad to l:
(V ′)∨ ⊗Ol(1)
tbl−−→ (W˜ )∨ ⊗Ol
tal−−→ V ∨ ⊗Ol(1).
Using an analogous long exact sequence, we obtain the short exact sequence:
0→ H0(l, ker(tal))→ W˜
(ta1,
ta2)
−−−−−−→ V ∨ ⊕ V ∨ → 0.
This means (a1, a2) : V ⊕ V → W˜ is injective, so the morphism ap = λ1a1 + λ2a2
induced by a on the fiber over p = [0 : λ1 : λ2] ∈ l is also injective. Furthermore,
ker bp/ im(ap) = Fp is isomorphic to W via the trivialization Φ. This isomorphism
factors through the quotient map, so if w ∈ ker(ap)∩W , then w = 0. Consequently,
for p = [0 : 1 : 0], we get ker(a1) ∩ im(b2) = ker(a1) ∩ W = 0. This makes
b1a2 = −b2a1 : V → V
′ injective, so it is an isomorphism by Lemma 5.1.2.
Noting that im(a1)∩im(a2) = 0 and im(a2)∩ker(b1) = 0, we see W˜ is isomorphic
to V ⊕V ⊕W by Lemma 5.1.2 (i.e. dim im(a1)⊕ im(a2)⊕W = dim W˜ ). Identifying
V with V ′ and W˜ with V ⊕ V ⊕W via the isomorphisms, we see that
a1 =
− IdV0
0
 a2 =
 0− IdV
0
 b1 = (0 − IdV 0) b2 = (IdV 0 0) .
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Similarly, we can decompose a0 and b0 as follows:
a0 =
B1B2
j
 b0 = (−B2 B1 i) .
V
⊕
V V V
⊕
W
−B2
B2
B1
j
B1
i
Using ba = 0, we get that [B1, B2] + ij = 0. Note that Φ defines a trivialization
for W , identifying it with Cr. Choosing a basis of V , we can identify it with Cn.
This means B1, B2 ∈ Hom(Cn,Cn), i ∈ Hom(Cr,Cn), and j ∈ Hom(Cn,Cr). For
any other choice of basis of V , the corresponding matrices differ from (B1, B2, i, j)
by an action of GL(n,C) as described in the theorem statement.
In order to show that (B1, B2, i, j) defines a point in X it remains to verify
condition (2). Indeed, suppose there exists a proper subspace U ⊂ V such that
B1(U) ⊂ U , B2(U) ⊂ U , and im(i) ⊂ U . Let U
⊥ = {f ∈ V ∨|f(U) = 0} be the
orthogonal complement of U . Note that im(i) ⊂ U if and only if U⊥ ⊂ ker(ti).
Additionally, [B1, B2] + ij = 0 implies [
tB1,
tB2] +
tjti = 0.
Since B1(U) ⊂ U , B2(U) ⊂ U we have
tB1(U
⊥) ⊂ U⊥ and tB2(U
⊥) ⊂ U⊥.
Moreover, restricting to U⊥ we get [tB1,
tB2]|U⊥ = 0. This means
tB1,
tB2 have a
common invariant subspace, so they share an eigenvector. Let 0 6= f ∈ U⊥ be such
that
tB1f = λ1f
tB2f = λ2f,
for some λ1, λ2 ∈ C. Let λ = [0 : λ1 : λ2] ∈ P2. If bλ is the restriction of b to the
fiber over λ, we have:
tbλf =
−B2f + λ2fB1f − λ1f
if
 = 0.
This means tbλ is not injective, and consequently bλ is not surjective. Thus, b is
not surjective, leading to a contradiction.
Now, let (B1, B2, i, j) represent a point in X . Consider the following complex of
sheaves on P2:
Cn ⊗O(−1)
a
−→ (Cn ⊗O)⊕ (Cn ⊗O)⊕ (Cr ⊗O)
b
−→ Cn ⊗O(1),
where a =
B1x0 − x1B2x0 − x2
jx0
 and b = (−(B2x0 − x2) B1x0 − x1 ix0) (it is not hard
to check that indeed ba = 0). We will need to show that this complex is a monad,
and the cohomology F = ker(b)/ im(a) is a torsion-free sheaf.
It is easy to see from the way it is defined that a is injective on l, so we only need
to show that a is injective on the complement P2 − l = C2. If z1 =
x1
x0
, z2 =
x2
x0
, we
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get that
a|C2f =
B1f − z1fB2f − z2f
jf
 ,
where f(z1, z2) is a local section ofCn⊗O(−1)|C2 . If a|C2f = 0, then a|C2f(λ1, λ2) =
0 for all (λ1, λ2) ∈ C2. Therefore, f(λ1, λ2) = 0 or λ1 is an eigenvalue of B1 and λ2
is an eigenvalue of B2. However, B1 and B2 have only finitely many eigenvalues,
so f = 0 at all but finitely many points of C2. Thus it is identically 0 on C2, and
a is injective.
Note that b is surjective on l by construction. Now, suppose b is not surjective
on P2− l. This means tbλ is not injective for some λ = [1 : λ1, λ2], and consequently
there is a 0 6= f ∈ ker(tbλ). Let U = ker(f). Reversing the argument above, we
can see that b1(U) ⊂ U , b2(U) ⊂ U and im(i) ⊂ U . Therefore, b is surjective.
Thus we see that our complex is a monad. Furthermore, if we restrict it to l,
then it can be written as the direct sum of complexes:
Cn ⊗Ol(−1)
a˜
−→ Cn ⊗Ol ⊕ C
n ⊗Ol
b˜
−→ Cn ⊗Ol(1),
where a˜ =
(
−x1
−x2
)
and b˜ =
(
x2 −x1
)
, and
0→ Cr ⊕Ol → 0.
Note that the first complex is exact, so we get that Fl ∼= Cr ⊗Ol ∼= Orl , making F
trivial at infinity.
We can see that F is torsion-free on the rest of P2 as follows. Let s = (s1, s2.s3) ∈
ker(b) ⊂ (Cn⊗O)⊕ (Cn⊗O)⊕ (Cr⊗O)(U) be a local section over an open subset
U ⊂ P2 − l = C2 such that these is a nonzero f ∈ O(U) satisfying fs ∈ im(a|U ).
That is, there exists a t ∈ Cn ⊗O(−1)(U) such that:
fs1 = (B1 − z1)t
fs2 = (B2 − z2)t
fs3 = jt.
For l = 1, 2, we have that if (Bl − zl) is invertible on U , then t = f(Bl − zl)
-1
sl.
Consequently, if either (B1 − z1) or (B2 − z2) is invertible, then h =
t
f
∈ Cn ⊗
O(−1)(U) is well-defined, and moreover s = a|Uh. However, (B1−z1) and (B2−z2)
simultaneously fail to be invertible only at finitely many points of C2 (i.e. pairs
consisting of eigenvalues of B1 and B2, respectively). Therefore, h is well-defined
at all but finitely many points of U , so it is defined on all of U . Thus, s ∈ im(a|U ),
and therefore F(U) is torsion-free.
As seen previously, a long exact sequence for cohomology gives us the isomor-
phism H0(l,Fl) ∼= H
0(l,Cr ⊗ Ol). Denote this isomorphism by Φ. Since F is
trivial at infinity, Φ : Fl → O
r
l define a trivialization. Note we have the two exact
sequences
0→ Cn ⊗O(−1)→ ker(b)→ F → 0
0→ ker(b)→ (Cn ⊗O)⊕ (Cn ⊗O)⊕ (Cr ⊗O)→ Cn ⊗O(1)→ 0.
This means the total Chern class of F may be computed from
c(F)c(Cn ⊗O(−1))c(Cn ⊗O(1)) = c((Cn ⊗O)⊕ (Cn ⊗O)⊕ (Cr ⊗O)).
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Indeed, c(Cn ⊗O(−1)) = (1 −H)n, c(Cn ⊗O(1)) = (1 +H)n, and c((Cn ⊗O) ⊕
(Cn ⊗ O) ⊕ (Cr ⊗ O)) = 1. Therefore, c(F)(1 − H2)n = 1. Expanding this and
noting that H∗(P2,Z) = Z[H ]/H3, gives us c(F) = 1 + nH2. Thus, c2(F) = n.
It is not hard to check that the equivalence relation on the framed torsion-free
sheaves gives quadruples (B1, B2, i, j) equivalent under the given GL(n,C) action
and vice versa. Furthermore, the two constructions described above are mutually
inverse. Therefore, we obtain a bijection of sets. 
6. Algebraic group actions and quotients
A common approach to constructing a moduli space (or moduli stack) paramet-
rizing equivalence classes of elements of a set A with respect to the equivalence
relation ∼ is to identify A with points of a parameter space Y and to encode ∼
in the action of an algebraic group G on Y . That is, the set of orbits Y/G is in
bijection with the set of equivalence classes A/ ∼. In the ideal scenario, Y/G can
be given the structure of an algebraic variety and made into a coarse or fine moduli
space.
6.1. Actions of algebraic groups. Let us recall a few basic definitions from the
theory of algebraic groups. As before, all varieties and schemes are over the field
of complex numbers C. Recall that an algebraic group is a group G such that
G is an algebraic variety where the multiplication operation m : G × G → G
and the inversion operation i : G → G are both morphisms of algebraic varieties.
Such a group is called an affine algebraic group if the underlying variety is affine.
Examples include C with the standard addition operation, C× with respect to
multiplication, and GLn(C). The definitions of subgroup and normal subgroup can
all be transferred to the algebraic setting by specifying that the subgroups should
also be subvarieties.
An action of G on a variety X is called algebraic if the corresponding mapping
a : G ×X → X is a morphism of varieties. A morphism of varieties f : X → Y is
called G-equivariant if f(gx) = gf(x). It is called G-invariant if f(gx) = f(x).The
action of G on X induces an action on the C-algebra of regular functions O(X)
which may be written as g ·f(x) = f(g-1 ·x). A regular function f ∈ O(X) is called
G-invariant if g · f = f . Note that G-invariant functions can be defined similarly
for regular functions O(U) on any open subset U ⊂ X .
For any point x ∈ X , the stabilizer Gx is a closed subvariety of G since it is
the preimage of x under the morphism ax : G → X given by ax := a(−, x). The
structure of an orbit is more complicated and may be described as follows:
Proposition 6.1.1. Let G be an affine algebraic group and let X be an algebraic
variety with an algebraic action of G. For any x ∈ X, the orbit G · x is open in
its closure, and the boundary G · x − G · x consists of a union of orbits of strictly
smaller dimension.
Proof. The orbit G·x is the image of G×{x} ∼= G in X under the action morphism.
Therefore, by Chevalley’s Theorem, G·x is a constructible subset (i.e. a finite union
of locally closed subsets) of X . This is equivalent to the existence of a dense open
subset U ⊂ G · x of G · x such that U ⊂ G · x (Section AG.1.3 in [Bor91]). Since
the action of G is transitive on the orbit, it follows that every element of G · x is
contained in gU for some g ∈ G. Consequently, G · x =
⋃
g∈G gU , so G · x is open
in G · x.
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Note that the boundary G · x−G · x is invariant under the action of G. Indeed,
G · x is invariant under the action of G because multiplication by any g ∈ G is an
isomorphism and the image of G · x contains G · x. Since G · x is also invariant
under the action of G, then G · x − G · x is invariant. This means G · x − G · x
may be written as the union of orbits. Furthermore, we have dimG · x = dimG · x
since it is dense and open in its closure, while G · x > dim(G · x−G ·x). Therefore,
the dimension of the orbits comprising G · x − G · x is strictly smaller than the
dimension of G · x.

Note that the proposition implies orbits of minimal dimension are closed (and
hence that closed orbits exist). Let us looks at some examples of algebraic group
actions.
Example 6.1.2. Here are a few examples demonstrating the orbit structures of
actions of affine algebraic groups.
(1) (a) The group C× acts on A2 = C2 by t ·(x, y) = (tx, ty). The orbits under
this action are either punctured lines ℓ − {(0, 0)} through the origin
and the origin {(0, 0)} itself. Note that {(0, 0)} is a 0-dimensional
closed orbit contained in the closure of each 1-dimensional punctured
line. It’s easy to generalize this to an action of C× on An. The orbits
are once again just punctured lines through the origin together with
the origin.
(b) The action of C× on A2 descends to A2 − {(0, 0)}. This removes
the origin from the set of orbits described above, leaving only the
punctured lines through the origin ℓ − {(0, 0)}. This suggests that
the orbit space may be viewed as an algebraic variety since it can be
identified (set-theoretically) with P1. Similarly, the orbit space of the
action of C× on An can be identified with Pn−1.
(2) Slightly modifying the first example above, we can define a C× action on
A2 by t · (x, y) = (tx, t-1y). For this action we can describe the orbits as
follows:
• the curves {(x, y)|xy = a} ⊂ A2 where a ∈ C× are 1-dimensional
orbits,
• degenerate case xy = 0 is the union of the punctured coordinate axes
{(x, 0)} ⊂ A2 and {(0, y)} ⊂ A2, which are both 1-dimensional orbits,
• the origin {(0, 0)} is a 0-dimensional closed orbit contained in the
closure of each of the other orbits.
(3) The group GL(2,C) acts on the space of 2 × 2 matrices Hom(C2,C2) by
conjugation g ·B = gBg-1. Note that the orbit of B may be identified with
the Jordan normal form of B. Therefore, we can see that the orbits under
this action may be described as follows:
• the conjugacy class of each Jordan block
(
λ 1
0 λ
)
is a 2-dimensional
orbit,
• the conjugacy class of each diagonal matrix
(
λ1 0
0 λ2
)
where λ1 6= λ2
defines a closed 2-dimensional orbit,
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• each scalar matrix
(
λ 0
0 λ
)
is a closed 0-dimensional orbit contained
in the closure of the orbit defined by
(
λ 1
0 λ
)
.
6.2. Quotients. Recall from differential geometry that given a smooth manifold
M with a (smooth) free, proper action of Lie group G, the set of orbits M/G
can be given a unique structure of a smooth manifold such that the quotient map
M →M/G is a submersion (in fact, M →M/G is a principal G-bundle).
Similarly, in the case of an affine algebraic group G acting on an algebraic variety
X , we would like to endow the set of orbits X/G with a reasonable enough structure
of an algebraic variety. Unfortunately, X/G may be poorly behaved and not allow
for such a structure. Thus, before constructing quotients we should specify what
properties we would like these quotients to have. We begin by defining a general
concept of quotient in the category of varieties.
Definition 6.2.1. Let G be an affine algebraic group acting on a variety X. A
categorical quotient of the action of G on X is a pair (Y, φ) where Y is an
algebraic variety and φ : X → Y is a morphism such that the following conditions
hold:
(1) φ(g · x) = φ(x)
(2) For any algebraic variety Z with an action of G and any morphism ψ :
X → Z satisfying (1), there is a unique f : Y → Z such that ψ = f ◦ φ.
If φ-1(y) is a single orbit of the G action, then (Y, φ) is called an orbit space.
Note that the first condition means that φ is a G-invariant morphism and the
second is the universal property. This means Y is unique up to unique isomorphism.
We will refer to just Y as the categorical quotient when no confusion can occur.
Example 6.2.2. If (Y, φ) is a categorical quotient, then φ is invariant on any orbit,
so it maps the entire orbit to a single point. However, since φ is continuous, the
preimage of that point is a closed subset. Therefore, φ is constant on the closure
of any orbit.
In part 1 (a) of Example 6.1.2 there is an orbit consisting of single point contained
in the closure of every other orbit. This means (SpecC, φ), where φ is the constant
morphism, is the categorical quotient for each of these examples. Indeed, it is easy
to see that the constant morphism is G-invariant. Furthermore, any G-invariant
morphism ψ : A2 → Z must be constant. If the image of ψ is z ∈ Z, then
f : SpecC → Z defined by f(SpecC) = z satisfies ψ = f ◦ φ. It is also clearly
unique.
In part 1 (b) of Example 6.1.2, the categorical quotient is P1 together with the
standard quotient map φ : A2 − {(0, 0)} → P1. It’s easy to see that φ is C×-
invariant. Moreover, any morphism A2 − {(0, 0)} → Z constant on lines through
the origin descends to a unique f : P1 → Z such that ψ = f ◦ φ.
Note that the discussion in the above example implies that a categorical quotient
cannot be an orbit space unless all of the orbits are closed. We would like to refine
the concept of a categorical quotient in order to obtain a variety with additional
geometric properties. To do this, we will be working with the following definition
motivated by geometric invariant theory.
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Definition 6.2.3. Let G be an affine algebraic group acting on a variety X. A
good quotient is a pair (Y, φ) where Y is an algebraic variety and φ : X → Y is
an affine morphism such that the following holds:
(1) φ is G-invariant,
(2) φ is surjective,
(3) if U ⊂ Y is open, the induced morphism on regular functions OY (U) →
OX(φ
-1(U)) is an isomorphism between OY (U) and the G-invariant func-
tions in OX(φ
-1(U)),
(4) if W ⊂ X is a closed G-invariant subset, then φ(W ) is closed,
(5) if W1,W2 are closed G-invariant subsets of X such that W1∩W2 = ∅, then
φ(W1) ∩ φ(W2) = ∅.
If φ-1(y) is a single orbit of the G action, then (Y, φ) is called a geometric quo-
tient.
Remark 6.2.4. An immediate consequence of the definition of good quotient is
that for any x1, x2 ∈ X , we have φ(x1) = φ(x2) if an only if G · x1 ∩ G · x2 6= ∅.
Indeed, since φ is G-invariant, then it is constant on orbit closures, and therefore
G · x1 ∩ G · x2 6= ∅ implies φ(x1) = φ(x2). Conversely, if φ(x1) = φ(x2), then (5)
in the definition of good quotient implies G · x1 ∩ G · x2 6= ∅. This means good
quotients separate orbit closures.
Another consequence of the definition is that if all the orbits of an action with a
good quotient are closed, then the quotient is geometric. Let y ∈ Y . The preimage
φ-1(y) is nonempty, so it contains at least one orbit. It must also contain that
orbit’s closure, and therefore it contains a closed orbit (by Proposition 6.1.1). It
cannot contain more than one closed orbit, since that would contradict property (5)
in the definition of good quotient. If all orbits are closed, then φ-1(y) must contain
exactly one orbit, so the quotient is geometric.
All of the examples of group actions considered in Example 6.1.2 have good quo-
tients. It is not hard to check that the categorical quotients described in Example
6.2.2 also happen to be good. The remaining cases are addressed below.
Example 6.2.5. We will look at the following examples more closely after we
define the affine GIT quotient.
(1) The pair (A1, φ1), where φ1 : A2 → A1 is defined by f(x, y) = xy, is a good
quotient for the action in Example 6.1.2 (2).
(2) The pair (A2, φ2), where φ2 : Hom(C2,C2) → A2 is defined by φ2(A) =
(tr(A), det(A)) is a good quotient for the action in Example 6.1.2 (3).
As indicated by these examples, categorical and good quotients are related to
each other.
Proposition 6.2.6. Let G be an affine algebraic group acting on a variety X. Any
good quotient for this action is a categorical quotient.
Remark 6.2.7. There is a third possible type of quotient for an algebraic group
G acting on an algebraic variety X that we have already considered. Namely, the
quotient stack [X/G]. Recall that a quotient stack is a sheaf of groupoids in the
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fppf topology on the category of schemes:
[X/G] : Schopfppf → Gpd
[X/G](T ) =
〈
π : E → S is a principal G-bundle over X
P : E → X is an equivariant morphism
〉
There is a 2-categorical version of the Yoneda lemma ([Vis05]) which implies that
Hom(T, [X/G]) ∼= [X/G](S). Since the C-points of [X/G] are equivalence classes
of morphisms SpecC → [X/G], then this implies these points may be viewed as
G-equivariant morphisms p : G → X . In other words, they are orbits under the
action of G on X .
7. Geometric invariant theory
7.1. The affine quotient. We would like to begin our construction of good quo-
tients by consider the case when an affine algebraic group G acts on an affine variety
X . Recall that this action may be written as a morphism of varieties a : G×X → X .
Such a morphism induces a corresponding homomorphism of C-algebras of regular
functions:
a# : O(X)→ O(G×X)
a#(f)(g, x) = f(g · x).
This, in turn, defines a G-action on O(X) as follows:
g · f(x) = f(g-1 · x).
The set O(X)G := {f ∈ O(X)|g ·f = f}, consisting of G-invariant functions, forms
a subalgebra of O(X). If φ : X → Y is a G-invariant morphism of varieties, then
the induced homomorphism on the regular function φ# : O(Y ) → O(X) satisfies
g ·φ#(f)(x) = f(φ(g-1 ·x)) = φ#(f)(x). It follows that the image of φ# is contained
in O(X)G. In fact, if (Y, φ) is a good quotient, then the image must be isomorphic
to O(X)G. Thus, in order for a good quotient to exist (as a variety), we need
this subalgebra to be finitely generated. Unfortunately, this is not the case for the
action of an arbitrary affine algebraic group on an affine variety (Nagata constructs
a counterexample in [Nag60]). However, it can be shown to be true if we only
consider the actions of a specific type of group.
Recall that there is a multiplicative version of the Jordan decomposition that
can be obtained for elements of GL(n,C). Indeed, for any G ∈ GL(n,C) the Jordan
normal form yields G = C + N , where C is a diagonalizable matrix and N is a
nilpotent matrix. Noting that C is invertible, we can write U = In + C
-1N and
obtain the decomposition G = CU . The matrix C is diagonalizable, so C-1N is
nilpotent. This makes U a unipotent matrix.
A similar result may be obtained for an arbitrary affine algebraic groupG by con-
sidering faithful representations G →֒ GL(n,C) (these always exist; see Proposition
I.1.10 in [Bor91]).
Theorem 7.1.1 (Jordan decomposition). Let G be an affine algebraic group.
(1) For any g ∈ G and faithful representation ρ : G →֒ GL(n,C) there exist
unique elements gs, gu ∈ G such that g = gsgu = gugs, where ρ(gs) is
diagonalizable and ρ(gu) is unipotent.
(2) The decomposition in (1) does not depend on the choice of ρ.
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(3) If f : G → G′ is a homomorphism of algebraic groups, then we have that
f(g) = f(gs)f(gu) is the decomposition given in (1) for f(g).
We can immediately formulate the following definition:
Definition 7.1.2. An element g of an affine algebraic group G is called semisim-
ple if there exists a faithful representation ρ : G →֒ GL(n,C) such that ρ(g) is a
diagonalizable matrix. We call g unipotent if ρ(g) is a unipotent matrix.
Definition 7.1.3. An algebraic group is called unipotent if all of its elements are
unipotent.
Example 7.1.4. Let Un ⊂ GL(n,C) be the subgroup consisting of upper triangular
matrices with 1s on the diagonal. It is clear that any subgroup of Un is unipotent.
Definition 7.1.5. An affine algebraic group is called reductive if every unipotent
normal algebraic subgroup is trivial.
Example 7.1.6.
(1) The group C× is clearly reductive, since its only unipotent element is the
identity.
(2) More generally, the group GL(n,C) is reductive. Indeed, let U ∈ G be an
element of a unipotent normal subgroup G ⊂ GL(n,C). Since G is normal,
then the Jordan normal form JU of U is also in G. Moreover, since
tJU
has the same Jordan normal form as JU , then it is also in G. The matrix
tJUJU is real symmetric (the eigenvalues of unipotent matrix are all equal
to 1), so it is diagonalizable. The only way for such a matrix to also be
unipotent is if it is equal to In. However, this is only possible if JU = In.
Thus, G is trivial.
(3) The direct product of general linear groups GL(n,C) × GL(m,C) is re-
ductive. Since there is an injective morphism GL(n,C) × GL(m,C) →֒
GL(n+m,C) defined (A,B) 7→
(
A 0
0 B
)
, the projection of a normal unipo-
tent subgroup H of GL(n,C)×GL(m,C) onto either GL(n,C) or GL(m,C)
is a normal unipotent subgroup. This means both projections are trivial,
and therefore H is trivial. It is easy to see this generalizes to show that
any finite direct product of reductive groups is reductive.
(4) The (additive) group C is not reductive because it is unipotent. Indeed,
the homomorphism C → GL(2,C) defined by x 7→
(
1 x
0 1
)
sends every
element of C to a unipotent matrix.
If a reductive group G is acting on an affine variety X , then a theorem of Nagata
([Nag64]) says that the algebra of invariantsO(X)G is finitely generated. Let X//G
be the affine variety corresponding toO(X)G (i.e. the closed points of SpecO(X)G).
The inclusion O(X)G →֒ O(X) induces an affine morphism of varieties φ : X →
X//G. We call (X//G, φ) the affine GIT quotient.
Theorem 7.1.7. Let G be a reductive group acting on an affine variety X. The
affine GIT quotient (X//G, φ) is a good quotient.
A full proof of this theorem may be found in [New78]. Our previous discus-
sion concerning good quotients in Remark 6.2.4 immediately yields the following
corollary.
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Corollary 7.1.8. Let Let G be a reductive group acting on an affine variety X
such that (X//G, φ) is the affine GIT quotient. We have φ(x1) = φ(x2) if and
only if G · x1 ∩ G · x2 6= ∅. Furthermore, for any y ∈ X//G the preimage φ-1(y)
contains a unique closed orbit. If all the G-orbits under the action on X are closed,
then (X//G, φ) is a geometric quotient.
Remark 7.1.9. To keep the exposition simple we have combined several different
notions of reductivity into one. Namely, in addition to definition given above, there
are two more that appear in geometric invariant theory. If G is an affine algebraic
group, then
• G is called geometrically reductive if for every finite dimensional represen-
tation ρ : G→ GL(n,C) and G-invariant vector v ∈ V (i.e. g · v = v) there
exists a G-invariant homogeneous polynomial f with deg f ≥ 1 such that
f(v) 6= 0;
• G is called linearly reductive if the same is true for an invariant homogenous
polynomial of degree 1.
Nagata’s theorem concerning algebras of invariants used geometrically reductive
groups. A similar result was proved for actions of linearly reductive groups ([Hil90],
[Wey25]). However, since we are working over C, which has characteristic 0, re-
ductive, linearly reductive, and geometrically reductive groups all coincide (see
[Wey25], [Nag64], and [Hab75], among others).
Let us compute the affine GIT quotients for some of the examples we have seen
so far.
Example 7.1.10.
(1) If C× acts on A2 by t · (x, y) = (tx, ty), then the induced action on the
algebra of functions O(A2) = C[x, y] is t · f(x, y) = f(t-1x, t-1y). The only
invariants with respect to this action are the constant functions. That it,
O(X)C
×
= C. Thus, the affine GIT quotient is the one point variety SpecC
together with the constant morphism φ : A2 → SpecC.
(2) If Ctimes acts on A2 by t · (x, y) = (tx, t-1y), then the induced action on
O(A2) = C[x, y] is t · f(x, y) = f(t-1x, ty) =
∑
i,j t
j−ixiyj . In order for
f(x, y) to be G-invariant we must have i = j. Therefore, we haveO(X)C
×
=
C[xy]. It follows that the affine GIT quotient is (A1, φ), where φ : A2 → A1
is defined by φ(x, y) = xy.
(3) If G = GL(2,C) acts on A4 = Hom(C2,C2) by g · B = gBg-1, where
B =
(
x1 x2
x3 x4
)
, then the induced action on O(A4) = C[x1, x2, x3, x4] is
g · f(x) = f(g-1 · x).
If f is G-invariant, then it is constant on the conjugacy class closures of
2 × 2 matrices. Therefore, by Example 6.1.2, we see that f is determined
by its values on diagonal matrices. This means O(A4)G is contained in the
subalgebra C[λ1, λ2] (where λ1 and λ2 represent the eigenvalues). More-
over, since the Jordan normal form is only determined up to permutation of
the Jordan blocks, then G-invariants in C[λ1, λ2] must be invariant under
the action of the symmetric group S2. Therefore, O(A4)G is contained in
C[λ1, λ2]S2 . Note that trB and detB are both G-invariant regular func-
tions, restricting to the elementary symmetric polynomials λ1 + λ2 and
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λ1λ2 on diagonal matrices. Thus O(X)
G = C[λ1, λ2]S2 ∼= C[λ1, λ2]. Con-
sequently, the affine GIT quotient is (A2, φ), where φ : A4 → A2 is given
by φ(B) = (trB, detB)
(4) The above example can be generalized to the action of G = GL(n,C) on
An
2
= Hom(Cn,Cn) by conjugation. As in the case of 2 × 2 matrices,
each conjugacy class closure contains a diagonal matrix (the diagonal of
the Jordan normal form). Therefore, the algebra of invariants O(An
2
)G
is contained in the algebra of regular functions on the diagonal matrices
C[λ1, λ2 · · · , λn]. Invariance under the permutation of diagonal elements
means O(An
2
)G is actually contained in the algebra C[λ1, λ2 · · · , λn]Sn of
invariants under the action of the symmetric group.
Let φ : An
2
→ An be defined by φ(B) = (a0, · · · , an−1), where pB(t) =
a0+ · · ·an−1t
n−1+tn is the characteristic polynomial of B. Restricting φ to
diagonal matrices, we see that a0, · · · , an−1 are the elementary symmetric
polynomials in λ1, λ2 · · · , λn. These functions are G-invariants (since the
characteristic polynomial is invariant under conjugation) and also generate
C[λ1, λ2 · · · , λn]Sn . Thus, (An, φ) is the affine GIT quotient for the action
of GL(n,C).
As we have already seen in Corollary 7.1.8, an affine GIT quotient X//G cannot
be a geometric quotient unless the orbits of the group action are closed. Since this
is not always the case, we would like there at least to be a large enough subset of
X such that the restriction of the quotient morphism φ to X defines a geometric
quotient. In order to characterize the points of such a subset we need the following
definition:
Definition 7.1.11. A point x ∈ X is called stable if the orbit G · x is closed and
the stabilizer Gx is finite.
The set of stable points of X is exactly the open subset we need to obtain
geometric quotient.
Proposition 7.1.12. Let G be a reductive group acting on an affine variety X with
affine GIT quotient (X//G, φ). The set Xs of stable points is a G-invariant subset
of X such that Xs = φ
-1(φ(Xs)), φ(Xs) is open, and (φ(Xs), φ|Xs) is a geometric
quotient.
For a proof of this proposition see Section 5.1.c in [Muk03]. Let us determine
the stable points for each of the group actions in the previous example.
Example 7.1.13.
(1) The action of C× on A2 by t ·(x, y) = (tx, ty) has no stable points, since the
{(0, 0)} is the only closed orbit, and the entire group C× is its stabilizer.
(2) The stable points of the C× action on A2 by t · (x, y) = (tx, t-1y) are
just the points (x, y) belonging to the curves xy = a for a ∈ C×. The
restriction φ : A2−{(x, y)|xy = 0} → A1−{(x, y)} of the quotient morphism
φ(x, y) = xy defines a geometric quotient.
(3) The action by conjugation of GL(n,C) on the space of matrices An
2
=
Hom(Cn,Cn) also has no stable points, since every Jordan normal form
has a nontrivial stabilizer.
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7.2. The Proj quotient. We now proceed to describe a variation of Mumford’s
general GIT quotient construction for reductive group actions on affine varieties.
Let G be a reductive group acting on an affine algebraic variety X . Let χ : G→ C×
be a character of the group G (χ is taken to be algebraic). The group G acts on
the direct product X × C by
g · (x, z) = (g · x, χ(g)
-1
z).
Note that the algebra of regular functions is O(X ×C) = O(X)⊗C[z] = O(X)[z].
The induced G-action on this algebra may be written as
g · f(x, z) = g · (
l∑
n=0
fn(x)z
n) =
l∑
n=0
χ(g)−nfn(g
-1 · x)zn.
Therefore, if f(x, z) is G-invariant, then fn(g
-1x) = χ(g)nfn(x) for all 0 ≤ n ≤ l.
We call the functions fn(x) ∈ O(X) such that fn(g
-1x) = χ(g)nfn(x) is satisfied
χn-semi-invariants. Note that semi-invariants define a Z≥0-grading on the algebra
of invariants so that we have:
Aχ := O(X × C)
G =
⊕
n≥0
O(X)χ
n
,
where O(X)χ
n
⊂ O(X) is the subspace of χn-semi-invariants. It can be shown
using Hilbert’s theorem that the graded algebra O(X × C)G is finitely generated
(Section 6.1.b in [Muk03]). We will denote by X//χG the quasi-projective variety
corresponding to the closed points of ProjO(X × C)G.
Specifically, recall from Section 2 of [Har77] that for a graded algebra S =⊕
≥0 Sn there exists a quasi-projective scheme ProjS whose points are homoge-
neous prime ideals that do not contain the irrelevant ideal S+ =
⊕
>0 Sn. The
closed points of ProjS are the ideals that are maximal among homogeneous ideals
not containing the irrelevant ideal. Considering only the closed points when ProjS
is a reduced scheme of finite type we obtain a quasi-projective variety.
Note that the inclusion S0 ⊂ S induces a projective morphism ProjS → SpecS0
(this is true on the level of varieties as well). In the case of the graded algebra of
invariants Aχ we can interpret this as saying that there is a projective morphism
X//χG→ X//G induced by the inclusion O(X)
G = O(X)χ
0
⊂ O(X × C)G.
We would like X//χG to be a good quotient of a G-action just as we did in the
case of the affine GIT quotient. To do this we require the following definition:
Definition 7.2.1. Let G be a reductive group acting on an affine variety X, and
for nonzero f ∈ O(X)χ
n
let Xf = {x ∈ X |f(x) 6= 0}.
(1) A point x ∈ X is called χ-semistable if for some n > 0 there exists a
semi-invariant f ∈ O(X)χ
n
such that x ∈ Xf . We denote the set of χ-
semistable points of X by Xssχ . Points that are not semistable are called
unstable.
(2) If x1, x2 ∈ X
ss
χ , then x1 and x2 are called S-equivalent if and only if
G · x1 ∩G · x2 ∩X
ss
χ 6= ∅.
Note that the subset Xssχ =
⋃
Xf (the union is taken over all semi-invariants f
or positive degree). Since each Xf is open by definition and G-invariant because f
is a semi-invariant, then Xssχ is an open G-invariant subset of X .
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If x ∈ Xssχ , then let Ix = {f ∈ Aχ|f(x) = 0} be a homogeneous ideal of Aχ. This
ideal does not contain the irrelevant ideal because x is semistable. Furthermore, it
is maximal since x is a point. Thus it defines a point in X//χG. This defines a
natural morphism φ : Xssχ → X//χG. The pair (X//χG,φ) is called the Proj GIT
quotient with respect to χ. The following theorem is a special case of the results
found in Section 1.4 of [MFK94]:
Theorem 7.2.2. Let G be a reductive group acting on an affine variety X. The
Proj GIT quotient (X//χG,φ) is a good quotient, and the morphism φ induces a
bijection between the points of X//χG and the S-equivalence classes of G-orbits in
Xssχ
Example 7.2.3.
(1) Consider the action of G = C× on X = A2 by t · (x, y) = (tx, ty), together
with the character χ : C× → C× given by χ(t) = t-1. For f(x, y) =∑
i,j aijx
iyj ∈ O(X) we have
t · f(x, y) =
∑
i+j
aijt
−nxiyj,
so the χn-semi-invariants are degree n homogeneous polynomials. It fol-
lows that Aχ = C[x, y] with the standard Z≥0-grading. Consequently,
A2//χC× = ProjC[x, y] = P1. Note that Xssχ = A
2 − {(0, 0)}, since every
homogenous polynomial of degree greater than 0 vanishes at the origin.
Therefore, (P1, φ) where φ : A2 − {(0, 0)} → P1 is the morphism sending
every line through the origin to the corresponding point of P1 is the Proj
GIT quotient. It is not difficult to generalize this construction to the ac-
tion of C× on An+1 to obtain Pn as the quotient. In this case, since orbits
intersect outside of Xssχ , the S-equivalence classes of orbits are the orbits
themselves (i.e. lines going through the origin).
(2) Let G be reductive group acting on an affine variety X , and let χ : G→ C×
be the trivial character. In this case, we have that Aχ = O(X)
G ⊗ C[z] =
O(X)G[z], where elements ofO(X)G have degree 0 and z has degree 1. Note
that a homogeneous ideal of O(X)G[z] contains the irrelevant ideal if and
only if it contains z. Therefore, any maximal ideal m ⊂ O(X)G determines
a unique homogeneous maximal ideal M ⊂ O(X)G[z] not containing the
irrelevant ideal such that m = M ∩ O(X)G. It follows that X//χG =
ProjO(X)G[z] = SpecO(X)G = X//G. Since z is nonzero on all of X ,
then Xssχ = X . Consequently, the Proj GIT quotient (X//χG,φ) is the
same as the affine GIT quotient.
As in the case of the affine GIT quotient, we can impose additional conditions
on the points we consider in order to obtain an open subset of X on which the
G-action gives us a geometric quotient.
Definition 7.2.4. Let G be a reductive group acting on an affine variety X. A
point x ∈ X is called χ-stable if for some n > 0 there exists a semi-invariant
f ∈ O(X)χ
n
such that x ∈ Xf (i.e. x is semistable), the action G restricted to Xf
is closed, and the stabilizer Gx is finite. We denote the subset of χ-stable points of
X by Xsχ.
We have the following analogue of Proposition 7.1.12:
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Proposition 7.2.5. Let G be a reductive group acting on an affine variety X with
Proj GIT quotient (X//χG,φ). The set X
s
χ of stable points is a G-invariant subset
of X such that Xsχ = φ
-1(φ(Xsχ)), φ(X
s
χ) is open, and (φ(X
s
χ), φ|Xsχ ) is a geometric
quotient.
The proof can be found in Section 1.4 of [MFK94].
Example 7.2.6.
(1) If G = C× acts on X = An+1 by t · (x0, . . . , xn) = (tx0, . . . , txn), and
χ : C× → C× is given by χ(t) = t-1, then the stable points are those
with finite stabilizers and closed orbits in An+1 − {(0, . . . , 0)}. This means
Xsχ = A
n+1 − {(0, . . . , 9)}.
(2) If G is a reductive group acting on an affine variety X , and χ : G→ C× is
the trivial character, then Xsχ = Xs.
Note that an analogue of the corresponding result for quotients by actions of Lie
groups can be seen from the following theorem (see Section 1.4 and Appendix 1.D
in [MFK94] ):
Theorem 7.2.7. Let G be a reductive group acting on a smooth affine variety X
such that all points of X have connected stabilizers, and let χ be a character of G.
Let (Y, φ) be the geometric quotient corresponding to Xsχ.
If the action of G is free on Xssχ , then all χ-semistable points of X are χ-stable,
Y is smooth, and φ : Xsχ → Y is a principal G-bundle in the e´tale topology.
We can see that the relationship between the χ-stable and χ-semistable points
of X in the following diagram:
Xsχ ⊂ X
ss
χ ⊂ X
Xsχ/G ⊂ X//χG X//G
Remark 7.2.8. The Proj GIT quotient described in this section is a special case
of Mumford’s GIT quotient with respect to a specific linearization. Namely, let G
be a reductive group acting on a quasi-projective variety X . A linearization of the
action of G with respect to a line bundle π : L → X is an action of G on L such
that
(1) the morphism π is G-equivariant
(2) for all x ∈ X and g ∈ G, the morphism Lx → Lg·x induced by the action
of G on the fibers is linear.
The action of a : G × X → X induces the action a˜ : G × L → L, which in turn
defines a linear action of G on HO(X,L⊗r) for r ≥ 0. The GIT quotient is defined
in terms of
X//LG := Proj
⊕
r≥0
H0(X,L⊗r)G
 .
The semistable and stable points are defined as
• x ∈ X is semistable if for some r > 0 there exists an invariant section
σ ∈ H0(X,L⊗r)G such that x ∈ Xσ = {x ∈ X |σ(x) 6= 0} and Xσ is affine;
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• x ∈ X is stable if in addition to being semistable, the stabilizer Gx is finite,
and the action of G on the corresponding Xσ is closed.
In this case, there are versions of Theorems 7.2.2, 7.2.7, and Proposition 7.2.5 (see
Chapter 1 of [MFK94]) that hold true.
If X is an affine variety with the action of a reductive group G and χ : G→ C× is
a character, then we can define a linearization on the trivial line bundle X×C→ X
by
g · (x, z) = (g · x, χ(g)z).
One can check that this linearization gives us the Proj GIT quotient construction.
7.3. Quotients and coarse moduli spaces. We conclude this section by out-
lining the relationship between quotients and coarse moduli spaces. Recall from
Section 2 that if we are interested in finding a variety that classifies objects of a
set A up to an equivalence relation ∼, we begin by upgrading ∼ to an equivalence
relation on the set of families AT for each algebraic variety T . This allows us to
define a moduli functor M : Varop → Set by M(T ) = AT / ∼T on the objects and
M(f)(F) = f∗F on morphisms f : S → T .
Now, let F ∈ AX . We say F has the local universal property if for any family
G ∈ AT and point t ∈ T there exists an open neighborhood t ∈ U ⊆ T and a
morphism f : U → X such that G|U ∼U f
∗F . We will make use of the following
lemma.
Lemma 7.3.1. Let M be a moduli functor, and let F ∈ AX be a family with the
local universal property over an algebraic variety X. Suppose there is an algebraic
group G acting on X such that x1, x2 ∈ X belong to the same G-orbit if and only
if there is an equivalence of the fibers Fx1 ∼ Fx2 .
For any algebraic variety Y there is a bijection between the set of natural trans-
formations Nat(M, hY ) and the set of G-invariant morphisms f : X → Y .
Proof. The mapping ψ(η) = ηX(F) sends η ∈ Nat(M, hY ) to a morphism ηX(F) :
X → Y . Since η is a natural transformation, we have
ηX(F)(x) = ηSpecC(Fx) = ηSpecC(Fg·x) = ηX(F)(g · x),
so ηX(F) is G-invariant.
We construct the inverse of ψ by gluing. Let T be an algebraic variety and
G ∈ At a family over T . Let f : X → Y be a G-invariant morphism. Since F has
the local universal property, then there exists a cover {Ui → T } and a collection of
morphisms hi : Ui → X such that G|Ui ∼Ui h
∗
iF .
The compositions f ◦hi glue to define a morphism T → Y . Indeed, if u ∈ Ui∩Uj ,
we have
Fhi(u) ∼ (h
∗
iF)u ∼ Gu ∼ (h
∗
jF)uFhj(u).
This implies hi(u) and hj(u) belong to the same G-orbit, so f ◦ hi(u) = f ◦ hj(u).
This means the f ◦ hi(u) agree on intersections, so they glue. Note that a similar
argument shows that the resulting morphism does not depend on the choice of open
cover and hi.
Define ν :M→ hY by letting νT (G) be result of gluing the f ◦hi. Let ϕ : S → T
be a morphism. Let {Ui → T } and hi be as above. We have that Vi = ϕ
-1(Ui)
form an open cover of S. Moreover, we have
(hi ◦ ϕ)
∗F|Vi ∼Vi (ϕ
∗ ◦ h∗iF)|Vi ∼Vi ϕ
∗G|Vi .
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Therefore νT (G) ◦ ϕ|Vi = (f ◦ hi) ◦ ϕ = νS(ϕ
∗G)|Vi . Since the Vi cover S, then
νT (G) ◦ ϕ = νS(ϕ
∗G), so ν is a natural transformation.
The mapping ψ(f) = ν is the inverse of ψ. Indeed, ψ ◦ ψ = νX(F). By the
above construction, νX(F) = f ◦ IdX = f . Conversely, ψ ◦ ψ(η) = ν such that
νT (G)|Ui = ηX(F) ◦ hi, where Ui and hi are as above. Therefore, we get
νT (G)|Ui = ηX(F) ◦ hi = ηUi(h
∗
iF) = ηT (G)|Ui
by functoriality. Thus νT (G) = ηT (G) and we are done. 
This lemma gives us the following result.
Theorem 7.3.2. Under the assumptions of Lemma 7.3.1 we have that
(1) If the moduli functor M admits a coarse moduli space (Y, η : M → hY ),
then there exists a morphism φ : X → Y such that (Y, φ) is a categorical
quotient.
(2) If (Y, φ) is a categorical quotient of the action of G on X, then there exists
a natural transformation η : M → hY that makes Y into a coarse moduli
space for M if and only if (Y, φ) is an orbit space.
Proof. If (Y, η : M → hY ) is a coarse moduli space, the existence of φ follows
immediately from Lemma 7.3.1, and its universal property is a consequence of the
universal property of η.
If (Y, φ) is a categorical quotient, then by Lemma 7.3.1 φ = ηX(F) for some
natural transformation η : M → hY . Note that by the local universal property
every family in M(SpecC) is equivalent to a fiber of F . Moreover, two fibers of F
are not equivalent if and only if they are over points from different orbits. Thus the
mapping ηSpecC : M(SpecC) → Hom(SpecC, Y ) is a bijection if an only if (Y, φ)
is an orbit space. 
Example 7.3.3. Consider the moduli functor M classifying families of vector
spaces of dimension n up to isomorphism (seen in Example 2.4.1).
Let X = GL(n,C) be viewed as the space parametrizing choices of basis for the
vector space Cn. The group GL(n,C) acts on X by left multiplication. It is easy to
check that the pair (SpecC, φ), where φ : X → SpecC is the constant morphism,
is an orbit space for is action.
Let F = X × Cn be the trivial family over X . Let E be a rank n vector bundle
over an algebraic variety T . Since E is trivializable, then each point t ∈ T has an
open neighborhood t ∈ U ⊂ T such that U × Cn ∼U h∗F , where h : U → X is any
constant morphism. This means, F has the local universal property with respect
to M. Since the action of GL(n,C) on X only has one orbit, it is clear that two
fibers of F are equivalent if and only if the corresponding points of X lie in the
same orbit.
Thus, the coarse moduli space corresponding toM is the pair (SpecC, η), where
η :M→ hSpecC is a natural transformation such that ηT is the constant map. We
have already seen in Example 2.5.3 that this is the case.
8. Moduli spaces of quiver representations
8.1. Quiver Basics. We begin our discussion of moduli space constructions for
quiver representations by introducing basic notation and terminology. Recall from
the introduction that a quiver Q = (IQ, AQ, s, t) is a multidigraph. That is, Q is
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a directed graph where multiple edges between two vertices and loops are allowed.
The data defining Q consists of a set of vertices IQ, a set of arrows AQ, and two
mappings s, t : AQ → IQ defined such that the arrow a starts at s(a) and ends at
t(a). A quiver is said to be finite if IQ and AQ are finite. From now on, we will
assume all quivers we work with are finite, though much of this section remains
valid even if this is not the case.
Definition 8.1.1. A representation V of a quiver Q consists of a collection of
C-vector spaces {Vi}i∈IQ and a collection of linear transformations {fa}a∈AQ where
fa : Vs(a) → Vt(a).
A representation V of Q is said to be finite-dimensional if all of the Vi are
finite-dimensional. In this case the dimension vector α = (αi)i∈IQ of V is defined
by αi = dimVi.
We will often consider representations V in coordinate spaces, meaning that
Vi = Cαi . This makes each representation with dimension vector α = (αi) an
element V = (fa) ∈
∏
a∈AQ
Hom(Cαs(a) ,Cαt(a)).
Definition 8.1.2. Let V = ({Vi}, {fa}) and W = ({Wi}, {ha}) be two represen-
tations of a quiver Q. A morphism ϕ : V → W of quiver representations is a
collection of linear transformations ϕi : Vi → Wi such that ϕt(a) ◦ fa = ha ◦ ϕs(a)
for all a ∈ AQ.
We can generalize many notions from linear algebra to the context of quiver
representations. For example, a subrepresentation W ⊂ V of a representation
of Q consists of subspaces Wi ⊂ Vi and arrows ha : Ws(a) → Wt(a) such that
fa|Ws(a) = ha. One can similarly extend the definitions of quotient representation,
as well as of the kernel, the cokernel, the image of a morphism, etc. Note that the
representations of a quiver Q form a category R(Q), and it is not hard to see that
R(Q) is a C-linear abelian category.
We will denote by R(Q,α) the set of representations of Q with dimension vector
α. If we are considering representations of Q with dimension vector α in coordinate
spaces, then R(Q,α) has the structure of an affine space, and we denote it by
Rep(Q,α). The group G(α) :=
∏
i∈IQ
GL(Vi,C) acts on Rep(Q,α) by change of
basis at each vertex. That is, if V = (fa) ∈ Rep(Q,α) and g = (gi) ∈ G(α), then
g · V = (gt(a)fags(s)
-1). Note that two representations in Rep(Q,α) are isomorphic
if and only if they lie on the same G(α)-orbit.
Example 8.1.3. We have already seen several examples of quiver representations.
(1) The Jordan quiver J consists of a single vertex and single loop. Its repre-
sentations may be interpreted as pairs (V, fa), where V is a vector space
and fa ∈ End(V ) is its endomorphism. We saw in Example 2.4.2 that there
is no moduli space parametrizing the finite-dimensional representations of
J up to isomorphism.
V
fa
(2) The Kronecker quiver K2 consists of a pair of vertices and two arrows in
the same direction. In Section 4 we saw that an open subset of Rep(K2, α)
parametrizes vector bundles on P1 with some additional rigidity structure.
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0 1
b0
b1
(3) The An quiver a quiver associated to the Dynkin graph An consisting of n
vertices and n−1 arrows. Note that representations of A1 are just C-vector
spaces.
1 2 · · · na1 a2 an−1
In representation theory it is often convenient to view representations of objects
as modules over an algebra. We can obtain this kind of description for quiver
representations as follows.
Given a quiverQ, a path p = an · · · a2a1 inQ is a sequence of arrows an, . . . , a2, a1
such that h(ai) = t(ai+1) for 1 ≤ i ≤ n − 1. We will allow paths that contain no
arrows. Namely, for each vertex i ∈ IQ there is a trivial path denoted by pi such that
s(pi) = t(pi) = i. We will denote s(p) := s(an) and t(p) := t(a1). If s(p) = t(p),
then the path is called a cycle.
The path algebra CQ of Q is the associative C-algebra generated as a vector
space by ep for all paths p in Q. Multiplication is defined by concatenation of
paths. Namely,
epeq =
{
epq if s(p) = t(q),
0 otherwise.
The elements ei := epi are idempotent. In fact, they satisfy epei = ep for any p
such that s(p) = i and eiep = ep for any p such that t(p) = i. Note that if Q is
finite, then 1Q :=
∑
i∈IQ
ei is a unit element in CQ.
If V is a representation of the quiver Q, then any path p = an · · · a2a1 in Q
defines a linear transformation fp : Vs(p) → Vt(p) given by fan ◦ · · · ◦ fa1 . If V is a
representation of Q, then we can define a CQ-module structure on
⊕
i∈IQ
Vi by
epv =
{
fp(v) if v ∈ Vs(p).
0 otherwise.
Conversely, if V is a CQ-module, then let Vi = eiV . For each a ∈ AQ, let fa :
Vs(a) → Vt(a) be given by fa(v) = eav. This morphism is well-defined since
fa(Vs(a)) = eaVs(a) = eaes(a)V = et(a)eaV ⊂ et(a)V = Vet(a) .
Thus, we see that ({Vi}, {fa}) is a representation of Q.
It is not hard to extend the above constructions to morphisms and obtain the
following result (see Section 1.2 of [Bri12] for details).
Theorem 8.1.4. For a finite quiver Q, the category R(Q) is equivalent to the
category CQ−mod of modules over the path algebra of Q.
Example 8.1.5.
(1) Since the only nontrivial paths in the Jordan quiver J consists of concate-
nations of the loop with itself, the path algebra CJ is just the polynomial
algebra C[z].
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(2) The path algebra of the Kronecker quiverK may be realized as a subalgebra
of Hom(C2,C2)[z] that is generated by(
1 0
0 0
)
,
(
0 0
0 1
)
,
(
0 1
0 0
)
,
(
0 z
0 0
)
,
these correspond to the elements e1, e2, eb1 , and eb2 respectively.
Let us recall several definitions from algebra in the context of quiver represen-
tations.
Definition 8.1.6. Let V be a representation of the quiver Q.
• We say V is simple if it contains no nontrivial subrepresentations.
• We say V is semisimple if V = ⊕mi=1V
i where V i are simple.
• We say V is indecomposable if it cannot be written as the direct sum
V =W 1⊕W 2 such that W 1 and W 2 are both nontrivial subrepresentations.
Note that the correspondence between representations of Q and CQ-modules
preserves subobjects. Therefore, we can import the following basic results from
algebra.
Theorem 8.1.7 (Jordan-Ho¨lder filtration). Let V be a finite-dimensional repre-
sentation of a quiver Q. There exists a filtration of V by subrepresentations
0 = V0 ⊂ V1 ⊂ · · · ⊂ Vn−1 ⊂ Vn = V,
such that Vi/Vi−1 is simple for 1 ≤ i ≤ n. Moreover, the quotients Vi/Vi−1 are
unique up to reordering.
Lemma 8.1.8 (Schur’s Lemma). If V and W are simple representations of the
quiver Q, then all morphisms V → W are either isomorphisms or equal to zero.
All endomorphisms of V are equal to c Id, where c ∈ C and Id is the identity
endomorphism.
8.2. Affine quotients for quiver representations. We would like to describe
affine GIT quotients for the action of the reductive group G(α) on Rep(Q,α). This
can be done at the level of points by determining the closed orbits under this action,
or at the level of functions by determining the invariants. Let us begin with a few
examples:
Example 8.2.1.
(1) Consider the group action GL(1,C) × GL(1,C) on the product of affine
spaces A1 × A1 = Hom(C,C)×Hom(C,C) by (t, s) · (x, y) = (txs-1, syt-1).
Notice that (txs-1, syt-1) = (ts-1x, st-1y), so the orbits and the affine GIT
quotient are exactly the same as in Example 7.1.10 (2).
(2) Let us look at an upgraded version of the previous example. Consider the
quiver A2 consisting of the A2 quiver together with one additional arrow
in the opposite direction.
1 2
The group G(α) = GL(1,C) ×GL(2,C) acts on Rep(A2, α) := A2 × A2 =
Hom(C2,C)×Hom(C,C2) by
(A, t) ·
((
x1 y1
)
,
(
x2
y2
))
=
(
t
(
x1 y1
)
A-1, A
(
x2
y2
)
t-1
)
,
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where A =
(
a1 a2
a3 a4
)
∈ GL(2,C). Note that the product
(
x1 y1
)(x2
y2
)
=
x1x2 + y1y2 is constant on the orbits of G. Furthermore, all products
X :=
(
x2
y2
)(
x1 y1
)
=
(
x1x2 x2y1
x1y2 y1y2
)
coming from elements in the same
G(α)-orbit lie in the same GL(2,C) conjugacy class.
Consider all elements of Rep(A2, α) such that x1x2+y1y2 = c for a fixed
c ∈ C. Note that the eigenvalues of X are c and 0. If c 6= 0, this means
X is diagonalizable by some A ∈ GL(2,C). Let
(
z1 w1
)
=
(
x1 y1
)
A-1
and
(
z2
w2
)
= A
(
x2
y2
)
. We have
(
z1z2 z2w1
z1w2 w1w2
)
=
(
c 0
0 0
)
. Therefore,
w1 = w2 = 0 and z1z2 = c. Choosing t = c/z1, we get that each element
of X such that x1x2 + y1y2 = c 6= 0 is contained in the G(α)-orbit of((
c 0
)
,
(
1
0
))
Thus, the equation x1x2 + y1y2 = c 6= 0 define a unique
closed orbit of G(α).
In the case that c = 0, a similar computation shows that each orbit of
G(α) satisfying x1x2 + y1y2 = 0 is an orbit of an element of one of the
following forms((
0 0
)
,
(
x2
y2
))
,
((
x1 y1
)
,
(
0
0
))
,((
0 y1
)
,
(
x2
0
))
,
((
0 0
)
,
(
0
0
))
.
Only the last of these defines a closed G(α)-orbit (consisting of a single
point) as all of the others contain it in their closures.
Thus, we see that every G(α)-invariant regular function is defined by its
values on
((
c 0
)
,
(
1
0
))
and
((
0 0
)
,
(
0
0
))
. In other words, we have
O(Rep(A2, α))
G(α) = C[x1x2 + y1y2],
and consequently the affine GIT quotient is (A1, φ), where φ : Rep(A2, α)→
A1 is given by φ
((
x1 y1
)
,
(
x2
y2
))
= x1x2 + y1y2.
(3) Let us consider the action of the automorphism group on the representations
of the A2 quiver in standard coordinate spaces. That is, we consider the
action of GL(n,C)×GL(m,C) on the affine space Amn = Hom(Cm,Cn) of
n×m matrices defined by (A,B) · C = ACB-1.
Note that this action is transitive when restricted to matrices of rank r,
where 0 ≥ r ≤ min(m,n). Since rank r matrices are those with at least
one nonvanishing r × r minor, then the subset M≤r ⊂ Hom(Cm,Cn) of
matrices of rank less than or equal to r is a closed subvariety defined by
vanishing r × r. Similarly, the set of matrices M>r of rank greater than
r is open. It follows that the orbits of the GL(n,C) × GL(m,C) are all
locally closed (matrices of maximal rank form an open subset), with the
only closed orbit being that of the zero matrix. Thus there are no stable
points for this action.
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The affine GIT quotient in this case is SpecC since there are no noncon-
stant G-invariant functions (this is already true just for left multiplication
by elements of GL(n,C)).
The following theorem (proved in [LBP90]) allows us to compute invariants for
the standard group action on quiver representations in coordinate spaces.
Theorem 8.2.2 (Le Bryun and Procesi). Let Q be a quiver. The algebra of in-
variants O(Rep(Q,α))G(α) is generated by the functions tr(fp), where p is a cycle
in Q.
If a quiver contains no cycles, we immediately obtain.
Corollary 8.2.3. Let Q be a quiver with no cycles. We have O(Rep(Q,α))G(α) =
C, and consequently Rep(Q,α)//G(α) = SpecC.
Note that any cycle in Q can be concatenated with itself any number of times to
obtain additional cycles. This means, the above theorem provides an infinite num-
ber of generators, even though O(Rep(Q,α))G(α) is finitely generated. Therefore,
these generators must be subject to additional relations.
This can be seen directly as follows. Let p = am · · · a1 be a cycle in Q such
that ak 6= al for k 6= l, and let i be a vertex in this cycle such that αi is minimal.
This cycle defines a morphism of affine spaces Rep(Q,α)→ Aα
2
i given by V 7→ fp.
Since αi is minimal, the morphism is surjective. Therefore O(Aα
2
i ) injects into
O(Rep(q, α)). The action of G(α) induced on O(Rep(q, α)) is just conjugation by
GL(αi,C) when restricted to O(Aα
2
i ). It follows that, the G(α)-invariants tr(f lp)
are contained in O(Aα
2
i )GL(αi,C) for l ≥ 0. As seen in Example 7.1.10, the latter is
just the ring of symmetric polynomials C[λ1, · · · , λαi ]
Sαi . Under this identification,
tr(f lp) corresponds to the power sum symmetric polynomial pl := λ
l
1 + · · ·λ
l
αi
. It
is well-known that p1, . . . , pαi generate the ring of symmetric polynomials, so we
need only consider the traces of fp, . . . , f
αi
p .
Example 8.2.4. Consider A2, the double of the A2 quiver, consisting of two ver-
tices and two mutually inverse arrows.
1 2
a∗1
a1
The group GL(α) = GL(α0,C) × GL(α1,C) acts on Rep(A2, α). By Theorem
8.2.2 and the subsequent discussion, the algebra of invariants O(Rep(Q,α))G(α) is
C[tr(fp), . . . , tr(fnp )], where p = b0b1 and n = min{α0, α1}. This makes the affine
GIT quotient Rep(A2, α)//G(α) = An.
Recall that affine GIT quotients parametrize closed orbits under the group ac-
tion. Thus, in order to better understand Rep(A2, α)//G(α), we would like a nice
description of the representations in Rep(A2, α) that give rise to closed orbits. We
begin by describing orbit closures in terms of actions of one-parameter subgroups.
Definition 8.2.5. Let G be an algebraic group. A one-parameter subgroup
(also called a cocharacter) of G is a morphism of algebraic groups λ : C× → G.
This notion is dual to that of a character χ : G → C×, which we have already
seen in the previous section. Note that both the set of characters Hom(G,C×) and
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the set of cocharacters Hom(C×, G) of G have natural group structures. In the
case that G = C×, these groups coincide, and can be computed using the following
result from the theory of algebraic groups.
Proposition 8.2.6. If χ(t) ∈ Hom(C×,C×), then χ(t) = tn for some n ∈ Z.
Furthermore, mapping Hom(C×,C×) → Z given by χ 7→ n is an isomorphism of
groups.
Proof. Let m : C× × C× → C× be the multiplication operation on C×. Note that
this morphism of varieties induces a homomorphism of C-algebras defined by
m∗ : C[t, t-1]→ C[t, t-1]⊗C C[t, t
-1]
m∗(t) = t⊗ t.
Since χ(t) is a homomorphism of algebraic groups, we have that χ(m(t1, t2)) =
m(χ(t1), χ(t2)) for t1, t2 ∈ C×. On the regular functions this gives us m∗χ∗(t) =
χ∗⊗χ∗m∗(t), where χ∗ : C[t, t-1]→ C[t, t-1] is induced by χ. Let χ∗(t) = a−mt−m+
· · ·+ aM t
M =
∑
k akt
k. We have
m∗χ∗(t) =
∑
k
akt
k ⊗ tk =
∑
k,l
akalt
k ⊗ tl =
∑
k
akt
k ⊗
∑
k
akt
k = χ∗ ⊗ χ∗m∗(t).
By comparing the two summations, we see that χ∗(t) = akt
k for some k ∈ Z.
Let e∗ : C[t, t-1] → C be the algebra homomorphism corresponding to the group
identity element e : SpecC→ C× such that e(SpecC) = 1. We have χ(e(SpecC)) =
e(SpecC), which implies e∗χ∗(t) = e∗(t). Since e∗(t) = 1, we get ak = 1. Thus
every element χ ∈ Hom(C×,C×) has the form χ(t) = tn for some n ∈ Z.
Since every n ∈ Z defines an element t 7→ tn in Hom(C×,C×), it is easy to check
that χ 7→ n for χ(t) = tn is a group isomorphism Hom(C×,C×)→ Z. 
Recall that an affine algebraic group T is an algebraic torus if it is isomorphic
to (C×)m for some m > 0. The above proposition lets us immediately compute the
characters and cocharacters of T .
Corollary 8.2.7. Let T ∼= (C×)m be an algebraic torus. If χ(t) ∈ Hom(T,C×),
then χ(t) = tn1 · · · tnm for some n1, . . . , nm ∈ Z. If λ(t) ∈ Hom(C×, T ), then
λ(t) = (tl1 , . . . , tlm) for some l1, . . . , lm ∈ Z.
The following proposition is a well-known result from the theory of algebraic
groups (see e.g. Theorem 3.2.3 in [Spr98]) that we will be using later.
Theorem 8.2.8. Let T be an algebraic torus, and let ρ : T → GL(n,C) be a
morphism of algebraic groups (i.e. a linear representation of T ). There exists a
direct sum decomposition
Cn =
⊕
λ
Vλ,
where λ is a cocharacter of T and Vλ = {v ∈ Cn|t · v = λ(t)v for all t ∈ T }.
If an algebraic group G acting on an algebraic variety X , and λ(t) is a one-
parameter subgroup of G, then the action of G induces an action of λ(t) on X .
Note that there is an injective morphism of varieties C× →֒ C = A1. For any
x ∈ X , if the morphism λ(t) · x : C× → X induced by λ extends to a morphism
A1 → X we say that limt→0 λ(t) · x exists and is equal to the image of 0 under this
morphism.
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One useful consequence of the existence of such a limit is that limt→0 λ(t) ·x is a
limit point of G · x, so it is contained in G · x. The converse statement is also true
as may be seen in the following theorem from [Kem78].
Theorem 8.2.9. Let X be an affine variety with the action of a reductive group G,
and let x ∈ X. Let S be a closed G-invariant subset of X such that S ∩G · x 6= ∅.
There exists a one-parameter subgroup λ of G such that limt→0 λ(t) · x exists and
is in S.
We will need the next two lemmas in our description of closed G(α)-orbits.
Lemma 8.2.10. Let 0 = V0 ⊂ · · · ⊂ Vn = V be a filtration of V ∈ Rep(Q,α) by
subrepresentations. The associated graded representation gr(V•) := (V1/V0)⊕ · · · ⊕
(Vn/Vn−1) lies in the orbit closure G(α) · V .
Proof. Denote by Vki the vector spaces in the subrepresentation Vk. For each vertex
i ∈ IQ, choose a complementary subspace V
′
k+1i to the subspace Vki in Vk+1i where
0 ≤ k ≤ n − 1. Consider the one-parameter group λ(t) : C× → G(α) where
λ(t) = (λi(t))i∈IQ is such that λi(t) is the direct sum of scalar matrices that act by
t−k on V ′ki.
Note that Vi = V
′
1i ⊕ V
′
2i ⊕ · · · ⊕ V
′
ni. Therefore, each of the matrices fa may be
written as
fa =

f11a f
12
a · · · f
1n
a
0 f22a · · · f
2n
a
...
...
. . .
...
0 0 · · · fnna
 ,
where f lma : V
′
ms(a) → V
′
lt(a) are obtained by restricting fa to the direct summands.
The action of λ(t) restricted to f lma is just multiplication by t
m−l. It follows that
lim
t→0
λ(t) · fa = lim
t→0

f11a tf
12
a · · · t
n−1f1na
0 f22a · · · t
n−2f2na
...
...
. . .
...
0 0 · · · fnna
 =

f11a 0 · · · 0
0 f22a · · · 0
...
...
. . .
...
0 0 · · · fnna
 .
This means limt→0 V = V
′
1 ⊕ · · · ⊕ V
′
n, where V
′
l
∼= Vl/Vl−1. Thus gr(V•) is in the
closure of G(α) · V . 
Lemma 8.2.11. Let V,W ∈ Rep(Q,α) be such that there exists a one-parameter
subgroup λ : C× → G(α) with the property that limt→0 λ(t) · V = W . There exists
a filtration 0 = V0 ⊂ · · · ⊂ Vn = V such that W is isomorphic to gr(V•).
Proof. Let λi : C× → GL(αi,C) be the components of λ = (λi(t)) corresponding
to the vertex i ∈ IQ. For each k ∈ Z, let V ′ik be the subspace of Vi such that λi(t)
acts on V ′ik by multiplication by t
−k (see Proposition 8.2.6).
By Theorem 8.2.8, we have Vi =
⊕
k V
′
ik, so we can write fa =
∑
k,l f
kl
a where
fkla : V
′
s(a)l → V
′
t(a)k is a linear transformation. We see λ(t) acts on the vector
space Hom(V ′
s(a)l, V
′
t(a)k) by t
l−k. Therefore, the limit limt→0 λ(t) · V exists only if
V ′kl = 0 for k > l.
Thus, for a fixed k, the Vki :=
⊕
0≤l≤k V
′
il and f
k
a :=
∑
l f
kl
a together define a
subrepresentation Vk of V . Moreover, these subrepresentations form a filtration
0 = V0 ⊂ · · · ⊂ Vn = V.
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By construction, W = W1 ⊕ · · · ⊕Wn, where Wk is a representation consisting of
the subspaces V ′ik and the arrows f
kk
a . It is easy to see that each Wk is isomorphic
to Vk+1/Vk, so the result of the lemma follows. 
We are now ready to give a description of the closed orbits of the G(α) action
on Rep(Q,α).
Theorem 8.2.12. Let V ∈ Rep(Q,α). The orbit G(α) · V is closed if and only if
V is semisimple.
Proof. Suppose V ∈ Rep(Q,α) is such that G(α) · V is closed. By Theorem 8.1.7,
there exists a filtration 0 = V0 ⊂ · · · ⊂ Vn = V such that Vi+1/Vi are simple
representations. By Lemma 8.2.10, we have that gr(V•) = (V1/V0)⊕· · ·⊕(Vn/Vn−1)
is a semisimple representation contained in G(α) ·V . Therefore, V is isomorphic to
gr(V•), so it is semisimple.
Conversely, suppose V = V1 ⊕ · · · ⊕ Vn where the Vi are simple. The orbit
closure G(α) · V contains a closed orbit G(α) ·W , so by Theorem 8.2.9 there is a
one-parameter subgroup λ(t) of G(α) such that limt→0 λ(t) · V = W . By Lemma
8.2.11, there exists a filtration 0 = V ′0 ⊂ · · · ⊂ V
′
m = V such that W is isomorphic
to V ′1/V
′
0 ⊕ · · · ⊕ V
′
m/V
′
m−1. Note that because Vi is simple we have that Vi ∩ V
′
j is
either equal to the zero representation or to Vi. Consequently, any nonzero V
′
j is
the direct sum of some of the Vi. Therefore, V
′
1/V
′
0 ⊕ · · · ⊕ V
′
m/V
′
m−1 is isomorphic
to V1 ⊕ · · · ⊕ Vn. It follows that W is isomorphic to V , so V ∈ G(α) ·W , which
means G(α) · V is closed. 
Thus, we see that the points of Rep(Q,α)//G(α) correspond to orbits of semisim-
ple representations. We would like to have a similar description for orbits of stable
points. Unfortunately, we immediately run into the problem that there is a one-
parameter subgroup ∆ in G(α) consisting of tuples of scalar matrices (tIαi ) such
that any representation V ∈ Rep(Q,α) contains ∆ in its stabilizer. This means no
stabilizer can by finite, so there are no stable points.
To get around this problem we alter our definition of stable points to call V
stable if G · V is closed and Gx/∆ is finite. This is equivalent to considering the
induced action of PG(α) := G(α)/∆ on Rep(Q,α). Using this definition of stability
we can state the following corollary to the above theorem.
Corollary 8.2.13. A representation V ∈ Rep(Q,α) is stable under the action of
G(α) if and only if it is simple.
Proof. If V is simple, then G(α) · V is closed by Theorem 8.2.12. By Lemma 8.1.8
G(α)V /∆ is finite. Therefore, V is stable.
Conversely, if V is stable, then by Theorem 8.2.12 we have that V = V1⊕· · ·⊕Vn,
where the Vi are simple. This means dimG(α)V = dimAut(V ) = dimEnd(V ) ≥ n.
It follows that dimG(α)V /∆ ≥ n−1. Thus, the only way for G(α)V /∆ to be finite
is if n = 1. Consequently, V is simple. 
Example 8.2.14.
(1) The A2 quiver has exactly two simple representations, corresponding to the
dimension vectors (1, 0) and (0, 1). This means semisimple representations
of dimension vector α = (α0, α1) are necessarily equal to the zero matrix of
size α0 × α1. This makes sense, since Rep(A2, α)//G(α) = SpecC, where
the single point corresponds to the orbit of the zero matrix. Since the
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only stable points occur for the dimension vectors (1, 0) and (0, 1), then in
each of those two cases the mapping sending the single orbit of the simple
element to SpecC is the corresponding geometric quotient.
(2) The two simple representations of A2 are also simple representations of the
doubled quiver A2. In addition, any representation with dimension vector
(1, 1) such that the arrows correspond to invertible matrices is also simple.
This means closed orbits of the G(α)-action on Rep(A2, α) are either a
pair of zero matrices (as before) or orbits of pairs((
A 0
0 0
)
,
(
B 0
0 0
))
,
where A,B are invertible diagonal matrices of the same size. Note that
acting by a product of diagonal matrices fromG(α) we can guarantee that A
is an invertible diagonal matrix and B is the identity matrix. The maximum
possible rank of A is n = min{α0, α1}, so each closed orbit defines a point
in Rep(A2, α)//G(α) = An.
Looking at stable points, it is not hard to check that in addition to
the two geometric quotients seen in the A2 case, there is one more in di-
mension (1, 1). This is obtained by sending the G(α)-orbit of the simple
representation (a, 1) to a ∈ A1 − {0} and {(0, 0)} to 0.
8.3. Moduli spaces of quiver representations. We would like to use the Proj
GIT quotient Rep(Q,α)//χG(α) (see Section 7) in order to construct moduli spaces
of quiver representations. While it is possible to do so directly by describing
the χ-semi-invariants of the G(α) action (see [SvdB01]) and the corresponding χ-
semistable points in Rep(Q,α), we will instead use an equivalent notion of semista-
bility (introduced by King in [Kin94]) that is easier to verify.
The key component in proving King’s semistability criterion is an important
result due to Mumford. Let G be an affine algebraic group. Define the pairing
〈−,−〉 : Hom(G,C×) × Hom(C×, G) → Z by 〈χ, λ〉 = n where χ ◦ λ(t) = tn. The
following theorem is a version of Theorem 2.1 in [MFK94].
Theorem 8.3.1 (The Hilbert-Mumford criterion). Let G be a reductive group
acting on an affine variety X and let χ be a character of G. A point x ∈ X
is χ-semistable if and only if for any one-parameter subgroup λ of G such that
limt→0 λ(t) ·x exists we have 〈χ, λ〉 ≥ 0. If the inequality is strict for any nontrivial
such λ, then x is χ-stable.
Note that in our situation, each point of Rep(Q,α) has the nontrivial subgroup ∆
contained in its stabilizer. Therefore, we must include the condition that χ(∆) = 1
in the semistability condition. Additionally, in the condition for stability we need
to consider λ that are not in ∆.
In order to simplify the criterion for semistability, we would like to understand
the characters of the group G(α). Since G(α) =
∏
i∈IQ
GL(α, αi), then every
character χ ∈ Hom(G(α),C×) is of the form χ =
∏
i∈IQ
χi, where χi is a character
of GL(n, αi). Since χi is a group homomorphism, then it is invariant with respect
to the standard conjugation action of GL(n, αi) on itself. This means, χi is defined
where it maps invertible diagonal matrices. That is, χ is defined by its restriction
to the algebraic torus (C×)αi . By Corollary 8.2.7, we know that χi = t
n1
1 · · · t
nm
m for
some n1, . . . , nm ∈ Z. Furthermore, χ|(C
×)αi must be invariant under permutation
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of the diagonal matrix entries. This means n1 = · · · = nm. Consequently, χi =
det−θi , for some θi ∈ Z (here det is the character that sends each element of GL(α)
to its determinant). Thus any character of G(α) has the form χ =
∏
i∈IQ
det−θi
for some θi ∈ Z.
The converse of this statement is also clearly true. Namely, given θ = (θi) ∈ ZIQ ,
the product
∏
i∈IQ
det−θi is a character of G(α). Note that in order for us to apply
the Hilbert-Mumford criterion to the G(α)-action on Rep(Q,α), we must have
χ(∆) = 1 (i.e. we need χ to be a character of PG(α)). This condition is equivalent
to θ · α =
∑
i θiαi = 0. Since choosing a character of G(α) (or PG(α)) is the same
as picking a θ ∈ ZIQ , we will denote such characters by χθ. This equivalent way of
interpreting characters of G(α) leads us to an alternative definition of semistability.
Definition 8.3.2. Let θ = (θi) ∈ RIQ . A representation V of the quiver Q with
(nonzero) dimension vector α = (αi) is called θ-semistable if θ · α = 0 and for
any subrepresentation W ⊂ V with dimension vector β we have θ · β ≤ 0. We say
that V is θ-stable is under the previous assumptions θ · β < 0 for any nontrivial
proper subrepresentation W ⊂ V with dimension vector β.
We can now state the following theorem.
Theorem 8.3.3 (King). Let Q be a quiver, and let θ = (θi) ∈ ZIQ . Let α ∈ Z
IQ
≥0 be
a dimension vector such that θ · α = 0. Any V ∈ Rep(Q,α) is χθ-semistable (resp.
χθ-stable) if and only if V is θ-semistable (resp. θ-stable).
Proof. Let V ∈ Rep(Q,α). Using the argument from the proof of Lemma 8.2.11,
any one-parameter subgroup λ of G(α) such that limt→0 λ(t) · V exists induces a
filtration by subrepresentations
0 = V0 ⊂ V1 ⊂ · · · ⊂ Vn = V,
where (Vk)i =
⊕
0≤l≤k V
′
ik given by the weight decomposition Vi =
⊕
k V
′
ik with
respect to the λ(t)-action (see Theorem 8.2.8). Furthermore, the weight decompo-
sition gives us
χθ(λ(t)) =
∏
i
det(λ(t))−θi =
∏
i
∏
k
tkθi dimV
′
ik = t
∑
i,k
kθi dimV
′
ik .
Let βi be the dimension vector of the quotient representation Vk/Vk−1 for 1 ≤ k ≤ n.
The above computation gives us
〈χθ, λ〉 =
∑
i,k
kθi dimV
′
ik =
∑
k
kθ · βk = (n+ 1)θ · α−
∑
k
(n− k + 1)θ · βk
= −
∑
k
(n− k + 1)θ · βk,
since α = β1 + · · · + βn and θ · α = 0. If V is θ-semistable, then this implies
〈χθ, λ〉 ≥ 0 by Theorem 8.3.1 because Vk is a subrepresentation of V with dimension
vector β1 + · · ·+ βk.
Conversely, let V be χθ-semistable. Let W ⊂ V be a subrepresentation with
dimension vector β. Consider the one-parameter subgroup λ(t) of G(α) defined
such that λ acts by t−1 on W and by t−2 on V/W . By the computation above we
get
〈χθ, λ〉 = −2θ · β − θ · (α− β) = −θ · β ≥ 0.
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Therefore, θ · β ≤ 0, so V is θ-semistable. An analogous argument in the case of
stable representations completes the proof. 
We will denote by Repssθ (Q,α) the open subset of θ-semistable representation in
Rep(Q,α), and by Repsθ(Q,α) the open subset of θ-stable ones. The corresponding
Proj GIT quotient and geometric quotient will be denoted by Rep(Q,α)//θG(α)
and Repsθ(Q,α)/G(α), respectively (note that we are using the definition of stability
that takes into account the subgroup ∆).
Remark 8.3.4. Using the formalism proposed in [Rud97] or [Bri07] it is possible
to give a slightly different definition of θ-stability. Namely, let θ = (θi) ∈ RIQ , and
let V be a quiver representation with dimension vector α. The slope of V is the
quotient
φ(V ) =
θ · α∑
i αi
.
We say V is θ-semistable if for any nontrivial subrepresentation W ⊂ V we have
φ(W ) ≤ φ(V ). We say V is θ-stable if the inequality is strict for any nontrivial
proper subrepresentation W . It is not hard to show that in the case θ · α = 0 this
corresponds to the definition of θ-stability we saw earlier. Moreover, θ-semistability
is invariant (semistable objects remain semistable) under shifts by multiples of the
vector (1, 1, . . . , 1), and it is always possible to find such that shift that would make
the dot product with α equal 0 (Lemma 3.4 [Rud97]).
If Q is a quiver, then for a fixed θ the θ-semistable representations of Q form
a subcategory Rθ(Q) of R(Q). Furthermore, one can check that this category is
abelian (see proof of Proposition 3.1 in [Kin94]).
Proposition 8.3.5. The category Rθ(Q) is abelian and an object in this category
is simple if and only if it is θ-stable.
A consequence of this proposition is that an analogue of Theorem 8.1.7 holds,
so that every θ-semistable representation of Q has a filtration 0 = V0 ⊂ · · · ⊂
Vn = V by subrepresentations such that the quotients Vk/Vk−1 are θ-stable and
these quotients are uniquely determined up to permutation. Another way of saying
this is that gr(V•) is determined by V up to isomorphism. We will therefore write
grs(V ) in this case. A argument similar to the one found in Theorem 8.2.12 can be
used to prove the following (see Proposition 3.2 in [Kin94] for details).
Theorem 8.3.6. Let V ∈ Repss(Q,α). The orbit G(α) · V is closed if and only
if V is the direct sum of θ-stable representations. Two representations V1, V2 ∈
Repss(Q,α) are S-equivalent if and only if grs(V1) ∼= gr
s(V2).
The representation V in the above theorem that is the direct sum of θ-stable
representation is called θ-polystable. A consequence of the theorem is that the
points of Rep(Q,α)//θG(α) are in bijection with θ-polystable representations.
Example 8.3.7.
(1) Consider Rep(J, α) for a nonzero α. Since the Jordan quiver consists of a
single vertex, then the condition that θ · α = 0 implies θ = 0. This means
all representations are θ-semistable and Repssθ (J, α) = Rep(J, α). As previ-
ously seen in Example 7.2.3, we have Rep(J, α)//θG(α) = Rep(J, α)
G(α) =
Aα.
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Note that θ = 0 implies no θ-stable representation of J can have non-
trivial proper subrepresentations. This means that the only θ-stable are
simple representations. This means α = 1, and Repsθ(Q,α)/G(α) = A
1.
(2) In general, if θ = 0, we see that the all representations in Rep(Q,α) are θ-
semistable, and the only θ-stable representations are simple representations.
This makes sense, since by Example 7.2.3, the Proj GIT quotient for the
trivial character χθ is the same as the affine GIT quotient.
(3) Consider Rep(A2, α) with respect to the standard action of G(α). Assume
θ 6= 0 (θ = 0 was already discussed above). If θ = (0, θ1), then α1 = 0 for
θ · α = 0. In this case, all representations of A2 are θ-semistable, and the
only θ-stable representation is the simple representation with dimension
vector α = (1, 0). Similarly, if θ = (θ0, 0), then all representations with
dimension vector (0, α1) are θ-semistable, and the simple representation
for α = (0, 1) is θ-stable.
If θ0 and θ1 are both nonzero, then for any α 6= 0 such that θ · α = 0 we
have α0
α1
= − θ1
θ0
. It follows that θ = c(α1,−α0) where c ∈ Z.
Therefore, for a representation V ∈ Rep(A2, α) to be θ-semistable we
must have α1β0−α0β1 ≤ 0 for any subrepresentation with dimension vector
β or α0β1 − α1β0 ≤ 0 for any subrepresentation with dimension vector β.
The latter situation is impossible since there is always a subrepresentation
of dimension (0, 1).
This means we have the first situation, and there cannot be a subrep-
resentation with β = (1, 0), so the linear transformation corresponding to
the arrow must be injective. Furthermore, we have α1 ≥ α0. However,
even if this is true there is a subrepresentation with dimension vector (1, 1)
which violates the inequality unless α0 = α1. If α = (α0, α0), then every
representation V = (V0, V1, fa) with injective fa is θ-semistable. Moreover,
it follows that the only θ-stable representations have dimension α = (1, 1)
and injective fa.
Note that there is a single G(α)-orbit containing all of the θ-semistable
(respectively, θ-stable) representations whenever they exist. It follows that
for any fixed α and θ such that θ-semistable representations exist, we
have Rep(A2, α)//θG(α) = SpecC. Similarly Rep
s
θ(A2, α)/G(α) = SpecC
whenever θ-stable representations exist.
(4) Let Kn be the Kronecker quiver consisting of 2 vertices and n arrows.
Consider Rep(Kn, α) for α = (d, 1), and let θ = (1,−d).
1 0...
If the representation V ∈ Rep(Kn, α) is θ-semistable, then it cannot
contain the subrepresentation with dimension vector (1, 0). This means⋂
1≤k≤n ker(fk) = 0, and consequently the linear transformation f :=
(fa1 , · · · , fan) must be injective. Conversely, if f is injective, then every
subrepresentation of V must have dimension vector (β0, 1) with β0 ≤ d.
Therefore, V is θ-semistable. In fact, V must also be θ-stable, since every
proper subrepresentation must have dimension vector (β0, 1) with β0 < d.
It follows that representation V is θ-stable if and only if it is θ-semistable
if and only if the induced linear transformation f : Cd → Cn is injective.
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Thus, Repsθ(Kn, α)/G(α) = Rep(Kn, α)//θG(α) parametrizes subspaces of
Cn of dimension d, identifying it with the Grassmannian Gr(d, n).
We conclude this section by demonstrating that the quotient Repsθ(A2, α)/G(α)
is a moduli space.
Let Q be a quiver and α a dimension vector. Let us consider the following moduli
functor:
Msθ(Q,α) : Var
op → Set
Msθ(Q,α)(T ) =

F = ({T × Cαi}i∈IQ , {ϕa}a∈AQ),
ϕa : T × Cαs(a) → T × Cαt(a)
F|t ∈ Rep(Q,α) is θ-stable

/
vector bundle isomor-
phisms commuting
with the ϕa
Msθ(Q,α)(f) = f
∗ for f : S → T.
Note that the identity morphism
∏
a∈AQ
Hom(Cαs(a) ,Cαt(a)) → Rep(Q,α) de-
fines the tautological family T = ({Rep(Q,α) × Cαi}, {ϕa}) of representations
over Rep(Q,α) consisting of trivial bundles Rep(Q,α) × Cαi and morphisms ϕa :
Rep(Q,α)×Cαs(a) → Rep(Q,α)×Cαt(a) such that (ϕa)V = fa on the fiber for each
V ∈ Rep(Q,α). Restricting this family to the open subset of θ-stable representa-
tions yields the tautological family T sθ .
Theorem 8.3.8. The quotient variety M sθ (Q,α) := Rep
s
θ(A2, α)/G(α) is a coarse
moduli space for the functor Msθ(Q,α).
Proof. Note that the tautological bundle T sθ has the local universal property with
respect to the moduli functor Msθ(Q,α). Indeed, if F is a family of stable repre-
sentations of Q over an algebraic variety T , then it can be trivialized in a neigh-
borhood U ⊂ T of any t ∈ T . That is, F|U ∼= ({U × Vi}, {Id×fa}) for some
V = ({Vi}, {fa}) ∈ Rep
s
θ(Q,α). Taking h : U → Rep
s
θ(Q,α) to be the constant
morphism sending U to V , gives us h∗T sθ
∼= F|U .
If V1, V2 ∈ Rep
s
θ(Q,α), then clearly (T
s
θ )V1
∼= (T sθ )V2 if and only if V1
∼= V2,
which only happens if and only if V1 and V2 belong to the same G(α)-orbit. Thus
Theorem 7.3.2 implies there is a natural transformation η :Msθ(Q,α)→ hMsθ (Q,α)
that makes (M sθ (Q,α), η) into a coarse moduli space. 
Remark 8.3.9. It is easy to modify the moduli functor above to describe fam-
ilies of θ-semistable representations of Rep(Q,α) up to S-equivalence. One can
show (see Proposition 5.2 in [Kin94]) that the quotient variety M ssθ (Q,α) :=
Rep(A2, α)//θG(α) is a coarse moduli space for this functor. As we have already
seen, Theorem 8.3.6 implies that M ssθ (Q,α) parametrizes θ-polystable representa-
tions up to isomorphism.
If α = (αi) is such that the greatest common divisor among the αi is 1, then
α is called indivisible. Suppose α is indivisible. Let c = (ci) ∈ ZIQ be such
that
∑
i ciαi = 1. Consider the character χc : G(α) → C
× defined by χc(g) =∏
i det(gi)
−ci .
The G(α)-action on Rep(Q,α) induces a G(α)-bundle structure on T sθ , such that
the one-parameter subgroup ∆ acts by t on the fibers. Multiplying by the character
χc along the fibers defines a G(α)-bundle structure that ∆ acts trivially. Therefore,
the family T sθ descends (see Theorem 2.3 in [DN89] for general case) to a family U
(i.e. U pulls back to T sθ ) of θ-stable representations on M
s
θ (Q,α). One can show
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this family is universal, giving us the following theorem (see Proposition 5.3 in
[Kin94].
Theorem 8.3.10. If α is indivisible (i.e. the αi do not have a nontrivial common
divisor), then M sθ (Q,α) is a fine moduli space.
9. Framed representations
Given a quiver Q we can define a bilinear form on the dimension vectors of its
representations.
Definition 9.0.1. Let Q be a quiver. The Euler-Ringel form associated with Q
is the bilinear form given by
〈α, β〉 =
∑
i∈IQ
αiβi −
∑
a∈AQ
αs(a)βt(a),
where α, β ∈ ZIQ . The quadratic form q(α) = 〈α, α〉 is called the Tits form.
Note that the Euler-Ringel form computes the Euler characteristic of a pair of
(finite-dimensional) representations V and W with dimension vectors α and β (see
Corollary 1.4.3 in [Bri12]). That is 〈α, β〉 = dimHom(V,W )− dimExt1(V,W ).
An easy consequence of Theorems 7.2.5 and 7.2.7 is the following proposition.
Proposition 9.0.2. Let θ ∈ ZIQ be such that there are θ-stable representations in
Rep(Q,α). We have that M sθ (Q,α) is a smooth open subset of M
ss
θ (Q,α) such that
dimM sθ (Q,α) = dimRep(Q,α)− dimG(α) + 1 = 1− q(α).
Thus we see that for a given dimension vector α it is often the case thatM sθ (Q,α)
is either empty or finite (see Example 8.3.7). In order to obtain a more interesting
class of varieties we introduce additional structure to the quiver Q.
Definition 9.0.3. Let Q = (IQ, AQ, s, t) be quiver. A framing of Q is a quiver
Qfr = (IQfr , AQfr , s
fr, tfr) such that
(1) IQfr = IQ⊔I
′
Q together with a bijection between IQ and I
′
Q via the mapping
i 7→ i′,
(2) AQfr = AQ ⊔ {bi}i∈IQ ,
(3) sfr(a) = s(a) and tfr(a) = t(a) for all a ∈ AQ,
(4) sfr(bi) = i and t
fr(bi) = i
′.
In other words, Qfr consists of the quiver Q together with one additional vertex
for each vertex of Q connected to that vertex by a single arrow. It follows that a
representation of Qfr consists of V = ({Vi}⊔{V
′
i }, {fa}⊔{fbi}), where V
′
i is placed
at the vertex i′ ∈ I ′Q and fbi : Vi → V
′
i is a linear transformation.
We can similarly define the representations of Qfr in the standard coordinate
spaces. For a dimension vector (α, α′) ∈ ZIQ≥0 ⊔ Z
I′Q
≥0 = Z
I
Qfr
≥0 , denote the affine
variety of such representation by Rep(Qfr, α, α′). We will call the elements of
Rep(Qfr, α, α′) framed representations of Q.
There is an action of the group G(α) on Rep(Qfr, α, α′) defined by fa 7→
gt(a)fags(a)
-1 for a ∈ AQ and fbi 7→ fbigi
-1.
An alternative description of framed representations can be given as follows.
Given a quiver Q = (IQ, AQ, s, t), a framing of Q is a quiver Qˆ with vertex set
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IQ ⊔ {∞} and an arrow set consisting of AQ together with ni additional arrows
from each vertex i ∈ IQ to ∞.
Let us consider representations of Qˆ in the standard coordinate spaces with
dimension vector αˆ given by αˆi = αi for i ∈ IQ and αˆ∞ = 1. The group G(α) acts
on Rep(Qˆ, αˆ) via the embedding G(α) →֒ G(αˆ) given by g = (gi) 7→ (gi, Id). This
may be viewed as the action of G(α) ∼= G(αˆ)/C× after scaling by g∞.
There is a morphism of affine varieties Rep(Qfr, α, α′) → Rep(Qˆ, αˆ) defined by
({Vi}, {V
′
i }, {fa}, {fbi}) 7→ ({Vi}, {V∞}, {fa}, {rik}) where rik is the k-th row of
fbi . Note that gt(a)fags(a)
-1 7→ gt(a)fags(a)
-1 and fbigi
-1 7→ (rikgi
-1) under this
morphism, so it is G(α)-equivariant. Furthermore, it is easy to check that the
morphism is also bijective.
Thus, if we are interested in constructing GIT quotients of Rep(Qfr, α, α′) with
respect to the G(α) action described above, we can instead look at the action of
G(α) on Rep(Qˆ, αˆ). This approach yields the following following theorem:
Theorem 9.0.4. Let θ ∈ ZIQ>0. Let χθ be the corresponding character of G(α). We
have the following
(1) Let V = ({Vi}, {fa}) ∈ Rep(Q,α). A framed representation V
fr = ({Vi},
{V ′i }, {fa}, {fbi}) ∈ Rep(Q
fr, α, α′) is χθ-semistable if and only if there is
no nontrivial subrepresentation W ⊂ V such that Wi ⊂ ker fbi for each
i ∈ IQ.
(2) The G(α) action on the χθ-semistable elements of Rep(Q
fr, α, α′) is free,
and every χθ-semistable representation in Rep(Q
fr, α, α′) is χθ-stable.
(3) If Mθ(Q,α, α
′) := Rep(Qfr, α, α′)//χθG(α) is nonempty, then it is smooth
and of dimension dimRep(Qfr, α, α′)− dimG(α) = α · α′ − q(α).
Proof. Let θˆ = (θ,−
∑
i∈IQ
θiαi). Let Vˆ = ({Vi}, {V∞}, {fa}, {rik}) ∈ Rep(Qˆ, αˆ)
be such that rik are the rows of fbi . By Theorem 8.3.3, we have that Vˆ is χθˆ-
semistable with respect to the action of G(αˆ) if and only if it is θˆ-semistable.
Moreover, regarding G(α) as G(αˆ)/C× we see that Vˆ is χ
θˆ
-semistable if and only
if it is χθ-semistable with respect to the induced G(α) action.
Note that Vˆ is χ
θˆ
-semistable if and only if there is no subrepresentation Wˆ ⊂ Vˆ
(with dimension vector βˆ) such that
θˆ · βˆ =
∑
i
θiβi − β∞
∑
i
θiαi ≤ 0.
Let Wˆ ⊂ Vˆ be a subrepresentation. We see that β∞ can only be 0 or 1. If
β∞ = 1, then θi > 0 implies the inequality is always satisfied. If β∞ = 0, then the
inequality is only satisfied if βi = 0 for all i ∈ IQ. Consequently, Vˆ is χθ-semistable
if there is no nontrivial subrepresentation W ⊂ V such that Wi ⊂
⋂
k ker rik =
ker fbi . Conversely, any such nontrivial W ⊂ V satisfying Wi ⊂
⋂
k ker rik may be
completed to a subrepresentation Wˆ ⊂ Vˆ that violates the above inequality (set
β∞ = 0). Since the G(α)-equivariant isomorphism between Rep(Q
fr, α, α′) and
Rep(Qˆ, αˆ) sends Vˆ to V fr, then part (1) follows.
If the stabilizer of a χθ-semistable representation V
fr ∈ Rep(Qfr, α, α′) contains
a nontrivial g, then g stabilizes V . Furthermore, fbig
-1 = fbi , so fbi(g − Id) = 0.
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Consequently, im(g−Id) is a nontrivial subrepresentation of V violating the semista-
bility condition in (1). Since the inequality in the proof of part (1) is strict for non-
trivial subrepresentations, we see that part (2) follows by an argument analogous
to the proof of (1). Part (3) follows from Theorem 7.2.7. 
Note that in the proof of the above theorem the stability condition for framed
representations does not depend on the specific θ, but rather on the fact that
the components of θ were positive. This implies as long as θ1, θ2 ∈ Z
IQ
>0 we have
Mθ1(Q,α, α
′) =Mθ2(Q,α, α
′).
Remark 9.0.5. We can define framings of Q with arrows pointing away from the
supplementary vertices (rather than towards them). This yields a dual notion of a
framed representation of Q with a corresponding G(α) action. Indeed, let θ ∈ ZIQ<0.
In this case, the analogue of the semistability criterion given in part (1) of Theorem
9.0.4 becomes: V fr is χθ-semistable (a consequently χθ-stable) if and only if there
is no proper subrepresentation W ⊂ V such that im fbi ⊂Wi for each i ∈ IQ.
Example 9.0.6 (An quiver). Consider the framed An quiver. Let α = (α1, . . . , αn)
and α′ = (α0, 0, · · · , 0) be dimension vectors for this quiver such that α0 > α1 >
· · · > αn holds.
Cα1 Cα2 · · · Cαn
Cα0 0 · · · 0
fb1
fa1 fa2
fan−1
For a stability parameter θ ∈ ZIQ>0 we see that χθ-stable framed representations
are exactly the ones such that the linear transformations fa1 , · · · , fan−1 , fb1 are
all injective. Indeed, if any one of them fails to be injective, then its kernel has a
nontrivial intersection with the kernel of one of the fbi , yielding a subrepresentation
that contradicts the stability condition in Theorem 9.0.4.
Letting Cα0 ⊃ Fi = im(fb1 ◦ fa1 ◦ · · · ◦ fai), we get a partial flag
Fn ⊂ Fn−1 ⊂ · · · ⊂ F0 = C
α0 ,
such that dimFi = αi. Since G(α) acts by change of basis at each vertex, we get
that the points of Mθ(An, α, α
′) are in bijection with the points of the flag variety
Fl(α0, . . . , αn), and in fact in can be shown that the two varieties are isomorphic.
Example 9.0.7 (Jordan quiver). Letting θ ∈ ZIQ<0, we consider the dual framing
discussed in Remark 9.0.5 for the Jordan quiver J .
Cα Cα
′
fa
fb
Recall that finite-dimensional representations of J may be viewed as finite-
dimensional C[z]-modules, where z acts by fa. Using the stability criterion in
the remark, we see that the a representation V fr ∈ Rep(Jfr, α, α′) is χθ-stable if
only if im(fb) generates V as a C[z]-module.
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If α′ = 0, then the stability condition is only satisfied if α = 0. Therefore, for
α ≥ 1 we have that Mθ(J, α, 0) is empty.
If α′ = 1, then fb must have rank 1 for there to be stable framed representations.
For a representation to be stable, the vector fb(1) must generate Cα as a C[z]-
module. In other words, stable representations correspond to cyclic C[z]-modules
(the vector fb(1) is called a cyclic vector).
Using the structure theorem for modules over a principal ideal domain, this
module is isomorphic to C[z]/(p(z)), where p(z) is a polynomial of degree α (a
polynomial of smaller degree would not suffice to generate Cα). This implies p(z) is
the characteristic polynomial of fa up to multiplication by a constant. Therefore,
geometrically, a stable representation corresponds to an (unordered) collection of
the eigenvalues of fa (counting multiplicity). Thus, Mθ(J, α, 1) ∼= C(α), the α-th
symmetric power of C.
Note that in this caseMθ(J, α, 1) may also be interpreted as the punctual Hilbert
scheme Hilbα(A1). In general, this is a variety Hilbα(X) parametrizing collections
of α points (potentially with multiplicities) in the algebraic variety X (see [Nak99]
for details).
10. Double quivers and Hamiltonian reduction
10.1. Symplectic Geometry. We begin with a quick reminder of basic symplec-
tic geometry and the moment map construction for cotangent bundles to C∞-
manifolds.
A symplectic manifold consists of a pair (M,ω), where M is is a C∞-manifold
and ω is a closed, non-degenerate 2-form on M (called the symplectic form). If
(M1, ω1), (M2, ω2) are symplectic manifolds, then a diffeomorphism f : M1 → M2
is called a symplectomorphism if f∗ω2 = ω1.
Example 10.1.1.
(1) The manifold R2n is a symplectic manifold. If the coordinates on R2n are
x1, · · · , xn, y1, · · · , yn, then ω = dx1 ∧ dy1 + · · ·+ dxn ∧ dyn.
(2) If M is a C∞-manifold, then the cotangent bundle T ∗M has a canonical
structure of a symplectic manifold. If q1, · · · , qn are the local coordinates
along M and p1, · · · , pn are the induced coordinates on the fiber, then
ω = dp1 ∧ dq1 + · · ·+ dpn ∧ dqn. It can be shown this defines a symplectic
form that is independent of the choice of coordinates.
We can also obtain this form without resorting to local coordinates. Let
π : T ∗M → M be the natural projection, let q ∈ M , and let p ∈ T ∗qM .
There exists a canonical 1-form Θ on T ∗M , which can be defined fiberwise
as
Θ(v) = p(d(q,p)π(v)),
where d(q,p)π : T(q,p)(T
∗M) → TqM is the induced mapping of tangent
spaces and v ∈ T ∗(q,p)(T
∗M). Define the symplectic form by ω = dΘ. In the
above local coordinates, this form can be written as Θ =
∑
i pidqi, which
matches the description of ω given above.
Let G be a Lie group acting on a C∞-manifoldM . This induces an action of G on
T ∗M . The moment map corresponding to this action is the mapping µ : T ∗M → g∗
defined by
µ(q, p)(ξ) := p(Xξ(q)) = Θ(Xξ)(q, p),
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where (q, p) ∈ T ∗M , ξ ∈ g, and Xξ(q) is the vector field corresponding to the
infinitesimal action of ξ on M evaluated at q.
Example 10.1.2.
(1) Let M = Rn. In this case, the cotangent bundle T ∗M is just Rn × (Rn)∨.
We can use the symplectic form on R2n in the previous example to get that
(on a tangent space to T ∗M) we can compute
ω((x, x∗), (y, y∗)) = y∗(x)− x∗(y).
Furthermore, if GL(n,R) acts on M in the standard way, then a simple
computation shows that for any A ∈ gln(R) we have
µ(x, x∗)(A) = x∗(Ax).
(2) Let us consider a variant of the previous example whereM = Hom(Rn,Rm)
and the group G = GL(m,R) × GL(n,R) acts on M by (A,B) · X =
AXB-1. As above, we can compute that the moment map µ : T ∗M →
g∗ with respect to the induced action of G on T ∗M = Hom(Rn,Rm) ×
Hom(Rn,Rm)∨ is equal to
µ(X,X∗)(A,B) = X∗(AX −XB).
Note that the above definitions of symplectic manifold and moment map can be
transferred both to holomorphic manifolds and to (smooth) algebraic varieties. For
details see Chapter 1 of [CG97].
In the algebraic case, the action of an affine algebraic group G on a smooth
affine variety X lifts to an action on T ∗X . This defines an action of G on the
algebra of regular functions O(T ∗X). We can write this as a morphism G →
Aut(O(T ∗X)). Differentiating this morphism gives us a homomorphism of Lie
algebras g→ Der(O(T ∗X)) = T (T ∗X) into vector fields on T ∗X , which defines an
action of the Lie algebra g of G by derivations on O(T ∗X). That is, this morphism
assigns to each ξ ∈ g a vector field Xξ on T
∗X . Thus, we can define the moment
map µ : T ∗X → g∗ as above.
We can use the moment map to construct further symplectic manifolds via the
following classic theorem (see e.g. Section 5.4 in [MS17]):
Theorem 10.1.3. Let M be a C∞-manifold with a free and proper action (i.e. the
the mapping G ×M → M ×M induced by the G-action is proper) of a Lie group
G. The following is true:
(1) If O ⊂ g∗ is a coadjoint orbit under the action of G, then the quotient
µ-1(O)/G has a natural structure of a symplectic manifold.
(2) If O = 0, then the inclusion µ-1(0) →֒ T ∗X induces a symplectomorphism
T ∗(X/G) ∼= µ-1(0)/G.
Remark 10.1.4. Since we are only interested in working with cotangent bundles,
the definition of the moment map simplifies significantly. In general, given a sym-
plectic manifold (M,ω) on which a Lie group G acts by symplectomorphisms, the
moment map µ :M → g∗ is defined by
d(µ(ξ)) = ιXξω,
where ιXξω is the contraction of ω by the vector field Xξ. In order for the mapping
µ(ξ) : M → R to exist and for it to have nice properties with respect to a change
of ξ ∈ g, the action of G on M must be Hamiltonian.
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If the moment map exists, then for a coadjointG-orbitO, the symplectic quotient
µ-1(O)/G described in Theorem 10.1.3 exists under the conditions that the points
of O are all regular values and the induced action of G on µ-1(O) is free and proper.
For further details concerning this construction see Chapter 5 in [MS17].
10.2. Hamiltonian reduction. Let G be a connected reductive group acting on
a smooth affine variety X . The corresponding moment map µ : T ∗X → g∗ is
equivariant with respect to the induced G action on T ∗X and the coadjoint action
of G on g∗ (see Lemma 1.4.2 in [CG97]). This implies that for any λ ∈ g∗ fixed by
the coadjoint action of G the subvariety µ-1(λ) is G-invariant. We may therefore
consider its affine and Proj GIT quotients with respect to the action of G.
Unfortunately, the resulting varieties need not always be symplectic. However,
if we make additional assumptions about the action of G, we can obtain a result
similar to Theorem 10.1.3 in the algebraic setting. In order to do this, we recall
another definition from symplectic geometry.
Definition 10.2.1. An affine Poisson variety consists of a pair (X, {−,−})
such that X is an affine variety and {−,−} : O(X)×O(X)→ O(X) is a C-bilinear
morphism defined on the corresponding sheaf of regular functions satisfying
(1) {f1, f2} = −{f2, f1},
(2) {f1, {f2, f3}}+ {f2, {f3, f1}}+ {f3, {f1, f2}} = 0,
(3) {f1, f2f3} = f3{f1, f2}+ f2{f1, f3},
for all f1, f2, f3 ∈ O(X). In other words, the algebra of regular functions O(X) is
a Poisson algebra.
Given a (smooth) affine symplectic variety (X,ω), thenX has a natural structure
of a smooth affine Poisson variety. Indeed, the pairing given by the form ω defines
a canonical isomorphism TX ∼= T ∗X between the tangent and cotangent bundles
of X . This means for any f ∈ O(X) corresponds to a vector field Xf ∈ T (X)
(called a Hamiltonian vector field) via the pairing ω(−, Xf) = df . This defines a
bilinear bracket {−,−} : O(X) × O(X) → O(X) by {f1, f2} = ω(Xf1 , Xf2). It
can be shown ([CG97] 1.2.7) that this bracket satisfies the conditions of Definition
10.2.1.
Note that the moment map can be seen as a mapping g→ O(T ∗X) that sends ξ
to the function Hξ(q, p) := µ(q, p)(ξ) = Θ(Xξ)(q, p) called the Hamiltonian associ-
ated to ξ. This mapping is a homomorphism of Lie algebras, where the g is equipped
with the standard Lie bracket and O(T ∗X) is equipped with the Poisson bracket.
Furthermore, there is a commutative diagram of Lie algebra homomorphisms
g
ξ
Hξ XHξ = Xξ
O(T ∗M) T (T ∗X)
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This implies {Hξ, f} = Xξf for any f ∈ O(T
∗X) (see Section 1.4 in [CG97] for
details). We will need the next lemma in order to define a symplectic structure on
the affine GIT quotient µ-1(λ)//G.
Lemma 10.2.2. Let X be a smooth affine variety with the action of an affine
algebraic group G. Let γ = (q, p) ∈ T ∗X and let dγµ : Tγ(T
∗X) → g∗ be the
differential of the moment map.
Let gγ be the Lie algebra of the stabilizer Gγ . The image of dγµ(Tγ(T
∗X)) is
the annihilator g⊥γ of gγ .
Proof. Let v ∈ Tγ(T
∗X) and ξ ∈ g, then considering ξ as an element of (g∗)∗, we
can compute the following based on the definition of the moment map
(dγµ(v))(ξ) = dγ(ξ ◦ µ)(v) = ω(Xξ(γ), v)
If ξ ∈ gγ , then Xξ(γ) = 0, so dγµ(v) ∈ g
⊥
γ .
Furthermore, we see that ker dγµ is the orthogonal complement of Tγ(G ·γ) with
respect to the symplectic form ω. Therefore, we can compute the dimension
dim im dγµ = dimTγ(T
∗X)− dimkerdγµ = dimTγ(G · γ) = dim g− gγ = dim g
⊥
γ .
It follows that im dγµ = g
⊥
γ . 
We now have the following theorem.
Theorem 10.2.3. Let G be a connected reductive group acting on a smooth affine
variety X. Let µ : T ∗X → g∗ be the corresponding moment map, and let λ ∈ g∗ be
a fixed point of the coadjoint action of G. The following is true:
(1) The affine GIT quotient µ-1(λ)//G has a natural structure of a Poisson
variety induced by the Poisson structure on T ∗X.
(2) If the action of G on µ-1(λ) is free, then µ-1(λ)//G is a smooth variety
with a symplectic structure induced by the symplectic form on T ∗X. In this
case, we have
dimµ-1(λ)//G = 2dimX − 2 dimG.
Proof. Let I ⊂ O(T ∗X) be the ideal that cuts out µ-1(λ) as a closed subvariety
of T ∗X . Let us define a Poisson bracket on O(µ-1(λ))G = (O(T ∗X)/I)G using
the Poisson bracket on O(T ∗X) by {[f ], [h]} = [{f, h}] ∈ O(T ∗X)/I, where [f ]
indicates the element represented by f in the quotient. To show this is well-defined
we must demonstrate that {f, I} ⊂ I for f ∈ O(T ∗X) such that [f ] ∈ O(T ∗X)/I
is G-invariant, and that the bracket is G-invariant.
Note that by definition I is generated by regular functions Hξ−λ Id where ξ ∈ g.
We can also compute {f,Hξ − λ Id} = {f,Hξ} = Xξf ∈ I, since [f ] is G-invariant.
Now, we have g · {[f ], [h]} = [{g · f, g · h}] = [{f, h}], since [f ], [h] are G-invariant.
Therefore, the bracket is well-defined. It is not hard to see it satisfies the properties
of a Poisson bracket, so µ-1(λ)//G has the structure of a Poisson variety induced
by that on T ∗X .
Let γ = (q, p) ∈ µ-1(λ), and consider the differential morphism dγµ : Tγ(T
∗X)→
g∗. Note that γ is a nonsingular point of µ-1(λ) if and only if dγµ is surjective. By
Lemma 10.2.2, the latter occurs if and only if gγ = 0 . Since the action of G is
free, the point γ is nonsingular. Thus, by Theorem 7.2.7 we have that µ-1(λ)//G is
smooth and µ-1(λ) → µ-1(λ)//G is a principal G-bundle in the e´tale topology. It
follows that T[γ]µ
-1(λ)//G is isomorphic to the quotient space Tγµ
-1(λ)/g, where
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[γ] is the image of γ ∈ µ-1(λ) in µ-1(λ)//G and the tangent space of the orbit G · γ
is identified with g .
We can define a 2-form ωˆ on µ-1(λ)//G by
ωˆ[γ]([v], [w]) = ωγ(v, w),
for [v], [w] ∈ T[γ](µ
-1(λ)//G) ∼= (Tγµ
-1(λ))/g.
We now check that this form is well-defined. Indeed, let v ∈ Tγµ
-1(λ) and ξ ∈ g.
By the proof of Lemma 10.2.2 we see that
ω(v,Xξ) = (dγµ(v))(ξ).
We have that kerdγµ is precisely the orthogonal complement g
ω of g in Tγ(T
∗X)
with respect to the symplectic form (see proof of Lemma 10.2.2). Furthermore, it
is clear that kerdγµ = Tγµ
-1(λ). Therefore, it follows that Tγµ
-1(λ) = gω.
Thus, for v, w ∈ Tγµ
-1(λ) and ξ, ρ ∈ g we have
ωγ(v +Xξ(γ), w +Xρ(γ)) = ωγ(v, w) + (dγµ(w))(ξ)
+ (dγµ(v))(ρ) + ω(Xξ(γ), Xρ(γ)) = ωγ(v, w).
Furthermore, since the action of G preserves the symplectic form ω, then ωˆ is
well-defined. It is also closed because it is induced by ω, which is closed.
To show ωˆ is nondegenerate suppose there is a w ∈ Tγµ
-1(λ) such that ωγ(v, w) =
0 for all v ∈ T[γ]µ
-1(λ)//G. As demonstrated above Tγµ
-1(λ) and g are or-
thogonal complements with respect to ω, so w ∈ g and consequently [w] = 0.
Consequently, the 2-form ωˆ defines a symplectic structure on µ-1(λ)//G. Since
dimT ∗X = 2dimX , kerdγµ = Tγµ
-1(λ), and dγµ is surjective, then we have
dimµ-1(λ)//G = dim T ∗X − dim im dγµ− dimG = 2dimX − 2 dimG.

Note that the proof of Theorem 7.2.2 given in [MFK94] (see also Theorem 3.14
in [New78]) implies that µ-1(λ) can be covered by invariant open affine subvarieties
{Ui} such that µ
-1(λ)//χG is covered by affine subvarieties {Ui//χG} . Restricting
the Poisson bracket (resp. symplectic form), means Theorem 10.2.3 holds for each
Ui, and the corresponding Poisson brackets (resp. symplectic forms) agree on the
intersections. Gluing over the open cover {Ui → U} leads to the following theorem:
Theorem 10.2.4. Let G be a connected reductive group acting on a smooth affine
variety X. Let µ : T ∗X → g∗ be the corresponding moment map. Let λ ∈ g∗ be a
fixed point of the coadjoint action of G, and let χ : G→ C× be an algebraic group
character. The following is true:
(1) The Proj GIT quotient µ-1(λ)//χG has a structure of a Poisson variety
induced by the Poisson structure on T ∗X.
(2) The geometric quotient (µ-1)sχ/G is smooth with symplectic structure in-
duced by the symplectic form on T ∗X, and it has dimension 2 dimX −
2 dimG.
10.3. Double quivers and symplectic geometry. Let us consider the construc-
tions from the previous two sections in the context of quiver representations. Let
Q be quiver and let Qop be the quiver with the same vertex set but with the
source and target of each of the arrows reversed. The quiver Q with vertex set IQ
and arrow set AQ = AQ ⊔ AQop is called the double of Q. It is easy to see that
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Rep(Q,α) ∼= Rep(Q,α) × Rep(Qop, α). Furthermore, the trace of the product of
matrices defines a perfect pairing
tr : Hom(Cn,Cm)×Hom(Cm,Cn)→ C
tr(A,B) = tr(AB) = tr(BA).
Thus there is a canonical isomorphism Rep(Q,α) ∼= Rep(Qop, α), and consequently
T ∗Rep(Q,α) ∼= Rep(Q,α)× Rep(Q,α)∨ ∼= Rep(Q,α).
For any arrow a ∈ AQ denote by a
∗ ∈ AQop the corresponding arrow in the
opposite direction. Following Example 10.1.2 in the holomorphic (or algebraic)
setting, we see that T ∗Rep(Q,α) has a symplectic structure defined by the 2-form
ω(V1, V2) =
∑
a∈AQ
((f2a )
∗(f1a )− (f
1
a )
∗(f2a )) =
∑
a∈AQ
(tr(f1af
2
a∗)− tr(f
2
af
1
a∗)),
where V1 = ({V
1
i }, {f
1
a}⊔{(f
1
a )
∗}), V2 = ({V
2
i }, {f
2
a}⊔{(f
2
a )
∗}) are in T ∗Rep(Q,α)
and (f la)
∗ is identified with (f la∗) for l = 1, 2 via the trace pairing.
The standard action of the group G(α) gives us an induced action of G(α) on
T ∗Rep(Q,α). After the identification with Rep(Q,α) this G(α) can be seen to be
the usual action by change of basis at each vertex.
The Lie group G(α) =
∏
i∈IQ
GL(αi,C) has Lie algebra g(α) =
∏
i∈IQ
glαi(C).
Using the trace pairing once again we can identify g(α)∗ with g(α). This means the
computation from Example 10.1.2 (once again done in the holomorphic or algebraic
setting) results in the following moment map:
µ : Rep(Q,α)→ g(α)
µ(V ) =
 ∑
a∈AQ
t(a)=i
fafa∗ −
∑
a∈AQ
s(a)=i
fa∗fa

i∈IQ
.
Note that the formula for the moment map implies that if C := (Ci) ∈ g(α),
the fiber µ-1(C) is empty unless
∑
i tr(Ci) = 0 (since the trace of each commutator
is 0). This means we can think of the moment map as µ : Rep(Q,α) → End(α)0,
where End(α)0 := {(Ci)i∈IQ ∈ g(α)|
∑
i tr(Ci) = 0}. Further note that the moment
map formula implies that it is a morphism of algebraic varieties. Consequently, the
fibers of µ are closed subvarieties of Rep(Q,α).
If λ = (λi)i∈IQ ∈ C
IQ , then we can define an element (λi Id)i∈IQ ∈ g(α), which
we will also denote by λ. We will use the following definition to give a different
interpretation to the fiber µ-1(λ).
Definition 10.3.1. Let Q be a quiver, and let λ ∈ CIQ . The quotient of the path
algebra of the double Q given by Πλ := CQ/J , where J is the (two-sided) ideal
generated by the elements ∑
a∈AQ
t(a)=i
eaea∗ −
∑
a∈AQ
s(a)=i
ea∗ea
− λiei,
for i ∈ IQ, is called the deformed preprojective algebra of Q associated to λ. If
λ = 0, then Π0 is called the preprojective algebra of Q.
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Let Rep(Πλ, α) be representations of Πλ with dimension vector α (i.e. these
are representations of CQ such that elements from J act trivially). For λ · α = 0,
we get µ-1(λ) is nonempty, and we can see that by definition there is a bijection
between Rep(Πλ, α) and µ
-1(λ). It is not hard to check this is an isomorphism of
algebraic varieties. Furthermore, since µ-1(λ) is stable under the action of G(α),
the variety Rep(Πλ, α) has an induced action of G(α) making the isomorphism
G(α)-equivariant.
Remark 10.3.2. Since Rep(Πλ, α) is isomorphic to a subvariety of Rep(Q,α), then
we can define θ-stability for representations of a deformed preprojective algebra.
Namely, given θ ∈ ZIQ such that θ · α = 0, we say V ∈ Rep(Πλ, α) is θ-semistable
(resp. θ-stable) if and only if for any (resp. any nontrivial, proper) subrepresenta-
tion W ⊂ V with dimension vector β we have θ · β ≤ 0 (resp. θ · β < 0).
Many of the results concerning θ-stability quiver representations hold for repre-
sentations of Πλ. For example, analogues of Theorems 8.3.3, 8.3.6, 8.3.8, and 8.3.10
are all true. In fact, even stronger versions exist for finite-dimensional representa-
tions of finite-dimensional algebras (see Theorem 4.1, Proposition 4.2, Proposition
5.2, and Proposition 5.3 in [Kin94]).
Example 10.3.3. Consider the Jordan quiver J . Its double J is pictured below.
1a a∗
Identifying the cotangent bundle T ∗Rep(J, α) with representations of the double
Rep(J, α) and g(α)∗ with g(α), we see that the moment map µ : Rep(J, α)→ g(α)
is given by
µ(fa, fa∗) = fafa∗ − fa∗fa = [fa, fa∗ ].
Note that if λ ∈ C, the fiber of the moment map µ-1(λ) is empty unless λ = 0.
Therefore, the only nonempty fiber µ-1(0) can be thought of as pairs of commuting
α×α matrices. Alternatively, we can think of this fiber as α-dimensional represen-
tations of the deformed preprojective algebra Π0 = C[ea, ea∗ ].
Introducing a stability parameter θ ∈ Z, we see that it must necessarily be
equal to 0. Therefore, every representation in µ-1(0) is θ-semistable, while only
1-dimensional representations are θ-stable (any pair of commuting square matri-
ces has a common eigenvector). Since the points of µ-1(0)//θG(α) correspond to
θ-polystable representations of Π0, we see that it parametrizes pairs of diagonal
matrices (up to simultaneous permutation of the diagonal elements).
11. Nakajima quiver varieties
11.1. Definition and basic properties. We now combine framing for quivers
with Hamiltonian reduction. Namely, let Q be a quiver and Qfr its framing. We
can identify T ∗Rep(Qfr, α, α′) with representations of the double of the framed
quiver Rep(Qfr, α, α′) via the trace pairing. Under this identification, the action of
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the group G(α) on Rep(Qfr, α, α′) naturally lifts to an action on Rep(Qfr, α, α′).
This can be written explicitly as
g · V fr = ({Vi}, {V
′
i }, {gt(a)fag
-1
s(a)}, {gt(a)fa∗g
-1
s(a)}, {fbigi
-1}, {gifb∗
i
}),
where V fr = ({Vi}, {V
′
i }, {fa}, {fa∗}, {fbi}, {fb∗i }). The corresponding moment
map µ : Rep(Qfr, α, α′)→ g(α) is given by
µ
(
V fr
)
7→
−fb∗i fbi + ∑
a∈AQ
t(a)=i
fafa∗ −
∑
a∈AQ
s(a)=i
fa∗fa

i∈IQ
.
We can now state the following definition due to Nakajima (see [Nak94]):
Definition 11.1.1. Let θ ∈ ZIQ and λ ∈ CIQ . The algebraic variety Mθ,λ(α, α′) :=
µ-1(λ)//χθG(α) is called a quiver variety. We denote by M
s
θ,λ(α, α
′) the geomet-
ric quotient corresponding to the χθ-stable points.
We would like to characterize χθ-semistable points in µ
-1(λ) in a similar fashion
to Theorem 9.0.4. Recall that there is a G(α)-equivariant isomorphism between
Rep(Qfr, α, α′) and Rep(Qˆ, αˆ), which sends each matrix assigned to an arrow go-
ing into a framing vertex to its rows. Let Q˜ be the double of the framed quiver
Qˆ. The action of G(α) on Rep(Q˜, αˆ) lifts from that on Rep(Qˆ, αˆ). Therefore,
as before, we can construct a G(α)-invariant isomorphism Φ : Rep(Qfr, α, α′) →
Rep(Q˜, αˆ). Namely, if V fr ∈ Rep(Qfr, α, α′) is as above, then Φ maps it to
V˜ = ({Vi}, {V∞}, {fa}, {fa∗}, {rik}, {cik}), where V∞ = C, rik are the of rows
of fbi , and cik are the columns of fb∗i .
The moment map µˆ : Rep(Q˜, αˆ)→ g(α) is given by
µˆ
(
V fr
)
7→
−∑
k
cikrik +
∑
a∈AQ
t(a)=i
fafa∗ −
∑
a∈AQ
s(a)=i
fa∗fa

i∈IQ
.
Thus, it is not hard to see that given a λ ∈ CIQ there is a G(α)-invariant isomor-
phism between the varieties µ-1(λ) and µˆ-1(λ) induced by Φ. In light of Remark
10.3.2, we can use this isomorphism to describe semistable elements of µ-1(λ) as
follows:
Theorem 11.1.2. Let θ ∈ ZIQ and let λ ∈ CIQ be such that µ-1(λ) is nonempty.
The representation V fr = ({Vi}, {V
′
i }, {fa}, {fa∗}, {fbi}, {fb∗i }) ∈ µ
-1(λ) is χθ-
semistable with respect to the action of G(α) if and only if for any subrepresentation
W ⊂ V = ({Vi}, {fa}, {fa∗}) with dimension vector β the following conditions hold:
if Wi ⊂ ker fbi for all i ∈ IQ, then θ · β ≤ 0,
if Wi ⊃ im fb∗
i
for all i ∈ IQ, then θ · β ≤ θ · α.
The representation V fr is χθ-stable if the above inequalities are strict with the
additional conditions that W is nontrivial in the first case and W is proper in the
second case.
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Proof. We proceed as in the proof of Theorem 9.0.4. Let θˆ = (θ,−
∑
i∈IQ
θiαi),
and let V˜ = ({Vi}, {V∞}, {fa}, {fa∗}, {rik}, {cik}) = Φ(V fr). Note that µˆ
-1(λ) is
isomorphic to the corresponding variety of representations of the deformed prepro-
jective algebra Rep(Πλ, αˆ).
Therefore, by Remark 10.3.2, we have that V˜ is χ
θˆ
-semistable with respect to
the action of G(αˆ) on Rep(Πλ, αˆ) if and only if it is θˆ-semistable. Furthermore, we
have that V˜ is χ
θˆ
-semistable if and only if it is χθ-semistable with respect to the
induced G(α) action.
Thus, V˜ is χ
θˆ
-semistable if and only if for every subrepresentation W˜ ⊂ V˜ (with
dimension vector βˆ) we have
θˆ · βˆ =
∑
i
θiβi − β∞
∑
i
θiαi ≤ 0.
Let W˜ ⊂ V˜ be a subrepresentation. Note that β∞ can only be 0 or 1. If it is 0,
then the subrepresentationW ⊂ V induced by V˜ must satisfyWi ⊂
⋂
k rik = ker fbi
for all i ∈ IQ. It follows that V˜ is χθˆ-semistable if θ · β ≤ 0. If β∞ = 1, then W
must satisfy Wi ⊃
∑
k im cik = im fb∗i , and so V˜ is χθˆ-semistable if θ · β ≤ θ · α.
Conversely, suppose V˜ is χ
θˆ
-semistable. If W ⊂ V is a subrepresentation (with
dimension vector β) such thatWi ⊂ ker fbi for all i ∈ IQ, then we can complete it to
a subrepresentation W˜ ⊂ V˜ by setting β∞ = 0, rik = 0, and cik = 0. Semistability
implies that θ · β ≤ 0.
If Wi ⊃ im fb∗
i
for all i ∈ IQ, then we can complete W to a subrepresentation
W˜ ⊂ V˜ by setting β∞ = 1, rik to the rows of fbi restricted to Wi, and cik to the
columns of fb∗
i
. Semistability implies that θ · β ≤ θ · α. Since the moment maps
fibers µ-1(λ) and µˆ-1(λ) are G(α)-invariantly isomorphic, this completes the proof
of first part of the theorem. The proof of the χθ-stable is entirely analogous. 
Keeping the same notation as in Theorem 11.1.2, we obtain the following easy
corollary:
Corollary 11.1.3. Let θ ∈ ZIQ>0. We have that V
fr ∈ µ-1(λ) is χθ-semistable if and
only if any subrepresentation W ⊂ V such that Wi ⊂ ker fbi for all i ∈ IQ is trivial.
Similarly, if θ ∈ ZIQ<0, then V
fr is χθ-semistable if and only if any subrepresentation
W ⊂ V such that Wi ⊃ im fb∗
i
for all i ∈ IQ is equal to V .
Note that, as in Theorem 9.0.4, choosing θ ∈ ZIQ>0 guarantees that all semistable
points in µ-1(λ) are stable, making Mθ,λ(α, α
′) = Msθ,λ(α, α
′). However, this is
true in for other choices of the parameters (θ, λ).
Namely, let (α, β) := 〈α, β〉 + 〈β, α〉 be the symmetrization of the Euler-Ringel
form. Denote R+ := {γ ∈ Z
IQ
≥0|(γ, γ) ≤ 2}/{0}. For a dimension vector α, denote
R+(α) := {γ ∈ R+|γi ≤ αi for all i ∈ IQ}. We say (θ, λ) is generic with respect to
α if θ ·γ 6= 0 or λ ·γ 6= 0 for all γ ∈ R+(α). The following result is due to Nakajima
(see Theorem 2.8 in [Nak94]).
Theorem 11.1.4. Let (θ, λ) be generic with respect to α. The action of G(α) on
the χθ-semistable locus µ
-1(λ)ssχθ is free.
Putting the results from the previous few sections together we obtain the follow-
ing theorem.
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Theorem 11.1.5. Let λ ∈ CIQ and θ ∈ ZIQ . The quiver variety Mθ,λ(α, α′)
is a Poisson variety and the natural morphism Mθ,λ(α, α
′) → M0,λ(α, α
′) is a
projective morphism of Poisson varieties (i.e. it preserves the bracket). If (λ, θ)
is generic with respect to α, then Mθ,λ(α, α
′) = Msθ,λ(α, α
′) and Mθ,λ(α, α
′) is a
smooth symplectic variety of dimension 2α · α′ − 2q(α).
Proof. By Theorem 10.2.4, the quiver variety Mθ,λ(α, α
′) has a Poisson structure.
The morphism Mθ,λ(α, α
′)→M0,λ(α, α
′) is projective by the discussion in Section
7.2. It preserves the Poisson structure since both the bracket on Mθ,λ(α, α
′) and
on M0,λ(α, α
′) are induced by that on T ∗Rep(Qfr, α, α′).
By Theorem 11.1.4, we have that any orbit of a χθ-semistable point of µ
-1(λ)
has maximal dimension dimG(α). Consequently, by Proposition 6.1.1 no such
orbit can contain another such orbit in its closure. This means, the orbit of every
χθ-semistable point is closed, and this implies every such point is also χθ-stable.
Therefore, we have Mθ,λ(α, α
′) = Msθ,λ(α, α
′) Furthermore, by Theorem 10.2.4, we
see that Mθ,λ(α, α
′) is a smooth variety. It has dimension equal to
2 dimRep(Qfr, α, α′)− 2 dimG(α)
= 2(α · α′ +
∑
a∈AQ
αs(a)αt(a))− 2
∑
i∈IQ
α2i = 2α · α
′ − 2q(α),
and a symplectic structure defined by the symplectic form on Rep(Qfr, α, α′). 
11.2. Example: The Jordan quiver. We conclude this section by presenting
several examples of quiver varieties and discussing their geometric significance. The
first of these concerns the quiver we have already seen in Section 5. Namely, let
us consider the quiver varieties corresponding to the double of the framed Jordan
quiver Jfr pictured below.
1 1′
a
a∗
b
b∗
Let θ ∈ Z<0 and let λ ∈ C. Using the moment map formula from the previ-
ous subsection, we obtain that µ-1(λ) = {(V1, V
′
1 , fa, fa∗ , fb, fb∗)|[fa, fa∗ ]− fb∗fb =
λ Id}. Corollary 11.1.3 implies the χθ-semistable points are those that satisfy the
additional condition that there is no proper subrepresentation W ⊂ {(V1, fa, fa∗}
such that W1 ⊂ im fb∗ . Furthermore, the choice of θ means that χθ-semistable
points are all χθ-stable.
Setting fa = B1, fa∗ = B2, i = −fb∗ , j = fb and (α, α
′) = (n, r), we see that the
quiver variety Mθ,0(α, α
′) is exactly the variety X considered in Theorem 5.2.1.
Therefore, Mθ,0(α, α
′) is isomorphic to the moduli space of torsion free-sheaves on
P2 trivial on the line l = {[0 : λ1 : λ2] ∈ P2} together with a trivialization.
Let us consider a special case of this quiver variety when α′ = 1. The stability
condition gives us that fb(1) is a cyclic vector for fa and fa∗ (meaning that by
acting on fb(1) with fa and fa∗ we can generate all of Cα). We will be using the
following fact from linear algebra (see Lemma 12.7 of [EG02]).
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Lemma 11.2.1. Let A,B ∈ Hom(Cα,Cα) such that [A,B] has rank 1. There exists
a basis such that A,B in that basis are both upper-triangular.
Proof. We may assume A has a nontrivial kernel (otherwise replace A with A−λ·Id,
where λ is an eigenvalue of A). Let v ∈ Cα. Since BAv = ABv + [A,B]v, then
kerA ⊂ ker[A,B] implies BAv = 0. Therefore, we see kerA is invariant with
respect to B. If kerA * ker[A,B], then there exists a v′ ∈ kerA such that ABv =
[A,B]v′ 6= 0. Since [A,B] has rank 1, this implies im[A,B] ⊂ imA. Furthermore,
for any v ∈ Cα we have BAv = ABv+ [A,B]v, so imA is invariant with respect to
B.
In either of the two cases, there exists a subspace W ⊂ Cα, which is invariant
with respect to both A and B. Therefore, this subspace contains an eigenvector
of both A and B simultaneously. Taking the quotient of Cα by the corresponding
1-dimensional subspace allows us to obtain the desired basis by induction. 
Since λ = 0, the moment map equation gives us [fa, fa∗ ] = fb∗fb. For any
p(x, y) ∈ C[x, y] we have
tr(p(fa, fa∗)[fa, fa∗ ]) = tr(p(fa, fa∗)fb∗fb).
The left-hand side is the trace of a strictly upper triangular matrix by Lemma 11.2.1,
so it is equal to 0. The right-hand side is tr(p(fa, fa∗)fb∗fb) = tr(fbp(fa, fa∗)fb∗) =
0, so fbp(fa, fa∗)fb∗ = 0. Since fb∗(1) is a cyclic vector, then this implies fb(v) = 0
for any v ∈ Cα. Therefore, fb = 0. Thus, we can regard representations in µ-1(0)ssχθ
as finite-dimensional C[x, y]-modules together with a cyclic vector.
Note that each triple (fa, fa∗ , fb∗) coming from an element of Rep(Jfrα, 1) de-
fines an ideal Ifa,fa∗ ,fb∗ := {p ∈ C[x, y]|p(fa, fa∗)fb∗ = 0} ⊂ C[x, y].
Consider the linear transformation C[x, y]/Ifa,fa∗ ,fb∗ → C
α defined by p(x, y) 7→
p(fa, fa∗)fb∗(1). We see that the ideal Ifa,fa∗ ,fb∗ has colength α in C[x, y] if and
only if fb∗(1) is a cyclic vector.
Note that the ideal Ifa,fa∗ ,fb∗ is only determined up to GL(α)-action. This
means the mapping (V1, V
′
1 , fa, fa∗ , fb, fb∗) 7→ Ifa,fa∗ ,fb∗ defines a bijection between
Mθ,0(α, 1) and set of ideals I ⊂ C[x, y] such that dimC[x, y]/I = α. The lat-
ter has a natural algebraic structure making it into the variety Hilbα(A2) which
parametrizes collections of α points in the plane (see e.g. [Nak99]).
If θ = 0, then following the arguments in Example 10.3.3 we see thatM0,0(α, 1) =
µ-1(0)//GL(α,C) = Aα×Aα/Sn. Consequently, we see that the natural morphism
Mθ,0(α, 1) → M0,0(α, 1) is the morphism Hilb
α(A2) → Aα × Aα/Sα ∼= (A2)α/Sα,
which sends each colength α ideal in C[x, y] to the corresponding collection of α
points in (A2)α/Sα. This is called the Hilbert-Chow morphism, and it is a resolution
of singularities for the variety (A2)α/Sα (see Section 1.1 of [Nak99] for details).
11.3. Example: Quivers of type An. Now let us look at the quiver variety
Mθ,λ(α, α
′) corresponding the double of the framed An quiver. Let θ ∈ Z
n+1
>0 and
λ = 0. Furthermore, let α′ = (α0, 0, · · · , 0) and α = (α1, · · · , αn) be such that
α0 > α1 > · > αn > 0 holds.
Cα1 Cα2 · · · Cαn
Cα0 0 · · · 0
fa∗1
fb1
fa∗2
fa1
fa∗
n−1
fa2 fan−1
fb∗1
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We would like to identify Mθ,0(α, α
′) with the cotangent bundle of a flag variety.
To do so, consider the flag variety Fl := Fl(α0, · · · , αn, 0). Recall that this variety
is isomorphic to the quotient GL(α0,C)/P , where P is the subgroup of block upper
triangular matrices stabilizing the standard flag 0 ⊂ Cαn ⊂ · · · ⊂ Cα0 . By Lemma
1.4.9 in [CG97] we have that T ∗ Fl ≃ GL(α0,C)×P p⊥, where p⊥ is the annihilator
of the Lie algebra p of P in gl∗α0(C) (P acts on GL(α,C) on the right and on p
⊥ by
the coadjoint action).
After identifying gl∗α0 with glα0 using the trace pairing, we see that p
⊥ corre-
sponds to the subspace p0 ⊂ gl consisting of strictly block upper triangular matri-
ces preserving the standard flag. That is, if f ∈ p0 we have f(Cαi) ⊂ Cαi+1 for
0 ≤ i ≤ n and αn+1 = 0. Given a flag V• ∈ Fl, choose a representative of this flag
g ∈ GL(α0,C) (this is an element which sends the standard flag to V•). Denote
pV• := Ad(g)(p0). This is the subspace of strictly block upper triangular matrices
that preserve V•. Thus we get the following description of the cotangent bundle
T ∗ Fl = {(V•, f)|V• ∈ Fl and f ∈ pV•}.
Now consider the moment map µ : Rep(Afrn , α, α′)→ g(α) is given by
µ(V fr) = (−fb∗1fb1 + fa1fa∗1 , fa2fa∗2 − fa∗1fa1 , · · · ,−fa∗n−1fan−1),
for V fr = ({Vi}, V
′
1 , {fai}, {fa∗i }, fb1 , fb∗1 ). If V
fr ∈ µ-1(0), then the subspaces
(ker fb1 , ker fa1 , · · · , ker fan−1) define a subrepresentationW of ({Vi}, {fai}, {fa∗i }).
Indeed, (−fb∗1fb1 + fa1fa∗1 )(ker fb1) = fa1fa∗1 (ker fb1) = 0, so fa∗1 (ker fb1) ⊂ ker fa1 .
Proceeding in the same way we get that f(a
∗
i )(ker fai−1) ⊂ ker fai for 2 ≤ i ≤
n− 1, making W a subrepresentation. By Corollary 11.1.3 an element of µ-1(0) is
semistable (and therefore stable) only if W = 0. Consequently, fb1 , fa1 , · · · , fan−1
must all be injective. Conversely, if these linear transformations are all injective,
then any subrepresentation W ⊂ ({Vi}, {fai}, {fa∗i }) such that W1 ∈ ker fb1 must
be trivial, so V fr is semistable (and therefore stable).
Given V fr ∈ µ-1(0) we can define a flag V• in Cα0 by Vi = im fb1fa1 · · · fai
and f ∈ pV• by f = fb1fb∗1 . It is not hard to see this extends to a mapping
Ψ : Mθ,0(α, α
′) → T ∗ Fl. This mapping has an inverse given by (V•, f) 7→ V fr,
where fb1 , fa1 , . . . , fan−1 are given by the inclusions of the subspace in V• and
fb∗1 = f, fa∗1 = f |V1 , . . . , fa∗n−1 = f |Vn−1 . It can be shown (see Theorem 7.3 in
[Nak94]) this bijection is an isomorphism of varieties.
Note that there is a different way to look at elements of pV• . Let νˆ = (νˆi) =
(α0−α1, . . . , αn−1−αn, αn) and let νi = |{νˆl|νˆl ≥ i}|. Note that the tuple ν = (νi)
is a partition of α0. Therefore, it defines a conjugacy class Cν of nilpotent matrices
in gα0(C) (each part νi is the size of a Jordan block). The following result (see e.g.
Theorem 2.1 in [CB04] for proof) describes pV• for any flag V• ∈ Fl.
Proposition 11.3.1. Let π : T ∗ Fl → gα0(C) be the projection onto the second
component. We have π(T ∗ Fl) = Cν .
In the case that νˆ is already a partition of α0, we can state a similar result
due to Kraft and Procesi (see Section 3.3 in [KP79]), which gives a description of
M0,0(α, α
′).
Theorem 11.3.2 (Kraft and Procesi). If the dimension vectors α and α′ are such
that α0 − α1 ≥ · · · ≥ αn−1 − αn ≥ αn, then the affine GIT quotient M0,0(α, α
′) is
isomorphic to Cν and the quotient map is given by fb1fb∗1 .
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If the conditions of the theorem hold, then the natural projective morphism
Mθ,0(α, α
′) → M0,0(α, α
′) is given by fb1fb∗1 , and it is just the projection π :
T ∗ Fl→ Cν onto the second component. As in the Jordan quiver example, we get
a well-known resolution of singularities. It is called the Springer resolution.
Remark 11.3.3. Note that if we only have α0 > α1 > · · · > αn, rather than
α0−α1 ≥ · · · ≥ αn−1−αn ≥ αn, then M0,0(α, α
′) need no longer be isomorphic to
Cν and the morphism Mθ,0(α, α
′)→M0,0(α, α
′) need not be surjective. While this
morphism is still given by fb1fb∗1 , the description ofM0,0(α, α
′) is more complicated.
See [Shm12] for details.
Remark 11.3.4. Note that the above construction can be generalized to conjugacy
classes with arbitrary eigenvalues. Indeed, let ζ = (ζi) ∈ Cn. Let θ ∈ Z
n+1
>0 and
λ = (−ζ1, ζ1 − ζ2, . . . , ζn−1 − ζn). Let α and α
′ be such that α0 > α1 > · · · > αn.
If λ · α = 0, then Mθ,λ(α, α
′) is nonempty and we can describe it as follows:
Mθ,λ(α, α
′) ∼= T ∗,ζ Fl := {(V•, f)|V• ∈ Fl and f(Vi)− ζi Id ⊂ Vi+1}.
This is an affine bundle modeled on the cotangent bundle T ∗ Fl called a twisted
cotangent bundle. As before, we can identify the projection π : T ∗,ζ Fl → gα0(C)
onto the second component with the closure of a conjugacy class Cν with eigenvalues
in ζ. Assuming that α0 − α1 ≥ · · · ≥ αn−1 − αn ≥ αn, we get an upgraded
version of the Kraft and Procesi theorem (see Lemma 9.1 in [CB03]), which says
M0,λ(α, α
′) ∼= Cν . The natural morphism Mθ,λ(α, α
′)→M0,λ(α, α
′) is once again
just the projection π.
Note that in the two examples above the natural projective morphism π :
Mθ,λ(α, α
′) → M0,λ(α, α
′) was a resolution of singularities. Nakajima proves this
is always the case (see Theorem 4.1 in [Nak94] or Proposition 3.24 in [Nak98]) un-
der the conditions that (θ, λ) is generic and the subset of elements in M0,λ(α, α
′)
coming from representations with trivial stabilizer group is nonempty. In fact, in
this case, the morphism π is a symplectic resolution.
12. Conclusion
We would like to conclude by briefly discussing some continuations for the topics
we touched upon earlier.
12.1. Quiver realizations of moduli spaces of sheaves. The Beilinson spec-
tral sequence and the subsequent quiver constructions of moduli space of sheaves
on P1 and P2 are part of a general framework used to describe the derived category
Db(X) of coherent sheaves on an algebraic variety X . The existence of objects
E1, . . . , Em forming a strong exceptional collection allows (see e.g. Section 8.3 in
[Huy06]) for an equivalence between Db(X) and the derived category of modules
over an algebra that can be realized as a path algebra of some quiver, possibly with
additional relations. Choosing the correct rigidity condition (such as global gener-
ation in Section 4 or triviality at infinity in Section 5), leads to a correspondence
between objects rather than complexes of objects. This can identify moduli spaces
of rigidified sheaves on X with a moduli space of quiver representations (possibly
with relations). One can see this approach in [Mai17], where moduli spaces of
Gieseker stable coherent sheaves on P1, P2, and P1 × P1 are identified with moduli
spaces of stable representations of certain quivers.
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12.2. Quiver realizations of moduli spaces of connections. Consider the
following generalization of the flag variety associated to the An quiver in Ex-
ample 9.0.6 and Section 11.3. Let E be a rank α0 vector bundle on a smooth
projective curve X . Let D = x1 + · · ·xk ⊂ X be a (reduced) divisor and let
0 = Eini+1 ⊂ Eini ⊂ · · · ⊂ Ei1 ⊂ E0 = Exi be a collection of flags in the fibers
of E over xi. The data E = (E,Eij) is called a parabolic bundle on X . Note that
if i = 1, X = P1, and E is trivial (with a chosen trivialization), then we can view
each parabolic bundle (E,Ej) as a flag in Fl(α0, · · · , αn, 0), where αj = dimEj .
Similarly, we can generalize the twisted cotangent bundles of Section 11.3 as
follows. Let E and D be as above. A logarithmic connection (also called a connec-
tion with regular singularities) on X is a C-linear morphism ∇ : E → E ⊗ Ω1X(D)
satisfying ∇(fs) = s ⊗ df + f ⊗ ∇(s) for s ∈ E and f ∈ OX . Note this is an
algebraic connection with poles of order at most 1 at the points xi. It follows
we can define the residue endomorphism Resxi ∇ ∈ End(Exi) at each point xi.
If E = (E,Eij) is a parabolic bundle on P1 associated to D, then a ζ-parabolic
connection for a complex vector ζ = (ζij) is a logarithmic connection such that
(Resxi ∇− ζij Id)Eij ⊂ Eij+1. Once again, setting i = 1 and considering only triv-
ial (and trivialized) vector bundles identifies pairs (E,∇) of parabolic bundle on P1
with ζ-parabolic connection and the elements of T ∗,ζ Fl (see Example 11.3.4).
It is possible to identify parabolic bundles on P1 with finite-dimensional represen-
tations of a quotient of a certain quiver path algebra called a squid (see e.g. [CB04]).
This leads to descriptions for moduli of pairs (E,∇) on P1 as quiver varieties with
additional relations (see [Soi16]). Furthermore, we may consider connections with
poles of order greater than 1. These are said to have irregular singularities. In
this case, there are also quiver variety constructions in [Boa08], [HY14], [Hir17] for
moduli spaces of pairs on P1 as long as the underlying vector bundle is trivial.
12.3. Multiplicative quiver varieties. Rather than looking at connections ∇
on X , we can instead consider the local systems of horizontal sections of ∇. The
Riemann-Hilbert correspondence defines an equivalence between the category of
vector bundles with logarithmic connections onX with the category of local systems
on X . Since the latter category is equivalent to the category of representations of
the fundamental group of the punctured Riemann surface X −D, it is possible to
define an (analytic) isomorphism between the moduli space MDR of pairs (E,∇)
and the corresponding variety MB of representations of π1(X −D).
As with MDR, it is possible to realize MB for X = P1 in terms of a kind
of quiver variety. However, one must work with GL(α0,C), rather than gαO(C),
so a multiplicative version of the moment map construction is necessary. This
is given by the group-valued moment map defined in [AMM98]. In the case of
MB, the moment map fiber may be described in terms of representations of a
multiplicative preprojective algebra (see [CBS06]), and taking the quotient results
in a multiplicative quiver variety studied in [Yam08].
The Riemann-Hilbert correspondence generalizes to vector bundles with connec-
tions that have higher order poles. In this case, the varieties parametrizing the
corresponding monodromy representations together with the Stokes data that en-
codes behavior around the irregular singularities have been studied extensively by
Boalch (see e.g. [Boa15] and [Boa17]).
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12.4. Kac-Moody algebras. The matrix associated to the symmetrized Euler
form (−,−) for a quiver Q with no loops is a generalized Cartan matrix, which in
turn can be used to define a Kac-Moody Lie algebra gQ (see [Kac90] for details).
There is a close relationship between gQ and the representations of Q. For example,
a famous theorem of Kac ([Kac80] and [Kac82]) tells us that an indecomposable
representation of Q with dimension vector α exists if and only if α is a root of
gQ. There are geometric implications as well. Crawley-Boevey showed in [CB01]
that if α is a positive root satisfying certain additional numerical conditions, then
the fibers µ-1(λ) of the moment map µ : Rep(Q,α) → g are nonempty irreducible
complete intersections with simple general element. Thus, we can see that the
geometry of quiver varieties can be related to the algebra gQ.
A converse relationship may be observed in [Nak94] and [Nak98]. Nakajima
showed that the modified enveloping algebra U˜(gQ) of gQ has a representation in the
Borel-Moore homology of the fiber π-1(0) of the natural morphism π : Mθ,0(α, α
′)→
M0,0(α, α
′). A further construction for representations of the (modified) quantized
enveloping algebras of a Kac-Moody algebra, using equivariant K-groups of quiver
varieties in place of Borel-Moore homology, may be seen in [Nak01].
12.5. Moduli spaces of instantons. One of Nakajima’s original motivations in
constructing quiver varieties was to study the solutions of the Yang-Mills equa-
tions. These equations arise in physics as a generalization of Maxwell’s equations
of electromagnetism, and certain minimizing solutions are called instantons. Math-
ematically, these may be understood as self-dual or anti-self dual connections on
G-bundles on a 4-dimensional Riemannian manifold M (see [Ati78] for details).
In [ADHM78] the moduli space of instantons on M = R4 (or its compactification
S4 = R4 ∪ {∞}) is described in terms of linear algebraic data. After identifying
R4 with C2, instantons on S4 together with a framing at ∞ may be interpreted in
terms of holomorphic vector bundles on P2 framed on the line at infinity ℓ∞ (i.e.
there is a bijection between the moduli spaces; see [Don84] for details). The ADHM
construction results in the variety Mθ,0(α, α
′) corresponding to the Jordan quiver
J we have already seen in Sections 5 and 11. Thus the moduli space of framed
instantons on S4 may be interpreted as a quiver variety.
From the perspective of complex geometry, quiver varieties are hyperka¨hler quo-
tients (see [Nak94]). Following this interpretation, the quiver varieties correspond-
ing to affine ADE Dynkin graphs are a type of hyperka¨hler manifold called an ALE
space (see e.g. [Kro89] or [Nak94]). Similarly to the ADHM description, the mod-
uli spaces of framed instantons on an ALE space may be interpreted as a quiver
variety (see Proposition 2.15 in [Nak94]). There have been multiple generalizations
of the ADHM results, as well as many other quiver variety constructions for moduli
spaces of instantons. See, for example, [Nek17] for a modern perspective.
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