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Abstract | We show in this paper that many dierent least-squares
problems which have applications in signal processing may be seen
as special cases of a more general vector space minimization prob-
lem called the Minimum Norm problem. We show that special cases
of the Minimum Norm problem include: least squares tting of a
nite set of points to a linear equation and to a quadratic equa-
tion; the innite length MMSE-optimum linear equalizer; the nite
length MMSE-optimum linear equalizer; the steepest descent algo-
rithm and the more practical LMS algorithm for iterative estimation
of the nite-length MMSE-optimum linear equalizer for an unknown
channel; and the nite-length least-squares-optimum linear equalizer
with a forgetting factor. These examples are not exhaustive but are
chosen to illustrate the scope of this framework.
Keywords | vector space theory, least squares tting, MMSE
ltering, LMS algorithm, least-squares ltering
I Introduction
Many dierent least-squares problems in commu-
nications and signal processing have a unity which
is not emphasized in the current literature. In [1]
the Wiener lter and least-squares lter are both
derived in the same text with little reference to
the unity of the two problems. Moreover, when
deriving the MMSE-optimum linear lter, [1] ex-
plicitly states that the vector space viewpoint for
the principle of orthogonality is merely an analogy.
We show in this paper that this is not the case,
and that these problems, among many others, are
merely special cases of the more general Minimum
Norm problem for which the mathematics is sim-
pler. This problem is usually solved using the pro-
jection theorem (e.g. [2]); we take a dierent ap-
proach using the complex gradient because we are
interested not only in the solution but in its esti-
mation by steepest descent and stochastic gradient
algorithms. We then show that many problems in
signal processing and their solutions may be de-
duced from this analysis simply by substituting for
the vector space and inner product. Also, certain
properties which are well known for the correlation
matrix of observed data are shown to hold for our
\inner product matrix" R, of which the correla-
tion matrix is a special case. A generalization of
the famous Cauchy-Schwartz inequality also arises
naturally from this work.
The examples chosen here are for tutorial pur-
poses; the reader should recognize that from this
formulation follow the solutions to a general class
of problems of unconstrained least-squares tting
of a nite set of points to an equation. Also as spe-
cial cases follow the MMSE-optimum linear equal-
izer (LE), decision-feedback equalizer (DFE), inter-
ference canceller (IC), fractionally-spaced equalizer
(FSE) and more general structures, together with
all LMS-type algorithms which are used to obtain
these equalizers in practice for an unknown chan-
nel. Also, a simpler but similar formulation is pos-
sible with real instead of complex scalars. Finally,
we note that many of the equalization results de-rived here may be found in [3].
II Vector Space Preliminaries
A complex vector space is a set V , closed under
two operations called addition (so that there exists
v+w 2 V for all v;w 2 V ) and scalar multiplication
(so that there exists v 2 V for all v 2 V; 2 C),
with the following properties:
1. u + (v + w) = (u + v) + w 8u;v;w 2 V
2. v + w = w + v 8v;w 2 V
3. 9 0 2 V; such that v + 0 = 0 + v = v; 8v 2 V
4. 8v 2 V 9( v) 2 V; such that v + ( v) = 0
5. (x + y)v = xv + yv 8x;y 2 C and 8v 2 V
6. z (v + w) = zv + zw 8v;w 2 V and 8z 2 C
7. (xy)v = x(yv) 8x;y 2 C and 8v 2 V
8. 1v = v 8v 2 V
An inner product on a vector space V is a map-
ping hi : V V ! C with the following properties:
1. hx;xi  0 8x 2 V; equality i x = 0
2. hx;yi = hy;xi
 8x;y 2 V
3. hx1 + x2;yi = hx1;yi +  hx2;yi
8x1;x2;y 2 V and 8; 2 C
A norm for the vector space V is a mapping k k :
V ! R with the following properties:
1. kxk  0 8x 2 V;equality i x = 0
2. kxk = jjkxk 8 2 C and 8x 2 V
3. kx + yk  kxk + kyk 8x;y 2 V
If V is a vector space with inner product hi,
kxk =
p
hx;xi is a norm for V and is called the
associated norm. For this particular norm, we also
have Parseval's Theorem
kak
2 + kbk
2 = kck
2 if a + b = c and ha;bi = 0
We shall assume the use of this norm throughout
the paper. Finally, a set of vectors fxiji 2 Sg in
V is said to be linearly independent if and only if P
i2S w
i xi = 0 only when wi = 0 8i 2 S. Other-
wise it is said to be linearly dependent.
III The Minimum Norm Problem
a) General Vector Space
Suppose we are given a vector space V with inner
product hi, and associated norm k k, a vector d 2 V
and a linearly independent set of vectors fxiji 2 Sg
in V , where the index set S is either nite or count-
ably innite. The minimum norm problem is that
of minimizing J (fwig) = kek
2 where
e =
X
i2S
w
i xi   d
with respect to the scalars fwig;wi 2 C. We call e
the error vector, z =
P
i2S w
i xi the attempt vector
and d the desired vector. Then
J (fwig) = kek
2 =
*
X
i2S
w
i xi   d;
X
j2S
w
jxj   d
+
=
X
i2S
X
j2S
w
i wjRij   2Re
 
X
i2S
w
i ci
!
+ kdk
2
where Rij = hxi;xji and ci = hxi;di. If we let
wi = ai + jbi for each i 2 S, then J (fwig) is a
quadratic expression in faig [ fbig with positive
coecients
n
kxik
2
o
on the squared terms. De-
ne the complex gradient as
@J
@wi
=
@J
@ai
+ j
@J
@bi
Two properties of the complex gradient are of in-
terest:
1. @J
@wi = 0 if and only if @J
@ai = 0 and @J
@bi = 0
2. The mapping
w
(k+1)
i = w
(k)
i  
1
2

@J
@wi
is equivalent to the pair of mappings
a
(k+1)
i = a
(k)
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1
2

@J
@ai
b
(k+1)
i = b
(k)
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1
2

@J
@biNow
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0
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0
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Thus, for all k 2 S,
@J
@wk
= 2
0
@
X
j2S
wjRkj   ck
1
A
= 2
0
@
X
j2S
wj hxk;xji   hxk;di
1
A
= 2
0
@
X
j2S
w
j hxj;xki   hd;xki
1
A

= 2(he;xki)

so the solution to the Minimum Norm problem sat-
ises
he;xki = 0 8k 2 S (1)
This is called the principle of orthogonality: at op-
timum, the error vector is orthogonal to the \used"
vectors. A corollary to this is that the attempt vec-
tor z is orthogonal to e at optimum, i.e. he;zi = 0.
From Parseval's theorem it then follows that for the
optimum solution
J (fwig) = Jmin = kdk
2   kzk
2 (2)
= kdk
2  
X
i2S
X
j2S
w
i wjRij
b) Finite-dimensional Space
In the case where S is nite, we can express the
problem and solution in a simpler matrix form.
Suppose S = f1;2;:::ng. Then
J (w) = wHRw   2Re
 
wHc

+ kdk
2
where R = (Rij) = (hxi;xji) and c = (ci) =
(hxi;di). R is Hermitian from inner product prop-
erty 2. Now we make the observation that
wHRw =
*
n X
i=1
w
i xi;
n X
j=1
w
jxj
+
= kzk
2 > 0
assuming not all of the fwig are equal to zero.
Therefore R is positive denite (and thus invert-
ible). The principal minors criterion then gives
detR > 0
The invertibility of R allows us to write
J (w) =

kdk
2   cHR 1c

+
 
w   R 1c
H
R
 
w   R 1c

Thus
J (w)  Jmin =

kdk
2   cHR 1c

=

kdk
2   wH
optRwopt

with equality i w = wopt = R 1c and then
kzk
2 = cHR 1c = wH
optRwopt. It is easy to check
that if the fxig is linearly dependent, R has deter-
minant zero. Thus we obtain the general result
det
0
B
B B B
@
hx1;x1i hx1;x2i  hx1;xni
hx2;x1i hx2;x2i
. . .
. . .
...
. . .
hxn;x1i   hxn;xni
1
C
C C C
A
 0 (3)with equality i the fxig is a linearly dependent
set. For n = 2 this inequality reduces to
kx1k
2 kx2k
2  jhx1;x2ij
2
with equality i the vectors fx1;x2g are linearly
dependent: this is the famous Cauchy-Schwartz in-
equality. Equation (3) for n > 2 gives a generaliza-
tion of the Cauchy-Schwartz inequality.
IV Special Cases of the Minimum Norm
Problem
a) Least Squares Fitting of Points to a Linear
Equation (complex linear regression)
Suppose we have n points (xi;yi), i = 1;2;:::n.
Consider the vector space of all complex sequences
of length n; this has inner product hx;yi = Pn
i=1 xiy
i , where x = fx1;x2;:::xng. Let
e = mx + c1   y
where 1 denotes the all-ones complex sequence of
length n. Here w =
 
m c
T
and we wish to
minimize
J (w) = kek
2 =
n X
i=1
jmxi + c   yij
2
The solution is given by w = R 1c, i.e.

m
c

=

hx;xi hx;1i
h1;xi h1;1i
 1 
hx;yi
h1;yi

i.e.

m
c

=
 P
jxij
2 P
xi P
x
i n
 1  P
xiy
i P
y
i

Inverting this matrix gives the well-known expres-
sions for complex linear regression.
b) Least Squares Fitting of Points to a Quadratic
Equation
Again suppose we have n points (xi;yi), i =
1;2;:::n. We again use the vector space of all com-
plex sequences of length n, with inner product as
before. Imagine this time that we wish to t our
set of points to a second-order equation in a least-
squares manner, i.e.
e = px2 + qxy + ry2 + sx + ty   1
here xy is to be interpreted as fx1y1;x2y2;:::xnyng
for any x;y 2 V and 1 denotes the all-
ones complex sequence as before. Here
w =
 
p q r s t
T
and J (w) = kek
2 =
Pn
i=1
 px2
i + qxiyi + ry2
i + sxi + tyi   1
 2
.
The solution is then w = R 1c, where
R =
0
B
B B
@
hx
2;x
2i hx
2;xyi hx
2;y
2i hx
2;xi hx
2;yi
hxy;x
2i hxy;xyi hxy;y
2i hxy;xi hxy;yi
hy
2;x
2i hy
2;xyi hy
2;y
2i hy
2;xi hy
2;yi
hx;x
2i hx;xyi hx;y
2i hx;xi hx;yi
hy;x
2i hy;xyi hy;y
2i hy;xi hy;yi
1
C
C C
A
and
c = ((


x2;1

hxy;1i


y2;1

hx;1i hy;1i))
T
This can be easily computed, e.g.


y2;xy

=
Pn
i=1 y2
i x
iy
i =
Pn
i=1 jyij
2 x
iyi.
c) Innite-length MMSE-optimum Linear Equal-
izer
Consider the equalization problem illustrated in
Figure 1. H (f) is the transfer function of a chan-
nel, fdkg is a white sequence and frkg is addi-
tive white noise. We wish to derive the frequency
response W (f) of the optimum linear equalizer,
i.e. that which minimizes E
n
jekj
2
o
. Here we
take as vector space the space of all random vari-
ables, which has inner product hX;Y i = E fXY g
(correlation). The error vector here is the ran-
dom variable ek =
P
j2Z w
juk j   dk. This gives
J (fwig) = kek
2 = E
n
jekj
2
o
, as required, and here
the set of \used" vectors fxig is the set of random
variables fuk jjj 2 Zg. The condition for optimum
is then hek;uk ji = 0 for all j 2 Z, i.e. the cross-
correlation function Reu (j) = 0 for all j 2 Z. Tak-
ing the Fourier transform, the cross-spectral den-
sity Seu (f) = 0 or
Szu (f) = Sdu (f)
=) W (f)
h
jH (f)j
2 2
d + 2
r
i
= H (f)2
d
=) W (f) =
H (f)2
d
jH (f)j
2 2
d + 2
rH(f) W(f)
dk uk
rk dk
ek zk
Fig. 1: General Linear Equalization Problem
The MMSE may be found from Equation (2) as
Jmin = kdk
2   kzk
2
= E
n
jdkj
2
o
  E
n
jzkj
2
o
= 2
d   T
Z 1
2T
  1
2T
Szz (f) df
= T
Z 1
2T
  1
2T
2
d   jW (f)j
2

jH (f)j
2 2
d + 2
r

df
substituting for the optimum W (f) gives
MMSELE = T
Z 1
2T
  1
2T
 
2
d2
r
jH (f)j
2 2
d + 2
r
!
df
d) Finite-length Linear MMSE-optimum Linear
Equalizer
Unlike the equalizer derived in the previous sub-
section, a practical solution has to be causal and
nite-length. We reformulate the problem with wi
nonzero only for i 2 f0;1;:::n   1g. V is again
the space of all random variables with inner prod-
uct as before. The error vector is e = ek =
Pn 1
i=0 w
i uk i   dk and J (w) = E
n
jekj
2
o
as be-
fore. The inner product matrix R is the correla-
tion matrix of the sequence fukg, c is the cross-
correlation vector between the sequences fukg and
fdkg and we obtain the familiar result for the opti-
mum linear equalizer
w =
 
E

ukuH
k
	 1
E fukd
kg
where uk =
 
uk uk 1  uk n+1
T
.
e) Steepest Descent Algorithm
For the general vector space V , it is possible
to nd the minimum of J (fwig) via an itera-
tive formula which moves the function arguments
(i.e.faig [ fbig) along the direction of maximum
decrease of the function J, i.e.  grad J. This is
acheived via the pair of mappings
a
(k+1)
i = a
(k)
i  
1
2

@J
@ai

  
(k)
b
(k+1)
i = b
(k)
i  
1
2

@J
@bi
   
(k)
or their equivalent
w
(k+1)
i = w
(k)
i  
1
2

@J
@wi
  

(k)
where  is a step size parameter. Therefore, using
(1)
w
(k+1)
i = w
(k)
i   he;xii

This provides a steepest descent algorithm which
is a generalization of that on which the LMS algo-
rithm is based.
f) LMS Algorithm
For the equalizer of Figure 1, the steepest descent
algorithm becomes
w
(k+1)
i = w
(k)
i   E fe
kuk ig:
We can replace true correlation by sample correla-
tion to obtain the LMS algorithm
w
(k+1)
i = w
(k)
i   e
kuk ig) Finite-length Least-squares-optimum Linear
Equalizer
Consider now the problem of nding the optimum
linear equalizer for Figure 1 based on the minimum
sum of error squares criterion with a forgetting
factor  2 R; i.e. we want to nd w to mini-
mize
PN
k=1 N k jekj
2 based on ltering data uk,
k = 1;2;:::N + n   1. For each k in 1;2;:::N we
have
ek = w
1un+k 1 + w
2un+k 2 +  + w
nuk   dk
This is referred to in the literature as the Co-
variance Method. If we choose for V the vector
space of all complex sequences of length N, this
time with inner product hx;yi =
PN
k=1 N kxky
k,
then we can express the error vector e =  
e1 e2  eN
T
in the form
e =
n X
i=1
w
i xi   d
where xi =
 
un i+1 un i+2  un i+N
T
.
We obtain J (w) = kek
2 =
PN
k=1 N k jekj
2 as re-
quired. The relevant inner products in the solution
for w are
ci = hxi;di =
N X
k=1
N kun i+kd
k
and
Rij = hxi;xji =
N X
k=1
N kun i+ku
n j+k
If we dene uk =
 
uk+n 1 uk+n 2  uk
T
for each k = 1;2;:::N, this gives a solution w =
R 1c with
R =
N X
k=1
N kukuH
k
and
c =
N X
k=1
N kukd
k
These are the famous Normal Equations for the op-
timum least squares equalizer.
V Conclusion
We have solved the Minimum Norm problem in
a general inner product space for both nite-
dimensional and innite-dimensional spaces, and
illustrated that many optimization problems in sig-
nal processing are special cases of this general prob-
lem. By deriving the expressions for and properties
of the general solution to the Minimum Norm prob-
lem, we illuminate the source of these similar ex-
pressions and properties and also circumvent the
duplication of these results in the environment of
each specic problem.
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