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CRITICAL POINTS AND SUPERSYMMETRIC VACUA
MICHAEL R. DOUGLAS, BERNARD SHIFFMAN, AND STEVE ZELDITCH
Abstract. Supersymmetric vacua (‘universes’) of string/M theory may be identified with
certain critical points of a holomorphic section (the ‘superpotential’) of a Hermitian holomor-
phic line bundle over a complex manifold. An important physical problem is to determine
how many vacua there are and how they are distributed. The present paper initiates the
study of the statistics of critical points ∇s = 0 of Gaussian random holomorphic sections
with respect to a connection ∇. Even the expected number of critical points depends on the
curvature of ∇. The principal results give formulas for the expected density and number of
critical points of Gaussian random sections relative to ∇ in a variety of settings. The results
are particularly concrete for Riemann surfaces. Analogous results on the density of critical
points of fixed Morse index are given.
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2 MICHAEL R. DOUGLAS, BERNARD SHIFFMAN, AND STEVE ZELDITCH
1. Introduction
In a recent series of articles, one of the authors (M. R. Douglas) has initiated a program
to study the vacuum selection problem of string/M theory from a statistical point of view
[Do, AD]. This is the problem of finding which (if any) solutions of the theory describe
our universe. At present, we know very little about the nature of this problem: how many
solutions there are, how many solutions we should expect to fit present-day observations,
the range of further predictions these solutions make, and so forth. But, we are reaching the
point where such questions can be studied systematically.
We briefly summarize the standard paradigm, called compactification. String theory is
formulated in ten space-time dimensions. To describe our universe, one considers a solution
which is a direct product of four dimensional Minkowski space-time, with a compact six
dimensional manifold (say a Calabi-Yau manifold with metric) carrying additional structures
(a vector bundle and other discrete choices). Given such a solution, one can derive an
“effective field theory,” in which the continuous parameters of the solution (such as the
complex structure moduli of the Calabi-Yau) become fields in four dimensional space-time.
One then looks for “vacuum configurations” (or simply “vacua”) of this field theory, meaning
stable time-independent classical solutions; each is a possible candidate to describe our
universe. The physical properties of a vacuum (such as masses of particles) are then obtained
by the analysis of small fluctuations around the solution.
In the best studied (and perhaps most plausible) examples, the effective field theory is
an “N = 1 supergravity theory” [WB]. A primary datum in this theory is a superpotential
W , a holomorphic section of a line bundle L →MCY over the moduli space of Calabi-Yau
manifolds. A large class of vacuum configurations, the supersymmetric vacua, are the critical
points of this superpotential. Thus, part of the problem of counting vacua is to count critical
points of a given holomorphic section.
Now at present there is no computation of an exact superpotential for any string com-
pactification. Thus, to get insight into general features of this problem, one might model the
superpotential as a random holomorphic section of L, much as the potential in a disordered
system is regarded as random, and study the statistics of vacua (critical points) of a random
superpotential.
In setting up a statistical model of ‘random superpotentials’, one must decide which prob-
ability measure to put on the space of candidates. From many points of view, the simplest
candidate is to take Gaussian random holomorphic sections in H0(MCY ,L) with respect to
a certain covariance kernel. This connects the string/M problem with the statistical theory
of holomorphic sections developed by the other two authors in collaboration with P. Bleher
in [SZ, BSZ1, BSZ2].
A further point in favor of this probability measure, is that it can be used to get physical
results. Now there are known superpotentials which become exact upon taking partial limits
in moduli space; for example taking the volume of the Calabi-Yau metric large, at arbitrary
complex structure. A particularly interesting class of these are the “flux superpotentials”
which are linear combinations from a computable basis of sections. As argued in [AD], an
asymptotic estimate for the number of flux vacua in a family of compactifications constructed
by Giddings, Kachru and Polchinski [GKP] can be obtained from the expected number of
critical points in a Gaussian ensemble of superpotentials.
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We discuss the physical background of our problem in more depth in section 2, and for
the remainder of the introduction, concentrate on the mathematical results.
From the mathematical viewpoint, the statistical theory of critical points of Gaussian
random holomorphic sections depends on the following objects:
• A choice of subspace S ⊂ H0(M,L) of holomorphic sections of a holomorphic line
bundle L→M . We assume S to be finite dimensional, but our methods and results
extend easily to infinite dimensional spaces of sections.
• A choice of Gaussian measure γ on S, or equivalently an inner product 〈, 〉 on S.
• A choice of Hermitian metric h on L. This gives rise to the Chern connection ∇ on
L, which is of type (1, 0) with curvature of type (1, 1).
The physical application requires a rather general framework of (S, γ,∇). Our purpose is
to study the distribution and number of critical points
∇s(z) = 0, s ∈ S (1)
of a random section s ∈ S with respect to γ. Since critical points are zeros of random
sections ∇s ∈ ∇S ⊂ C∞(T ∗M ⊗L), we are able to use the previous work [SZ, BSZ1, BSZ2]
on zeros of random C∞ sections of complex vector bundles to set up the statistical theory. It
is important to observe that the critical point equation (1) is not holomorphic, and therefore
the much simpler statistical theory of zeros of holomorphic sections in [SZ, BSZ1, BSZ2]
does not apply. On the other hand, the holomorphicity of the original sections permeates
the calculations, and gives the statistics of their critical points some special features which
do not hold in the general C∞ case. The purpose of this article is to develop a self-contained
theory of critical points of Gaussian random holomorphic sections which makes use of these
special features. It is not necessary to know the results of [BSZ1, BSZ2] to read this paper. At
the risk of being repetitious, we have tried to make this article more accessible to physicists
as well as mathematicians by sometimes giving two proofs of the same assertion or two
explanations of a key idea in both mathematical and physical language.
The key object of interest in this article is the expected distribution of critical points of
a Gaussian random holomorphic section s ∈ S ⊂ H0(M,L). The inner product on S
determines a Gaussian probability measure γ (see Definition 4.1). As discussed in §3, the
definition ∇s = 0 of critical point depends on a choice of connection, which we always choose
to be the Chern (Hermitian) connection associated to a Hermitian metric h on L. For almost
any section s ∈ H0(M,L), the set of its critical points Crit∇(s) is discrete and we define the
distribution of critical points of s to be the (un-normalized) measure
C∇s :=
∑
z∈Crit∇(s)
δz, (2)
where δz is the Dirac point mass at z. We let
KcritS,γ,∇ = E γC
∇
s (3)
denote the expected distribution of critical points, i.e. the average of the measures C∇s with
respect to γS . If M is compact, the expected total number of critical points is then given by
N crit(S, γ,∇) = KcritS,γ,∇(M) . (4)
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Our first result is a formula for the expected critical point distribution KcritS,γ,∇, which is
valid for any subspace S ⊂ H0(M,L) of holomorphic sections of any holomorphic line bundle
over any complex manifold (possibly non-compact and/or incomplete). We shall assume that
the space S of sections satisfies a technical condition, the 2-jet spanning property , which says
that all possible values and derivatives of order ≤ 2 are attained by the global sections s ∈ S
at every point of M (see Definition 5.1). In particular, the formula for KcritS,γ,∇ applies to
the physically relevant case in string/M theory where L→M is a negative line bundle over
the moduli space of Calabi-Yau manifolds (an incomplete, non-compact Ka¨hler manifold),
where S is a special subspace of sections given by periods of the Calabi-Yau form, and where
γ is induced by a rather subtle inner product coming from the intersection form on cycles.
To state the result, it is most convenient to introduce a local frame (non-vanishing holo-
morphic section) eL for L and local coordinates (z1, . . . , zm) on an open set U ⊂ M , and to
write
KcritS,γ,∇ = k
crit
S,γ,∇ dz , (5)
where dz =
∏m
j=1
(
i
2
dzj ∧ dz¯j
)m
is Lebesgue measure with respect to these coordinates. (Note
that kcritS,γ,∇ depends on the coordinates.) We denote the curvature (1, 1)-form of ∇ in these
coordinates by Θ =
∑m
j,k=1Θjkdz
j∧dz¯k and refer to them×m matrix (Θjk) as the curvature
matrix of ∇. We also denote by Sym(m,C) the space of complex m×m symmetric matrices.
It is a Hermitian vector space with inner product 〈A,B〉 = TrAB∗. We also consider the
Hermitian orthogonal sum Sym(m,C) ⊕ C with the standard Hermitian inner product on
C. These induce a natural volume form on Sym(m,C) ⊕ C. Finally, the covariance kernel
or two-point function ΠS(z, w) of the Gaussian measure γ is defined in Definition 4.2.
Theorem 1. Let (S, γ,∇) denote a finite-dimensional subspace S ⊂ H0(M,L) of holo-
morphic sections of a holomorphic line bundle L → M with a Chern connection ∇ on an
m-dimensional complex manifold, together with a Gaussian measure γ on S. Assume that
S satisfies the 2-jet spanning property. Given local coordinates z = (z1, . . . , zm) and a local
frame eL for L, there exist positive-definite Hermitian matrices
A(z) : Cm → Cm , Λ(z) : Sym(m,C)⊕ C→ Sym(m,C)⊕ C ,
depending only on z, ∇ and ΠS (cf. (6)–(9)) such that the expected density of critical points
with respect to Lebesgue measure dz is given by
kcritS,γ,∇(z) =
1
π(
m+2
2 ) detA(z) det Λ(z)
×
∫
C
∫
Sym(m,C)
∣∣∣∣det( H ′ xΘ(z)x¯ Θ¯(z) H¯ ′
)∣∣∣∣ e−〈Λ(z)−1(H′⊕x),H′⊕x〉 dH ′ dx ,
where Θ(z) is the curvature matrix of ∇ in the coordinates (z1, . . . , zm).
The matrix in the formula is the complex Hessian of s discussed in §3.1.
In order to give the simplest expressions for the matrices A(z) and Λ(z) , we let eL be an
adapted local frame at a point z0 ∈ M ; i.e., eL has the property that the pure holomorphic
derivatives (of order ≤ 2) of the local connection form for ∇ vanish at z0 (see Definition 3.2).
We then let FS(z, w) be the local expression for ΠS(z, w) in the frame eL (see Definition
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5.3). Then
A(z0) =
(
∂2
∂zj∂w¯j′
FS(z, w)
∣∣∣∣
(z,w)=(z0,z0)
)
(6)
and
Λ(z0) = C(z0)− B(z0)∗A(z0)−1B(z0) , (7)
where
B(z0) =
[(
∂3
∂zj∂w¯q′∂w¯j′
FS(z, w)
) (
∂
∂zj
FS(z, w)
)]∣∣∣∣
(z,w)=(z0,z0)
, (8)
C(z0) =

(
∂4
∂zq∂zj∂w¯q′∂w¯j′
FS(z, w)
) (
∂2
∂zj∂zq
FS(z, w)
)
(
∂2
∂w¯q′∂w¯j′
FS(z, w)
)
FS(z, z)
∣∣∣∣∣∣
(z,w)=(z0,z0)
, (9)
1 ≤ j ≤ m, 1 ≤ j ≤ q ≤ m, 1 ≤ j′ ≤ q′ ≤ m.
In the above, A,B,C arem×m, m×n, n×n matrices, respectively, where n = 1
2
(m2+m+
2). We also provide formulas for these matrices in a non-adapted local frame (cf. (74)–(76)),
which are useful when one studies variations of the critical point distribution with respect
to ∇.
Of course, the expected distribution of zeros KcritS,γ,∇(z)dz is independent of the choice of
frame and coordinates. One can write the formula in an invariant form by interpreting
A(z) : T ∗1,0M,z ⊗ Lz → T ∗1,0M,z ⊗ Lz , Λ(z) : (S2T ∗1,0M,z ⊕ C)⊗ Lz → (S2T ∗1,0M,z ⊕ C)⊗ Lz
as positive-definite Hermitian operators, where S2T ∗1,0M,z ⊂ T ∗1,0M,z ⊗T ∗1,0M,z denotes the symmetric
product, Θ(z) ∈ T ∗1,0M,z ⊗ T ∗0,1M,z is the curvature operator of ∇, and the determinant in the
integral is an element of (det T ∗M,z)
2⊗Lmz . However, we find the local expressions to be more
useful.
Since the integral contains an absolute value, it is difficult to evaluate the density explic-
itly when the dimension is greater than 1, or even to analyze its dependence on ∇, γ. In
particular, one cannot simplify it with Wick’s formula.
A special case of geometric interest is where the inner product 〈, 〉 and Gaussian measure
on S are induced by a volume form dV on M and the same Hermitian metric h which
determines ∇, namely
〈s1, s2〉 =
∫
M
hz
(
s1(z), s2(z)
)
dV (z) . (10)
The covariance kernel is then the Szego¨ kernel of S, i.e. the orthogonal projection
(ΠS,h,V s) (z) =
∫
M
hw
(
s(w),ΠS,h,V (z, w)
)
dV (w) , ΠS,h,V (z, w) ∈ Lz ⊗ L¯w . (11)
We refer to this Gaussian measure as the Hermitian Gaussian measure on S. In this case,
every object in the density of critical points is determined by the metric and volume form,
and we have a direct relation between the expected number and distribution of critical points
and the metric.
6 MICHAEL R. DOUGLAS, BERNARD SHIFFMAN, AND STEVE ZELDITCH
The simplest metric situation is that of positive line bundles. In this case, we assume
that ω = i
2
Θh so that c1(L) = [
1
π
ω], where the brackets denote the cohomology class. More
precisely, the Ka¨hler form is given by
ω =
i
2
Θh =
i
2
∂∂¯K, K = − log |eL|2h.
The volume form is then assumed to be
dV =
ωm
m!
(and thus the total volume of M is π
m
m!
c1(L)
m ). If L is a negative line bundle (on a noncom-
pact manifold M), we instead choose the Ka¨hler form ω = − i
2
Θh. We shall write
KcritS,γ,∇ = KcritS,h dV , N crit(S, γ,∇) = N crit(S, h), (12)
where γ is the Hermitian Gaussian measure described above. (Note that KcritS,h denotes the
density with respect to the volume dV , while kcritS,γ,∇ is the density with respect to Lebesgue
measure in local coordinates.) As a consequence of Theorem 1, we obtain the following
integral formula for the critical point density KcritS,h in these cases:
Corollary 2. Let (L, h) → M, (S, γ,∇) be as in Theorem 1. Further assume that the
curvature form of Θh is either positive or negative and that γ is the Hermitian Gaussian
measure (10) induced by h and by the volume form dV = 1
m!
(± i
2
Θh
)m
. Then the expected
density of critical points relative to dV is given by
KcritS,h(z) =
π−(
m+2
2 )
detA(z) det Λ(z)
∫
Sym(m,C)×C
∣∣det(H ′H ′∗ − |x|2I)∣∣ e−〈Λ(z)−1(H′,x),(H′,x)〉 dH ′ dx .
where A(z),Λ(z) are positive Hermitian matrices (depending on h and z) given by (6)–(9).
As above, H ′ ∈ Sym(m,C) is a complex symmetric matrix, and the matrix Λ is a Hermitian
operator on the complex vector space Sym(m,C)×C. The only point of the corollary is that
we can identify Θ = I in normal coordinates and simplify the determinant.
As mentioned above, the physically relevant case is that of a negative line bundle over an
incomplete Ka¨hler manifold (the moduli space of Calabi-Yau metrics on a 3-fold M). As
mentioned above, the relevant Gaussian measure there is not the Hermitian one. However,
the same formula holds in that case since the curvature form equals −I in local coordinates
adapted to the Weil-Petersson volume form.
In dimension one, we obtain the following explicit formula for the expected density of
critical points in terms of the eigenvalues of ΛQr, where
Qr =
(
1 0
0 −r2
)
,
and r = i
2
Θh/dV :
Theorem 3. Let (L, h) → M be a Hermitian line bundle on a (possibly non-compact)
Riemann surface M with area form dV . Let S be a finite-dimensional subspace of H0(M,L)
with the 2-jet spanning property, and let γ be the induced Hermitian Gaussian measure. Let
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µ1 = µ1(z), µ2 = µ2(z) denote the eigenvalues of Λ(z)Qr, where r = r(z) =
i
2
Θh/dV . Then
KcritS,γ,∇ = KS,h,V dV , where
KcritS,h,V =
1
πA
µ21 + µ
2
2
|µ1|+ |µ2| =
1
πA
TrΛ2
Tr|Λ 12QrΛ 12 |
,
where A,Λ are given by (6)–(9).
We define the topological index of a section s at a critical point z0 to be the index of the
vector field ∇s at z0 (where ∇s vanishes). Critical points of a section s in dimension one
are (almost surely) of topological index ±1. (If the connection were flat, then ∇s would be
holomorphic and the topological indices would all be positive.) The critical points of s of
index 1 are the saddle points of log |s|h (or equivalently, of |s|2h), while those of topological
index −1 are local maxima of log |s|h in the case where L is positive, and are local minima
of |s|2h if L is negative. (If L is negative, the length |s|h cannot have local maxima; if
L is positive, the only local minima of |s|h are where s vanishes.) Thus, in dimension 1,
topological index 1 corresponds to log |s|h having Morse index 1, while topological index −1
corresponds to Morse index 2 if L is positive. In fact, in all dimensions, the critical points
of a section s are the critical points of log |s|h, and for positive line bundles L, we have
indexz0(∇s) = (−1)m+Morse indexz0(log |s|) , (13)
at (nondegenerate) critical points z0 (see Lemma 7.1).
From the proof of Theorem 3 we obtain:
Corollary 4. Let (L, h)→ (M, dV ), µ1, µ2 be as in Theorem 3. Then:
• The expected density of critical points of topological index 1 (where |s|2h has a saddle
point) is given by
Kcrit+ (z) =
1
πA(z)
µ21
|µ1|+ |µ2| ,
• The expected density of critical points of topological index −1 (where |s|2h has a local
maximum) is
Kcrit− (z) =
1
πA(z)
µ22
|µ1|+ |µ2| .
• Hence, the index density is given by
Kcritindex := Kcrit+ (z)−Kcrit− (z) =
1
πA(z)
(µ1 + µ2) =
1
πA(z)
Tr[Λ(z)Q] .
The simplest case of Theorem 3 and Corollary 4 is that of sections of powers O(N) of the
hyperplane line bundle O(1) → CP1, i.e. of homogeneous polynomials of degree N in the
SU(2) ensemble, where we can give exact formulas:
Corollary 5. The expected numbers N critN,+ and N critN,− of critical points of topological index 1
and −1, respectively, of a random section sN ∈ H0(CP1,O(N)) (endowed with the Hermitian
Gaussian measure induced from the Fubini-Study metrics hN on O(N) and ωFS on CP1) are
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given by
N critN,+ =
4(N − 1)2
3N − 2 =
4
3
N − 16
9
+
4
27
N−1 · · · (number of saddle points of |s|2h) ,
N critN,− =
N2
3N − 2 =
1
3
N +
2
9
+
4
27
N−1 · · · (number of local maxima of |s|2h) ,
and thus the expected total number of critical points is given by
N critN (CP1) =
5N2 − 8N + 4
3N − 2 =
5
3
N − 14
9
+
8
27
N−1 · · · .
It follows that the average number of critical points of a polynomial p(z) of degree N > 1
in the SU(2) ensemble is greater for all N than the almost sure number of critical points
(= N − 1) in the classical sense of p′(z) = 0. This is not surprising, since in the former
case, sections may have critical points of index −1 and in the latter case there are no critical
points of index −1, while N critN,+−N critN,− = c1 (O(N)⊗KCP1) = N−2. (The number of critical
points in the latter case is N − 1 instead of N − 2, since p′(z) dz almost surely has a pole
of order 1 at ∞.) In an asymptotic sense, there are 5
3
as many critical points in the metric
sense.
In higher dimensions, the integral in Corollary 2 is more complicated to evaluate, and the
density does not have a simple formulation in terms of eigenvalues as in Theorem 3. In our
subsequent paper [DSZ], we derive the following alternate formula for the expected density
of critical points:
KcritS,h(z) =
cm
detA(z)
lim
ε,ε′→0+
∫
Rm
∫
Rm
∫
U(m)
∆(ξ)∆(λ) |∏j λj| ei〈ξ,λ〉e−ǫ|ξ|2−ǫ′|λ|2
det
[
iD̂(ξ)ρ(g)Λ(z)ρ(g)∗ + I
] dg dξ dλ,
where
• cm = (−i)
m(m−1)/2
2m π2m
∏m
j=1 j!
,
• D̂(ξ) is the Hermitian operator on Sym(m,C)⊕ C given by
D̂(ξ)
(
(Hjk), x
)
=
((
ξj + ξk
2
Hjk
)
, −
(∑m
q=1 ξq
)
x
)
,
• ρ is the representation of U(m) on Sym(m,C)⊕ C given by
ρ(g)(H, x) = (gHgt, x) .
We use this formula in [DSZ] to compute (with the assistance of Maple) the expected numbers
N critN (CPm) of critical points of sections of the N -th power O(N) of the hyperplane section
bundle on CPm, for m ≤ 4. For example, for the projective plane, we have
N critN (CP2) =
59N5 − 231N4 + 375N3 − 310N2 + 132N − 24
(3N − 2)3 ∼
59
27
N2 . (14)
This expected number is with respect to the SU(3)-invariant geometry on O(N)→ CP2. We
conjecture that (14) is the minimum expected number of critical points over all connections
on O(N) → CP2 with positive curvature, and we show in [DSZ] that this is the case in an
asymptotic sense.
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In our sequel [DSZ], we also obtain asymptotic results on the expected numbers of critical
points of f = |s|2h of each possible Morse index for powers LN of a positive line bundle (L, h)
over any compact complex manifold. In particular, for a positive line bundle (L, h) over a
compact Riemann surface C endowed with the Ka¨hler form ωh =
i
2
Θh, we prove that
N critN,+ =
4
3
c1(L)N +
8
9
(2g − 2) +
(
1
27π
∫
C
ρ2ωh
)
N−1 +O(N−2) , (15)
N critN,− =
1
3
c1(L)N − 1
9
(2g − 2) +
(
1
27π
∫
C
ρ2ωh
)
N−1 +O(N−2) , (16)
where g denotes the genus of C and ρ is the Gaussian curvature of (C, ωh). Thus, the
expected number of local maxima of |s|h (on Riemann surfaces of any genus) is ∼ 13c1(L)N ∼
1
3
dimH0(M,LN ). It would be interesting to find a heuristic reason for the factor 1
3
.
It is well known that on complex manifolds M of dimension m, critical points of a section
s ∈ H0(M,L) are critical points of the function log |s|h (and conversely) and these have
Morse index ≥ m when L has positive curvature (see [Bo]). (Recall that the Morse index of
a nondegenerate critical point of a real-valued function is the number of negative eigenvalues
of its Hessian matrix.) In this case, we have a density formula for critical points of any Morse
index:
Theorem 6. Let (L, h)→M be a positive holomorphic line bundle over a complex manifold
M with volume form dV = 1
m!
( i
2
Θh)
m. Suppose that H0(M,L) contains a finite-dimensional
subspace S with the 2-jet spanning property, and let γ be the Hermitian Gaussian measure
on S. Then the expected density with respect to dV of critical points of log |s|h of Morse
index q is given by
KcritS,h,q(z) =
π−(
m+2
2 )
detA(z) det Λ(z)
∫
Sm,q−m
∣∣det(SS∗ − |x|2I)∣∣ e−〈Λ(z)−1(S,x),(S,x)〉 dS dx .
where
Sm,k = {S ∈ Sym(m,C)× C : index(SS∗ − |x|2I) = k} .
This article is just the first in a series and leaves many issues unexplored. For simplicity let
us assume that S = H0(M,L) and drop it from the notation. First, it would be interesting
to explore the dependence of the density and expected number N crit(∇, γ) of critical points
on the connection ∇ and the Gaussian measure γ. In §6.4.1 we give a simple proof that
N crit(∇, γ) is non-constant in (∇, γ). The number N crit(∇, γ) might be viewed as defining a
configurational entropy for statistics of vacua. It is bounded below by the Euler characteristic
cm(L ⊗ KM), but (as the argument in §6.4.1 suggests) is probably not bounded above. It
would be interesting to prove this, and to analyze how N crit(∇, γ) depends on the choice
of ∇, γ? Does there exist a smooth ∇ with a minimal average number of critical points?
(Clearly, the meromorphic ∇ gives the minimal number for O(N)→ CPm, but the number
jumps as one moves from a smooth to a meromorphic connection.)
These problems become purely geometrical when the Gaussian measure is Hermitian, i.e.
γ = γS,h,V . In this case, does there exist a metric for which N crit(h) is minimal? Is it unique?
The formulas above express N crit(h) in terms of the metric Szego¨ kernel and are not explicit
in terms of the geometry of (L, h). How does the curvature of h influence N crit(h). Is it
bounded in a set of metrics with curvature bounds? Do positively curved metrics on L have
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larger N crit(h) than signed curvature ones, as suggested by the uniform distribution result?
Can one link the expected number of critical points for meromorphic connections with that
for smooth connections?
In subsequent work [DSZ], we will analyze the asymptotics of the density and number
N crit(hN ) of critical points for powers (LN , hN)→ (M,ω) of a positive Hermitian line bundle
(L, h) → (M,ω). We will show that, as in Theorem 5, the density KcritN,h of critical points
has a complete asymptotic expansion in N , whose leading coefficient is a universal constant
with respect to the curvature volume form ω
m
m!
. Thus, critical points become uniformly
distributed with respect to the curvature volume form. Furthermore, we will analyze the
asymptotic dependence of the expected number of critical points N (hN) on the metric. But
this asymptotic study does not seem to answer the above questions on a fixed positive line
bundle.
Finally, the motivating problem is that of statistics of vacua in string/M theory. In this
case, the number N crit(S,∇, γ) depends on the particular choice of the ample subspace S
of periods and on the special choice of γ coming from the intersection form. Moreover,
the Gaussian measure is only an approximation to the discrete probability space of periods.
Ultimately, we would like to understand the above questions in this setting.
2. Physical Background
In this section, we give precise definitions for the physical theories we study. As stated
in the introduction, we do not discuss string or M theory directly, but rather assume that a
given string or M theory compactification corresponds to an “effective N = 1 supergravity
theory,” in a way we sketch in an example below.
The standard references for supergravity and other field theories with “N = 1 super-
symmetry” are [WB, We], and nice treatments of supersymmetry for mathematicians are
[Fr1, IAS]. Field theories are usually defined by specifying an action functional, which is
written in terms of fields which are sections of various spinor and tensor bundles over RD,1,
taking values in a configuration space M and its associated bundles.
For present purposes, the basic data specifying a supergravity theory T is a triple (M,K,W ),
where
• M is the “configuration space,” a complex Ka¨hler manifold. We will typically denote
its dimension as d, and local complex coordinates as zi. We will also refer to these
coordinates as “fields.”
• K is the Ka¨hler potential, determining the metric on M .
• W is the superpotential, a holomorphic section (possibly with singularities) of the
associated line bundle L with c1(L) = − 1πω, where the Ka¨hler form ω = i2∂∂¯K.
Such an associated line bundle carries a natural holomorphic connection whose curvature
is the Ka¨hler form. It is the connection which preserves the Hermitian metric on the fibers
||W ||2 = eK |W |2;
explicitly, the covariant derivative of a section W is
DiW ≡ ∂iW + (∂iK)W, (17)
while the curvature is
F = [D, ∂¯] = −ω.
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The importance of this structure was first emphasized in [BW].
From this data, one can construct the scalar potential V . It is the following function on
M ([WB] formula 21.22; p. 169):
V = eK
(
gij¯(DiW )(D¯j¯W
∗)− 3|W |2
)
(18)
where W ∗(z¯) is the complex conjugate section and D¯j¯W
∗ = ∂¯j¯W
∗ + (∂¯j¯K)W
∗.
The basic physics of the scalar potential is the following. While the fields zi are functions on
four-dimensional space-time, in a state of minimum energy (a ground state or vacuum) they
will take constant values, at which the potential energy function V (z) is a local minimum.
In a given compactification and its corresponding supergravity theory T , there could be
one, several or no such minima. The case of multiple minima is rather analogous to the
familiar phenomenon of “phases of matter” such as solid, liquid, and gas, which have different
expectation values for position-independent “fields” such as the local density, pressure, and
so forth, which could be determined by minimizing a free energy. All physical predictions
depend on the choice of minimum, and a first step to understanding the consequences of this
is to know how many minima there are.
Whereas in general, the scalar potential in a field theory can be an arbitrary real func-
tion. in supergravity it must take the form (18), so this is a key formula in the physics of
supersymmetry. Some of its features admit a more conceptual explanation. For example,
the important fact that it is sesquilinear in W with signature (n, 1), and is thus not posi-
tive definite, is the expected generalization of the familiar statement that a supersymmetric
Hamiltonian is a sum of squares, to a theory containing gravity.
We define a vacuum to be a critical point p ∈ C of V . The vacua are further distinguished
as follows:
• A supersymmetric vacuum is one in which the covariant gradient DiW = 0. This can
easily be seen to imply V ′ = 0, but the converse is not true.
• A non-supersymmetric vacuum is a critical point V ′ = 0, at which DiW 6= 0. The
norm of the gradient,
M4susy ≡ eKgij¯DiWDj¯W ∗, (19)
is then referred to as the scale of supersymmetry breaking.
• The value of V at a critical point is the cosmological constant Λ of that vacuum. These
are divided into Λ = 0, the Minkowski vacua, Λ > 0, the de Sitter (or dS) vacua, and
Λ < 0, the Anti-de Sitter (or AdS) vacua. It is easy to see that supersymmetric vacua
can only be Minkowski or AdS. The Minkowski vacua are simultaneous solutions
of DiW = W = 0; in this case DiW = ∂iW and the existence of such vacua is
independent of the Ka¨hler potential. On the other hand, this is an overdetermined
set of equations, so generic superpotentials do not have supersymmetric Minkowski
vacua.
For our purposes, a metastable vacuum will be one for which the Hessian V ′′ is non-
negative definite. Physically, this is required so that small fluctuations of the fields will not
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grow exponentially.1 We use the term metastable rather than stable, as such vacua have
other potential instabilities (tunnelling) which we mention below.
We finally make a few comments about units. As with general relativity, in supergravity
it is natural to work in “Planck units,” in which the Planck scale, MP = 10
19GeV in con-
ventional units, is set to 1. If one knows the dimensions of a given quantity, it is easy to
restore these factors. The fields zi conventionally have dimension [MP ] (this is chosen to
make the action
∫ |∂z|2 dimensionless). The scalar potential V and the cosmological constant
conventionally have dimension [M4P ], while the superpotential W has dimension [M
3
P ].
2.1. An example from string theory. Let us describe a simple example of an effective su-
pergravity theory, which is known to arise from string theory, following the work of Giddings,
Kachru and Polchinski [GKP]. Further details can be found in [AD].
One starts with the IIb superstring theory, and takes the 9 + 1 space-time dimensions to
be topologically R3,1 ×X , where R3,1 is four-dimensional Minkowski space-time, and X is a
Calabi-Yau manifold, a three complex dimensional compact Ka¨hler manifold with zero first
Chern class. It can be shown that dimH3,0(X,C) = 1 and that the holomorphic three-form
Ω is nowhere vanishing on X . By Yau’s theorem, X admits a Ricci flat metric, so this
space-time solves Einstein’s equations.
Furthermore, the moduli space of Ricci flat metrics is isomorphic to the moduli space of
complex structures on X , times a complexified Ka¨hler cone. After compactification, this
moduli space forms a factor in the supergravity configuration space M , and each point in
M is a possible compactification. The Ka¨hler metric is simply the Weil-Peterson metric on
the moduli space (the natural metric on the space of metrics).
There is a natural line bundle L associated to the Ka¨hler metric. As a bundle over complex
structure moduli space, it has a simple geometric description: it is the Hodge line bundle
H3,0(X,C) → M in which the holomorphic three-form Ω takes values. For more about the
geometry associated to this situation, see [St, Fr2].
IIb superstring theory contains one more complex scalar field, the so-called “dilaton-
axion”. It parameterizes another factor inM , which is the upper half plane with the constant
negative curvature metric. Though approximate, it is standard to take the metric on M to
be a direct product of this metric, with the Weil-Peterson metric.
A simple example of a section of L is a period of Ω. The superpotentials are the following
linear combinations of periods:
W =
∫
X
Ω ∧ (F (1) + τF (2)) , (20)
where τ is the dilaton-axion and F (1) and F (2) are independently chosen elements ofH3(M,Z).
This superpotential describes the contribution to the effective potential due to a “gauge
field strength” or “flux” F . As a simple indication of this, we note that the formula (18)
implies that V is quadratic in F , as is true for the energy of a magnetic field in Maxwell’s
theory, and as is true in supergravity. The standard argument for this superpotential [GKP]
proceeds as follows. First, one can show that the critical points DW = 0 are points in
moduli space at which the form F (1) + τF (2) is purely in H2,1(X,C)⊕H0,3(X,C). Second,
1This is evident in a Minkowski vacuum, but not literally true in a supersymmetric AdS vacuum; however
this condition is still interesting in the latter context as it is the condition for stability when supersymmetry
is broken by other (D term) effects.
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this condition can be shown to imply that we are at a supersymmetric vacuum. Finally, (20)
is the unique superpotential with these properties.
Thus, in this class of compactifications, we obtain a family of superpotentials, each of which
is a linear combination of a finite basis of sections, the periods of the holomorphic three-form.
To count vacua in this family of theories, we must count all the critical points of all of these
sections which are allowed physically. This could be done by finding the expected number of
critical points of a random section from this class, taken from an appropriate distribution,
and multiplying by the number of distinct sections. Thus we have reformulated the physical
problem as a problem in the statistics of holomorphic sections.
In fact, there is a physically well motivated choice for the ensemble of these sections,
which we discuss in detail in [AD] and will return to in future work. It consists of the
superpotentials (20) satisfying the constraint∫
X
F (1) ∧ F (2) = L (21)
for some L ∈ Z. Each superpotential is taken with weight 1, to obtain the total number of
critical points.
The condition (21) sets the overall scale ofW , and is analogous to the “spherical ensemble”
of [BSZ1], of sections with a coefficient vector of unit length. While the coefficients here must
be integers, in the limit L→∞, one expects the sections to be uniformly distributed on the
constraint surface, and thus it should be a good approximation to neglect the quantization
condition; the spherical or Gaussian ensembles should provide the large L asymptotics for
the numbers of physical vacua.
There are further subtleties in making all of this precise, which we hope to return to in
future work. For one thing, the quadratic form in (21) is indefinite. The reason this still
defines a “spherical ensemble” is a slightly subtle argument which shows that upon restriction
to the subspace of sections with a critical point at a chosen point in M , the form is positive
definite.
In any case, this discussion should convince the reader that the problem of finding critical
points of Gaussian random sections, is remarkably close to actual problems arising in string
theory.
2.2. Further physical questions about vacua. Suppose we could find the vacua of the
theories we just described, or of other compactifications of string/M theory: what physical
questions would we like to answer? Let us discuss questions which can be answered with the
data (M,K,W ).
The most basic question is to count the supersymmetric and nonsupersymmetric vacua,
or just the metastable ones. The simplest number to obtain is the “supergravity index,”
which counts critical points with a weight ±1 as follows: if W = 0 at the critical point, the
weight is +1, while if W 6= 0, the weight is the Morse index. This number is topological
for M compact and nonsingular, and more generally is the integral of a topological density.
Thus, it would be useful to obtain estimates for the other vacuum counts, in terms of this
index, possibly under conditions such as bounds on curvature and its derivatives.
Besides counting the vacua, we might try to get a picture of their distribution in the
configuration space M , by defining a measure whose integral over a region R ⊂ M counts
vacua within that region. To be precise, denote the candidate supergravity theories as Ta,
14 MICHAEL R. DOUGLAS, BERNARD SHIFFMAN, AND STEVE ZELDITCH
and within each of these, denote the critical points as zi; the vacuum distribution is then
dγ[zi] =
∑
Ta
∑
i
δzi
Other distributions over vacua can be defined similarly. Let Aa be a function on M in
a given theory Ta, for example the cosmological constant or supersymmetry breaking scale.
We then define its distribution as
dγ[A] =
∑
Ta
∑
i
δAa(zi).
A basic question about the supersymmetric vacua, is their distribution of cosmological
constants Λ = −3eK |W |2, and especially the distribution near zero. It would be particularly
interesting to find the distribution for flux superpotentials with integer coefficients.
For nonsupersymmetric vacua, one would like the joint distribution of cosmological con-
stant Λ and supersymmetry breaking scale Msusy, ideally just for the metastable vacua.
Finally, one would like to consider more complete definitions of stability. In particular, a
vacuum with Λ = Λ1 > 0 can tunnel or decay to another vacuum with cosmological constant
Λ2 satisfying Λ1 > Λ2 ≥ 0, at a rate roughly given by
exp−
∫
dz
√
V (z)− gij¯(z)z˙i ˙¯zj¯ ,
i.e. the exponential of an action, integrated along an action-minimizing trajectory between
the two vacua. This formula is somewhat simplified, and more precise treatments can be
found in [CDL, Ba, KKLT], but serves to illustrate the problem.
The total decay rate for a vacuum, is then the sum of this rate (and, possibly the rate
for other decay processes), over all candidate target vacua. This consideration leads to a
constraint which the vacuum describing our universe must satisfy: its decay rate should be
smaller (hopefully, far smaller) than the inverse of the known time since the Big Bang, about
1010 years. Translated into Planck units, this is about 10−60. Now in cases studied so far
[KKLT], the decay rate to any single target vacuum is far smaller than this, around 10−100,
but it is conceivable that for M of high dimension, summing the rate over a large number
of targets would lead to an interesting constraint.
3. Critical points of holomorphic sections
We begin the mathematical discussion with the definition of critical points of a holomorphic
section s ∈ H0(M,L) relative to a connection ∇ on L. We recall that a smooth connection
is a linear map
∇ : C∞(M,L)→ C∞(M,L⊗ T ∗)
satisfying ∇fs = df ⊗ s+ f∇s for f ∈ C∞(M). Choosing a local frame eL of the line bundle
L, we let
K(z) = − log |eL(z)|2h . (22)
The Chern connection ∇ = ∇h is given by
∇(f eL) = (df − f∂K)⊗ eL , (23)
i.e., the connection 1-form (with respect to eL) is −∂K. We denote the curvature of h by
Θh = −d∂K = ∂∂¯K . (24)
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(Thus, a positive line bundle (L, h) induces the Ka¨hler form ω = i
2
Θh =
i
2
∂∂¯K with Ka¨hler
potential K.) By (23), ∇′′s = 0 for any holomorphic section s where ∇ = ∇′ + ∇′′ is the
splitting of the connection into its L⊗ T ∗1,0, resp. L⊗ T ∗0,1 parts.
Definition 3.1. Let (L, h) → M be a holomorphic line bundle over a complex manifold,
equipped with its Chern connection ∇ = ∇h. A critical point of a holomorphic section
s ∈ H0(M,L) with respect to ∇ is defined to be a point z ∈ M where ∇s(z) = 0, or
equivalently ∇′s(z) = 0. We denote the set of critical points of s by Crit∇(s).
It is important to understand that the set of critical points Crit∇(s) of s, and even its
number #Crit∇(s), depends on ∇ = ∇h (or equivalently on the metric h). According to
(23), the critical point condition in the local frame, s = feL, reads:
∂f = f∂K ⇐⇒ ∂ log f = ∂K . (25)
As mentioned in the introduction, this is a real C∞ equation, not a holomorphic one since
∇s ∈ C∞(M,L⊗ T ∗1,0) is a smooth but not holomorphic section and consequently does not
always have positive intersection numbers with the zero section. Heuristically, the number
of critical points reflects the degrees of both f and of K and the expected number of critical
points should be large if the ‘degree’ of K is large.
An essentially equivalent definition in the case of a Chern connection is to define a critical
point as a point w where
d|s(w)|2h = 0. (26)
Since
d|s(w)|2h = 0 ⇐⇒ 0 = ∂|s(w)|2h = hw(∇′s(w), s(w))
it follows that (26) is equivalent to ∇′s(w) = 0 as long as s(w) 6= 0. So the critical point
condition (26) gives the union of the zeros and critical points of the section s. Another
essentially equivalent critical point equation which puts the zero set of s at −∞ is
d log |s(w)|2h = 0. (27)
This is the equation studied by Bott [Bo] in his Morse-theoretic proof of the Lefschetz
hyperplane theorem, which is based on the observation that the Morse index of any such
critical point is at least m. We shall use this observation to study the Morse index density
in §7, where we note that the critical point theory of holomorphic sections at non-singular
critical points is truly just the real Morse theory of the function log |s(z)|2h.
We also note that the classical notion (cf. [AGV, Mi] ) of critical point of a holomorphic
function f(z1, . . . , zm) on C
m, i.e. a point w where
∂f
∂z1
(w) = · · · ∂f
∂zm
(w) = 0 (28)
can be viewed as a connection critical point equation in the sense of Definition 3.1 but with
a meromorphic connection rather than smooth Chern connection. That is, the derivatives
∂f
∂zj
on Cm define a meromorphic connection on the line bundles O(N) → CPm with poles
at infinity. Unlike the case of smooth connections, the critical point theory with respect to
meromorphic connections is entirely a holomorphic theory. The critical points of a generic
section in the sense of (28) all have topological index +1, and hence the number of critical
points is a topological quantity depending on the polar variety of the meromorphic connection
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and the Chern classes of M and L. This is in contrast to the case of a smooth connection,
where the critical points of a generic section may have topological index −1 as well as +1,
and their number depends on the section. As mentioned in the introduction (in the case of
curves), the average number of critical points in the sense of Definition 3.1 is greater than
the almost sure number in the classical sense.
The theory of critical points of holomorphic functions (cf. [AGV, Mi] ) is concerned
with the singularities of the hypersurface f(z) = f(z0) at a critical point z0. The function
g(z) = f(z) − f(z0) has a singular point at z0, i.e. g(z0) = ∇g(z0) = 0. The same notion
of singular point applies to Definition 3.1 for holomorphic sections. We note that generic
holomorphic sections and generic polynomials have no singular points. Those which do form
the discriminant locus D ⊂ H0(M,L). In physics terminology, singular points are known as
Minkowski vacua. the statistics of singular points are quite different from those of critical
points, and in particular D is a nonlinear subvariety ofH0(M,L) and does not carry Gaussian
measures.
3.1. Hessians at a critical point. There are three versions of the Hessian of s at a critical
point which play a role in this paper. In this section, we define them and explain the relations
between them.
The first version of the Hessian of s is
D∇s(z0) ∈ (T ∗2,0 ⊕ T ∗1,1)⊗ L, (∇s(z0) = 0) , (29)
Here, D is an auxiliary connection on T ∗M ⊗ L. As is well known, D∇s(z0) at a critical
point is independent of the choice of D. This Hessian will be part of the jet map defined in
(48).
The second version is the ‘vertical part’ Dv∇s of the derivative of the section ∇s : M →
T ∗1,0⊗L with respect to a connection D on T ∗1,0⊗L. For lack of a standard term, we refer
to it as the complex Hessian of s. This complex Hessian is the Hessian whose determinant
appears in the statement of Theorem 1. It is defined as follows: From an invariant point of
view, the connection gradient ∇s defines a section
∇s : M → T ∗1,0 ⊗ L. (30)
We define Dv∇s to be the vertical part of the derivative of (30) with respect to D. At a
critical point Dv∇s(z) is independent of the choice of the connection D. (The full derivative
of ∇s maps TM to T (T ∗1,0 ⊗ L), which has real dimension 4m, while Dv∇s maps TM to
the vertical tangent space T v(T ∗1,0 ⊗ L) ≈ T ∗1,0 ⊗ L.)
To define and compute the various Hessians, we introduce local coordinates and an adapted
frame in the following sense:
Definition 3.2. Let ∇ be the Chern connection on a Hermitian holomorphic line bundle
(L, h) → M . Let eL be a local frame (non-vanishing holomorphic section) of L in a neigh-
borhood of z0 ∈ M , and let K be the local curvature potential given by (22). We say that
eL is adapted to ∇ to order k at z0 if all pure holomorphic derivatives of K of order ≤ k
vanish at z0 (and thus the pure anti-holomorphic derivatives also vanish). In particular, the
connection form vanishes at z0.
We then write
∇s =
∑
vj dzj ⊗ eL , vj = ∂f
∂zj
− f ∂K
∂zj
. (31)
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We fix a point z0 ∈ M and choose an adapted local frame (of order 2) at z0 as well as
local normal holomorphic coordinates z1, . . . , zm at z0 (i.e., the connection form on TM also
vanishes at z0 in these coordinates).
We then define linear functionals H ′jq, H
′′
jq (depending on our choice of coordinates and
frame) on the space H0(M,L) by:
D′∇′s(z0) =
∑
j,q
H ′jqdzq ⊗ dzj ⊗ eL, D′′∇′s(z0) =
∑
j,q
H ′′jqdz¯q ⊗ dzj ⊗ eL . (32)
To obtain formulas for the matrices H ′ =
(
H ′jq
)
, H ′′ =
(
H ′′jq
)
, we recall from (22) that
|eL(z)|2h = e−K(z) , (33)
and thus for a section s = feL ∈ H0(M,L), we have by (23):
∇s =
m∑
j=1
(
∂f
∂zj
− f ∂K
∂zj
)
dzj ⊗ eL =
m∑
j=1
eK
∂
∂zj
(
e−K f
)
dzj ⊗ eL . (34)
Differentiating (34), we then obtain:
H ′jq =
∂2f
∂zj∂zq
(z0) , (35)
H ′′jq = − f
∂2K
∂zj∂z¯q
∣∣∣∣
z0
= −f(z0)Θjq , Θh(z0) =
∑
j,q
Θjqdzj ∧ dz¯q . (36)
Thus, the standard Hessian D∇s (see (29)) is given in our adapted coordinates and normal
frame by the m× 2m matrix (H ′ H ′′ ), where H ′ is a (complex-valued) symmetric matrix,
and H ′′ = −f(z0)Θ, where Θ is the curvature matrix
(
Θjq
)
.
To describe the complex Hessian Dv∇s, we begin by writing zq = xq+iyq and vj = σj+iτj
so that the real Jacobian matrix (at z0) of ∇s with respect to the variables σj , τj and xq, yq
and the local frame eL is 
(
∂σj
∂xq
) (
∂σj
∂yq
)
(
∂τj
∂xq
) (
∂τj
∂yq
)
 . (37)
But if we instead compute the Jacobian of ∇s with respect to the variables vj , v¯j and zq, z¯q,
we obtain the matrix
Hc :=

(
∂vj
∂zq
) (
∂vj
∂z¯q
)
(
∂v¯j
∂zq
) (
∂v¯j
∂z¯q
)
 = (H ′ H ′′
H ′′ H ′
)
=
(
H ′ −f(z0)Θ
−f(z0)Θ H ′
)
. (38)
Thus the complex Hessian is represented by the matrix Hc.
In invariant terms, at a critical point ∇s(z0) = 0, we may express Dv∇s(z0) as the matrix
Dv∇s(z0) =
 Hesshol(
∂
∂zj
, ∂
∂zk
)s(z) Θ( ∂
∂zj
, ∂
∂z¯k
)s(z)
Θ( ∂
∂zj
, ∂
∂z¯k
)s(z) Hesshol(
∂
∂zj
, ∂
∂zk
)s(z))
 . (39)
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relative to a basis of coordinate vector fields of local holomorphic coordinates. Here, the
‘holomorphic Hessian’ Hesshol of s at a critical point is given by
Hesshol(Z,W )s = ∇Z˜∇W˜ s(z0) Z,W ∈ T 1,0z0 , (40)
where Z˜, W˜ are local holomorphic vector fields taking the values Z,W , respectively, at z0.
Indeed, (40) is clearly independent of the choice of Z˜. Since the curvature Θ is of type (1, 1),
(∇Z˜∇W˜ s−∇W˜∇Z˜s)(z0) =
(∇Z˜∇W˜ −∇W˜∇Z˜ −∇[Z˜,W˜ ])s (z0) = Θ(Z,W )s(z0) = 0 ,
it follows that Hesshol(Z,W ) = Hesshol(W,Z), which is also independent of the choice of W˜ .
The off-diagonal terms are the mixed’ Hessian, given by
Hessmixed(Z,W )(s) = ∇W∇Zs(z0).
Since
Θ(Z,W )s(z0) =
(∇Z∇W −∇W∇Z −∇[Z,W ])s (z0) = −∇W∇Zs(z0)
(here we dropped the ˜), the mixed Hessian equals
Hessmixed(Z,W )(s) = −Θ(Z,W )s(z0).
The third version is the usual Hessian of log |s|2h at a critical point. This version will be
important in our discussion of Morse indices in §7. With respect to the basis {dzj , dz¯j}, it
is given at a critical point z0 by
(
∂2
∂zj∂zq
log |s|2h
) (
∂2
∂zj∂z¯q
log |s|2h
)
(
∂2
∂z¯j∂zq
log |s|2h
) (
∂2
∂z¯j∂z¯q
log |s|2h
)
 =

(
1
f
∂2f
∂zj∂zq
) (
− ∂2K
∂zj∂z¯q
)
(
− ∂2K
∂z¯j∂zq
) (
1
f¯
∂2f¯
∂z¯j∂z¯q
)

=
( 1
f(z0)
H ′ −Θ
−Θ 1
f¯(z0)
H ′
)
=
(
f(z0)
−1 0
0 f¯(z0)
−1
)
Hc . (41)
Note that the matrix (41) is not Hermitian. In §7, we use a Hermitian version of (41) obtained
by conjugating the real Hessian of log |s|2h by a unitary matrix; the resulting Hermitian matrix
(108) contains the entries of (41), re-arranged and with constant factors.
4. A density formula for zeros
We now begin the study of the statistics of critical points of random sections s ∈ S ⊂
H0(M,L) with respect to a complex Gaussian measure γ. We recall that a complex Gaussian
measure is induced by a choice of Hermitian inner product 〈, 〉 on S ⊂ H0(M,L):
Definition 4.1. We define the Gaussian measure associated to (S, 〈, 〉) by
dγ(s) =
1
πd
e−‖c‖
2
dc , s =
d∑
j=1
cjej , (42)
where dc is Lebesgue measure and {ej} is an orthonormal basis for S relative to 〈, 〉.
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We denote the expected value of a random variable X on S with respect to γ by EγX
or simply by EX when (S, γ) are understood. We recall from (2)–(3) that the expected
distribution of critical points of s ∈ S ⊂ H0(M,L) with respect to (S, γ,∇) is the measure
KcritS,γ,∇ = E γC
∇
s on M , where
C∇s =
∑
z∈Crit∇(s)
δz ,
where δz is the Dirac point mass at z. Thus,(
KcritS,γ,∇, ϕ
)
=
∫
S
 ∑
z:∇s(z)=0
ϕ(z)
 dγ(s). (43)
4.1. Covariance kernel. The crucial invariant of a Gaussian measure is its covariance or
two-point kernel:
Definition 4.2. The two-point kernel of a Gaussian measure γ defined by (S, 〈, 〉) is defined
by
ΠS(z, w) = ES(s(z)⊗ s(w)) ∈ Lz ⊗ Lw.
Here L denotes the complex conjugate of the line bundle L (characterized by the existence
of a conjugate linear bijection L
≈→ L, v 7→ v¯). As is well-known and easy to see, ΠS can be
written in the form
ΠS(z, w) =
n∑
j=1
sj(z)⊗ sj(w) ,
where {s1, . . . sn} is an orthonormal basis for S with respect to the inner product 〈, 〉 asso-
ciated to the Gaussian measure γ. Indeed,
E
(
s(z)⊗ s(w)
)
= E
(
n∑
j,k=1
cjck sj(z)⊗ sk(w)
)
=
n∑
j=1
sj(z)⊗ sj(w) , (44)
since the cj are independent complex (Gaussian) random variables of variance 1.
In the case of a Hermitian line bundle, the two point kernel of the Hermitian Gaussian
measure is the Szego¨ kernel of (L, h), i.e. the orthogonal projection ΠS,h,V : L2(M,L) → S
with respect to the inner product (10).
4.2. Expected density of random discrete zeros. The expected density of critical
points may be regarded as the expected density of zeros of random sections in the sub-
space ∇H0(M,L) ⊂ C∞(M,T ∗1,0⊗L). In this section, we prove a general formula (Theorem
4.4) for the density of zeros of random sections which applies to this subspace and which
will be used to prove Theorem 1. It may be derived from the rather general and abstract
Theorem 4.2 of [BSZ2]. However, that theorem gives the n-point correlation of zeros of
several random sections in all codimensions, while here we consider only the density (or
“1-point correlation”) in the full codimension case where the zeros are discrete. This is both
simpler than the general setting in [BSZ2] and also involves some special features not quite
covered there. To make the paper more self-contained, we give a derivation from scratch of
the density formula for discrete zeros that arises from [BSZ2, Theorem 4.2]. In §5.4, we give
an alternate approach to the proof which is closer to [AD].
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The general set-up in [BSZ2] involves 1-jets of sections of a real vector bundle V over a
smooth manifold M . (We shall later apply our formula to the case where V = T ∗1,0 ⊗ L
is complex, but the sections ∇s ∈ S are not holomorphic.) For simplicity of exposition,
we will endow V with a connection ∇ and an inner product h, and we will endow TM
with a Riemannian metric and a volume form dVolM . The result of Theorem 4.4 below is
independent of these choices of connection and metric.
Let S ⊂ C∞(M,V ) be a finite-dimensional subspace of smooth sections and consider the
jet maps
J1z : S → J1(M,V )z , z ∈M ,
where J1(M,V ) denotes the vector bundle of 1-jets of sections of V , and J1z (s) is the 1-jet at
z ∈ M of a section s ∈ S. Recall that we have the canonical vector bundle exact sequence
0→ T ∗M ⊗ V → J1(M,V ) ǫ→ V → 0 , (45)
where ǫ is the evaluation map.
The connection ∇ on V gives a splitting of (45),
(ε,∇) : J1(M,V ) ≈→ V ⊕ (T ∗M ⊗ V ) , J1z (s) 7→ (s(z),∇s(z)) . (46)
We shall identify V ⊕ (T ∗M ⊗V ) with the space J1(M,V ) of 1-jets via (46). Given a Gaussian
measure γ on S and a point z ∈M , we consider the pushforward measure
Dz := (J
1
z )∗γ , (47)
which is called the joint probability distribution of γ. Since the jet map J1z is Gaussian, the
joint probability distribution Dz is likewise Gaussian.
In the application we have in mind, V = T ∗1,0 ⊗ L, S = ∇H0(M,L) and
J1z : ∇H0(M,L)→ J1(M,T ∗1,0⊗L) ≈
(
T ∗1,0 ⊕ [T ∗1,0 ⊗ T ∗1,0]⊕ [T ∗0,1 ⊗ T ∗1,0])
z
⊗Lz . (48)
A complication arises (when dimM > 1) in that the range of J1z is a proper subspace of
J1(M,V )z. Indeed, in terms of normal coordinates, J
1(M,T ∗1,0 ⊗ L) can be identified with
the space of triples (v,H ′, H ′′), where v ∈ Cm and H ′, H ′′ are complex m × m matrices,
while the range of J1z consists only of those triples where H
′ is a complex symmetric matrix
and H ′′ = xΘ, x ∈ C (see (35)–(36)). Then Dz becomes a singular Gaussian measure on
J1(M,V ). The results of [BSZ1] include singular measures, but it is simpler to apply the
results in a way which is better adapted to the subspace situation.
Hence, returning to our general setup, we assume that the jet map has the following
spanning property:
Definition 4.3. Let S be a linear space of sections of a C∞ vector bundle V → M and let
J 1 : M × S → J1(M,V ) be given by J 1(z, s) = J1z (s). We say that S has the spanning
property with respect to a sub-bundle W ⊂ T ∗M ⊗V if ImageJ 1 is a sub-bundle of J1(M,V )
and ǫ : ImageJ 1 → V is surjective with kernel W ; i.e.,
0→W → ImageJ 1 ǫ→ V → 0 (49)
is an exact sequence of vector bundles.
The pushforward measureDz of (47) is then a (nonsingular) Gaussian measure on Image J
1
z .
Making the identification J1(M,V ) ≈ V ⊕ (T ∗N ⊗ V ) via (46), we have
Image J1z ≈ Vz ⊕Wz . (50)
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We then regard Dz as a Gaussian measure on Vz ⊕Wz, and we write
Dz = D(x, ξ; z) dx dξ (z ∈M, x ∈ Vz, ξ ∈ Wz) , (51)
where dx, dξ denote Lebesgue measure on Vz, Wz respectively (with respect to our Rie-
mannian metric G on M and inner product h on V ). We note that D(x, ξ; z) depends on
the choice of metrics, but of course Dz does not.
We now assume further that rankV = dimM = k, so that by the spanning property, the
zero sets Zs of sections s ∈ S are almost surely discrete. We shall denote by |Zs| the sum of
delta functions at the zeros of s. The following theorem is a special case of Theorem 4.2 in
[BSZ2]:
Theorem 4.4. Let V → M be a C∞ real vector bundle over a C∞ manifold of dimension
k = rank(V ), and let S ⊂ C∞(M,V ) be a finite-dimensional subspace with the spanning
property (49) with respect to a subspace W ⊂ T ∗M ⊗ V . Let γ be a Gaussian probability
measure on S. Then
E γ|Zs| = K dVolM , K(z) =
∫
Wz
D(0, ξ; z) ‖ det ξ‖ dξ , (52)
where dξ denotes Lebesgue measure with respect to the metric on Wz ⊂ T ∗M,z⊗Vz, and where
D(0, ξ; z) is given by (47) and (51). (An explicit formula for D(0, ξ; z) is given in (59).
The notation ‖ det ξ‖ in (52) is defined as follows: a V -valued 1-form ξ ∈ (T ∗M ⊗ V )z =
Hom(TM,z, Vz) induces a (det V )-valued k-form
det ξ ∈ Hom(det TM,z, det Vz) =
(∧k T ∗M ⊗ det V )
z
.
Then ‖ det ξ‖ is the norm on det T ∗M,z ⊗ det Vz induced from the metrics on M and V . To
describe the norm explicitly, we write
ξ =
k∑
j=1
ξj ⊗ ej, ξj ∈ T ∗z ,
where {e1, . . . , ek} is an orthonormal basis for Vz. Then
‖ det ξ‖ = ‖ξ1 ∧ · · · ∧ ξk‖ =
∣∣∣∣ξ1 ∧ · · · ∧ ξkdVolM
∣∣∣∣ . (53)
Remark: We note that D(0, ξ; z) is independent of the choice of the connection ∇ (see
[BSZ1, p. 371]). (It does depend on the choice of metric on V , but the reader can easily
check that D(0, ξ; z) ‖ det ξ‖ dξ dVolM(z) defines a measure on W that is independent of
metrics and volume forms.)
4.2.1. Zeros of sections of complex vector bundles. Now let V → M, S ⊂ C∞(M,V ) be as
in Theorem 4.4, but let V be a complex vector bundle of rank k over C. We suppose that
dimM = 2k so that we have point zeros. We may apply Theorem 4.4, regarding V →M as
a real vector bundle of rank 2k.
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Then (52) holds, but we must properly interpret ‖ det ξ‖. To do this, we fix z ∈ M , and
we pick an orthonormal basis {e1, . . . , ek} of Vz over C. We then regard Vz as a real vector
bundle endowed with the inner product having orthonormal basis{
1√
2
e1,
i√
2
e1, . . . ,
1√
2
ek,
i√
2
ek
}
.
As before, for ξ ∈ (T ∗M ⊗ V )z, we write
ξ =
k∑
j=1
ξj ⊗ ej =
k∑
j=1
(Reξj ⊗ ej + Imξj ⊗ iej) , ξj ∈ T ∗z ⊗ C .
Thus we have
‖ det ξ‖ = 2k‖Reξ1 ∧ Imξ1 ∧ · · · ∧ Reξk ∧ Imξk‖ = ‖ξ1 ∧ · · · ∧ ξk ∧ ξ¯1 ∧ · · · ∧ ξ¯k‖ . (54)
4.2.2. Proof of Theorem 4.4. As mentioned above, the theorem is a special case of Theo-
rem 4.2 in [BSZ2]. However, the proof in this case (which is based on the proof in [BSZ1])
is quite simple, so we present it here.
We can restrict to a neighborhood U of an arbitrary point z0 ∈ M . Since S spans V ,
we can choose U so that there exist sections e1, . . . , ek ∈ S that form a local frame for
V over U . For a section s ∈ S, we write s(z) = ∑kj=1 sj(z)ej(z) (z ∈ U) and we let
s˜ = (s1, . . . , sk) : U → Rk. Since D(0, ξ; z) is independent of the connection, we can further
assume that ∇|U is the flat connection ∇s =
∑
dsj ⊗ ej . Then
‖ det∇s‖ =
√
h‖ds1 ∧ · · · ∧ dsk‖ , (55)
where h = det
(
h(ej , ej′)
)
.
We let ψε → δ0 be an approximate identity on Rk, and we write c = (c1, . . . , ck) ∈ Rk, dc =
dc1 · · · dck. For a test function ϕ ∈ D(U), we have by (53) and (55),∫
Rk
ψε(c)
(
|s˜−1(c)|, ϕ
)
dc =
∫
Rk
ψε(c)
[ ∑
s˜(z)=c
ϕ(z)
]
dc
=
∫
U
(ψε ◦ s˜) ϕ |ds1 ∧ · · · ∧ dsk|
=
∫
U
(ψε ◦ s˜) ϕ ‖ det∇s‖ h−1/2 dVolM . (56)
Integrating (56) over S and using (47), we obtain∫
Rk
ψε(c)
(
E |s˜−1(c)|, ϕ) dc = ∫
S
∫
U
(ψε ◦ s˜)(z)ϕ(z) ‖ det∇s‖z h(z)−1/2 dVolM(z) dγ(s)
=
∫
M
∫
Wz
∫
Rk
ψε(c)ϕ(z) ‖ det ξ‖D (
∑
cjej , ξ; z) dc dξ dVolM(z),
(57)
where the latter equality follows from the fact that
(J1z )∗(dγ) = D(x, ξ; z) dx dξ = D (
∑
cjej , ξ; z) h(z)
1/2 dc dξ .
CRITICAL POINTS AND SUPERSYMMETRIC VACUA 23
Letting ε→ 0 in (57), we obtain
E (|s˜−1(0)|, ϕ) =
∫
M
∫
Wz
ϕ(z) ‖ det ξ‖D (0, ξ; z) dξ dVolM(z) .
Recalling that s˜−1(0) = Zs, we then obtain (52). 
Remark: The proof of the analogous result for the case where rankV < dimM follows the
same argument. The only additional ingredient is Federer’s co-area formula, which is used
to obtain (56); see [BSZ2].
4.3. Description of the joint probability distribution. We again suppose that V is
a complex vector bundle. Recall that the measure Dz is the pushforward of the Gaussian
measure γ under the linear map J1z . Since the push-forward of a Gaussian measure under
a linear map is Gaussian, Dz is a Gaussian measure on Image J
1
z . We now give a formula
for Dz and more importantly, for the conditional Gaussian measure D
0
z that appears in our
formula (52).
Let z ∈ M , and choose orthonormal bases {e1, . . . , ek}, {w1, . . . , wn} of Vz, Wz, respec-
tively. The Gaussian measure Dz can be written in the form
dγ∆(z)(v, w) =
1
πk+n det∆(z)
exp
[
−
〈
∆(z)−1
(
x
y
)
,
(
x
y
)〉]
dx1 · · · dxk dy1 · · ·dyn ,
v =
k∑
j=1
xjej , w =
n∑
q=1
yqwq .
The covariance matrix ∆(z) is given in block form by
∆(z) =
(
A B
B∗ C
)
, A =
[
E (xjx¯j′)
]
, B =
[
E (xj y¯q)
]
, C =
[
E (yqy¯q′)
]
, (58)
1 ≤ j, j′ ≤ k, 1 ≤ q, q′ ≤ n.
Using the formula for the inverse of a matrix in block form, we obtain
D(0, y; z) =
1
πk+n detA det Λ
exp
(−〈Λ−1y, y〉) , (59)
where Λ = C −B∗A−1B as in (7).
5. Density formulas: Proof of Theorem 1
We now prove Theorem 1 for the ensemble (S,∇, γ) by applying the zero-density formula
(52)–(53) of Theorem 4.4 to the ensemble
S ′ := ∇S ⊂ C∞(M,T ∗M ⊗ L) ,
endowed with the Gaussian probability measure on S ′ induced by γ. We assume that S has
the following property:
Definition 5.1. Let (L, h) → M be a Hermitian holomorphic line bundle. We say that
S ⊂ H0(M,L) has the 2-jet spanning property if the jet maps
J2z : S → J2Hol(M,L)z
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are surjective for all z ∈ M (where J2Hol(M,L) denotes the vector bundle of 2-jets of holo-
morphic sections of L).
When L → M is a positive line bundle on a compact complex manifold M , the surjec-
tivity of J2z always holds for S = H0(M,LN ) when N is sufficiently large, as a well known
consequence of the Kodaira Vanishing Theorem.
We begin with the following observation:
Lemma 5.2. Let (L, h) → M be a Hermitian holomorphic line bundle such that the Chern
connection ∇ had nonvanishing curvature form Θ. Suppose that S ⊂ H0(M,L) is a linear
space of sections with the 2-jet spanning property. Then ∇S ⊂ C∞(M,T ∗1,0M ⊗ L) has the
spanning property with respect to
W := (S2T ∗1,0M ⊕ CΘ˜)⊗ L ⊂ (T ∗1,0M ⊗ T ∗1,0M ⊗ L)⊕ (T ∗0,1M ⊗ T ∗1,0M ⊗ L) = T ∗M ⊗ T ∗1,0M ⊗ L ,
where S2T ∗1,0M ⊂ T ∗1,0M ⊗ T ∗1,0M denotes the symmetric tensors, and Θ˜ corresponds to Θ under
the natural identification T ∗1,1M ≈ T ∗0,1M ⊗ T ∗1,0M .
Proof. We begin by describing the relevant random variables x, vj, H
′
jq, H
′′
jq used to describe
the jet map J1z . Let z0 ∈ M and choose normal coordinates {zj} and a special frame eL
adapted to ∇ at z0. Recalling (31)–(32), we consider the linear functionals x, vj , H ′jq, H ′′jq on
the space H0(M,L) given by:
s(z0) = x eL, ∇s(z0) = ∇′s(z0) =
m∑
j=1
vjdzj ⊗ eL (60)
D′∇′s(z0) =
∑
j,q
H ′jqdzq ⊗ dzj ⊗ eL, D′′∇′s(z0) =
∑
j,q
H ′′jqdz¯q ⊗ dzj ⊗ eL . (61)
The jet map in local coordinates, using the identification (48), is given by
J1z0 = (vj , H
′
jq, H
′′
jq) . (62)
The conclusion is an immediate consequence of the 2-jet spanning property of S and (35)–
(36). 
We recall that the matrices [H ′jq] and [H
′′
jq] are the coordinate representation of the holo-
morphic Hessian and mixed Hessian described in §3.1, where it was observed that they form
part of the vertical derivative matrix Hc of ∇s.
5.1. Density formula and covariance kernel. Following §4.3, we next compute the joint
probability density using the coordinates {H ′jq (1 ≤ j ≤ q ≤ m), x} with respect to the
basis
{dzj ⊗ dzq ⊗ eL|z0 (1 ≤ j ≤ q ≤ m), Θh ⊗ eL|z0}
of Wz0 . (Here, in order to obtain the result as a consequence of Theorem 4.4 on zero
densities, we need to assume that the curvature form Θh does not vanish at z0. However,
in the general case, the formula follows directly from the argument in §4.2.2 using instead
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the joint probability distribution D(v,H ′, x; z0) dv dH
′ dx.) The joint probability density
D(v,H ′, x; z0) is Gaussian with covariance matrix ∆(z0) given by:
∆(z0) =
(
A B
B∗ C
)
, (63)
A =
[
E
(
vjvj′
)]
, (64)
B =
[
E
(
vjH ′j′q′
)
E
(
vj x¯
)]
, (65)
C =
[
E
(
H ′jqH
′
j′q′
)
E
(
H ′jqx¯
)
E
(
xH ′j′q′
)
E (|x|2)
]
, (66)
1 ≤ j ≤ m, 1 ≤ j ≤ q ≤ m, 1 ≤ j′ ≤ q′ ≤ m.
We now describe how ∆(z0) is given in terms of the covariance kernel ΠS of S (cf. Definition
4.2). It is in fact simpler to use the local expression for the covariance kernel in a local frame
(non-vanishing local holomorphic section). We fix a point z0 ∈M , and choose a frame eL of
L on a neighborhood U ⊂ M of z0. We write every section in the form s = f eL.
Definition 5.3. The local covariance kernel FS(z, w) ∈ O(U × U) in a frame eL of L is
defined by
ΠS(z, z) = FS(z, z) eL(z)⊗ eL(z) .
Equivalently,
FS(z0, w0) =
∑
j
fj(z0)f j(w0)
where sj = fjeL is an orthonormal basis of (S, 〈, 〉).
We then have:
E (|x|2) = FS(z0, z0) =
∑
|fj(z0)|2. (67)
We emphasize that both the random variable x of (60) and the formula (67) depend on the
choice of frame eL. It is convenient to introduce an invariant notation for the local covariance
kernel in the frame eL. We write (67) as
E (|x|2) = ΠS(z0, z0)
eL(z0)⊗ eL(z0) = ρ
diag
eL(z0)
ΠS , (68)
where ρdiag denotes the restriction to the diagonal, and
ρdiagv G = G(z0, z0)/(v ⊗ v¯) ∈ C , (69)
for G(z0, z0) ∈ Lz0 ⊗ L¯z0, v ∈ Lz0 .
Differentiating (44), we obtain
E
(
∇zjs(z)⊗∇wj′s(w)
)
= ∇zj∇w¯j′ΠS(z, w) ,
where we write
∇′s =
m∑
j=1
dzj ⊗∇zjs , ∇′′s =
m∑
j=1
dz¯j ⊗∇z¯js .
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Hence,
E (vjvj′) = ρ
diag
eL(z0)
∇zj∇w¯j′ΠS .
Thus, after repeatedly differentiating (5.3), the matrices (64)–(66) can be expressed in terms
of the covariance kernel and its covariant derivatives on the diagonal:
A =
(
ρdiageL(z0)∇zj∇w¯j′ΠS
)
, (70)
B =
[(
ρdiageL(z0)∇zj∇w¯q′∇w¯j′ΠS
) (
ρdiageL(z0)∇zjΠS
)]
, (71)
C =

(
ρdiageL(z0)∇zq∇zj∇w¯q′∇w¯j′ΠS
) (
ρdiageL(z0)∇zq∇zjΠS
)
(
ρdiageL(z0)∇w¯q′∇w¯j′ΠS
)
ρdiageL(z0)ΠS
 , (72)
1 ≤ j ≤ m, 1 ≤ j ≤ q ≤ m, 1 ≤ j′ ≤ q′ ≤ m.
In the above, A,B,C arem×m, m×n, n×n matrices, respectively, where n = 1
2
(m2+m+2).
We pause to obtain simple local formulas in an adapted frame and in normal coordinates
for ∇. We first replace each covariant derivative by its local expression ∇zj = ∂∂zj − ∂K∂zj in
the frame eL and each ΠS can be replaced by its local expression FS . Thus,
E
(
∇zjs(z)⊗∇wj′s(w)
)
= (
∂
∂zj
− ∂K
∂zj
)(
∂
∂w¯j′
− ∂K
∂w¯j′
)Fγ(z, w)|z=w. (73)
Similarly for higher covariant derivatives.
Thus we have,
A =
(
( ∂
∂zj
− ∂K
∂zj
)( ∂
∂w¯j′
− ∂K
∂w¯j′
)FS(z, w)|z=w
)
, (74)
B =
[(
∂
∂zj
− ∂K
∂zj
)( ∂
∂w¯q′
− ∂K
∂w¯q′
)( ∂
∂wj′
− ∂K
∂w¯j′
)FS |z=w
) (
( ∂
∂zj
− ∂K
∂zj
)FS |z=w
)]
, (75)
C =
 C ′
(
( ∂
∂zj
− ∂K
∂zj
)( ∂
∂zq
− ∂K
∂zq
)FS |z=w
)
(
( ∂
∂w¯q′
− ∂K
∂w¯q′
)( ∂
∂w¯j′
− ∂K
∂w¯j′
)FS |z=w
)
FS(z, z)
 ,
C ′ =
(
( ∂
∂zq
− ∂K
∂zq
)( ∂
∂zj
− ∂K
∂zj
)( ∂
∂w¯q′
− ∂K
∂w¯q′
)( ∂
∂w¯j′
− ∂K
∂w¯j′
)FS |z=w
)
(76)
1 ≤ j ≤ m, 1 ≤ j ≤ q ≤ m, 1 ≤ j′ ≤ q′ ≤ m.
In the formulas (74)–(76), we only take repeated holomorphic or anti-holomorphic deriva-
tives of the potential K. Hence in an adapted frame of high order 2, the matrices simplify
to the ones given in (6)–(9) when evaluated at z = w = z0.
5.2. Completion of the proof. From (59), we obtain
D(0, H ′, x; z0) =
1
π(
m+2
2 ) detA det Λ
exp
(−〈Λ−1(H ′ ⊕ x), H ′ ⊕ x〉) , (77)
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where Λ is given by (7). The formula in Theorem 4.4 then yields the expected density of
critical points:
K(z0) =
∫
Cn
‖ detH‖D(0, H ′, x; z0) dH ′ dx . (78)
To complete the proof of Theorem 1, we need the formula for ‖ detH‖. We now obtain
the formula from (54) with h = 1 (normal coordinates at z0) and
ξj = H
′
j1dz1 + · · ·+H ′jmdzm +H ′′j1dz¯1 + · · ·+H ′′jmdz¯m ,
ξ¯j = H
′′
j1dz1 + · · ·+H ′′jmdzm +H ′j1dz¯1 + · · ·+H ′jmdz¯m .
By (54), we see that ‖ detH‖ is the determinant of the matrix Hc given by (38):
‖ detH‖ = | detHc| =
∣∣∣∣det [ H ′ −xΘ−x¯Θ¯ H ′∗
]∣∣∣∣ . (79)
Theorem 1 now follows from (77)–(79). 
Remark: Our formulas for the A,B,C matrices differ slightly from those in [BSZ2] (and in
our forthcoming paper [DSZ]). There, we lift the computations on a positive Hermitian line
bundle to the associated circle bundle, which amounts to replacing ρdiageL(z0) by ρ
diag
u , where
u = ‖eL(z0)‖−1h eL(z0). The resulting formula for the density is the same in both approaches,
since it is invariant when ∆(z0) is multiplied by a scalar factor.
5.3. Proof of Corollary 2. We apply Theorem 1 with Θ = I, which is the local formula
for Θ in normal coordinates; equivalently H ′′jq = −δqjx. Then
‖ detH‖ =
∣∣∣∣det [ H ′ H ′′H ′′ H ′
]∣∣∣∣ = ∣∣∣∣det [ H ′ −xI−x¯I H ′∗
]∣∣∣∣
=
∣∣(detH ′) det(H ′∗ − |x|2H ′−1)∣∣
=
∣∣det(H ′H ′∗ − |x|2I)∣∣ . (80)
Therefore by (78)–(79),
K(z0) =
1
π(
m+2
2 ) detA det Λ
∫ ∣∣det(H ′H ′∗ − |x|2I)∣∣ e−〈Λ−1(H′⊕x),H′⊕x〉 dH ′ dx . (81)
This completes the proof of Corollary 2. 
5.4. Alternate viewpoint. In this section, we give a different viewpoint to the proof of
Theorem 1 that seems closer to the discussions in [Do].
Let us first consider the simpler case of critical points ∇f = 0 with respect to the usual
flat Euclidean gradient of real valued functions f : Rn → R. The delta function on the
critical set is then given by
Cf =
∑
x:df(x)=0
δx,
where δx denotes the point mass at the point x, i.e. 〈δx, ϕ〉 = ϕ(x) for test functions ϕ. The
measure Cf is closely related to the pull back under ∇f : Rn → Rn of the delta function
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δ0 at zero in R
n. In general, let F : Rn → Rn be a smooth map all of whose zeros are
non-degenerate in the sense that detDFx 6= 0 whenever F (x) = 0. Then,
F ∗δ0 =
∑
x:F (x)=0
δx
| detDFx| . (82)
If F = ∇f and f has only non-degenerate critical points, this becomes
(∇f)∗δ0 =
∑
x:df(x)=0
δx
| detD∇f(x)| , (83)
where D∇f is the derivative of the map ∇f . The measures Cf and ∇f ∗δ0 are related by
Cf = | detD∇f(x)|(∇f)∗δ0. (84)
We now generalize to the local analogue of the case of concern in this paper, where
f : Cm → C is holomorphic and ∇ is a smooth connection of type (1, 0), i.e. has the form
∇f = ∂f − f∂K for f holomorphic. As before, we define
Cf =
∑
z:∇f(z)=0
δz, z ∈ Cm.
Relative to the global basis dzj of (1, 0) forms on C
m, we may express ∇f as the smooth
map
∇f = (∇ ∂
∂z1
f, . . . ,∇ ∂
∂zm
f) : Cm → Cm, (85)
where ∇ ∂
∂zj
f = ∂
∂zj
f − ∂K
∂zj
f.
Since ∇f is not holomorphic, its derivative Dv∇f(z) is not a complex linear map on
the complex tangent space TzC
m ∼ Cm, but rather is a linear map of the real tangent
space, a real 2m-dimensional vector space. At a critical point z0, we express the derivative
Dv∇f(z) : TzR2m ⊗ C → T0R2m ⊗ C in terms of the real basis ∂∂zj , ∂∂z¯k of each complexified
real tangent space:
Dv∇f =
 D ∂∂zk∇ ∂∂zj f D ∂∂z¯k∇ ∂∂zj f
D ∂
∂zk
∇ ∂
∂z¯j
f¯ D ∂
∂z¯k
∇ ∂
∂z¯j
f¯
 . (86)
Since f is holomorphic, the off-diagonal blocks simplify to Θf and its complex conjugate.
Thus, Dv∇f is precisely the complex Hessian matrix Hc of (38), and hence it is the ‘vertical
derivative’ from §3.1.
We then have
(∇f)∗δ0 =
∑
z:df(z)=0
δz
| detDv∇f(z)| , (87)
and therefore
Cf = | detDv∇f(z)|
∑
z:df(z)=0
(∇f)∗δz,
where Dv∇f is given in (86).
We now adapt these formulas to holomorphic sections s ∈ H0(M,L) and Chern connec-
tions for a Hermitian metric h, which reduce to the previous example in a local frame. In so
doing, we justify the invariant interpretation of the Hermitian Hessian matrix Hc from §3.1.
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We introduce local coordinates z1, . . . , zn on M with Euclidean volume form dz as in
Theorem 1. From an invariant point of view, the gradient map (30) is a section of T ∗(1,0)⊗L.
Since the bundle is non-trivial, the delta-function at 0 in the previous calculation should be
interpreted as the delta function δ0 along the zero section of T
∗(1,0) ⊗ L, that is,
〈δ0, ψ〉 =
∫
M
ψ(z, 0)dV (z)
where ψ ∈ C∞(T ∗1,0 ⊗ L). In a local frame eL, the gradient map is given by (85) and the
delta-function is just δ0 on C
m. This explains why the derivative Dv defined in the local
discussion is the vertical part of the full derivative relative to the flat connection. In the
setting of line bundles, (87) becomes
(∇s)∗δ0 =
∑
z:∇s(z)=0
δz
| detDv∇s(z)| , (88)
where
Dv∇s : TzM → T ∗1,0z ⊗ Lz (89)
is the vertical part of the derivative of (30). Taking the vertical part requires a connection
on T ∗1,0⊗L, which we take to be the flat connection on our coordinate neighborhood (which
we can do, since kcritS,γ,∇ is independent of the connection on M). As observed in §3.1, at a
critical point, Dv∇s(z) is independent of the choice of connection. The determinant is taken
relative to the local Euclidean metric on M and the metric h on Lz.
It follows that
kcritS,γ,∇ dz = EC
∇
s = E
(| detDv∇s| ∇s∗δ0). (90)
In calculating kcritS,γ,∇(z) we may fix z and introduce a local adapted frame eL at z. Again
writing s = feL, we have
kcritS,γ,∇(z) =
∫
Cm
∫
Cd
| det
∑
ajD
v∇fj(z)|eiRe〈t,
∑
j aj∇fj(z)〉e−|a|
2
dadt (91)
In local coordinates, Dv∇f(z) is the matrix Hc of (38).
We now calculate the da integral by making a change of variables. We consider the real
linear map J := J1z of (48), which is locally written as
J (a) = (ξ,H) := (
∑
j
aj∇fj(z),
∑
ajD
v∇fj(z)). (92)
As mentioned above, for a positive line bundle the H matrix depends only on a complex
m × m symmetric matrix (the holomorphic Hessian) and a complex scalar (which when
multiplied by Θ, gives the mixed Hessian), so we may regard J as a map from a ∈ Cd into
(ξ,H) ∈ Cm × Sym(m,C)×C of dimension (m+2
2
)
. Since the integrand is a function only of
ξ,H we may push forward the measure e−|a|
2/2da under J1z to obtain∫
Cm
∫
Cm×Sym(m,C)×C
| detH|eiRe〈t,ξ〉J(ξ,H)dξdHdt, (93)
where
J∗e−|a|2da = J(ξ,H)dξdH, i.e. J(ξ,H) =
∫
J−1(ξ,H)
e−|a|
2/2da˙
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where da˙ is the surface Lebesgue measure on the subspace J −1(ξ,H) . Evaluating the dt
integral we obtain
(93) =
∫
Sym(m,C)×C
| detH|J(0, H)dH (94)
To complete the proof, we need to evaluate J(ξ,H). We claim that
J(0, H) =
1
detA det Λ
e−〈Λ
−1H,H〉 (95)
in our previous notation. This follows from general principles on pushing forward complex
Gaussians under complex linear maps F : Cd → Cn, whereby
F∗e
−|a|2da = γFF ∗,
i.e.
J(ξ,H) =
1
detJJ ∗ e
〈[JJ ∗]−1(H,ξ),(H,ξ)〉. (96)
From
〈J (a), (ξ,H)〉 = {〈
∑
j
aj∇fj(z), ξ〉+ 〈Dv∇fj(z), H〉}
we see that J ∗ : Cm × Sym(m,C)× C→ Cd is the map
J ∗(H, ξ) = ({〈∇fj(z), ξ〉+ 〈Dv∇fj(z), H〉}dj=1.
Hence JJ ∗ : Sym(m,C)× Cm → Sym(m,C)× Cm is the map with block matrix form
JJ ∗(H, ξ) =
 A(ξ,H) B(ξ,H)
B∗(ξ,H) C(ξ,H)

where 
A(ξ) =
∑
j〈∇fj(z), ξ〉∇fj(z),
B(ξ,H) =
∑
j〈Dv∇fj(z), H〉∇fj(z)⊕ 〈∇fj(z), ξ〉Dv∇fj(z),
C(H) =
∑
j〈Dv∇fj(z), H〉Dv∇fj(z).
Summing in j we observe that
A =
∑
j
〈∇fj(z), ξ〉∇fj(z) = ∇z∇w¯Π(z, w)|z=w, B = (∇z∇2w¯Π(z, w)|z=w, ∇zΠ(z, w)|z=w),
and
C =
 ∇2z∇2w¯Π(z, w)|z=w ∇2zΠ(z, w)|z=w
∇2w¯Π(z, w)|z=w Π(z, z)
 . (97)
Here, |z=w is shorthand for ρdiageL(z) (see (69).
To complete the proof of Theorem 1 we observe that when we set ξ = 0, the quadratic
form 〈(JJ ∗)−1(0, H), (0, H)〉 equals 〈Λ−1(0, H), (0, H)〉, where Λ is given by (7). 
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6. Exact formulas for Riemann surfaces
In this section, we derive exact formulas for the density of critical points on a Riemann
surface with respect to any Hermitian line bundle, positive or not.
6.1. Density of critical points on a Riemann surface: Proof of Theorem 3. Let
(L, h) → M be a Hermitian line bundle on a Riemann surface M with area form dV , and
let S be a finite-dimensional subspace of H0(M,L) with the 2-jet spanning property, as in
Theorem 3. Let r = i
2
Θh/dV , and let µ1, µ2 be the eigenvalues of ΛQr, where
Q =
1 0
0 −r2
 .
We observe that µ1, µ2 have opposite signs since det ΛQr = −r2 det Λ < 0. Let µ2 < 0 < µ1.
From the 1-dimensional case of Theorem 1, we have
KcritS,h,V =
1
π3A det Λ
∫
C2
∣∣ |H ′|2 − r2|x|2 ∣∣e−〈Λ−1(H′,x),(H′,x)〉 dH ′ dx . (98)
Writing H =
(
H ′ x
)
, we then have:
KcritS,h,V =
1
π3A det Λ
∫
C2
∣∣HQrH∗∣∣ exp (−HΛ−1H∗) dH
=
1
π3A
∫
C2
∣∣HΛ 12QrΛ 12H∗∣∣ exp (−HH∗) dH .
We diagonalize Λ
1
2QrΛ
1
2 , which has the same eigenvalues µ1, µ2 as ΛQr, to obtain
KcritS,h,V =
1
π3A
∫
C2
∣∣µ1|a|2 + µ2|b|2 ∣∣ e−|a|2−|b|2 da db
=
1
πA
∫ +∞
0
∫ +∞
0
|µ1u+ µ2v| e−u−vdu dv
=
1
πAµ1|µ2|
∫ +∞
0
∫ +∞
0
|u− v| e−µ−11 u−|µ2|−1vdu dv
=
1
πAµ1|µ2|
∫ +∞
−∞
∫ +∞
max{w,0}
|w| exp(|µ2|−1w) exp
[−(µ−11 + |µ2|−1)u] du dw
=
1
πAµ1|µ2| (I) +
1
πAµ1|µ2| (II) ,
where
(I) =
∫ +∞
0
∫ +∞
w
w exp(|µ2|−1w) exp
[−(µ−11 + |µ2|−1)u] du dw = µ21µ−11 + |µ2|−1 ,
and
(II) =
1
2π
∫ 0
−∞
∫ +∞
0
(−w) exp(|µ2|−1w) exp
[−(µ−11 + |µ2|−1)u] du dw = µ22µ−11 + |µ2|−1 .
This yields the desired formula. 
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6.2. Index density: Proof of Corollary 4. Critical points of a section s are (almost
surely) of index ±1. The above proof shows that the expected density of critical points of
index 1 is given by
Kcrit+ =
1
πAµ1|µ2| (I) =
1
πA
µ21
|µ1|+ |µ2| ,
while the expected density of critical points of index −1 is
Kcrit− =
1
πAµ1|µ2| (II) =
1
πA
µ22
|µ1|+ |µ2| .
Hence, the index density is given by
Kcritindex := Kcrit+ −Kcrit− =
µ1 + µ2
πA
=
Tr[ΛQr]
πA
. (99)
(Of course, (99) can also be obtained directly from (98) as an elementary second moment
calculation.)
The critical points of s of index 1 are the saddle points of |s|2h, while those of index −1
are local maxima of |s|2h in the case where L is positive, and are local minima of |s|2h if L is
negative. (The length |s| cannot have positive local minima if L is positive, or maxima if L
is negative.)
6.3. Alternate proof of Theorem 3. For simplicity, we assume that r = 1. From (98),
we obtain
KcritS,h,V =
1
π3A det Λ
∫
C2
∣∣ |H ′|2 − |x|2 ∣∣ e−〈Λ−1(H′,x),(H′,x)〉 dH ′ dx
=
1
2π4A det Λ
∫
C2
∫
R
∫
R
∣∣λ− |x|2∣∣ eiξ(λ−|H′|2)e−〈Λ−1(H′,x),(H′,x)〉dξ dλ dH ′ dx .
Indeed, the ξ integral gives the δ-function at λ = |H ′|2, and the λ integral then gives (98).
We change variables to λ′ = λ− |x|2 to get (dropping the primes)
1
2π4A det Λ
∫
C2
∫
R
∫
R
|λ| eiξ(λ+|x|2−|H|2) exp (−〈Λ−1(H, x), (H, x)〉) dξ dλ dH dx. (100)
We now do the complex Gaussian dHdx integral on C2. The quadratic form is
i〈ξ, |x|2 − |H|2〉 − 〈Λ−1(H, x), (H, x)〉 = − 〈(Λ−1 + iξQ)(H, x), (H, x)〉 .
The result is
KcritS,h,V (z) =
1
2π2A
∫
R
∫
R
|λ| eiξλ 1
det(I + iξΛQ)
dξ dλ . (101)
Thus, in dimension one, KcritS,h,V (z) depends only on the eigenvalues µ1, µ2 of ΛQ.
We first consider the dξ integral,
I(λ) =
∫
R
eiξλ
det(I + iξΛQ)
dξ =
∫
R
eiξλ
(1 + iξµ1)(1 + iξµ2)
dξ =
−1
µ1µ2
∫
R
eiξλ
(ξ − iµ−11 )(ξ − iµ−12 )
dξ.
We separately treat the cases λ > 0, λ < 0.
(i) λ > 0: In this case, we pick up the residue at the pole i/µ1 in the upper half plane:
I+(λ) = −2πi
µ1µ2
Resi/µ1
[
eiξλ
(ξ − iµ−11 )(ξ − iµ−12 )
]
=
−2πi
µ1µ2
e−λ/µ1
(iµ−11 − iµ−12 )
=
2π e−λ/µ1
µ1 − µ2 (102)
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(ii) λ < 0: In this case we pick up the residue at i/µ2:
I−(λ) = 2πi
µ1µ2
Resi/µ2
[
eiξλ
(ξ − iµ−11 )(ξ − iµ−12 )
]
=
2π eλ/|µ2|
µ1 − µ2 (103)
To complete the calculation, we need to evaluate∫ 0
−∞
(−λ)I−(λ)dλ+
∫ ∞
0
λI+(λ)dλ
=
2π
µ1 − µ2
(∫ 0
−∞
(−λ)e λ|µ2|dλ+
∫ ∞
0
λe
− λ
µ1 dλ
)
= 2π
µ22 + µ
2
1
|µ1|+ |µ2| . (104)
The desired formula follows from (101) and (104) 
We shall use this approach in [DSZ] for our computation of densities in higher dimensions.
6.4. Exact formula for CP1: Proof of Corollary 5. Since the critical point density
with respect to the Fubini-Study metric is SU(2) invariant and hence constant, it suffices to
compute it at the point (z0 : 0) ∈ CP1, using the local coordinate z = z1/z0 and the local
frame eN for O(N) corresponding to the homogeneous polynomial zN0 on C2. We recall that
the Szego¨ kernel is given by
ΠH0(CP1,O(N))(z, w) =
N + 1
π
(1 + zw¯)NeN(z)⊗ eN(w) .
(See, for example, [SZ, §1.3].) Since our formula is invariant when the Szego¨ kernel is
multiplied by a constant, we can replace the above by the normalized Szego¨ kernel
Π˜N(z, w) := (1 + zw¯)
N (105)
in our computation.
Since
K(z) = − log |eN(z)|2FS = N log(1 + |z|2) ,
we have
K(0) =
∂K
∂z
(0) =
∂2K
∂z2
(0) = 0 ;
i.e., eN is an adapted frame at z = 0. Hence when computing the (normalized) matrices
BN , CN for H
0(CP1,O(N)), we can take the usual derivatives of Π˜N . Indeed, we have
∂Π˜N
∂z
= N(1 + zw¯)N−1w¯ ,
∂2Π˜N
∂z∂w¯
= N(1 + zw¯)N−1 +N(N − 1)(1 + zw¯)N−2zw¯ .
It follows that
AN(0) = ( N ) , BN (0) = ( 0 0 ) , ΛN(0) = CN(0) =
(
2N(N − 1) 0
0 1
)
. (106)
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We now apply Corollary 4. Since r := i
2
Θh/dV = N , where h is the Fubini-Study metric
on O(N) and dV = ωFS, the eigenvalues of ΛN(0)Qr are given by:
µ1 = 2N(N − 1), µ2 = −N2 .
Suppose that N ≥ 2 so that O(N) → CP1 has the 2-jet spanning property. Theorem 3
then yields
Kcrit+ =
1
π
4(N − 1)2
3N − 2 , K
crit
− =
1
π
N2
3N − 2 . (107)
Since Kcrit± is constant by invariance of the metric and connection, and Vol(CP1) = π, the
desired formulas follow from (107).
If N = 1, then every section has exactly 1 critical point (of index 1), so the formula holds
in this case too. 
Remark: ForN = 2, it also turns out that almost all sections have exactly 2 critical points—
one each of index +1 and −1. To see this, we first note that Theorem 5 says that the expected
number of critical points in this case is 2. Since χ(O(2) ⊗ T ∗1,0) = c1(O(2) ⊗ T ∗1,0) = 0,
the number of critical points of index 1 equals the number of critical points of index −1.
Suppose that
s = (a + bz + cz2) e⊗2 .
The critical point equation is:
(2a+ b) + (2b+ 2c)z + b|z|2 = 0 .
By Be´zout’s Theorem on R2, there are at most 4 critical points. Hence there are only two
possibilities: (i) 2 critical points of index 1 and 2 of index −1; (ii) 1 critical point each of
index 1 and of −1. Since the average number of critical points is 2, case (ii) almost always
occurs.
However, for N ≥ 3, one easily checks that the expected number of critical points,
5N2−8N+4
3N−2
, is not an integer and hence the sections in H0(CP1,O(N)) cannot all have the
same number of critical points.
6.4.1. Metric dependence of the number of critical points. The expected number of critical
points N critS,h =
∫
M
KcritS,hdV of a section s of H0(M,L) (with the Hermitian Gaussian measure)
depends on the metric h on L. This is true even for the case where L = O(1) → CP1 is
the hyperplane section bundle over the projective line. To illustrate this dependence, we let
z = z1/z0 denote the coordinate in the affine chart C ⊂ CP1, and let eL = z0 ∈ Hom(C2,C) ≈
H0(CP1, L); then eL is a local frame over C. If we give L the standard Fubini-Study metric
h(eL, eL) = (1 + |z|2)−1, then eL has a critical point (maximum of h(eL, eL)) at 0 and no
others. Furthermore, every section ofH0(CP1, L) has exactly 1 critical point, so the expected
number of critical points equals 1. Now let p(z) be a polynomial of degree k > 1 with distinct
roots, and consider the metric
h˜ = h˜1−ε0 h
ε , h˜0 = (p
∗h)
1
k ,
where ε > 0. The metric h˜ has positive curvature (while the curvature of h˜0 is semi-positive).
Since the critical points of a section s coincide with the critical points of the function log |s|,
it suffices to consider
log |eL|h˜0 = −
1
k
log(1 + |p(z)|2) .
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This function has maxima at the k roots of p (and for generic p, has k− 1 saddle points, by
Morse theory) and hence has 2k − 1 critical points on C. Therefore, the section eL = z0 has
2k− 1 critical points, and hence all nearby sections z0 + δz1 also have 2k− 1 critical points.
As every section has at least one critical point, the expected number of critical points is
greater than 1 for the metric h˜.
On the other hand, in [DSZ] we show that for any metric with positive curvature on
CP
1 (or more generally on any compact Ka¨hler manifold), the expected number of critical
points of H0(CP1,O(N)) has an asymptotic expansion in N−1, where the first two terms are
independent of the metric; see (15)–(16).
7. Morse index density: Proof of Theorem 6
We recall that the critical points of log |s|2 coincide with the critical points of ∇s and
that they have Morse index ≥ m. (Since almost all sections have only nondegenerate critical
points, we make this assumption throughout.) Theorem 6 is an immediate consequence of
Lemma 7.1 below and the proof of Theorem 1 and Corollary 2.
Recall that the Hermitian metric on T 1,0M is given by the curvature
Θ = −∇′∇′′ log h ∈ T 1,0∗M ⊗ T 0,1
∗
M = T
1,0∗
M ⊗ T 1,0
∗
M .
We let Θ∗ ∈ T 1,0M ⊗ T 1,0M denote the dual metric on T 1,0
∗
M .
Lemma 7.1. Let (L, h) → M be a positive holomorphic line bundle, and let z0 ∈ M be a
nondegenerate critical point of s ∈ H0(M,L). Then the Morse index of log |s|2h at z0 equals
m+ indexz0(SΘ
∗S −Θ), where
S = ∇′∇′ log |s|2h ∈ T 1,0
∗
M ⊗ T 1,0
∗
M .
Hence at a critical point, the topological index of s is (−1)m+n, where n is the Morse index
of log |s|h.
Proof. Let z0 be a nondegenerate critical point of log |s|2 at z0. Let zj = xj+ iyj, 1 ≤ j ≤ m,
be normal coordinates at z0. Note that Θz0 =
∑m
j=1 dzj ⊗ dz¯j . Thus
indexz0(SΘ
∗S −Θ) = index(SS∗ − I) ,
where S now denotes the symmetric matrix(
Sjk
)
=
(
∂2
∂zj∂zk
log |s|2h
)
z0
.
Conjugating the Hessian matrix
(
∂2
∂xj∂xk
log |s|2h
) (
∂2
∂xj∂yk
log |s|2h
)
(
∂2
∂yj∂xk
log |s|2h
) (
∂2
∂yj∂yk
log |s|2h
)

with the unitary matrix
1√
2
(
I iI
iI I
)
,
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we get
2

(
∂2
∂zj∂z¯k
log |s|2h
) (
i ∂
2
∂zj∂zk
log |s|2h
)
(
−i ∂2
∂z¯j∂z¯k
log |s|2h
) (
∂2
∂zj∂z¯k
log |s|2h
)
 . (108)
Write s = f eL, where eL is a local frame for L. Since
log |s|2h = log |f |2 + log h
and {zj} are normal coordinates, we have
∂2
∂zj∂z¯k
log |s|2h = −δkj .
Thus, (108) becomes:
2
( −I iS
−iS∗ −I
)
. (109)
Let λ be an eigenvalue of
Ŝ :=
( −I iS
−iS∗ −I
)
,
Then
0 = det
(
(−1− λ)I iS
−iS∗ (−1 − λ)I
)
= det
[
(1 + λ)2I − SS∗].
Therefore, µ := (1 + λ)2 is an eigenvalue of SS∗. On the other hand, each eigenvalue µ of
SS∗ yields the pair of eigenvalues −1±√µ of Ŝ. Hence the number of negative eigenvalues
of the Hessian of log |s|2h equals m plus the number of eigenvalues of SS∗ that are less than
1. 
Remark: If the line bundle (L, h) → M instead has negative curvature, then the Morse
index of log |s|2h at a critical point z0 ∈M equals indexz0(SΘ∗S−Θ). To see this, we choose
normal coordinates at z0 with respect to the metric −Θ. Then,
indexz0(SΘ
∗S −Θ) = index(I − SS∗) .
This time, the Morse index of log |s|2h is the number of negative eigenvalues of
Ŝ :=
(
I iS
−iS∗ I
)
.
Thus, each eigenvalue µ of SS∗ corresponds to the pair of eigenvalues 1±√µ of Ŝ, and the
conclusion follows as above.
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