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Abstract. In this paper, we prove several new results that give new insights into bilinear systems. We show
under which conditions a bilinear system is asymptotically stable. Moreover, we provide a global characterization of
reachability in bilinear systems based on a certain Gramian. Reachability energy estimates using the same Gramian
have only been local so far. The main result of this paper, however, is a new link between the output error and
the H2-error of two bilinear systems. This result has several consequences in the field of model order reduction. It
explains why H2-optimal model order reduction leads to good approximations in terms of the output error. Moreover,
output errors based on the H2-norm can now be proved for balancing related model order reduction schemes in this
paper. All these new results are based on a Gronwall lemma for matrix differential equations that is established here.
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1. Introduction. In this paper, we consider bilinear control systems that have applications
in various fields [10, 20, 27]. These systems are of the form
Σ :
 x˙(t) = Ax(t) +Bu(t) +
m∑
k=1
Nkx(t)uk(t), x(0) = x0,
y(t) = Cx(t), t ≥ 0,
(1.1)
where A,Nk ∈ Rn×n, B ∈ Rn×m, and C ∈ Rp×n are constant matrices.The vectors x, u =
(u1 u2 . . . um)
T and y denote the state, the control input and the quantity of interest (output
vector), respectively. The solution of the state equation in (1.1) is denoted by x(t, x0, B) to indicate
the dependence on the initial condition x0 and the input matrix B. The solution x(t, x0, 0) to the
homogeneous state equation is sometimes considered with an initial time s different from zero
and is then written as x(s)(t, x0, 0). We also assume that the matrix A is Hurwitz, meaning that
σ(A) ⊂ C− = {z ∈ C : <(z) < 0}, where σ(·) denotes the spectrum of a matrix and <(·)
represents the real part of a complex number. Furthermore, let u ∈ L2, i.e.,
‖u‖2L2 :=
∫ ∞
0
‖u(s)‖22 ds =
∫ ∞
0
uT (s)u(s)ds <∞.
System (1.1) can, e.g., represent a spatially discretized partial differential equation. Then, n is
usually large and solving (1.1) becomes computationally expensive, in particular if the system has
to be evaluated for many controls u. Therefore, model order reduction (MOR) is vital aiming to
replace the original large scale system by a system of small order in order to reduce complexity. We
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introduce such a reduced order model (ROM) as follows:
Σˆ :

˙ˆx(t) = Aˆxˆ(t) + Bˆu(t) +
m∑
k=1
Nˆkxˆ(t)uk(t), xˆ(0) = xˆ0,
yˆ(t) = Cˆxˆ(t), t ≥ 0,
(1.2)
where Aˆ, Nˆk ∈ Rr×r, Bˆ ∈ Rr×m, and Cˆ ∈ Rp×r with r  n. In order to determine the quality of
the reduction, it is essential to find a bound E ≥ 0 which estimates the error between y and yˆ, e.g.,
as follows
sup
t≥0
‖y(t)− yˆ(t)‖2 ≤ Ef(u) (1.3)
assuming zero initial conditions, where f is a suitable function.
In this paper, we first find an estimate for the homogeneous state variable in (1.1), which is based
on a new Gronwall lemma for matrix differential equations. In the upper bound of this estimate, the
dependence on the control u is decoupled allowing to analyze several properties of system (1.1). We
are hence able to show a link between deterministic bilinear systems and linear stochastic systems
which means that results from the stochastic case can be transferred to bilinear systems. Moreover,
we will show asymptotic stability for bilinear systems under the above assumptions on u and A.
As the main result of this paper, we will moreover prove that there is an f such that E =
∥∥∥Σ− Σˆ∥∥∥
H2
in (1.3), i.e., the output error between (1.1) and (1.2) can be bounded by an expression depending
on the H2-error between both bilinear systems. This connection has been an open problem for a
long time that is important since it finally answers the question why H2-optimal MOR techniques
like the bilinear iterative rational Krylov algorithm [4, 14] lead to good approximations. Moreover,
it is possible to find output error bounds based on the H2-error for balancing related MOR schemes
like balanced truncation (BT) [1, 5] and singular perturbation approximation (SPA) [17], which
could not be established so far. We will provide these bounds that are based on the analysis of E in
the context of MOR for stochastic equations [9, 23, 25, 26] again showing the connection between
bilinear and stochastic systems. The new error bounds then allow us to point out the situations in
which balancing related methods perform well for bilinear systems.
In the case of BT, a different kind of bound has already been found in [3]. Using a different
reachability Gramian in comparison to the work in [1, 5, 17], error bounds for BT and SPA could
be achieved [21, 24]. We will also discuss reachability in bilinear systems. Using the output error
bound established in this paper, an estimate based on the reachability Gramian proposed in [1] is
derived. This estimate allows us to identify states in the system dynamics that require a larger
amount of energy to be reached. Previous characterizations of reachability based on the same
Gramian have only been local so far [5, 15].
2. Fundamental solutions, solution representations and Gronwall lemma. We briefly
recall the concept of fundamental solutions to deterministic bilinear systems. Furthermore, we state
their solution representations. Those will be essential for the error analysis for bilinear systems. We
introduce the fundamental solution Φu(t, s), s ≤ t, of the state equation in (1.1) as a matrix-valued
function solving
Φu(t, s) = I +
∫ t
s
AΦu(τ, s)dτ +
m∑
k=1
∫ t
s
NkΦu(τ, s)uk(τ)dτ. (2.1)
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For initial time s = 0, we simply write Φu(t) := Φu(t, 0). In order to distinguish between ho-
mogeneous state variables (B = 0) with different initial times, we introduce x(s)(·, x0, 0) as the
homogeneous solution to the state equation (1.1) with initial time s ≥ 0. The subscript is omitted
if s = 0. By multiplying (2.1) with x0 from the right, it can be seen that the solution to the
homogeneous system with initial time s ≥ 0 is
x(s)(t, x0, 0) = Φu(t, s)x0, x(s)(s, x0, 0) = x0.
The fundamental solution moreover allows us to find an explicit expression for the solution to the
bilinear state equation in (1.1) for general B. It is given in the next theorem.
Theorem 2.1. Let x(t, x0, B), t ≥ 0, be the solution to the state equation in (1.1). Then, it has
the following representation:
x(t, x0, B) = Φu(t)x0 +
∫ t
0
Φu(t, s)Bu(s)ds,
where Φu is fundamental solution to the bilinear system.
Proof. The identity for x is obtained by applying the product rule to Φu(t)g(t), where g(t) :=
x0 +
∫ t
0
Φ−1u (s)Bu(s)ds exploiting that Φu(t, s) = Φu(t)Φ
−1
u (s).
Since Φu depends on the control u, the error bound analysis for bilinear systems is significantly
harder than the one for deterministic linear systems (Nk = 0), where the fundamental solution
becomes Φu(t, s) = e
A(t−s). That is why we will prove a Gronwall type result which allows to find
an upper bound for a quadratic form of the fundamental solution, in which the dependence of u
is decoupled. Such a Gronwall lemma for matrix differential equations will be established in the
following.
Given two matrices K and L, we write K ≤ L below if L−K is a symmetric positive semidefinite ma-
trix. Moreover, we introduce the vector of control components with a non-zero Nk, k ∈ {1, . . . ,m},
by
u0 = (u01 u
0
2 . . . u
0
m)
T with u0k ≡
{
0, if Nk = 0
uk, else.
(2.2)
We provide three vital lemmas, which form the basis for the results in this paper. Their proofs are
moved to the appendix in order to improve the readability of the paper.
Lemma 2.2. Let x(s)(t, x0, 0), t ≥ s ≥ 0, denote the solution to the homogeneous bilinear equation
x˙(t) = Ax(t) +
m∑
k=1
Nkx(t)uk(t), x(s) = x0. (2.3)
Then, the function x(s)(t, x0, 0)x
T
(s)(t, x0, 0), t ≥ s ≥ 0, satisfies the following matrix differential
inequality:
X˙(t) ≤ AX(t) +X(t)AT +
m∑
k=1
NkX(t)N
T
k +X(t)
∥∥u0(t)∥∥2
2
, (2.4)
where X(s) = x0x
T
0 .
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Proof. See Appendix B.1.
We now find a representation for the respective equality.
Lemma 2.3. Let Z¯(t, Z0), t ≥ 0, satisfy
˙¯Z(t) = AZ¯(t) + Z¯(t)AT +
m∑
k=1
NkZ¯(t)N
T
k , Z¯(0) = Z0 ≥ 0. (2.5)
Then, the function exp
{∫ t
s
∥∥u0(s)∥∥2
2
ds
}
Z¯(t− s, Z0), t ≥ s ≥ 0, solves the following matrix differ-
ential equation:
Z˙(t) = AZ(t) + Z(t)AT +
m∑
k=1
NkZ(t)N
T
k + Z(t)
∥∥u0(t)∥∥2
2
, (2.6)
where Z(s) = Z0.
Proof. The result follows by applying the product rule to Z(t) = exp
{∫ t
s
∥∥u0(s)∥∥2
2
ds
}
Z¯(t− s, Z0).
A Gronwall lemma follows next which yields a relation between the above matrix (in)equalities.
Lemma 2.4. Let the matrix-valued function X(t), t ≥ s ≥ 0, satisfy (2.4) and let Z(t), t ≥ s ≥ 0,
be the solution to the matrix differential equation (2.6). If X(s) ≤ Z(s), we have that X(t) ≤ Z(t)
for all t ≥ s ≥ 0.
Proof. See Appendix B.2.
From Lemmas 2.2, 2.3 and 2.4 it immediately follows that
x(s)(t, x0, 0)x
T
(s)(t, x0, 0) ≤ exp
{∫ t
s
∥∥u0(τ)∥∥2
2
dτ
}
Z¯(t− s, x0xT0 ) (2.7)
for all t ≥ s ≥ 0 by setting Z0 = x0xT0 . Inequality (2.7) implies an estimate for Φu that we derive
in Theorem 4.1 to establish an output bound for bilinear systems. Before we get to this bound, we
briefly discuss the relation between linear stochastic and deterministic bilinear systems.
3. Relation to stochastic systems and their stability. Let us introduce the following
stochastic differential equation
dz(t) = Az(t)dt+
m∑
k=1
Nkz(t)dwk(t), z(0) = x0, (3.1)
where w1, . . . , wm are independent standard Brownian motions. It is obtained by replacing the con-
trol components in (2.3) by the “derivatives” of these stochastic processes. Since these derivatives
are no longer classical functions, there is a completely different theory behind (3.1) in comparison
to the respective homogeneous bilinear system. Still (2.7) provides an interesting link between both
systems which we obtain by a stochastic representation of the solution Z¯ of (2.5).
Proposition 3.1. Let z(·, x0) denote the solution to (3.1) with initial condition x0, then the
function E
[
z(t, x0)z
T (t, x0)
]
, t ≥ 0, solves (2.5) with Z0 = x0xT0 .
Proof. We refer to, e.g., [12] or [23] for a proof.
Consequently, (2.7) with s = 0 becomes
x(t, x0, 0)x
T (t, x0, 0) ≤ exp
{∫ t
0
∥∥u0(τ)∥∥2
2
dτ
}
E
[
z(t, x0)z
T (t, x0)
]
(3.2)
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using the above proposition. It means that one can learn properties of (2.3) from properties of (3.1)
such as stability.
We discuss mean square asymptotic stability of (3.1) and its consequences for (2.3) in the following
because this condition will appear as an assumption in the main theorem below.
Lemma 3.1. The following two statements are equivalent:
• Equation (3.1) is exponentially mean square stable, that is, there exist k1, k2 > 0, such that
E ‖z(t, x0)‖22 ≤ ‖x0‖22 k1 e−k2t . (3.3)
• The eigenvalues of A⊗ I + I ⊗A+∑mk=1Nk ⊗Nk have negative real parts only, i.e.,
σ(A⊗ I + I ⊗A+
m∑
k=1
Nk ⊗Nk) ⊂ C−. (3.4)
Moreover, σ(A) ⊂ C− and ∥∥∥∥∥
∫ ∞
0
eAt
(
m∑
k=1
NkN
T
k
)
eA
T t dt
∥∥∥∥∥
2
< 1 (3.5)
imply (3.4).
Proof. The equivalence of (3.3) and (3.4) is a well-known result for stochastic systems. A proof
can, e.g., be found in [12, 19, 23]. That σ(A) ⊂ C− and (3.5) are sufficient for exponentially mean
square stability is proved in [12, 18, 29].
Applying the trace operator to both sides of (3.2) and using Lemma 3.1, condition (3.4) yields
‖x(t, x0, 0)‖22 ≤ exp
{∫ t
0
∥∥u0(τ)∥∥2
2
dτ
}
‖x0‖22 k1 e−k2t
and hence asymptotic stability of the homogeneous bilinear equation if u ∈ L2. In Section 4, we will
see that even σ(A) ⊂ C− is sufficient for asymptotic stability in a homogeneous bilinear system.
4. An H2-bound for bilinear systems and further properties. In this section, we are
now able to establish several new results for system (1.1) based on Lemmas 2.2, 2.3, 2.4 and their
consequences discussed above. We begin with the main result of this paper which is an output
bound leading to an output error bound between systems (1.1) and (1.2). Subsequently, we discuss
the identification of less relevant states in a bilinear system based on a new estimate. Moreover,
we show that the output of a bilinear systems is bounded and the homogeneous state equation is
asymptotically stable given that the matrix A is Hurwitz.
4.1. Output bounds and reachability estimate. The next theorem provides an output
bound depending on the H2-norm of a bilinear system.
Theorem 4.1. Let y be the output of system (1.1) with x0 = 0 and suppose that
σ(A⊗ I + I ⊗A+
m∑
k=1
Nk ⊗Nk) ⊂ C−. (4.1)
Then, it holds that
sup
t≥0
‖y(t)‖2 ≤
(
tr(CPCT )
) 1
2 exp
{
0.5
∥∥u0∥∥2
L2
}
‖u‖L2 ,
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where P is the unique solution to
AP + PAT +
m∑
k=1
NkPN
T
k = −BBT . (4.2)
Proof. Let y(t) = Cx(t, 0, B) be the output of (1.1) with zero initial state. Then, with the
representation from Theorem 2.1, we have
‖y(t)‖2 =
∥∥∥∥C ∫ t
0
Φu(t, s)Bu(s)ds
∥∥∥∥
2
≤
∫ t
0
‖CΦu(t, s)Bu(s)‖2 ds (4.3)
≤
∫ t
0
‖CΦu(t, s)B‖F ‖u(s)‖2 ds ≤
(∫ t
0
‖CΦu(t, s)B‖2F ds
) 1
2
(∫ t
0
‖u(s)‖22 ds
) 1
2
.
We further analyze the term
∫ t
0
‖CΦu(t, s)B‖2F ds. We partition B = [b1, b2, . . . , bm], where bk is
the kth column of B. We have
Φu(t, s)B = [Φu(t, s)b1,Φu(t, s)b2, . . . ,Φu(t, s)bm] = [x(s)(t, b1, 0), x(s)(t, b2, 0), . . . , x(s)(t, bm, 0)].
(4.4)
As mentioned before, Lemmas 2.2, 2.3 and 2.4 provide (2.7). Via (4.4) and (2.7), we obtain
Φu(t, s)BB
TΦTu (t, s) =
m∑
k=1
x(s)(t, bk, 0)x
T
(s)(t, bk, 0) ≤ exp
{∫ t
s
∥∥u0(τ)∥∥2
2
dτ
} m∑
k=1
Z¯(t− s, bkbTk ).
Since the solution Z¯ to (2.5) is linear in its initial condition and positive semidefinite, we find
Φu(t, s)BB
TΦTu (t, s) ≤ exp
{∫ t
0
∥∥u0(τ)∥∥2
2
dτ
}
Z¯(t− s,BBT )
using
∫ t
s
∥∥u0(τ)∥∥2
2
dτ ≤ ∫ t
0
∥∥u0(τ)∥∥2
2
dτ . This estimated leads to∫ t
0
‖CΦu(t, s)B‖2F ds =
∫ t
0
tr(CΦu(t, s)BB
TΦTu (t, s)C
T )ds
≤ exp
{∫ t
0
∥∥u0(s)∥∥2
2
ds
}∫ t
0
tr(CZ¯(t− s,BBT )CT )ds
= exp
{∫ t
0
∥∥u0(s)∥∥2
2
ds
}
tr(C
∫ t
0
Z¯(s,BBT )ds CT )
using the linearity of the trace operator and substitution t−s 7→ s. We define Pt :=
∫ t
0
Z¯(s,BBT )ds
and insert the above result into (4.3) which yields
‖y(t)‖2 ≤ exp
{
0.5
∫ t
0
∥∥u0(s)∥∥2
2
ds
}(
tr(CPtC
T )
) 1
2
(∫ t
0
‖u(s)‖22 ds
) 1
2
. (4.5)
Pt is increasing in t since Z¯ is positive semidefinite. Moreover,
∥∥Z¯(t, BBT )∥∥
2
. e−kt for some k > 0
due to assumption (4.1). This can be seen by vectorizing (2.5) leading to
d
dt
vec
(
Z¯(t)
)
= (A⊗ I + I ⊗A+
m∑
k=1
Nk ⊗Nk) vec
(
Z¯(t)
)
,
BILINEAR SYSTEMS – LINKS TO H2-NORMS AND STOCHASTIC SYSTEMS AND MORE 7
such that (4.1) implies asymptotic stability of vec
(
Z¯
)
and hence the same for Z¯. Therefore,
P = limt→∞ Pt exists. The matrix equation (4.2) for P is obtained by integrating both sides of
(2.5) over [0, v] with Z0 = BB
T and then taking the limit of v → ∞. Now, taking the supremum
on both sides of (4.5), the claim follows.
Remark 1. It was shown in [30] that the term entering the bound in Theorem 4.1 is the Gramian
based representation of the H2−norm of system (1.1), i.e., ‖Σ‖2H2 = tr(CPCT ). When we choose
Nk = 0 for all k = 1, . . . ,m, then the exponential term in the bound becomes 1 and hence we obtain
the well-known relation between the output and the H2-norm in the linear case [16].
Condition (4.1) is needed to guarantee the existence of the Gramian P . However, it can be weakened
to σ(A) ⊂ C−, since the bilinear state equation can be equivalently rewritten as
x˙(t) = Ax(t) + [
1
γ
B][γu(t)] +
m∑
k=1
[
1
γ
Nk]x(t)[γuk(t)], (4.6)
see also[5, 11], where the weighted matrices N˜k =
1
γNk can be made arbitrary small with a suffi-
ciently large constant γ > 0. Now, we see that we have
f˜(A, N˜k) :=
∥∥∥∥∥
∫ ∞
0
eAt
(
m∑
k=1
N˜kN˜
T
k
)
eA
T t dt
∥∥∥∥∥
2
≤ 1
γ2
m∑
k=1
‖Nk‖22
∫ ∞
0
∥∥eAt∥∥2
2
dt.
I :=
∫∞
0
∥∥eAt∥∥2
2
dt is finite because A is Hurwitz, such that choosing γ >
√∑m
k=1 ‖Nk‖22 I leads to
f˜(A, N˜k) < 1. This, by Lemma 3.1, implies
σ(A⊗ I + I ⊗A+
m∑
k=1
N˜k ⊗ N˜k) ⊂ C−. (4.7)
Then, Theorem 4.1 can be applied to (4.6) and we get
sup
t≥0
‖y(t)‖2 ≤ γ
(
tr(CPγC
T )
) 1
2 exp
{
0.5γ2
∥∥u0∥∥2
L2
}
‖u‖L2 , (4.8)
where Pγ solves
APγ + PγA
T +
1
γ2
m∑
k=1
NkPγN
T
k = −
1
γ2
BBT .
We see that the rescaling makes the bound potentially large for γ  1 due to the exponential term.
However, (4.8) shows that y is always bounded if u ∈ L2 and σ(A) ⊂ C−.
We can derive an inequality from Theorem 4.1 that can be used to characterize reachability in the
bilinear system. It leads to an improved characterization in comparison to [5, 15], where energy
estimates are shown that hold only in a small neighborhood of zero.
Corollary 4.2. Let x(t, 0, B), t ≥ 0, be the solution to the state equation in (1.1) with x0 = 0
and suppose that (4.1) holds. Let P be the solution to (4.2) and (vk)k=1,...,n be an orthonormal
basis of eigenvectors of P with corresponding eigenvalues (λk)k=1,...,n. Then, it holds that
sup
t≥0
|〈x(t, 0, B), vk〉2| ≤ λ
1
2
k exp
{
0.5
∥∥u0∥∥2
L2
}
‖u‖L2 .
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Proof. We set C = vTk in Theorem 4.1. We then obtain y(t) = Cx(t, 0, B) = 〈x(t, 0, B), vk〉2 and
tr(CPCT ) = λk since the eigenvectors are orthonormal.
Using an orthonormal basis (vk)k=1,...,n of eigenvectors of P , we can write
x(t, 0, B) =
n∑
k=1
〈x(t, 0, B), vk〉2 vk.
If the control u is not too large and if the eigenvalue λk corresponding to vk is small, then the
Fourier coefficient 〈x(·, 0, B), vk〉2 is close to zero according to Corollary 4.2. This means that the
state variable takes only very small values in the direction of vk. States with a larger component in
this direction are not relevant in this case. In order to reach a state with a large component in the
eigenspaces of P belonging to the small eigenvalues, a larger control needs to be used. A similar
estimate as in Corollary 4.2 has already been obtained for a different reachability Gramian [21, 22].
Based on the result in Theorem 4.1, a bound for the output error between systems (1.1) and (1.2)
is derived now.
Corollary 4.3. Let y be the output of system (1.1) with x0 = 0 satisfying (4.1). Moreover, let yˆ
be the output of the reduced system (1.2) with xˆ0 = 0 and
σ(Aˆ⊗ I + I ⊗ Aˆ+
m∑
k=1
Nˆk ⊗ Nˆk) ⊂ C−. (4.9)
Then, we have
sup
t≥0
‖y(t)− yˆ(t)‖2 ≤
(
tr(CPCT ) + tr(CˆPˆ CˆT )− 2 tr(CPgCˆT )
) 1
2
exp
{
0.5
∥∥u0∥∥2
L2
}
‖u‖L2 , (4.10)
where P solves (4.2) and Pˆ , Pg are the solutions to
AˆPˆ + Pˆ AˆT +
m∑
k=1
NˆkPˆ Nˆ
T
k = −BˆBˆT , (4.11)
APg + PgAˆ
T +
m∑
k=1
NkPgNˆ
T
k = −BBˆT . (4.12)
The trace expression in (4.10) represents the H2-error between systems (1.1) and (1.2), i.e.,∥∥∥Σ− Σˆ∥∥∥2
H2
= tr(CPCT ) + tr(CˆPˆ CˆT )− 2 tr(CPgCˆT ).
Proof. We define the error state xe and the error matrices (Ae, Be, Ce, Nek) as follows:
xe = [ xxˆ ] , A
e =
[
A 0
0 Aˆ
]
, Be =
[
B
Bˆ
]
, Ce = [C −Cˆ ] , Nek =
[
Nk 0
0 Nˆk
]
.
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It is not hard to see that xe satisfies the state equation of system
x˙e(t) = Aexe(t) +Beu(t) +
m∑
k=1
Nekx
e(t)uk(t), x
e(0) = 0,
ye(t) = Cexe(t), t ≥ 0,
and the corresponding output ye coincides with the output error between (1.1) and (1.2), i.e.,
ye = y − yˆ. With the same steps as in the proof of Theorem 4.1, we find analogous to (4.5) that
‖ye(t)‖2 ≤ exp
{
0.5
∫ t
0
∥∥u0(s)∥∥2
2
ds
}(
tr(CP et C
T )
) 1
2
(∫ t
0
‖u(s)‖22 ds
) 1
2
, (4.13)
where P et =
∫ t
0
Z¯e(s)ds with Z¯e satisfying
˙¯Ze(t) = AeZ¯e(t) + Z¯e(t)(Ae)T +
m∑
k=1
Nek Z¯
e(t)(Nek)
T , Z¯e(0) = Be(Be)T . (4.14)
To prove the existence of P e =
∫∞
0
Z¯e(s)ds, we partition Z¯e =
[
Z¯11 Z¯12
Z¯T12 Z¯22
]
. Evaluating the left upper
and the right lower block of (4.14), we see that Z¯11 solves (2.5) and Z¯22 the same equation, where
(A,B,Nk) are replaced by the reduced coefficients (Aˆ, Bˆ, Nˆk). With the arguments of the proof of
Theorem 4.1, the assumptions (4.1) and (4.9) imply
∥∥Z¯11(t)∥∥2 ,∥∥Z¯22(t)∥∥2 . e−kt for some k > 0.
Since Z¯e is positive semidefinite, it therefore holds that∥∥Z¯e(t)∥∥
2
=
∥∥∥[Z¯e(t)] 12 [Z¯e(t)] 12 ∥∥∥
2
≤
∥∥∥[Z¯e(t)] 12 ∥∥∥2
2
≤
∥∥∥[Z¯e(t)] 12 ∥∥∥2
F
= tr
(
Z¯e(t)
)
= tr
(
Z¯11(t)
)
+ tr
(
Z¯22(t)
)
. e−kt .
This gives us the existence of P e =
[
P11 P12
PT12 P22
]
which according to Theorem 4.1 satisfies
AeP e + P e(Ae)T +
m∑
k=1
NekP
e(Nek)
T = −Be(Be)T . (4.15)
Evaluating the respective blocks of (4.15), we find P11 = P , P12 = Pg and P22 = Pˆ . We can now
take the supremum on both sides of (4.13) and obtain
sup
t≥0
‖ye(t)‖2 ≤
(
tr(CeP e(Ce)T )
) 1
2 exp
{
0.5
∥∥u0∥∥2
L2
}
‖u‖L2 .
Using the partitions of Ce and P e, we have tr(CeP e(Ce)T ) = tr(CPCT )+tr(CˆPˆ CˆT )−2 tr(CPgCˆT ).
It was discussed in [30] that this expression coincides with
∥∥∥Σ− Σˆ∥∥∥2
H2
. This concludes the proof.
Notice that the bound in (4.10) can potentially be large due to the exponential term if the control
energy is large. This can, e.g., happen if the original system has to be rescaled with a constant
γ (see Remark 1) in order to guarantee (4.1). We can also see from Corollary 4.3 that control
components uk with Nk 6= 0 have a much larger impact on the bound because their energy enters
exponentially. Later we will discuss balancing related MOR schemes and prove their error bounds
based on (4.10). For those methods (4.9) usually follows automatically from (4.1).
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4.2. Asymptotic stability in bilinear systems. We conclude this section with a new result
on asymptotic stability for bilinear systems, which is a consequence of Lemmas 2.2, 2.3 and 2.4.
Theorem 4.4. Let x(t, x0, 0), t ≥ 0, denote the solution to the homogeneous bilinear equation
x˙(t) = Ax(t) +
m∑
k=1
Nkx(t)uk(t), x(0) = x0. (4.16)
If σ(A) ⊂ C−, then there exit γ, k1, k2 > 0 such that
‖x(t, x0, 0)‖22 ≤ exp
{
γ2
∥∥u0∥∥2
L2
}
‖x0‖22 k1 e−k2t
for all u ∈ L2, i.e., the bilinear equation is asymptotically stable with exponential decay.
Proof. We can equivalently rewrite equation (4.16) as
x˙(t) = Ax(t) +
m∑
k=1
[
1
γ
Nk]x(t)[γuk(t)]
as explained in Remark 1. We set N˜k :=
1
γNk. We define the corresponding stochastic equation by
dz˜(t) = Az˜(t)dt+
m∑
k=1
N˜kz˜(t)dwk(t), z˜(0) = x0,
and denote its solution by z˜(t, x0). Lemmas 2.2, 2.3, 2.4 and Proposition 3.1 imply the relation
between x and z˜ given in (3.2), only u is replaced by the rescaled input γu. Applying the trace
operator to both sides of (3.2), the inequality is preserved and we obtain
xT (t, x0, 0)x(t, x0, 0) ≤ exp
{
γ2
∫ t
0
∥∥u0(τ)∥∥2
2
dτ
}
E
[
z˜T (t, x0)z˜(t, x0)
]
.
We enlarge the right side of this inequality by replacing
∫ t
0
∥∥u0(τ)∥∥2
2
dτ by
∥∥u0∥∥2
L2
. Now we can
choose γ >
√∑m
k=1 ‖Nk‖22
∫∞
0
‖eAt‖22 dt. According to Remark 1 this implies (4.7). By Lemma 3.1,
we therefore know that there exist k1, k2 > 0, such that
E
[
z˜T (t, x0)z˜(t, x0)
] ≤ ‖x0‖22 k1 e−k2t .
This concludes the proof.
It is very interesting to notice that adding a bilinearity to an asymptotically stable linear system
x˙(t) = Ax(t) preserves this stability condition. The additional bilinear term only enlarges the
constant but does not change the decay.
5. Consequences of the H2-bound in the context of MOR. The bound in Corollary
4.3 has various important consequences for MOR schemes applied to bilinear systems. Based on
this bound, we are able to explain why H2-optimal MOR techniques lead to small output errors.
Moreover, we can prove output error bounds for both BT and SPA which allow us to point out
the cases in which both methods yield a good approximation. These error bounds are derived from
known results in the error analysis for stochastic systems by the link that Corollary 4.3 provides.
Throughout this section, we will assume (4.1). We know that this is achieved if σ(A) ⊂ C− and
the bilinear system is rescaled according to Remark 1. Moreover, we assume (4.9) if it is not
automatically given through (4.1). This then guarantees existence of the bound in Corollary 4.3.
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Algorithm 1 Bilinear IRKA
Input: The system matrices: A,B,C,Nk.
Output: The reduced matrices: Aˆ, Bˆ, Cˆ, Nˆk.
1: Make an initial guess for the reduced matrices Aˆ, Bˆ, Cˆ, Nˆk.
2: while not converged do
3: Perform the spectral decomposition of Aˆ and define:
D = SAˆS−1, B˜ = SBˆ, C˜ = CˆS−1, N˜k = SNˆkS−1.
4: Solve for V and W :
−V D −AV −∑mk=1NkV N˜Tk = BB˜T ,
−WD −ATW −∑mk=1NTk WN˜k = CT C˜.
5: V = orth (V ) and W = orth (W ), where orth (·) returns an orthonormal basis for the range
of a matrix.
6: Determine the reduced matrices:
Aˆ = (WTV )−1WTAV, Bˆ = (WTV )−1WTB, Cˆ = CV , Nˆk = (WTV )−1WTNkV .
7: end while
5.1. H2-optimal MOR. The error bound in Corollary 4.3 shows that we can expect a small
output error if we find a reduced system that leads to a small E2 := tr(CPCT ) + tr(CˆPˆ CˆT ) −
2 tr(CPgCˆ
T ) (in case the control u is not too large). Consequently, one can expect a good ROM
when E is minimized with respect to Aˆ, Bˆ, Cˆ and Nˆk. As mentioned in the previous section, E is
the H2-error between systems (1.1) and (1.2). Necessary conditions for a locally optimal H2-error
have already been provided [30]. These are
CˆPˆ = CPg, QˆBˆ = QgB, QˆPˆ = QgPg, QˆNˆkPˆ = QgNkPg, (5.1)
k ∈ {1, . . . ,m}, where Pˆ , Pg are the solutions to (4.11) and (4.12). Moreover, Qˆ,Qg satisfy
AˆT Qˆ+ QˆAˆ+
m∑
k=1
NˆTk QˆNˆk = −CˆT Cˆ,
AˆTQg +QgA+
m∑
k=1
NˆTk QgNk = −CˆTC.
By Corollary 4.3 it is now clear that choosing reduced systems (1.2) satisfying (5.1) is meaningful in
terms of the output error. This is a new insight since the link between the output and the H2-error
was not previously known. Such H2-optimal ROMs are, e.g., derived through generalized Sylvester
iterations, see Algorithm 1 in [4]. Another very famous representative of H2-optimal schemes is
the bilinear iterative rational Krylov algorithm (IRKA), see Algorithm 1. Due to a reformulation
of (5.1), it could be shown in [4] that bilinear IRKA satisfies the necessary optimality conditions.
5.2. Error bounds for balancing related MOR techniques applied to bilinear sys-
tems. We explain the procedure of balancing related MOR first, before we show the error bounds
for two particular methods. These are balanced truncation (BT) and singular perturbation approx-
imation (SPA). States that require a lager amount of energy to be reached (hard to reach states)
can be identified through the Gramian P solving (4.2) using Corollary 4.2. We refer to [5, 15]
for alternative characterizations based on P and to [21, 22] for estimates based on an alternative
12 M. REDMANN
reachability Gramian. States that produce only a small amount of observation energy (hard to
observe states) can be found through an observability Gramian Q [5, 15, 21] satisfying
ATQ+QA+
m∑
k=1
NTk QNk = −CTC. (5.2)
The goal is to remove the hard to reach and observe states that are contained in the eigenspaces
of P and Q, respectively, corresponding to the small eigenvalues. This is done by simultaneously
diagonalizing P and Q such that they are equal and diagonal. Subsequently, the states contributing
only very little to the systems dynamics are neglected.
In detail, the procedure works as as follows. Assuming P,Q > 0, we choose a regular state space
transformation S ∈ Rn given by
S = Σ−
1
2UTLT and S−1 = KV Σ−
1
2 , (5.3)
where Σ = diag(σ1, . . . , σn) > 0 with diagonal entries being the square root of eigenvalues of
PQ. These diagonal entries are called Hankel singular values (HSVs). The other ingredients of the
transformation S are computed in the following way. Let us factorize P = KKT and Q = LLT , then
a singular value decomposition of KTL = V ΣUT gives the required matrices. We now introduce a
transformed state
xb(t) = Sx(t) =
[
x1(t)
x2(t)
]
,
where x1(t) ∈ Rr. The transformed state xb satisfies a bilinear system with the same output as
(1.1) having the following coefficients
SAS−1 =
[
A11 A12
A21 A22
]
, SB =
[
B1
B2
]
, CS−1 = [C1 C2 ] , SNkS−1 =
[
Nk,11 Nk,12
Nk,21 Nk,22
]
, (5.4)
where A11 ∈ Rr×r etc. Using the above partitions, this system is[
x˙1(t)
x˙2(t)
]
=
[
A11 A12
A21 A22
] [ x1(t)
x2(t)
]
+
[
B1
B2
]
u(t) +
m∑
k=1
[
Nk,11 Nk,12
Nk,21 Nk,22
] [
x1(t)
x2(t)
]
uk(t),
y(t) = [C1 C2 ]
[
x1(t)
x2(t)
]
, t ≥ 0.
(5.5)
The Gramians Pb and Qb of (5.5) are
Pb = SPS
T = Qb = S
−TQS−1 = Σ =
[
Σ1
Σ2
]
with Σ1 ∈ Rr×r. Σ2 = diag(σr+1, . . . , σn) contains the n − r smallest HSVs of the systems. The
corresponding state variables x2 are hence less important and can be neglected in the system
dynamics since those represent the difficult to reach and observe states in (5.5). In order to obtain
a ROM, the second line in the state equation of (5.5) is truncated. The remaining x2 components
in the first line of the state equation and in the output equation can now be approximated in two
ways. One is setting x2(t) = 0. This method is called BT and the ROM (1.2) then has coefficients
(Aˆ, Bˆ, Cˆ, Nˆk) = (A11, B1, C1, Nk,11). (5.6)
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An alternative method is SPA where one sets x2(t) = −A−122 A21x1(t). This results in a ROM with
matrices
(Aˆ, Bˆ, Cˆ, Nˆk) = (A¯, B1, C¯, N¯k), (5.7)
where we define
A¯ := A11 −A12A−122 A21, C¯ := C1 − C2A−122 A21, N¯k := Nk,11 −Nk,12A−122 A21.
We refer to [17] for more details about SPA. There, the reduced system with matrices as in (5.7) is
derived through an averaging principle. In the following, we present L∞-error bounds for both BT
and SPA. Both results are new and the first ones for balancing related methods based on the H2-
error. However, we want to mention that there is an alternative bound for BT in infinite dimensions
[3] and there are L2-error bounds for BT and SPA based on a different reachability Gramian P2
[21, 24]. P2 is defined to be a positive definite solution to
ATP−12 + P
−1
2 A+
m∑
k=1
NTk P
−1
2 Nk ≤ −P−12 BBTP−12 . (5.8)
Replacing P by P2 is also called type II approach.
For simplicity of the notation, we from now on assume that system (1.1) is already balanced, i.e.,
we already applied the balancing transformation in (5.3) such that P = Q = Σ = diag(σ1, . . . , σn).
We formulate the error bound for BT first.
Theorem 5.1 (Error bound BT). Let (A,B,C,Nk) be a balanced realization of system (1.1) with
partitions as in (5.4). Suppose that yˆ is the output of the reduced system with matrices given in
(5.6). Moreover, we assume that (4.1) holds. Then, given zero initial conditions for both the full
and the reduced system, we have
sup
t≥0
‖y(t)− yˆ(t)‖2 ≤ (tr(Σ2KBT ))
1
2 exp
{
0.5
∥∥u0∥∥2
L2
}
‖u‖L2
with Σ2 = diag(σr+1, . . . , σn) and the weighting matrix given by
KBT = B2B
T
2 + 2Pg,2A
T
21 +
m∑
k=1
(2Nk,22Pg,2N
T
k,21 + 2Nk,21Pg,1N
T
k,21 −Nk,21PˆNTk,21),
where Pˆ and Pg =
[
Pg,1
Pg,2
]
satisfy (4.11) and (4.12), respectively.
Proof. Assumption (4.1) implies (4.9) in the case of BT, see [6], i.e., mean square asymptotic
stability is preserved in the ROM. Consequently, the bound in Corollary 4.3 exists. So, it holds
that
sup
t≥0
‖y(t)− yˆ(t)‖2 ≤
(
tr(CPCT ) + tr(CˆPˆ CˆT )− 2 tr(CPgCˆT )
) 1
2
exp
{
0.5
∥∥u0∥∥2
L2
}
‖u‖L2 .
The trace expression in the above estimate has already been analyzed within the error bound
analysis of stochastic systems. By [9, Proposition 4.6], we then have
tr(CPCT ) + tr(CˆPˆ CˆT )− 2 tr(CPgCˆT ) = tr(Σ2KBT ).
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Setting Nk = 0 in Theorem 5.1 leads to the H2-error bound in the linear case [2]. We now state
the bound for SPA.
Theorem 5.2 (Error bound SPA). Let (A,B,C,Nk) be a balanced realization of system (1.1) with
partitions as in (5.4). Suppose that yˆ is the output of the reduced system with matrices given in
(5.7). Moreover, we assume that (4.1) and
0 6∈ σ(Aˆ⊗ I + I ⊗ Aˆ+
m∑
k=1
Nˆk ⊗ Nˆk) (5.9)
hold. Then, zero initial conditions for both the full and the reduced system yield
sup
t≥0
‖y(t)− yˆ(t)‖2 ≤ (tr(Σ2KSPA))
1
2 exp
{
0.5
∥∥u0∥∥2
L2
}
‖u‖L2
with Σ2 = diag(σr+1, . . . , σn) and the weighting matrix given by
KSPA =B2B
T
2 − 2(A22Pg,2 +A21Pg,1)(A−122 A21)T
+ 2
m∑
k=1
(Nk,22Pg,2 +Nk,21Pg,1)(Nk,21 −Nk,22A−122 A21)T
−
m∑
k=1
(Nk,21 −Nk,22A−122 A21)Pˆ (Nk,21 −Nk,22A−122 A21)T ,
where Pˆ and Pg =
[
Pg,1
Pg,2
]
satisfy (4.11) and (4.12), respectively.
Proof. Assumptions (4.1) and (5.9) yield (4.9) for SPA, see [26]. This guarantees existence of the
bound in Corollary 4.3. Consequently, we have
sup
t≥0
‖y(t)− yˆ(t)‖2 ≤
(
tr(CPCT ) + tr(CˆPˆ CˆT )− 2 tr(CPgCˆT )
) 1
2
exp
{
0.5
∥∥u0∥∥2
L2
}
‖u‖L2 .
The above term is known for SPA applied to stochastic systems. By [26, Theorem 4.1], we know
that
tr(CPCT ) + tr(CˆPˆ CˆT )− 2 tr(CPgCˆT ) = tr(Σ2KSPA).
Theorems 5.1 and 5.2 show us in which cases BT and SPA work well. If one only truncates the
states corresponding to the small Hankel singular values (hard to reach and observe states), then
the diagonal entries σr+1, . . . , σn of Σ2 and hence the output error are small assuming that the
control is not too large.
Remark 2. Based on the results in [25] and [23] Theorems 5.1 and 5.2 can be formulated the same
way if P is replaced by P2 satisfying (5.8). In this type II case,(4.9) automatically follows from
(4.1) for BT and SPA due to [7] and [23]. The reason why (5.9) has to be assumed above is that
stability preservation for SPA based on P is still an open question.
6. Numerical experiments. In this section, we conduct numerical experiments in order to
estimate the quality of the bounds in Theorem 4.1 and the associated Corollary 4.3. We investigate
the influence of the control energy on the sharpness of the result in Theorem 4.1. Subsequently, we
apply the bound in Corollary 4.3 in the context of MOR and show which impact a rescaling factor
γ has that we discussed in Remark 1.
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6.1. The output bound depending on the control energy. In the proof of Theorem 4.1,
the Gronwall Lemma 2.4 is involved which is not generally tight. In particular one step in this
proof is to bound x(s)(t, bj , 0)x
T
(s)(t, bj , 0) which satisfies (2.4) by the solution of (2.6) from above.
Here, bj denotes the jth column of the input matrix B. It can be expected that the smaller the
gap between the left and the right side of inequality (2.4), the better the Gronwall estimate. In the
last step in Appendix B.1, we can see that the gap is exactly
m∑
k=1
(
Nk − u0k(t)I
)
x(s)(t, bj , 0)x
T
(s)(t, bj , 0)
(
Nk − u0k(t)I
)T
. (6.1)
By assumption (4.1), Nk is usually small meaning that (6.1) is expected to be small if the control
vector u0 is not too large which furthermore implies smallness of x(s)(t, bj , 0). We can also see the
impact of B because it influences x(s)(t, bj , 0) and hence also (6.1).
This intuition is confirmed by the following numerical example
x˙(t) = Ax(t) + b1u1(t) + b2u2(t) +N1x(t)u1(t), x(0) = 0,
y(t) = Cx(t),
where we choose
A =
[ −2 1
1 −2
]
, N1 =
[
0 1
0.5 0
]
, B =
[
1 0
0 1
]
, C =
[
1 1
]
.
This example satisfies (4.1) and we control the above system on [0, 1] meaning that
u(t) = (u1(t) u2(t))
T = α u¯(t)/ ‖u¯‖L2 , u¯(t) =
{
(e−t sin(pit) et)T if t ∈ [0, 1]
(0 0)T t > 1.
(6.2)
We compute supt∈[0,T ] y(t), T ≥ 1, and the corresponding bound from Theorem 4.1 for several
α = ‖u‖L2 ∈ [0, 4], where we set f(u) := exp
{
0.5
∥∥u0∥∥2
L2
}
‖u‖L2 . Moreover, notice that
∥∥u0∥∥
L2
=
‖u1‖L2 ≈ 0.48α. In Figure 6.1, we see that the bound is a very good approximation if ‖u‖L2 ≤ 2
and it performs best around a control energy of around 0.5. In Figure 6.2, we observe that with
increasing energy, the bound gets less sharp but it is still acceptable if ‖u‖L2 ≤ 4. However, the
tendency of the graph in Figure 6.2 already indicates that the bound from Theorem 4.1 is not
accurate for large controls.
An immediate improvement of the bound (for large u) can be seen by considering the time-limited
Gramian Pt, defined above (4.5), instead of P = limt→∞ Pt, since Pt ≤ P . The associated estimate
is stated in (4.5). Moreover, Pt neither needs (4.1) nor σ(A) ⊂ C− for its existence which also
avoids a rescaling with a constant γ, see Remark 1. However, how to compute Pt for large n, is an
open question and rather challenging.
Another solution could be truncated Gramians which lead to truncated H2-norms [8, 14]. Their
benefit is that they can be computed easier than P and they only require σ(A) ⊂ C− but not
(4.1) which avoids scaling the systems with γ. However, it is not yet clear how to derive an output
bound based on truncated Gramians. If it exists, it requires different techniques than used here.
We address the influence of the scaling factor γ in the next section.
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Fig. 6.1: Bound (tr(CPCT ))
1
2 f(u) divided
by supt∈[0,T ] |y(t)| for u defined in (6.2), con-
trol energies α ∈ [0, 2] and T = 2.
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Fig. 6.2: Bound (tr(CPCT ))
1
2 f(u) divided
by supt∈[0,T ] |y(t)| for u defined in (6.2), con-
trol energies α ∈ [2, 4] and T = 2.
6.2. The output bound in the context of MOR. We apply BT explained in Section 5.2
to a modified version of a heat transfer problem considered in [5]. In particular, we reduce the
dimension of a spatially discretized heat equation and compute the error bound of Theorem 5.1
by the representation given in Corollary 4.3. Notice that within this example, a rescaling of the
resulting bilinear system by a constant γ is needed, see Remark 1, in order to meet the assumptions
for the existence of the error bound. We investigate the performance of the bound depending on
the rescaling factor below.
Let us study the following heat equation on [0, 1]2:
∂
∂t
X(t, ζ) = ∆X(t, ζ), ζ ∈ [0, 1]2, t ∈ [0, T ],
with mixed Dirichlet and Robin boundary conditions
∂
∂n
X(t, ζ) = u1(t)(X(t, ζ)− 1) on Γ1 := {0} × (0, 1),
X(t, ζ) = u2(t) on Γ2 := {1} × (0, 1),
X(t, ζ) = 0 on ∂[0, 1]2 \ (Γ1 ∪ Γ2), t ∈ [0, T ],
where u = (u1(t) u2(t))
T denotes the input to the system. Like in [5] we discretize the heat equation
with a finite difference scheme on an equidistant n˜× n˜-mesh. This leads to an n = n˜2-dimensional
bilinear system
x˙(t) = Ax(t) +Bu(t) +N1x(t)u1(t),
y(t) = Cx(t), t ∈ [0, T ], (6.3)
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where N2 = 0 and C =
1
n [1 1 . . . 1], i.e., the quantity of interest is the average temperature.
We refer to [5] for more details on the matrices A,B and N1.
We choose n = 900 (n˜ = 30) and observe that (6.3) satisfies σ(A) ⊂ C− but not (4.1). We can
equivalently rewrite (6.3) as in (4.6) and choose γ ≥ 1.3 to achieve (4.7). Now, BT is applied
based on the rescaled control u 7→ γu and the matrices (B,N1) 7→ 1γ (B,N1) in order to derive
the reduced system (1.2) with state space dimension r = 10. Subsequently, we compute the error
bound in Corollary 4.3, where the trace expression there is denoted by Eγ such that the result in
this corollary is written as
sup
t∈[0,T ]
|y(t)− yˆ(t)| ≤ Eγf(γu).
Notice that the reduced system output yˆ also depends on γ. In Figure 6.3, we see that both the error
and the bound decrease in γ ∈ [1.3, 3], where the control in (6.2) with α = 1 is used. As anticipated
before, the bound is relatively tight for small γ, whereas it is loosing accuracy if γ is larger. Further
numerical simulations show that the bound can perform very well if no rescaling is needed and the
control energy is not too large but it is also acceptable in the example considered here if γ is not
much larger than 2, see Figure 6.4. Furthermore, notice that we have not investigated the cases of
γ > 3 because these choices do not really improve the error in the model reduction procedure and
for too large γ it is even increasing again.
As already mentioned in Section 6.1, time-limited or truncated Gramians avoid a rescaling by γ
and can hence potentially lead to an improved output bound.
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Fig. 6.3: Reduction error supt∈[0,T ] |y(t) −
yˆ(t)| for r = 10, u defined in (6.2) and α = 1
compared with the bound in Corollary 4.3
for γ ∈ [1.3, 3] and T = 2.
1 1.5 2 2.5 3
0
100
200
300
400
Scaling factor γ
E γ
f
(γ
u
)/
su
p
t∈
[0
,T
]
|y(
t)
−
yˆ
(t
)|
Fig. 6.4: Bound Eγf(γu) divided by reduc-
tion error supt∈[0,T ] |y(t) − yˆ(t)| with the
same parameters as in Figure 6.3.
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7. Conclusions. In this paper, we studied bilinear systems in terms of asymptotic stability
in the state equation and boundedness in the output. Furthermore, we characterized reachability
within bilinear equations. Moreover, we found a bound for the output errors of bilinear systems
based on the H2-error. This error bound could finally explain why H2-optimal model order reduc-
tion techniques lead to good approximations. Such a link has been an open question for quite some
time. Subsequently, error bounds for balanced truncation and singular perturbation approxima-
tion could be derived. These bounds are the first ones for this type of balancing related schemes
considered here and they can tell us in which cases the methods perform well.
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Appendix A. Resolvent positive operators.
Let (Hn, 〈·, ·〉F ) be the Hilbert space of symmetric n × n matrices and let Hn+ be the subset of
symmetric positive semidefinite matrices. We now define positive and resolvent positive operators
on Hn.
Definition A.1. A linear operator L : Hn → Hn is called positive if L(Hn+) ⊂ Hn+. It is resolvent
positive if there is an α0 ∈ R such that for all α > α0 the operator (αI − L)−1 is positive.
The operator L(X) := AX +XAT is resolvent positive and Π(X) :=
∑m
k=1NkXN
T
k is positive for
A,Nk ∈ Rn×n. This implies that the generalized Lyapunov operator L+Π is resolvent positive. We
refer to [12] for a more detailed discussion and a proof. We now state an equivalent characterization
for resolvent positive operators in the following. It can be found in a more general form in [12, 13, 28].
Theorem A.2. A linear operator L : Hn → Hn is resolvent positive if and only if 〈V1, V2〉F = 0
implies 〈LV1, V2〉F ≥ 0 for V1, V2 ∈ Hn+.
Appendix B. Pending proofs. Notice that Lemma 2.4 is proved for initial time s = 0 for
simplicity of the notation. The proof is completely analogous for general initial times. Moreover,
we write x(t) instead of x(s)(t, x0, 0) to shorten the notation within the proof of Lemma 2.2.
B.1. Proof of Lemma 2.2. We apply the product rule and insert (2.3). Hence, we obtain
d
dt
x(t)xT (t) = [
d
dt
x(t)]xT (t) + x(t)[
d
dt
xT (t)]
=
(
Ax(t) +
m∑
k=1
Nkx(t)uk(t)
)
xT (t) + x(t)
(
xT (t)AT +
m∑
k=1
xT (t)NTk uk(t)
)
= Ax(t)xT (t) + x(t)xT (t)AT +
m∑
k=1
[
Nkx(t)x
T (t)u0k(t) + x(t)x
T (t)NTk u
0
k(t)
]
= Ax(t)xT (t) + x(t)xT (t)AT
+
m∑
k=1
[
Nkx(t)x
T (t)NTk + x(t)x
T (t)(u0k(t))
2 − (Nk − u0k(t)I)x(t)xT (t) (Nk − u0k(t)I)T ]
≤ Ax(t)xT (t) + x(t)xT (t)AT +
m∑
k=1
[
Nkx(t)x
T (t)NTk
]
+ x(t)xT (t)
∥∥u0(t)∥∥2
2
.
This leads to the claim of this lemma.
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B.2. Proof of Lemma 2.4. We set Y := Z − X and L(Y (t)) := AY (t) + Y (t)AT +∑m
k=1NkY (t)N
T
k + Y (t)
∥∥u0(t)∥∥2
2
. We subtract (2.4) from (2.6) and obtain
Y˙ (t) ≥ L(Y (t)).
We define the difference function D(t) := Y˙ (t)−L(Y (t)) ≥ 0 and consider the following perturbed
differential equation
Y˙(t) = L(Y(t)) +D(t) + I
with parameter  ≥ 0 and initial state Y(0) = Y (0)+I. We see that Y0(t) = Y (t) for all t ≥ 0 since
Y0−Y solves the differential equation ˙˜Y (t) = L(Y˜ (t)) with zero initial state. Since Y continuously
depends on  and the initial data, we have lim→0 Y(t) = Y0(t) = Y (t) for all t ≥ 0.
Let us now assume that Y is not positive definite for  > 0. Then, there exist a v˜ 6= 0 and a t˜ > 0
such that v˜TY(t˜)v˜ ≤ 0. We know that f(v, t) := vTY(t)v is positive at t = 0 for all v ∈ Rn \ {0}
by assumption. Since f is non-positive in some point (v˜, t˜) and due to the continuity of t 7→ Y(t),
there is a point t0 ∈ (0, t˜] for which
vT0 Y(t0)v0 = 0 and v
T
0 Y(t)v0 > 0, t < t0, (B.1)
for some v0 6= 0, whereas vTY(t0)v ≥ 0 for all other v ∈ Rn. L is a generalized Lyapunov operator
and hence resolvent positive (see Appendix A). The identity 0 = vT0 Y(t0)v0 = 〈Y(t0), v0vT0 〉F , by
Theorem A.2, then implies 0 ≤ 〈L(Y(t0)), v0vT0 〉F = vT0 L(Y(t0))v0. Using these facts, we have
d
dt
vT0 Y(t0)v0 = v
T
0 L(Y(t0))v0 + v
T
0 D(t0)v0 +  ‖v0‖22 > 0.
Consequently, we know that there are t < t0 close to t0 for which v
T
0 Y(t)v0 < 0. This contradicts
(B.1) and hence our assumption is wrong such that Y(t) is positive definite for all t ≥ 0 and  > 0.
Taking the limit of → 0, we obtain Y (t) ≥ 0 for all t ≥ 0 which concludes the proof.
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