Abstract-This paper develops an approach for on-line segmentation of whole body human motion patterns during human motion observation and learning. A Hidden Markov Model is used to represent the incoming data sequence, where each model state represents the probability density estimate over a window of the data. Based on the assumption that data belonging to the same motion primitive will have the same underlying distribution, the segmentation is implemented by finding the optimum state sequence over the developed model. The basic algorithm is modified to add the capability for modifying the model based on known motion primitives. The inclusion of such scaffolding motion primitives can improve the performance of the basic segmentation algorithm. The modified algorithm is tested on a corpus of continuous human motion data to show the efficacy of the proposed approach.
I. INTRODUCTION
Learning from observation is an attractive proposition for humanoid robots, as the similar body structure to humans can be utilized to bootstrap learning. Many algorithms have been proposed for learning human motions through demonstration and imitation [1] , [2] . However, most of these approaches consider the case where the number of actions to be learned are specified by the designer, the demonstrated actions are observed and segmented a priori, and the learning is a one shot, off-line process. In this case, there is no need to autonomously segment or cluster the motion data, as this task is performed off-line by the designer. However, a robot which is an inhabitant of the human environment should be capable of continuous learning over its' entire lifespan. The robot should be able to observe, segment and classify demonstrated actions on-line during co-location and interaction with the (human) teacher.
In order to extract motion primitives during on-line observation, several key issues must be addressed by the learning system: automated motion segmentation, recognition of previously learned motions, automatic clustering and learning of new motions, and the organization of the learned data into a storage system which allows for easy data retrieval. In our previous work [3] , [4] we have been developing algorithms for long-term on-line clustering and organization of whole body motion patterns. Our approach is aimed at incremental learning of motion pattern primitives through longterm observation of human motion. Human motion patterns are abstracted into a stochastic model representation, which can be used for both subsequent motion recognition and generation. The model size is adaptable based on the discrimination requirements in the associated region of the current The authors are with the Department of Mechano-Informatics, University of Tokyo, 7-3-1 Hongo, Bunkyo-ku, 113-8656 Tokyo, Japan {dana,takano,nakamura}@ynl.t.u-tokyo.ac.jp knowledge base. As new motion patterns are observed, they are incrementally grouped together based on their relative distance in the model space. The resulting representation of the knowledge domain is a tree structure, with specialized motions at the tree leaves, and generalized motions closer to the root. In this paper, we develop an algorithm for autonomous segmentation of the incoming continuous data stream into whole body motion primitives, which can then be passed to the clustering algorithm. In addition, the proposed segmentation approach can be improved when some of the motion primitives are already known, for example, through manual input by the teacher, or through automated extraction via the clustering algorithm.
A. Related Work
Existing data segmentation algorithms can be divided into two broad categories: unsupervised algorithms which require no a-priori knowledge of the motion data to be segmented, and algorithms which take advantage of known motion primitives to perform the segmentation.
In the first category, some assumption is made about the underlying structure of the data at a segmentation point. For example, Matarić and colleagues [5] , [6] developed several algorithms for segmenting motions based on the velocity properties of the joint angle vector. In Pomplun and Matarić [5] , a segment is recognized when the root mean square (RMS) value of the joint velocities falls below a certain threshold. In this case, the assumption is that there will be a pause in the motion between motion primitives. In Fod et al. [6] , it is assumed that there is a change in the direction of movement accompanying a change between motion primitives. Therefore, a segmentation point is recognized when a Zero Velocity Crossing (ZVC) is detected in the joint angle data, in a sufficient number of dimensions. Lieberman and Breazeal [7] improve upon this approach by automating the threshold selection and adding heuristic rules for creating segments when there is contact with the environment. However, with all the velocity based approaches, it becomes more difficult to tune the algorithm as the number of joints increases. For example, it becomes more difficult to select a single threshold for the RMS value of the joint velocities which will accurately differentiate between segments at rest and segments in motions when the dimension space is large and different types of motions (arm motions only vs. motions including arm and leg movement) are considered.
Koenig and Matarić [8] develop a segmentation algorithm based on the variance of the feature data. The algorithm searches for a set of segment points which minimize a cost function of the data variance. In a related approach, Kohlmorgen and Lemm [9] describe a system for automatic on-line segmentation of time series data, based on the assumption that data from the same motion primitive will belong to the same underlying distribution. The incoming data is described as a series of probability density functions, which are formulated as the states of a Hidden Markov Model (HMM), and a minimum cost path is found among the states using an accelerated version of the Viterbi algorithm. However, the algorithm is not tested on a high DoF data stream, such as full body human motion data. Janus and Nakamura [10] , [11] apply this approach to human motion capture data, however no quantitative analysis is applied to the resulting segmentation output.
In the second approach, motion primitives are specified by the designer a-priori, and segmentation is based on the comparison between the known motions and the incoming data. In Takano and Nakamura [12] , [13] the known motion primitives are encoded via short HMMs. Segmentation points are then decided based on the error between the motion data predicted by the HMM and the actual observed motion data. If the error increases above a certain threshold, a segment point is declared.
B. Proposed Approach
The aim of our research is to develop robots which can learn motion primitives on-line while observing and interacting with a human partner. We would like a method which can begin the learning process in an unsupervised manner, similar to the approach of Janus and Nakamura [10] , but which can improve its performance over time, as more motions become clustered and abstracted as motion primitives [3] , [4] . The learned motion primitives (or motion primitives which are manually provided to the robot) should be used to improve the segmentation performance.
In the proposed approach, we investigate the use of the Kohlmorgen and Lemm [9] algorithm for unsupervised segmentation of on-line human motion data. While the algorithm achieves acceptable performance in the aggregate, poor performance is observed at those segmentation points where few of the many DoFs are moving. The basic algorithm is modified to improve performance with this type of data. Specifically, as observed motions become known, the basic algorithm is modified to include information about known motion primitives. The known motion primitives are used to modify the HMM model used to generate the optimum state sequence which represents the segmentation result. In particular, known motions are analyzed to determine which joints are most active, and the distance measure is then modified to overweight these joints, improving the segmentation result. Section 2 summarizes the basic Kohlmorgen and Lemm segmentation algorithm [9] , [10] . Section 3 describes the modified algorithm. In Section 4, the original and modified algorithm are tested and compared on human motion capture data. Section 5 concludes the paper and provides directions for future work.
II. UNSUPERVISED PROBABILISTIC SEGMENTATION
The Kohlmorgen and Lemm [9] segmentation algorithm is based on the assumption that data belonging to the same motion primitive will have the same underlying probability distribution. The incoming data stream is first embedded into a higher-dimensional space,
where y 1 , y 2 , y 3 , . . . is an incoming data stream to be analyzed, m is the embedding dimension and τ is the delay parameter. Next, the density distribution of the embedded data is estimated over a sliding window of length L, via a standard density estimator with multivariate Gaussian kernels, centered on the data points in the window
where σ is a smoothing parameter calculated proportional to the mean distance between each x t and its d nearest neighbors.
As more data are observed, the distance between successive data windows can be calculated based on the integrated square error between two probability density functions. This distance can be calculated analytically in the case of mixtures of Gaussian density functions.
The analysis is carried out by defining a Hidden Markov Model over a set S of sliding windows. Each window corresponds to a state of the HMM. For each state, the observation probability distribution is defined as:
where p(p t (x)|s) is the probability of observing the window represented by p t (x) in state s.
The initial state distribution is given by the uniform distribution, and the state transition matrix is designed such that transitions to the same state are k times more likely than transitions to any of the other states.
where N is the number of states of the HMM. The Viterbi algorithm [14] can then be used to find the optimum state sequence given the current set of observations. An on-line variant of the Viterbi algorithm is also developed [9] , which incrementally builds the state path table as each new state is observed, by re-using the the estimate of the likelihood and optimal state sequence from the previous time step. This assumes that no paths in previous segments include the newly added state. The algorithm is also accelerated by reformulating the Viterbi algorithm so that the cost (i.e., − log(L)) is minimized rather than maximizing the likelihood L. The basic algorithm is outlined in Figure 1 . In Figure 1 , C = 2ς 2 log(k) represents the transition cost for for switching to a new state in the path, c s (t) is the cost of following the optimum path and ending in state s at time t, and o(t) is the optimum cost at time t. 
Find optimum path ending in new state r 6:
if cr(t) < o(t) then 9: o(t) = cr(t) 10: end if 11: end for 12: for s ← 0, S do 13: Compute min cost for each state at T 14:
end for 16: o(T ) ← mins (cs(T )) 17: end procedure To prevent the state list from growing to infinity as the number of data points observed increases, Kohlmorgen and Lemm [9] propose removing states following a segment away from that state. However, Janus [11] have found that this approach leads to over-segmenting, as the considered data range becomes too small (on the order of 5L) and therefore the algorithm becomes more prone to local minima. Instead, Janus propose that the algorithm is run in batch-mode over a larger, fixed number of windows, and that windows be discarded in a FIFO manner. The Janus approach is adopted herein.
III. SCAFFOLDING THE SEGMENTATION
The basic algorithm functions well when most joints are moving and change the direction of motion at the segment point, but is not as accurate at segmentation points where few joints are moving. The basic algorithm is modified to take advantage of known motions to improve the segmentation result at these segmentation points. Known motions could be provided manually from the user, or through the use of an automated clustering technique [4] , [15] .
The known motion is first encoded into a window representation by embedding the data in the same manner as the input data, as described in Equation 1. Since exemplar motions can be of different durations, the exemplar data can span over multiple windows. Once the exemplar data has been embedded, the distance between the known motion(s) and the current temporary states is calculated as the minimum over all the distance measures between the temporary state and each window in the known motion.
The known motion patterns are then used to extract information about which degree of freedom is most active during the motion. The relative activity of each degree of freedom is calculated as follows:
where j act i
is the activity of each degree of freedom, T p is the length of the known motion sequence, j i (t) is the value of DoF i at time t, andj i is the average value of the DoF over the entire known motion sequence.
This activity value is then used to weigh the distance computation when a permanent state is active.
where D w is the weighted distance and W is the vector of weights, with each element proportional to the activity of the corresponding degree of freedom. σ k is the combined variance computed over the entire known motion window.
The structure of the HMM is then modified to bias the model to prefer permanent states over temporary states. The state transition matrix A is modified such that transitions to a permanent state are more likely then transitions to a temporary state. The modified state transition matrix is given by Equation 9 .
where K s is a factor favoring a transition to a permanent state over a transition to a temporary state, 1 < K s < k, and C is a normalizing constant ensuring that each row of the state transition matrix sums to 1.
In the initial implementation of the algorithm, temporary states corresponding to the same motion type as the permanent state were allowed to coexist with the permanent states. However, this caused competition between two very similar states, introducing additional segmentation points and oscillation between the permanent and temporary states. To avoid this problem, temporary states were merged with the permanent state if the distance between them was sufficiently small. This approach is similar to the on-line HMM model learning of Dolan et al. [16] .
The modified algorithm is outlined in Figure 2 . In the algorithm, C t = 2ς 2 log(k) represents the transition cost of switching to a new temporary state state in the path, while C p = 2ς 2 log(k/K s ) represents the transition cost of switching to a permanent state in the path. As before, c s (t) is the cost of following the optimum path and ending in state s at time t, and o(t) is the optimum cost at time t. end if 13: for t ← 0, T − 1 do
14:
Find optimum path ending in new state r 15: cr(t) ← dr,t+ 16: A final modification to the original algorithm concerns the smoothing parameter σ. In the original algorithm (see Equations 2 and 3), σ is calculated for each analysis window, as a means of keeping the distance values roughly similar between cases when a large number of DoFs is moving, and when only few DoFs are moving. However, this online adjustment approach runs into problems when there is little or no motion. In this case, σ can become so small that even differences due to noise or small involuntary movements become segmented, introducing spurious segmentation points. On the other hand, during segments when a large number of DoFs are moving, σ can become so large that all distances are minimized, resulting in no segmentation even when significant motion differences exist. To avoid these problems, a maximum and minimum value of σ are enforced in the modified algorithm.
Because the permanent modified algorithm merges permanent states with similar temporary states, the resulting HMM structure has the same number of states as the basic algorithm. This means that the computation time for the Viterbi algorithm will be unchanged from the basic algorithm. However, the modified algorithm requires additional processing time each new data window is observed, to compare the new observation window to each of the known states, via Equation 6. The total processing time for this additional step will depend on the number of known motions input into the system.
IV. EXPERIMENTS
A large data set was collected in a motion capture studio to test the original and modified algorithms on a lengthy continuous sequence of a variety of whole body motions. Figure 3 shows the motion capture setup and marker locations. A total of 34 markers was used. The data set consists of 20 minutes of continuous whole body motion data of a single human subject. During the data sequence, the subject performs a variety of full body motions, including a walk in place motion, a squat motion, kicking and arm raising. The subject performs a total of 751 motion segments. In some cases, there is a pause between motions, while other motions are fluidly connected. Table I summarizes the motions performed in terms of the extracted segments. The motion capture system [17] captures the Cartesian position of markers located on the body (for example, shoulder, elbow, wrist, hip, knee, etc.) with a sampling rate of 10ms, and performs inverse kinematics computations to convert the data to joint angle positions in real time. A 26 degree of freedom humanoid model is used for the inverse kinematics computations (20 rotational joint angles and 6 degrees of freedom for the free body joint). The 20 element vector of rotational joint angle data is then down sampled to 30ms per sample, and passed to the segmentation algorithm. The motion capture data was also animated in slow motion and segmented manually, for comparison with the automated segmentation results. A sample of the walk motion pattern segments is shown in Figure 4 . The data was first tested on the basic algorithm, described in Section 2. Table II summarizes the parameters used for the algorithm. Table III shows the performance of the basic segmentation algorithm, as compared to the manually segmented results. A segment point was considered correct if it occurred within 4 windows of the manually obtained results. A segment point was counted as a false positive, if it occurred in a section where no manual segment point was specified within 4 windows of the given segment point. A false negative was counted if no segmentation point was specified within a 4 window frame of a manually found segmentation point. As can be seen in Table III , the basic algorithm achieves a correct segmentation rate of about 79%, but also suffers from a high rate of false positives (i.e., additional segmentation points inserted in the middle of a single motion primitive). Some of these false positives occur when distinctive subsegments occur within a segment which are not marked in the manual results. For example, on some occasions, within the RPE segment, two clear subsegments can be observed: raising both hands into a fighting stance, and then extending the right hand. At other times, the RPE segment is executed as a single smooth movement, with no discernible subsegments.
A section of the segmented data stream is shown in Figure  5 . In the figure, the dotted lines represent the manual segmentation points, while the solid lines indicate the segmentation result generated by the basic algorithm. The y axis indicates the action being performed, using segment acronyms as defined in Table I . Figure 6 shows the segmentation results by segment category. As can be seen from Figure 5 , the basic algorithm tends to correctly identify the start and end of a complete action, is not as effective at correctly identifying the segment switching point of each action, especially for those actions where few joints are moving. However, correctly identifying these segment switching points is important for observing and later imitating human action, as these switching points are frequently associated with goal states. For example, the switching point of a reaching motion is the location of the object being reached.
The basic algorithm is not as effective in segmenting at these points, because only a small subset of the complete set of DoFs is moving. For example, for the bow motion, during most of this motion, only the two hip joints exhibit significant movement. This scenario is much more difficult than the boundary between two different motions, which usually marks the end of the movement of one set of DoFs, and the start of movement of a different set of DoFs.
The data was next tested with the modified segmentation algorithm, initially by adding a set of motion primitives as known examples. For the scaffolded algorithm, the state transition bias towards permanent states K s were set to 1.05. The merging distance threshold D t was set to 15% of the maximum distance over the current data. The remaining parameters were set to the same values as the basic algorithm, as detailed in Table II . The known motion primitives were extracted from the motion data set, and manually segmented and provided to the segmentation algorithm. Table  III shows the performance of the scaffolded segmentation as compared to the basic algorithm, with the bow motion primitive provided, and with the bow and left kick motion primitive provided. The same evaluation criteria was used to evaluate the scaffolded segmentation results, as for the basic algorithm described above. Still frames of the animated exemplar motion patterns are shown in Figures 8 and 9 . Figure 7 shows the segmentation results by segment category. As can be seen from these results, the modified algorithm improves the segmentation, especially at the critical action switching points. The accuracy at the switching point for the bow motion (the scaffolded motion) is improved from 61% to 77%, and for the kick motion from 39% to 87%.
V. CONCLUSIONS AND FUTURE WORK
In this paper, an approach for automated segmentation of continuous human full body motion data was presented. The basic algorithm [9] is based on the assumption that temporal data belonging to the same motion primitive will belong to the same underlying distribution. Segmentation is achieved by building a Hidden Markov Model over a window of previous observations, and finding the optimum state sequence over the model. The optimum state sequence is the desired segmentation result. In this paper, the basic approach is improved by scaffolding the fully unsupervised segmentation method with known motion primitives. The addition of known motion primitives, which can be obtained either through manual input or automatically through automated clustering [3] , [4] , improves the segmentation results by improving the accuracy of the segmentation points and reducing the occurrence of false positives.
The segmentation algorithm can be combined with an automated clustering algorithm [15] to enable fully automated human full-body motion segmentation, clustering and hierarchy formation. The automated clustering algorithm can then be used as the source of scaffolding motion primitives for 
