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Abstract
In this paper, we derive blow-up rates for higher-order semilinear parabolic equations and systems. Our proof is by contradiction
and uses a scaling argument. This procedure reduces the problems of blow-up rate to Fujita-type theorems. In addition, we also give
some new Fujita-type theorems for higher-order semilinear parabolic equations and systems with the time variable on R. These
results are not restricted to positive solutions.
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1. Introduction
In this paper, we study the blow-up rates of the higher-order semilinear parabolic equation
ut + (−)mu = |u|p, x ∈RN, 0 < t < T,
u(x,0) = u0(x) ∈ L∞
(
R
N
)
, (1.1)
as well as the system
ut + (−)mu = |v|p, vt + (−)mv = |u|q, x ∈RN, 0 < t < T,
u(x,0) = u0(x) ∈ L∞
(
R
N
)
, v(x,0) = v0(x) ∈ L∞
(
R
N
)
, (1.2)
where m 1 and p,q > 1. Higher-order semilinear equations and systems appear in numerous problems in applica-
tions such as the bi-stable systems, the flame propagation, the higher-order diffusion, the phase transition and the thin
film theory. The interested reader is referred to the monograph [12] and references therein.
In [7], Galaktionov and Pohozaev considered the problem (1.1). Under the assumption that u0 ∈ L1(RN) ∩
L∞(RN) and by a comparison with self-similar solutions of majorizing order-preserving integral equations, they
got the following results:
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RN
u0(x) dx  0,
the solution of (1.1) blows up at a finite time T > 0 in the sense L∞(RN) norm and
∥∥u(·, t)∥∥∞ > [D(p − 1)](T − t)− 1p−1 → +∞ as t → T −,
where D = D(m,N) is a constant.
(ii) For p > pF = 1 + 2mN , (1.1) admits a global solution for any sufficiently small initial data u0.
These results identify 1 + 2m
N
as the critical Fujita exponent for the 2mth order equation (1.1). We recall the
classical result that 1 + 2
N
is the critical Fujita exponent for the second-order equation ut −u = up,u0  0. Critical
exponents play an important role in many nonlinear evolution problems and have been studied extensively for second-
order parabolic equations as well as systems (see the survey papers [2,8,10] and references therein).
More recently, Pang, Sun and Wang [11] studied the system (1.2) with m > 1, p,q  1 and pq > 1 and obtained
the following results:
(i) If N2m  min{ p+1pq−1 , q+1pq−1 }, then every solution with initial data having positive average value does not exist
globally in time.
(ii) If N2m > max{ p+1pq−1 , q+1pq−1 }, then global solutions with small initial data exist.
The main goal in this paper is to derive the blow-up rate estimates for the higher-order parabolic equation (1.1) and
the system (1.2). Assume that the solution u for (1.1) (or (u, v) for (1.2)) blows up at a finite time T , we shall prove that
there is a positive constant C such that ‖u(·, t)‖∞  C(T − t)−
1
p−1 for 1 <p  1 + 2m
N
(‖u(·, t)‖∞  C(T − t)−
p+1
pq−1
and ‖v(·, t)‖∞  C(T − t)−
q+1
pq−1 for N2m  min{ p+1pq−1 , q+1pq−1 }, respectively). The other goal in this paper is to give
some Fujita-type theorems for higher-order semilinear parabolic equations and systems with the time variable on R.
These results are not restricted to positive solutions.
We use a scaling argument to reduce the problems of blow-up rate to Fujita-type theorems (it is similar to “blow-up
analysis” in elliptic problems to reduce the problems of a priori bounds to Liouville-type theorems). As far as we
know, this method was first applied to parabolic problems by Hu [9], and sequently, was used in the various parabolic
equations and systems (see [1,5] and [13]). Hence we also give some Fujita-type theorems for higher-order semilinear
parabolic equations and systems. Our proof is similar to the ones in [3] and [11]. Usually, scaling argument (blow-up
analysis) is used to treat positive solutions. The novelty here is that no such assumption is needed, since Fujita-type
theorems given by us are not restricted to positive solutions.
The organization of this paper is as follows. In Section 2, we derive the blow-up rate for the parabolic equa-
tion (1.1). Section 3 contains the blow-up rate for the parabolic systems (1.2). At last, some Fujita-type theorems used
in Sections 2 and 3 are presented in Section 4.
2. Blow-up estimates for parabolic equations
In this section, we derive the blow-up rate for parabolic equation (1.1).
A solution u(x, t) is said to blow up at a finite time T = T (u0) < +∞ if that u is a bounded classical one in
R
N × (0, τ ) for any τ ∈ (0, T ) and cannot be extended as a bounded one beyond T . By the classical parabolic
regularity theory [4] and [6], it means that
sup
x∈RN
∣∣u(x, t)∣∣→ +∞ as t → T −.
Here is the main result of this section.
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sup
x∈RN
∣∣u(x, t)∣∣ C(T − t)− 1p−1 (2.1)
for
1 <p  1 + 2m
N
. (2.2)
Before proceeding with the proof we shall give an immediate corollary about positive solutions.
Corollary 2.2. Let u be a positive solution of (1.1) with u0  0, which blows up at a finite time T . Then there is a
constant C > 0 such that (2.1) holds for (2.2).
We derive the blow-up rate estimate (2.1) from Fujita-type theorems (given in Section 4) using a scaling argument.
Proof of Theorem 2.1. Let
M(t) := sup
RN×(0,t]
∣∣u(x, t)∣∣, t ∈ (0, T ).
Obviously, M satisfies the following properties:
(1) M(t) 0.
(2) M(t) is a continuous and nondecreasing function on (0, T ).
(3) M(t) → +∞, as t → T .
For any given t0 ∈ (0, T ), we define t+0 by
t+0 := max
{
t ∈ (t0, T ): M(t) = 2M(t0)
}
.
We claim that
(
t+0 − t0
)
M(t0)
(p−1)  C, t0 ∈
(
T
2
, T
)
, (2.3)
where the constant C ∈ (0,+∞) is independent of t0. Suppose that this estimate were false. Then there would exist a
sequence tj ↗ T such that(
t+j − tj
)
M(tj )
(p−1) → +∞. (2.4)
For each tj choose (xˆj , tˆj ) ∈RN × (0, tj ] such that
∣∣u(xˆj , tˆj )∣∣ 12M(tj ).
We rescale the solution u about the corresponding point (xˆj , tˆj ) with the scaling factor λj = λ(tj ) = M− (p−1)2m (tj ) as
follows:
ϕλj (y, s) := 1
M(tj )
u
(
λjy + xˆj , λ2mj s + tˆj
)
,
where (y, s) ∈RN × (−λ−2mj tˆj , λ−2mj (T − tˆj )). Then ϕλj is a solution of the equation
∂ϕλj
∂s
+ (−)mϕλj = ∣∣ϕλj ∣∣p in RN × (−λ−2mj tˆj , λ−2mj (T − tˆj )).
Clearly
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2
and
∣∣ϕλj (y, s)∣∣ 2 in RN × (−λ−2mj tˆj , λ−2mj (t+j − tˆj )).
We get λ−2mj (t
+
j − tˆj ) → +∞ by (2.4). Interior Schauder’s estimates for ϕλj yield a subsequence converging in
C
2m+σ,1+ σ2m
loc (R
N ×R) to a solution ϕ satisfying
∂ϕ
∂s
+ (−)mϕ = |ϕ|p in RN ×R,
∣∣ϕ(0,0)∣∣ 1
2
and
∣∣ϕ(y, s)∣∣ 2 in RN ×R.
Hence Corollary 4.2 applies to ϕ and we obtain ϕ ≡ 0 which is a contradiction. Now (2.3) is verified.
The method of Theorem 2.1 in [9] can show that (2.3) implies (2.1). For completeness, we give the details.
∀t0 ∈ ( T2 , T ), let tj satisfy
tj+1 := t+j , i.e. M(tj+1) = 2M(tj ), j = 0,1,2, . . . .
Then we have
(tj+1 − tj )M(tj )(p−1)  C,
i.e.
tj+1 − tj C 1
M(p−1)(tj )
 C
(
1
2(p−1)
)j 1
M(p−1)(t0)
.
Summing all the inequalities, we get
T − t0  C
∑( 1
2(p−1)
)j 1
M(p−1)(t0)
.
Then we have
M(t0) C
1
(T − t0)
1
p−1
.
Now we get (2.1). 
3. Blow-up estimates for parabolic systems
In this section, we deal with the blow-up rate of the system (1.2) following the methods in [1].
A solution (u(x, t), v(x, t)) of the system (1.2) is said to blow up at a finite time T = T (u0) < +∞ if that u,v are
bounded classical ones in RN × (0, τ ) for any τ ∈ (0, T ) and u or v cannot be extended as a bounded one beyond T .
By the classical parabolic regularity theory [4] and [6], it means that
sup
x∈RN
∣∣u(x, t)∣∣→ +∞ or sup
x∈RN
∣∣v(x, t)∣∣→ +∞ as t → T −.
Here is the main result of this section.
Theorem 3.1. Let (u, v) be a solution of (1.2) which blows up at a finite time T . Then there is a constant C > 0 such
that
sup
x∈RN
∣∣u(x, t)∣∣C(T − t)− p+1pq−1 , sup
x∈RN
∣∣v(x, t)∣∣ C(T − t)− q+1pq−1 (3.1)
for
N
2m
min
{
p + 1
pq − 1 ,
q + 1
pq − 1
}
. (3.2)
252 H. Pan, R. Xing / J. Math. Anal. Appl. 339 (2008) 248–258Before proceeding with the proof we shall give two immediate corollaries.
Corollary 3.2. Let (u, v) be a positive solution of (1.2) with u0, v0  0 which blows up at a finite time T . Then there
is a constant C > 0 such that (3.1) holds for (3.2).
Proof of Theorem 3.1. The proof will consist of four steps.
Step 1. The functions Mu and Mv . Let
Mu(t) := sup
RN×(0,t]
∣∣u(x, t)∣∣ and Mv(t) := sup
RN×(0,t]
∣∣v(x, t)∣∣, t ∈ (0, T ).
Obviously, Mu and Mv satisfy the following properties:
(1) Mu(t) 0 and Mv(t) 0.
(2) Mu(t) and Mv(t) are continuous and nondecreasing functions on (0, T ).
(3) Mu(t) → +∞ or Mv(t) → +∞, as t → T .
We claim that there exists a constant δ ∈ (0,1) such that
δ M−
1
2α
u (t)M
1
2β
v (t) δ−1, t ∈
(
T
2
, T
)
, (3.3)
where α = p+1
pq−1 and β = q+1pq−1 . Consequently, both Mu(t) and Mv(t) have to diverge as t ↗ T .
Step 2. The proof of (3.3). (a) At first, let us prove the lower bound of (3.3). Assume on the contrary, there exists
a sequence tj ↗ T such that M−
1
2α
u (tj )M
1
2β
v (tj ) → 0. Then Mu diverges as tj ↗ T . For each tj choose (xˆj , tˆj ) ∈
R
N × (0, tj ] such that
∣∣u(xˆj , tˆj )∣∣ 12M(tj ).
We rescale the solution (u, v) about the corresponding point (xˆj , tˆj ) with the scaling factor λj = λ(tj ) = M−
1
2mα
u (tj )
as follows:
ϕλj (y, s) := 1
Mu(tj )
u
(
λjy + xˆj , λ2mj s + tˆj
)
, RN × (−λ−2mj tˆj , λ−2mj (T − tˆj )),
ψλj (y, s) := 1
M
β
α
u (tj )
v
(
λjy + xˆj , λ2mj s + tˆj
)
, RN × (−λ−2mj tˆj , λ−2mj (T − tˆj )).
Then (ϕλj ,ψλj ) is a solution of the system
∂ϕλj
∂s
+ (−)mϕλj = ∣∣ψλj ∣∣p in RN × (−λ−2mj tˆj , λ−2mj (T − tˆj )),
∂ψλj
∂s
+ (−)mψλj = ∣∣ϕλj ∣∣q in RN × (−λ−2mj tˆj , λ−2mj (T − tˆj )).
Clearly |ϕλj (0,0)| 12 and∣∣ϕλj (y, s)∣∣ 1, ∣∣ψλj (y, s)∣∣M− βαu (tj )Mv(tj ) in RN × (−λ−2mj tˆj ,0].
Interior Schauder’s estimates for (ϕλj ,ψλj ) yield a subsequence converging in C2m+σ,1+
σ
2m
loc (R
N × R) ×
C
2m+σ,1+ σ2m
loc (R
N ×R) to a solution (ϕ,ψ) satisfying
∂ϕ + (−)mϕ = |ψ |p and ∂ψ + (−)mψ = |ϕ|q in RN × (−∞,0].
∂s ∂s
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j→∞M
− β
α
u (tj )Mv(tj ) = 0 in RN × (−∞,0].
Combining the last inequality and the system, we obtain ϕ ≡ 0 on RN × (−∞,0]. It contradicts with |ϕ(0,0)| 12 .(b) In order to get the upper bound in (3.3), we only need to proceed in the same way changing the role u and v.
Step 3. Estimates on doubling of Mu. Since Mu(t) is continuous and diverges as t → T , for any given t0 ∈ (0, T ),
we define t+0 by
t+0 := max
{
t ∈ (t0, T ): Mu(t) = 2Mu(t0)
}
.
We claim that(
t+0 − t0
)
Mu(t0)
1
α C, t0 ∈
(
T
2
, T
)
, (3.4)
where the constant C ∈ (0,+∞) is independent of t0. Suppose that this estimate were false. Then there would exist a
sequence tj ↗ T such that(
t+j − tj
)
Mu(tj )
1
α → +∞.
For each tj choose (xˆj , tˆj ) ∈RN × (0, tj ] such that
∣∣u(xˆj , tˆj )∣∣ 12Mu(tj ).
We rescale the solution (u, v) about the corresponding point (xˆj , tˆj ) with the scaling factor λj = λ(tj ) = M−
1
2mα
u (tj )
as follows:
ϕλj (y, s) := 1
Mu(tj )
u
(
λjy + xˆj , λ2mj s + tˆj
)
, RN × (−λ−2mj tˆj , λ−2mj (T − tˆj )),
ψλj (y, s) := 1
M
β
α
u (tj )
v
(
λjy + xˆj , λ2mj s + tˆj
)
, RN × (−λ−2mj tˆj , λ−2mj (T − tˆj )).
Then (ϕλj ,ψλj ) is a solution of the systems
∂ϕλj
∂s
+ (−)mϕλj = ∣∣ψλj ∣∣p in RN × (−λ−2mj tˆj , λ−2mj (T − tˆj )),
∂ψλj
∂s
+ (−)mψλj = ∣∣ϕλj ∣∣q in RN × (−λ−2mj tˆj , λ−2mj (T − tˆj )).
Clearly,
∣∣ϕλj (0,0)∣∣ 1
2
and
∣∣ϕλj (y, s)∣∣ 2, RN × (−λ−2mj tˆj , λ−2mj (t+j − tˆj )).
Also by (3.3) and the definition of t+, we have
∣∣ψλj (y, s)∣∣M− βαu (tj )Mv(t+j )M− βαu (tj )M βαu (t+j )δ−2β  2 βα δ−2β,
on RN × (−λ−2mj tˆj , λ−2mj (t+j − tˆj )). Interior Schauder’s estimates for (ϕλj ,ψλj ) yield a subsequence converging in
C
2m+σ,1+ σ2m
loc (R
N ×R)×C2m+σ,1+
σ
2m
loc (R
N ×R) to a solution (ϕ,ψ) satisfying
∂ϕ
∂s
+ (−)mϕ = |ψ |p and ∂ψ
∂s
+ (−)mψ = |ϕ|q in RN ×R.
Moreover, |ϕ(0,0)| 1 and2
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Corollary 4.4 shows that if (3.2) holds, then ϕ ≡ ψ ≡ 0. It contradicts with |ϕ(0,0)| 12 . Now (3.4) is true.
Step 4. Blow-up rate estimates. ∀t0 ∈ ( T2 , T ), let tj satisfies
tj+1 := t+j , i.e. Mu(tj+1) = 2Mu(tj ), j = 0,1,2, . . . .
Then we have
(tj+1 − tj )Mu(tj ) 1α C,
i.e.
tj+1 − tj C 1
M
1
α
u (tj )
 C
(
1
2
1
α
)j 1
M
1
α
u (t0)
.
Summing all the inequalities, we get
T − t0 C
∑( 1
2
1
α
)j 1
M
1
α
u (t0)
.
Hence we have
Mu(t0) C
1
(T − t0)α .
Combining (3.3), we get
Mv(t0)Mu(t0)
β
α
(
δ−1
)2β  C 1
(T − t0)β .
Now (3.1) is verified. 
4. Fujita-type theorems
We now adapt methods used in [3] and [11] to obtain some Fujita-type theorems. These results have been used in
the proofs of Theorems 2.1 and 3.1.
Let L = L(t, x,Dx) be a differential operator of order ,
L[v] :=
∑
|α|=
Dα
(
aα(t, x, v)v
)
,
where aα(t, x, v) are bounded functions defined for t ∈R, x ∈RN , v ∈R.
Consider the set of functions u, satisfying the inequality
∂u
∂t
 L
[
up
]+ |u|q, q > 1, q > p > 0,
in the following weak sense: if ψ ∈ C0(RN+1),ψ(x, t) 0, then
−
∫
∂ψ
∂t
udx dt −
∫
upL∗[ψ]dx dt 
∫
|u|qψ dx dt. (4.1)
Here and in the following, if the limits of integration are not given, the integrals are taken over the space RN+1, and
L∗[ψ] :=
∑
|α|=
aα(t, x,u)(−D)αψ.
The first main result of this section is the following:
Theorem 4.1. If a function u(x, t) ∈ Lq (RN+1) satisfies (4.1) and q > 1, 0 <p < q  p +  , then u(x, t) ≡ 0.loc N
H. Pan, R. Xing / J. Math. Anal. Appl. 339 (2008) 248–258 255Note that no assumptions about the type of the operator L in Theorem 4.1. As an immediate application, we treat
the case L = −(−)m.
Corollary 4.2. If a bounded function u(x, t) satisfies
ut + (−)mu = |u|p
on RN ×R with 1 <p  1 + 2m
N
, then u(x, t) ≡ 0.
Now we consider a system of inequalities. Let M be a differential operator of order h,
M[v] :=
∑
|β|=h
Dβ
(
bβ(t, x, v)v
)
,
where bβ(t, x, v) are bounded functions defined for t ∈R, x ∈RN,v ∈R.
Consider the set of (u, v) satisfying the inequalities
∂u
∂t
L
[
f1(u, v)
]+ g1(u, v), ∂v
∂t
 L
[
f2(u, v)
]+ g2(u, v),
in the following weak sense: if ψ ∈ Cmax{,h}0 (RN+1) and ψ(x, t) 0, then
−
∫
∂ψ
∂t
udx dt −
∫
f1(u, v)L
∗[ψ]dx dt 
∫
g1(u, v)ψ dx dt, (4.2)
−
∫
∂ψ
∂t
v dx dt −
∫
f2(u, v)M
∗[ψ]dx dt 
∫
g2(u, v)ψ dx dt. (4.3)
Here is the second main result of this section.
Theorem 4.3. If two functions u(x, t) ∈ Lq1loc(RN+1) and v(x, t) ∈ Lq2loc(RN+1) satisfy (4.2)–(4.3) with f1(u, v) = u,
f2(u, v) = v, g1(u, v) = |v|q2 , and g2(u, v) = |u|q1 , then u(x, t) ≡ 0, v(x, t) ≡ 0 for q1, q2 > 1 and
N
min{,h} min
{
q1 + 1
q1q2 − 1 ,
q2 + 1
q1q2 − 1
}
. (4.4)
As an immediate application, we take L = −(−)m,M = −(−)k, g1(u, v) = |v|p, g2(u, v) = |u|q .
Corollary 4.4. If two functions u(x, t) ∈ Lploc(RN+1) and v(x, t) ∈ Lqloc(RN+1) satisfy
ut + (−)mu = |v|p, vt + (−)kv = |u|q
on RN ×R, then u(x, t) ≡ 0, v(x, t) ≡ 0 for p,q > 1 and
N
min{2m,2k} min
{
p + 1
pq − 1 ,
q + 1
pq − 1
}
.
At last, we deal with a general case.
Theorem 4.5. If two functions u(x, t) ∈ Lq1loc(RN+1) and v(x, t) ∈ Lq2loc(RN+1) satisfy (4.2)–(4.3) with∣∣f1(u, v)∣∣+ ∣∣f2(u, v)∣∣ d1(|u|p1 + |v|p2)+ d2, d1, d2  0,
g1(u, v)+ g2(u, v) d3
(|u|q1 + |v|q2), d3 > 0,
q1 > 1, q2 > 1, 0 <p1 < q1, 0 <p2 < q2,
then u(x, t) ≡ 0, v(x, t) ≡ 0 for
1 < max{q1, q2}
{ 1
N
min{ q1
q1−p1 ,
hq2
q2−p2 } if d2 = 0,
1
N
min{,h} if d2 > 0.
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φ(s) =
{1 as s  1,
0 as s  2.
Suppose that there exists a positive constant C such that∣∣φ′∣∣(s) Cφ 1q (s), ∣∣φ()∣∣(s) Cφ pq (s).
In order to find such a function, one assume that for 32 < s < 2, φ(s) = (2 − s)δ with δ > max{ qq−1 , qq−p }.
Set
ψR(x, t) = φ
( |t |2 + |x|2σ
R2σ
)
, R > 0,
the value of the parameter σ > 0 will be determined below. Take ψ = ψR(x, t) in (4.1).
Let
I =
∫
|u|qψ dx dt.
Using the Young inequality
ab ε a
q
q
+ ε1−q ′ b
q ′
q ′
, a, b, ε > 0,
with q ′ = q
q−1 , we have
−
∫
∂ψ
∂t
udx dt  C0
∫
supp ∂ψ
∂t
|u|ψ 1q |t |
R2σ
dx dt
 1
4
∫
supp ∂ψ
∂t
|u|qψ dx dt +C1
∫
supp ∂ψ
∂t
1
Rσq
′ dx dt
 1
4
I +C2RN+σ−σ
q
q−1 . (4.5)
Similarly,
−
∫
upL∗[ψ]dx dt  1
4
I +C3RN+σ−
q
q−p . (4.6)
It is essential here that the operator L∗ contains the derivatives of order  only. The inequalities (4.1), (4.5) and (4.6)
imply that
I  C4RN+σ
(
R
−σ q
q−1 +R− qq−p ). (4.7)
Now we choose σ such that σ q
q−1 = qq−p , i.e., σ = (q−1)q−p . We get that if q < p + N , then
N + σ − σ q
q − 1 = N + σ −
q
q − p < 0.
Letting R → ∞, (4.7) implies u ≡ 0.
In the case q = p + 
N
, (4.7) yields that the integral I is bounded uniformly in R, i.e., the integral ∫ |u|q dx dt
converges. Then by Hölder inequality, we get∣∣∣∣−
∫
∂ψ
∂t
udx dt −
∫
upL∗[ψ]dx dt
∣∣∣∣ C5
[(∫
|u|q dx dt
)1/q
+
(∫
|u|q dx dt
)p/q]
, (4.8)
Σ Σ
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∂t
(x, t) = 0 or Dαxψ(x, t) = 0 for some α, |α| = }. It is obvious that Σ ⊂ {(x, t): t ∈R,
|t |2 + |x|2σ > R2σ }. Then∫
Σ
|u|q dx dt → 0 as R → ∞.
The inequalities (4.1) and (4.8) imply that I → 0 as R → ∞, i.e., u ≡ 0. 
Proof of Theorem 4.3. Let φ ∈ Cmax{,h}0 (R), φ  0, and
φ(s) =
{1 as s  1,
0 as s  2.
Suppose that there exists a positive constant C such that
|φ′|(s) Cφ 1q1 (s), ∣∣φ()∣∣(s)Cφ 1q1 (s),
and
|φ′|(s) Cφ 1q2 (s), ∣∣φ(h)∣∣(s) Cφ 1q2 (s).
In order to find such a function, one also assume that for 32 < s < 2, φ(s) = (2 − s)δ with δ > max{ q1q1−1 ,
hq2
q2−1 }.
Let
ψR(x, t) = φ
( |t |2 + |x|2σ
R2σ
)
, R > 0,
the value of the parameter σ > 0 will be determined below. Now we put ψ = ψR(x, t) in (4.2) and (4.3).
Let
II =
∫
|u|q1ψ dx dt and III =
∫
|v|q2ψ dx dt.
Using the Hölder inequality, we obtain
−
∫
∂ψ
∂t
udx dt  C0
∫
supp ∂ψ
∂t
|u|ψ 1q1 |t |
R2σ
dx dt
 C1
{ ∫
supp ∂ψ
∂t
|u|q1ψ dx dt
} 1
q1 ·
{ ∫
supp ∂ψ
∂t
1
Rσq
′
1
dx dt
} 1
q′1
 C2
{ ∫
supp ∂ψ
∂t
|u|q1ψ dx dt
} 1
q1 · (RN+σ−σ q1q1−1 ) q1−1q1
and
−
∫
uL∗[ψ]dx dt  C3
{ ∫
supp ∂ψ
∂t
|u|q1ψ dx dt
} 1
q1 · (RN+σ− q1q1−1 ) q1−1q1 .
It is essential here that the operator L∗ contains the derivatives of order  only. The inequalities (4.2) imply that
III  C4
{ ∫
supp ∂ψ
∂t
|u|q1ψ dx dt
} 1
q1 ·R(N+σ)
q1−1
q1
(
R−σ +R−) C4II 1q1 RA (4.9)
with A = (N + σ)q1−1 − min{σ, }. Similarly,
q1
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{ ∫
supp ∂ψ
∂t
|v|q2ψ dx dt
} 1
q2
R
(N+σ) q2−1
q2
(
R−σ +R−h) C5III 1q2 RB (4.10)
with B = (N + σ)q2−1
q2
− min{σ,h}. Then (4.9) and (4.10) lead to
II
q1q2−1
q1q2  C6RB+A
1
q2 and III
q1q2−1
q1q2  C7RA+B
1
q1 . (4.11)
From (4.4) and taking σ = min{,h}, we obtain B +A 1
q2
 0 and A+B 1
q1
 0. We consider the following cases:
Case 1: B +A 1
q2
< 0 and A+B 1
q1
< 0. Let R → +∞ in the first inequality of (4.11), we obtain∫
|u|q1 dx dt = 0,
which implies u ≡ 0. A similar argument leads to v ≡ 0.
Case 2: B +A 1
q2
= 0 and A+B 1
q1
< 0. Since A+B 1
q1
< 0, we get v ≡ 0. The inequality (4.10) leads to u ≡ 0.
Case 3: B +A 1
q2
< 0 and A+B 1
q1
= 0. A similar argument as Case 2 leads to v ≡ 0 and u ≡ 0.
Case 4: B + A 1
q2
= 0 and A + B 1
q1
= 0. We get A = B = 0. And from (4.11), we have that ∫ |u|q1 dx dt and∫ |v|q2 dx dt converge. Then (4.9) and (4.10) imply
III  C8
{∫
Σ
|u|q1 dx dt
} 1
q1
and II  C9
{∫
Σ
|v|q2 dx dt
} 1
q2
,
where Σ = {(x, t): t ∈R, ∂ψ
∂t
(x, t) = 0 or Dαxψ(x, t) = 0 for some α, |α| =  or Dβx ψ(x, t) = 0 for some β, |β| = h}.
It is obvious that Σ ⊂ {(x, t): t ∈R, |t |2 + |x|2σ > R2σ } and therefore∫
Σ
|u|q1 dx dt → 0 and
∫
Σ
|v|q2 dx dt → 0 as R → ∞.
Thus we get u ≡ 0 and v ≡ 0. 
Proof of Theorem 4.5. We need to sum (4.2) and (4.3). The similar argument to the one used in Theorem 4.1 can
show the results. We do not give the details. 
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