A fusion method based on a modified adaptive dual-channel pulse coupled neural network (PCNN) for infrared and visible image is proposed. Firstly, the multi-scale top-hat transform is used to extract the bright and dark image features, which are exploited to generate the overall image feature and local region feature. The parameter of linking strength is determined by the weights of local region feature adaptively to motivate the modified dual-channel PCNN. Another parameter of level factor of the internal activity is deleted. Compared with the standard dual-channel PCNN, the proposed model is simpler and adaptive, and processes fewer parameters, which is suitable for image fusion. The proposed fusion method is tested on three groups of infrared and visible images and compared with some traditional fusion methods. The experimental results demonstrates that the proposed method can improve the fusion performance effectively, accomplish prominent target information and rich details information, and is superior to the other traditional methods in terms of both visual effect and quantitative evaluation.
INTRODUCTION
Infrared images acquired by infrared thermal radiation are capable of showing the concealed objects of interest in some poor environments, while they are insensitive to the changes of the brightness in the scene which results in poor image quality and lacking details about the scene (Xiang, Li and Gao, 2015) . Visible images obtained by spectral reflection have high spatial resolution, good image quality and rich details of background, while they cannot detect the objects in hidden, or in low light or nighttime conditions. Image fusion for the infrared and visible images can combine the characteristics of the two kinds of images for improving the detection and recognizable localization of a target in the fused image, which is necessary and suitable for the subsequent image processing tasks.
Until now, the current image fusion methods can be divided into two categories, including multi resolution geometric analysis (MGA) tools and artificial neural networks (ANN) (Kong, Zhang and Wang., 2014) , which have their own inherent merits. MGA tools, such as discrete wavelet transform (DWT) and a series of its following improved versions, including non-sub sampled contourlet transform (NSCT), have been successfully used to deal with the issue of image fusion. However, MGA tools are complicated and time-consuming to implement (Wang, Ma et al., 2010) .
Pulse coupled neural network (PCNN) is a visual cortex-inspired ANN developed by Eckhorn et al. in 1990s and founded on the experimental observations of synchronous pulse bursts in cat and monkey visual cortex (Xiang, Li and Gao, 2015; Eckhorn, et al., 1990; Monica and Sarat, 2014) . Because of its characteristics of global coupling and pulse synchronization of neurons, PCNN has attracted sufficient attention and been extensively used in the field of image fusion. Although these image fusion methods can get excellent results, they are complex and inefficient since they cannot deal with different kinds of images (Xiang, Li and Gao, 2015) . And most PCNN models have only one stimulus and one PCNN cannot deal with the whole fusion process, so image fusion generally requires multiple PCNNs.
To make PCNN more appropriate for image fusion, many researchers improved the standard PCNN model to the dual-channel PCNN model which is greatly suitable for image fusion. Wang et al.(Wang and Ma, 2008) pioneered a dual-channel PCNN and successfully applied it in medical image fusion. Ref. (Wang and Ma et al., 2010) improved and developed the dual-channel PCNN model. Xiang et al.(Xiang, Li and Gao, 2015) proposed a simplified dual-channel PCNN model based on unit-linking PCNN. Chai et al. (Chai, Li and Guo, 2010) proposed a new dual-channel PCNN model, in which the two source image are input into the PCNN at the same time and select the big one in the information fusion pool for the subsequent processing.
Base on Wang"s standard dual-channel PCNN model, another modified adaptive dual-channel PCNN is proposed in this paper for infrared and visible image fusion. To obtain better fusion performance, multi scale top-hat transform is used to extract image features to adaptively determine the parameter of the linking strength in PCNN.
The remaining sections of this paper are organized as follows. Section 2 reviews the theory of Wang"s standard dual-channel PCNN in brief. Section 3 presents the modified adaptive dual-channel PCNN in detail, and describes the multi scale top-hat transform for image feature extraction. Experimental results and discussion are given in Section 4, and conclusion is summarized in Section 5.
STANDARD DUAL-CHANNEL PCNN MODEL
Only one stimulus for each neuron of PCNN is an obstacle for image fusion. In order to overcome this drawback, Wang et al. (Wang, Ma, 2008) proposed m-PCNN. When 2 m  , the dual-channel PCNN model is formed.
Like the original PCNN neuron, each neuron of the dual-channel PCNN also consists of three parts: dendritic tree, information fusion, and pulse generator. The role of the dendritic tree is to receive two kinds of inputs. One is from the external stimulus and another is from the surrounding neurons. Information fusion is the place where all data is fused. The role of the pulse generator is to generate output pulse. The following expressions mathematically describe the model. , ,
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In the above expressions, the indexes i and j refer to the pixel location in the image, k and l refer to the dislocation in a symmetric neighborhood around a pixel, and n denotes the current iteration and n varies from 1 to N , where N is the total number of iterations. As can be seen, the dual-channel PCNN has two external input channels: A and B. Let 
PROPOSED FUSION METHOD

Modified adaptive dual-channel PCNN
In this section, some parameters are adjusted and a novel improved modified dual-channel PCNN model is proposed. The corresponding mathematical expressions are displayed in Eq. (2). Fig. 1 illustrates the neuron structure of the modified dual-channel PCNN.
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By comparing the two expressions of Eq. 1 and Eq. 2, it can be observed that the only difference is the definition of U . In Eq. (2), we deleted the parameter of  , and modified the physical meaning of  . The reason of deleting the parameter  is that the parameter is not indispensable in that the U must be normalized as the fused result in the proposed fusion method and the effect of  can be ignored, and our preceding experimental results are coincide with this theory. The reason of modifying the parameter  will be discussed in the next subsection. The other parameters are the same as that in the standard dual-channel PCNN. In the process of image fusion, the dual-channel PCNN is a single layer two-dimensional array of laterally linked neurons and all neurons are identical. The number of neurons in the network is equal to the number of pixels in each input image. There exists a one-to-one correspondence between the pixels and the neurons. The gray value of a pixel is taken as the stimulus of the neuron. For a neuron, its stimuli come from the corresponding pixels in different images, which have the same position. Information fusion happens in the internal state of the neuron. Noted that external input images must be registered and all inputs should also have the same resolution (Wang, Ma, 2008) .
Using the dual-channel PCNN, two images are processed by a single PCNN where two external stimulus work in a neuron at the same time in a parallel way, which can reduce the computational complexity and save the fusion time (Wang, Ma, 2008) .
The linking strength
The linking strength  plays an important role in PCNN model since it can adjust the weights of the linking channel in the internal activity. In most applications relative to PCNN,  is a constant for simplifying the problem. However, according to the analysis of Refs. (Xiang, Li et al., 2015) and , it does not accord with the actuality of images, because the linking strength of each neuron in PCNN model should be relevant to the features of the corresponding pixels of the images. And this drawback is also a limitation to the automatic process. Hence, many researchers choose the clarity of each pixel, which stands for the notable features of images, to adjust the linking strength, such as spatial frequency (Kong, Zhang et al., 2014) and orientation information etc. In this paper, the image feature extracted by using multiscale top-hat transform is used to determine the linking strength.
Multiscale top-hat transform have been one powerful tool for image processing and it is based on basic morphological operations. The basic operations work with two sets: the original image ( , ) f x y and a structuring element (SE) ( , ) B u v (Bai, Zhou,2013) , which are defined as follows: ( , ) max ( ( , ))
Å , $ ,  and  are dilation, erosion, opening and closing operations respectively. Suppose there are J scales of SE which have the same "disk" shape and gradually increasing sizes, the j th scale SE (1 jJ ) is defined as
The bright image feature extracted by multiscale bright top-hat transform operation at scale 
Each pixel is not independent in an image.To reflect the characteristic of the local region contented on the current pixel, the local region feature based on the overall feature ( , ) FTH x y can be defined as
uv
where, ( , )
uv represents the coordinates within a mn  slipping windowcenter on the current pixel, and 1 w can be a "Gaussian" template. In this paper, for simplicity and to reduce the computational complexity, 1 w is set simply by the following equation. 
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From Eq. (13), it can be observed that  reflects the local region features of the source images. The larger the ( , ) LF x y is, the more details of the local regions is, and the larger the value of  is, so the earlier the neuron fires. The linking strength can adaptively adjust according to the local region feature, which makes the modified dual-channel PCNN can preserve the image details effectively and improve the fusion performance.
The proposed fusion method
For simplicity, suppose the infrared and visible images are denoted by A and B respectively, and the two images have been perfectly registered. The proposed image fusion method consists of the following steps:
(1) Initialize the parameters of the modified adaptive dual-channel PCNN, namely 
EXPERIMENTAL RESULTS AND DISCUSSION
To demonstrate effectiveness of the proposed fusion method, some experiments have been carried out. In this section, we test the proposed method through three typical groups of infrared and visible images with 256 gray levels, which can be downloaded from the website http://www.imagefusion.org/.
Experimental introduction
For comparison purpose, the proposed fusion method is assessed and compared with other five fusion methods:
(1) Laplacian pyramid (LP) based method(Oliver Rockinger); (2) DWT with DBSS(2, 2) based method(Oliver Rockinger); (3) Shift invariant DWT (SIDWT) with Haar wavelet based method(Oliver Rockinger); (4) NSCT based method(Zhang, Guo, 2009); (5) Wang"s method (Wang, Ma, 2008 ).
In the above methods, the former four methods take the averaging rule for low pass sub band coefficients and the absolute maximum choosing rule for high pass sub bands coefficients, and all the MGA tools take 3 levels decomposition. Specifically, the NSCT use the bi orthogonal "9-7" wavelet for non subsampled pyramid filter banks and "pkva" wavelet for non subsampled directional filter banks with directional parameter [2, 3, 4] . The parameters of Wang"s method are shown in Table 1 . As for the proposed fusion method, in multiscale top-hat transform, the initial SE size is 33  and the scale number is 3 , the parameters of the modified dual-channel PCNN are shown in Table 2 . From Table 1 and Table 2 , it can be easily found that the proposed method has the fewer parameters. For the purpose of better evaluating the performance of the fused images, in addition to the visual observation, several objective criteria are adopted to evaluate the fusion results, such as standard deviation (STD), average gradient (AG), information entropy (IE), feature mutual information (FMI). Their descriptions are as follows.
(1) STD shows the statistical distribution of the fused image and describes the contrast (Xiang, Li et al., 2015) . The larger the STD is, the more dispersed the distribution of gray level of an image is, and the greater the contrast is, the better the visual performance of the fused image is.
(2)AG characterizes the clarity of the image (Dong, Yang et al., 2015) . Generally, larger AG means more image levels, clearer the image, and better quality of fusion. ( 1) 11
(3)IE directly reflects the amount of average information in the fused image (Kong, Zhang et al., 2014) . The larger the IE is, the more abundant the information amount is. 
where i p indicates the probability of pixels whose gray value amount to i over the total image pixels. (4) FMI is a non-reference objective image fusion metric based on mutual information, which calculates the amount of information conducted from the source image to fused image. The utilized feature is the gradient map since gradient map contains information about the pixels neighborhoods, edge strength and directions, texture and contrast (Mohammad, Akbari et al., 2011) .
where ( 
Performance evaluation
The first experiment is performed on the "quad" infrared and visible images, shown in Figure2(a) and (b).The infrared image is good at recognition of the interesting targets, where the pedestrians and the cars are in clear sight, whereas the background information is very poor. The visible image is nearly impossible to distinguish the pedestrians due to the dim light, but it has rich background information and details of edges and textures.
The fusion results using LP, DWT, SIDWT, NSCT based methods, and Wang"s method and the proposed method are illustrated inFigure2(c)-(f). As can be seen from the figure, all the fused images contain the target information and background information. And after careful observation, it can be found that the former five images lose some detail information to different degree, especially about the road and the house. The proposed method provides the best visual effect since almost all the useful information has been transferred into the fused image, and the pedestrians and the cars are more prominent than the other fused images. Table 3 shows the performance evaluation results of the fused images of Figure2(c)-(f), where the best results are indicated in bold. From the table, it can be easily found that the proposed method provides the best quantitative performance, in term of the largest values of STD, AG and IE. Although it did not achieve the best performance in FMI, but because there is no very difference relative to the other corresponding values, we consider that the performance of all the fused images in FMI equivalent. The second and third experiments are carried out on the "UN camp" and "octec" datasets respectively. The source images and the fused images are displayed in Figure 3 and Figure 4 . From human visual system, the conclusion similar to the first experiment can be get, that is, the proposed method not only highlights the target of interest, but also preserves the detail information of edges and textures very well. The corresponding quantitative performance results are listed in Table 4 and Table 5 respectively, and it also can be found that the results obtain the similar performance as the first experiment. As can be seen from the above experiments, the quantitative performance evaluation results coincide with the visual effect very well. It can be concluded that the proposed method does well in the fusion of infrared and visible images and outperforms the other traditional fusion methods.
CONCLUSION
In this paper, based on the standard dual-channel PCNN model, a novel modified adaptive dual-channel PCNN for infrared and visible image fusion is proposed. In the modified adaptive dual-channel PCNN, the bright feature and the dark feature of an image extracted by using multiscale top-hat transform are used to calculate the overall feature and the local region feature. And then the local region features are exploited as the linking strength parameter of neuron to motivate the network. At last, the normalized internal state of the modified dual-channel PCNN is taken as the fused result. Compared with the standard dual-channel PCNN model proposed in Ref. (Wang, Ma, 2008) , the proposed modified adaptive dual-channel PCNN model is devised to be more simple and adaptive, which have much fewer parameters and is suitable for image fusion. Three groups of experiments on evaluating the fusion performance have been conducted, and the experimental results demonstrates that the proposed fusion method can effectively fuse the infrared and visible images and is superior to the other traditional fusion methods in terms of both visual effect and quantitative evaluation.
