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ABSTRACT
We introduce a novel approach to improve unsupervised
hashing. Specifically, we propose a very efficient embedding
method: Gaussian Mixture Model embedding (Gemb). The
proposed method, using Gaussian Mixture Model, embeds
feature vector into a low-dimensional vector and, simultane-
ously, enhances the discriminative property of features before
passing them into hashing. Our experiment shows that the
proposed method boosts the hashing performance of many
state-of-the-art, e.g. Binary Autoencoder (BA) [1], Iterative
Quantization (ITQ) [2], in standard evaluation metrics for the
three main benchmark datasets.
Index Terms— Embedding, Hashing, Discrimination en-
hancement, Gaussian mixture model
1. INTRODUCTION
Earlier hashing methods [2, 1, 3] use hand-crafted global fea-
tures, e.g. GIST [4]. Recently, the convolutional neural net-
works (CNNs) have emerged as the state-of-art method for
global descriptors in image retrieval task [5, 6]. These CNN
descriptors inherit the highly discriminative property in vi-
sual recognition task. Therefore, we hypothesize that: us-
ing the image descriptors based on the activations of CNNs
can boost the performance of state-of-the-art hashing meth-
ods, compared to hand-crafted features. Note that image de-
scriptors from the fully-connected network layers have been
evaluated for hashing [7, 8]. However, these works only fo-
cus on evaluating the hashing performance of their proposed
methods; they do not make any explicit comparison between
using hand-crafted and CNN descriptors for hashing.
Given the possibility that the discriminative CNN descrip-
tors can increase the hashing performance of various meth-
ods, we delve deeper into the problem: “How can we fur-
ther enhance discrimination of the features for hashing pur-
pose?” Inspired by state-of-the-art embedding methods in-
cluding Vector of Locally Aggregated Descriptors [9], Func-
tion Approximation-based Embedding [10, 11], Fisher Vector
[12], we propose a method to enhance the feature discrimina-
tion. In particular, different from those embedding methods
which transform an incoming variable-size set of independent
samples (e.g. SIFT features [13]) into a higher dimensional
fixed size vector representation, our proposed method maps
Fig. 1: Our proposed Gemb method: The inputs are global
descriptors such as GIST or CNN, and outputs are the em-
bedding features for hashing.
a single descriptor into a lower dimensional fixed-size vector
representation.
Contribution. In this paper, we address the problem of
producing compact but very discriminative features [9]. Our
proposed embedding method improves hashing performance.
Specifically, to the best of our knowledge, our work is the first
to propose to improve unsupervised hashing performance by
an explicit embedding step to enhance feature discrimination.
Our experiments show that our embedding method in combi-
nation with ITQ [2] consistently outperforms other state-of-
art hashing methods in several evaluation metrics and various
datasets.
The remaining of this paper is organized as follows. Sec-
tion 2 introduces the proposed method in detail. Section 3
presents the settings and results of experiments. Finally, we
conclude the paper in Section 4.
2. PROPOSED METHOD
In this section, we describe the details of our proposed method
with three main steps. In the first step (Section 2.1), we pre-
process descriptors by Principal Component Analysis (PCA).
The main novelty of our method is the second step (Section
2.2), in which we attempt to embedding data to lower dimen-
sional space and enhancing feature discrimination simultane-
ously, using the posterior probabilities of Gaussian Mixture
Model (GMM). In the last step (Section 2.3), the embedding
features are post-processed by Power Normalization to make
them more robust to l2-distance similarity [14].
2.1. Dimensionality reduction
Our input is a set of m high-dimensional data points: X˜ =
{x˜(1), x˜(2), ..., x˜(m)}, x˜(i) ∈ Rd. To reduce the computa-
tional cost and enhance the discriminative property, we want
to produce a compact feature in which the variance of each
variable is maximized, the variables are pairwise uncorre-
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lated, and noise and redundancy are removed. This can be
accomplished by PCA. Note that PCA also facilitates our sec-
ond step, as will be discussed.
We need to decide the number of PCA components to re-
tain. In this work, we choose the number of retained com-
ponents based on the percentage of variance retained γ, 0 ≤
γ ≤ 1: ∑D
j=1 λj∑n
j=1 λj
≥ γ. (1)
Here λ1, ..., λn are the eigenvalues (sorted in decreasing or-
der) of the covariance matrix S = 1m
∑m
i=1(x˜
(i))(x˜(i))T . The
number of retained PCA components D is the smallest value
that satisfies the inequality (1). Then, the compressed fea-
tures can be obtained by: X = UT X˜ , where U is the matrix
of eigenvectors corresponding to the top-D eigenvalues of S
in columns.
Specific to our method, reducing the dimension of the data
can also reduce the complexity of the hypothesis class consid-
ered and help avoid overfitting in learning a GMM (Section
2.2). Pairwise uncorrelated variables is also a desirable prop-
erty to avoid ill-condition covariance matrix in fitting GMM.
2.2. Posterior probability as embedding features
Let λ = {wi;µi; Σi; i = 1...N} be the set of Gaussian Mix-
ture Model (GMM) parameters learned from the compressed
data X = {x(1), x(2), ..., x(m)};x(i) ∈ RD. Specifically, wi,
µi and Σi denote respectively the weight, mean vector and
covariance matrix of the i-th Gaussian in the model of total
N Gaussians.
The posterior probability captures the strength of relation-
ship between a sample x(t) and a Gaussian modelN (µj ,Σj).
It is given by:
P (j|x(t), µj ,Σj) = wjpj(x
(t)|µj ,Σj)∑N
i=1 wipi(x
(t)|µi,Σi)
(2)
Here pj(x(t)|µj ,Σj) is the probability of x(t) given the j-th
Gaussian distribution:
pj(x
(t)|µj ,Σj) =
exp(− 12 (x(t) − µj)TΣ−1j (x(t) − µj))
(2pi)D/2|Σj |1/2
(3)
where |.| denotes the determinant operator.
We propose to construct the embedding feature of a sam-
ple x(t) by:
z(t) =
[
P (j|x(t), µj ,Σj); j = 1...N
]
(4)
In our proposed method, since we do not have the diag-
onal constraint on the covariances as in Fisher Vector encod-
ing [12], we decide the use full covariances in the GMM to
achieve better mixture models. With full covariances instead
of diagonal covariances, it is possible to increase the likeli-
hood. However, there is a risk of overfitting as there are more
(a) CIFAR-10 [16] (b) LabelMe-12-50k [17]
Fig. 2: The relative difference between BIC values of GMM
with full covariances and GMM with diagonal covariances
using VGG-FC7 descriptors of CIFAR-10 and LabelMe-12-
50k dataset1. A negative difference means that the former one
is better under BIC.
parameters to be estimated. Therefore, in order to make a
systematic comparison between GMM with full and diago-
nal covariances, we utilize the Bayesian Information Crite-
rion (BIC) [15] as this criterion reduces the risk of overfitting
by introducing the penalty term on the number of parame-
ters. BIC results are shown in Fig.2. We observe that with
a small N , e.g. 16, using full covariances can help achieve
much better mixture models under BIC (or smaller BIC). At
a larger N , e.g. 64, the BIC values of GMM with diagonal
covariances are more comparable to, or even higher than (at
large D) those of GMM with full covariances. Therefore, full
covariance is preferable.
2.3. Unsparsifying by Power Normalization
Similar to the finding in [14], we observe that as the number of
Gaussians increases, the embedding features become sparser.
The distributions of embedding features (log-scale) in Fig. 3
shift to more negative regions as N increases. This effect
can be explained: as the number of Gaussians increases, it is
easier for a embedding feature z(t) to fit in a distribution with
high probability.
Additionally, we also observe in Fig. 3 that more discrimi-
native global descriptors x˜(t) result in sparser embedding fea-
tures z(t). This property can be explained: with more discrim-
inative descriptors, the descriptors of semantically similar im-
ages tend to be very close in the l2-space, while those of se-
mantically different images tend to locate far away from each
other. Consequently, GMM groups the semantically similar
descriptors into the same clusters with high probability.
With sparse vectors, the l2-distance is a poor measure-
ment of similarity. Therefore, we follow [14] to “unsparsify”
the embedding features by applying the Power Normalization
function (5), so that we can still use the l2-distance similarity.
In particular, the l2-distance similarity is desirable as hashing
methods preserve the similarity between Euclidean and Ham-
ming distances.
f(z) = sign(z)|z|α (5)
1Please refer to Section 3.1 for detail information about the datasets.
(a) N = 16 (b) N = 64
Fig. 3: Histogram of embedding features (in log scale) for
CIFAR-10 [16] using GIST 512-D and VGG-FC7 4096-D
descriptors1. Horizontal-axis is in log-scale.
2.4. Visualize descriptors
We utilize t-SNE [18] to visualize (Fig. 4) the scatter plot of
GIST 512-D descriptors of a subset of MNIST dataset. We
can clearly observe that after processing with Gemb with a
certain number of Gaussians (Fig. 4b, 4c), the descriptors of
the same class locate closer. Furthermore, the boundaries be-
tween different classes are clearer. These suggest that Gemb
can lead to more discriminative features.
(a) Without Gemb (b) Gemb (N = 32) (c) Gemb (N = 64)
Fig. 4: Visualizing GIST descriptors of a subset of MNIST
dataset1. (a): without Gemb. (b, c): with Gemb. Different
colors correspond to different classes. Best viewed in color.
3. EXPERIMENTS
Firstly, we conduct comprehensive experiments to show that,
in comparison with GIST 512-D descriptors [4], descriptors
from CNN (e.g. VGG-FC7 [19]) can significantly boost the
retrieval performance of many state-of-the-art unsupervised
hashing methods: Spectral Hashing (SH) [20], Spherical
Hashing (SpH) [21], Iterative Quantization (ITQ) [2], and Bi-
nary Autoencoder (BA) [1] (Section 3.2). More importantly,
we demonstrate that our proposed method in combination
with ITQ and BA further enhance the hashing quality for
both GIST hand-crafted features and CNN descriptors (Sec-
tion 3.3).
3.1. Dataset, Evaluation protocol, and Implementation
notes
The CIFAR-10 dataset [16] contains 60,000 fully-annotated
color images of 32×32 from 10 object classes. We randomly
sampled 10% images per class, as the query data, and used the
remaining images as the training set and retrieval database.
This sampling strategy is applied to all other datasets to han-
dle unbalanced samples in different classes.
TheLabelMe-12-50k dataset [17] is a subset of LabelMe
dataset [22]. The LabelMe-12-50k dataset includes 50,000
fully-annotated color images of 256 × 256 of 12 classes. In
this dataset, for images which have more than one label values
in [0.0, 1.0], we choose the object class corresponding to the
largest label value as image labels.
The MNIST dataset [23] consists of 70,000 fully-
annotated grayscale handwritten digit images of 28 × 28
from 10 classes.
Evaluation protocols. To evaluate retrieval performance
of methods, we apply three common metrics: 1) mean Av-
erage Precision (mAP); 2) precision of Hamming radius of
2 (precision@r2) which measures precision on retrieved im-
ages having Hamming distance to query ≤ 2 (we report zero
precision for the queries that return no image); 3) precision at
top 1000 return images (precision@1k) which measures the
precision on the top 1000 retrieved images. Class labels are
used as ground truths for all evaluation. Additionally, to avoid
biased results due to unbalanced samples of different classes
in query sets, we calculate the average results for all classes.
Implementation notes. In our method, the two parame-
ters {γ, α} is empirically set as {0.85, 0.15} and {0.65, 0.05}
for GIST 512-D [4] and VGG-FC7 2 [19] descriptors respec-
tively. The number of Gaussians N is set as the number of
hashing bits.
For all compared methods [1, 2, 20, 21], we use the im-
plementations and the suggested parameters provided by the
authors. Besides, in order to improve the statistical stabil-
ity in the results, we execute the experiments 5 times for all
methods and report the average values.
3.2. Hand-crafted descriptor vs. CNN descriptor
Table 1 and Table 2 compare the hashing performance of dif-
ferent methods [20, 21, 2, 1] using GIST 512-D descriptors
and the activation of the fully connected layer of VGG (VGG-
FC7). As shown in the tables, all hashing methods consis-
tently achieve higher performances in the majority of evalu-
ation metrics when using the VGG-FC7 descriptors in com-
parison with GIST 512-D descriptors.
3.3. Evaluate Gemb
In order to evaluate Gemb for hashing purpose, we com-
bine Gemb with BA and ITQ3 and conduct experiments on
CIFAR-10, LabelMe-12-50k, and MNIST4 datasets. We re-
port experimental results for these datasets on Table 1, Table
2, and Table 3 respectively. Gemb clearly helps to boost
2Descriptors are extracted from the Fully Connected layer 7 of VGG.
3Due to space constraint, we only evaluate our Gemb with BA and ITQ.
However, Gemb also works well with other hashing methods [20, 21, 24, 7].
4We do not evaluate the descriptor from VGG for MNIST dataset since
VGG is trained on RGB images while MNIST is grayscale.
Table 1: Results on the CIFAR-10 [16] dataset. We report the
results using GIST 512-D descriptor [4] on the top section
and using VGG-FC7 descriptor [19] on the bottom section.
Methods mAP precision@1k precision@r216 32 64 16 32 16 32
SH [20] 12.88 12.71 12.99 17.32 17.69 18.38 21.00
SpH [21] 14.46 15.13 15.88 19.38 21.30 21.20 13.86
BA [1] 15.34 16.86 17.74 21.64 24.30 24.65 13.67
ITQ [2] 16.59 17.42 18.02 22.36 24.49 23.84 18.24
Gemb+BA 20.80 22.20 22.45 28.86 32.86 28.31 32.58
Gemb+ITQ 21.36 22.44 22.59 29.02 31.48 28.25 32.97
SH [20] 18.31 16.54 15.78 28.61 26.74 32.90 18.95
SpH [21] 18.82 20.93 23.40 27.33 31.60 30.34 22.33
BA [1] 25.38 26.16 27.99 36.45 38.19 39.58 25.54
ITQ [2] 26.82 27.38 28.73 37.08 38.86 38.83 29.53
Gemb+BA 27.24 28.52 29.97 36.37 39.64 35.45 42.05
Gemb+ITQ 27.61 29.12 30.01 35.51 38.36 34.03 41.26
Table 2: Results on the LabelMe-12-50k dataset [17]. We
report the results using GIST 512-D descriptor [4] on the top
section and using VGG-FC7 descriptor [19] on the bottom
section.
Methods mAP precision@1k precision@r216 32 64 16 32 16 32
SH [20] 10.74 10.76 10.95 13.73 13.82 14.52 18.54
SpH [21] 11.86 13.02 13.67 15.17 17.07 16.96 13.89
BA [1] 14.21 14.55 15.43 18.93 19.97 19.92 12.97
ITQ [2] 15.07 16.06 16.58 18.83 20.31 20.24 19.43
Gemb+BA 19.95 21.64 21.69 24.43 26.33 24.56 27.92
Gemb+ITQ 20.79 21.69 21.92 24.77 26.01 24.75 28.67
SH [20] 12.60 12.59 12.24 17.23 17.20 20.32 15.23
SpH [21] 13.59 15.10 17.03 17.81 20.08 20.39 14.29
BA [1] 16.96 18.42 20.80 21.99 23.85 25.80 15.40
ITQ [2] 18.06 19.40 20.71 23.13 24.84 26.30 19.54
Gemb+BA 22.63 24.05 24.19 27.15 28.47 25.95 30.77
Gemb+ITQ 23.37 24.26 25.37 25.65 28.92 24.91 29.38
performance of BA and ITQ in majority of evaluation met-
rics, mAP, precision@1k and precision@r2, for various code
lengths and datasets. Furthermore, Gemb+ITQ consistently
achieves the best mAP among all compared methods.
Comparison with Hashing method using Deep Neural
Network (DNN). Recently, there are several methods [3, 7,
25] to apply DNN to learn binary hash code. These methods
achieve very competitive performances.
• Deep Hasing (DH) [3] and Unsupervised Hashing with
Binary Deep Neural Network (UH-BDNN) [7]. Follow-
ing the experiments settings in [3] and [7], we conduct
experiments on CIFAR-10 to make a fair comparison. In
this experiment, 100 images are randomly sampled for each
class as query set; the remaining images are for training and
database query. The images are presented by GIST 512-D
descriptors. In addition, to avoid bias results due to test
samples, we repeat the experiment 5 times with 5 different
random test sets. The comparative results in term of mAP
and precision@r2 are presented in Table 4. Clearly, Gemb
+ ITQ consistently outperforms DH and UH-BDNN.
Table 3: Results on the MNIST [23] dataset. We report the
results using GIST 512-D descriptors [4].
Methods mAP precision@1k precision@r216 32 64 16 32 16 32
SH [20] 32.59 33.23 30.65 56.23 61.03 60.12 78.37
SpH [21] 31.27 36.80 41.40 51.28 62.17 57.66 68.62
BA [1] 48.48 51.72 52.73 70.83 76.23 75.17 74.70
ITQ [2] 46.37 50.59 53.69 69.29 75.85 70.66 82.06
Gemb+BA 79.35 82.59 83.13 85.66 92.74 84.56 92.56
Gemb+ITQ 79.97 83.81 83.72 86.09 93.33 85.13 93.23
Table 4: Comparison with Deep Hashing (DH) [3] and Un-
supervised Hashing with Binary Deep Neural Network (UH-
BDNN) [7]. The results of DH and UH-BDNN are cited from
[3] and [7] respectively.
Methods
CIFAR10
mAP precision@r2
16 32 16 32
DH [3] 16.17 16.62 23.33 15.77
UH-BDNN [7] 17.83 18.52 24.97 18.85
Gemb+ITQ 21.14 22.27 28.60 31.18
• DeepBit [25]. Similarly, we compare Gemb + ITQ with
DeepBit on CIFAR-10. In this experiment, since DeepBit
utilized pretrained VGG to learn the compact binary code,
we present each image by a VGG-FC7 descriptor. We re-
port the mAP of the top 1,000 returned images in Table 5
as in [25]. The results clearly show that Gemb + ITQ out-
performs DeepBit by a fair margin.
Table 5: Comparison with DeepBit [25]. The results of Deep-
Bit are cited from [25].
Methods 16 32 64
DeepBit [25] 19.43 24.86 27.73
Gemb+ITQ 37.50 41.00 44.27
4. CONCLUSION
We have discussed a novel approach to improve unsupervised
hashing by an explicit embedding step to enhance feature
discrimination. In particular, we have discussed our pro-
posed Gemb method using GMM posterior probabilities. Our
method attempts to embed a high-dimensional global de-
scriptor into a low-dimensional space and, simultaneously,
enhance the embedding feature discrimination. The solid ex-
perimental results on three benchmark datasets have demon-
strated that Gemb can help to enhance feature discrimination
and boost the performances of different hashing methods.
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