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Abstract 
This paper presents a novel algorithm of Text Clustering. With the popularity of the Internet, text information on the 
web shows explosive growth trend. Text Clustering technology as a method of unsupervised machine learning, which 
does not need the training process and pre-manual tagging, so Text Clustering is an effective way for dealing with 
massive text messages. The traditional Text Clustering is based on the content of the article, and they think that the 
articles which belong to the same class have the greater similarity. In this paper, we extracted label word from the 
summary information returned by search engine. Then did hierarchical clustering based on the text feature of the 
label word. Experiment shows that the algorithm is feasible. 
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1. Introduction 
With the development of Internet technology and web appearance, search engine technology has 
matured, has changed from structured to semi-structured and unstructured. The results returned from 
existing search engines, have been large number and linearly arranged, the user is difficult to find useful 
information in a short period of time. In order to facilitate the user from the search results quickly and 
accurately locate the information which they want to know, integrated text clustering search engine came 
into being. 
2. Related Works 
Cluster is a process of dividing data set into several classes or clusters, and making the data objects in 
the same group has a high similarity, and in different group has a low similarity. If text cluster be applied 
to search engine, clustered the results, the user can quickly locate the required information [1]. 
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Scatte Gather [2] is the early system using the clustering technique in the Information Retrieval 
community, which is based two kinds of cluster algorithm, Buckshot and Fractionation. By the evaluation 
of title, aggregate similar documents together, to distinguish between unrelated documents. 
Grouper [3] obtain search results by Husky Search meta search engine, and use phrase-based Suffix-
Tree Clustering algorithm to generate a dynamic cluster with class label. It is based on shared phrases 
rather than isolated words, to allow classes overlap. And it is a fuzzy clustering method can be 
incremental cluster, with linear time complexity. 
Both Carrot2 [4] and Semantic Hierarchical Online Clustering [5] use suffix-array to find key phrases, 
the difference is the former use of SVD algorithm to get the class label, then use the Vector Space Model 
to form aggregation, while the latter use of SVD to get the class label and the formation of cluster sets. 
In this paper, we proposed a method of text clustering, which cluster the text based on the feature of 
label word. The paper is organized as follows: The second part describes the cluster label word extraction; 
The third part describes the model of training, including the extraction of the candidate word labels, and 
the optimization of label word; The fourth part analyze the results of clustering; At last, summarizes the 
shortcomings and weaknesses of this paper, and proposed future direction of work. 
3. Cluster Label Word Extraction 
3.1. General Flow-Chart 
System can be mainly divided into three modules: Corpus pre-processing, model training and data 
testing module. At corpus pre-processing module, we manually define a number of rules for extracting 
candidate labels; extract the candidate label word from the original corpus. Then put the candidate label 
words into regression model for training. At last, train the new corpus by the trained model, and extract 
candidate label word, and then realizes the cluster. The general flow-char is shown as Fig.1. 
Fig. 1. general flow-chart 
3.2. Corpus collection and pre-processing 
The query data this paper used is the query words returned by Sougou search engine, and corpus is top 
100 titles and summary information returned by yahoo search engine, including people, places, healthy 
diet and other fields. After manual filtering, and ultimately we selected 50 query words, and the top 100 
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documents and titles returned by search engine which are corresponding to the query words. Then let the 
titles and summaries of the 100 documents be original training corpus, and label them manually. 
3.2.1. Chinese word segmentation 
This system uses the ICTCLAS [8] Segmentation tools of CAS Institute of Computing. ICTCLAS won 
the first in the National 973 expert organization’s evaluation, and in the first session of the International 
Chinese organizations dealing with research institutions SigHan get a number of first evaluations. 
ICTCLAS3.0 get a segmentation speed of 996 KB/S, segmentation accuracy of 98.45% accuracy, this 
system includes word segmentation, POS tagging and unknown word recognition and other functions. 
3.2.2. Candidate word extraction 
Candidate word extraction method: segmentation the title and summary information which correspond 
to the query word, seek the three sector model word. The method of filtering three sector model of 
corresponding word is as follow: 
1. Filter the noise word of the obtained three sector word: 
1) Filter the Japanese information contained. 
2) Low-frequency words filter: filter the word which has a word frequency of less three. 
3) Stop words filter: algorithms loaded into an artificial stop words sheet, filter the meaningless 
words commonly used, this word sheet include English and Chinese, a total of 900 items. 
4) Background noise filtering: background noise is prevalent in the corpus, but the word has 
nothing to do with the theme of significance, this work is to label the specific term extraction, it should be 
set to the corresponding nouns and noun word string, it filters out “beautiful”, “very good”, “finally” and 
background noise words. 
2. Artificial label the candidate word: 
1) Tag word should be a noun, so the labels are focused on the noun.  
2) Title words are generally representative of the whole meaning of the article, so firstly consider 
the word appearing in the title. 
3) Tag word should be a noun string which can represent a class. 
4. Model Training 
4.1. Character Extraction 
Class label words and common word own distinct text properties, which can be predicted by 
characteristics of the candidate words. There are some methods of character extraction. 
4.1.1. TF-IDF 
TF (Term Frequency), also known as the characteristic frequency, refers to the term occurrences in a 
document. If a word appears frequently in certain types of documents, it shows that the word is 
representative of these documents. DF (Document Frequency) refers to term document frequency, which 
means the number of documents including this terms. DF reflects the differentiation of the term. IDF 
(Inverse Document Frequency) is the reciprocal of DF, DFNIDF / . Then, 
|)(|
log*)(*
wD
N
wfIDFTFTFIDF                                                                          (1) 
f (w) is the frequency of current term,  while D(w) is corresponding document word frequency to the 
current candidate word,  and N is the number of documents. 
4.1.2. Phrase Independence 
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This feature mainly considers context features of the current words [10], takes into account the relative 
independence of this term in the context with the IND.
lIND  is the independence with the left documents, 
while 
rIND  is opposite. IND  is the average for the two as the last independent assessment of the 
candidate words. 
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t is a candidate query term, while f (t) is the corresponding word frequency of current  candidate word. 
4.1.3. Intra-Cluster Similarity, ICS 
First, convert the documents into vector space model [9]: 1 2 3( , , ,i i i id x x x ĂĂˈ ijx refers to the 
weight of the j-th word in the i-th document. The weight here is measured by TF-IDF: 
( )
1
| ( ) |
t
i
d D w
d
D w  
¦R                                                                                                                                   (5)
D (w) refers to the document containing w. ICS means the evaluation cosine values of document vector 
and center vector. 
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This feature is mainly used to examine that, if a word can be on behalf of this document, at the same 
time as the cluster label word, that it should also be able to represent a class of articles, using the feature 
to consider closeness of these articles. 
4.2. Support Vector Regression 
SVR [11][12] aims to find the hyperplane. It can accurately predict the distribution of the plane, 
assuming that the training data as   RRyxyx dii *),(,,, 11 ! , in which x is the input features, and y 
indicates that the feature corresponding to the return value, so that ),(*)( RbRwbxwxf d  , if 
for each instance ix , the difference is very small between )( ixf  and iy , we know that such f(x) from x
accurately predict y. Then w is the SVR are looking for flat, using mathematical language to express, 
SVR can be changed the following questions: 
minimize
21
2
w
Subject to ( * )i iy w x b H  d                                                                                                        (7) 
Among them, the SVR is used to indicate the maximum predicted value and actual value of the gap. 
4.3. Candidate tag word processing 
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4.3.1. Similarity algorithms to identify the use of Chinese synonyms 
Since the paper deals with high-frequency word strings, many synonyms interfere with the final word 
labels, such as the returned words corresponding to the query “Peida Ye”, including “Academician of 
CAS”, “Engineering Academician of CAS”, “Senior Academician of CAS”, which can label the word as 
a candidate, but they have a strong similarity, so we can use similarity identification algorithm and merge 
the candidate words whose similarity is greater than 0.9. 
4.3.2. The integration of the word string 
The objective of the paper is a “three meta-model keyword”, that is the key word units string, which use 
segmentation tool to process every word as a basic unit. And three meta-model keyword string based on 
three consecutive positive combination of the basic unit, which may present some problems, such as: 
“Sogou Music” as the query word, the word corresponding to the candidate labels are: “Sogou Music”, 
“Sogou”. It is clear that “Sogou” is a sub-string of “Sogou Music”, and they should be merged. But if the 
“Digital Camera Repair” is the query word, the corresponding candidate tag words are: “Digital Cameras” 
and “Digital Camera Repair”, which cannot be simply merged, therefore it is necessary to define rules for 
the combined sub-string. 
Optimize all the candidate tag word. Rules are as follows: 
1) If abc is the word string consisting of a continuous three-cut word,  and a, b, c represent a word TF 
(a) ı 3, TF (b) ı 3, TF (c) ı 3. If TF (a ) / TF (ab) Ĭ 1, insert the tag word into ab, and delete a.
If TF (a) / TF (ab)>> 1, insert a tag word into a, and delete ab.
2) Restore the incompletely string: Because the selected word is 3 meta-model word, which the sliding 
window is only 3 except more than three strings. Assume that labels word string information abcde,
and only the word labels extracted abc, bcd, cde. In order to restore string, the second splicing 
needs to be defined as follows: for a 3 meta-model word, able to connect the condition that the last 
two words of previous string and the first two words of the next string, and word frequency between 
the two almost equal, then we can merge abc and bcd into abcd.
4.4. Tag word clustering 
Hierarchical clustering method is the most commonly used clustering method, and its basic idea is: 
every element as a class, then calculate the distance between each two classes, merge the shortest two 
class into one new class, and then calculate the distance between the new class and the other classes, and 
so on, until it can get a cluster class. The steps are as follows: 
1) Calculate distance between the class label words ijd ˈ (0) ( )ijD d ;
2) Classify each sample as a class; 
3) Merge the nearest two classes into a new one; 
4) Calculate the new class and the distance between the current types, if the number of classes equal 
to 1, turn step 5, otherwise return to step 3; 
5) Draw grouping chart; 
6) Determine the number of classes and class. 
4.5. Evaluation method 
In the process of extracting, the following parameters as the evaluation criteria are mainly adopted: 
precision and recall. 
Suppose a candidate word D with the cluster label word R and query Q. Num_D shows the number of 
documents owing candidate D. Num_R represents the number of cluster labels R. Num_out refers to the 
total number of tag words that regression model returns. Num_r means the real number of tag words. 
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Recall: It is mainly to measure the recall of the regression model, which shows the ratio between return 
the number of tag words and total candidate words. Calculated as follows: 
Recall= Num_r/Num_R                                                                                                                            (8)
Precision: It is the main measure of the ability to find the correct answer. That is the ratio between the 
number of label words extracted by regression model and the total number of words. Calculated as 
follows: 
Precision=Num_r/ Num_out                                                                                                                (9) 
F-measure: the recall rate and precision reflect the performance of complementary from two different 
sides. F measure is the recall rate and precision combined evaluation of system performance, calculated as 
follows: 
2 Precision Recall
F1
Precision Recall
u u 

                                                                                                                         (10) 
5. Experimental Results And Analysis 
We choose 50 query words from Sougou corpus, and mark them. Then randomly select 40 query 
words as training set, and the remaining 10 query words as the test set. 
5.1. Select effectiveness of features 
The following is the results of the extraction and return value of “Digital Camera” query words: 
Digital Camera Repair-0.211    Digital Camera Channel-0.137    Sony Digital Camera-0.102 
Digital Camera Accessories-0.091    Provide a digital camera-0.081    Digital camera market-0.064 
Digital camera prices-0.063  Digital Camera Reviews-0.057 
Fig. 2. Precision, Recall and F-measure 
5.1.1. Support vector regression results 
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Table 1. Support vector regression results 
 Precision Recall F1 
Extract 40% 0.5544 0.6308 0.5901 
Extract 30% 0.6154 0.5266 0.5641 
Extract 20% 0.6791 0.3845 0.4910 
Extract 10% 0.7784 0.2181 0.3408 
Extract 5% 0.8543 0.1255 0.2292 
5.1.2. Analysis of results 
Some results are relatively good in all the test query terms, such as:“Digital Camera”, “Looking for work”, 
while some not so well. The causes are that some query words are inherent ambiguity, and easier to form 
clusters tag word, such as “Digital Camera” as the query words, the query terms themselves cover a very 
broad field, and then terms extracted from papers contain a “Digital Camera Repair”, “Digital Camera 
Channel”, “Digital Camera Accessories”, and so on, which can help users to filter the results and position 
accurately. For other words, the first reason is the problems of search engines, the returned contents 
which have been related to the query word are small. The second is less ambiguity of the word itself, 
which is not easy to form a cluster label word. The third is the word itself does not apply to this training 
model, which will be the focus of future research. 
5.2. The cluster of label word 
5.2.1. Tag word clustering results 
Analyze the results supporting vector regression during the first 20% of candidates in 5.1.1, and then 
optimize the string as the last word of the original cluster label clustering data. Then do hierarchical 
clustering, while regression results will be sorted using the front of the cluster tree as a leaf node. Such as 
“Digital Camera” as the query term, the “Digital Camera Repair”, “Sony Digital Camera” and “Canon 
Digital Camera” these three words as the candidate label words, and they were clustered in the 
hierarchical clustering results for a class. The last word in the three labels, select the highest return value 
for "Digital Camera Repair" as their final cluster label word. 
                
Fig. 3. (a) results of “Sogou Music”; (b) results of “Digital Camera” 
Comparing of Fig. 3 (a) and Fig. 3 (b), (a) is more uniformity of distribution. 
5.2.2. Tag word clustering results 
Through the above cluster analysis, using the “Digital Camera Repair” as label word of “Digital 
Camera Repair”, “Sony Digital Camera”and “Canon Digital Camera Repair” is reasonable. This cluster 
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method solves the case of multiple word labels corresponding to the same article, but it cannot solve the 
case of that some articles do not have label words. This is the limitations of this approach. 
Through analysis, some tag word cannot produce a very average cluster clustering results. The reasons 
are mainly results of uneven corpus since some labels own more words corresponding to the corpus, and 
some less. 
6. Conclusion And Outlook 
Since this paper only cluster of label words, and the default words and tag words have a strong correlation 
with corresponding documents, it ignores the semantic characteristics of the document itself. Although 
there are appropriate algorithm support to the existing search engine for users’ titles and summaries. 
While sometimes there are still some problems, such as if “Okinawa” is the candidate query word, there is 
a category label word “Okinawa University”, although the corresponding article is connected with 
“Okinawa University”, the main topic is about the Obama’s speech at the University of Okinawa rather 
than a true description of the university. It is different with the content we expected. It will be an 
improvement for the future research, and the study will pay more attention to semantic. 
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