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Abstract
Let Lt := ∆t + Zt for a C
1,1-vector field Z on a differential manifold M with possible
boundary ∂M , where ∆t is the Laplacian induced by a time dependent metric gt differentiable
in t ∈ [0, Tc). We first introduce the damp gradient operator, defined on the path space with
reference measure P, the law of the (reflecting) diffusion process generated by Lt on the
base manifold; then establish the integration by parts formula for underlying directional
derivatives and prove the log-Sobolev inequality for the associated Dirichlet form, which is
further applied to the free path spaces; and finally, establish numbers of transportation-cost
inequalities associated to the uniform distance, which are equivalent to the curvature lower
bound and the convexity of the boundary.
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1 Introduction
Let M be a d-dimensional differential manifold with possible boundary ∂M equipped with a
complete Riemannian metric (gt)t∈[0,Tc), which is C
1 in t. For simplicity, we take the notations:
for X,Y ∈ TM ,
RicZt (X,Y ) := Rict(X,Y )−
〈∇tXZt, Y 〉t , Gt(X,X) := ∂tgt(X,X)
RZt (X,Y ) := RicZt (X,Y )−
1
2
Gt(X,Y ),
where Rict is the Ricci curvature tensor with respect to gt, (Zt)t∈[0,Tc) is a C
1-family of vector
fields, and 〈·, ·〉t := gt(·, ·). Define the second fundamental form of the boundary by
It(X,Y ) = −
〈∇tXNt, Y 〉t , X, Y ∈ T∂M,
where Nt is the inward unit normal vector field of the boundary associated with gt; T∂M is the
tangent space of ∂M . Consider the elliptic operator Lt := ∆t + Zt. Let Xt be the reflecting
inhomogeneous diffusion process generated by Lt (called reflecting Lt-diffusion process). Assume
∗Correspondence should be addressed to Li-Juan Cheng (E-mail: chenglj@mail.bnu.edu.cn)
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that Xt is non-explosive before Tc. In this case, for any 0 ≤ S < T < Tc, the distribution ΠS,T
of X[S,T ] := {Xt : t ∈ [S, T ]} is a probability measure on the path space
W S,T := C([S, T ];M),
when S = 0, we write W T := W 0,T and ΠT := Π0,T for simplicity. For each point x ∈ M ,
let Xx[0,T ] = {Xxt : 0 ≤ t ≤ T < Tc} and W Tx = {γ ∈ W T : γ0 = x}. It has been well-known
that there is a strong connection between the behavior of the distribution of the M -valued
Brownian motion associated with metric g and the geometry of their underlying space. This
paper is devoted to further the study of this relation over a inhomogeneous manifold. Note that
although our discussions base on the manifold with boundary, the results are also new for the
manifold without boundary.
When the metric is independent of t, the theory about stochastic analysis on the path
space over a complete Riemannian manifold has been well developed since Driver [9] proved the
quasi-invariance theorem for the Brownian motion. Then, integration by parts formula for the
associated gradient operator, induced by the quasi-invariant flow, was established, which leads
to the study of the functional inequalities with respect to the corresponding Dirichlet form (see
e.g. [16, 12]). For the case with boundary, see [18, 25] for the corresponding results on manifold
with boundary; see [3, 5, 11] for an intertwining formula for the differential of Itoˆ development
map.
A probabilistic approach to these problem was initiated by Abandon et al, who constructed
gt-Brownian motion on time-inhomogeneous space in [2]. Recently, Chen [6] gives the interwining
formula and log-Sobolev inequality for usual Dirichlet form (without damp) on the path space
over time-inhomogeneous manifold. The main purpose of this paper is to prove the integration
by parts formula and further establish the log-Sobolev inequality w.r.t. the associated Dirichlet
form, defined by the damped gradient operator. Note that from technical point of view, our
method relies on [18, 25].
Our second purpose is to discuss the Talagrand type transportation-cost inequalities on
the path space with respect to the uniform distance on time-inhomogeneous space. In 1996,
Talagrand [20] found that the L2-Wasserstein distance to the standard Gaussian measure can
be dominated by the square root of twice relative entropy on M = Rd with constant metric.
This inequality has been extended to distributions on finite- and infinite-dimensional spaces. In
particular, this inequality was established on the path space of diffusion processes with respect to
several different distances (i.e. cost functions). See [14] for the details on the Wiener space with
the Cameron-Martin distance; see [21, 8] on the path space of diffusions with the L2-distance;
see [22] on the Riemannian path space with intrinsic distance induced by the Malliavin gradient
operator, and [13, 27, 24] on the path space of diffusions with the uniform distance.
The rest parts of the paper are organized as follows. In the following two sections, we
construct the Hsu’s multiplicative functional and then define the corresponding damped gradient
operator, which satisfies an integration by parts formula induced by intrinsic quasi-invariant
flows. In Section 4, the log-Sobolev inequality for the associated Dirichlet form is established
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and extends to the free path space. In Section 5, some transportation-cost inequalities are
presented to be equivalent to the curvature condition and the convexity of the boundary, and
parts of these are extended to non-convex case in finial section.
2 (Reflecting) Lt-diffusion process and multiplicative functional
Let F(M) be the frame bundle over M and Ot(M) be the orthonormal frame bundle over M
with respect to gt. Let p : F(M) → M be the projection from F(M) onto M . Let {eα}dα=1
be the canonical orthonormal basis of Rd. For any u ∈ F(M), let Hti (u) be the ∇t horizontal
lift of uei and {Vα,β(u)}dα,β=1 be the canonical basis of vertical fields over F(M), defined by
Vα,β(u) = T lu(exp(Eα,β)), where Eα,β is the canonical basis of Md(R), the d × d matric space
over R, and lu : Gld(R) → F(M) is the left multiplication from the general linear group to
F(M), i.e. lu exp(Eα,β) = u exp(Eα,β).
Let Bt := (B
1
t , B
2
t , · · · , Bdt ) be a Rd-valued Brownian motion on a complete filtered proba-
bility space (Ω, {Ft}t≥0,P) with the natural filtration {Ft}t≥0. Assume the elliptic generator
Lt is a C
1 functional of time with associated metric gt:
Lt = ∆t + Zt
where Zt is a C
1,1 vector field on M . As in the time-homogeneous case, to construct the Lt-
diffusion process, we first construct the corresponding horizontal diffusion process generated by
LOt(M) := ∆Ot(M) +H
t
Zt
by solving the Stratonovich stochastic diffusion equation (SDE):
dut =
√
2
d∑
i=1
Hti (ut) ◦ dBit +HtZt(ut)dt−
1
2
∑
i,j
∂tgt(utei, utej)Vi,j(ut)dt+H
t
Nt(ut)dlt,
u0 ∈ O0(M),
where ∆Ot(M) is the horizontal Laplace operator on Ot(M); HtZt and HtNt are the ∇t horizontal
lift of Zt and Nt respectively; lt is an increasing process supported on {t ≥ 0 : Xt := put ∈ ∂M}.
By a similar discussion as in [2, Proposition 1.2], we see that the last term promises ut ∈ Ot(M).
Since (HtZt)t∈[0,Tc) is a C
1,1-family vector field, it is well-known that (see e.g. [17]) the equation
has a unique solution up to the life time ζ := lim
n→∞
ζn, and
ζn := inf{t ∈ [0, Tc) : ρt(pu0,put) ≥ n}, n ≥ 1, inf ∅ = Tc,
where ρt(x, y) is the distance between x and y associated with gt. Let Xt = put. It is easy to
see that Xt solves the equation
dXt =
√
2ut ◦ dBt + Zt(Xt)dt+Nt(Xt)dlt, X0 = x := pu
up to the life time ζ. By the Itoˆ formula, for any f ∈ C1,20 ([0, Tc)×M) with Ntft := Ntft|∂M = 0,
f(t,Xt)− f(0, x)−
∫ t
0
(∂s + Ls) f(s,Xs)ds =
√
2
∫ t
0
〈
u−1s ∇sf(s, ·)(Xs),dBs
〉
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is a martingale up to the life time ζ. Here and what follows, we denote the inner product on
Rd by 〈·, ·〉, and write f(t, ·) = ft for simplicity. So, we call Xt the reflecting diffusion process
generated by Lt. When Zt ≡ 0, then X˜t := Xt/2 is generated by 12∆t and is called the reflecting
gt-Brownian motion on M . In what follows, we assume the process is non-explosive.
2.1 Multiplicative functional
To construct the desired continuous multiplicative functional, we need the following assumption.
(A) There exist two constants K,σ ∈ C([0, Tc)) such that
RZt ≥ K(t), It ≥ σ(t) and Eeλ
∫ t
0
σ−(s)dlxs <∞
holds for λ > 0, t ∈ [0, Tc), and x ∈M , where σ− = 0 ∨ (−σ).
To introduce Hsu’s discontinuous multiplicative functional, we need the lift operators of RZt ,
Gt, It. For any u ∈ Ot(M), let RZu (t)(a, b) = RZt (ua, ub) and Gu(t)(a, b) = Gt(ua, ub), a, b ∈ Rd.
Let p∂ : TM → T∂M be the orthogonal projection at points on (∂M, gt). For any u ∈ Ot(M)
with pu ∈ ∂M , let
Iu(t)(a, b) = It(p∂ua,p∂ub), a, b ∈ Rd.
For u ∈ ∂Ot(M), the boundary of Ot(M), let
Pu(t)(a, b) = 〈ua,Nt〉t 〈ub,Nt〉t , a, b ∈ Rd.
For any ε > 0 and r ≥ 0, let Qx,εr,t solve the following SDE on Rd ⊗ Rd:
dQx,εr,t = −Qx,εr,t
{
RZuxt (t)dt+ (ε
−1Puxt (t) + Iuxt (t))dl
x
t
}
. (2.1)
When the metric is independent of t and M is compact, letting ε ↓ 0, the process Qx,εr,t converges
in L2 to an adapted right-continuous process Qxr,t with left limit, such that Q
x
r,tPuxt (t) = 0 if
Xxt ∈ ∂M (see [18, Theorem 3.4]). Here, we follow Wang [26, Theorem 4.1.1], and introduce a
slightly different but simpler construction of the multiplicative functional by solving a random
integral equation on Rd ⊗ Rd.
Theorem 2.1. Assume (A), then
(1) for any x ∈M , 0 ≤ r ≤ t < Tc and ux0 ∈ O0(M), the equation
Qxr,t =
(
I −
∫ t
r
Qxr,sRZuxs (s)ds−
∫ t
s
Qxr,sIuxs (s)dl
x
s
)
(I − 1{Xxt ∈∂M}Puxt (t))
has a unique solution;
(2) for any 0 ≤ r ≤ t < Tc, ‖Qxr,t‖ ≤ e−
∫ t
r
K(s)ds−
∫ t
r
σ(s)dlxs a.s., where ‖ ·‖ is the operator norm
for d× d-matrices;
(3) for any 0 ≤ r ≤ s ≤ t < Tc, Qxr,t = Qxr,sQxs,t a.s..
4
Proof. We only consider the existence of the solution up to a arbitrarily given time T ∈ (r, Tc),
since the uniqueness is obvious. In the following, we drop the superscript x for simplicity. By
the assumption (A) and (2.1), we have
‖Qεr,t‖2 ≤ 1− 2
∫ t
r
‖Qεr,s‖2K(s)ds− 2
∫ t
r
‖Qεr,s‖2σ(s)dls −
2
ε
∫ t
s
‖Qεr,sPus(s)‖2dls, t > r.
Therefore, we obtain ‖Qεr,t‖2 ≤ e−2
∫ t
r
K(s)ds−2
∫ t
r
σ(s)dls , t ≥ r and∫ T
r
‖Qεr,sPus(s)‖2dls ≤
ε
2
[
1 + 2
(∫ T
r
K−(s)ds+
∫ T
r
σ−(s)dls
)
e2
∫ T
r
K−(s)ds+
∫ T
r
σ−(s)dls
]
.
(2.2)
Combining this with (A), we obtain
lim
ε→0
E
∫ T
r
‖Qεr,sPus(s)‖2dls = 0 (2.3)
and
sup
ε∈(0,1)
E
∫ T
r
‖Qεr,t‖2(dt+ dlt) <∞.
Because of the latter, we may select a sequence εn ↓ 0 and an adapted process Qr,· ∈ L2(Ω ×
[r, T ])→ Rd ⊗ Rd;P× (dt+ dlt), such that for any g ∈ L2(Ω× [r, T ])→ Rd;P × (dt+ dlt),
lim
n→∞
E
∫ T
r
Qεnr,tgt(dt+ dlt) = E
∫ T
r
Qr,tgt(dt+ dlt).
The following discussion is almost the same as the case with constant metric, see [25] for details.
The following result is a direct conclusion of Theorem 2.1.
Proposition 2.2. Assume (A). For any Rd-valued continuous semi-martingale ht with
1{Xxt ∈∂M}Put(t)ht = 0,
dQxr,tht = Q
x
r,tdht −Qxr,tRZuxt (t)htdt−Q
x
r,tIuxt (t)htdl
x
t , t ≥ r,
where
Q
x
r,t =
(
I −
∫ t
r
Qxr,sRZuxs (s)ds−
∫ t
r
Qxr,sIuxs (s)dl
x
s
)
.
Proof. As 1{Xxt ∈∂M}Put(t)ht = 0, and by Theorem 2.1, we have
Qxr,tht =
(
I −
∫ t
r
Qxr,sRZuxs (s)ds+
1
2
∫ t
r
Qxr,sGuxs (s)ds−
∫ t
r
Qr,sIuxs (s)dl
x
s
)
ht = Q
x
r,tht.
Then the proof is completed by using Itoˆ formula.
Recall that {Pr,t}0≤r≤t<Tc is the Neumann semigroup generated by Lt. The following is
a consequence of Proposition 2.2, which is the derivative formula of the diffusion semigroup,
known as Bismut-Elworthy Li formula (see e.g. [3, 10]).
5
Corollary 2.3. Assume (A). Let f ∈ C∞b (M). Then for any 0 ≤ r < t < Tc,
[r, t] ∋ s→ Qxr,s(uxs )−1∇sPs,tf(Xxs )
is a martingale. Consequently,
(uxr )
−1∇rPr,tf(Xxr ) = E(Qxr,t(uxt )−1∇tf(Xxt )|Fr), (2.4)
and for any adapted R+-valued precess ξ satisfying ξ(r) = 0, ξ(t) = 1, and E(
∫ t
r ξ
′(s)2ds)α <∞
for α > 1/2, there holds
(uxr )
−1∇rPr,tf(Xxr ) =
1√
2
E
(
f(Xxt )
∫ t
r
ξ′(s)(Qxr,s)
∗dBs
∣∣Fr) .
Proof. The proof is essentially due to [25, Corollary 3.4]. Without losing generality, we assume
r = 0 and drop the superscript x for simplicity.
We first prove that Qshs is a martingale. Let hs = (us)
−1∇sf(Xs). Since ∇sPs,tf is vertical
to Ns on ∂M , 1{Xs∈∂M}Pu(s)hs = 0. Then we have
dQshs = Qsdhs −QsRZu (s)hsds−QsIu(s)hsdls.
Let F (u, s) := u−1∇sPs,tf(pu), u ∈ Os(M), then
d
ds
F (u, s) = −u−1∇sPs,tf(pu) = −LOs(M)F (·, s)(u) + (RZu (s) +
1
2
Gu(s))F (u, s), s ∈ [0, t].
On the other hand, noting that
dut =
√
2
d∑
i=1
Hti ◦ dBit +HtZt(ut)dt−
1
2
d∑
α,β=1
Gα,β(t, ut)Vα,β(ut)dt+HtNt(ut)dlt.
By the Itoˆ formula, we have
dF (us, t0) =dMs + LOsMF (·, t0)(us)ds+HsNsF (·, t0)(us)dls
− 1
2
∑
α,β
Gα,β(s, us)Vα,β(us)F (·, t0)(us)ds. (2.5)
where
dMs :=
√
2
d∑
i=1
Hsi F (·, t0)(us)dBis.
Therefore,
dhs = dMs +RZu (s)hsds+HsNsF (·, s)(us)dls.
Since 1{Xs∈∂M}QsPus(s) = 0, combining this with (2.5), we obtain
dQshs = QsdMs +Qs(I − Pus(s))
{
HsNsF (·, s)(us)− Iu(s)F (us, s)
}
dls.
Noting that for any e ∈ Rd, it follows from that when Xs ∈ ∂M ,〈
(I − Pus(s))HsNsF (·, s)(us), e
〉
= HesssPs,tf (Ns,p∂use) = Is(∇sPs,tf(Xs),p∂use)
= Iu(s)(F (u, s), e) = 〈Iu(s)F (u, s), e〉 ,
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we conclude that
(1− Pu(s)){HsNsF (·, s)(us)− Iu(s)F (us, s)}dls = 0.
Therefore, Qshs is a local martingale. By (A), it is then a martingale according to [7, Theorem
4.9].
The following step is similar as shown in step (b) in the proof of [25, Lemma 3.3]. We skip
it here.
3 Damped Gradient, quasi-invariant flows and integration by
Parts
When the metric is independent of t, the Malliavin derivative can be realized by quasi-invariant
flows for diffusion on manifolds (see e.g. [17, 25]). In this section, by using the multiplica-
tive functional constructed in §2.1, we first introduce the damped gradient operator as in [11],
then introduce quasi-invariant flows induced by SDEs with refection, and finally link them by
establishing an integration by parts formula.
3.1 Damped Gradient operator and quasi-invariant flows
We shall use multiplicative functionals {Qxr,t : 0 ≤ r ≤ t < Tc} to define the damped gradient
operator for functionals of Xx.
Let
FC∞0 = {W T ∋ γ → f(γt1 , γt2 , · · · , γtn) : n ≥ 1, 0 < t1 < t2 < · · · < tn ≤ T, f ∈ C∞0 (Mn)}
be the class of smooth cylindrical functions on W T . Let
H0 :=
{
h ∈ C([0, T ];Rd) : h(0) = 0, ‖h‖H0 :=
∫ T
0
|h˙(s)|2ds <∞
}
be the Cameron-Martin space on the flat path space. For any F ∈ FC∞0 with F (γ) =
f(γt1 , γt2 , · · · , γtn), define the damped gradient D0F (Xx[0,T ]) as an H0-valued random variable
by setting (D0F (Xx[0,T ]))(0) = 0 and
d
dt
(D0F (Xx[0,T ]))(t) =
n∑
i=1
1{t<ti}Q
x
t,ti(u
x
ti)
−1∇tii f(Xxt1 ,Xxt2 , · · · ,Xxtn), t ∈ [0, T ].
where ∇tii denotes the gradient operator w.r.t. the i-th component associated with gti . Then,
for any H0-valued random variable h, let
D0hF (X
x
[0,T ]) =
〈
D0F (X[0,T ]), h
〉
H0
=
n∑
i=1
∫ ti
0
〈
(uxti)
−1∇tii f(Xxt1 ,Xxt2 , · · · ,Xxtn), (Qxt,ti)∗h′(t)
〉
dt,
We would like to indicate that the formulation of D0hF is consistent with [11] for the case with
constant metric. Note that compared with usual gradient operator, it contains the multiplicative
functional, which affects the log-Sobolev constant. This operator links D0hF to the directional
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derivative induced by a quasi-invariant flow. We now turn to investigating this relation. The
main idea essentially due to [18], where quasi-invariant flows are constructed for constant man-
ifold M with boundary ∂M . Let H˜0 be the set of all adapted elements in L
2(Ω → H0;P);
i.e.
H˜0 = {h ∈ L2(Ω→ H0;P) : h(t) is a Ft-measurable, t ∈ [0, T ]}.
Then, H˜0 is a Hilbert space with inner product〈
h, h˜
〉
H˜0
:= E
〈
h, h˜
〉
H0
= E
∫ T
0
〈
h′(t), h˜′(t)
〉
dt, h, h˜ ∈ H˜0.
For h ∈ H˜0 and ε > 0, let Xε,ht solve the SDE
dXε,ht =
√
2uε,ht ◦ dBt + Zt(Xε,ht )dt++ε
√
2uε,ht h
′(t)dt+Nt(X
ε,h
t )dl
ε,h
t , (3.1)
where lε,ht and u
ε,h
t are, respectively, the local time on ∂M and the horizontal lift on Ot(M) for
Xε,ht . The detailed construction of X
ε,h
t is similar as in Section 2. To see that {Xε,h[0,T ]}ε≥0 has
the flow property also in our setting, let
Θ :W0 := {ω ∈ C([0, T ];Rd) : ω0 = 0} →W T
be measurable such that X = Θ(B), B ∈ W0. For any ε > 0 and a function Φ : W0 → W T , let
(θhεΦ)(ω) = Φ(ω + εh). Then X
ε,h
[0,T ] = (θ
h
εΘ)(B), ε > 0. Hence,
Xε1+ε2,h[0,T ] = θ
h
ε1X
ε2,h
[0,T ], ε1, ε2 ≥ 0.
Moreover, let us explain that the flow is quasi-invariant, i.e. for each ε ≥ 0, the distribution of
Xε,h[0,T ] is absolutely continuous w.r.t. that of X
x
[0,T ]. Let
Rε,h = exp
[
ε
∫ T
0
〈
h′(t),dBt
〉− ε2
2
∫ T
0
|h′(t)|2dt
]
.
By the Girsanov theorem
Bε,ht := Bt − εh(t)
is the d-dimensional Brownian motion under the probability Rε,hP. Thus, the distribution of
Xx[0,T ] under R
ε,h coincides with that of Xε,h[0,T ] under P. Therefore, the map X
x
[0,T ] → Xε,h[0,T ] is
quasi-invariant. The quasi-invarient property leads us to prove the following property.
Proposition 3.1. Let x ∈M and F ∈ FC∞. Then
lim
ε↓0
E
F (Xε,h[0,T ])− F (Xx[0,T ])
ε
= E
{
F (Xx[0,T ])
∫ T
0
〈
h′(t),dBt
〉}
holds for h ∈ H˜0,b, the set of all elements in H˜0 with bounded ‖h‖H˜0 .
Proof. As we have explained that Bε,ht = Bt − εh(t) is a d-dimensional Brownian motion under
Rε,hP. By the weak uniqueness of (3.1), we conclude that the distribution of Xx under Rε,hP
coincide with that of Xε,h under P. In particular, EF (Xε,h[0,T ]) = E[R
ε,hF (Xx[0,T ])]. Thus, the
assertion follows from dR
ε,h
dε |ε=0 and the dominated convergence theorem since {Rε,h}ε∈[0,1] is
uniformly integrable for h ∈ H˜0,b.
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3.2 Integration by parts formula
In this section, an integration by parts formula for D0hF is established and applied to clarifying
the link between this formula and the derivative induced by the flow {Xε,h[0,T ]}ε≥0. The main
result of this subsection is presented as follows.
Theorem 3.2. Assume (A). For any x ∈M and F ∈ FC∞0 ,
lim
ε↓0
E
F (Xε,h[0,T ])− F (Xx[0,T ])
ε
= E{D0hF}(Xx[0,T ]) = E
{
F (Xx[0,T ])
∫ T
0
〈
h′(t),dBt
〉}
(3.2)
holds for all h ∈ H˜0,b.
Proof. By the Proposition 3.1, it is sufficient for us to prove the second equality. The proof is
similar to the constant metric case (see [25, Theorem 2.1]) due to the following Lemmas 3.3 and
3.5 and the Markov property, . Note that the second equality holds for all h ∈ H˜0.
The following lemma gives the gradient formula for special cylinder functions.
Lemma 3.3. For any n ≥ 1, 0 < t1 < · · · < tn ≤ T , and f ∈ C∞(Mn),
(uxt1)
−1∇t11 E{f(Xxt1 ,Xxt2 , · · · ,Xxtn)|Ft1} =
n∑
i=1
E{Qxt1,ti(uxti)−1∇tii f(Xxt1 ,Xxt2 , · · · ,Xxtn)|Ft1}
holds for all x ∈M and ux0 ∈ O0(M), where ∇tii denotes the gti -gradient w.r.t. the i-th compo-
nent.
Proof. It is obvious that the assertion is true for n = 1. By (2.4), we have
(uxt1)
−1∇t1E(f(Xt2)|Ft1) = E(Qxt1,t2(uxt2)−1∇t22 f(Xt2)|Ft1).
which plus the case of n = 1, we prove the result for n = 2. Assume that it holds for n = k,
k ≥ 2. It remains to prove the case for n = k + 1. To this end, by Markov property, set
g(Xxt1 ,X
x
t2) = Ef(X
x
t1 ,X
x
t2 , · · · ,Xxtk+1 |Ft2)
By the assumption for n = k, we have
(uxt1)
−1∇t11 E {g(Xt1 ,Xt2)|Ft1}
=E
{
(uxt1)
−1∇t11 g(Xxt1 ,Xxt2)|Ft1
}
+ E{Qt1,t2(uxt2)−1∇t22 g(Xt1 ,Xt2)|Ft1} (3.3)
for x ∈M and u0 ∈ O0(M). Fix the value of Xxt1 = x0, by the assumption for n = k, we have
(uxt2)
−1∇t22 E(f(x0,Xxt2 , · · · ,Xxtk+1)|Ft2) =
k+1∑
i=2
E
{
Qxt2,ti(u
x
ti)
−1∇tii f(x0,Xxt2 , · · · ,Xxtk+1)|Ft2
}
.
Combining this with (3.3), we have
(uxt1)
−1∇t11 E
{
f(Xxt1 ,X
x
t2 , · · · ,Xxtk+1)
∣∣∣∣Ft1} = (uxt1)−1∇t11 E{g(Xxt1 ,Xxt2)|Ft1}
=
k+1∑
i=1
E
{
Qxt,ti(u
x
ti)
−1∇tii f(Xxt1 ,Xxt2 , · · · ,Xxtk+1)|Ft1
}
. (3.4)
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Remark 3.4. Especially, choosing t1 = 0, we arrive at
(ux0)
−1∇0E{f(Xxt1 ,Xxt2 , · · · ,Xxtn)} =
n∑
i=1
E
{
Qxti(u
x
ti)
−1∇tii f(Xxt1 ,Xxt2 , · · · ,Xxtn)
}
. (3.5)
The following result is a direct consequence of (2.4) and the Itoˆ formula for f(Xxt ), i.e.
f(Xxt ) = f(x) +
√
2
∫ t
0
〈
(uxs )
−1∇sPs,tf(Xxs ),dBs
〉
.
Lemma 3.5. For any n ≥ 1, 0 < t1 < t2 < · · · < tn ≤ T , and f ∈ C∞(Mn),
E
{
f(Xxt )
∫ t
0
〈
h′s,dBs
〉}
= E
∫ t
0
〈
(uxt )
−1∇tf(Xxt ), (Qxs,t)∗hs
〉
ds, h ∈ H˜0, t ∈ [0, T ]
holds for all x ∈M and ux0 ∈ O0(M).
4 The Log-Sobolev Inequality
When the metric is independent of t, log-Sobolov inequalities on W Tx were established indepen-
dently by Hsu [18] and by Aida and Elworthy [1]. In this section, we first consider the path
space with a fixed initiated point, then move to the free path space following an idea of [11],
where the (non-damped) gradient operator is studied on the free path space over the constant
manifolds without boundary.
4.1 Log-Sobolev inequality on W Tx
Let ΠTx be the distribution of X
x
[0,T ]. Let
E
x(F,G) = E
{〈
D0F,D0G
〉
H0
(Xx[0,T ])
}
, F, G ∈ FC∞0 .
Since both D0F and D0G are functionals of X, (E x,FC∞0 ) is a positive bilinear form on
L2(W Tx ; Π
T
x ). It is standard that the integration by parts formula (3.2) implies the closability
of the form, see Lemma 4.1. We shall use (E x,D(E x)) to denote the closure of (E x,FC∞0 ).
Moreover, (3.2) also implies the Clark-Ocoˆne type martingale representation formula, see Lemma
4.2, which leads to the standard Gross log-Sobolev inequality (see e.g. [15]).
Lemma 4.1. Assume (A). (E x,FC∞0 ) is closable in L
2(W Tx ; Π
T
x ).
Proof. By the integration by part formula, the discussion is standard (see [25, Lemma 4.1]), we
omit it here.
The following result gives us the Clark-Ocoˆne type martingale representation formula for
F (X[0,T ]). Following the proof of [25, Lemma 4.2] for the case with constant metric, we have
Lemma 4.2. (Clark-Haussman-Ocoˆne Formula) Assume (A). For any F ∈ FC∞0 , let D˜0F (Xx[0,T ])
be the projection of D0F (Xx[0,T ]) on H˜0, i.e.
d
dt
(D˜0F (Xx[0,T ]))(t) = E
(
d
dt
(D0F (Xx[0,T ]))
∣∣Ft) , t ∈ [0, T ], (D˜0F (Xx[0,T ]))(0) = 0.
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Then
F (Xx[0,T ]) = EF (X
x
[0,T ]) +
∫ T
0
〈
d
dt
(D˜0F (Xx[0,T ])(t),dBt
〉
.
It is standard that the martingale representation in Lemma 4.2 implies the following log-
Sobolev inequality. Since the parameter T and the information of Ricci curvature and the
second fundamental form have been properly contained in the Dirichlet form E , the resulting
log-Sobolev constant is independent of T , K and σ. Moreover, it is well-known that the constant
2 in the inequality is sharp constant for compact manifolds with constant metric.
Theorem 4.3. Assume (A). For any T > 0 and x ∈ M , (E x,D(E x)) satisfies the following
log-Sobolev inequality,
ΠTx (F
2 logF 2) ≤ 2E x(F,F ), F ∈ D(E x), ΠTx (F 2) = 1.
Proof. Due to lemma 4.1, it sufficient to prove the inequality for F ∈ FC∞0 . Let
mt := E
(
F (Xx[0,T ])
2
∣∣Ft) , t ∈ [0, T ].
By the Itoˆ formula,
dmt logmt = (1 + logmt)dmt +
| ddt(D˜0F (Xx[0,T ]))(t)|2
2mt
dt.
Therefore,
ΠTx (F
2 logF 2) = ExmT logmT =
∫ T
0
2E
(
F (Xx[0,T ])
d
dt(D
0F (Xx[0,T ])(t))
∣∣Ft)2
E
(
F (Xx[0,T ])
2|Ft
) dt
≤ 2
∫ T
0
E
∣∣∣∣ ddt(D0F (Xx[0,T ]))(t)
∣∣∣∣2 dt
= 2E‖D0F (Xx[0,T ])‖2H0
= 2E x(F,F ).
Note that on manifolds without boundary equipped with time-depending metric, the log-
Sobolov inequality with respect to the Dirichlet form induced by usual gradient derivative is
recently established in [6]. And the log-Sobolov constant is 2 exp{supt∈[0,T ] |RZt |}.
4.2 Application to free path spaces
Let ΠTµ be the distribution of the (reflecting) diffusion process generated by Lt := ∇t +Zt with
initial distribution µ and time-interval [0, T ]. Due to the freedom of the initial point, it is natural
for us to make use of the following Cameron-Martin space:
H =
{
h ∈ C([0, T ];Rd) :
∫ T
0
|h′(t)|2dt <∞
}
.
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Then H is a Hilbert space under the inner product
〈h1, h2〉H = 〈h1(0), h2(0)〉 +
∫ T
0
〈
h′1(t), h
′
2(t)
〉
dt.
To defined the damped gradient operator on the free path space, let
Ω =M × Ω, F t = B(M)×Ft, and P = µ× P.
Let X0(x, ω) = x for (x, ω) ∈ M × Ω. Then, under the filtered probability space (Ω, F t, P),
Xt(x, ω) := X
x
t (ω) is the (reflecting) diffusion process generated by Lt stating from x, and
ut(x, ω) := u
x
t (ω) is its horizontal lift. Moreover, let Qr,t(x, ω) = Q
x
r,t(ω) for 0 ≤ r ≤ t, and
write Qxt (ω) := Q0,t(x, ω) for simplicity. Now, for any F ∈ FC∞0 with F (γ) = f(γt1 , · · · , γtn),
let
DF (X) = D0F (X) +
n∑
i=1
Qtiu
−1
ti
∇tii f(Xt1 , · · · ,Xtn), (4.1)
where D0F (X) :=
∑n
i=1
∫ ti
0 Qt,tiu
−1
ti
∇tii f(Xt1 ,Xt2 , · · · ,Xtn)dt is the damped gradient on the
path space with fixed initial point. Obviously, DF (X) ∈ L2(Ω → H;P). Define the Dirichlet
form by
E
µ(F,G) = EP 〈DF,DG〉H , F,G ∈ FC∞0 .
We aim to prove that (E µ, FC∞0 ) is closable in L
2(W T ; ΠTµ ) and then establish the log-Sobolev
inequality for its closure (E µ,D(E µ)). To prove the closability, we need the following two
lemmas modified from [11]. Let H0(M) be the class of all smooth vector fields on M with
compact support.
Let div0µ be the divergence operator w.r.t. µ, which is the minus adjoint of ∇0 in L2(µ); that
is, for any smooth vector field U ,∫
M
(Uf)dµ = −
∫
M
f(div0µU)dµ, f ∈ C10 (M). (4.2)
Lemma 4.4. Assume (A). For any F ∈ FC∞0 , U ∈ H0(M), and F t-adapted h ∈ L2(Ω →
H;P),
EP
〈
DF (X), h + u−10 U(X0)
〉
H
= EP
{
F (X)
(∫ T
0
〈
h′(t),dBt
〉− (div0µU)(X0))}
One can mimic the proof of [12], we omit it here. Due to this lemma, we have the following
result, the main idea is standard.
Theorem 4.5. Assume (A). (E µ,FC∞0 ) is closable in L
2(W T ; ΠTµ ), and its closure is sym-
metric Dirichlet form.
Proof. It suffices to prove the closability. Let {Fn}g≥1 ⊂ FC∞0 such that limn→∞Fn = 0 in
L2(W T ; ΠTµ ) and V := limn→∞
DFn(X) exists in L
2(Ω → H;P). We intend to prove that V = 0.
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Under the condition (A), by the decomposition of identity, there is a smooth ONB {Ui}di=1 for
the tangent space. Then for any f ∈ C∞0 (Mn), define
ξj =
d∑
i=1
〈
u0Qtiu
−1
ti
∇tii f(Xt1 ,Xt2 , · · · ,Xtn), Uj(X0)
〉
0
, j = 1, 2, · · · , d,
and there holds
n∑
i=1
Qtiu
−1
ti
∇tii f(Xt1 ,Xt2 , · · · ,Xtn) =
∞∑
i=1
ξju
−1
0 Uj(X0). (4.3)
Combining this with (4.1), it suffices to prove E
P
〈
V, h+ ξu−10 U(X0)
〉
H
= 0 for F t-adapted
h ∈ L2(Ω → H0;P), ξ ∈ L2(Ω;P) and U ∈ H0(M). Since FC∞0 is dense in L2(W T ; ΠTµ ), we
may assume that ξ = G(X) for some G ∈ FC∞0 . In this case, it follows from Lemma 4.4 and
Eq. (4.2) that
EP
〈
V, h+ ξu−10 U(X0)
〉
H
= EP
〈
V (0), ξu−10 U(X0)
〉
H
= lim
n→∞
EP
〈
DFn(X), G(X)u
−1
0 U(X0)
〉
H
= lim
n→∞
EP
{〈{D(FnG)(X)}(0), u−10 U(X0)〉H − Fn(X) 〈((DG)(X))(0), u−10 U(X0)〉H}
= − lim
n→∞
E
P
{
Fn(X)
(
G(X)(div0µU)(X0) +
〈
((DG)(X))(0), u−10 U(X0)
〉
H
)}
= 0.
By Theorems 4.3 and 4.5, we obtain the main result of this subsection as follows.
Theorem 4.6. Assume (A). If the log-Sobolev inequality
µ(f2 log f2) ≤ Cµ(|∇0f |20), f ∈ C1b (M), µ(f2) = 1 (4.4)
holds for some constant C > 0, then
ΠTµ (F
2 logF 2) ≤ (2 ∨ C)E µ(F,F ), F ∈ D(E µ), ΠTµ (F 2) = 1.
Proof. From Theorem 4.5, it suffice to prove F ∈ FC∞0 . By Theorem 4.3 and the condition
(4.4), we have
ΠTµ (F
2 log F 2) =
∫
M
ΠTx (F
2 log F 2)µ(dx)
≤ 2
∫
M
E
x(F,F )µ(dx) +C
∫
M
ΠTx (F
2) log ΠTx (F
2)µ(dx)
≤ 2EP‖D0F (X)‖2H0 + C
∫
M
|∇0
√
E·F 2(X)|20dµ. (4.5)
Moreover, letting F (X) = f(Xt1 ,Xt2 , · · · ,Xtn), it follows from Lemma 3.3 that
|∇0
√
E·F 2(X)|20 =
|E·F (X)∑ni=1Qtiu−1ti ∇tii f(Xt1 , · · · ,Xtn)|2
E·F 2(X)
≤ E
∣∣ n∑
i=1
Qtiu
−1
ti
∇tii f(Xt1 , · · · ,Xtn)
∣∣2. (4.6)
Combining (4.6) with (4.5), we complete the proof.
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5 Transportation-cost inequalities on path spaces over convex
manifolds
The main purpose of this section is to investigate the Talagrand type inequalities on the path
space W S,T := C([S, T ];M), 0 ≤ S < T < Tc of the (reflecting) diffusion processes on the
manifold with convex boundary under gt, t ∈ [0, Tc). Let Xt be the (reflecting if ∂M 6= ∅)
diffusion process generated by Lt with initial distribution µ ∈ P(M). Assume that Xt is
non-explosive, which is the case if
RZt ≥ K(t), for some K ∈ C([0, Tc)), It ≥ 0. (5.1)
We call the metric flow is convex flow if (∂M, gt) keeps convex, i.e. It ≥ 0. Let ΠS,Tµ be the
distribution of X[S,T ] := {Xt : t ∈ [S, T ]}, 0 ≤ S < T < Tc, which is a probability measure
on the (free) path space W S,T . When µ = δx, we denote Π
S,T
δx
= ΠS,Tx . For any nonnegative
measurable function F on W S,T such that ΠS,Tµ (F ) = 1, one has
µS,TF (dx) := Π
S,T
x (F )µ(dx) ∈ P(M). (5.2)
Consider the uniform distance on W S,T :
ρ∞(γ, η) := sup
t∈[S,T ]
ρ(γt, ηt), γ, η ∈W S,T .
LetW ρ∞2 be the L
2-Wasserstein distance (or L2-transportation cost) induced by ρ∞. In general,
for any p ∈ [1,∞) and for two probability measures Π1,Π2 on W S,T ,
W ρ∞p (Π1,Π2) := inf
pi∈C (Π1,Π2)
{∫
WS,T×WS,T
ρ∞(γ, η)
ppi(dγ,dη)
}1/p
is the Lp-Wasserstein distance (or Lp-transportation cost) of Π1 and Π2, induced by the uniform
norm, where C (Π1,Π2) is the set of all couplings for Π1 and Π2. Similarly the L
p-Wasserstein
distance of µ and ν induced by gt-distance defined by
Wp,t(ν, µ) = inf
η∈C (ν,µ)
{∫
M×M
ρt(x, y)
pdη(x, y)
}1/p
.
The following Theorem 5.2 provides that there are some transportation-cost inequalities to be
equivalent to the lower bound of RZt and the convexity of (∂M, gt), t ∈ [0, Tc) (when ∂M 6= ∅).
To prove this result, we need the following lemma due to [?].
Lemma 5.1. Let µ be a probability measure on M and f ∈ C2b (M) such that µ(f) = 0. For
small enough ε > 0 such that fε := 1 + εf ≥ 0, there holds
µ(f2) ≤ 1
ε
√
µ(|∇sf |2s)W2,s(fεµ, µ) +
‖Hesssf‖∞
2ε
W2,s(fεµ, µ)
2,
where ‖Hesssf‖∞ = supx∈M ‖Hesssf‖op for ‖ · ‖op the operator norm in Rd.
The main result of the section is presented as follows.
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Theorem 5.2. Let PS,T (x, ·) be the distribution of XT with conditional XS = x. Denote the
corresponding inhomogeneous semigroup by {PS,T }0≤S≤T<Tc. For any p ∈ [1,∞), the following
statements are equivalent to each other:
(1) (5.1) holds.
(2) For any 0 ≤ S ≤ T < Tc, µ ∈ P(M) and nonnegative F with ΠS,Tµ (F ) = 1,
W ρ∞2 (FΠ
S,T
µ ,Π
S,T
µS,T
F
) ≤ 4C(S, T,K)ΠS,Tµ (F log F )
holds, where µS,TF ∈ P(M) is fixed by (5.2) and C(S, T,K) := sup
t∈[S,T ]
∫ t
S e
−2
∫ t
u
K(r)drdu,
which will keep the same meaning in (3), (7) and (8).
(3) For any x ∈M and 0 ≤ S ≤ T < Tc,
W ρ∞2 (FΠ
S,T
x ,Π
S,T
x )
2 ≤ 4C(S, T,K)ΠS,Tx (F log F ), F ≥ 0, ΠTx (F ) = 1.
(4) For any x ∈M and 0 ≤ S ≤ T < Tc,
W2,T (PS,T (x, ·), fPS,T (x, ·))2 ≤ 4
(∫ T
S
e−2
∫ T
u
K(r)drdu
)
PS,T (f log f)(x), f ≥ 0, PS,Tf(x) = 1.
(5) For any x ∈M and 0 ≤ S ≤ T < Tc,
W2,T (PS,T (x, ·), fPS,T (x, ·))2 ≤ 4
(∫ T
S
e−2
∫ T
u
K(r)drdu
)2
PS,T
|∇T f |2T
f
(x),
where f ≥ 1 and PS,T f = 1.
(6) For 0 ≤ S ≤ T < Tc and µ, ν ∈ P(M),
W ρ∞p (Π
S,T
µ ,Π
S,T
ν ) ≤ e−
∫ T
S
K(r)drWp,S(µ, ν).
(7) For any 0 ≤ S ≤ T < Tc, µ ∈ P(M), and F ≥ 0 with ΠS,Tµ (F ) = 1,
W ρ∞2 (FΠ
S,T
µ ,Π
S,T
µ ) ≤ 2
{
C(S, T,K)ΠS,Tµ (F log F )
}1/2
+ e−
∫ T
S
K(r)drW2,S(µ
S,T
F , µ).
(8) For any µ ∈ P(M) and C ≥ 0 such that
W2,S(fµ, µ)
2 ≤ Cµ(f log f), f ≥ 0, µ(f) = 1,
there holds
W ρ∞2 (FΠ
S,T
µ ,Π
S,T
µ ) ≤
(
2
√
C(S, T,K) +
√
Ce−
∫ T
S
K(r)dr
)2
ΠS,Tµ (F logF ),
for F ≥ 0, ΠS,Tµ (F ) = 1.
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Proof. By taking µ = δx, we have µ
T
F = Π
T
x (F )δx = δx. It is easy to see that (3) follows from
(2), (7) and (8). (4) follows from (3) by taking F (X[S,T ]) = f(XT ). (6) implies
Wp,S(δxPS,T , δyPS,T ) ≤ e−
∫ T
S
K(r)drρS(x, y)
and thus implies (1) by [7, Theorem 5.3]. Moreover, it is clear that (8) follows from (7) while
(7) is implied by each of (2) and (6). “(3)⇒(2)” is the same as explained in time-homogeneous
case (see [24, the proof of Theorem 1.1 (b)]). So it suffices to prove (1) ⇒ (3), each of (4) and
(5) ⇒ (1), (1) ⇒ (5), (1) ⇒ (6). Without loss generality, we assume S = 0 for simplicity.
(a) (1) implies (3) We shall only consider the case where ∂M is non-empty. For the case
without boundary, the following argument works well by taking lt = 0 and Nt = 0. Simply
denote Xx[0,T ] = X[0,T ]. Let F be a positive bounded measurable function on W
T such that
inf F > 0 and ΠTx (F ) = 1. Let dQ = F (X[0,T ])dP. Since EF (X[0,T ]) = Π
T
µ (F ) = 1, Q is a
probability measure on Ω. Then, with a similar discussion as in [25], we conclude that there
exists a unique Ft-predict process βt on R
d such that
F (X[0,T ]) = mT = e
∫ T
0
〈βs,dBs〉−
1
2
∫ T
0
‖βs‖2ds
and ∫ T
0
EQ‖βs‖2ds = 2EF (X[0,T ] logX[0,T ]). (5.3)
Then by the Girsanov theorem, B˜t := Bt −
∫ t
0 βsds, t ∈ [0, T ] is a d-dimensional Brownian
motion under the probability measure Q.
Let Yt solve the following SDE
dYt =
√
2P tXt,Ytut ◦ dB˜t + Zt(Yt)dt+Nt(Yt)dl˜t, Y0 = x, (5.4)
where P tXt,Yt is the gt-parallel displacement along the minimal geodesic from Xt to Yt and l˜t is
the local time of Yt on ∂M . As announced, under Q, B˜t is a d-dimensional Brownian motion,
the distribution of Y[0,T ] is Π
T
x .
On the other hand, since B˜t = Bt −
∫ t
0 βsds, we have
dXt =
√
2ut ◦ dB˜t + Zt(Xt)dt+
√
2utβtdt+Nt(Xt)dlt. (5.5)
Moreover, for any bounded measurable function G on W T ,
EQG(X[0,T ]) := E(FG)(X[0,T ]) = Π
T
x (FG).
We conclude that the distribution of X[0,T ] under Q coincides with FΠ
T
x . Therefore,
W ρ∞2 (FΠ
T
x ,Π
T
x )
2 ≤ EQρ∞(X[0,T ], Y[0,T ])2 = EQ max
t∈[0,T ]
ρt(Xt, Yt)
2. (5.6)
By the convexity of (∂M, gt), we have〈
Nt(x),∇tρt(·, y)(x)
〉
t
=
〈
Nt(x),∇tρt(y, ·)(x)
〉
t
≤ 0.
16
Combining this with (5.4) and (5.5), and by the Itoˆ formula, we obtain from RZt ≥ K(t) that
dρt(Xt, Yt) ≤−K(t)ρt(Xt, Yt)dt+
√
2
〈
utβt,∇tρt(·, Yt)(Xt)
〉
t
dt
≤(−K(t)ρt(Xt, Yt) +
√
2‖βt‖)dt. (5.7)
Since X0 = Y0 = x, this implies
ρt(Xt, Yt)
2 ≤ e−2
∫ t
0
K(r)dr
(√
2
∫ t
0
e
∫ s
0
K(r)dr‖βs‖ds
)2
≤ 2e−2
∫ t
0
K(r)dr
∫ t
0
e2
∫ s
0
K(r)drds ·
∫ t
0
‖βs‖2ds, t ∈ [0, T ]. (5.8)
Therefore,
EQ max
t∈[0,T ]
ρt(Xt, Yt)
2 ≤ 2 max
t∈[0,T ]
∫ t
0
e−2
∫ t
s
K(r)drds
∫ t
0
EQ‖βs‖2ds. (5.9)
Therefore, (3) follows from (5.6) and (5.3).
(b) (4) implies (1) Let f ∈ C2b (M) such that P0,T f(x) = 0. Then, for small ε > 0 such
that fε := 1 + εf ≥ 0, we have
P0,T (fε log fε) = P0,T
{
(1 + εf)
(
εf − 1
2
(εf)2 + o(ε2)
)}
(x) =
ε2
2
P0,T f
2(x) + o(ε2).
Combining with lemma 5.1 and (4), we obtain
(P0,T f
2)2(x) ≤ 4
∫ T
0
e−2
∫ T
u
K(r)drdu · P0,T |∇T f |2T (x) · lim
ε→0
P0,T fε log fε(x)
ε2
4
∫ T
0
e−2
∫ T
u
K(r)drdu · P0,T |∇T f |2T (x)P0,T f2(x).
This is equivalent to [7, Theorem 5.3] for σ = 0, p = 2 and continuous function K. Therefore,by
[7, Theorem 5.3] “(2)⇔ (1)”, (4) implies (1).
(c)(5) is equivalent to (1). Similarly to (b), combining condition (5) with Lemma 5.1, we
obtain
P0,T f
2(x) ≤ 2
∫ T
0
e−2
∫ T
s
K(r)drds
√
P0,T |∇T f |2T (x) limε→0
√
P0,T
|∇T fε|2T
fεε2
(x)
= 2
∫ T
0
e−2
∫ T
s
K(r)drdsP0,T |∇T f |2T .
Hence, (1) holds.
On the other hand, due to (1)⇒ (4) and (5.1),
P0,T (f log f)(x) ≤
∫ T
0
e−2
∫ T
s
K(r)drds · P0,T |∇
T f |2T
f
(x), f ≥ 0, P0,T f(x) = 1,
we conclude that (1) implies (5).
(e)(1) implies (2). For any x, y ∈M , there exists Πx,y ∈ C (ΠTx ,ΠTy ) such that∫
WT×WT
ρp∞dΠx,y ≤ e−p
∫ T
0
K(r)drρ0(x, y)
p.
The following discussion is similar with the constant matric case (see [24, Theorem 1.1]).
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6 Extension to non-convex setting
In this section, we first consider Lt = ψ
2
t (∇t+Zt) with diffusion coefficient ψt on manifolds with
convex flow; then extend these results to non-convex case.
6.1 The case with a diffusion coefficient
Let ψt(·) = ψ(t, ·) > 0 be a smooth function on (M,gt) and ΠTµ,ψ be the distribution of
the (reflecting if ∂M 6= ∅) diffusion process generated by Lt = ψ2t (∇t + Zt) on time interval
[0, T ] ⊂ [0, Tc) with initial distribution µ. Set ΠTx,ψ = ΠTδx,ψ for x ∈ M . Moreover, for F ≥ 0
with ΠTµ,ψ = 0, let µ
T
F,ψ(dx) = Π
T
s,ψ(F )µ(dx).
Theorem 6.1. Assume that It ≥ 0 for t ∈ [0, Tc) and RicZt ≥ K1(t), Gt ≤ K2(t) for some
continuous function on [0, Tc). Let ψ ∈ C1,∞b ([0, Tc)×M) be strictly positive. Let
Kψ(t) = (d− 1)‖∇tψt‖2∞ +K−1 (t)‖ψt‖2∞ + 2‖Zt‖∞‖ψt‖∞‖∇tψt‖∞ +K2(t).
Then
W ρ∞2 (FΠ
T
µ,ψ,Π
T
µT
F,ψ
,ψ
)2 ≤ C(T, ψ)ΠTµ,ψ(F logF ), µ ∈ P(M), F ≥ 0, ΠTµ,ψ(F ) = 1
holds for
C(T, ψ) := inf
R>0
{
4(1 +R−1)
∫ T
0
‖ψs‖2∞e2
∫ T
s
Kψ(r)drds · exp
[
8(1 +R) sup
s∈[0,T ]
‖∇sψs‖∞
]}
.
Proof. We shall only consider the case that ∂M is non-empty. As explained in the proof of
“(3)⇒(2)” in [24, Theorem 4.1], it suffices to prove for µ = δx, x ∈M . In this case, the desired
inequality reduces to
W ρ∞2 (FΠ
T
x,ψ,Π
T
x,ψ) ≤ 2C(T, ψ)ΠTx,ψ(F logF ), F ≥ 0, ΠTx,ψ(F ) = 1.
Since the diffusion coefficient is non-constant, it is convenient to adopt the Itoˆ differential dI
for the Girsanov transformation. So the Lt-reflecting diffusion process can be constructed by
solving the Itoˆ SDE
dIXt =
√
2ψt(Xt)utdBt + ψ
2
t (Xt)Zt(Xt)dt+Nt(Xt)dlt, X0 = x,
where Bt is the d-dimensional Brownian motion with natural filtration Ft. Let βt, Q and B˜t be
the same as in the proof of Theorem 5.2. Then
dIXt =
√
2ψt(Xt)utdB˜t + {ψ2t (Xt)Zt(Xt) +
√
2ψt(Xt)utβt}dt+Nt(Xt)dlt. (6.1)
Let Yt solve
dIYt =
√
2ψt(Yt)P
t
Xt,YtutdB˜t + ψ
2
t (Yt)Zt(Yt)dt+Nt(Yt)dl˜t, Y0 = y, (6.2)
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where l˜t is the local time of Yt on ∂M . As explained in the above theorem (see e.g. the proof of
Theorem 5.2 (a)), under Q, the distribution of Y[0,T ] and X[0,T ] are Π
T
x,ψ and FΠ
T
x,ψ, so
W ρ∞2 (FΠ
T
x,ψ,Π
T
x,ψ) ≤ EQ max
t∈[0,T ]
ρt(Xt, Yt)
2. (6.3)
Noting that due to the convexity of the boundary,
〈
Nt(x),∇tρ(·, y)(x)
〉
t
=
〈
Nt(y),∇tρt(y, ·)(x)
〉
t
≤ 0, x ∈ ∂M,
Combining this with (6.1), (6.2) and the comparison theorem [7, Theorem 4.1], we obtain
dρt(Xt, Yt) ≤
√
2(ψt(Xt)− ψt(Yt))
〈∇tρt(·, Yt)(Xt), utdBt〉t
+Kψ(t)ρt(Xt, Yt)dt+
√
2‖ψt‖∞‖βt‖dt,
where
Kψ(t) = (d− 1)‖∇tψt‖2∞ +K−1 (t)‖ψt‖2∞ + 2‖Zt‖∞‖∇tψt‖∞‖ψt‖∞ +K2(t).
Then
Mt :=
√
2
∫ t
0
e−
∫ s
0
Kψ(r)dr(ψs(Xs)− ψs(Ys))
〈
∇sρs(·, Ys)(Xs), usdB˜s
〉
s
is a Q-martingale such that
ρt(Xt, Yt) ≤ e
∫ t
0
Kψ(r)dr
(
Mt +
√
2
∫ t
0
e−
∫ s
0
Kψ(r)dr‖ψs‖∞‖βs‖ds
)
, t ∈ [0, T ].
So by the Doob inequality, we obtain
ht :=e
−2
∫ t
0
Kψ(s)dsE max
s∈[0,t]
ρs(Xs, Ys)
2
≤(1 +R)EQ max
s∈[0,t]
M2s + 2(1 +R
−1)EQ
(∫ t
0
e−
∫ s
0
Kψ(r)dr‖ψs‖∞‖βs‖ds
)2
≤4(1 +R)EQM2t + 2(1 +R−1)
∫ t
0
e−2
∫ s
0
Kψ(r)dr‖ψs‖2∞ds
∫ t
0
EQ‖βs‖2ds
≤8(1 +R) sup
s∈[0,T ]
‖∇sψs‖∞
∫ t
0
hsds
+ 2(1 +R−1)
∫ T
0
‖ψs‖2∞e−2
∫ s
0
Kψ(r)drds ·
∫ T
0
E‖βs‖2ds, t ∈ [0, T ].
Since h0 = 0, this inequality implies
e−2
∫ T
0
Kψ(s)dsEQ max
s∈[0,T ]
ρs(Xs, Ys)
2 = hT
≤ 2(1 +R−1)
∫ T
0
‖ψs‖2∞e−2
∫ s
0
Kψ(r)drds · exp
[
8(1 +R) sup
s∈[0,T ]
‖∇sψs‖∞
]
·
∫ T
0
EQ‖βs‖2ds.
As explained in (5.3), it holds∫ T
0
EQ‖βs‖2ds = 2EF (X[0,T ]) log F (X[0,T ]).
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Therefore
E max
s∈[0,T ]
ρs(Xs, Ys)
2
≤ 4(1 +R−1)
∫ T
0
‖ψs‖2∞e2
∫ T
s
Kψ(r)drds · exp [8(1 +R) sup
s∈[0,T ]
‖∇sψs‖∞
]
ΠTo,ψ(F log F ).
Combining with (6.3), we complete the proof.
Theorem 6.2. In the situation of Theorem 6.1,
W ρ∞2 (Π
T
ν,ψ,Π
T
µ,ψ) ≤ 2e
∫ T
0
(Kψ(t)+‖∇
tψt‖∞)dtW2,0(ν, µ).
Proof. As explained in the proof of Theorem 5.2 “(6) ⇒ (5)”, we only consider ν = δx, and
ν = δy. Let Xt and Yt solve the following SDEs respectively.
dIXt =
√
2ψt(Xt)utdBt + ψ
2
t (Xt)Zt(Xt)dt+Nt(Xt)dlt, X0 = x;
dIYt =
√
2ψt(Yt)P
t
Xt,YtutdBt + ψ
2
t (Yt)Zt(Yt)dt+Nt(Yt)dl˜t, Y0 = y.
Then, as explained in Theorem 6.1, by the Itoˆ formula,
dρt(Xt, Yt) ≤
√
2(ψt(Xt)− ψt(Yt))
〈∇tρt(·, Yt)(Xt), utdBt〉t +Kψ(t)ρt(Xt, Yt)dt. (6.4)
Therefore,
ρt(Xt, Yt) ≤ e
∫ t
0
Kψ(s)ds(Mt + ρ0(x, y)), t ≥ 0, (6.5)
for Mt :=
√
2
∫ t
0 e
−
∫ s
0
Kψ(u)du(ψs(Xs) − ψs(Ys)) 〈∇sρs(·, Ys)(Xs), usdBs〉s . Again using the Itoˆ
formula,
dρ2t (Xt, Yt) ≤ dM˜t + 2
[
Kψ(t) + ‖∇tψt‖2∞
]
ρt(Xt, Yt)
2dt,
where dM˜t = 2ρt(Xt, Yt)(ψt(Xt)− ψt(Yt))
〈∇tρt(·, Yt)(Xt), utdBt〉 . This implies
dρ2t (Xt, Yt) ≤ e2
∫ t
0
(Kψ(s)+‖∇
sψs‖∞)dsρ0(x, y)
2.
Combining this with (6.5), we arrive at
W ρ∞2 (Π
T
x,ψ,Π
T
y,ψ)
2 ≤ E max
t∈[0,T ]
ρt(Xt, Yt)
2 ≤ e2
∫ T
0
Kψ(t)dtE max
t∈[0,T ]
(Mt + ρ0(x, y))
2
≤ 4e2
∫ T
0
Kψ(t)dtE(MT + ρ0(x, y))
2 = 4e2
∫ T
0
Kψ(t)dtE(M2T + ρ
2
0(x, y))
≤ 4e2
∫ T
0
Kψ(t)dt
(
ρ0(x, y)
2 + 2
∫ T
0
e−2
∫ t
0
Kψ(s)ds‖∇tψt‖∞Eρt(Xt, Yt)2dt
)
≤ 4e2
∫ T
0
(Kψ(t)+‖∇
tψt‖∞)dtρ0(x, y)
2
where the second inequality is due to the Doob inequality. This implies the desired inequality
for µ = δx and ν = δy.
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6.2 Non-convex manifold
As discussed in Theorem 6.1 and with a proper conformal change of metric, we are able to
establish the following transportation-cost inequality on a class of manifolds with non-convex
boundary. Let
D = {φ ∈ C2b ([0, Tc)×M) : inf φt = 1, It ≥ −Nt log φt}.
Assume that D 6= ∅ and for some K1,K2 ∈ C([0, Tc)) such that
RicZt ≥ K1(t), Gt ≤ K2(t) (6.6)
holds. To make the boundary convex, let φt ∈ D . By Theorem [23, Lemma 2.1], ∂M become
convex under g˜t = φ
−2
t gt. Let ∆˜t and ∇˜t be the Laplacian and gradient induced by the new
metric g˜t. Since φt ≥ 1, ρt(x, y) is large than ρ˜t(x, y), the Riemannian g˜t-distance between x
and y.
Theorem 6.3. Let ∂M 6= ∅ and It ≥ −σ(t) for positive σ ∈ C([0, Tc)). Assume (6.6) holds.
For φ ∈ D , let
Kφ(t) := (d− 1)‖∇tφt‖2∞ +K−φ,1(t) + 2‖φtZt + (d− 2)∇tφt‖∞‖∇tφt‖∞ +Kφ,2(t),
where
Kφ,1(t) := inf{φtK1(t) + 1
2
Ltφ
2
t − |∇tφ2t |t|Zt|t − (d− 2)|∇tφt|2t },
Kφ,2(t) := sup{−2∂t log φt +K2(t)}.
Then for any µ ∈ P(M),
W ρ∞2 (FΠ
T
µ ,Π
T
µT
F
) ≤ sup
s∈[0,T ]
‖φt‖2∞C(T, φ)ΠTµ (F log F ), F ≥ 0, ΠTµ (F ) = 1
holds for
C(T, φ) = inf
R>0
{
4(1 +R−1)
∫ T
0
e2
∫ T
s
Kφ(r)drds exp
[
8(1 +R) sup
s∈[0,T ]
‖∇sφs‖∞
]}
.
Proof. According to the proof of [7, Proposition 4.7]. We have Lt := φ
−2
t (∆˜t + Z˜t), where
Z˜t = φ
2
tZt +
d−2
2 ∇tφ2t , and
R˜ic
Z˜
t ≥ Kφ,1(t), G˜t ≤ Kφ,2(t).
Let Kψ be defined in Theorem 6.3 for the manifold equipped with g˜t. Then, Lt = ψ
2
t (∆˜t + Z˜t),
where ψt = φ
−1
t , we see that Kψ(t) ≤ Kφ(t) and thus C(t, ψ) ≤ C(t, φ). Hence, it follows from
Theorem 6.3 that
W ρ˜∞2 (FΠ
T
µ ,Π
T
µT
F
)2 ≤ C(T, φ)ΠTµ (F logF ), F ≥ 0, ΠTµ (F ) = 1,
where ρ˜∞ is the uniform distance on W
T induced by the metric g˜t. The proof is completed by
ρ∞ ≤ supt∈[0,T ] ‖φt‖∞ρ˜∞.
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Since Kψ(t) ≤ Kφ(t) and ρ˜t ≤ ρt ≤ ‖φt‖∞ρ˜t, the following result follows from the proof of
Theorem 3.2 by taking ψ = φ−1.
Theorem 6.4. In the situation of Theorem 6.3,
W ρ∞2 (Π
T
µ ,Π
T
ν ) ≤ 2 sup
t∈[0,T ]
‖φt‖∞e
∫ T
0
(Kφ(t)+‖∇
tφt‖∞)dtW2,0(ν, µ), µ, ν ∈ P, T > 0.
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