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Abstract

Understanding the electronic structure and the transport properties of nanoscale materials
are pivotal for designing future nano-scale electronic devices. Nanoscale materials could
be individual or groups of molecules, nanotubes, semiconducting quantum dots, and
biomolecules. Among these several alternatives, organic molecules are very promising and
the ﬁeld of molecular electronics has progressed signiﬁcantly over the past few decades.
Despite these progresses, it has not yet been possible to achieve atomic level control at the
metal-molecule interface during a conductance measurement, which hinders the progress
in this ﬁeld. The lack of atomic level information of the interface also makes it much harder
for theorist to interpret the experimental results. To identify the junction conﬁguration that
possibly exists during the experimental measurement of conductance in molecular junction,
we created an ensemble of Ruthanium-bis(terpyridine) molecular devices, and studied the
transport behavior in these molecular junctions. This helps us identifying the junction
geometry that yields the experimentally measured current-voltage characteristics.

Today’s electronic devices mostly ignore the spin effect of an electron. The inclusion of
spin effect of an electron on solid-state transistor allows us to build more efﬁcient electronic
devices; this also alleviates the problem of huge heat dissipation in the nanoscale electronic
devices. Different materials have been utilized to build three terminals spin transistor since
its inception in 1950. In search of suitable candidates for the molecular spin transistor,
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we have recently designed a spin-valve transistor based on an organometallic molecule;
a large ampliﬁcation (320 %) in tunnel magneto-resistance (TMR) is found to occur at
an experimentally accessible gate ﬁeld. This suggests that the organic molecules can be
utilized for making the next generation three terminal spintronic devices. Similarly, we
have designed a spin transistor based on boron nitride nanotube (BNNT) quantum dot. The
TMR and exchange energy in BNNT based spin transistor are found to switch sign with
the increase of the gate ﬁeld.

The direct application of BNNT in electronic devices in several instances is hindered due
to its large band gap. However, the functionalization of BNNT with different foreign
species allows us to tune the band gap of BNNT. Fluorine functionalization in BNNT
increases its conductance by more then 2 orders, as well as it induces strong magnetism
in BNNT. The ﬂuorine functionalization in BNNT thus has opened up the possibility of
using the BNNT in future electronics and spintronics. Our study shows that a long range
ferromagnetic spin ordering exists in the ﬂuorinated BNNT even at a temperature much
above the room temperature. Our spin polarized transport study further shows that the
ﬂuorine functionalization in BNNT not only enhances its conductance by more than two
orders but also makes it a perfect spin ﬁlter with efﬁciency more than 99%. Our transport
study is based upon an orbital dependent density functional theory and a single particle
Green’s function approach.
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Chapter 1

Introduction

As anticipated from Moore’s law, the size of a transistor in an integrated circuit is
continuously shrinking [1]. Due to this continued progress in miniaturization of the
transistor, it has been possible to realize smaller, faster, and cheaper electronic devices.
Now, the size of the transistor is much smaller than 100 nm. To come to this point,
silicon industry has encountered several hurdles, and those hurdles have been successfully
overcome with the various research breakthroughs and innovations by the research
community [2]. The important issue right now is: how long can we sustain Moore’s law
in the future? It has been predicated that, by 2020, the size of the transistor would reach
the physical limit, where the quantum tunneling behavior of an electron would degrade
and ultimately destroy the switching feature of the transistor [2, 3]. With the anticipation
of this issue, researchers around the world are looking for alternative approaches for the
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continuation of scaling of electronic devices in the future. For example, researchers are
trying to build nanoscale devices based on various semiconducting nano wires [4], quantum
dots [5], and organic molecules [6, 7]. Among various candidate materials for future
nanometer scale devices, organic molecules are found to be very promising because of
the following reasons: (1) the electronic properties and functionalities of the molecules
can span an extremely large range, and (2) they can be synthesized without ﬂaws in
the chemistry lab easily for a cheaper price [7]. The molecular electronics due to these
advantages is viewed to be one of the best alternatives for the future nano-electronics.
However, making a complete electronic circuit based on molecules is an extremely
challenging task. One of the major challenges with the molecular electronics is to attach a
molecule with macroscopic components in a circuit in a stable manner [8]. Despite several
difﬁculties, molecular electronics has been progressing steadily since its inception [6, 7].

The history of molecular electronics started in 1974 when Aviram and Ratner ﬁrst proposed
an idea of using a molecule as a component of an electronic device [9]. It took more than
two decades to measure the conductance successfully across a single molecular junction
after the ﬁrst theoretical prediction [10]. In 1997, Reed and colleagues, for the ﬁrst
time, invented the technique, which is known as break junction technique, to measure
the conductance across a single molecular junction [10]. Later, the scanning tunneling
microscopy (STM) technique is utilized to measure the conductance in the single molecular
junction [11]. The STM technique is very popular and has been used extensively in recent
years for building and measuring the conductance in single molecular junctions [7].
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Over the past 40 years, a large number of molecules with novel properties have been
tested for their potential application in future nano-electronics both theoretically and
experimentally [7, 8]. Different molecules are found to exhibit interesting features, such as
the Kondo effect [12], the Coulomb blockade effect [12, 13], and the negative differential
resistance (NDR) behavior [14]. These novel features observed in different molecular
systems make molecular electronics even more exciting.

All the molecular devices studied initially are of the two terminal type [6, 7]. However,
the ultimate goal of molecular electronics is to replace the silicon based three terminal
ﬁeld effect transistor (FET), where a gate ﬁeld modulates the current between source and
drain. Designing a three terminal molecular FET has been a longstanding challenge;
practically, it is extremely difﬁcult to place a gate electrode a few angstroms away from
the molecule attached between source and drain [15]. Xu and colleagues in 2005, for
the ﬁrst time, introduced the electrochemical gate in the molecular junction, where they
used perylene tetracarboxylic diimide molecule as a channel between the source and the
drain. A large ampliﬁcation in source-drain current was observed with the gate ﬁeld [15].
Subsequently, using electro-migration technique, the three terminals molecular transistor
based on 1, 8-octanedithiol (ODT) with an alkyl backbone has been reported by Song et
al [16]. Very recently, Xiang et al. have made the molecular FET using the mechanically
controllable break junction technique [17]. Along with the experiential progress, a number
of theoretical approaches based on quantum mechanics, such as tight binding method
[18, 19, 20, 21, 22, 23], and Green’s function method [24, 25, 26, 27, 28] have been
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developed in order to understand the transport properties in the molecular devices. These
methods allow us to investigate the fundamental properties of the molecular device under
a non-equilibrium condition [24, 25]. A single particle Green’s function method together
with density functional theory has been very successful in understanding the experimentally
observed features in molecular devices. In recent years, this method has been very popular
and widely used to study transport properties in both two and three terminals molecular
devices [26, 27, 28, 29].

Today’s electronic devices are mostly based on transport, manipulation, and storage of
electronic charges. The two major issues with the charge based conventional electronic
devices are the consumption of enormous power and the production of immense heat during
the device operation [30, 31, 32, 33]. By including the spin effect of the electron in the
device, we can overcome these difﬁculties. Moreover, the inclusion of spin effect of the
electron in the transistor allows us to merge the data storage and the processing units into
a single chip; as a result, spin electronics, called spintronics, allows us to miniaturize the
electronic device signiﬁcantly [30, 31, 32, 33]. The idea of using a spin effect of the
electron in the electronic device did not get much attention before the discovery of giant
magneto-resistance (GMR) effect, by A. Fert and P. Grunberg in 1988 [34, 35]. In a GMR
device, two magnetic layers are separated by a thin metallic layer, and the resistance of this
device depends upon the relative magnetization of these two magnetic layers [30, 31, 32,
33]. This effect is known as GMR effect, and it has been implemented in a commercial
data storage device within 15 years of its discovery.
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Instead of a normal metal, we also can use a thin semiconducting or insulating material
between two magnetic layers to build a magnetoresistive device; this device is termed as
tunnel magnetoresistive (TMR) device. In general, the TMR effect is larger than the GMR
effect [36, 37]. From an application point of view, devices having higher magnetoresistance
(MR) are more desirable because they exhibit stronger sensitivity. Now, the current
research focus is directed toward ﬁnding a suitable candidate that exhibits higher MR and is
easy to integrate with the existing technology. Various semiconducting [38] and insulating
materials [36, 37] have been used to build TMR devices over the past two decades. One of
the most important properties of a material that determines its applicability in spintronics
is the spin coherence length, which fundamentally depends upon hyperﬁne and spin-orbit
interactions [39]. Organic molecules usually have very long spin coherence length because
both the hyperﬁne and spin-orbit interactions are very weak in them [39]. The observed
long spin-coherence length makes organic molecules more appealing for spintronics.

The ﬁeld of molecular spintronics started after the successful measurement of
magneto-resistance in a multi-wall carbon nanotube (CNT) coupled between two
ferromagnetic electrodes by Tsukagoshi et al. in 1999; spin-coherence length of CNT
was reported to be 130 nm by the authors [40]. Later, several experimental groups have
investigated two and three terminal molecular scale spin-valve devices using STM and
break junction techniques [41, 42, 43, 44, 45, 46] . Similarly, several theoretical groups
have carried out the spin-polarized transport study in various molecular spin-valve devices
using ﬁrst-principles approaches [39, 47, 48, 49]. Currently, researchers are focusing on a
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three terminal molecular scale spin-valve transistor [46, 49, 50]; its success is expected to
revolutionize modern electronics.

Alternatively, spin-polarized currents in the circuit can be generated by using a device
consisting of a ferromagnetic channel between two normal metallic electrodes; this kind of
device is known as a spin ﬁltering device, and the channel material is called a spin-ﬁltering
material [51, 52, 53, 54, 55]. Organo-metallic magnetic molecules [51, 53, 55, 56, 57, 58]
and magnetic insulators [54, 59, 60] have been used in recent years for designing the
spin-ﬁltering devices. Materials that exhibit ferromagnetism at room temperature are
highly desirable for making the room temperature spin ﬁltering device and currently the
researchers are looking for these materials [52, 61].

Here, using ﬁrst-principles density functional theory and a single particle Green’s
function approach, we have studied spin-polarized and spin-unpolarized electron transport
through Ru-bis-terpyridine molecule, and pristine and ﬂuorine functionalized boron nitride
nanotube (BNNT) quantum dots. We have also investigated the electronic structure and
magnetic property of BNNT and ﬂuorine functionalized BNNT.

The rest of the thesis is organized as follows. In Chapter 2, I discuss brieﬂy the density
function theory which is followed by quantum transport theory in nanoscale devices in
Chapter 3. Results and discussion are described in Chapters 4, 5 and 6, followed by a brief
conclusions in Chapter 7.
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Chapter 2

Density Functional Theory

2.1

Introduction

The density functional theory (DFT) is an alternative approach to the wave function based
method for solving the Schrödinger wave equation (SWE) for a many body system [62, 63].
In terms of accuracy, the wave function based approach [64] may give better results than
the DFT. However, in practice, it is almost impossible to solve the SWE for the system
having relatively a large number of electrons by using the wave function based method
due to the computational complexity [62]. This problem of solving the SWE for a bigger
system can be overcome by using the density functional theory, where the electron density
n(r) is considered as the fundamental quantity from which all the quantum mechanical
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observables are calculated [65, 66, 67, 68, 69, 70, 71]. In recent years, it has become the
most widely used computational tool in chemistry, physics, and material science, and the
use of DFT is being extended to other disciplines [72, 73] as well. My aim in this chapter is
to outline the basic ideas of DFT. Before I discuss the DFT, for completeness, I will brieﬂy
discuss about the time independent SWE for the many-body system and the wave function
based Hartree-Fock approach [63, 64, 74, 75, 76] for solving the SWE.

2.2

Many Body System

The time independent SWE for the many body system can be written as [62, 63, 64, 76]:

ĤΨ(r1 , r2 , ......., rN ) = EΨ(r1 , r2 , ......, rN )

(2.1)

where Ψ(r1 , r2 , ......., rN ) is the many electron wavefunction, E is the total energy, and Ĥ is
the Hamiltonian of the system having N electrons. The Hamiltonian operator Ĥ, with Born
Oppenheimer approximation [77] which assume that the nuclei of the atoms are frozen,
is the sum of kinetic energy, external potential, and the potential due to electron-electron
interaction and can be written as [78]:

Ĥ = −

N N
1 N 2
1
.
∇
+
v(r)
+
∑
∑
∑
i
2 i=1
i j>i |ri − r j |
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(2.2)

Here, we have used atomic units, where e=h̄= me =1. The external potential v(r) in Equation
2.2 is due to the interaction between electrons and atomic nuclei. Thus, v(r) is given by
[78]
N M

v(r) = − ∑ ∑
i

α

Zα
,
|ri − Rα |

(2.3)

where M is the number of atoms in a given system and Rα is the co-ordinate of α th atom.

The Hamiltonian operator in Equation 2.2 does not take into account the spin effect of
electrons. Thus, the spin effect must be included in the wavefunction. This effect can be
incorporated by considering an antisymmetic wavefunction, i. e., the wavefunction must
be antisymmetric with respect to the interchange of coordinates of any two electrons [64].

2.3

Hartree Product

Before ﬁnding a solution for a N interacting electron system, let us ﬁrst consider a simpler
system containing N non-interacting electrons. The Hamiltonian for such a system is the
sum of Hamiltonians of individual electron as [64]:

N

Ĥ = ∑ ĥ(i),

(2.4)

i=1

where ĥ(i) is the operator describing the kinetic and potential energies of ith electron.
The Hamiltonian in Equation 2.4 represents two different situations: (a) electron-electron
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interaction is completely ignored, (b) ĥ(i) is the effective one electron hamiltonian which
includes the effect of electron-electron interaction in average way [64].

Since the total Hamilton is a sum of one electron Hamiltonians, a wavefunction which is a
simple product of individual electron wavefunctions (φi ) must be the eigen function of the
total Hamiltonian. The total wavefunction thus can be written as [64]:

Ψ(r1 , r2 , r3 , ...., rN ) = φ1 (r1 )φ2 (r2 )φ3 (r3 )........φN (rN )

(2.5)

and the total energy E becomes [64]

N

E = ∑ εi ,

(2.6)

i=1

where εi is the energy of ith orbital. The wavefunction of the form of Eq. 2.5 is called
Hartree product.

2.4

Slater Determinant

Hartree product does not take into account the indistinguishability of electrons, and hence
it does not fulﬁll the antisymmetric principle of wavefunction. The antisymmetric principle
can be included in the wavefunction as mentioned in section 2.2 by considering the
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wavefunction as the slater determinant of spin orbitals as [63, 64]:


 φ (x )
 i 1


 φ (x )
 i 2


− 12 
Ψ(r1 , r2 , r3 , ...., rN ) = (N!)  .


 .




φi (xN )

φ j (x1 )

.....

φ j (x2 )

.....

.

.....

.

.....

φ j (xN )

.....



φN (x1 ) 


φN (x2 ) 


.  .


. 



φN (xN )

(2.7)

The factor (N!)− 2 is the normalization factor. Slater determinant has N electrons occupying
1

N spin orbitals without specifying which electron is in which orbital. The rows in slater
determinant are labelled by electrons, while the columns are labelled by spin-orbitals.
The interchange of two rows corresponds to the interchange of co-ordinates of two
electrons, which changes the sign of the determinant [63, 64]. As a result, the criterion
of antisymmetric principle of wave function is satisﬁed. When two electrons are in the
same spin-orbital, then the two columns of the determinants will be same, which results
the determinant value to zero. This implies that the two electrons can not be in the same
spin-orbital, which is known as Pauli exclusion principle [64]. The slater determinant form
of the wavefunction includes the exchange correlation; this implies that the motion of two
electrons having parallel spin is correlated. But the electrons with opposite spin are not
correlated [64].
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2.5

Hartree-Fock Approximation

The Hartree-Fock approximation is based on the variational principle, which states that
the ground state wave function is the one that gives the lowest possible energy [74]. In
Hartree-Fock approximation, each electron is assumed to move in the average potential
produced by all electrons in addition to the potential due to ﬁxed nuclear charges [74]. It
further assumes that the wave function can be approximated by a single Slater determinant
made up of one spin orbital per electron as [63, 64, 74, 78]:

ΨHF =

1
1

(N!) 2

det[φ1 φ2 φ3 ........φN ].

(2.8)

The Hartree-Fock energy (EHF ) is given by [63, 64, 74, 75]
N

EHF =< ΨHF |Ĥ|ΨHF >= ∑ Hi +
i=1

1 N
(Ji j − Ki j )
2 i,∑
j=1

(2.9)

where
Hi =





φi∗ (x)
Ji j =
Ki j =

M
1 2
Zα 
− ∇i + ∑
φi (x)dx =
2
α =1 riα

 

 

φi∗ (x1 )φ ∗j (x2 )



φi∗ (x)hi φi (x)dx

(2.10)

1
φi (x1 )φ j (x2 )dx1 dx2
r12

(2.11)

1
φi (x2 )φ j (x1 )dx1 dx2
r12

(2.12)

φi∗ (x1 )φ ∗j (x2 )
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The two integrals Ji j and Ki j are called coulomb and exchange integrals, respectively. These
integrals are real and satisfy the relation Ji j ≥ Ki j ≥ 0 [63].

The energy in Equation 2.9 is the function of spin-orbitals φi . By varying the spin-orbital
by an inﬁnitesimal amount δ φi , we get a small variation in energy, and which is given by
[63, 64, 74, 75]

δ E = ∑ δ Hi +
i

1
(δ Ji j − δ Ki j ).
2∑
i, j

(2.13)

In order that E reach absolute minimum, it is necessary that δ E must be zero for any choice
of δ φi . The spin-orbitals satisfy the orthonormality, i. e,

φi∗ |φi  = δi j .

(2.14)

Now, we use the method of Lagrangian multiplier to ﬁnd the minimum of energy with
the constraint that the spin-orbitals are orthonormal. In this method, we ﬁrst deﬁne a new
function (called Lagrangian) as [64, 74, 75]:

L [φi ] = EHF [φi ] − ∑ εi j (φi∗ |φi  − δi j )

(2.15)

i, j

Here, the quantity εi j is called Lagrangian undetermined multiplier. Setting the ﬁrst
variation in L to zero, i.e., δ L = 0, we get

f (i)φi (x) = εi φi (x)
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(2.16)

where
1
Zα
f (i) = − ∇2i − ∑
+ vHF (i).
2
r
i
α
α

(2.17)

The operator f (i) is an effective one-electron operator, called the Fock operator. vHF (i)
is the average potential experienced by the ith electron due to the presence of the other
electrons. This potential is called the Hartree-Fock potential [64].

Now, multiplying Equation 2.16 by φi∗ (x) on both sides and integrating, we get

εi = Hi + ∑(Ji j − Ki j ).

(2.18)

j

Taking summation on both side with respect to i in Equation 2.18, we get

E = ∑ εi − ∑ (Ji j − Ki j ).
i

(2.19)

i< j

Equation 2.19 gives the total electronic energy of a many electron system under HF
approximation. The total energy is not same as the sum of the single electron energies:
the contributions from the coulomb and exchange effects must be subtracted from the sum
of the single electron energies in order to calculate the total energy in this approximation
[63, 64, 74, 75].

Hartree-Fock approximation provides the exchange exactly; however, this approximation
neglects more detailed correlations due to many body interactions. The effect of correlation
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is indeed not negligible [62, 74]. The energy discrepancy between the exact non-relativistic
energy (E0 ) and the energy from H-F approximation (E0 ) is called correlation energy
(Ecore ), i. e., Ecore = E0 − E0 . Since the H-F energy is an upper bound to the exact
energy, the correlation energy is negative [64, 74]. Different methods, such as conﬁguration
interaction (CI), many-body perturbation approach, and many body Green’s function
approach, which are known as post-Hartree-Fock approaches, have been developed to
account the correlation more accurately [63, 64].

The main problem with these wavefunction based methods is the requirement of very high
computational resources [62]. For example, let us consider a real space representation of
Ψ on a mesh where each coordinate is discretized by using 30 mesh points. If there are N
electrons in the wave function, then 3N coordinates will be required to represent Ψ [62]. As
a result, 303N values are required to describe Ψ on the mesh. Using 30 points to represent
a co-ordinate is not very much. To get the better result, we need to use more grid points.
Thus, it is impossible to use the full many body wavefunction to solve a problem having
more than few electrons [62]. On the other hand, the density of election, n(r), is the function
of only three co-ordinates. Thus, only 303 values are required to represent n(r) on the same
mesh. The Kohn-Sham formulation of DFT, which is the focus of this work, additionally
employs a set of single-particle orbitals; N orbitals are used to build the density. As a
consequence, 303 × N values are needed to represent the density on the same mesh [62].
Thus, DFT provides an alternative approach to the wavefunction based method for solving
a reasonably big many body quantum system with viable computational resources [62].
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2.6

Density Functional Theory

Density functional theory (DFT) allows one to replace complicated N electron wave
function by the much simpler electron density [62, 63]. In this approach, the many body
interacting problem is mapped to a much easier-to-solve non-interacting problem [62]. This
methodology is applied in a large variety of ﬁelds to many different problems, with the
ground-state electronic structure problem simply being the most common. The simple
scheme of the density-functional approach can be summarized as [62]:

n(r) ⇒ Ψ(r1 , r2 , ......, rN ) ⇒ v(r)

(2.20)

i. e., knowledge of electron density n(r) implies the knowledge of the wave function and
the potential, and hence of all other observables of the systems. The idea of local electron
density and dependency of ground state energy of many electron system on electron density
was formulated initially by Thomas and Fermi in 1920 [63, 79].

2.7

Thomas-Fermi Model

Thomas-Fermi (T-F) Model [79] is based on the uniform distribution of electrons in an
atom. To derive the kinetic energy as a function of electron density, they assumed that each
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h3 of the phase space volume (h is the planck’s constant) is occupied by two electrons and
the electrons are moving in an effective potential ﬁeld that is determined by nuclear charge.
The density of ΔN electrons in real space within a cube with a side l is given by [63]

n(r) =

ΔN ΔN
= 3 .
v
l

(2.21)

The total kinetic energy in terms of electron density of an atom with this assumption
becomes [63]
TT F [n] = 2.871



n5/3 (r)dr.

(2.22)

This is the famous Thomas-Fermi kinetic energy functional, which is the function of the
local electron density [79]. Adding classical electrostatic energies of electron-nucleus
attraction and electron-electron repulsion to Equation 2.22, we get the total energy
functional as [63]:

ET F [n(r)] = 2.871



5/3

n

(r)dr − Z



n(r)
1
dr +
r
2

 

n(r1 )n(r2 )
dr1 dr2 .
|r1 − r2 |

(2.23)

This is the energy functional of the T-F theory of atoms. The ground state energy can be
obtained by minimizing the functional 2.23 with the restriction that

N=



n(r)d 3 r.
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(2.24)

Using the method of Lagrangian multiplier, as in Equation 2.15, we get the famous
Thomas-Fermi equation [63]

μFT

2
δ EFT [n] 5
z
=
= × 2.87n 3 (r) − +
δ n(r)
3
r



n(r2 )
dr2 .
|r − r2 |

The Thomas-Fermi model provides reasonably good predictions for atoms.

(2.25)

But the

accuracy for atoms is not high as that with other methods since this is a oversimpliﬁed
model. The predictions for more complex molecular and solid system according to this
model are rather poor. Hohenberg and Kohn [65, 66] in 1964 proved two fundamental
theorems which show that for the ground state the T-F model may be considered as an
approximation to the density functional theory [63].

2.8

The Hohenberg-Kohn Theorem

Following the idea of using a density functional for solving the many-particle problem,
Hohenberg and Kohn formulated their famous theorems, which turned out to be a
breakthrough in the density functional formalism [65, 66]. If the exact many-particle
wavefunction is known then the density of electrons can be determined as [62, 63]:

n(r) = N



d 3 r2 ....



d 3 rN |Ψ(r, r2 , r3 , ......., rN )|2 .
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(2.26)

For N electrons system, the external potential v(r) determines the Hamiltonian of the
system. Thus, N and v(r) determine all the properties for the ground state. But instead of N
and v(r), Hohenberg-Kohn considered the electron density as the basic variable [65, 66]. In
their ﬁrst theorem, they showed that the electron density determines the external potential
v(r), within a trivial additive constant [63]. The total energy, determined by the external
potential, as a function of density and can be written as [62, 63]:

Ev [n] = T [n] +Vne [n] +Vee [n] =



n(r)v(r)dr + FHK (n)

(2.27)

where T [n] and Vee [n] are universal functionals, independent of v(r), and combining these
two functionals, we get
FHK [n] = T [n] +Vee [n].

(2.28)

The second theorem by Hohenberg and Kohn is about the energy from variational principle


[63]. This states that for a trial density n (r), such that n (r) ≥ 0 and n (r)dr = N,

E0 ≤ Ev [n ]

(2.29)

where Ev [n ] is the energy functional as in Equation 2.27. This is similar to the variational
principle used for wavefunction based HF approximation. This theorem also justiﬁes the
variational principle used in T-F model [63]. Again, using the method of Lagrangian
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multiplier to minimize the energy in Equation 2.27, we get


δ {Ev [n] − μ [ n(r)dr − N]} = 0

(2.30)

which yields Euler-Lagrangian equation:

μ=

δ Ev [n]
δ FHK [n]
= v(r) +
.
δ n(r)
δ n(r)

(2.31)

The quantity μ is the Lagrangian undetermined multiplier and known as the chemical
potential. Equation 2.31 is the basic working equation of density functional theory [63].
The universal functional FHK is crucial for using the density functional theory in practice
[62, 69, 70]. Theoretically, it should be possible to calculate all observables, since they all
are functionals of density. But in practice, we do not know yet how to do this explicitly.
Another problem is that the numerical minimization of Ev [n] is very tough [62, 63].

2.9

The Kohn-Sham Approach

Kohn and Sham in 1965 formulated the density functional theory in a much simpler way
and make the DFT possible to implement in practice [67, 69, 70]. They considered a
system of non-interacting electrons to mimic the system of real interacting electrons, in
such a way, that the density of non interacting electrons is the same as that of interacting
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electrons (Fig. 2.1). They introduced the concept of orbitals (φi ), which are known as
Kohn-Sham (K-S) orbitals, and are used to determine the electron density [63]. However,
the fundamental variable, which determines all quantum mechanical observables, is the
total electron density. The electron density in terms of K-S orbitals is given by [63, 69, 70]

N

n(r) = ∑ |φi |2 .

(2.32)

i

The kinetic energy within this approach can be calculated from the K-S orbitals as [63]:

Ts [n] = −

1 N
< φi |∇2 |φi > .
2∑
i

(2.33)

Figure 2.1: Mapping of a system of interacting particles to a system of non-interacting
particles.

This is not a true kinetic energy, but it is the kinetic energy of non-interacting electrons.
The correction required in kinetic energy due to this assumption is handled separately. The
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major contribution to the electron-electron interaction energy in any quantum mechanical
system comes from the classical Coulomb interaction (or Hartree energy) [78]. Thus, the
K-S theorem considers the Hartree energy as the electron-electron interaction energy. The
Hartree energy in terms of density is given by [78]

J[n] =

1
2

 

n(r1 )n(r2 )
dr1 dr2
|r1 − r2 |

(2.34)

The K.E in Equation 2.33 and electron-election interaction energy in Equation 2.34 are not
accurate for the interacting systems. The sum of the error made in using a non-interacting
kinetic energy and the error made in treating the electron-electron interaction classically is
deﬁned as the exchange-correlation energy (Exc [n]) in this approach [62, 63, 78]. Thus, the
total energy functional can be written as [78]:

E[n] = Ts [n] +



v(r)n(r)dr + J[n] + Exc [n],

(2.35)

where the exchange energy is [63]

Exc [n] = (T [n] − Ts [n]) + (Vee [n] − J[n]).

(2.36)

The energy functional in terms of Kohn-Sham orbitals can thus be written as [63]:

N

E[n] = ∑
i



1
φi∗ (r)(− ∇2 )φi (r)dr + J[n] + Exc [n] +
2
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v(r)n(r)dr

(2.37)

K-S orbitals are orthonormal, thus


φi∗ (r)φ j (r)dr = δi j .

(2.38)

Minimizing the total energy using the method of Lagrange undetermined multiplier, we
get,



N N
δ E[n] − ∑ ∑ εi j φi∗ (r)φ j (r)dr = 0
i

(2.39)

j

Upon simpliﬁcation, we get the ﬁnal expression as [63, 78]:

1
[− ∇2 + ve f f ]φi (r) = εi φi (r)
2

(2.40)

where the effective potential ve f f is given by

ve f f (r) = v(r) +



n(r )
dr + vxc (r)
|r − r |

(2.41)

with the exchange-correlation potential [63, 78]

vxc (r) =

δ Exc [n]
δ n[r]

(2.42)

The Equation 2.40 is called K-S equation. The Kohn-Sham equation has the same structure
as the Hartree-Fock equation with the non-local exchange potential replaced by the local
exchange-correlation potential vxc . The accuracy of the DFT based result depends upon

23

the choice of exchange-correlation energy functionals [63, 62, 78]. Next, I will discuss
different functionals which are widely used in recent years.

2.9.1 Local Density Approximation (LDA)

Local-density approximation is the most important type of approximation from the
historical perspective; it is often called as the core of the modern DFT [62]. The exchange
correlation energy, under this approximation, can be considered the same as that of a locally
uniform electron gas of the same charge density [62, 78]. This approximation is valid if the
density of electron is slowly varying in a given region. The exchange correlation functional
in terms of local charge density εxc (ρ (r)) can be written as [78]:

Exc [n] =



n(r)εxc (ρ (r))dr

(2.43)

εxc (ρ (r)) can be separated into exchange and correlation contributions as [78]:

εxc (ρ ) = εx (ρ ) + εc (ρ )

(2.44)

The Dirac form can be used for εx (ρ ) [78];

εx (ρ ) = −Cρ 1/3 ,
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(2.45)

where C is a constant.

The functional form of εc (ρ ) is not known exactly.

Early

approximate expressions for εx (ρ ) were based on perturbation theory; however, the modern
expression of εx (ρ ) has been estimated for the homogeneous electron gas using the highly
precise Quantum Monte Carlo method [78].

The LDA has proven to be an amazingly successful approximation. For many years the
LDA has been applied to calculate the band structure, total energy, vibrational frequencies,
elastic muduli, and phase stability in solid state physics [78]. The great success of this
approximation is partly due to the systematic error cancellation: LDA underestimates
correlation energy but overestimates the exchange energy, resulting in an unexpectedly
good value of exchange-correlation energy[78]. However, it fails to provide accurate results
for several quantum systems. For example, it overestimates the binding energy (typically
by 20-30 %) of many systems, and the energy barriers in diffusive or chemical reactions
may be too small or absent with this approximation [62, 78].

2.9.2 Generalized Gradient Approximation (GGA)

In the LDA, we use only the knowledge of density at point r while constructing
the exchange energy functional. In reality, the density of electron in any system is
inhomogeneous [80].

To include the gradient effect of electron density, initially a

gradient-expansion approximation (GEA), which is a series expansion of increasingly
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higher order density gradient terms, was developed. This approximation didn’t help to
improve the LDA result. However, the GEA provided the basis for the generalized gradient
approximation (GGA) [78]. In the GGA [62, 81], instead of power-series-like systematic
gradient expansion, one can consider more general functionals of n(r) and Δn(r). Such
functionals are of the form

GGA
Exc
[n] =



dr f (n(r), ∇n(r)).

(2.46)

The function f (n, Δn) can be chosen in different ways; as a consequence, there exist various
types of exchange energy functionals in GGA unlike in the LDA [78]. The most widely
used GGA functionals in recent years are PBE (Perdew, Burke and Ernzerhof), and BLYP
(Becke, Lee, Yang and Parr). Many other GGA-type functionals are also available, and new
ones continue to appear [69, 70, 78]. Generally, GGA functionals seem to give reliable
results for all type of chemical bonds [82]. Both GGA and LDA functionals, however,
fail to give precise results for van der Waals interactions [83]. Both in physics and in
chemistry the widespread use of GGA functionals has lead to major improvements as
compared to LDA [78]. GGA functionals also fail to give the band gaps of insulator and
many semiconductor correctly; these functionals usually underestimate their band gaps
[78, 84].

26

2.9.3 Hybrid functional

The quest for more accurate functionals beyond the GGA is still going on [62, 78]. In
recent years, the hybrid functionals, which incorporate exact exchange from Hartree-Fock
theory with exchange and correlation from other functionals, are very popular in chemistry
and physics, and can predict the results more accurately than other functionals in several
systems [69, 70, 78]. For examples, the hybrid functionals predict the band gap of
semiconductor much more accurately than LDA and GGA functionals [85]; also for
molecular crystal, the band gap from hybrid functional is very close to the experimental
result [86]. The hybrid approach sometime is called implicit density functional because
the exact exchange energy is expressed in terms of the Kohn-Sham orbitals rather than
density. One of the most popular hybrid functionals is B3LYP [69, 70]. In B3LYP,
the correlation is taken from LYP (Lee-Yang-Parr) GGA and the exchange is taken from
Becke’s three-parameter hybrid functional B3. Mathematically, B3LYP functional can be
written as [78, 87]:

B3LY P
LDA
Exc
= Exc
+ a0 (ExHF − ExLDA ) + ax (ExGGA − ExLDA ) + ac (EcGGA − EcLDA )

(2.47)

where a0 (= 0.20), axc (= 0.72), and ac (= 0.81) are semi-empirical coefﬁcients calculated
from appropriate ﬁtting of experimental data of atomization energies, ionization potentials,
LDA , E LDA , and E LDA are respectively
proton afﬁnities, and total atomic energies. Exc
x
c
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the exchange-correlation, exchange, and correlation energies obtained from the LDA
approximation of DFT [78, 87]. EHF is the exact exchange energy estimated from the
Hartree-Fock formulation. ExGGA and EcGGA are the exchange and correlation energies
respectively calculated within the GGA approximation.
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Chapter 3

Theory of Quantum Transport

3.1

Introduction

My aim in this chapter is to describe the quantum transport approach that I adopted to study
the spin-polarized and spin-unpolarized electron transport in various nanoscale junctions.
The electron transport behavior in nanoscale devices is different from its bulk counterparts;
the quantum nature of the electron plays the crucial role in determining the transport
behavior in nanoscale devices [7, 24, 25]. Thus, unlike in semi-classical approaches, we
need to incorporate the quantum effect of electron explicitly in the transport-modeling in
order to understand the transport properties in nanoscale junctions [24, 25]. In the ﬁrst
section of this chapter, I will discuss some length scales, which are fundamentally important
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for transport studies in nano-scopic physics. The second section in this chapter will be
devoted to the modeling details of nanoscale junction, which will be divided into three
subsections: (1) Landauer formalism for transport, (2) a single particle Green’s function
approach, and (3) the spin dependent transport.

3.2

Characteristic Lengths

Electron wavelength: The wave length of an electron is called de Broglie wavelength, and
it is related to its kinetic energy. At low temperature, only those electrons which are very
close to the Fermi-energy contribute to the transport, as a result the Fermi-wavelength of
the electron is relevant to the transport [88]. The Fermi-wavelength is given by [24, 88]

λ f = 2π /k f =



2π /ns

(3.1)

where k f is the Fermi wave vector and ns is the electron density for a 2-dimensional electron
gas. The transport of the Fermi-electrons depends on the scattering potentials, which could
be due to disorder or lattice vibrations (phonon) [88]. If the variations in this potential
are comparable to the de Broglie (or Fermi) wavelength, then the quantum effects become
more prominent [88].

Elastic mean free path: Elastic mean free path is the average distance travelled by an
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electron between two successive elastic scattering processes. Since the electron energy
remains conserved during this process, the phase of the electron wave function is also
expected to be conserved [88]. The transport through a channel is considered to be ballistic
when the channel length is shorter than the elastic mean free path; the electron can freely
move without being scattered. Elastic mean free path (lm ) is given by [24, 25, 88]

lm = v f τm

(3.2)

where v f and τm are the Fermi velocity and momentum relaxation time, respectively.
Elastic mean free path varies from one material to another. The transport of electron beyond
the elastic mean free path is called diffusive transport.

Phase coherence length: Energy relaxation and phase coherence are related with each
other: dephasing cannot happen without energy relaxation. Phase coherence length of the
electron is thus deﬁned as the distance travelled by an electron between two successive
inelastic scatterings. When a device size is longer than the phase coherence length, one
should not expect the quantum interference effect within the device [24, 25, 88]. Thus, this
length scale is crucial for determining the nature of transport in nanoscale devices. If the
length of the device is shorter than the phase coherence length, the transport is considered
to be coherent. At low temperature, one of the main sources of phase relaxation is the
ﬂuctuation of potential due to electron-electron interaction. Phase coherence length (lφ ) is
defend as [24, 25, 88]:
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lφ = v f τφ

(3.3)

where τφ is the phase relaxation time. Phase coherence length also varies from one material
to another.

Spin diffusion length: Above mentioned length scales are related to the electronic charge
state of the electron. Another length scale, known as spin diffusion length (lsd ), is very
important when we consider the spin polarized electron transport in nanoscale devices.
lsd is the distance over which the traveling electron spin keeps the memory of its initial
orientation; this depends upon the spin-orbit and hyperﬁne interactions [39]. Spin diffusion
length in terms of spin relaxation time (τ↑↓ ) and diffusion constant (D) can be written as
[88]:
lsd =



Dτ↑↓

(3.4)

Usually, organic materials have relatively long spin coherence length. For example, spin
coherence length in carbon nanotubes is reported to be 130 nm [40].
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3.3

Modeling of nanoscale devices

3.3.1 Landauer formalism for electron transport

In this subsection, I am discussing an approach which is proved to be very effective in
describing the transport in nanoscale devices [24]. This approach is known as Landauer (or
scattering) approach [89, 90]. Using this approach, we can express current through a nano
junction in terms of transmission coefﬁcient of an electron through it. This formalism is
valid only for the coherent transport regime, where the device size is shorter than the phase
coherence length of the electron (lφ ). In recent years, this is routinely applied to transport
calculation through nano structures and single molecules. It is also well applicable in many
semiconducting quantum dot systems with weak electron-electron interactions [25].

A schematic picture of a nanoscale junction is shown in Fig. 3.1. The entire device is
partitioned into two parts: (1) central nanoscale regime, which is connected to the left and
right electrodes through the quantum leads, and (2) the electrodes [25]. Here, we assume a
coherent transport of the electron between the electrodes. The electron distribution in the
central region is determined by the boundary conditions and is non-equilibrium at a ﬁnite
bias [24, 25]. However, the energy dissipation and phase loss of the electron due to inelastic
scattering occurs at the electrodes [25]. Thus, the electron distributions in the electrodes
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Figure 3.1: Schematic representation of a nano junction: the scattering region is connected
to the reservoirs through left and right leads.

are at equilibrium [24, 25] and are given by Fermi-Dirac distribution as:

fL,R (E) =

1
e(E−μL,R )/kB T

+1

(3.5)

where μL and μR are the chemical potentials of left and right electrodes respectively at bias
V.

The positions of chemical potentials in the left and right electrodes are determined by the
applied bias. The bias V is linked with the chemical potentials μL,R as [25]:

V=

μL − μR
.
e

(3.6)

Here, the leads are assumed to be identical and the electrons are free to travel along the
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x-axis (as shown in Figure 3.1) and are conﬁned in y and z directions. Let us suppose that
HS is the Hamiltonian of the central nanoscale regime and is given by [25]

HS = −

h̄2 2
∇ +V (r).
2m

(3.7)

This Hamiltonian satisfy the following asymptotic conditions [25].

lim HS = −

h̄2 2
∇ +VL (r) ≡ HL ,
2m

(3.8)

lim HS = −

h̄2 2
∇ +VR (r) ≡ HR .
2m

(3.9)

x→−∞

and
x→+∞

The Schrödinger wave equations (SWE) can be solved for the asymptotic Hamiltonians HL
and HR . The solutions for HL and HR are similar, and we just need to solve the SWE for
one Hamiltonian. We can generalize the solutions for the other Hamiltonian. Here I am
solving the SWE for HL , which is given by


−


h̄2 2
∇ +VL (r) ψα k (r) = Eα (k)ψα k (r)
2m

(3.10)

The general solution of this equation has two components (transverse and longitudinal),
which are independent to each other. Thus, the general solution is simply the product of
these two components as [25]:

35



ψα k (r) =

1
uα (r⊥ )eikx ,
Lx

−∞ < k < +∞

(3.11)

with energies
h̄2 k2
1
= εα + mv2α .
Eα (k) = εα +
2m
2

(3.12)

There is a ﬁnite probability of the electron everywhere in space due to the traveling nature
of eigen states 3.11. But, the exponentially decaying (evanescent) solutions of Equation
3.10 do not contribute to the probability density [25]. Similarly, we can obtain the eigen
states and energies for HR .

Now, for given E, the SWE for HS is



h̄2 2
−
∇ +V (r) φα k (r) = E φα k (r)
2m

(3.13)

The solutions φα k (r) here can be determined by using the boundary conditions, i. e., φα k (r)
have to match asymptotically (x → ∓∞) with the eigenstates of HL and HR . There are
traveling states both from left to right and from right to left at the central region [25]. First,
we consider the traveling states from left to right.

Let us consider an electron having energy Ei at x → −∞ region with the initial eigenstate

ψiki (r). The state of the electron in the center scattering region is complicated due to the
complex form of potential V (r). However, deep into the right electrode, it merely becomes
a linear combination of eigenstates of the asymptotic Hamiltonian HR as [25]:
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φik+i (r) →

NR

∑ ti f ψ f k f (r),

f =1

x → +∞

(3.14)

where NR is the number of channels in the right lead at the given energy, and ti f are the
complex numbers. The symbol ‘+’ with the wave function indicates that the wave function
(φik+i ) originates from the past wave function (ψiki ) [25]. The effect of evanescent wave
function of HS in the deep right has zero effect. The electron state in the deep left lead is
not simply the incident wave but it also has some back scattered states from the junction.
Thus, the electron state in the deep left lead is

φik+i (r) → ψiki (r) +

NL

∑ ri f ψ f k f (r),

f =1

x → −∞

(3.15)

NL is the number of channels in the left lead, and ri f is the complex number.

Now, we calculate the current across the given surface S, which is perpendicular to the
x-axis (direction of current ﬂow), carried by the wave function φik+i (r). We use the current
density operator jˆ(r) to calculate current density j(r) as [25]:

j(r) =< φik+i | jˆ(r)|φik+i

∂ φik+i (r)
∂ [φik+i (r)]∗
h̄
+
∗
+
>=
[φ (r)]
− φiki (r)
2im iki
∂x
∂x

(3.16)

which upon integration along the y-z plane gives the average current I(Ei ) carried by the
state at energy Ei and is given by
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ˆ φ+
I(Ei ) = e < φik+i |I|
iki

eh̄
>=
2im

+∞

+∞

dy
−∞

dz [φik+i (r)]∗

∂ φik+i (r)

−∞

∂x

− φik+i (r)

∂ [φik+i (r)]∗
∂x

=

vi (ki )
.
Lx
(3.17)

We assume a steady state current in the system. Thus, this current does not depend on the
position of the surface we considered. Deep into the left lead it becomes [25]

IL (Ei ) = Ii (Ei ) 1 −

NL

∑ Ri f (Ei)

(3.18)

f =1

where the quantity Ri f (Ei ) is called the reﬂection coefﬁcient and is given by

Ri f (Ei ) = |ri f |2

|I f (Ei )|
|Ii (Ei )|

(3.19)

The expression of Ii (Ei ) is similar to Equation 3.17 with φik+i is substituted by ψiki . Similarly,
deep into the right lead, current becomes [25]

NR

IR (Ei ) = Ii (Ei ) ∑ Ti f (Ei )

(3.20)

f =1

with transmission coefﬁcient Ti f (Ei ) as:

Ti f (Ei ) = |ti f |2

|I f (Ei )|
|Ii (Ei )|

(3.21)

The currents in the deep left and right leads must be same due to the steady state condition
of current. If we consider the initial state ψiki (r) from the right electrode, we will obtain the
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similar expression of currents at two different leads due to transmitted and reﬂected states
[25].

Now, we are at the ﬁnal stage of calculating the total current through the entire channels.
The distributions of electrons in two different electrodes are different since the left and right
electrodes are at two different chemical potentials ( μL,R ) in the presence of bias. Here the
channels are assumed to be independent. Thus, the total current is the sum of all currents
carried by all channels at all energies, and is given by [25]

I = 2e



NL NR

dE

∑∑

i=1 f =1

NR NL

fL (E)Di (Ei )Ii (Ei )Ti f (Ei ) − ∑

∑

i=1 f =1

fR (E)Di (Ei )Ii (Ei )Ti f (Ei ) .
(3.22)

We introduced a factor 2 in Equation 3.22 to account the spin degree of freedom of the
electron. The density of state for 1-D lead is given by

Di (Ei ) =

Lx
2π h̄vα

(3.23)

The transmission coefﬁcients from R → L and L → R in terms of transmission probabilities
are deﬁned as [25]:
NR NL

TRL (E) = ∑

∑ Ti f (E),

i=1 f =1

NL NR

TLR (E) = ∑

∑ Ti f (E),

i=1 f =1
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R→L

(3.24)

L→R

(3.25)

Particle ﬂux must be conserved during the transport. Thus,

TLR (E) = TRL (E) = T (E)

(3.26)

With the substitution of density of state, and Ii (Ei ) in Equation 3.22, we get the ﬁnal
expression of current in terms of transmission coefﬁcient as [25]:

e
I=
π h̄

∞

dE[ fL (E) − fR (E)]T (E)

(3.27)

−∞

3.3.2 Single particle Green’s function approach

Just in the previous subsection, I have derived an expression of current through a ballistic
conductor in terms of transmission function by using the Landauer approach [89, 90].
In this subsection, I will discuss how to calculate the transmission function in the real
nanoscale junction using a single particle Green’s function approach [24, 25], which
has been adopted for the electron transport study here. As mentioned earlier, the entire
heterogeneous nanoscale device is partitioned into three regions, namely left electrode,
right electrode, and the central scattering region including leads. The two electrodes do
not directly interact with each other; however, they couple with the center scattering region
through the coupling potentials. Thus, the total Hamiltonian of the device is the sum of
individual Hamiltonians of three regions and coupling potentials as [24, 25, 87]:
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†
†
H = HL + HR + HS +VLS +VLS
+VSR +VSR

(3.28)

where HL , HR , and HS are respectively the Hamiltonians of the left electrode, the right
†
†
electrode, and the middle region. The terms (VLS + VLS
) and ( VRS + VRS
) are the coupling

potentials of the middle region with the left and right electrodes, respectively [87].
Considering the single particle wave functions ΦL , ΦR , and ΦS are respectively the eigen
functions of HL , HR , and HS , we can write the Schrödinger wave equation for the entire
device in the matrix form as [24, 25, 87]:
⎞⎛

⎛
⎜ HL
⎜
⎜
⎜ †
⎜V
⎜ LS
⎜
⎝
0

VLS
HS
VSR

⎞

⎛

⎞

0 ⎟ ⎜|ΦL >⎟
⎜|ΦL >⎟
⎟⎜
⎟
⎜
⎟
⎟⎜
⎟
⎜
⎟
⎟
⎜
⎟
⎜
⎟
† ⎟⎜
= E ⎜ |ΦS > ⎟
VSR ⎟ ⎜ |ΦS > ⎟
⎟
⎜
⎟
⎟⎜
⎟
⎜
⎟
⎠⎝
⎠
⎝
⎠
HR
|ΦR >
|ΦR >

(3.29)

We get the following three equations upon multiplication of matrices in Equation 3.29:

HL |ΦL > +VLS |ΦS >= E|ΦL >

(3.30)

†
VLS
|ΦL > +HS |ΦS > +VSR |ΦR >= E|ΦS >

(3.31)

VSR |ΦS > +HR |ΦR >= E|ΦR >

(3.32)

Solving Equations 3.30 and 3.32, we get
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|ΦL >= GLVLS |ΦS >

(3.33)

|ΦR >= GRVSR |ΦS >

(3.34)

and

where,
GL,R =

1
.
E − HL,R

(3.35)

Equation 3.35 represents the Green’s function of left/right electrode. Combining Equations
3.31, 3.33, and 3.34, we get

†
†
VLS
GLVLS |ΦS > +HS |ΦS > +VSR
GRVSR |ΦS >= E|ΦS >

(3.36)

(E − HS − ΣL − ΣR )|ΦS >= 0

(3.37)

†
†
where ΣL = VLS
GLVLS and ΣR = VSR
GRVSR are the self energy operators at the left and right

interfaces, respectively. The Green’s function associated with Equation 3.37 is [24, 25, 87]

G(E) =

1
.
E − HS − ΣL − ΣR

(3.38)

The Green’s function in Equation 3.38 is the main entity in the single particle Green’s
function approach in determining the ballistic transport in nanoscale junction [24, 25,
87]. The Green’s function in Equation 3.38 is the retarded Green’s function, which is
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interpreted, in the time domain, as the response to an impulse excitation at t=0 [24]. With
this formulation, the complicated problem of entire system is now turned into a problem of
active scattering region, which is open to the electrodes through the self energy functions
[24, 25]. The self-energy functions are the non-Hermitian matrices, and the imaginary part
of the self-energy matrices gives the broadening or inverse life time of the energy level
in the active scattering region. The broadening matrices ΓL,R (E) are deﬁned in terms of
self-energy matrices as [24, 25]:

ΓL,R = i[ΣL,R − Σ†L,R ]

(3.39)

Finally, the probability of reaching the electron from the source to the drain through active
scattering region is determined by the transmission function, which is a summation of
transmission probabilities over all possible channels in the active scattering region, and
is obtained as [24, 25, 87]:
T (E) = Tr[ΓL GΓR G† ]

(3.40)

Our next task is to calculate the self energy matrices and the Green’s function of a real
system under the non-equilibrium situation. To create the non-equilibrium situation, we
apply an electric ﬁeld (ε ) along the wire axis, and we incorporate this ﬁeld effect into the
Hamiltonian of the active scattering region. The Hamiltonian of the active scattering region
with the inclusion of the ﬁeld becomes [24, 25, 87]

43

H(ε ) = H(0) +ε . ∑r(i)

(3.41)

i

where H(0) is the Hamiltonian of the active scattering region in the absence of ﬁeld
(unperturbed Hamiltonian), andr(i) is the coordinate of the ith electron. The single electron
energy levels in the active scattering region are calculated using a ﬁnite cluster density
functional theory. The use of the real space approach for the active scattering region allows
us to extract the Hamiltonian of the molecular part only (Hm (E, ε )) from the Hamiltonian of
active scattering region [87]. The Green’s function of the molecular part only then becomes

Gm (E) = [E × S − Hm − ΣL − ΣR ]−1

(3.42)

where E is the injection energy of the incoming electron, S is the overlap matrix whose
dimension is equal to the dimension of Hm , and Σl,r are self energy functions that describe
the lead-molecule interactions. The self energy functionals (ΣL,R ) can be written in terms
of orthogonal-bias-dependent molecule-lead coupling matrices (CL,R ) as [24, 25, 87]:

†
G pCL,R .
ΣL,R = CL,R

(3.43)

Here, G p is the Green’s function of the lead, which is considered to be the same for both
the left and right leads since similar leads are considered in both sides. In oder to calculate
G p , in the wide band approximation, ﬁrst we calculate the bulk density of state (DOS) of
a metal from which the lead is formed, and secondly we calculate the DOS per electron in
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the unit cell (η ) [87, 91]. Finally, we use the following relation to calculate G p [87, 91]:

G p (E) = −iπη (E) × I

(3.44)

where I is an identity matrix of dimension n × n; n is the total number of Gaussian basis
functions used to represent atoms from the lead in the active region.

Our study includes both the spin polarized and spin unpolarized electron transport through
various nano-scale devices. Thus far, I have considered only spin unpolarized transport.
Next, I would like to discuss how to calculate the Green’s function and self energy matrices
for a system which is magnetic in nature.

3.3.3 Spin-polarized electron transport

There are two ways we can make the device magnetic: (1) taking a non-magnetic channel
and magnetic electrodes, such as Nickel, Cobalt, Iron, etc, and (2) taking a magnetic
channel and non-magnetic electrodes. The device having the non-magnetic channel in
between two magnetic electrodes is called a spin-valve device [34, 35, 36]. When a
ferro-magnetic channel is sandwiched between two non-magnetic electrodes, we term it
as a spin ﬁltering device [52, 54]. First, I would like to discuss a spin-valve device.
When both the electrodes are magnetic, there will be two possible magnetic conﬁgurations
between the left and right electrodes: the ﬁrst one will be parallel conﬁguration (PC), where
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both the electrodes are magnetized along the same direction, and the second one will be
anti-parallel conﬁguration (APC), where two electrodes are magnetized oppositely. When
a non-magnetic channel is attached between two magnetic electrodes, it becomes magnetic
due to a magnetic proximity effect [92]. As a result, both the molecular Hamiltonian and
self energy matrices become magnetic. Thus, the Green’s function of the molecular region
for a spin-valve devices becomes [92]

Gσm (E) = [E × S − Hmσ − ΣσL − ΣσR ]−1

(3.45)

where σ represents the spin states (↑ or ↓). The spin-polarized self-energy matrices are
given by [92]
σ† σ σ
ΣσL,R = CL,R
G p CL,R

(3.46)

The spin-polarized Green’s function of the lead is given by

Gσp = −iπη σ × I

(3.47)

In case of PC, σ will be same for both the left and right electrodes as [92]:

GσpL = −iπη σ × I; GσpL = GσpR

(3.48)

However, in case of APC, Green’s functions for left and right leads are different as [92]:
(a) for σ =↑
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G pR = −iπη ↓ × I; G pL = −iπη ↑ × I

(3.49)

G pR = −iπη ↑ × I; G pL = −iπη ↓ × I

(3.50)

(b) for σ =↓

Here I have used the notations G pL and G pR to represent the Green’s functions of left and
right leads, respectively. The way we calculate η σ for magnetic leads is similar to the
non-magnetic leads; however, the DOS of the magnetic system has two components: up
spin and down spin states. As a result, η σ has two components [92]. The next important
step is to match the Fermi-energy of active scattering region to the Fermi-energy of bulk
electrodes to bring the entire system in equilibrium. Highest Occupied Molecular Orbitals
(HOMO) energy is considered as the Fermi energy of the active scattering molecular region
for both the PC and the APC.

For the spin-ﬁltering device, the Green’s function of the lead (G p ) is spin-unpolarized
because we consider the non-magnetic electrodes; however, the self energy matrices and the
molecular Hamiltonian are spin-polarized since the channel is made from a ferro-magnetic
material [52]. As a result, the Green’s function in Equation 3.25 is spin-polarized. The rest
of the theory for the spin-ﬁltering device is similar to the spin-valve device.
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Chapter 4

Charge and Spin Transport in
Molecular Junctions*

4.1

Introduction

Making an electronic device from a single molecule or a group of molecules is an exciting
idea [9], and its successful implement is expected to revolutionize the electronic industry
[10, 93, 94, 95]. Using molecules to build a device has been pursued for more than four
decades; several groups have been successful in demonstrating conduction, rectiﬁcation,
*Portion of this chapter is copied from the Journal of Physical Chemistry C vol.116, page 17268-17273,
year 2012 by K. B. Dhungana, S. Mandal, and R. Pati, and the Applied Physics Letter vol.104,
page 162404-162407, year 2014 by K. B. Dhungana and R. Pati. Copyright - Appendix A. DOI:
10.1021/jp3043335 & DOI: 10.1063/1.4873396
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and switching in molecular junctions; see refs.

[6] and [96] for a comprehensive

review. However, the experimental difﬁculty of achieving robust atomic level control
at the metal-molecule interface hinders the progress in this ﬁeld. A statistical approach
involving measurement of conductance by repeatedly forming thousands of metal-molecule
junctions has been used by researchers to extract reliable data for the conductance in
molecular junction [11, 97, 98]. Yet, the qualitative as well as quantitative interpretation
of experimental data pose a signiﬁcant challenge as atomic level structural details of the
junctions are not available a priori. In addition, the conformation of the molecule as well as
the contact structure, which evolve dynamically during experimental measurements make
the theoretical task much harder. Thus, a true understanding of experimental data can only
be achieved by a theoretical calculation of conductance in an ensemble of molecular wires
with different junction geometries [99, 100, 101, 102].

In addition to charge transport, spin-polarized transport has been studied extensively in
organic molecules in recent years; the observed large spin coherence length makes them
desirable for spintronics [39]. When a semiconducting molecule acts as a tunnel barrier
between two ferromagnetic contacts, the resistance in the circuit depends upon the relative
orientation of the magnetization of the contact layers [103, 104, 105]. Usually, the
circuit resistance in this device changes from minimum resistance for the parallel spin
conﬁguration (PC) to maximum resistance for the antiparallel spin conﬁguration (APC)
between the contacts resulting in a spin-valve effect [33] –the foundation behind modern
high density data storage device. The relative change in resistance between the PC and the
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APC in such a device is known as tunnel magnetoresistance (TMR), which is much higher
than the magnetoresistance observed in a spin-valve device with a metallic spacer. This has
made the TMR device much more appealing as a read head sensor for the high density data
storage.

With the advance in nanotechnology, the molecular spintronics has progressed enormously,
and it has been possible to build molecular spin-valve devices using different techniques.
For example, using a spin-polarized scanning tunneling microscope, researchers have
already demonstrated spin valve effect with a tunnel magnetoresistance as high as
60 % in a hydrogen phthalocyanine molecule as a spacer between two ferromagnetic
cobalt contacts [43]. In another instance, Bagrets et al. have demonstrated negative
TMR of 50 % in the same hydrogen phthalocyanine molecule using a combination of
ferromagnetic and antiferromagnetic electrodes [44]. In a pioneering attempt, researchers
have recently fabricated a Ni/1,4-benzenedithiol/Ni spin-valve junction using the break
junction technique [42, 45]. They reported a very high magnetoresistance as predicted
from theory [48, 106, 107]. Until now, only two-terminal, molecular spin-valve (MSV)
junctions have received major attention [41, 42, 43, 44, 45, 48, 92, 106, 107, 108, 109].
Achieving additional control of TMR in such a molecular junction by a gate ﬁeld is the
prerequisite for a spin-valve transistor [50].

This chapter covers both spin-polarized and spin-unpolarized electron transport in
molecular junctions and is divided into two sections. In the ﬁrst section, I will focus on
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charge transport and role of junction conﬁguration in a single molecular device. The effect
of gate ﬁeld on spin-polarized current in a molecular spin-valve transistor is explored in the
second section.

4.2

Junction Dependent Conductance in a Molecular
device

In this section, we investigate the junction dependent current-voltage characteristics in a
molecular junction consisting of Ruthenium-bis(terpyridine) interconnect attached between
two gold electrodes. The thiolate (-S) group is used to anchor the molecule to the gold
(111) electrode; the most likely ONTOP and HOLLOW binding sites are considered. The
ONTOP binding site refers to the junction geometry, where the S atom is directly on the
top of the Au atom. For the HOLLOW binding site, the S atom is on the three fold hollow
site of the Au(111) surface [110]. The Ruthenium-bis(terpyridine) junction is of interest
because it has been fabricated and electron transport property has been measured [111]
using a scanning tunneling microscope(STM). By sweeping the tip bias from 0 to 2 V, a
sudden increase in current is reported at a threshold tip bias (Vth ) of ∼ 1.7 V. The current
is reported to be small and remains ﬂat (OFF state) for the bias range below the threshold
value. When the tip-bias is increased beyond Vth , a current plateau is observed (ON state)
[111]. Despite this experimental observation, only nominal theoretical efforts are made to
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identify the origin of such switching behavior in the current. There are several unanswered
questions: What causes the current to increase sharply at a threshold bias? Which junction
geometry is likely to yield such a non-linear I-V curve? What is the role of conformational
change within the molecule? We answer these subtle questions in this article.

We have built numerous prototypical molecular junctions by varying junction geometries,
S-Au interfacial distance, orientation angle at the junction, and conformational change
within the molecule. A single particle Green’s function formalism [24, 25, 26, 99, 112,
113, 114, 115, 116, 117, 91, 118] in conjunction with explicit orbital dependent density
functional method(DFT) [63] involving B3LYP [119, 120] hybrid functional is used to
calculate the electronic current in the molecular junction. Our calculation reveals a sensitive
dependence of I-V feature on the junction geometry. For the ONTOP junction geometry, a
sharp increase in current after a threshold bias is observed. Conformational change within
the molecule is found to have no effect on Vth . As we approach the weakly coupled
regime by increasing the interfacial distance, the value for Vth is found to decrease and
a current plateau is observed for bias beyond Vth ; the plateau length is found to increase
with the increase in interfacial distance (d). A similar feature in I-V is reported by the STM
experiment [111]. We look into the bias dependent transmission and orbital characters of
the participating eigen-channels to identify the origin of the distinct features observed in
the I-V curve.

The rest of this section is organized as follows. In the subsection 4.2.1, we present brieﬂy
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the computational procedure. Result and discussions are described in the section 4.2.2,
followed by a brief summary in the section 4.2.3.

4.2.1 Computational Method

Our results are based on ﬁrst principles DFT [63] calculations, which involve Becke’s
three-parameter hybrid functional (B3LYP) [119, 120] for exchange and correlation. The
use of explicit orbital dependent B3LYP functional allows us to include a part of the
exact Hartree-Fock exchange and thus corrects partly the self-interaction error. This
self-interaction corrected scheme [101, 113, 118] has been reported to yield a lower current
value that is found to be in better agreement with the experimentally measured current
when compared with the calculated current obtained using other functionals (SVWN,
PW91PW91, PW91LYP) [118]. A real-space approach that employs the single determinant
wave function is used here. A ﬁnite set of Gaussian atomic orbital [119] is used to construct
the trial wavefunction. To ensure a tight convergence during the self-consistent calculation,
we have used the convergence thresholds for energy, maximum and root mean square
electron density as 10−6 , 10−6 , and 10−8 a.u. respectively. The all electron 6-311G*
Gaussian basis set [119] is used to describe all the atoms in the thiolate terminated
Ruthenium-bis(terpyridine) complex except the Ru atom. For the gold atoms in the
electrodes and Ru atom in the molecule, we have used the LANL2DZ pseudo-potential
basis set [119] that includes scalar relativistic effect.
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The prototypical two-terminal molecular device is built by sandwiching the
Ruthenium-bis(terpyridine) complex between two semi-inﬁnite gold electrodes; thiolate
(-S) anchoring groups are used to attach the molecule between the electrodes.

The

optimized structure for the Ru-terpyridine complex in which the Ru atom is bonded
to two terpyridine molecules in an approximate octahedral geometry is used to build
the prototype.

This open device has two parts.

One part consists of the molecule

and a ﬁnite number of gold atoms (taken from the Au [111] surface on both sides).
This is called the active-scattering region.

For the ONTOP conﬁguration, we have

included four gold atoms on each side and for the HOLLOW conﬁguration, we
have included three gold atoms on each side in the active-scattering region.

The

other part is the semi-inﬁnite part of the gold electrodes assumed to retain its bulk
properties. We have used a single particle bias-dependent Green’s function approach
[24, 25, 26, 99, 112, 113, 114, 115, 116, 117, 91, 118]. This approach allows us to
convert the problem of the complicated experimental device into a problem of the active
region, which is open to the electrodes through the self-energy functions (Σl,r ). The
bias-dependent Green’s function of the device is calculated as [26, 118, 91]:

G(E, ε ) = [E × S − Hmol (ε ) − Σl (ε ) − Σr (ε )]−1 ,

(4.1)

where Hmol is the bias-dependent Kohn-Sham molecular Hamiltonian obtained by suitable
partitioning of H(ε ). The use of the real-space approach for the active scattering region
allows us to partition the H(ε ) to obtain Hmol (ε ). E is the injection energy of the
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tunneling electron, and S is the molecular overlap matrix. The current is calculated using
multi-channel Landuar-Buttiker formula as discussed in Chapter 3, Section 3.3.

4.2.2 I-V for Different Junction Geometries

The calculated current-voltage characteristics for different junction geometries are
presented in Fig. 4.1. Several intriguing features are noticeable. First, in the case of
ONTOP junction geometry at both interfaces (Fig. 4.1a), a sharp increase in current is
observed after a Vth for all distances. A closer examination reveals a very small shift in Vth
toward a higher value when d changes from 2.42 to 2.62 . It should be noted that 2.42
is the equilibrium S-Au interfacial distance. We have varied the S-Au interfacial distances
and compared the total energy for various distances to ﬁnd the equilibrium conﬁguration.
However, as we approach the weakly coupled regime by increasing d further, Vth is found to
shift toward a lower value, which suggests that the value for Vth depends non-linearly on the
interfacial distance. For higher bias beyond Vth , a current plateau (ON state) is observed;
the width of the current plateau is found to increase with the increase of d. The current
remains relatively small and ﬂat (OFF state) prior to Vth .

Experimental measurement in a Ruthenium-bis(terpyridine) complex reported [111] a
similar I-V feature with current switching at 1.7 ± 0.25 V. For the interfacial distances
considered in our calculation, the value for Vth is found to vary within ∼ 1.5 V to ∼ 2.0 V.
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(a) ONTOP-ONTOP

(d) HOLLOW-HOLLOW rotated

(b) ONTOP-ONTOP rotated

(c) HOLLOW-HOLLOW

(e) ONTOP-HOLLOW

(f) ONTOP-HOLLOW rotated

Figure 4.1: Calculated current(I)-voltage(V) characteristics for Ru-bis(terpyridine)
molecular wires with different junction conﬁgurations. Top and bottom panels show the
junction structure and the corresponding I-V characteristic, respectively. The distance d
refers to the inter planar distance between the sulphur and the nearest gold; the X axis
represents the direction of current ﬂow. Reprinted ﬁgure with permission from K. B.
c The
Dhungana, S. Mandal, and R. Pati, J. Phys. Chem. C 116, 17268-17273 (2012). 
American Chemical Society.

For d = 3.02 , our calculation yields a small negative differential resistance (NDR) feature
in the current-voltage characteristic. When the molecule is rotated about the Z-axis by θ =
15◦ (Fig. 4.1b), a sharp increase in current is observed after a Vth . Increasing the θ form
15◦ to 20◦ , threshold value shifted from ∼ 1.75 V to ∼ 1.3 V and a plateau is observed for
higher bias beyond Vth as observed for the weakly coupled case (Fig. 4.1a).

56

For the HOLLOW binding sites at both interfaces (Fig. 4.1c), calculated current is found
to increase steadily with applied bias for all interfacial distances that we have considered.
Unlike the ONTOP junction geometry (Fig. 4.1a), the magnitude of the current for the
HOLLOW conﬁguration is found to decrease for higher d over the bias range from 0 to
3 V. Comparing the magnitude of current between junction geometries with ONTOP and
HOLLOW binding sites, a higher current is noted for the HOLLOW binding geometry. For
example for d = 2.82 , the ONTOP junction geometry yields a current value of 0.024 μ A at
1.35 V in contrast to 2.910 μ A for the HOLLOW junction geometry. When the molecule is
rotated about the Z-axis (Fig. 4.1d), we do not observe a current plateau in the I-V as found
in the weakly coupled junctions with ONTOP binding site; the current is found to increase
steadily with the increase in applied bias beyond Vth .

In the case of ONTOP junction geometry on one side and HOLLOW on the other (Fig.
4.1e), as we approach the weakly coupled junction by increasing the interfacial distance, a
current plateau in I-V beyond Vth is observed. Rotation of the molecule about the Z-axis
yields a similar feature in I-V as observed in Fig. 4.1b. These calculations thus conﬁrm that
the experimental measurements are most likely for weakly coupled junction with ONTOP
junction geometry at one or both S-Au interfaces. It should be noted that though the
I-V feature obtained with the ONTOP junction geometry in weakly coupled conﬁguration
agrees reasonably well with the experimental data, there is a three orders of magnitude
difference in current between theory and experiment; our calculated current value is found
to be of the order ∼ μ A as compared to the ∼ nA reported from the experiment [111]. The
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discrepancy in the magnitude of current between theory and experiment can be understood
as follows. First, the junction considered in the experiment could be much more weakly
coupled than the one considered here. Second, our calculation is based on a static exchange
correlation potential instead of a true dynamically corrected exchange correlation potential
[121, 122, 123, 124, 125]; the use of static exchange correlation potential is found to
overestimates the magnitude of current.

4.2.3 Conformational Change

To see if the conformational change in the molecule between the lead causes switching
in conductance, we recalculated the current for ONTOP junction geometry (d = 2.42 ) at
both interfaces (Fig. 4.2) by rotating one of the terpyridine planes from its equilibrium
conﬁguration by an angle Φ. It should be noted that for the equilibrium structure, the two
terpyridine planes are almost perpendicular to each other. We found the current remaining
relatively ﬂat for bias up to ∼ 2V and switches to a higher conductance state for higher
bias beyond ∼ 2 V . A very similar feature in I-V was noted for d = 2.42 with the ONTOP
junction geometry (Fig. 4.1a).

To examine if conformational change considered here is achievable by thermal ﬂuctuation,
we calculated the energy difference between extended systems with Φ = 0◦ (equilibrium
structure) and Φ = 10◦ , which is found to be 0.21 eV. This suggests that such a
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Figure 4.2: Current-Voltage characteristics for Ru-bis(terpyridine) molecular wire with
two different conformations of the molecular spacer; Φ represents the angle of rotation
for one terpyridine plane from its equilibrium conﬁguration about the current-ﬂow axis.
Reprinted ﬁgure with permission from K. B. Dhungana, S. Mandal, and and R. Pati, J.
c The American Chemical Society.
Phys. Chem. C 116, 17268-17273 (2012). 

conformational change may not be possible by thermal ﬂuctuation. This study thus rules
out that the switching behavior in conductance observed in the experiment is due to
conformational change. Comparing the magnitude of current (Fig. 4.1a and Fig. 4.2),
we observed a higher magnitude of current after the threshold bias for the molecule with
conformational change. Conformational change makes the two terpyridine rings closer to
a planar conﬁguration allowing electron to delocalize between the two rings resulting a
higher current [125].
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4.2.4 Transmission

To understand the origin of switching behavior of current, we look into the bias dependent
transmission function. The chemical potential window (CPW) is shown by the dotted lines
and the Fermi energy is set to zero in the energy scale. The area under the transmission
curve between the CPW determines the current. Since the I-V feature for the junction with
the ONTOP binding site compares reasonably well with the experimental I-V feature, we
have presented the bias dependent transmission function for the ONTOP junction geometry.
For brevity, we have only plotted bias dependent transmission (Fig. 4.3) for d = 2.42 , 2.82
and 3.02 respectively. Several points are noticeable. First, in all cases, the transmission
peaks shift toward right with the increase in applied bias. In the case of a strongly coupled
junction (Fig. 4.3a), the transmission peaks are outside the chemical potential window
(CPW) for V = 0.985 V and 2.014 V. This is the reason we do not observe any signiﬁcant
change in current by increasing bias up to ∼ 2 V; the current remains relatively small and
ﬂat. Increasing the bias further, for V = 3.050 V, the chemical potential window encloses
transmission peaks at E = -1.07 eV and E = 1.38 eV resulting in a sudden increase in
current. Increasing the bias from V = 3.050 V to 3.443 V, the window width for CPW
increases, and an additional transmission peak at E = 1.68 eV appears within the window;
this results in a higher current for V = 3.443 V than that for V = 3.050 V.

In case of d = 2.82 (Fig. 4.3b), for V = 0.953 V, no transmission peaks appear within the
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Figure 4.3: Bias dependent transmission as a function of injection energy for interfacial
distances of (a) 2.42 , (b) 2.82 , and (c) 3.02 respectively. The Fermi energy is set to zero
in the energy scale; the dotted lines in each panel represent the chemical potential window.
The eigen channels of the extended molecule are shown by solid vertical lines; L0 and H-2
refer to LUMO and HOMO-2, respectively. Reprinted ﬁgure with permission from K. B.
c The
Dhungana, S. Mandal, and R. Pati, J. Phys. Chem. C 116, 17268-17273 (2012). 
American Chemical Society.
CPW. As we increase the bias to 2.305 V, the transmission peaks at ∼ −0.85 eV appear
within the CPW resulting in a sudden increase in current. Though the CPW width increases
by increasing the bias from 2.305 V to 2.710 V, no additional transmission peaks appear
within the CPW, resulting in a current plateau as shown in Fig. 4.1a. For V = 3.523 V, the
transmission peak at 1.63 eV that appears within the CPW leads to an increase in current.
In case of a weakly coupled junction (d = 3.02 ), as expected, the transmission peaks are
much sharper. For V = 1.075 V, no transmission peaks are included within the CPW. As
we increase the bias to 1.901 V, the transmission peaks at ∼ −0.65 eV appears within
the CPW. No additional peaks appear within the CPW by increasing the bias to 3.140 V. A
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Figure 4.4: Participating bias dependent (a) occupied and (b) unoccupied molecular
orbitals for strongly coupled (d = 2.42 ) and weakly coupled (d = 3.02 ) junctions.
HOMO and LUMO refer to highest occupied molecular orbital and lowest unoccupied
molecular orbital respectively. Reprinted ﬁgure with permission from Kamal B. Dhungana,
c 2012
S. Mandal, and and Ranjit Pati, J. Phys. Chem. C 116, 17268-17273 (2012). 
American Chemical Society

close look at the height of the transmission peak within the CPW for V = 1.901 V and 3.140
V reveals the transmission peak height to decrease slightly in the case of V = 3.140 V. This
leads to a smaller current for V = 3.140 V as compared to V = 1.901 V resulting in a slope
change in the I-V leading to NDR. A similar observation was noted for the transmission
in the Fe-terpyridine molecular junction [26]. A part of the transmission peak at 1.73 eV
is included within the CPW for V = 3.550 V resulting in a higher current for V = 3.55 V.
When we compared the transmission for three different d, a shift in the transmission peak
position toward a higher energy value is observed for a higher d.

Further inspection of Fig. 4.3 reveals that the threshold bias in a strongly coupled junction
is dictated by the transmission peaks from the unoccupied states. In contrast, for a weakly
coupled junction, the threshold bias value is dictated by the transmission peaks from the
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occupied states. For a deeper understanding we analyze the eigen-channels that contribute
to the transmission. In the case of a strongly coupled junction (d = 2.42 ), LUMO+1,
LUMO+2, and LUMO+3 contribute to the transmission peaks at 0.85 eV and 1.05 eV for
V = 0.985 V. The LUMO+1 has s-orbital character of Au; LUMO+2 and LUMO+3 have
s-character of gold, d-character of Ru and p-character of neighboring N and C atoms that
connect to Ru. For higher bias (V = 3.443 V), no signiﬁcant change in the orbital character
is noticed (Fig. 4.4a). HOMO-2, HOMO-3, HOMO-4, and HOMO-5 contribute to the
broadened transmission peak at -1.60 eV for V = 0.985 V. HOMO-2 and HOMO-3 have
d-character of Ru and d-character of Au together with the p-character of N, C, and S.
HOMO-4 and HOMO-5 have s- and p-characters of C, p-character of S, and d-character
of Au. In the case of a weakly coupled junction, the same set of orbitals contribute to the
transmission. The orbital character analysis indicate no contribution from Au for HOMO-2,
HOMO-3, HOMO-4, and HOMO-5 (Fig. 4.4a); in the weakly coupled junction, LUMO+1
and LUMO+2 have s-character for Au and S, LUMO+3 has almost no contribution from
Au (Fig. 4.4b). The contribution from s-orbital of Au to the transmission leads to a sudden
increase of current in a strongly coupled junction than that in the weakly coupled junction.
Thus, this orbital analysis provides an explanation for the observed higher current after the
threshold bias in a strongly coupled junction as compared to the weakly coupled junction;
the much higher current in the strongly coupled junction is due to metal (Au) dominated
states.
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4.2.5 Conclusions

We present ﬁrst principles calculation of current-voltage characteristics in a
Ru-bis(terpyridine) molecular junction, which has been fabricated and characterized
using STM. An ensemble of prototypical device structures is constructed by varying
metal-molecule binding site, interfacial distance, orientation of the molecule at the
interface, and conformational change in the molecule to study junction dependent
conductance. A bias dependent Green’s function approach in conjunction with an orbital
dependent DFT is used to study the I-V characteristics. Comparison of calculated I-V
with the experimental data allows us to identify the possible atomic level structural details
of the metal-molecule interface in the experimental measurement; the weakly coupled
ONTOP junction geometry is found to yield I-V curve with a switching feature that agrees
reasonably well with the experimental result. Analysis of bias dependent transmission and
orbital character of the participating eigen-channel is presented to explain the origin of
distinct I-V features observed in strongly and weakly coupled junction geometries. In the
weakly coupled junction, occupied orbitals having d-character of Ru and p-characters of S,
C and N in the molecular interconnect are found to dictate the switching behavior in I-V.
In contrast, in the strongly coupled junction, the unoccupied gold dominated states dictate
the sudden increase of current at a threshold bias. Thus, this study provides an electronic
structure level explanation of the observed switching behavior in the Ru-bis(terpyridine)
molecular junction.

64

4.3

Molecular Spin-Valve Transistor

In this section, we have studied the effect of gate ﬁeld on spin-polarized currents in a
molecular spin-valve transistor, where Ru-bis-terpyridine (RBT) molecule is used as an
interconnect between two ferromagnetic nickel contacts. Our ﬁrst-principles quantum
transport calculations show a bias dependent variation in TMR with a peak value of 350%
at 0.8 V in the absence of gate ﬁeld. A modest change in the gate ﬁeld from 0 V/Å to
0.4 V/Å, which is experimentally accessible, leads to a signiﬁcant ampliﬁcation in the
peak value of TMR to 1470% at 0.3 V. We have unambiguously identiﬁed the root cause
for such ampliﬁcation, which is attributed to the gate ﬁeld induced increase in majority
spin current in the PC at low bias arising from the shift in participating frontier molecular
orbitals levels towards the Fermi-energy; minority spin current does not exhibit appreciable
change with gate ﬁeld in the same bias range. In the case of APC, both majority and
minority spin currents are not affected by gate ﬁeld at low bias. Orbital analysis indicates
that the hybridized orbitals at the interface play a key role in determining the spin dependent
current in the device.
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Figure 4.5: Schematic diagram of a molecular spin-valve transistor. Reprinted ﬁgure with
permission from K. B. Dhungana and R. Pati, Appl. Phys. Lett. 104, 162404-162407
c 2014 AIP Publishing LLC.
(2014). 

4.3.1 Modeling of a Spin-Valve Transistor

The molecular spin valve device that we have investigated is shown in Fig. 4.5. The thiolate
(-S) anchoring groups are used to attach the RBT molecule between two ferromagnetic
nickel (111) electrodes.

The choice of RBT molecule is prompted by experimental

measurement of charge transport in the RBT molecular junction [111]. The molecular
geometry is fully optimized within density functional theory that uses a posteriori B3LYP
hybrid exchange-correlation functional [120]. The LANL2DZ effective core potential basis
set [126], which includes scalar relativistic effects, is used to describe the heavy atoms
such as Ruthenium and Nickel; a triple valance zeta Gaussian basis function (6-311G*)
is used for the rest of the atoms in the device. A tight convergence criterion (10−8 a.u.
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for energy, 10−6 a. u. for both maximum and root-mean square electron density) with
ultra ﬁne grid for numerical integration is used during our self consistent calculations. The
interfacial distance between sulfur and the nearest nickel surface of the lead is 2.2 Å, which
is obtained by minimizing the repulsive interaction within the spin unrestricted density
functional theory [63]. This real space approach allows us to construct the retarded spin
polarized Green’s function (Gσ ) of the open device [24, 25, 47, 127] by dividing it into two
parts: (a) the active scattering region that consists of the molecular complex together with
a ﬁnite number of nickel atoms from the lead giving the Hamiltonian matrix of dimension
958 × 958 for each spin component, and (b) the rest of the electrode on each side that is
assumed to retain its bulk (3D) property; 3D leads have been found [47] to better represent
the experimental features. The Gσ is evaluated self-consistently for each applied bias point.
To mimic the gate ﬁeld, we have included a dipole interaction term (εg .∑ ir(i)) to the core
Hamiltonian during self-consistent electronic structure calculation [118]. This permits us
to include both ﬁrst and higher order Stark effects. Then we recourse to a coherent spin
conserved tunneling approach developed in Ref. 92 to calculate the spin dependent current
of the device.

4.3.2 Spin Polarized currents

The results for bias dependent spin polarized current as a function of gate ﬁeld for PC and
APC are presented in Fig. 4.6; the APC is found to be energetically more stable (∼ 0.03 eV
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Figure 4.6: Current(Isd )-Voltage(Vsd ) characteristics in a Ru-bis-terpyridine molecular
tunnel junction for parallel spin conﬁguration (PC) and anti-parallel spin conﬁguration (
APC) at different gate ﬁelds: (a) εg = 0.0 V/Å, (b) εg = 0.1 V/Å, (c) εg = 0.3 V/Å, (d) εg =
0.4 V/Å. Reprinted ﬁgure with permission from K. B. Dhungana and R. Pati, Appl. Phys.
c 2014 AIP Publishing LLC.
Lett. 104, 162404-162407 (2014). 

in the absence of gate ﬁeld) than the PC. Several interesting features are noticeable. First,
irrespective of the applied εg , as in a typical spin-valve device, the current for the PC (IPC )
is found to be higher than the current for the APC (IAPC ). In the absence of εg (Fig. 4.6a),
IPC increases steadily for a bias up to ∼ 0.5 V beyond which it promptly transitions to a
higher conductance state; however, the transition in IAPC is much more gradual and occurs
at a higher bias (∼1.0 V). We term the bias value where IPC suddenly changes to a higher
value as the threshold voltage (Vth ). As we increase εg (Fig. 4.6), we ﬁnd the Vth gets closer
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to 0 V. Unlike the IPC , the IAPC does not change with εg at a small bias. But at a higher bias
( >1.0 V), both the IPC and IAPC decrease steadily with the increase in εg . Interestingly, IPC
shows a negative differential resistance (NDR) behavior at a higher bias, which is much
more prominent for εg = 0.4 V/Å(Fig. 4.6d). To understand the distinct features of IPC and
IAPC in Fig. 4.6, we analyze the α and β components of the total spin currents (Iα and Iβ )
for PC and APC. In the case of PC, the major contribution to the total current comes from
the α states. For APC, as expected, both Iα and Iβ are almost same for bias up to ∼0.25 V,
beyond which α current dominates the β current. To quantify this spin-selective resistive
property of the device, we examine the spin-injection coefﬁcient, η = (Iα − Iβ )/(Iα + Iβ ),
for PC and APC at a small bias (0.1 V) with different gate ﬁeld. In the case of APC, η =0 at
a small bias as Iα = Iβ . For PC, η increases steadily with εg as shown in Fig. 4.3a; a very
high spin injection efﬁciency of 98% is achieved at low bias with εg = 0.4 V/Å.

Next, we turn our focus to TMR, which is calculated using the common optimistic
deﬁnition [48, 106]: TMR = (IPC − IAPC )/IAPC . Fig. 4.7b summarizes the bias and εg
dependent TMR values. In the absence of εg , TMR increases from 60 % at 0.2 V to
reach a peak value of 350 % at 0.8 V and then gradually drops to 20% at 2.0 V. Since
achieving atomic level control at the molecule-lead interface is a daunting challenge from
the experimental perspective, we have varied the interfacial distance between the molecule
and lead to gauge the junction dependent effect on TMR. For the two representative
interfacial distances (1.9 Å and 2.5 Å), a similar bias dependent variation of TMR is noted.
When we apply the gate ﬁeld, the variation of TMR with Vsd follows a similar trend, but
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Figure 4.7: (a) Spin-injection coefﬁcient (η ) for the parallel spin conﬁguration as a
function of gate ﬁeld (εg ); η is zero for the antiparallel spin conﬁguration at low bias.
(b) Bias (Vsd ) dependent TMR as a function of gate ﬁeld. Reprinted ﬁgure with permission
c 2014
from K. B. Dhungana and R. Pati, Appl. Phys. Lett. 104, 162404-162407 (2014). 
AIP Publishing LLC.

the magnitude of the peak value of TMR enhances signiﬁcantly. For example, when we
change the gate ﬁeld from 0.0 V/Å to 0.4 V/Å, the peak value of TMR increases from
350% to 1470 % (320% ampliﬁcation), and the position of the peak shifts from 0.8 V to
0.3 V.

4.3.3 Transmission

In order to gain a deeper understanding of the observed giant ampliﬁcation in TMR, we
examine the spin polarized transmission for PC and APC. First, we focus on the low bias
transmission. In the case of PC (Fig. 4.8a), for εg = 0 V/Å, the transmission peaks from
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Figure 4.8: Gate ﬁeld dependent spin polarized transmission at Vsd ∼ 0.3 V for the parallel
(PC) and the anti-parallel (APC) spin conﬁguration. (a) εg = 0.0 V/Å, (b) εg = 0.4 V/Å, (c)
εg = 0.0 V/Å, (d) εg = 0.4 V/Å. Notation: α stands for spin up and β stands for spin down
states. Reprinted ﬁgure with permission from K. B. Dhungana and R. Pati, Appl. Phys.
c 2014 AIP Publishing LLC.
Lett. 104, 162404-162407 (2014). 

α states are closer to the Fermi energy than the beta states resulting in a higher current
from the α states than the β states. As we increase the gate ﬁeld from 0 V/Å to 0.4 V/Å
(Fig. 4.8b), the transmission peak position for the α state at 0.26 eV is shifted to 0.12
eV bringing it much closer to the Fermi energy. In contrast, the β states do not show a
strong response to εg . This explains why we see a much higher current from the α state
than the β state with the increase of εg , which is also reﬂected from the εg dependent η
values (Fig. 4.7a). In the case of APC, at zero bias, both α and β states transmissions are
identical as expected. A small discrepancy between α and β states in Fig. 4.8c is due to
small bias induced asymmetry. When we increase the εg (Fig. 4.8d), though height of the
transmission peak (at 0.48 eV) from the β state increases and the transmission peak height
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at 0.41 eV from the α state decreases, no change in transmission values are found within
the close vicinity of the Fermi-energy. This leads to no appreciable change in APC current
at a low bias (Fig. 4.6). For higher bias (∼ 1.8 V), at εg = 0.4 V/Å, the transmission peaks
position for PC and APC (Figs. 4.9a and 4.9b) move away from the Fermi energy for both

α and β states. A closer inspection of Fig. 4.9a reveals that the height of the transmission
peaks for both α and β states in PC decreases at Vsd = ∼ 1.8 V resulting in a NDR feature
in current. However, in the case of APC (at Vsd = ∼ 1.8 V), the transmission peak from α
state increases; β states are not affected. This leads to an increase in current for the APC
with the increase of Vsd .

Figure 4.9: Transmission plots for (a) PC and (b) APC at bias ∼ 1.8 V and εg = 0.4 V/Å. (c)
Gate ﬁeld dependent Stark shift associated with the Lowest Unoccupied Molecular orbital
(LUMO) for PC and APC. Notation: α stands for spin up and β stands for spin down states.
Reprinted ﬁgure with permission from K. B. Dhungana and R. Pati, Appl. Phys. Lett. 104,
c 2014 AIP Publishing LLC.
162404-162407 (2014). 

Since the unoccupied frontier molecular orbitals (MOs) are found to provide the spatial
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path for transmission of spin polarized electrons from source to drain in all cases (Figs. 4.4
and 4.5), we analyze the lowest unoccupied molecular orbital (LUMO) for α and β states
in PC and APC for the active scattering region. In the case of PC, for the α state, at εg =
0.0 V/Å, in addition to the ruthenium d-state at the octahedral position, which mediates the
coupling between the two perpendicular ter-pyridine complexes, the nickel d, s and sulfur
p states contribute to the LUMO at a low bias; in contrast, for the β state, the LUMO has
a very small d and s components of nickel lead.This explains why we see a much higher
transmission from the α state near the Fermi energy (Fig. 4.8a). In the case of APC, for
both α and β states, nickel d as well as s, and sulfur p states at one interface only contribute
to the LUMO, resulting in a smaller transmission (Fig. 4.8c) near the Fermi energy. When
we increase εg from 0.0 V/Å to 0.4 V/Å, in the case of PC, the electron distribution in the
molecule for the α state localizes along the direction of gate ﬁeld resulting in a shift in
energy level toward the Fermi energy. For β states, the response to εg is found to be much
weaker. In the case of APC, for εg = 0.4 V/Å(Fig. 4.8d), we ﬁnd the electron distribution for
both α and β states to localize in the direction of εg . Increasing the Vsd for PC (Figs. 4.9a)
leads to localization of electron distribution along the direction of current carrying axis
causing the transmission peak heights to decrease. However, in the case of APC, interface
states (p-component of sulfur and small d-component of nickel) contribute to the LUMO
for the α state with the increase of bias. To quantify the orbitals’ response to the gate ﬁeld,
we examine the Stark shift (ε (εg ) - ε (εg = 0)) corresponding to α and β -LUMO for PC
and APC (Fig. 4.9c). Fig. 4.9c shows that α state exhibits much stronger Stark shift with
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increase in gate ﬁeld in comparison to β state for PC conﬁrming the distinct spin dependent
transmission; for APC, both the α and β states show same Stark shift as expected.

4.3.4 Conclusions

In conclusion, we have demonstrated a molecular spin valve transistor by showing giant
ampliﬁcation of tunneling magnetoresistance in a single molecular junction via gate ﬁeld.
Our ﬁrst-principles quantum transport calculations reveal that a modest change in the gate
ﬁeld from 0 to 0.4 V/Å, which is experimentally accessible [15], can lead to a 320 % change
in TMR. Despite the challenges, the recent experimental demonstration of single molecular
transistors [15, 16] suggest that our prediction of a molecular spin valve transistor would
open up experimental initiative toward its practical realization.

74

Chapter 5

Electrical tuning of spin-current in a
boron nitride nanotube quantum dot*

5.1

Introduction

Spintronics, which relies on the spin state of the electron to store, transport, and
process information, has been the subject of intense research since the discovery of
giant magneto-resistance [33]. With the revolutionary progress in nanotechnology in
recent years enabling the manipulation of electron spins in nanoscale tunnel junctions
[43, 45, 128, 129, 130, 131, 132, 133], it has crossed the boundary of conventional, all
*Portion of this chapter is copied from the Physical Chemistry Chemical Physics vol. 16, page 7996-8002,
year 2014 by Kamal B. Dhungana and Ranjit Pati. Copyright - Appendix B. DOI: 10.1039/C4CP00325J

75

metallic, solid state multi-layered structures [35, 34, 134] to reach a new frontier, where
nano-structures are being used as controlled spin-carriers. When a quantum-conﬁned
nanostructure (QCNS) having a non-magnetic character is used as a tunnel barrier between
two magnetic electrodes, it offers new opportunities for the spin manipulation via external
electric ﬁeld — an important prerequisite for nanoscale spintronics [39, 135, 136]; the
QCNS in contact with a ferromagnetic lead loses its non-magnetic property due to the
magnetic proximity effect and becomes spin-polarized [137, 138]. The external electric
ﬁeld then not only modulates the shape of the spin orbital [136] and position of the discrete
spin-polarized eigen-channels of the QCNS due to the Stark effect, but also it modiﬁes the
electronic and magnetic structure at the interface [39, 47, 132, 135, 139, 140], which plays
a dominant role in dictating the spin current behavior of the device.

For example, using molecular quantum dot, researchers have already demonstrated giant
magnetoresistance effect in molecular tunnel (MT) devices [43, 45, 133]. However, the
strong sensitivity of magnetoresistance to the junction structure [92] and the difﬁculty in
achieving atomic level controls at the interface make the implementation of the MT device
an arduous task. Other promising nano-structures being investigated as spin-carriers are
carbon nanotube quantum dots (CNTQD) coupled to ferromagnetic electrodes [40, 129,
130]. The gate ﬁeld induced switching of the exchange ﬁeld has already been established
in this system [129]. In addition, the sign modulations of tunnel magnetoresistance (TMR)
in both two and three terminal CNTQD-magnetic junctions have been reported [130, 141].
But the difﬁculty in separating the metallic CNT from the semiconducting one poses a
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signiﬁcant hurdle toward their practical applications in spintronics. On the other hand,
a robust semiconducting boron nitride nanotube (BNT) [142, 143], which is structurally
similar to CNT, would be an ideal tunnel barrier for the spin transport because its electronic
property is independent of its chirality. BNT is also found to exhibit a giant response to the
transverse electric ﬁeld [144] due to strong Stark effect arising from the ionic nature of BN
bonds — offering new opportunities to control spin current via electric ﬁeld. However, up
until now, no efforts have been made to understand the spin current in such a device.

Here, we use a boron nitride nanotube quantum dot (BNTQD) as a tunnel barrier between
two ferromagnetic nickel electrodes to probe the electric ﬁeld manipulation of spin current.
Our ﬁrst-principles investigation reveals transverse electric ﬁeld (εg ) induced switching in
the sign of exchange coupling (J) and tunnel magneto resistance together with a very high
spin injection efﬁciency. The precise role of BNTQD/Ni interface on switching the sign
of J and TMR is identiﬁed. In addition, we have observed an intriguing bias dependent
switching in spin-polarized current with a robust negative differential resistance (NDR)
feature at a higher εg . The origin of this novel switching property is attributed to the strong
ﬁeld-induced modiﬁcation of the spin orbitals due to the Stark effect.

The rest of the chapter is organized as follows. In the section 5.2, we present brieﬂy the
device modeling. Results and discussions are described in the section 5.3, followed by a
brief conclusion in the section 5.4.
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5.2

Device modeling

The spin-up and the spin-down components in the presence of εg are calculated within
σ =
the multichannel Landauer-Büttiker formalism: Isd

f (E, μ1 )]×dE.

e  μ2 σ
h μ1 T (E,Vsd , εg )×[ f (E, μ2 ) −

T σ (E,Vsd , εg ) is the transmission function obtained from the bias

dependent spin-polarized Green’s function, which is calculated as: Gσ (E,Vsd , εg ) = [E ×
σ (V , ε ) − Σσ (V , ε ) − Σσ (V , ε )]−1 . μ
SQD − HQD
1,2 are the electro-chemical potentials
sd g
sd g
sd g
r
l

at the leads, which are determined self-consistently (see Ref. 92 for details). HQD (Vsd , εg )
is the bias dependent Kohn-Sham Hamiltonian for the BNTQD; Σσl,r (Vsd , εg ) are the bias
dependent spin-polarized self-energy functions, which permit the BNTQD to exchange its
spin-polarized electrons and energy with the semi-inﬁnite electrodes. We have considered a
chemically bonded junction where the ground state based DFT has been found to be a good
approximation [28, 112, 115, 116, 117, 145]. The interfacial distance between BNTQD
and nickel surface is 1.9 Å, which is obtained by minimizing the repulsive interaction
within the spin unrestricted density functional theory. The energy versus interface distance
curve is found to be parabolic around 1.9 Å that further justiﬁes the use of ground
state based DFT in our calculations. An orbital dependent B3LYP hybrid functional
for exchange-correlation and an all-electron 6-311g* Gaussian basis set [126] is used to
describe the atoms in the device. A true dynamically corrected spin-polarized exchange
correlation potential [123, 121] would better represent the transport properties; however, it
is difﬁcult to implement in such a system. It should be noted that the use of all electron
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basis set leads to a spin-polarized Hamiltonian matrix of the active scattering region with
a dimension of 1572 × 1572 for each applied bias point. An energy grid of 0.001 eV is
used for integration of the transmission. The real space approach adopted here allows us to
include the most crucial electronic and magnetic structure details of the BNTQD junction
from the ﬁrst-principles. The modiﬁcation in the electronic and magnetic structure of the
device due to the transverse electric ﬁeld (εg ) is incorporated through the inclusion of a
dipole interaction term (εg .∑ ir(i)) in the Kohn-Sham Hamiltonian as a perturbation; the
strength of the dipole interaction is much weaker compared to the electronic interaction.
Since the perturbed dipole interaction term contains only single particle interactions, we
add it to the core Hamiltonian during the self-consistent electronic structure calculation to
include both the ﬁrst and higher order Stark effects.

5.3

Spin Polarized Transport

First, we consider a prototypical BNTQD-magnetic tunnel junction as shown in Fig.
5.1. For a practical reason, an optimized (6,0) BNT of length 12.3 Å is sandwiched
between two Ni (111) electrodes to build the open device structure. It should be noted
that tunnel junction with CNTQD channel of diameter of ∼ 1 nm has been fabricated
[131]. Furthermore, gate ﬁeld induced ampliﬁcation in a molecular transistor with channel
length as small as ours’ ( ∼ 1 nm) has been demonstrated [16]. Since the electrons in the
BNT considered here are strongly conﬁned in all three dimensions, and there is a lattice
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mismatch between BNT and Ni at the interface, we term it as a BNTQD. Then, we recourse
to a bias dependent, single particle many-body Green’s function approach [24, 25, 47, 127]
to obtain the spin dependent current in the BNTQD tunnel device for the parallel spin
conﬁguration (PC) and the anti-parallel spin conﬁguration (APC) between the electrodes.
Unlike our early work [26], here the bias effect is included self-consistently [92]. It is
important to note that the self-consistent inclusion of bias allows us to create an imbalance
in carrier concentration at the leads; on one lead there is a charge surplus and at the other
lead there is a charge depletion resulting to residual resistivity dipoles [25]. This is reﬂected
in the bias dependent planar average electrostatic potential proﬁles for the PC and APC
(Fig. 5.2). Both the proﬁles show an almost linear drop in the potential across the junction
with constant potentials at the leads. The magnitude of the potential drops at two leads
for both PC and APC are different, conﬁrming the asymmetric nature of the BNTQD-Ni
interfaces at the electronic level.

Spin polarized current. Since the spin coherence length is expected to be longer than
the length of the BNTQD channel considered here, we have adopted a coherent spin
conserved tunneling approach [48, 24, 47, 107, 106, 146, 147] where the total current is
obtained simply by adding the spin-up and the spin-down currents. The results for the
total spin-polarized current as a function of εg for the PC and the APC are presented in
Figs. 5.1a and 1b, respectively. The lead is assumed to have a single magnetic domain as
shown in the inset of Figs. 5.1a and 1b. It is noteworthy to mention that in both cases the
spin-down states are found to contribute signiﬁcantly to the total current ( see Supporting
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Information). In the absence of εg , the current for the PC (IPC ) is found to be higher than
the current for the APC (IAPC ). A steady increase in current is noted for the bias up to
∼0.5 V beyond which a non-linear feature in the current is observed for both PC and APC.
Remarkably, within the linear current regime, with the increase of εg , the IPC is found to
decrease in contrast to the increase in IAPC . A closer inspection shows a much stronger
response to εg in the APC compared to that in the PC. For example, at a small bias of 0.2
V, there is a 16% decrease in the IPC compared to an increase of 221% in the IAPC when εg
increases from 0 to 2.04 V/Å. For a higher εg , the total currents for both PC and APC rise
initially to reach peak values with the increase of Vsd and then drop to valley points with
the subsequent increase in Vsd before increasing again, revealing clear NDR features. For

εg = 2.04 V/Å, the peak to valley current ratio (I p /Iv ) in the APC is found to be 1.7; for PC
the I p /Iv is 1.4.

Tunnel magnetoresistance. To quantify this surprisingly contrasting response between
the PC and the APC to εg , we have calculated the TMR as (IPC − IAPC )/IAPC . Fig. 5.3
summarizes the bias dependent TMR data for εg = 0.00 V/Å and 2.04 V/Å. In the absence
of the transverse electric ﬁeld, the signs of TMR values are found to be positive for all
the bias points considered here. In contrast, for εg = 2.04 V/Å, the signs of TMR values
are found to be negative. To elucidate this unique transverse electric ﬁeld dependent TMR
result, we have calculated the TMR as a function of εg at a small bias of 0.2 V (Fig.
5.1c). A signiﬁcant variation in TMR from +23% to -67% with the switching of sign at a
critical electric ﬁeld (∼ 0.8 V/Å) is noted. We have also performed spin-polarized current
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Figure 5.1: Isd -Vsd curves in a BNTQD tunnel junction for (a) PC and (b) APC as a
function of εg . Insets show the schematic junction structures. (c) TMR vs. εg at Vsd
of 0.2 V. (d) Exchange coupling (J) as function of εg . Inset shows the εg dependent
spin-proﬁles at the interfaces. The height and width of the arrow determine the magnitude
of magnetic moment. Up and down arrows denote positive and negative magnetic moments
respectively. Reprinted ﬁgure with permission from K. B. Dhungana and R. Pati, Phys.
c The Owner Societies 2014.
Chem. Chem. Phys. 16, 7996-8002 (2014). 

calculation using a (7,0) BNTQD channel of same length with the same interface distance
to check whether the switching feature in TMR observed here persists for other diameters.
Indeed, we have found a similar switching feature in TMR as observed for (6,0) BNTQD,
which conﬁrms the general nature of our observations irrespective of the diameter of the
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Figure 5.2: (a) for PC and (b) for APC. The vertical dotted lines represent the planar atomic
position of the device along the direction of current; the horizontal dotted line refers to the
equilibrium situation; REP refers to the potential drop with respect to the equilibrium.
Reprinted ﬁgure with permission from Kamal B. Dhungana and Ranjit Pati, Phys. Chem.
c the Owner Societies 2014.
Chem. Phys. 16, 7996-8002 (2014). 
tube. It should be noted that a signiﬁcant diameter dependent band-gap modulation with εg
has been reported in pristine BNT [148, 149]. The band-gap modulation has been shown to
increase with the tube diameter [148, 149] and is found to be independent of chirality. This
clearly suggests that a smaller critical ﬁeld (εgc ) than that found in our calculation would be
sufﬁce to switch the TMR in a BNTQD junction with larger diameter. In addition, the same
order of transverse electric ﬁeld as predicted here has been applied experimentally on BNT
of diameter 16.3 ± 6 Å to observe giant Stark effect [144], which implies that our predicted
critical ﬁeld for switching TMR would be accessible to the experiment [15, 150]. It is also
worthwhile to note that a similar gate ﬁeld dependent switching in the sign of TMR has
been observed at low temperature in a CNTQD-magnetic tunnel junction device [130].
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Figure 5.3: TMR as a function of applied bias (Vsd ) for (a) εg = 0.00 V/Å, and (b) εg =
2.04 V/Å. Reprinted ﬁgure with permission from K. B. Dhungana and R. Pati, Phys. Chem.
c The Owner Societies 2014.
Chem. Phys. 16, 7996-8002 (2014). 

Magnetic exchange coupling. To understand the origin of switching in the sign of TMR,
the magnetic exchange coupling, J = EPC − EAPC , is calculated as a function of εg (Fig.
5.1d). EPC and EAPC are total energies for the PC and the APC respectively in the
extended system. At zero εg , J is found to be positive with the APC being the more stable
conﬁguration. When we increase εg from 0 to 2.04 V/Å, the value of J is found to decrease
toward a negative value with the switching of sign at εg of ∼ 0.8 V/Å. A strong correlation
is found between the variation of J and TMR; the switching of J is found at a slightly higher

εg than TMR. This can be understood from the fact that J calculation does not consider the
imaginary part of the Hamiltonian as incorporated in TMR calculation for the open device.
To gain deeper insights into the cause of sign reversal in J, we examine the spin proﬁle of
the device as a function of εg . Due to strong exchange interactions between the electrons
at the interface, the non-magnetic BNTQD becomes spin polarized and the atoms that are
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in close proximity to Ni gain substantial magnetic property [137, 138]; the interface now
acts as a spin-interface [139, 47]. Since we have B atoms at the one interface and N atoms
at the other, there is an asymmetric spin proﬁle at the interfacial atoms. For example, in
the case of APC, the average magnetic moment per atom (μ̄ ) in the nitrogen layer at the
close vicinity of Ni lead (∼ 1.3 μB per atom) changes from - 0.12 μB to -0.07 μB when
we increase εg from 0 to 2.04 V/Å; in the case of boron-nickel interface layer, μ̄ for boron
changes from -0.01 μB to -0.03 μB . For PC, μ̄ in the boron layer at the interface decreases
from 0.16 μB to 0.13 μB by changing εg from 0 to 2.04 V/Å; only a small change from
0.47 μB to 0.48 μB is noted for the μ̄ in the nitrogen layer at the interface. This spin proﬁle
at the interface is shown schematically in the inset of Fig. 5.1d. For εg < εgc , the strong
negative exchange interaction between Ni and N at the interface for the APC (favored by
the Hund’s rule) explains the stability of the anti-parallel conﬁguration over the PC. For

εg > εgc , there is a substantial decrease in the magnetic moment of the N at the interface
for the APC resulting in a lower negative exchange interaction at the Ni/N spin-interface;
at the same time, the magnetic moment of the B at the other interface increases leading to
a stronger positive exchange interaction at the Ni/B spin-interface. Conversely, for εg >

εgc , a substantial decrease in the magnetic moment at the B for the PC leads to a weaker
positive exchange interaction at Ni/B spin-interface. This makes the PC more stable than
the APC for εg > εgc . Thus, unambiguously, we conﬁrm that the electric ﬁeld manipulation
of spin-interface is the main cause for switching of J and TMR. Now the question arises:
What is the mechanism that causes the change in spin proﬁle at the interface between PC
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and APC ? To answer this, we calculate electric dipole moment α j and polarizability β jk
for PC and APC (shown in the Table I). Since the y-components of dipole moment and
polarizability for PC and APC are distinct, each spin conﬁguration responds uniquely to
the transverse electric ﬁeld due to Stark effect [136]. This, in fact, results in an energy
cross over and switching of J. Next, we turn our focus to another important factor, the spin
injection co-efﬁcient, η , which dictates the spin injection efﬁciency from Ni electrode to
BNTQD. It should be noted that spin injection into a semiconductor from a ferromagnetic
contact can be measured using spin-resolved two-photon photoemission technique [151].
We have calculated the bias dependent η as [47]: η = (Iup − Idown )/(Iup + Idown ); Iup and
Idown refer to the spin-up and spin-down components of the current, respectively. For PC,
the maximum and minimum spin injection factors (ηmax and ηmin ) are found to be -0.89
and -0.81, respectively (Fig. 5.4a). In APC, ηmax and ηmin are found to be -0.74 and -0.61,
respectively ( Fig. 5.4b). These high values of η suggest that the Ni/BNTQD spin-interface
acts as an natural spin-selective tunnel barrier for spin injection.

Spin dependent transmission. To further our understanding of the observed εg dependent
spin current behavior in PC and APC, we have analyzed the T σ (E,Vsd , εg ). For brevity,
the results for T σ at two representative εg s (0 and 2.04 V/Å) are summarized in Figs.
5.5a and 5.5b. In both PC and APC, we ﬁnd a substantially higher contribution to the
transmission from the spin-down states, which explains the higher observed spin-down
current. A signiﬁcant broadening occurs in the spin-down case for both PC and APC,
which can be inferred from the spilling of Ni spin-down density of states (SD-DOS) into
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Figure 5.4: Bias dependent spin injection factor ( η ) in the BNTQD-Ni tunnel junction
for εg = 0 V/Å: (a) parallel spin conﬁguration (PC), and (b) anti-parallel spin conﬁguration
(APC). Since Idown > Iup , the η is found to be negative. Reprinted ﬁgure with permission
from Kamal B. Dhungana and Ranjit Pati, Phys. Chem. Chem. Phys. 16, 7996-8002
c The Owner Societies 2014.
(2014). 

the BNTQD due to the strong coupling at the interface and a much higher SD-DOS of the
Ni-lead at the Fermi energy. The asymmetry in T σ between spin-up and spin-down states
for the APC is expected due to intrinsic structural asymmetry at the interface and the bias
induced electronic asymmetry. Transmission data show a much weaker response to εg in
the case of PC as compared to the APC, which is also reﬂected in their respective total
spin-polarized currents. A closer inspection of Figs. 5.5a and 5.5b reveals that the height
of the transmission feature near the Fermi energy decreases for the PC with the increase of

εg (Fig. 5.5a). In contrast, a substantial increase in the height of the transmission feature
is observed for the APC near the Fermi energy with increasing εg (Fig. 5.5b). This clearly
explains the observed decrease in current for the PC compared to an increase in current for
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the APC at a smaller bias with increasing εg . In the absence of εg , the transmission height
for the PC in the vicinity of the Fermi energy is higher than that in APC resulting a higher
IPC than IAPC (Figs. 5.1a and 5.1b).

Figure 5.5: εg dependent spin-polarized transmission for (a) parallel spin conﬁguration
and (b) anti-parallel spin conﬁgurations at Vsd of ∼ 0.2 V. Reprinted ﬁgure with permission
c
from K. B. Dhungana and R. Pati, Phys. Chem. Chem. Phys. 16, 7996-8002 (2014). 
The Owner Societies 2014.

Nonlinear spin-polarized current. Now the question arises: What is the cause for the
strong non-linear NDR behavior in the spin-polarized current at a higher εg ? To answer
this subtle question, we have looked at the T σ at εg = 2.04 V/Å for both the PC and the
APC. Since the APC shows a much stronger non-liner response at a higher εg , we have
summarized the results for only the APC ( Fig. 5.6a); only four bias points are considered.
The transmission height decreases within the chemical potential window (CPW) for the
spin-down states as Vsd increases from 0.35 V to 0.72 V. However, since the width of the

88

CPW is much higher for Vsd = 0.72 V and the current is dictated by the area under the
transmission curve within the CPW, we observe a higher current at Vsd = 0.72 V. When
we increase the bias further to Vsd = 1.51 V, in spite of the increase in CPW width, we see
a substantial drop in the height of the transmission within CPW resulting in a signiﬁcant
drop in current leading to a NDR feature. A similar drop in transmission with increase in
bias leading to NDR feature has been observed in molecular junction [26]. It should be
pointed out that Vsd = 0.72 V and 1.51 V correspond to the peak-current and valley-current
position respectively for the APC. When we increase Vsd to 1.92 V, the spin-up states start
contributing signiﬁcantly within the CPW leading to an increase in total current. The next
question is: Why do we see a signiﬁcant drop in transmission with the increase in Vsd ? We
examine the bias dependent spin orbital for the APC and its response to εg to answer this
inquiry. One of the frontier spin-down orbitals (i.e the highest occupied orbital of the active
scattering region, HOMO) that contributes to the transmission within the CPW is presented
in the inset of Fig. 5.6a. A dramatic transformation in the shape of the spin orbital is
noticeable as Vsd changes from 0.35 V to 1.51 V. For Vsd = 0.35 V, the electron (spin-down)
cloud is distributed at both the interfaces despite some asymmetry in distribution between
the two interfaces. With the increase of Vsd , the asymmetry in electron density distribution
between two interfaces increases; at Vsd = 1.51 V (valley point), due to the strong ﬁeld
induced orbital mixing, the electron cloud is distributed only at the Ni/B interface resulting
in a smaller T σ , and hence I σ .
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Table 5.1
Components of dipole moment (α ) and polarizability (β ) for parallel spin conﬁguration
(PC) and anti-parallel spin conﬁguration (APC). Reprinted table with permission from K.
c The
B. Dhungana and R. Pati, Phys. Chem. Chem. Phys. 16, 7996-8002 (2014). 
Owner Societies 2014.

comp.
PC
APC

Dipole moment(a.u)
αx
αy
αz
0.08 0.14 9.59
0.95 0.79 8.58

Polarizability(a.u)
β xx
β yx
β yy
692.78 -006.03 692.53
677.26 -006.17 675.82

β zx
042.62
-022.72

β zy
-000.72
122.57

β zz
5215.20
5898.05

Stark effect. To understand the non-linear response at higher εg in greater detail, we then
examine the Stark shift for both PC and APC for the extended system (Fig. 5.6b). The
Stark shift is calculated as: δ E n = εgn (Vsd ) − εg (Vsd = 0), where n corresponds to different
participating spin orbitals and εg is the energy of the spin orbital in the presence of εg and
Vsd . H0 — the energy of the spin-down HOMO at equilibrium — is considered as the
reference energy, εg (Vsd = 0). Since spin-down states dictate the behavior of the current,
we have presented the results only for the spin-down states at εg = 0 and 2.04 V/Å. A
j

j

strong non-linear Stark shift (∑ j α j εg + 12 ∑ j,k β jk εg εgk + .........) for the frontier orbitals at
a higher bias is noticeable at εg = 2.04 V/Å. Each spin orbital responds differently to εg as
each orbital has a unique electron density distribution with distinctive dipole moment and
polarizability. APC is found to exhibit a much stronger response to the transverse electric
ﬁeld (energy level spacing between H0 and H1 decreases signiﬁcantly) than the PC. This
can also be inferred from the calculated dipole moment and polarizability (Table I). In the
case of the APC, α y and β zy (components along the transverse ﬁeld direction) are much
stronger than that in PC.
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Figure 5.6: (a) Bias dependent spin-polarized transmission for the APC of the extended
system at εg = 2.04 V/Å. Dotted lines represent the chemical potential window (CPW).
The inset shows the bias dependent spin-down HOMO for the APC at εg = 2.04 V/Å. (b)
Bias dependent Stark shift corresponding to the frontier spin-down orbitals as a function
of εg . Upper two panels are for PC and lower two panels are for APC. H0, H1 refer to the
HOMO and HOMO-1, and L0, L1 refer to the LUMO and LUMO+1 spin-down orbitals in
the extended system. Reprinted ﬁgure with permission from K. B. Dhungana and R. Pati,
c The Owner Societies 2014.
Phys. Chem. Chem. Phys. 16, 7996-8002 (2014). 

5.4

Conclusions

We have demonstrated electrical manipulation of quantum spin state of the electron in
a BNTQD-magnetic tunnel junction device to show switching in the sign of exchange
coupling and tunnel magnetoresistance. Most importantly, the switching feature in tunnel
magnetoresistance observed here is found to be independent of the diameter of the BNTQD
channel, conﬁrming the general nature of our prediction. Electric ﬁeld induced Stark effect
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causing a change in magnetic exchange interaction at the interface is found to be the main
mechanism behind the switching in sign. In addition, we have observed a very high spin
injection efﬁciency from nickel electrode to BNTQD. We expect the magnitude of the
critical electric ﬁeld for switching the sign of tunnel magnetoresistance to decrease with
the increase in diameter of the BNTQD as revealed from the band-gap modulation study
in pristine BNT. Since the predicted external electric ﬁeld for switching the sign of tunnel
magneto-resistance is within the range accessible to the experiment, we expect our ﬁndings
would open up new initiatives for the application of the BNTQD tunnel device in next
generation spin based nano-scale electronics.
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Chapter 6

Fluorine Functionalized Boron Nitride
Nanotube for Spintronics*

6.1

Introduction

A boron nitride nanotube (BNNT) [152, 153, 143] is an inorganic analogous of carbon
nanotube (CNT) [154]. Unlike in CNT, the electronic structure is independent to chirality in
BNNT [142, 144, 155]. However, the observed large band gap and high electrical resistivity
hinder its application in nano-electronics [156]. Over the past three decades, several
attempts have been made to tune the band gap of BNNT [156]. For example, the transverse
*Portion of this chapter is copied from the Journal of American Chemical Society vol. 136, page
11494-11498, year 2014, and Sensors vol. 14, page 17655-176585, year 2014 by K. B. Dhungana and
R. Pati. Copyright - Appendix C. DOI: 10.1021/ja505757f & DOI:10.3390/s140917655
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electric ﬁeld is utilized for modulating the band gap; the electric ﬁeld reduces the band gap
signiﬁcantly [144]. This effect is noticed to be diameter dependent [148, 149]. Similarly,
researchers have used functionalization and doping of BNNT with different foreign species
for tuning the band gap of BNNT; foreign species, such as atoms, molecules, and metallic
clusters, have been used [156]. The functionalization of BNNT with ﬂuorine atoms is
found to enhance the conductivity of BNNT and has received the attention in recent years
[157, 158, 159, 160, 161].

In a pioneering attempt, Tang et al. reported the synthesis of ﬂuorinated BNNTs using a
novel technique, where they introduced ﬂuorine atoms during the tube growth [157]. They
found the resistivity of the F-BNNT to be about three order of magnitude smaller than
that of the pristine BNNT; the ﬂuorinated BNNT has also been shown to exhibit p-type
semiconducting behavior [158]. Soon after the experimental realization, based on a ﬁrst
principles approach, Li and co-workers ﬁrst showed that the chemisorption of ﬂuorine can
induce spontaneous magnetization [159]. In another instance, Zhang et al. have shown for
the ﬁrst time that ﬂuorine atoms adsorbed on BNNT can induce long-ranged ferromagnetic
spin ordering along the tube [160]. Thus, it is evident that the ﬂuorinated BNNT is a novel
metal free magnetic entity with high conductivity, which makes it a suitable candidate
for applications in spin based electronics (spintronics) [161]. It should be noted that
the quest for novel metal free magnetic materials, which exhibit magnetism at a higher
temperature, has been intensively pursued since the discovery of magnetic polymerized
C60 [162]. Despite the desirable properties of ﬂuorinated BNNTs for applications in
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spintronics, the spin dependent transport properties in the F-BNNTs metal junctions are
not yet explored. Understanding the spin dependent current in such a junction not only
depends on the intrinsic electronic and magnetic properties of F-BNNT but also on the
electronic structure of the ﬂuorinated BNNT-lead interface.

In this chapter, using a ﬁrst principles approach, we unambiguously conﬁrm the
ferromagnetic ordering of spins in the ﬂuorinated BNNT and show that the chemisorption
of ﬂuorine on a BNNT quantum dot with a coverage of 4.1 % changes the conductance
from 6.2 nS to 3.9 μ S, which is in very good agreement with the experimental observation.
Most importantly, our ﬁrst principles quantum transport study predicts that the F-BNNT
quantum dot can act as a perfect spin ﬁlter with efﬁciency of 99.8 %. Further conﬁnement
of electrons in the F-BNNT quantum dot by passivating the two open ends of the channel
with hydrogen atoms (weakly coupled junction) leads to additional enhancement of the
spin ﬁlter efﬁciency. A minimal change in spin ﬁlter efﬁciency is found with the change
in channel length; the change in F-coverage from 4.1 % to 8.2 % is found to alter the spin
ﬁlter efﬁciency by a small amount from 99.8 % to 99.1 %. These results thus suggest that
the observed high spin ﬁlter efﬁciency is a general feature of the F-BNNT.

The rest of the chapter is organized as follows. In section 6.2, we will brieﬂy describe our
computational method. Results and discussions are presented in section 6.3, followed by a
brief summary in section 6.4.
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6.2

Computational Method

Since BNNTs prefer to adopt a zigzag structure during experimental growth [163, 164], we
have considered a representative zigzag BNNT of chirality (6, 0) for our study. A periodic
density functional theory that employs plane wave basis functions and uses generalized
gradient approximation (PW91) for the exchange-correlation is used for the electronic
structure calculation of the pristine BNNT. The projected augmented wave (PAW) approach
is used to describe the valence-core interaction. We use 1 × 1 × 11 k point grid within the
Monkhorst-Pack (MP) scheme to sample the Brillouin zone. Calculations are performed
using the Vienna ab initio simulation (VASP) code [165]. The structure is considered
optimized when the force on each atom is ≤ 0.01 eV/Å; the convergence criterion for
the energy is 10−6 eV. For the ﬂuorinated BNNT, we have used the spin polarized DFT
and have considered a 4.1 % coverage of ﬂuorine i.e. one ﬂuorine atom in the super cell
comprising of twenty-ﬁve atoms. Our choice of a small F coverage of 4.1 % is prompted
by a similar low coverage used in the experiment [157, 158].

To study the electron transport property of the ﬂuorinated BNNT, we have constructed a
prototypical device by sandwiching a fragment of the F-BNNT (∼ 1.5 nm length) between
two gold electrodes (Fig. 6.1). It should be noted that the experimental measurement
of current in the F-BNNT is carried out with gold electrodes [157]. Since electrons are
conﬁned in the F-BNNT channel and there is a lattice mismatch between the gold electrode
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Figure 6.1: Schematic diagram of a spin-ﬁlter with F-BNNTQD as the channel. Σl and Σr
are the self energy functions that allow the F-BNNTQD to exchange energy and electrons
with the semi-inﬁnite gold electrodes of the open device. Reprinted ﬁgure with permission
c The
from K. B. Dhungana and R. Pati, J. Am. Chem. Soc. 136, 11494-11498 (2014). 
American Chemical Society.

and F-BNNT, we term the channel hereafter as the F-BNNT quantum dot (QD). Since the
F-BNNTQD is magnetic in nature, we have adopted a real space approach that allows us
to construct the spin polarized retarded Green’s function (Gσ ) [47, 127, 161] of the open
device by dividing it into two parts: (i) the active scattering region consisting of the NTQD
together with a ﬁnite number of Au atoms from the lead (Fig. 6.1) and (ii) the rest of the
electrode on each side which is assumed to retain its bulk (3D) property. Subsequently,
a spin conserved tunneling approach as developed in ref. 92 is used to calculate the
spin dependent current in the F-BNNTQD. Spin up (majority) and spin down (minority)
contributions are same in the non-magnetic, pristine BNNTQD-gold junction. A posteriori
B3LYP functional, which eliminates partly the self-interaction error by including the
exact exchange energy from the Hartree-Fock approach, is used to calculate the electronic
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structures. The LANL2DZ effective core-potential basis set that includes scalar relativistic
effects is used to describe the gold atoms, whereas other relatively light atoms (F, B, N) are
represented by the all electron 6-311 G* basis set [126]. A ﬁnite perturbative approach is
used to include the bias effect self-consistently.

6.3

Results and Discussions

6.3.1 Electronic structure

First, we focus on the electronic structure calculations of the pristine and ﬂuorinated
BNNTs. Our calculation yields a direct band gap of 2.77 eV in the pristine BNNT, which is
in line with the previous report [166]. In the case of the F-BNNT, we have considered the
most stable exohedral binding of a ﬂuorine atom on top of a boron atom, which has been
reported to be the most favorable conﬁguration [159, 160, 167, 158]. The binding energy
Eb , deﬁned as Eb = [ EBNNT + EF − EF−BNNT ] for this most stable conﬁguration, is found
to be 3.02 eV; EBNNT , EF , and EF−BNNT are the energies of the pristine BNNT, F atom, and
ﬂuorinated BNNT, respectively. Structure optimization of the F-BNNT shows a F atom
bringing the B atom to which it is bonded out of the surface, resulting in an increased B-N
bond lengths near the adsorption site.

This local deformation changes the sp2 hybridization of a B atom in the pristine BNNT
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Figure 6.2: Electronic band structure of (a) pristine (6, 0) BNNT, (b) ﬂuorinated (6,
0) BNNT (spin up states), and (c) ﬂuorinated (6, 0) BNNT (spin down states); the
Fermi-energy is set to zero. Reprinted ﬁgure with permission from K. B. Dhungana and R.
c K. B. Dhungana and R. Pait.
Pati, Sensors 14, 17655-17686 (2014). 

to the sp3 hybridization in the F-BNNT. A similar ﬂuorine induced hybridization change
for the C atom has been observed in the F-CNT [168]. For a 4.1 % ﬂuorine coverage, the
ﬂuorinated BNNT is found to be magnetic with a total magnetic moment of 1.0 μB for one
F-atom in the unit cell; the unpaired electrons at the N atoms in the vicinity of the adsorbed
F atom created by the loss of some electrons from it to the highly electronegative F atom
contribute to the magnetism.

To analyze the presence of magnetism in F-BNNT, we have also calculated the band
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structures of pristine and ﬂuorinated BNNT, which are shown in Fig. 6.2. No energy levels
are crossing the Fermi-energy in pristine BNNT (Fig. 6.2a). However, partially occupied
energy levels appear in the F-BNNT; Figs. 6.2b and 6.2c shows the majority and minority
bands in F-BNNT, respectively. The dispersion in induced energy levels in F-BNNT
due to ﬂuorine functionalization is small, which shows that the induced energy states are
highly localized. The comparison of majority and minority band structures for F-BNNT at
Fermi-energy shows that the density of state (DOS) for majority and minority spin states at
Fermi-energy are different; as a result this system becomes magnetic [159, 160].

6.3.2 Ferromagnetic spin ordering and thermodynamic stability

We double the size of the supercell with the same coverage of F and perform spin polarized
electronic structure calculations to check for the stability of the ferromagnetic ordering
in the ﬂuorinated BNNT. The ferromagnetic (FM) conﬁguration is found to be more
stable ( by 15 meV) than the antiferromagnetic conﬁguration (AFM), which is in excellent
agreement with the previously reported value [160].

To check for the thermodynamic stability of the FM state, we have calculated the
energy barrier by ﬁnding the energy difference between the metastable paramagnetic state
(expected transition point between the FM and AFM states) and the stable FM state. The
energy barrier is found to be 1.6 eV, which is much higher than the room temperature
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(26 meV). To examine if this FM behavior of F-BNNT persists for a higher F coverage, we
increase the F-coverage to 16.4 % by including four F-atoms in the unit cell; super cell used
for our calculations consists of two unit cells with eight F atoms. The FM conﬁguration is
found to be much more stable (by 0.11 eV) than the AFM conﬁguration as noted for the 4.1
% F-coverage. However, the barrier height between the FM and AFM states decreases to
0.61 eV. Though the barrier height for the 16.4 % F-coverage is smaller than that observed
for the 4.1 % F-coverage, it is still much higher (∼ 23 times) than the room temperature.
This result thus ensures that the stable FM state in F-BNNT can not be inadvertently
switched to the AFM state at a higher temperature – an important characteristic of a metal
free magnetic entity. It is important to note that the magnetic property of the ﬂuorinated
BNNT is different from the ﬂuorinated BN sheet. In the F-BN sheet, both the FM and AFM
states are found to be nearly degenerate [169]. Curvature induced stress in the F-BNNT is
responsible for the ferromagnetic ordering [169].

6.3.3 Current-Voltage characteristics

Next, we turn to current (I) - Voltage (V) calculations in the BNNT and F-BNNT quantum
dots, which is the main focus of the present investigation. Fig. 6.3 summarizes the
calculated I - V characteristics. Since the F-BNNT is magnetic, the total current for this
system is obtained by adding the spin-up (majority) current (I↑ ) and spin-down (minority)
current (I↓ ). The current in the F-BNNTQD is found to be signiﬁcantly higher than that
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Figure 6.3: I-V characteristics of the pristine BNNTQD and F-BNNTQD coupled to the
metallic gold electrodes; channel length is ∼ 1.5 nm. Reprinted ﬁgure with permission
from Kamal B. Dhungana and Ranjit Pati, J. Am. Chem. Soc. 136, 11494-11498 (2014).
c The American Chemical Society.


of the pristine BNNTQD at the same bias. For example, at V = 0.06 V, the current for the
F-BNNTQD is found to be 0.13 μ A, which is 153 times higher than that of the pristine
BNNTQD. This result is in good agreement with the experimental report [157], which
shows a three order lower resistance in the ﬂuorinated BNNT as compared to that in the
pristine BNNT.

6.3.4 Spin-injection efﬁciency and transmission

To gain a deeper understanding of the observed higher current in F-BNNTQD, we examine
up (↑) and down(↓) spin states contributions to the total current (Fig. 6.4). I↓ is found to be
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Figure 6.4: the variation of the magnitude of spin injection coefﬁcient (η ) with bias;
channel length is ∼ 1.5 nm; Up and Down refer to majority and minority spin states,
respectively. Reprinted ﬁgure with permission from K. B. Dhungana and R. Pati, J. Am.
c The American Chemical Society.
Chem. Soc. 136, 11494-11498 (2014). 

appreciably larger than I↑ . To quantify the difference between I↑ and I↓ in the F-BNNTQD,
we have calculated the spin injection factor (η ) as (I↑ − I↓ )/(I↑ + I↓ ). The inset of Fig.
6.4 shows the variation of magnitude of η as a function of applied bias. Within the bias
range considered here, a small variation ( ∼ 0.4 %) of η with bias is noted. The maximum
magnitude of the η value is found to be 99.76 %. It should be noted that for zero bias, the

η value is obtained as (T↑ (E f ) − T↓ (E f ))/(T↑ (E f ) + T↓ (E f )) × 100%, where T↑ and T↓ are
the transmission coefﬁcients for spin-up and spin-down channels, respectively (Fig. 6.5);
the zero bias η value is referred to as the spin ﬁlter efﬁciency. To see how the length of the
F-BNNT channel affects the spin ﬁlter efﬁciency, we have re-calculated the spin dependent
transmission for a longer channel length of about 2 nm (Fig. 6.6). The same interface
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geometry as that of the shorter channel length is considered.

Figure 6.5: Spin dependent transmission in the F-BNNTQD-gold junction; the F-coverage
is 4.1 % and the channel length is ∼1.5 nm; Up and Down refer to majority and minority
spin states, respectively. Reprinted ﬁgure with permission from K. B. Dhungana and R.
c The American Chemical Society.
Pati, J. Am. Chem. Soc. 136, 11494-11498 (2014). 

Though, the height of the transmission values for both the up and down spin states decrease
at the Fermi energy for the longer channel length as expected in the tunneling regime, the
spin ﬁlter efﬁciency is found to be 99.9 %, which is much closer to that observed for
the shorter channel length. Thus, this result conﬁrms that the observed high spin ﬁlter
efﬁciency is a general feature of the F-BNNT channel (within the limit of spin coherence
length). The observed high value of η together with a very small variation with bias
(see inset of Fig. 6.4) makes the F-BNNTQD a potential spin ﬁlter candidate. We have
also calculated the spin dependent transmission for a 8.2 % coverage of F on the BNNT
to examine the dependence of F adsorbates on the spin ﬁlter efﬁciency. The results are
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Figure 6.6: Spin dependent transmission in the F-BNNTQD-gold junction for the channel
length of ∼ 2 nm and F-coverage of 4.1 %; Up and Down refer to majority and minority
spin states, respectively. Reprinted ﬁgure with permission from K. B. Dhungana and R.
c The American Chemical Society.
Pati, J. Am. Chem. Soc. 136, 11494-11498 (2014). 

shown in Fig. 6.7. Despite some noticeable changes in transmission features around the
Fermi energy between the QDs with 4.1% and 8.2 % F-coverage, the transmission from the
minority spin states for the 8.2 % F-coverage is found to be signiﬁcantly higher than that
of the majority spin states at the Fermi energy as noted for the 4.1 % F-coverage (Fig. 6.5).
The spin ﬁlter efﬁciency is found to be 99.1 %, which is slightly smaller than that observed
for a 4.1 % F-coverage. For a longer channel length of ∼ 2 nm (with 8.2 % F-coverage),
the spin ﬁlter efﬁciency is found to be ∼ 1; the transmission from the up state at the Fermi
energy completely vanishes. Thus, our result of high spin ﬁlter efﬁciency is valid for a
reasonably small F-coverage irrespective of channel length.

To simulate a possible defect in the experimental situation, we have removed one ﬂuorine
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Figure 6.7: Spin dependent transmission in the F-BNNTQD-Au junction; F-coverage is
8.2 % and channel length is ∼ 1.5 nm; Up and Down refer to majority and minority spin
states, respectively. Reprinted ﬁgure with permission from K. B. Dhungana and R. Pati, J.
c The American Chemical Society.
Am. Chem. Soc. 136, 11494-11498 (2014). 

atom from the F-BNNT with a 8.2 % F-coverage (12.5 % defect) and have recalculated the
spin dependent transmission (Fig. 6.8). It should be noted that the FM ordering of spins is
found to be the most stable conﬁguration for this defect state with a barrier height of 0.11
eV between the FM and AFM states. From Fig. 6.8, though there is a signiﬁcant change in
the transmission feature with defects is observed as expected in a chemisorbed system, the
transmission from the spin down states is again found to be signiﬁcantly higher than that of
the spin up states at the Fermi energy similar to that in a defect free F-BNNTQD (Fig.6.7).
The spin ﬁlter efﬁciency is found to be 98.7 %, which is slightly smaller than that observed
for the defect free F-BNNTQD. The spin injection efﬁciency has been reported to depend
sensitively on the interface; a strongly coupled junction structure has been found to exhibit
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Figure 6.8: Spin dependent transmission in F-BNNTQD-Au junction with a 12.5 % defect;
F-coverage is 8.2 % and channel length is ∼ 1.5 nm; Up and Down refer to majority and
minority spin states, respectively. Reprinted ﬁgure with permission from K. B. Dhungana
c The American Chemical
and Ranjit Pati, J. Am. Chem. Soc. 136, 11494-11498 (2014). 
Society.
a lower η value compared to that in a weakly coupled junction [170]. To check if the
F-BNNTQD exhibits such behavior, we have recalculated the spin dependent transmission
in a weakly coupled junction structure. To mimic the weak coupling effect at the interface,
we have terminated the F-BNNTQD at both interfaces by hydrogen atoms. Our results for
the hydrogen terminated F-BNNTQD indeed show a higher spin injection factor of 99.96
% at the equilibrium, which is in good agreement with the earlier observation [170].

Our analysis of transmission coefﬁcients show that in the case of non-magnetic pristine
BNNTQD, no transmission peaks are found around the Fermi energy for the bias
range considered here; the transmission values in the vicinity of the Fermi energy is
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found to be very small (8×10−5 ). This explains much smaller observed current in the
pristine BNNTQD. In contrast, for the magnetic F-BNNTQD, the distinct spin dependent
transmission peaks are noticeable (Fig. 6.5). For the up-spin state, the transmission peak,
which is closest to the Fermi energy, is observed at -0.8 eV. This transmission peak does
not contribute to I↑ for the small bias window [ 0, 0.4]. However, for the down spin state,
a broadened transmission peak appears at the Fermi energy. This leads to an appreciably
higher I↓ in the case of F-BNNTQD. Within the linear response regime, the conductance
2

value can be inferred from the transmission data at the Fermi energy as G = eh T (EF ;V = 0).
In the case of F-BNNTQD, we ﬁnd the value of G to be 3.9 μ S, which is about three order
higher than that of the pristine BNNTQD. This change in conductance is not only in good
agreement with the experimental report but also reafﬁrms our previous observation of more
than two order of magnitude difference in current between the pristine and ﬂuorinated
BNNTQDs. It should be noted that a similar signiﬁcant change in the conductance
value with chemical functionalization of CNT by different molecular adsorbates have been
reported [171, 172].

6.3.5 Mechanism for spin ﬁltering in F-BNNT

To understand the transmission features of the ﬂuorinated BNNTQD at the Fermi-energy,
we have analyzed the frontier orbitals of the extended system, which provide the spatial
pathway for the spin-polarized charge carriers. For the spin down channel, the highest
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occupied system orbital (HOSO) having contribution from both interfaces (s-orbitals from
Au lead and p-orbitals from B and N) contribute to the transmission at the Fermi energy.
In contrast, only one interface contributes to T(Ef ) for the spin-up channel. A close
examination of HOSO for down spin state shows that in addition to the interface states, the
p-orbitals of the nitrogen in the close vicinity of adsorbed ﬂuorine atoms in the F-BNNTQD
provides the route for spin-down electrons. For the spin-up channel, no such route exists.
The broadened feature of the transmission peak at the Fermi energy for the spin-down
channel can be understood from the strong coupling between s-states of Au and p-states of
N and B at the interfaces. Based on the above discussions, the spin ﬁltering mechanism for

Figure 6.9: Mechanism behind spin ﬁltering in the F-BNNTQD. Horizontal lines represent
the position of the discrete spin polarized energy levels of the magnetic F-BNNTQD. Solid
smooth curve line represents the density of states (DOS) around the Fermi energy for the
spin down states due to coupling with the gold electrodes; dotted line represents the DOS
for the spin up states. (a) V = 0 V (equilibrium situation), and (b) V > 0 V. Reprinted
ﬁgure with permission from K. B. Dhungana and Ranjit Pati, J. Am. Chem. Soc. 136,
c The American Chemical Society.
11494-11498 (2014). 
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the F-BNNTQD can be visualized as shown in Fig. 6.9. Since the F-BNNTQD is magnetic,
the energy levels are quantized and spin polarized. When we form the junction between
F-BNNTQD and the non-magnetic gold electrodes, the energy levels of the F-BNNTQD for
both the up and down spin states redistribute, and broaden with different strength (Fig. 6.9)
depending upon the applied bias and the coupling with the interface. The highest occupied
molecular orbital (HOMO) of spin down channels not only gets closer to the Fermi energy
but also gets broadened signiﬁcantly in comparison to the HOMO of the spin-up channels
during the junction formation; this enhances the escape rate of the spin-down electrons from
source to drain, resulting in a signiﬁcantly higher I↓ compared to I↑ in the F-BNNTQD.

6.4

Summary

Using a ﬁrst-principles approach, we have shown the conductance of the ﬂuorinated
BNNTQD to be more than two order higher than that of the pristine BNNTQD, which
is in very good agreement with the experimental report. Furthermore, we predict that
the ﬂuorinated BNNT, which exhibits long range ferromagnetic spin ordering at a higher
temperature, can be used as an ideal spin ﬁlter with efﬁciency higher than 99 %. We expect
that these novel ﬁndings would generate fresh experimental initiative toward the realization
of a next generation spin ﬁlter device based upon ﬂuorinated BNNTs.
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Chapter 7

Conclusions

In this chapter, I summarize the ﬁndings of different projects I completed in my PhD thesis.
For electronic structure study, I have utilized both spin-polarized and spin-unpolarized
density functional theory (DFT). To study the quantum (charge & spin) transport behavior
in different nanoscale junctions, I have implemented a single particle Green’s function
approach together with orbital dependent DFT; particularly, I have used the B3LYP hybrid
functional which partly eliminates the self-interaction error. It has been predicted that
the B3LYP functional yields better I-V characteristics than other functionals in nanoscale
devices.

With the electronic device size approaching its fundamental limit of miniaturization,
researchers are relentlessly looking for molecules with rich chemistry to devise new devices
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with novel functionalities. The advantage of using a molecule for a device is that it
can be synthesized in large scale without ﬂaws at a cheaper price. Several groups have
been successful in demonstrating conduction, rectiﬁcation, and switching in molecular
devices. However, the experimental difﬁculty of achieving robust atomic level control at the
metal-molecule interface hinders the progress in this ﬁeld. A statistical approach involving
measurement of conductance by repeatedly forming thousands of metal-molecule junctions
has been used by researchers to extract reliable data for the conductance in the molecular
junction. Yet, the qualitative as well as quantitative interpretations of experimental data
pose a signiﬁcant challenge, as the atomic level structural details of the junctions are not
available. In addition, the conformations of the molecule as well as the contact structure,
which evolve dynamically during experimental measurements, make the theoretical task
much harder.

To address these challenges, I have considered an ensemble of device structures by varying
metal-molecule binding sites, the orientation of the molecule at the interface, interfacial
distances, and conformational change within the molecule to probe the junction dependent
effects on conductance in a Ru-bis(terpyridine) (RBT) molecular device, which has been
fabricated and characterized experimentally. Based on our calculations, we are able to
identify the junction geometry that yields the experimentally measured I-V characteristics;
weakly coupled ONTOP junction geometry gives the I-V characteristics that matches
reasonably well with the experimentally reported results.
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To explore the possibility of using an organic molecule as a tunnel barrier between
two ferromagnetic contacts for application in spin based electronics (spintronics), I have
designed a molecular spin valve junction by attaching the same RBT molecule to a nickel
contact and have studied the effect of gate ﬁeld on spin-polarized currents. It should
be noted that spintronics relies on the spin state of the electron to store, transport, and
process information, and has been the subject of intense research since the discovery of
giant magneto-resistance; it helps to alleviate the problem of heat dissipation in nanoscale
junctions. Our ﬁrst-principles quantum transport study based on spin unrestricted density
functional theory shows that a modest change in the gate ﬁeld that is experimentally
accessible can lead to a substantial ampliﬁcation (320%) of tunnel magnetoresistance
(TMR) in RBT/Ni junction-an important requirement for the development of a molecular
spin valve transistor.

I have further extended my spin-polarized transport study to a boron nitride nanotube
(BNNT) interconnect and have designed a BNNT spin valve transistor based on BNNT
quantum dot. The observed giant Stark effect in BNNT inspired me to explore the BNNT
spin-valve transistor. For ferromagnetic nickel contacts, we found the exchange coupling
and TMR to switch their signs at about the same gate ﬁeld. The electric ﬁeld induced
modiﬁcation of magnetic exchange interaction at the interface caused by the Stark effect is
found to be the main reason for the observed switching of TMR.

I have also studied the electronic structure, magnetic property and spin-polarized transport
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behavior of ﬂuorine functionalized BNNT, which has been synthesized and characterized.
Our ﬁrst-principles study revealed a signiﬁcantly higher conductance in F-BNNT than in
pristine BNNT, which is in very good agreement with the experimental report. In addition,
we predicted that the F-BNNT, which is a metal free ferromagnetic entity, could be used as
a perfect spin ﬁlter with efﬁciency as high as 99.8%; almost all minority spin carriers are
found to pass through the F-BNNT channel while blocking all the majority spin carriers.
Our density functional calculation shows that the long-range ferromagnetic spin ordering
in F-BNNT is stable at a temperature much above the room temperature.
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