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Abstract
For many studies in climate science a major part of the experimental concept
is the comparison of two or more simulations to answer the question: Is there a
difference? Depending on the simulation setup and results different procedures ha-
ve been developed and put to use over the last decades. Now more than ever due
to the extensive production of huge datasets, more sophisticated questions can be
asked and need to be answered. This work will give an overview of the difficulties
involved in providing answers, shortly reviews some of the existing methodolo-
gy and proposes some methods for further study. The main part consists of the
application of three selected evaluation methods, univariate t-test, principal com-
ponents analysis and regression models to a specific dataset, which will illustrate
the strenghts and weaknesses of each. Concluding this work, several recommenda-
tions will be given for a statistically sound evaluation strategy depending on the
questions asked and datasets produced.
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1. Einführung
1.1. Situationsbeschreibung
Die Atmosphäre eines Planeten ist ein chaotisches System, dessen Verhalten von
zahlreichen interaktiv verknüpften Prozessen auf verschiedenen Skalen bestimmt
wird, zum Beispiel Absorption von Sonnenstrahlung (Licht mit einer Wellenlän-
ge von ≈ 10−9m) oder Tiefdruckgebiete (Dynamik planetarer Wellensysteme mit
einer Wellenlänge von ≈ 106m). Man kann mit der realen Atmosphäre allerdings
keine physikalischen Experimente in dem Sinne durchführen, als dass man einen
Parameter verändert und beobachtet, wie das System unter ansonsten unverän-
derten Umweltbedingungen darauf reagiert. Daher sind in der Klimaforschung
computergestützte numerische Simulationen (Klimamodelle) von umso größerer
Bedeutung.
Der Begriff chaotisches System wird hier in der mathematischen Bedeutung
verwendet, dass eine kleine Änderung des Anfangszustandes zu völlig unterschied-
lichen Endzuständen führen kann. Deswegen und aufgrund der Beschränkungen
durch Rechenzeit, Speicherplatz und numerischer Genauigkeit kann das Verhalten
der Atmosphäre mit dem Computer allerdings nur annähernd reproduziert wer-
den.1 Auch wenn in den letzten Jahrzehnten die Computerleistung rapide gestiegen
ist und immer größere, physikalisch gesehen genauere und höher aufgelöste Mo-
dellsimulationen produziert werden, ist deshalb eine statistische Auswertung der
Daten unabdingbar. Herausforderungen dabei sind nicht nur (inzwischen) die Grö-
ße der Datensätze, sondern vor allem die räumliche und zeitliche Abhängigkeiten
innerhalb der Daten sowie die Unterscheidung zwischen natürlicher Klimavariabi-
lität (Rauschen) und Klimaresponse (Signal).2
Diese Arbeit soll einen Überblick über bestehende statistische Verfahren geben,
anschließend in einer Beispielstudie die Stärken und Schwächen dreier ausgewähl-
ter Verfahren aufzeigen und letztlich mit einem kurzen Leitfaden zur Auswahl
geeigneter Verfahren in Abhängigkeit der Daten und Fragestellungen dem Leser
praktische Hilfestellung bei seiner eigenen Arbeit geben.
1.2. Motivation
Klimamodellsimulationen werden hauptsächlich zur möglichst realistischen Repro-
duktion des realen Klimazustandes sowie zur Untersuchung des Einflusses verschie-
dener interner und externer Faktoren auf das System Atmosphäre verwendet. Zwei
aktuelle Beispiele sind die Fragen, welche Auswirkungen eine Verdoppelung der
CO2-Emissionen hat oder ob die anthropogenen CO2-Emissionen zu einer Verände-
rung des Klimas geführt haben können. Der in dieser Arbeit verwendete Datensatz
fokussiert sich auf die Konzentrationsänderung von Spurengasen und Aerosolen,
wie SOx , NOx und Ruß (Black Carbon). Gemeinsam ist den Fragestellungen, dass
zur Beantwortung die Ergebnisse zweier (oder mehrerer) Simulationen mit unter-
schiedlichem Input verglichen werden, in obigem ersteren Beispiel also die Ergeb-
1Nähere Erläuterungen in 2.1
2Nähere Erläurterungen in 1.3
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nisse einer zweiten Simulation mit doppelt so viel CO2 in der Atmosphäre als in der
ersten Simulation. Zusätzlich zu der Frage, ob es einen Unterschied zwischen den
Simulationen gibt, kann auch die Art des Unterschieds, zum Beispiel die räumliche
Verteilung, von Interesse sein. Die Veränderung des Klimas kann dabei einerseits
durch die Interpretation der direkten Veränderung der Simulationsergebnisse be-
schrieben werden, andererseits werden die Ergebnisse auch weiterverwendet, um
mit einem Strahlungstransportmodell die Änderung im Energiehaushalt der At-
mosphäre zu quantifizieren.
Üblicherweise wird der Unterschied zweier Simulationen als Differenz des Mittel-
werts zweier Datenstichproben definiert (zum Beispiel die Differenz von 10 Jahres-
mittelwerten zweier Simulationen). Häufig werden die Mittelwerte pixelweise, also
pro Gitterbox der Modelle, voneinander abgezogen und mit einem Student’schen t-
Test auf statistische Signifikanz (in der Differenz) geprüft. Dabei stellte sich heraus,
dass, vor allem bei geringen Unterschieden zwischen den Simulationsergebnissen
und hoher natürlicher Variablilität innerhalb der jeweiligen Simulationen, nur sehr
wenige Pixel als signifikant erkannt wurden und/oder die räumliche Verteilung
physikalisch nicht sinnvoll interpretierbar war. Zwei Beispiele zur Illustration fin-
den sich in Abbildung 1.1. Dies ist insofern für die weitere Verwendung der Simula-
tionsergebnisse problematisch, da die Strahlungstransportmodelle zur Berechnung
des Energiehaushalts räumlich vollständige Inputvariablen benötigen. Im Rahmen
dieser Arbeit liegt der Fokus auf der Untersuchung zu Verbesserungsmöglichkeiten
des t-Tests und zur Verwendbarkeit von alternativen Verfahren.
(a) Differenzen in der Anzahl von Aerosol-
partikeln (in der untersten Atmosphären-
schicht)
(b) Differenzen in der Anzahl von Eiskristal-
len (zonal gemittelte Höhenverteilung)
Abb. 1.1.: (Univariater t-Test (α = 0.05 in 1.1a) und Student’scher t-Test (α = 0.1
in 1.1b) mit 10 Jahresmittelwerten. Vom jeweiligen Test als signifikant
erkannte Pixel sind farbig gekennzeichnet. Abbildung 1.1a ist übernom-
men aus [53], Abbildung 1.1b aus [28]
1.3. Kriterien zur Methodenauswahl
Die Entscheidung für oder gegen die Verwendung eines bestimmten statistischen
Verfahrens hängt hauptsächlich von den Eigenschaften der Daten, den verfügbaren
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Computerressourcen und der zu bearbeitenden Fragestellung ab. Für jedes statis-
tisches Verfahren gibt es bestimmte Voraussetzungen an die Daten, die für seine
korrekte Anwendung mehr oder weniger strikt erfüllt sein müssen. Viele Verfah-
ren benötigen zum Beispiel normalverteilte Daten oder von einander unabhängige
Beobachtungen. Hier werden nun fünf Herausforderungen, die normalerweise mit
der Auswertung von Klimasimulationen verbunden sind, vorgestellt.
1. Eigenschaften der Daten:
a) Verteilung der Variablen:
Voraussetzung für viele gängige statistische Verfahren ist die annä-
hernde Normalverteilung der Daten. Je nach Sensitivität bzw. Robust-
heit des Verfahrens dürfen die Daten mehr oder weniger davon ab-
weichen. Bei vielen Methoden gibt es auch Erweiterungen für nicht-
Normalverteilte Daten. Zähldaten wie zum Beispiel Niederschlagsmenge
oder Aerosolkonzentration sind im Allgemeinen nicht-Normalverteilt.
b) Korrelationen zwischen den Variablen:
Die meisten statistischen Verfahren beruhen auf der Annahme von i.i.d.
(= independend identically distributed) Daten. Unabhängig bedeutet
dabei, dass keine (oder nur geringe) Korrelationen zwischen den im
Verfahren verwendeten Werten gibt. Dies stellt besonders für Klimamo-
dellergebnisse eine Herausforderung dar, da diese Daten aus der Natur
der Sache heraus meist sowohl eine räumliche als auch zeitliche Korre-
lation aufweisen.
2. Signal-zu-Rausch-Verhältnis:
Aufgrund der gestiegenen Computerleistung in den letzten Jahren werden
immer komplexere Simulationen berechnet, mit zum Beispiel immer mehr
verschiedenen Spurenelementen. Dabei wird dann der Effekt, hier die Kon-
zentrationsänderung der Spurengase, mitunter so klein, dass er in der glei-
chen Größenordnung wie seine natürliche Variabilität oder sogar darunter
liegt. Ein bekanntes und typisches Beispiel ist der Trend in der Temperatur,
der durch eine steigende CO2-Konzentration hervorgerufen wird. Wenn nur
sehr wenig CO2 in der Simulation hinzugefügt wird, wird der Trend von den
natürlichen Klimaschwankungen überlagert, und eine eindeutige Unterschei-
dung der beiden Simulationen ist schwer, wie man in den jeweiligen ersten
Hälften der Graphen in Abbildung 1.2 sehen kann. Erst wenn sich die bei-
den Simulationen im CO2-Gehalt deutlich unterscheiden (zweite Hälfte der
Graphen), können sie eindeutig voneinander getrennt werden.
3. Computerressourcen:
Manche Verfahren benötigen mehr Computer- und Zeitressourcen als andere,
wobei der Ressourcenverbrauch durchaus mit der Größe des Datensatzes ska-
lieren kann. Dann steht die Zeit, die das Verfahren braucht, in Konkurrenz
mit der, die man für die Auswertung aufwenden kann.
4. Definition der Fragestellung:
Es muss zu Beginn der Auswertung eindeutig festgelegt werden, wie „Unter-
schied“ in den Fragestellungen „Gibt es einen Unterschied?“ oder „Wie groß
8
Abb. 1.2.: Temperature changes relative to the corresponding average for 1901-
1950 (◦C) from decade to decade from 1906 to 2005 over the Earth’s
continents, as well as the entire globe, global land area and the global
ocean (lower graphs). The black line indicates observed temperature
change, while the coloured bands show the combined range covered
by 90% of recent model simulations. Red indicates simulations that
include natural and human factors, while blue indicates simulations that
include only natural factors. Dashed black lines indicate decades and
continental regions for which there are substantially fewer observations.
Grafik übernommen aus [27]
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ist der Unterschied?“ definiert wird. Dabei gibt es verschiedene Möglichkei-
ten:
a) Differenz im Mittelwert oder der Varianz (zum Beispiel beim Unter-
schied der Konzentration von Verkehrs-Emissionen)
b) verschiedene Verteilungen, häufig von Extremwerten (zum Beispiel Nie-
derschlagverteilung)
c) unterschiedliche räumliche Muster durch Verschiebung, Ausdehnung
oder Drehung (zum Beispiel räumliche Niederschlagsverteilung oder
Wolkenbedeckung)
d) unterschiedlicher zeitlicher Verlauf (zum Beispiel Verlauf der CO2-
Konzentration oder der globalen Mittel-Temperatur)
Hier ist schon zu sehen, dass bei der gleichen physikalischen Fragestellung
wie zum Beispiel „Haben die Emissionen der Industrie einen Einfluss auf
den Niederschlag?“, die Art des Einflusses und damit des Unterschieds zwi-
schen den zwei Simulationen nicht eindeutig festgelegt ist. Bestenfalls wird
diese Definition bereits in der Fragestellung eindeutig, wie bei den Formulie-
rungen „Verschieben sich durch die Industrie-Emissionen die Niederschläge
(räumlich)?“ oder „Wird durch die Industrie-Emissionen der Niederschlag
intensiver?“.
Unter Berücksichtigung dieser Punkte wurden drei verschiedene statistische Ver-
fahren zur Untersuchung ausgewählt, die im Folgenden kurz vorgestellt werden.
1.4. Verwendete Methoden
Der Student’sche t-Test ist ein sehr ressourcensparendes Verfahren, welches zur
Differenz-Untersuchung verwendet werden kann. Allerdings beruht es auf Ver-
teilungsannahmen, die bei Klimadaten meist verletzt sind. Auch für Daten mit
geringem Signal-zu-Rausch-Verhältnis hat es sich, wie oben beschrieben, in der
Praxis nicht bewährt. Zusätzlich muss beachtet werden, dass bei einer Simulati-
on mit beispielsweise 2◦ räumlicher Auflösung 8100 t-Tests parallel durchgeführt
werden, was dazu führt, dass das globale Signifikanzniveau nicht mehr mit dem
eines einzelnen Tests übereinstimmt. Es werden im Laufe der Arbeit die Probleme
des geringen Signal-zu-Rausch-Verhältnisses und des multiplen Testens betrachtet
und Lösungsvorschläge untersucht.
Das Verfahren der Principal Components Analysis (PCA), in der Meteorologie
auch als Empirical Orthogonal Functions (EOF) Analyse bekannt, beruht auf einer
Projektion der Daten in einen Eigenraum und Reduktion auf wenige, aber viel Va-
rianz erklärende, Komponenten. Diese werden dann mit einem multivariaten Test
auf Signifikanz getestet. Damit kann die Größe des Datensatzes (und somit auch
der Zeitaufwand für weitere Berechnungen) meist immens verringert werden. Hier-
bei ist ein geringes Signal-zu-Rausch-Verhältnis und eine nicht-Normalverteilung
der Daten ein Problem. Es werden im Folgenden die Anwendbarkeit der PCA und
eine Alternative, die Independent Components Analysis (ICA), untersucht.
Als zweite Alternative zum t-Test wird die Modellierung der Daten unter Ver-
wendung von allgemeinen Regressionsmodellen untersucht. Die Modellierung mit
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flexibel an die Daten anpassbaren Basisfunktionen (Generalised Additive Models,
GAM), Gauß-Markov-Zufallsfeldern (Gaussian Markov Random Fields, GMRF)
oder als Gauß’scher Prozess (Kriging) kann räumliche und zeitliche Korrelatio-
nen mit berücksichtigen. Es gilt jedoch, dass der Ressourcenaufwand (Zeit, CPUs
und RAM-Speicher) mit der Komplexität des Modells steigt. Es wird untersucht,
wie gut verschiedene Modellierungsansätze die Korrelation berücksichtigen können
und wie groß der Ressourcenaufwand für die verschiedenen verwendeten Modelle
und Algorithmen ist.
Am Ende der Arbeit findet sich ein Vergleich dieser drei Verfahren nach den obigen
fünf Kriterien.
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2. Klimamodellsimulationen
2.1. Einführung in Allgemeine Zirkulationsmodelle
Zur Simulation des Klimas werden numerische Modelle für die Atmosphäre verwen-
det, sogenannte Allgemeine Zirkulationsmodelle (General Circulation Models). Sie
beruhen auf den grundlegenden Bewegungsgleichungen der Atmosphäre (Navier-
Stokes-Gleichungen mit sphärischer Geometrie) und binden auch die wesentlichen
thermodynamischen Prozesse (Strahlung, Phasenübergänge, Wärmeaustausch) mit
ein. Dabei kann das Modell sowohl Rückkopplungs-Mechanismen für Wechselwir-
kungen, zum Beispiel Wasserdampf – Erwärmung, Wolken – Strahlung, Schnee-
und Eisalbedo – Erwärmung, Strahlung – Chemie, mit dem Ozean, der Landober-
fläche oder der Biosphäre enthalten, als auch an entsprechende Ozean-, Chemie-,
oder Landnutzungsmodelle gekoppelt werden. Eine ausführliche Einführung findet
sich beispielsweise in Güss et al. (1999) [24], woraus auch die Informationen in
diesem Abschnitt stammen.
Der Zustand der Atmosphäre wird durch mehrere Variablen, wie beispielsweise
Druck, Temperatur, Windgeschwindigkeit, Wasserdampfgehalt und Wolkenbede-
ckungsgrad beschrieben. Die Berechnung findet auf einem dreidimensionalen Gitter
auf der Kugeloberfläche statt, typischerweise mit einer Auflösung von 1◦ bis 5◦ in
Längen-/Breitengraden und 20 – 80 Schichten im Vertikalen. Dabei gibt es ver-
schiedene Möglichkeiten zur Diskretisierung der Gittergeometrie (rechteckig, iko-
saedrisch, variable Auflösung) und der Differentialgleichungen (Finite-Differenzen,
spektral). Da die gewählte Auflösung eine Reihe kleinskaliger Prozesse, zum Bei-
spiel Wolkenbildung, Diffusion oder Absorption von Strahlung nicht beschreiben
kann, werden diese parametrisiert ins Modell mit aufgenommen.
Zusätzlich zu der aus diesen Approximationen durch die Parametrisierung, die
Diskretisierung, die numerischen Lösungsverfahren und die vereinfachende Na-
tur der Differentialgleichungen folgenden systemischen Unsicherheit verursacht die
dem Problem inhärente chaotische Verhaltensweise der Atmosphäre eine statisti-
sche Unsicherheit in der Interpretation der Modellergebnisse.
Klimasimulationen können einerseits einen Gleichgewichtscharakter aufweisen,
das heißt, sie verhalten sich stationär bei konstant bleibenden Rahmenbedingungen
und zeigen somit eine stochastische Schwankung um den langzeitlichen Mittelwert.
Andererseits können die Rahmenbedingungen auch eine zeitliche Veränderung auf-
weisen, wie zum Beispiel eine langsam steigende CO2-Konzentration. Dann besitzt
die Simulation einen transienten Charakter, der sich im durch die Reaktion des
Modells auf die veränderten Rahmenbedinungen verursachten Trend der Klimava-
riablen zeigt. Es können auch die Zustandsvariablen in jedem Zeitschritt an reale
Beobachtungsdaten angepasst werden. Dieses Vorgehen heißt „nudging“.
2.2. Beschreibung des Beispieldatensatzes
Der in dieser Arbeit verwendete Datensatz stammt aus einer Simulation von Righi
et al. (2013) [53] mit der EMAC-MADE-Erweiterung des Klimamodell ECHAM5.
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Es wurden zwei quasi-stationäre Simulationen unter Verwendung des Nudgings be-
rechnet, wobei die Konzentrationen von strahlungswirksamen Spurgengasen ver-
ändert wurden. Diese Konzentrationsänderung wirkt sich über die Veränderung
der Energiebilanz auf das Verhalten des Systems Atmosphäre aus.
In einer Simulation sind zusätzlich zu den natürlichen und industriellen Emissio-
nen auf der Landoberfläche die Emissionen des Schiffsverkehrs (über der Meeres-
oberfläche) als Input enthalten. Die sich daraus ergebende allgemeine physikalische
Fragestellung „Haben die Schiffsverkehrsemissionen einen Einfluss auf das Klima?“
wird im Rahmen dieser Arbeit in die mathematische Frage „Ist die Differenz der
beiden Simulationen signifikant verschieden von Null?“ umformuliert. Bei der Aus-
wertung werden vor allem Unterschiede in der Konzentration von Sulfat-Aerosolen
(SO4), Nitrat-Aerosolen (NO3), Ruß (Black Carbon, BC) und dem Wolkenbede-
ckungsgrad untersucht. Dabei dienen beim Vergleich der statistischen Verfahren
die Sulfat-Konzentrationen als Beispiel für einen Datensatz mit hohem Signal-zu-
Rausch-Verhältnis, also einem deutlich erkennbaren Unterschied zwischen den zwei
Simulationsläufen, und der Wolkenbedeckungsgrad umgekehrt als Beispiel für ein
geringes Signal-zu-Rausch-Verhältnis.
2.2.1. Beschreibung der Datenstruktur
Die hier ausgewerteten Simulationsergebnisse wurde auf einem globalem Gitter
mit 2,8125◦ Auflösung in Breitengraden und 2,7893◦ in Längengraden in 19 Hö-
henschichten über den Zeitraum 1996 bis 2005 als monatliche Mittelwerte zusam-
mengefasst. Daraus ergibt sich ein Datensatz mit 128 · 64 · 19 · 10 · 12 = 18.677.760
Einträgen pro Simulation. Die Höhenschichten sind in Bodennähe an die Oro-
graphie angepasst, in höheren Schichten nur an den atmosphärischen Druck, wie
in Abbildung 2.1 dargestellt. Eine ungefähre Zuordnung der Höhenschichten zum
vertikalen Aufbau der Atmosphäre findet sich in Tabelle 2.1.
Modelllevel Druck (in hPa) Höhe
19 - 16 1013 - 893 Planetare Grenzschicht (Boden bis ca.
1-2km): starke bodennahe Turbulenz
15 - 9/7/5 893 - 286/219/119 freie Troposphäre (zwischen
Grenzschicht und Tropopause): gute
Durchmischung, Bildung konvektiver
Wolken, Abkühlung mit steigender Höhe
9/7/5 - 1 286/219/119 - 0 Stratosphäre (9km an den Polen/12km
in den mittlere Breiten/17km in den
Tropen bis ca. 40km): stabile
Schichtung, kaum Durchmischung
Tabelle 2.1.: Approximative Zuordnung der Höhenlevel der Simulation zu den at-
mosphärischen Schichten, übernommen aus ??
Die SO4-, NO3- und BC-Konzentrationen sind als Massenmischungsverhältnis in
mol
mol
gegeben, können bei Bedarf aber auch unter Verwendung des Druckes p und der
Temperatur T mit der Formel c[ µg
m3 ] =
Mc·p
R·T ·c[molmol ] in Dichten umgerechnet werden,
wobei Mc die Atommasse des jeweiligen Moleküls (für Ruß 470 gmol) und R =
13
8.314459848 J
mol·K die allgemeine Gaskonstante ist. Der Wolkenbedeckungsgrad ist
in Bruchteilen von 1 gegeben.
Abb. 2.1.: Höhenlevel des verwendeten Klimamodells (rechte Seite) mit idealisier-
ter Orographie, übernommen aus [37]
Zusätzlich wurde aus der Liste der verfügbaren Modellvariablen die SO2-Konzen-
tration als approximative räumliche Verteilung der Schiffsverkehrsemissionen ei-
nerseits und der natürlichen und industriellen Quellen über Landflächen anderer-
seits verwendet. Als Annäherung an den Prozess der Auswaschung von Partikeln
aus der Atmosphäre, welcher die wichtigste physikalische Senke für Aerosole ist,
wurde die großskalige Niederschlagsverteilung (Summe von Regen und Schnee, in
kg
m2s) verwendet. Da die Emissionskonzentration und Niederschlagsverteilung nur
als Proxy für die Quellen und Senken dienen, wurden sie vor der Verwendung in
den Regressionsmodellen gemäß der Formel Z = X−µˆ
σˆ
standardisiert. Dabei ist µˆ
der Mittelwert und σˆ die Standardabweichung der Daten X. Eine typische räumli-
che Verteilung der drei standardisierten Variablen ist in Abbildung 2.2 dargestellt.
Weil das Interesse an der räumlichen und zeitlichen Verteilung und nicht am Ab-
solutwert besteht, führt dies zu besserer Vergleichbarkeit der Koeffizienten im Re-
gressionsmodell und teilweise auch zu höherer numerischer Stabilität der Modelle
(sh. 6.2.2). Alternativ wurde auch eine Einteilung in vier Stufen mit den 50%-,
75% und 95%-Quantilen beim Schiffsverkehr und 50%-, 90%- und 99%-Quantilen
bei den Landemissionen und Niederschlag als Schnittpunkte und eine Diskretisie-
rung durch Runden der standardisierten Variablen auf ganze Zahlen verwendet.
Außerdem wurden die standardisierte Emissionsmuster mit jeweils drei verschie-
denen Gauß- und Mittelwertsfiltern geglättet1 (Tabelle 2.3). Es ging dabei die
Überlegung mit ein, nicht nur den direkten Einfluss der Emissionen des jeweiligen
Pixels quantifizieren zu wollen, sondern durch die räumliche Glättung des Emis-
sionsmusters auch den der Nachbarpixel. Der Unterschied zwischen den Filtern
ist die Anzahl und Gewichtung der Nachbarpixel. Dabei ist sowohl die Wahl der
Schnittpunkte bei der Diskretisierung als auch der Größe und Standardabweichung
der Gauß-Filter völlig willkürlich. Einen Vergleich der räumlichen Glättung liefert
die Abbildung A.1.
1Ein Teil des Algorithmus stammt von
http://lists.r-forge.r-project.org/pipermail/rcpp-devel/2012-January/003312.html
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Abb. 2.2.: Räumliche Verteilung der standardisierten Schiffs- und Landemissionen
und des Niederschlags für Juli. Den gesamten Jahresgang sieht man in
C.1.1.
Gauß-Filter
Name Größe
in
Pixel
σ
small 3 1
medium 5 1
big 7 3
Mittelwerts-Filter mit nächsten Nachbarn
k1 k2 k3
1
4 ·
0 1 01 0 1
0 1 0
 14 ·
1 0 10 0 0
1 0 1
 116 ·

1 1 1 1 1
1 0 0 0 1
1 0 0 0 1
1 0 0 0 1
1 1 1 1 1

Abb. 2.3.: Verwendete Gauß- und Mittelwertsfilter
2.2.2. Eigenschaften der Variablen
2.2.2.1. Verteilung der Aerosol- und Wolken-Variablen
Keine der untersuchten Variablen besitzt eine empirische Verteilung, die durch eine
Normalverteilung beschrieben werden kann. Eine grafische Darstellung der Histo-
gramme findet sich in C.1.2. Da negative Konzentrationen und Bedeckungsgrade
physikalisch nicht möglich sind, ist der Wertebereich [0; +∞), innerhalb dessen eine
starke Linksschiefe der Verteilung zu sehen ist. Logarithmiert man die Variablen,
wird die Verteilung symmetrischer, ist aber spitzer als eine Normalverteilung. Auch
die Verteilungen Differenz der Variablen, obwohl nun im Wertebereich (−∞; +∞),
weisen eine Linksschiefe und größere Steilheit als eine Normalverteilung auf.
Bei Betrachtung der Verteilung der Differenz in einzelnen Pixeln zeigt sich ein
ähnliches Bild. Ein Shapiro-Wilk-Test auf Normalverteilung der Jahresmittelwerte
in der untersten Höhenschicht lehnt die Normalverteilungsannahme zum Signifi-
kanzniveau α = 0.05 auch mit Korrektur für multiples Testen nur bei wenigen Pi-
xeln, meist an den Polen oder in Äquatornähe, ab, wie in Abbildung A.2 zu sehen
ist. Dies liegt vermutlich an der Stichprobengröße von n = 10, da ein Shapiro-Wilk-
Test bei allen Monaten (n = 120) bei circa 80% aller Pixel die Normalverteilung
ablehnt (vgl. Abbildung A.3). Allerdings ist bei der größeren Stichprobe die zeit-
liche Korrelation nicht mit berücksichtigt. Diese beiden Abbildungen beschreiben
das Testergebnis für die Sulfat-Aerosole, die Ergebnisse für die anderen drei Va-
riablen finden sich in Anhang C.2.1.
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Auf jeden Fall sollte die etwaige nicht-Normalverteilung bei der Anwendung
der statistischen Verfahren und der Interpretation der Ergebnisse berücksichtigt
werden.
2.2.2.2. Räumliches und zeitliches Verhalten der Aerosol- und
Wolken-Variablen
Im globalen Mittel betrachtet, sinkt der Wert der Konzentrationen mit steigender
Höhe, was auch bedeutet, dass die absolute Differenz geringer wird. Zusätzlich
sinkt aber auch die relative Differenz. Besonders gut sieht man dies bei den Sulfat-
Aerosolen in Abbildung A.4. Einzig die Nitrat-Konzentrationen steigen in der obe-
ren Atmosphäre wieder an. Die Differenz des Wolkenbedeckungsgrades variiert im
Mittel am schwächsten mit der Höhe. Grafisch dargestellt ist dies in C.1.3.
Betrachtet man das räumliche Muster der pixelweisen Jahresmittel der Konzen-
trationen, so zeigt sich, unabhängig von der betrachteten Höhenschicht, keine große
Variation zwischen den Jahren. Bei den pixelweisen Mittelwerten der jeweiligen
Monate hingegen lässt sich ein klarer Jahresgang erkennen. Dieses Verhalten zeigen
auch die Differenzen. Lediglich beim Wolkenbedeckungsgrad kann der Jahresgang
der Variablen an sich noch einigermaßen gut erkannt werden, bei der Differenz ist
jedoch kein solcher mehr zu sehen. Eine ausführliche grafische Darstellung findet
sich in C.1.4, im Folgenden wird kurz die Verteilung der Sulfat-Konzentration, wie
sie in den Abbildungen 2.4, A.6 und A.5 zu sehen ist, beschrieben.
Räumliche Maxima der Differenz sind in den unteren Höhenschichten haupt-
sächlich über den großen Industriegebieten über Land, wie zum Beispiel Europa
und China, zu finden. Diese ziehen sich mit größer werdendem Radius bis in die
mittlere Troposphäre hinein. Nur in den unteren Schichten findet man auch über
den Ozeanen, vor allem dem Nordpazifik, Nordatlantik und Mittelmeer, und in
Küstennähe von Indien, Südamerika und Afrika, ausgedehnte Gebiete mit relativ
hohen Differenzen. Diese entsprechen in etwa dem Muster der Schiffsemissionen.
Je weiter man sich vom Boden entfernt, desto räumlich homogener werden die Dif-
ferenzmuster, besonders in zonaler Richtung. Der Jahresgang ist in allen Höhen-
schichten klar ausgeprägt. In den unteren Schichten schwankt vor allem die Stärke
der Differenz über den Ozeanen, während in den höheren Schichten ein Wechsel
des Maximas der Differenz zwischen Äquator und Nordhalbkugel zu sehen ist.
Zum Vergleich zeigt Abbildung A.7 die Monatsmittel des Wolkenbedeckungsgra-
des in der zweit-untersten Höhenschicht. Hier ist kein klarer Jahresgang mehr zu
erkennen, obwohl die aufeinander folgenden Monate leichte Ähnlichkeit aufweisen.
Im Gegensatz zu den großskaligen räumlichen Strukturen der Konzentrationsdif-
ferenzen ist die Differenz des Wolkenbedeckungsgrades räumlich sehr variabel.
2.2.2.3. Räumliche und zeitliche Korrelation innerhalb der Aerosol- und
Wolken-Variablen
Zeitliche Korrelation Der schon in der Darstellung der des mittleren Jahres-
verlaufs der Konzentrationen auffällige Jahresgang zeigt sich in der empirischen
Autokorrelationsfunktion (ACF) der Variablen im globalen Mittel sehr deutlich.
Bei der Differenz ist er bei NO3 schwächer und beim Wolkenbedeckungsgrad in der
ACF nicht mehr zu sehen. Zusätzlich ist, außer bei der Differenz des Wolkenbede-
ckungsgrades, eine zeitliche Korrelation von bis zu zwei Monaten vorhanden. Als
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Abb. 2.4.: Räumliche Verteilung der Differenz der Sulfat-Konzentration in
[mol/mol], gemittelt über die jeweiligen Monate in der untersten Hö-
henschicht
Beispiel ist die ACF für die unterste Höhenschicht in Abbildung A.8 aufgetragen,
eine komplette Grafik findet sich in C.1.5.
Korrelation in z-Richtung (vertikal) In Übereinstimmung mit der physikali-
schen Aufteilung der Atmospähre in die verschiedenen Höhenbereiche (Tabelle
2.1) zeigen auch die räumlichen Verteilungen der einzelnen Variablen und ihrer
Differenzen pro Modellschicht innerhalb dieser physikalischen Höhenbereiche große
Ähnlichkeit und zwischen den Höhenbereichen weitgehende Unähnlichkeit. Beson-
ders die räumliche Verteilung der unteren drei bis vier Modell-Höhenschichten ist
sich sehr ähnlich. Definiert wurde hierbei Ähnlichkeit als nahe beieinander liegende
Werte der Pearson-Korrelation r2 und einem Modified Index of Agreement d ≈ 1.
Der Modified Index of Agreement ist als md = 1−(
∑
j
(obs1−obs2)j∑
j
(|obs2−mean(obs1)|+|obs1−mean(obs1)|)j)
für zwei Datenvektoren obs1 und obs2 definiert [70]. Die Tabellen für beide Maß-
zahlen finden sich in C.1.6.
17
Aufgrund der Unterschiedlichkeit der Höhenbereiche kann die Korrelation der
Daten in z-Richtung (vertikal) in der Analyse berücksichtigt werden, in dem für
jeden Bereich eine Schicht exemplarisch analysiert wird oder auch durch Mittelung
der jeweiligen Schichten innerhalb der einzelnen Höhenbereiche. Im Rahmen dieser
Arbeit werden die Analysen exemplarisch für die unterste Schicht beschrieben und
jeweils mit den Ergebnissen der Analysen für die höheren Schichten verglichen.
Globale Korrelation Die globale räumliche Korrelation innerhalb einer Höhen-
schicht (für einen Zeitpunkt) kann auf zwei verschiedenen Weisen beschrieben wer-
den. Einmal gibt es die Möglichkeit mit lokalen Indizes, wie zum Beispiel Moran’s
I und Geary’s C, die Stärke der Korrelation zwischen einem Pixel und seinen Nach-
barn zu messen [4]. Je extremer der resultierende lokale Index, desto größer ist der
Einfluss der jeweiligen Region auf die Gesamtstatistik. Zur Illustration ist in Ab-
bildung A.9 das lokale Moran-I und Geary-C der Sulfat-Differenz in der untersten
Höhenschicht aufgetragen. Die restlichen Abbildungen sind in C.1.7 zu finden.
Des weiteren kann das empirische Variogramm 2γˆ(h) ≡ ave((X(si) − X(sj))2 :
||si − sj|| ≤ h; h klein) der Daten X an den Orten s für verschiedene Abstände
h berechnet werden [16]. γˆ(hi) ist ein Maß der Punkt-zu-Punkt-Varianz für eine
feste Entfernung hi, und somit ein inverses Maß für die Ähnlichkeit zwischen den
allen Punkten mit Abstand hi Das heißt, je größer der Wert γˆ(hi), desto kleiner
die räumliche Korrelation. Dabei ist es auch möglich, γˆ in nur einer räumlichen Di-
mension zu berechnen, zum Beispiel meridional oder zonal, um zu untersuchen, ob
die räumliche Korrelation isotrop ist. Bei der Interpretation ist zu beachten, dass
für die gerichteten Berechnungen sowie große Abstände zwischen den betrachteten
Punkten weniger Punktepaare zur Verfügung stehen und der berechnete Wert für
γˆ somit mit einer größeren Unsicherheit behaftet ist als der für kleine Abstände
und omnidirektionale Berechnungen.
Tendenziell zeigen die Variogramme der Differenzen für die kurzen Abstände
kaum anisotropes Verhalten, wie in Abbilung A.11 zu sehen ist. Lediglich für grö-
ßere Entfernungen zeigen die Punkt-zu-Punkt-Varianz für die Ost-West-Richtung
ein anderes Verhalten: γˆ der Konzentrationsdifferenzen steigt dabei für die oberen
Höhenschichten schneller an als für die unteren und während es für die Ost-West-
Richtung meist weiter ansteigt, sinkt γˆ für die anderen Richtungen ab einer Entfer-
nung von ungefähr 180◦ wieder. Es muss bei der Interpretation jedoch bedacht wer-
den, dass ab einer Entfernung von 180◦ weniger Punktpaare in Nord-Süd-Richtung
zur Berechnung zur Verfügung stehen. γˆ der Differenz des Wolkenbedeckungsgra-
des zeigt ein größtenteils konstantes Verhalten. Dies deckt sich mit der Beobach-
tung, dass die Differenz des Wolkenbedeckungsgrades eine kleinskalige räumliche
Struktur aufweist, die der Konzentrationen eine großskalige und somit eine höhere
Korrelation für näher beieinander liegende Werte. Die Variogramm-Abbildungen
für alle Höhenschichten finden sich in C.1.7.
Raum-Zeit-Korrelation Die Methodik des empirischen Variogramms kann auch
raum-zeitlich verwendet werden, wobei von Isotropie in der räumlichen Dimensi-
on ausgegangen wird. Dabei wird die Zeit mathematisch gesehen als eine weitere
Raumdimension betrachtet. Von Interesse ist dabei, ob sich die Stärke der räumli-
chen Korrelation mit der Zeit verändert, also beispielsweise die Werte der Nitrat-
Konzentration im Sommer über größere Entfernungen miteinander korrelieren als
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im Winter. Dabei zeigte sich, dass in den unteren Höhenschichten eine solche Va-
riation nicht vorhanden ist, in den oberen jedoch schon (Grafiken C.1.8). Dabei
zeigte die Differenz eine größere zeitliche Variabilität der räumlichen Korrelation
als die Variablen an sich, vor allem in den oberen Schichten (Abbildung A.11).
In den unteren Schichten können die räumliche und die zeitliche Korrelation also
getrennt modelliert werden, wohingegen bei höheren Schichten eine raum-zeitlich
veränderbare Komponente mit berücksichtigt werden muss.
2.2.2.4. Korrelationen zwischen den Emissions- und Niederschlagsmustern
Eine Voraussetzung für die Verwendung von Größen als Kovariablen in (linearen)
Regressionsmodellen ist ihre gegenseitige Unkorreliertheit, da sonst numerische In-
stabilitäten bei der Berechnung des Modells und Identifikationsprobleme bei der
Interpretation auftreten können. Die räumlichen Muster von Land- und Schiffse-
missionen sind so gut wie nicht korreliert, was sich aus ihrer geographischen Auf-
teilung in Land- und Ozeanoberfläche ergibt. Die Niederschlagsmuster sind mit
den Emissionsmustern je nach Monat zwischen 0% und 20% korreliert (Pearson-
Koeffizient). Dass die geglätteten Schiffsmuster untereinander hoch korreliert (zwi-
schen 80% und 90%) sind, erklärt sich durch das Verfahren der Glättung.
2.2.3. Wichtige Merkmale des Datensatzes
Aus obiger deskriptiver Analyse haben sich drei wichtige Merkmale des Beispiel-
datensatzes herausgehoben, welche im Laufe weiterer Analysen nicht unberück-
sichtigt bleiben dürfen. Es zeigte sich, dass neben eindeutigen zeitlichen Mustern
wie dem Jahresgang auch eine räumliche Korrelation besteht. Diese ist allerdings je
nach betrachteter Höhenschicht und Variable unterschiedlich. Des weiteren sind die
Daten nicht gut durch eine Normalverteilung zu beschreiben, und zeigen auch wie-
der je nach Höhenschicht und Variablen einen unterschiedlich großen Wertebereich
mit teilweise sehr extremen Ausreißern (Grafik C.1.3). Zusätzlich ist die Differenz
des öfteren sehr klein im Vergleich zu den Werten an sich (Tabelle C.1.3) und
der Schwankungsbreite der Daten, das heißt die Daten haben teils ein sehr kleines
Signal-zu-Rausch-Verhältnis. Dies sind die ausschlaggebendsten Herausforderun-
gen, welche bei der jetzt folgenden Anwendung der vorgeschlagenen statistischen
Verfahren berücksichtigt werden müssen.
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3. Hypothesentests
3.1. Mathematischer Hintergrund
3.1.1. Allgemeine Theorie statistischer Hypothesentests
Die allgemeine Theorie statistischer Hypothesentests und auch spezifische Testpro-
zeduren können ausführlicher in Lehrbüchern zur induktiven Statistik nachgeschla-
gen werden; die folgende Ausführung ist verkürzt übernommen aus Toutenburg et
al. (2008) [67]. Ein Hypothesentest (hier: Signifikanztest) dient zur Entscheidungs-
findung in Bezug auf eine mathematisch formulierte Hypothese, die Nullhypothese
H0 : θ ∈ Θ0, und ihre Alternative H1 : θ ∈ Θ1, wobei sich Θ0 und Θ1 gegenseitig
ausschließen, aber den ganzen Wertebereich Θ überspannen. Aus den gemessenen
Daten x, einer Stichprobe aller möglichen Datenwerte X, wird eine Prüfgröße t(x)
als Realisierung der Teststatistik T(X) berechnet. T(X) ist eine Zufallsvariable,
die unter Annahme der Richtigkeit der Nullhypothese einer festgelegten Vertei-
lung F(T) folgt. Die Art der Berechnung von T(X) und Typ der Verteilung F(T)
hängt von der jeweiligen Testprozedur ab und bei parametrischen Testprozeduren
zusätzlich von der angenommenen Verteilung von X. Nicht-parametrische Testpro-
zeduren müssen verwendet werden, wenn die Verteilung der Daten nicht bekannt
oder aus x zu bestimmen ist, oder wenn für sie keine parametrische Testprozedur
existiert.
Die Testentscheidung wird aus dem Vergleich der berechneten Prüfgröße t mit
dem theoretischen Wertebereich von T, welcher in einen Annahme- und Ableh-
nungsbereich geteilt wird, getroffen. Der kritische Wert, welcher Annahme- und
Ablehnungsbereich voneinander trennt, wird über die Einschränkung der Wahr-
scheinlichkeit, einen Fehler 1. Art zu begehen, festgelegt. Diese Schranke ist das
Signifikanzniveau α des Tests. Ein Fehler 1. Art ist als diejenige Fehlentscheidung
definiert, die H0 ablehnt, obwohl H0 eigentlich zutreffen würde (Tabelle 3.1). Die
Wahrscheinlichkeit β, einen Fehler 2. Art zu begehen, ist dabei unter anderem
invers abhängig von α. Die Größe 1 − β, auch Power, Sensitivität oder Teststär-
ke genannt, welche die Wahrscheinlichkeit für eine ’True Negative’-Entscheidung
angibt, wird zum Vergleich verschiedener Testprozeduren verwendet.
Wahrheit
H0 richtig H0 falsch
Testentscheidung
H0 nicht abgelehnt True Positive False Negative
(Fehler 2. Art)
H0 abgelehnt False Positive
(Fehler 1. Art)
True Negative
Tabelle 3.1.: Fehlentscheidungen beim Hypothesentesten
Ein alternatives Verfahren, die Testentscheidung zu treffen, welches meist in den
gängigen Statistiksoftware-Programmen verwendet wird, ist der direkte Vergleich
des aus t(x) berechneten p-Wertes mit dem Signifikanzniveau. Der p-Wert ist dabei
die Wahrscheinlichkeit, unter Annahme der Nullhypothese einen genauso großen
oder extremeren Wert als t als Prüfgröße zu erhalten. Die Definition von ’extrem’
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hängt dabei von der Struktur der Hypothesen H0 und H1 ab. Man spricht von
einem zweiseitigen Test, fallsH0 : θ = θ0 undH1 : θ 6= θ0 die Situation beschreiben,
dass θ von einem vorher festgelegtenWert θ0 abweicht. Ist die Abweichung einseitig,
also θ ≥ θ0 oder θ ≤ θ0, so heißt auch der zugehörige Test einseitig. Dabei gilt, dass
ein einseitiger Test bei gleicher Prozedur und Stichprobe eine höhere Teststärke,
also kleineres β, hat als ein zweiseitiger.
3.1.2. Multiples Testen
Beim simultanen Testen mehrerer Hypothesen mit der gleichen Prozedur unter
Verwendung des gleichen Datensatzes muss zwischen den Signifikanzniveaus αeinzeln
der jeweiligen Hypothesen und dem Signifikanzniveau αgesamt der übergreifenden
Hypothese unterschieden werden. Die Situation ist in Tabelle 3.2 veranschaulicht.
Unter der Annahme, dass alle H0 richtig sind, würde man beim Testen von m
Hypothesen also V = αgesamt ·m abgelehnte H0 erwarten. Man möchte durch die
Festlegung von einem αgesamt also die erwartete Anzahl E(V) von Fehlern 1. Art
nach oben beschränken.
Dabei gibt es verschiedene Konzepte, um αgesamt zu definieren. Die Family-Wise
Error Rate FWER = P (V ≥ 1) ist die Wahrscheinlichkeit, mindestens einen
Fehler 1. Art zu begehen und kommt damit dem Konzept des Signifikanznive-
aus bei einzelnen Tests am Nächsten. Alternativ kann auch die False Discovery
Rate FDR = E[V
R
], der erwartete Anteil von fälschlicherweise abgelehnten Null-
hypothesen an allen abgelehnten Nullhypothesen, betrachtet werden. Im Vergleich
zur Beschränkung der FWER führt die Beschränkung der FDR zu einer größeren
Teststärke, aber auch mehr Fehlern 1. Art bei den Einzelhypothesen. Im Folgenden
werden einige der häufig angewendeten Korrekturprozeduren für multiples Testen
vorgestellt. Einen Überblick über die Thematik sowie die einzelnen Korrektur-
methoden gibt das Review-Paper von Shaffer (1995) [62], aus welchem auch die
folgenden Erklärungen übernommen sind.
Wahrheit
H0 richtig H0 falsch Gesamt
Testentscheidung
H0 nicht
abgelehnt
U (True
Positive)
T (False
Negative)
m-R
H0 abgelehnt V (False
Positive)
S (True
Negative)
R
Gesamt m0 m−m0 m
Tabelle 3.2.: Anzahl der Fehlentscheidungen bei multiplem Testen mehrerer Hy-
pothesen
3.1.2.1. FWER-Kontrollierende Korrekturen
Die Family-Wise Error Rate FWER = P (V ≥ 1) wird, ausgehend von der
Bonferroni-Ungleichung [62], durch ∑αeinzeln nach oben beschränkt. Die daraus
folgenden Bonferroni-Korrektur αeinzeln = αgesamtm reduziert jedoch die Teststärke
der Einzeltests (über das inverse Verhältnis von α und β) übermäßig und wird
daher nicht zur Verwendung empfohlen.
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Holm-Bonferroni Step-down Korrektur Die Reduktion der Einzelteststärke kann
durch eine sequentielles Vorgehen umgangen werden. Zuerst werden alle Einzel-
hypothesen aufsteigend nach ihren p-Werten sortiert und dann der Reihe nach
mit einem Signifikanzniveau αkorrigiert verglichen. Sobald der i-te p-Wert αkorrigiert
überschreitet, also pi > αkorrigiert = αm−i+1 , werden alle Hypothesen mit p-Werten
kleiner als oder gleich αkorrigiert abgelehnt, also alle H1, . . . , Hi−1. Wird die Schran-
ke schon bei der ersten Hypothese überschritten, so werden alle Hypothesen nicht
abgelehnt.
Šidák-Korrektur Sowohl die Bonferroni- als auch die Holm-Prozedur sind für
beliebige Assoziationsstrukturen der Hypothesen anwendbar. Falls die Teststatis-
tiken der Einzelhypothesen unabhängig oder positiv voneinander abhängig sind,
können beide durch Ersetzen von α
m
mit 1 − (1 − α)1/m leicht verbessert werden,
wobei der Effekt für kleine α nur unwesentlich ist.
Hochberg-Korrektur Die Hochberg-Korrektur ist ähnlich der Holm-Korrektur,
nur dass hier im i-ten Schritt alle H1 bis Hi abgelehnt werden, falls die obige
Stoppbedingung erreicht ist. Aufgrund des leicht veränderten Ablehnungsbereichs
ist diese Prozedur keine abgeschlossene mehr und damit nur für unabhängige oder
positiv assoziierte Teststatistiken gültig. Eine Alternative mit größerer Teststärke
zur Hochberg-Korrektur ist die Hommel-Korrektur, für welche die gleichen Bedin-
gungen gelten.
3.1.2.2. FDR-Kontrollierende Korrekturen
Im Gegensatz zu den FWER-Kontrollierenden Korrekturen erlauben die FDR-
Methoden eine höhere Rate an Fehlern 1. Art bei den Einzelhypothesen, erlauben
damit aber auch eine höhere einzelne Teststärke. Zurückgehend auf die ursprüngli-
che Methode von Bejamini und Hochberg [7] für unabhängige Hypothesen können
verschiedene Modifikationen, zum Beispiel für abhängige Hypothesen [8], ange-
wendet werden.
Ebenso wie bei der FWER-Korrektur von Hochberg werden bei der FDR-Korrektur
die p-Werte der einzelnen Hypothesen sortiert und der Reihe nach mit einem
αkorrigiert verglichen. αkorrigiert ist hier gleich i·αm·c(m) für die i-te Hypothese. c(m)
hängt dabei von der Korrelationsstruktur der Hypothesen ab:
c(m) =

1 bei positiver Assoziation oder Unabhängigkeit
(ursprüngliche Benjamini-Hochberg-Korrektur)∑m
i=1
1
i
bei unbekannter Abhängigkeit
(Benjamini-Hochberg-Yekutieli-Korrektur)
Ausgefeiltere Korrekturen, zum Beispiel über Gauß-Markov-Zufallsfelder, welche
die FDR kontrollieren, wurden im Zusammenhang mit der Auswertung von fMRI-
Gehirnscans entwickelt [5]. Aus der Geostatistik kommt die Idee, die räumliche
Struktur der Teststatistiken über eine Transformation in den Wavelet-Raum für
eine Anwendung bei geringem Signal-zu-Rausch-Verhältnis auszunutzen [63]. Beide
Methoden werden kurz in Kapitel 7 angesprochen.
22
3.1.3. Der Student’sche t-Test und Alternativen
Häufig steht die Bezeichnung t-Test synonym für verschiedene Arten, Hypothe-
sen über den Lageparameter (Mittelwert oder Median) einer Stichprobe zu testen.
Die verschiedenen Testprozeduren, welche unter dem Schlagwort t-Test zusam-
mengefasst sind, können in einführender Literatur zur Statistik nachgeschlagen
werden. Hier wurde Toutenburg et al. (2008) [67] verwendet. Es können entweder
der Mittelwert einer Stichprobe X mit einem theoretischen Wert µ0 oder die Mittel-
werte zweier Stichproben X und Y miteinander verglichen werden. Im Fall zweier
Stichproben wird zwischen der Situation gleicher oder unterschiedlicher Varianz
der Stichproben und gepaarter oder unabhängiger Messwerte unterschieden. Ge-
paarte Messwerte treten beispielsweise bei zeitlich verschobenen Untersuchungen
an der gleichen Stichprobe, zum Beispiel Blutdruckwerte beim gleichen Patien-
ten, oder Untersuchungen unter verschiedenen Umweltbedingungen, zum Beispiel
Kohlenstoffaufnahme der gleichen Pflanze bei viel oder wenig CO2, auf. Speziell
im Hinblick auf den Beispieldatensatz können auch Simulationen mit Nudging als
gepaarte Stichproben angesehen werden. So haben auch Righi et al. ?? in ihrer
ursprünglichen Arbeit zur Analyse des Datensatzes mit der Annahme gepaarter
Stichproben gearbeitet, auch wenn dies nicht explizit erwähnt wurde.
Die allgemeine Form der Teststatistik t von t = Z
s
mit Z = Z(X, . . . ) und
s = s(V ar(X), . . . ) als Funktionen der Daten wird durch die Form von Z und s im
Detail je nach Situation modifiziert. Zum Beispiel gilt bei einem gepaarten t-Test
mit dem Mittelwert XD und der Standardabweichung sD der paarweisen Differen-
zen t = XD−µ0
sD/
√
n
. Auch die zur Berechnung des p-Wertes mit der t-Verteilung zusätz-
lich benötigte Anzahl ν der Freiheitsgrade differiert je nach Situation; im Fall der
gepaarten Differenzen ist ν = n−1 bei n beobachteten Paaren. Die Nullhypothese
besteht in der Annahme von keinem Unterschied zwischen den Stichproben bezie-
hungsweise der Gleichheit mit einem festen Wert im Ein-Stichproben-Fall. Wird
die Nullhypothese also signifikant abgelehnt, so wird den Daten ein Unterschied
voneinander beziehungsweise von dem in H0 festgelegten Wert attestiert.
Voraussetzungen für die Anwendung eines t-Tests sind die Unabhängigkeit von Z
und s, die Normal-Verteilung von X und die χ2-Verteilung von s2. Alternativen für
nicht-Normalverteilte Daten sind der Mann-Whitney U-Test (bei gepaarten Wer-
ten: Wilcoxon-Vorzeichen-Rang-Test) und bei ungleichen Varianzen in den zwei
Stichproben der Welch’sche t-Test. Die Wahl der korrekten Tests fällt besonders
bei kleinen Stichproben ins Gewicht.
3.1.4. Tests auf Normalverteilung
Voraussetzung für die Anwendung eines t- bzw. Welch-Tests für den Mittelwertver-
gleich ist die Normalverteilung der Daten. Tests auf Normalverteilung gibt es vie-
le, beruhend auf Simulationsstudien wird häufig der Shapiro-Wilk-Test empfohlen.
Dieser besitzt unter verschiedenen Situationen mit die größte Power [75]. Ähnlich
gut schneidet aber auch der Anderson-Darling-Test oder der D’Agostino–Pearson
Test ab. Dabei muss bemerkt werden, dass die Teststärke mit der Stichprobengröße
im Allgemeinen steigt und daher vor allem für kleine Stichproben (n < 20) die Nor-
malverteilungsannahme selten abgelehnt wird [2]. Im Gegensatz zu vielen anderen
Testprozeduren ist beim Normalverteilungstest die Nullhypothese die Annahme
einer Normalverteilung. Ist das Ergebnis also die Feststellung einer signifikanten
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Ablehnung der Nullhypothese, so wird damit den Daten eine Abweichung von der
Normalverteilung zugeschrieben.
3.2. Hypothesentests mit dem Beispieldatensatz
Bei der Fragestellung, ob sich die beiden Simulationen signifikant unterscheiden,
wird implizit davon ausgegangen, dass der Unterschied insgesamt festgestellt wer-
den soll, also durch eine einzelne Entscheidung beziehungsweise Maßzahl. Dies
kann durch Testen der globalen Mittelwerte geschehen, dann geht aber die räum-
liche Information vollständig verloren. Alternativ kann die multivariate Varian-
te des t-Tests, der Hotelling-T 2-Test, verwendet werden. Dies ist allerdings mit
sehr großer Rechenzeit verbunden, wenn der zu testende multivariate Vektor x =
( ~x1, ~x2, . . . , ~x155648) den zeitlichen Verlauf oder zeitliche Mittelwerte pro Pixel für
alle 155.648 räumlichen Punkte des Datensatzes enthält. Alleine bei Anwendung
auf eine einzelne Höhenschicht muss die Kovarianzmatrix aller 8192 Pixel berech-
net und invertiert werden. Verwendet man statt dessen die einzelnen Zeitpunkte
als den zu testenden Vektor, also x = ( ~x1, ~x2, . . . , ~x120) mit der räumlichen Ver-
teilung ~xi, ist die Signifikanz durch die Stichprobengröße von alleine n = 8192
bei Betrachtung einer einzelnen Höhenschicht quasi garantiert. Möchte man statt
dessen pixelweise testen, so kann danach durch eine Multiples-Testen-Korrektur
die Einhaltung des globalen Signifikanzniveaus sichergestellt werden.
Sämtliche Mittelwerts-Testprozeduren gehen von untereinander unabhängigen
Daten aus. Da bei allen hier betrachteten Variablen sowohl eine räumliche als
auch eine zeitliche Korrelation festgestellt wurde, müssen diese erst entfernt wer-
den, bevor Tests ausgeführt werden können oder sie müssen in der Testprozedur
bereits mit berücksichtigt werden. Die zeitliche Korrelation kann durch einen ent-
sprechend groß gewählten Abstand zwischen den verwendeten Zeitpunkten ver-
ringert werden. Es werden zwei Möglichkeiten miteinander vergleichen: Entweder
eine Stichprobe besteht pixelweise aus den jeweiligen Monatswerten (also zum Bei-
spiel alle Januar-Werte von 1996 bis 2005) oder aus den Jahresmittelwerten des
gesamten Zeitraumes. Bei beiden Möglichkeiten ist die Größe der (pixelweisen)
Stichprobe n = 10 mit insgesamt 8192 Pixeln.
Die grafischen Darstellungen der Testergebnisse sind in C.2 zu finden, ein Ver-
gleich der Anzahl an signifikanten Pixeln ist in Tabelle C.2.4 aufgelistet. Die fol-
genden Aussagen beziehen sich, soweit nicht explizit anders angegeben, auf die
Differenzen aller betrachteter Variablen in der untersten Höhenschicht.
3.2.1. Test auf Normalverteilung und Auswahl der
t-Testprozedur
Als erstes wird die Normalverteilungsannahme für die Daten überprüft. Da aber die
Stichprobe nicht besonders groß ist (n = 10) und das Ergebnis des Shapiro-Wilk-
Tests damit mit Vorsicht zu interpretieren ist, wäre es sicherer, gleich anstelle ei-
nes parametrischen Tests (hier: Welch-t-Test) die nicht-parametrische Alternative
(hier: Wilcoxon-Vorzeichen-Rang-Test) zu verwenden. Es stellte sich im Nachhin-
ein heraus, dass in diesem Fall beide Tests (parametrisch und nicht-parametrisch)
zu fast identischen Ergebnissen geführt haben. Unterschiede haben sich nur im
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Verhalten in Bezug auf die FWER-Korrekturen ergeben. Dies ist konsistent mit
dem Ergebnissen der Shapiro-Wilk-Tests, bei welchen sich herausgestellt hat, dass
die Normalverteilungsannahme bei den meisten Pixeln nicht abgelehnt werden
kann. Die meisten Ausnahmen waren in Nähe des Äquators und über Landflächen
zu finden. Auch der Absolutbetrag der Differenzen folgte diesem Muster, außer
dass sich bei NO3 und dem Wolkenbedeckungsgrad eine Abhängigkeit vom Jah-
resverlauf zeigte. Aufgrund dieser leichten verbleibenden Unstimmigkeiten ist der
nicht-parametrische Test vorzuziehen.
3.2.2. Vergleich der t-Tests
Es stellt sich die Frage, ob statt einem zweiseitigen Test der Differenzen ein einsei-
tiger Test des Absolutbetrags der Differenzen anwendbar ist, da der einseitige Test
stets eine größere Teststärke aufweist als der zweiseitige. Ein zweiter Vorteil eines
einseitigen Tests besteht darin, dass damit nicht nur die strikte Abweichung von
Null untersucht werden kann, sondern durch die Festlegung einer zwar kleinen,
aber positiven Schranke  auch kleine Abweichungen von der Null ausgeschlossen
werden können. Dies ist interessant, da von zweiseitigen Tests auch eine geringe
Differenz, zum Beispiel in der fünften Nachkommastelle, als signifikant erkannt
werden kann, obwohl diese physikalisch gesehen nicht von Bedeutung ist. Es wur-
den zwei Möglichkeiten, eine solche kleine Schranke festzulegen, untersucht und
mit der einseitigen und zweiseitigen Formulierung verglichen. Insgesamt wurden
also vier verschiedene Hypothesen überprüft:
1. H0 : µ = 0: zweiseitiger Test
2. H0 : µ ≤ 0: einseitiger Test
3. H0 : µ ≤ q: einseitiger Test mit Schranke q = globales 25%-Quantil
4. H0 : µ ≤ d: einseitiger Test mit Schranke d = globales Mittel/100 (ent-
spricht ungefähr der zweiten Nachkommastelle)
Betrachtet wird das Verhalten der Testergebnisse ohne Korrektur für multiples
Testen. Dabei werden bei allen vier Variablen vom strengen einseitigen Tests mehr
Nullhypothesen abgelehnt als beim zweiseitigen Test. Die Pixel mit den von den
beschränkten einseitigen Tests nicht abgelehnten Nullhypothesen liegen größten-
teils an den Polen, wohingegen die vom zweiseitigen Test abgelehnten Pixel häufig
über den großen Landflächen der Kontinente liegen. Der einseitige Test mit Null
als Grenze führt zu abgelehnten Nullhypothesen bei allen Pixeln.
3.2.3. Vergleich der Multiplen-Testen-Korrekturen
Es wurde untersucht, wie sich die unkorrigierten p-Werte im Vergleich zur An-
wendung der FWER-Korrekturen (Bonferroni, Holm, Hochberg und Hommel),
der Benjamini-Hochberg-Korrektur und der Benjamini-Yekutieli-Korrektur (beide
FDR-Kontrolle) verhalten. Dabei zeigt sich innerhalb der Gruppe der FWER- und
FDR-kontrollierenden Methoden eine große Ähnlichkeit der räumlichen Verteilung
der Pixel mit als signifikant abgelehnten Nullhypothesen. Zwischen den beiden
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Gruppen und den unkorrigierten Ergebnissen sind jedoch teils erhebliche Unter-
schiede erkennbar. Die wenigsten Pixel mit abgelehnten Nullhypothesen erhält man
bei Anwendung der FWER-kontrollierenden Korrekturen, da diese das globale α
sehr konservativ abschätzen. Die Benjamini-Hochberg-Korrektur führt zu fast iden-
tischen Ergebnissen wie die unkorrigierten Tests, außer beim Wolkenbedeckungs-
grad. Die räumliche Verteilung der Ergebnisse der Bejamini-Yekutieli-Korrektur
sieht meist wie ein Mittelwert zwischen den Ergebnissen von FWER-Korrektur
und Benjamini-Hochberg-Korrektur. Die Abbildung 3.1 ist dabei repräsentativ für
die meisten der durchgeführten Tests.
p−Werte für t−Test der Jahresmittel 
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Abb. 3.1.: Räumliche Verteilung der p-Werte für einen zweiseitigen t-Test auf den
Jahresmittelwerten der Differenz der Sulfat-Konzentration in der un-
tersten Höhenschicht. Wird ein Signifikanzniveau von 5% angenommen,
so zeigt die türkise Farbe eine Ablehnung der Nullhypothese zu diesem
Niveau an, was hier eine Ablehnung der Normalverteilungsannahme be-
deutet.
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3.2.4. Ergebnisse der korrigierten Hypothesentests
Zur Auswertung der Jahresmittel-Differenzen in der Konzentration von SO4, NO3,
Ruß (BC) und dem Wolkenbedeckungsgrad wurde ein globales Signifkanzniveau
von α = 0.05 festgelegt und der zweiseitige Wilcoxon-Vorzeichen-Rang-Test ver-
wendet. Als bevorzugte Korrekturmethode für das Multiple Testen wird die Benjamini-
Yekutieli-Korrektur betrachtet, da diese sowohl unabhängig von der Assoziationss-
truktur der Hypothesen ist, als auch nicht so streng wie die FWER-kontrollierenden
Methoden.
Die Konzentrationsdifferenzen von Ruß werden bei 80% aller Pixel als signifikant
von Null verschieden erkannt. Die nicht signifikanten Pixel liegen über fast ganz
Asien, Südamerika, Teilen Nordamerikas und der südlichen Hälfte von Afrika.
Nur wenige Pixel liegen nicht über Landflächen, sondern vereinzelt im südlichen
Atlantik, im Indischen Ozean, vor der chilenischen Küste und in der Antarktis.
Auch bei NO3(70% signifikant) liegen die meisten der nicht signifikanten Pixel
über den Landflächen von Afrika, Südamerika, Sibirien, Indien und Australien.
Zusätzlich wird fast die gesamte Arktis, der mittlere Atlantik und der östliche
tropische Pazifik von der Signifikanz ausgeschlossen. Ebenfalls stark auf Asien
konzentrieren sich die nicht signifikanten Pixel der SO4-Differenz (81% signifikant).
Bis auf wenige weitere Landflächen (Chile, Nordamerika, Südafrika, Grönland),
wo vereinzelt nicht signifikante Pixel vorhanden sind, verteilt sich der Rest auf die
Arktis und die Küsten vor der Antarktis.
Bei allen drei Konzentrationsdifferenzen zeigte sich bei Verwendung der ein-
zelnen Monate als Stichprobe ein Jahresgang in der räumlichen Verteilung der
signifikanten Pixel.
Davon komplett verschieden ist der Wolkenbedeckungsgrad, wo nicht bei einem
einzigen Pixel die Nullhypothese abgelehnt wird. Hätte man in diesem Fall keine
Korrektur für Multiples Testen angewendet, so wären circa 4.5% der Pixel als si-
gnifikant gekennzeichnet worden, was ungefähr der Fehlerrate α entspricht. Hier
zeigt sich die größere Trennschärfe bei Verwendung einer Korrektur. Repräsenta-
tiv ist in Abbildung A.12 das Ergebnis des Wilcox-Vorzeichen-Rang-Tests für die
Differenz des Wolkenbedeckungsgrades der untersten Höhenschicht zu sehen.
3.3. Anwendungsbereich von Hypothesentests
Das Verfahren des statistischen Hypothesentests besitzt ein stabiles und lange er-
probtes theoretisches Fundament. Dies führt zu klaren Anweisungen zur Testdurch-
führung und leicht überprüfbaren Voraussetzungen zur Anwendung der Testproze-
dur. Zur Entscheidung für eine Testprozedur müssen Verteilungsvoraussetzungen
an den Daten geprüft werden und eine zur Problemstellung passende Hypothese
(einseitig oder zweiseitig) formuliert werden. Wenn eine Aussage über ein globales
Signifikanzniveau getätigt werden soll (zum Beispiel beim Vergleich zweier Fel-
der/Bilder, auch 3D), ist es empfehlenswert, zusätzlich über eine Korrektur für
Multiples Testen nachzudenken. Die Durchführung des Tests und eventueller p-
Wert-Korrekturen an sich ist nur mit geringem Zeitaufwand verbunden.
Als zwei offensichtliche Nachteile der Verwendung von Hypothesentests hat sich
an dem hier betrachteten Beispiel die geringe Sensitivität für kleine Unterschie-
de und die Voraussetzung unabhängiger Datenpunkte in der Stichprobe heraus-
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gestellt. Ebenfalls hier, aber auch universell ungünstig, ist die Abhängigkeit der
Signifikanz von der Größe der Stichprobe. Als Alternative oder Ergänzung wird
oft die (zusätzliche) Angabe der Effektgröße, beispielsweise gemessen durch ein
Effektmaß wie Cohen’s d, empfohlen.
Eine andere Folge des ausführlichen theoretischen Fundaments ist allerdings,
dass die Frage nach der Verwendung von Multiplen-Test-Korrekturen oder über-
haupt von Hypothesentests in mathematisch-philosophisch-wissenschaftstheoretische
Grundsatzdiskussionen führt, welche bereits in verschiedenen wissenschaftlichen
Disziplinen geführt werden, aber noch zu keiner abschließenden Handlungsvor-
schrift geführt haben. Eine kurze Übersicht des aktuellen Stands der Diskussion
ist in den Kommentaren von Thompson [66] zu [60] zusammengefasst. Die grund-
legende Empfehlung zur Umgehung dieser inhärenten Problematik besteht in der
Verwendung von (Semi-)Bayesianischen Methoden, wovon ein paar in ähnlicher
Anwendung in Kapitel 5 und 7 angesprochen werden.
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4. Orthogonalzerlegung PCA (EOF)
4.1. Theoretischer Hintergrund
4.1.1. Beschreibung des Verfahrens
Die Hauptkomponentenanalyse ist in der Statistik unter der Abkürzung PCA
(Principal Components Analysis) bekannt und so auch in vielen Büchern über
Multivariate Analysemethoden, zum Beispiel Konishi (2014) [35] oder Backhaus
et al. (2000) [6] zu finden. In der Geostatistik und der Meteorologie wird das
Verfahren auch als EOF-Analyse (EOF = Empirical Orthogonal Functions) be-
zeichnet. Eine ausführliche Erläuterung speziell im Bezug auf die Anwendung in
der Atmosphärenphysik findet sich in von Storch und Zwiers (2002) [69], Anwen-
dungsmöglichkeiten und Beispiele werden in von Storch und Navarra (1995) [68]
diskutiert. Die folgende kurze Erklärung ist übernommen aus [35, 69].
Mit einer PCA können zwei Ziele verfolgt werden. Die Daten werden über eine
Singulärwertzerlegung auf einen neuen Basisraum projiziert. Dabei sind die neu-
en Basisvektoren orthogonal zueinander und die Projektionen der Daten auf die
neuen Basisvektoren, die Hauptkomponenten, beschreiben jeweils einen maxima-
len Anteil an Varianz in den Originaldaten. Dadurch können Strukturen in den
Daten gefunden werden, die vor der Projektion nicht offensichtlich waren, weshalb
die PCA auch zu den strukturentdeckenden Verfahren der multivariaten Analyse
gezählt wird. Zusätzlich können die Dimensionen der Daten ohne größeren Informa-
tionsverlust reduziert werden, falls durch wenige Hauptkomponenten ein Großteil
der Varianz abgedeckt ist.
Betrachtet man Originaldaten der Form x = (x1, x2, . . . , xp), mit jeweils n Beob-
achtungen in xi, so bewirken die Bedingung der Orthogonalität und die Maximie-
rung des Varianzanteils, dass die neuen Basisvektoren des Projektionsraumes die
Eigenvektoren wi der Kovarianzmatrix S = 1n
∑n
i=1(xi − x¯)(xi − x¯)T der Original-
daten sind. Die neuen Basisvektoren wi werden also durch eine Eigenwertzerlegung
S = WΛW T der Kovarianzmatrix berechnet. Dabei entspricht die Maximierung
des Varianzanteils dem Sortieren nach der Größe des zum jeweiligen Eigenvektor
gehörigen Eigenwertes λi, aus welchem sich auch der Anteil p der erklärten Varianz
pi = λi∑N
j=1 λj
berechnet. Die zu jedem Eigenvektor gehörende Hauptkomponente
ergibt sich aus der Projektion ai = wT1 x. Die bei der Anwendung auf ein physikali-
sches Problem auftretenden Einheiten der ursprünglichen Variablen werden, soweit
vorhanden, bei der Zerlegung auf die Hauptkomponenten übertragen [69]. Diese
können dann mit einem multivariaten Test, wie zum Beispiel Hotellings-T 2-Test
für Differenzen, auf Verschiedenheit von Null getestet werden [68].
In der Statistik entsprechen die einzelnen Variablen xi häufig verschiedenen Ei-
genschaften eines Objektes, wie zum Beispiel Größe oder Farbe. In der Geostatistik
und Meteorologie werden die zeitlichen oder räumlichen Koordinaten als ’Eigen-
schaft’ verwendet. Meist ist es von Interesse, die zeitliche Entwicklung (= Haupt-
komponenten) von räumlichen Mustern (= Eigenvektoren, EOFs) zu betrachten,
wobei die umgekehrte Formulierung mathematisch gesehen genauso möglich wäre.
Weil die PCA sensitiv auf absolute Größenunterschiede ist, wird bei der gemein-
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samen Analyse von Variablen mit verschiedenen Einheiten vor Berechnung der
Eigenvektoren häufig eine Zentrierung (auf Mittelwert 0) oder Standardisierung
vorgenommen. Da im Fall räumlicher oder zeitlicher Aufteilung nur eine Variable
betrachtet wird, ist die Verwendung der Zentrierung beziehungsweise Standardi-
sierung nicht zwingend vorgegeben.
Die PCA ist nur für normalverteilte Daten in dem Sinne ein optimales Ver-
fahren, dass die resultierenden Hauptkomponenten vollständig unkorreliert sind
[69]. Für den Fall nicht-normalverteilter Daten gibt es das Verfahren der In-
dependent Component Analysis (ICA) aus dem Bereich der Signalverarbeitung,
welches eine optimale Trennung von additiv vermischten, nicht-normalverteilten
und voneinander (statistisch) unabhängigen Quellen zum Ziel hat [31]. Der Begriff
Quellen wird in der ICA ähnlich dem der Eigenvektoren in der PCA verwendet.
Eine PCA kann keine dynamischen, in der zeitlichen Dimension propagierende,
räumliche Muster erkennen [69]. Falls dies gewünscht ist, bietet sich die Verwen-
dung der Hilbert-EOF-Analyse (auch komplexe EOF-Analyse), der erweiterten
EOF-Analyse (EEOF) oder der Principal-Oscillation-Pattern-Analyse (POP) an
[69, 16, 68]. Eine ausführliche Beschreibung und Diskussion findet sich in Cressie
und Wikle (2011) [16].
4.1.2. Implementierungsmöglichkeiten des Verfahrens
Für die Berechnung von Eigenwertproblemen gibt es viele verschiedene numerische
Verfahren. Daher werden im folgenden Abschnitt kurz die für die Analyse des
Beispieldatensatzes verwendeten Algorithmen genauer vorgestellt. Die PCA wurde
zweimal durchgeführt, einmal unter Verwendung des in der Meteorologie breit
genutzten Software-Pakets cdo (Climate Data Operators) des Max-Plank-Instituts
für Meteorologie [14] und ein zweites Mal mit dem Statistik-Software-Paket R [50]
unter Verwendung des Zusatzpaketes spacetime [46]. Für die ICA wurde die in R
implementierte Version [42] des fastICA-Algorithmus von Hyvärinen und Oja [31]
verwendet.
4.1.2.1. PCA
Die Software-Sammlung cdo verwendet laut Dokumentation zur Berechnung der
EOF-Analyse einen einseitigen Jacobi-Algorithmus, wie zum Beispiel im Handbuch
für lineare Algebra [1] beschrieben. Dabei wird die Iteration bei der numerischen
Eigenwertzerlegung direkt mit der Inputmatrix durchgeführt. Im Gegensatz dazu
wird für den von R verwendeten Divide-and-Conquer-Algorithmus die Inputma-
trix vor Beginn der Iteration erst bidiagonalisiert. Der Jacobi-Algorithmus ist am
stabilsten, wenn die Inputmatrix diagnoaldominant ist, das heißt die Werte in der
Diagonalen oder nahe daneben wesentlich größer sind als die abseits der Diagona-
len.
4.1.2.2. ICA
Der fastICA-Algorithmus besteht aus drei Schritten. Im erste Schritt werden die
Daten zentriert, also der jeweilige Mittelwert abgezogen. Im zweiten Schritt wer-
den die Daten durch Anwendung einer PCA dekorreliert. Im dritten Schritt werden
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iterativ die einzelnen Quellen (entsprechend den Eigenvektoren bei der PCA) ex-
trahiert. Die zu maximierende Größe ist ein Maß für die nicht-Normalverteilung
der Projektionen, zum Beispiel die Kurtosis (= Verteilungskenngröße zum Mes-
sen des Gewichts der Extrema oder die Spitzheit der Verteilung). Der in fastICA
implementierte Algorithmus verwendet die Negentropie J aus der Approximation
J(y) = (E[G(y)]−E[G(v ∼ N(0, 1))])2 als Maß für die Ähnlichkeit der Daten y zu
einer Standardnormalverteilung v, G ist dabei eine zu Null symmetrische u-förmige
Funktion.
4.2. PCA mit dem Beispieldatensatz
Es wurde am Beispiel der Sulfat-Konzentrationsdifferenz der bodennächsten Schicht
untersucht, ob die PCA in der Lage ist, aus den Jahresmittelwerten, den jeweili-
gen gleichartigen Monaten (alle Januare, alle Februare, ...) und dem kompletten
Datensatz (sämtliche 120 Monate) räumliche Muster zu finden, deren Hauptkom-
ponenten sich signifikant von Null unterscheiden. Es werden die Hauptkomponen-
ten und nicht die Eigenvektoren getestet, da die physikalischen Einheiten auf die
Hauptkomponenten übertragen werden. Als Test wurde die multivariate Variante
des t-Tests, der Hotelling-T 2-Test, verwendet. Dabei wurde zusätzlich untersucht,
ob die Signifikanz des Tests von der Anzahl der verwendeten Hauptkomponenten
abhängt. Da dies zum Vergleich mehrerer Hypothesen an der gleichen Stichprobe
führt, wurde auch hier eine Korrektur für das multiple Testen angewendet. Sämt-
liche grafischen Darstellungen und die Tabellen mit den p-Werten des Hotelling-
T 2-Tests sind in ?? zu finden.
4.2.1. Vergleich der Verwendung von Jahresmittelwerte,
gleichartigen Monaten und dem kompletten Zeitverlauf
Im Folgenden wird die PCA der Differenz der Sulfat-Konzentration ausführlicher
beschrieben. Die Analyse der übrigen Variablen folgt dem gleichen Schema.
4.2.1.1. EOF der Jahresmittelwerte und gleichartigen Monate der
Konzentrationsdifferenz
Unveränderte Jahresmittelwerte Unabhängig von der betrachteten Höhenschicht
erklärt der erste Eigenvektor den Großteil der Varianz. Auch die räumliche Ver-
teilung, wie beispielhaft in Abbildung 4.1 zu sehen ist, unterscheidet sich von
der der restlichen Eigenvektoren. Es treten wesentlich großflächigere Strukturen
mit durchwegs gleichem Vorzeichen auf. In den weiteren Eigenvektoren sind die
Strukturen mit gleichem Vorzeichen viel kleinskaliger. Die einzigen zwei Vorzei-
chenwechsel beim ersten Eigenvektor in den unteren Höhenschichten finden sich
in den beiden Polregionen, wo die Differenz der Sulfat-Konzentration global gese-
hen am geringsten ist. Je höher die betrachtete Schicht ist, desto weiter wandert
die Grenze des Vorzeichenwechsels von der Antarktis nach Norden und in den
oberen Schichten tritt kein Vorzeichenwechsel mehr auf. Das räumliche Muster in
den unteren Schichten zeigt (zumindest grafisch) Ähnlichkeiten zum Schiffsemissi-
onsmuster. Die zugehörige Hauptkomponente des ersten Eigenvektors ist in allen
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Schichten (bis auf die obersten drei) eindeutig positiv, was sich auch in den Ergeb-
nissen des Hotelling-T 2-Tests wiederspiegelt. Dieser erste Eigenvektor sorgt dafür,
dass der Hotelling-T 2-Test mit bis zu sechs zusätzlichen, also insgesamt den ersten
sieben Eigenvektoren signifikant zum Niveau α = 0.05 ist. Werden die restlichen
Eigenvektoren ohne den ersten, also Nummer 2 bis 10, getestet, so stellt sich für
keine der möglichen Kombinationen eine Signifikanz ein.
Zentrierte und skalierte Jahresmittelwerte Hier erklärt der erste Eigenvektor
nur noch in den oberen vier Schichten mehr als 50% der Varianz, in den unteren
Schichten benötigt man sogar die ersten neun Eigenvektoren, um 50% zu erklären.
Dies spiegelt sich auch in den Ergebnissen des Hotelling-Tests wieder, wo alle Kom-
binationen bis auf solche mit sehr vielen Eigenvektoren zu 0.05 signifikant sind. Die
räumliche Struktur der Eigenvektoren unterscheidet sich nicht stark voneinander;
es sind in den unteren Schichten weder großskalige noch sehr kleinskalige Bereiche
ohne Vorzeichenwechsel zu sehen. Je höher die Schichten liegen, desto großskaliger
und räumlich homogener werden die positiven und negativen Bereiche. Keines der
Muster ist (zumindest visuell) mit dem der Schiffsemissionen in Verbindung zu
setzen.
Gleichartige Monate Im Vergleich zu den Ergebnissen der Jahresmittel-EOF-
Analyse zeigen die Ergebnisse der Analyse der jeweils gleichartigen Monate ein et-
was variableres Verhalten. Die Eigenvektoren weisen eine etwas höhere räumliche
Variabliliät auf und der Anteil an erklärter Varianz ist für die ersten Eigenvekto-
ren etwas geringer. Die größere Unsicherheit zeigt sich auch in den Ergebnissen des
Hotelling-Tests. Während bei der Analyse der unveränderten Konzentrationsdif-
ferenz nach wie vor die erste Hauptkomponente zu α = 0.05 signfikiant von Null
verschieden ist, so ist dies bei den Analysen der zentrierten und standardisierten
Differenzen nur für den August der Fall.
4.2.1.2. EOF des gesamten Zeitverlaufs der Konzentrationsdifferenz
Unveränderte Differenzen Hier erklärt der erste Eigenvektor vor allem in den
untersten und obersten Höhenschichten durchschnittlich 75% der Varianz, in den
mittleren Schichten werden zur Erklärung des gleichen Anteils bis zu 40 zusätzli-
che Eigenvektoren benötigt. Mit den ersten beiden Eigenvektoren zusammen lassen
sich 80% der Varianz erklären, möchten man einen Anteil von über 90% erreichen,
so müssen ungefähr die ersten 20 Eigenvektoren betrachtet werden. Die räumliche
Verteilung der Eigenvektoren zeigt wieder eine Homogenisierung für die höheren
Schichten. Auch sind in den ersten fünf bis sechs Eigenvektoren wesentlich großska-
ligere Flächen von einheitlichen Vorzeichen vorhanden. Bei den untersten vier bis
fünf Schichten ist im ersten Eigenvektor äußerst deutlich das Muster der Schiffse-
missionen zu erkennen (exemplarisch in Abbildung A.13), aber auch in der zweiten
Komponente zeigen sich Ähnlichkeiten zu den Schiffsmustern. Allerdings können
auch in den weiteren Eigenvektoren Teilestrukturen des Emissionsmusters wieder-
erkannt werden. Der Hotelling-Test der Hauptkomponenten ergibt eine Signifikanz
der ersten und achten Hauptkomponente, aber auch Kombinationen aus mehreren
Hauptkomponenten erreichen bei einem α von 0.05 ein signifikantes Testergebnis.
Der zeitliche Verlauf der ersten Hauptkomponenten, zu sehen für die unterste Hö-
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Abb. 4.1.: Räumliche Eigenvektoren der Jahresmittelwerte der Sulfat-Differenz der
untersten Höhenschicht
henschicht in Abbildung A.14, zeigt im Gegensatz zu dem der Jahresmittel- und
Monatsanalysen eine größtenteils regelmäßige Schwankung im Jahresverlauf, be-
sonders die ersten beiden Hauptkomponenten der unteren Schichten. Dabei zeigen
sie manchmal eine gegenläufige Schwankung, wobei die erste Hauptkomponente
stets im Sommer ihr Maximum hat.
Zentrierte und standardisierte Differenzen Im Unterschied zur Analyse der
Jahresmittel- und gleichartigen Monatswerte kann hier auch bei Zentrierung und
Standardisierung in den ersten Eigenvektoren (1 bis ca. 6) eine Ähnlichkeit zu
den Schiffsemissionsmustern festgestellt werden (Abbildung C.3.2). Das Ergebnis
des Hotelling-T 2-Tests ist mit zwei Ausnahmen für alle möglichen Kombinationen
von Hauptkomponenten signifikant. Die Schwankung der Hauptkomponenten im
Jahresrhythmus zeigt sich bei der Analyse der skalierten Differenzen durchaus bis
zur fünften Hauptkomponente, wobei teilweise eine Überlagerung mit einer halb-
jährlichen Schwankung zu erkennen ist. Bei den Hauptkomponenten der zentrier-
33
ten Differenzen zeigt sich der Jahresgang nur in der ersten und die halbjährliche
Schwankung in der zweiten Hauptkomponente. Die Ergebnisse des Hotelling-Tests
zeigen durchwegs eine Signifikanz zu α = 0.05 an.
Vergleich der Analysen Die Tatsache, dass sich die ersten Eigenvektoren der
Analyse der unveränderten der Jahresmittelwerte und des unveränderten gesam-
ten Zeitverlaufes räumlich sehr ähnlich sind, führt zu der Interpretation, dass die-
ses Muster den globalen Durchschnitt beschreibt, vor allem da es bei der Analyse
nach der Zentrierung der Differenzen nicht mehr zu finden ist. Die bei der Analyse
des gesamten Zeitverlaufs nach der Zentrierung erkennbaren Muster beschreiben
die zeitliche Variabilität, die natürlich bei Verwendung von Jahresmitteln oder
gleichartigen Monaten vorher schon aus den Daten entfernt wurde. Die Extrem-
werte dieses ersten Eigenvektors liegen auf den Schifffahrtsrouten und weisen einen
Vorzeichenwechsel zwischen Nordatlantik-/pazifik und Ozenanien/Indischer Ozean
auf.
4.2.2. EOF-Analyse für die anderen Variablen
Die Ergebnisse der Analysen der anderen beiden Konzentrationen zeigen in Bezug
auf die Unterschiede bei Verwendung von unveränderten, zentrierten oder stan-
dardisierten Jahresmittelwerten, gleichartigen Monatswerten oder dem komplet-
ten Zeitverlauf das gleiche Verhalten wie die Ergebnisse der Sulfat-Analyse. Die
Ergebnisse der Analyse der unveränderten Ruß-Konzentrationsdifferenz zeigt nur
im Verhalten der Hauptkomponenten einen Unterschied. Dort ist nur in der ers-
ten Hauptkomponente ein Jahresgang erkennbar. Auch die Ergebnisse der Nitrat-
Konzentrationsdifferenz-Analyse zeigen ein anderes Verhalten im zeitlichen Verlauf
der Hauptkomponenten. Bei diesen sind für wesentlich mehr Hauptkomponenten
regelmäßige Schwankungen erkennbar. Auch zeigt der erste Eigenvektor ein ande-
res räumliches Muster mit sehr wenig Vorzeichenwechsel, die ausschließlich über
Land zu finden sind. Bei den räumlichen Mustern der Nitrat-Konzentrationen las-
sen sich nur sehr schwache Ähnlichkeiten mit dem Muster der Schiffsemissionen
finden. Sämtliche Ergebnisse sind grafisch dargestellt in C.3.2.
Bei den Analysen des Wolkenbedeckungsgrades zeigte sich kein Unterschied in der
Verwendung von unveränderten, zentrierten oder standardisierten Differenzen und
auch kein Unterschied zwischen den Ergebnissen bei Verwendung der Jahresmit-
telwerte, der gleichartigen Monatswerte oder dem gesamten Zeitverlauf. Der Anteil
der erklärten Varianz der Eigenvektoren zeigt fast eine Gleichverteilung auf den
Eigenvektoren. Diese unterscheiden sich auch in ihrem räumlichen Muster nicht,
welches einen sehr kleinskaligen Wechsel zwischen positiven und negativen Vorzei-
chen zeigt. Lediglich in den mittleren Höhenschichten zeigt sich über dem Äquator
eine leichte Homogenisierung und ein leicht erhöhter Wert im Vergleich zu den
Mittleren Breiten und den Polregionen. Für die untersten Schichten dreht sich die-
ses Verhalten um und die Mittleren Breiten weisen einen leicht erhöhten absoluten
Wert auf. Die Hotelling-T 2-Tests fallen allesamt nicht-signifikant aus.
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4.3. ICA für den Beispieldatensatz
Bei der Analyse der PCA-Ergebnisse ohne Zentrierung fällt auf, dass die ersten
beiden Hauptkomponenten ein genau entgegengesetztes Vorzeichen aufweisen und
man könnte daher die These aufstellen, dass die Trennung in zwei Muster aufgrund
der Orthogonalitätsbedingung in der PCA zustande kam. Die ICA lockert diese
Bedingung zur statistischen Unabhängigkeit und maximiert statt dem Varianzan-
teil die nicht-Normalverteilung der Daten. Es wurde daher untersucht, ob die ICA
in der Lage ist, die räumliche Ähnlichkeit der Differenz zu den Schiffsemissionen
in einem einzelnen Muster darzustellen. Da für die ICA eine Vorauswahl per PCA
getroffen wird, wurde ebenfalls untersucht, wie sich die Anzahl der verwendeten
Eigenvektoren auf das Ergebnis auswirkt.
4.3.1. ICA der Sulfat-Konzentrationsdifferenz der untersten
Höhenschicht
Die Anwendung der ICA auf die unveränderten Jahresmittelwerte führte unab-
hängig von der Anzahl der verwendeten Eigenvektoren zu einem räumlich weniger
homogen verteiltem Muster der Quellen (entspricht den Eigenvektoren der PCA).
Bei der Anwendung auf die zentrierten und standardisierten Jahresmittelwerte war
die ICA jedoch in der Lage bei Verwendung von bis zu fünf Eigenvektoren eine
oder zwei räumlich homogener als die Eigenvektoren verteilten Quellen zu extra-
hieren, die eindeutig mit dem Schiffsverkehrsmuster in Verbindung zu bringen sind.
Ein Vergleich für zwei verwendete Eigenvektoren findet sich in 4.2. Auch bei der
ICA des vollständigen Zeitverlauf sind die extrahierten Quellmuster eindeutig dem
Schiffsmuster ähnlich, zeigen aber keine Verbesserung gegenüber den Eigenvekto-
ren der PCA in Hinblick auf ihre räumliche Homogenität oder Identifizierungs-
möglichkeit mit dem Schiffsmuster (Grafiken in C.3.3). In den Projektionen, also
sozusagen den Hauptkomponenten der ICA, ist keine regelmäßige Schwankung im
Jahresverlauf erkennbar.
4.3.2. ICA für die anderen Variablen in der untersten
Höhenschicht
Die Grafiken, auf welchen die folgende Analyse beruht, finden sich in C.3.3. In
den Quellmustern der Ruß-Analyse sind wesentlich deutlichere Verbindungen zum
Schiffemissionsmuster herzustellen. Bei der Anwendung auf die unveränderten Jah-
resmittel und den unveränderten kompletten Zeitverlauf hat sich im Gegensatz zur
Sulfat-Analyse keine Verschlechterung der räumlichen Homogenität ergeben. Es
findet auch eine klarere Herausarbeitung des Schiffsignals statt, das heißt dieses
ist häufig nur in einer Quelle wiederzufinden und nicht teilweise noch in weiteren
Quellmustern enthalten und zwar unabhängig von der Anzahl der eingangs ver-
wendeten Eigenvektoren und ob Jahresmittel verwendet wurden oder nicht. Bei
der ICA der Nitrat-Konzentrationsdifferenzen hingegen findet ähnlich wie bei der
Sulfat-Analyse eine Aufteilung des räumlich homogenen ersten Eigenvektors auf
mehrere Quellen statt und man kann keine Ähnlichkeit mit dem Emissionsmuster
(unabhängig von der Anzahl der verwendeten Eigenvektoren und der zeitlichen
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Abb. 4.2.: Räumliche Verteilung der Quellen der ICA der Sulfat-Differenz der un-
tersten Höhenschicht nach Selektion der ersten beiden Eigenvektoren
der PCA
Mittelung) feststellen. Die ICA des Wolkenbedeckungsgrades hat zu keiner Verän-
derung im Vergleich zur PCA geführt.
4.4. Vergleich PCA und ICA
In Hinblick auf die Klarheit der Unterscheidung zwischen dem Schiffsemissionsmus-
ter und den restlichen Einflüssen war für die Analyse der Sulfat-Konzentrationsdifferenzen
die PCA und für die Nitrat- und Ruß-Differenzen die ICA besser geeignet. Wäh-
rend die PCA nur bei Verwendung von unveränderten, also nicht zentrierten und
standardisierten, Jahresmittelwerten und gleichartigen Monaten das Schiffssignal
eindeutig erkannt hat, konnte unter Hinzunahme der ICA auch bei diesen Da-
ten ein Emissionsmuster-ähnliches Muster gefunden werden. Bei der Analyse des
Wolkenbedeckungsgrades konnten beide Methoden keine neuen Erkenntnisse er-
bringen, während bei den Analysen der Konzentrationsdifferenzen zumindest in
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den Hauptkomponenten des unveränderten vollständigen Zeitverlaufs mindestens
eine signifikante Hauptkomponenten gefunden werden konnte.
4.5. Anwendungsbereich PCA
Eine PCA wird als Transformation der Daten angewendet, um die in den Daten
enthaltene Information zu kondensieren. Teile der Korrelationen innerhalb der Da-
ten können beseitigt werden, die Größe des Datensatzes kann verringert werden
und das Auffinden von die Varianz bestimmenden Strukturen erleichtert. Dadurch
wurde bei dem hier besprochenen Beispielfall die Verwendung eines multivariaten
t-Tests (Hotelling-T 2) möglich, welcher anders als die univariaten Varianten statt
der iid-Vorraussetzung nur von einer multivariaten Normalverteilung ausgeht und
somit Korrelationen zwischen den Datenvektoren, hier Pixeln, zulässt. Allerdings
stellt sich bei der Dimensionsreduktion stets die Frage nach der Anzahl der beizu-
behaltenden Eigenvektoren. In der Statistik ist ein häufig verwendetes Kriterium,
dass der Gesamtanteil der behaltenen Eigenvektoren an der erklärten Varianz ei-
ne bestimmten Wert überschreiten muss, welcher meist 80-90% beträgt. Auch die
ICA beruht auf einer Auswahl an Eigenvektoren und steht damit vor dem gleichen
Wahlproblem, hat sich aber größtenteils relativ robust gegenüber der Variation
der Anzahl der verwendeten Eigenvektoren gezeigt. Falls also das interessierende
Signal in Eigenvektoren verborgen ist, welche nicht wesentlich zur Varianzerklä-
rung beitragen, so wird bei der Dimensionsreduktion durch die PCA (und damit
auch der ICA) das Signal fälschlicherweise dem Rauschen zugeordnet und von der
weiteren Analyse ausgeschlossen. Auch wenn das gesuchte Signal teilweise im Mit-
telwert enthalten ist, verschwindet es bei Zentrierung oder Standardisierung der
Daten aus der weiteren Analyse. Sind also keine a priori Information über die
räumliche Verteilung und zeitliche Variabilität des Signals vorhanden, kann in der
EOF-Analyse leicht Information übersehen werden. Die physikalische Deutung der
von der PCA gefundenen Eigenvektoren und Hauptkomponenten wird erschwert
durch die Tatsache, dass Muster, welche einen großen Teil der Varianz in den Da-
ten erklären, nicht zwangsweise mit den datenerzeugenden physikalischen Prozes-
sen in Verbindung gebracht werden können [69]. Über mögliche Zusammenhänge
zwischen Mustern und deren Stärke, zum Beispiel der Zusammenhang zwischen
der ersten EOF der nicht zentrierten Sulfat-Konzentration und dem räumlichen
Muster der Schiffsemissionen, ist durch eine PCA keine Aussage zu treffen.
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5. Regressionsmodelle
5.1. Mathematischer Hintergrund
Regressionsmodelle werden verwendet, um einen Zusammenhang zwischen zwei
Variablen zu quantifizieren. Die Art des Zusammenhangs kann dabei in Abhängig-
keit der Eigenschaften der Variablen mit unterschiedlicher Komplexität modelliert
werden. Die einfachsten Modelle sind lineare Modelle. Eine übersichtliche Einfüh-
rung bietet Faraway (2005) [19], eine Spezialisierung auf die Anwendung in der
Meteorologie findet sich in von Storch und Zwiers (2000) [69]. Auch in den meis-
ten Büchern über komplexere Modelle ist meist eine Einführung in lineare Modelle
enthalten. Die Beschreibung im folgenden Abschnitt ist übernommen aus Wood
(2006) [71], aus dem auch die Erklärung der Generalisierten Additiven Modelle
stammt.
Bei der Modellierung mit (univariaten) Regressionsmodellen wird der Einfluss ei-
ner oder mehrerer Größen (= Kovariablen X = ( ~x1, ~x2, . . . , ~xn)) auf eine Zielvaria-
ble y geschätzt. Dabei wird von einer additiven Struktur im Zusammenwirken der
Kovariablen sowie von N(0, σ2)-verteilten und unabhängigen Residuen ε ausgegan-
gen, wobei daraus auch die Annahme einer Normalverteilung für die Daten y folgt.
Dann kann das Modell folgendermaßen geschrieben werden: y = yˆ + ε = βX + ε
mit βX = β0 + β1x1 + · · ·+ βnxn. Im einfachsten Fall ist das Modell linear in den
Koeffizienten βi und auch in den Kovariablen. Zur Schätzung nicht-linearer Zusam-
menhänge können zum Beispiel nicht-parametrische Funktionen, dargestellt durch
die Überlagerung von abschnittsweise an die Daten angepassten Basisfunktionen,
verwendet werden (= Generalisierte Additive Modelle, GAM). Im Allgemeinen sind
generalisierte Regressionsmodelle solche, wo die Normalverteilungsannahme für y
gelockert wurde und dann auch andere Verteilungen, hauptsächlich aus der Expo-
nentialfamilie, angenommen werden können. Für beliebige Verteilungsannahmen
können GAMLSS-Modelle (Generalized Additive Models for Location, Scale and
Shape) verwendet werden. Speziell für Daten mit Autokorrelation können Modelle
aus der Zeitreihentheorie oder Geostatistik übernommen werden.
5.1.1. Lineare Modelle
Ein lineares Modell folgt der Modellgleichung yˆ = β0 +β1x1 + · · ·+βnxn, wobei in
X (gegebenenfalls transformierte) Kovariablen (keine Basisfunktionen) enthalten
sind. Es gilt die strikte Normalverteilungs- und Unabhängigkeitsannahme für die
Residuen. Werden dabei die kontinuierlichen Versionen der Kovariablen verwendet,
so wird damit eine lineare Abhängigkeit implizit angenommen. Dies kann durch
die Verwendung der diskretisierten Version umgangen werden, beziehungsweise die
Gültigkeit dieser Annahme kann damit überprüft werden. Veränderungen des Ein-
flusses einer Kovariablen in Abhängigkeit einer oder mehrerer anderer Kovariablen
werden als Interaktionen der Form yˆ = β0+β1x1+β2x2+β12(x1 ·x2) in die Modelle
mit aufgenommen.
Zur Schätzung des Modells wird meist die Methode der kleinsten Quadrate ver-
wendet, wobei die Quadratsumme der Residuen S = ||y − yˆ||2 minimiert wird.
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Ist das Modell geschätzt, können die einzelnen Koeffizienten βi jeweils mit einem
t-Test auf Verschiedenheit von Null getestet werden. Ist das Ergebnis eines dieser
Tests nicht signifikant, bedeutet das, dass der zugehörige Koeffizient so ungenau
geschätzt wurde, dass sein Konfidenzintervall die Null enthält und ihm wird im
Allgemeinen keine große erklärende Wirkung zugeschrieben. Wird beispielsweise
die Auswirkung von Nährstoffgehalt des Bodens und Höhe der CO2-Konzentration
auf die Wachstumsgeschwindigkeit von Pflanzen modelliert und der t-Test des Ko-
effizienten der CO2-Konzentration wäre nicht signifikant, so würde man der Varia-
blen CO2 eine geringe Erklärungskraft zuschreiben und überprüfen, ob sie sogar
komplett aus dem Modell genommen werden kann. Andererseits muss dabei im-
mer bedacht werden, dass die Signifikanz des t-Tests von der Stichprobengröße
abhängt und somit am Besten auch die Größe des Koeffizienten an sich in die
Interpretation mit einfließen sollte. Die Erklärungskraft des gesamte Modell, also
aller βi simultan, kann mit einem F-Test auf Verschiedenheit von einem Modell
mit nur einem Interzept β0 getestet werden.
Die Modellgüte wird über Diagnoseplots für die Residuen und mit dem Anteil
der vom Modell erklärten Varianz R2 beurteilt. Als Diagnoseplots werden Q-Q-
Plot verwendet, welche die Verteilung der Residuen gegen eine Normalveteilung
auftragen. Dabei entspricht die y = x-Diagonale einer Übereinstimmung der Ver-
teilungen und jede Abweichung von dieser Geraden weist auf eine Abweichung der
Verteilung hin. Weiterhin werden die vom Modell vorhergesagten Werte gegen die
tatsächlichen Werte aufgetragen. Streuen diese Punkte nicht gleichmäßig um eine
Konstante, so ist die Unabhängigkeitsannahme oder Verteilungsannahme verletzt.
Weisen diese Punkte einen Trend auf, so sind nicht alle Abhängigkeiten im Modell
passend modelliert. Sind die Voraussetzungen wie Normalverteilung der Residuen
nicht hinreichend gut erfüllt, kann das Ergebnis des t-Tests der Koeffizienten ver-
fälscht werden und eine Verzerrung des Betrags der Koeffizienten auftreten.
Möchte man mehrere Modelle miteinander vergleichen, so bietet sich zuerst eine
Beurteilung über die Modellgüte an. Zusätzlich können die Modelle per ANOVA,
Likelihood-Ratio-Test oder dem AIC- und BIC-Kriterium, welches die Komplexi-
tät der Modelle in der Beurteilung berücksichtigen, verglichen werden.
Generalisierte lineare Modelle erlauben die Anwendung auf nicht-Normalverteilte
Daten und die Verwendung einer etwaigen (monotonen) Link-Funktion g auf die
Zielvariable y. Die Modellgleichung lautet g(y) = yˆ+ ε, wobei Y jetzt einer Vertei-
lung aus der Exponentialfamilie folgen darf. Der Schätzalgorithmus beruht hierbei
auf einer iterativen Strategie, was bedingt, dass die Tests (zum Beispiel t-Test
für Koeffizienten, Modellvergleiche mit ANOVA) nunmehr approximativ aus dem
zentralen Grenzwertsatz folgen.
5.1.2. (Generalisierte) additive Modelle
Additive Modelle bieten die Möglichkeit, Nicht-Linearitäten im Zusammenhang
zwischen Ziel- und Kovariablen stetig, also ohne Diskretisierung einer eigentlich
stetigen Kovariable, zu modellieren. Wenn also beispielsweise der Koeffizient der
Schiffsemissionen mit der Größe der Schiffsemission variiert, das heißt, βSchiff in
der Modellgleichung yˆ = β0+βSchiff ·xSchiffsemission eigentlich ein βSchiff (xSchiffsemission)
ist, so kann dies im linearen Modell dadurch beschrieben werden, dass man die
Schiffsemissionsvariable diskretisiert, also ihren Wertebereich in Abschnitte auf-
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teilt und für diese jeweils einen eigenen Koeffizienten schätzt. Die Problematik an
diesem Vorgehen ist die Wahl der Schnittpunkte für die Aufteilung, welche bei
Verwendung von additiven Modellen durch die Wahl eines Glattheitsparameters
ersetzt wird. Diese Wahl kann jedoch algorithmisch optimiert werden, im Gegen-
satz zur Wahl der Schnittpunkte. Bei den im Rahmen dieser Arbeit verwendeten
kubischen Regressionssplines als Basisfunktionen wird die Glattheit über die An-
zahl der Schnittpunkte (auch Knotenpunkte) definiert.
Der Unterschied zwischen (generalisierten) linearen und additiven Modellen liegt
somit in der Art und Weise, wie die Kovariablen ins Modell aufgenommen werden.
Während in den linearen Modellen die Funktionen f, welche über yˆ = β0 +β1f(x1)
auf die Kovariablen angewendet werden können, lediglich eine Transformation, wie
zum Beispiel Logarithmus oder Quadrat, beinhalten können, ist die einzige Vor-
aussetzung an die Funktionen f im additiven Modell, dass sie glatt sein müssen. Die
Modellgleichung lautet also g(Y ) = β0+βi1fi1(xi1)+βi2fi2(xi2)+· · ·+βj1fj1(xj1)+
βj2fj2(xj2)+· · ·+εi, wobei i und j hier verschiedene Kovariablen kennzeichnen. Die
glatten Funktionen f werden dabei abschnittsweise aus Überlagerung von Basis-
funktionen an die Daten angepasst. Auch zwei-, drei- oder n-dimensionale Abhän-
gigkeiten, also Interaktionen zwischen zwei Kovariablen, können über die Verwen-
dung der entsprechend n-dimensionalen Basisfunktionen ins Modell aufgenommen
werden. Die Wahl der Basis findet vor der Modellberechung statt, die Glattheit der
Funktion wird (zwar durch Vorgaben beschränkbar) während der Modellberechung
mit geschätzt, also optimiert. Auch hier ist der Schätzalgorithmus iterativ, woraus
nur eine approximative Gültigkeit der Tests folgt. Die Verteilungsannahmen sind
die gleichen wie im GLM.
5.1.3. Geostatistik
Eine etwas andere Betrachtungsweise kommt aus dem Gebiet der Geostatistik.
Eine ausführliche Beschreibung, auch für die Verbindung von Geostatistik und
Raum-Zeit-Daten, ist in Cressie und Wikle (2011) [16] enthalten. Hier wird die
Korrelation innerhalb der Daten Y durch Festlegung einer Kovarianzfunktion be-
rücksichtigt. Die Kovarianzfunktion wird dabei so gewählt, dass sie das empirische
Variogramm (Erklärung in Kapitel 2.2.2.3) interpoliert. Dabei wird davon ausge-
gangen, dass die Daten einem Gauß’schen Prozess entstammen. Häufig verwendete
Kovarianzfunktionen sind sphärische, exponentielle oder Matérn-Funktionen. Die-
se Methodik heißt nach ihrem ersten Anwender D. G. Krige auch Kriging. Wird
dabei zusätzlich ein linearer Trend in den Daten mit modelliert, spricht man von
universellem Kriging oder auch Kriging mit Drift. Im Kontext von Raum-Zeit-
Daten kann die Kovarianzfunktion tatsächlich auch dreidimensional (zwei Raum-
und eine Zeitdimension) angesetzt werden. Alternativ kann ein rein räumliches
Modell pro Zeitpunkt berechnet werden.
5.1.4. Zeitreihenmodelle
Es gibt viele Anwendungen, in denen eine Abhängigkeit von der Zeit modelliert
werden muss. Im Fall von Raum-Zeit-Daten kann pro zwei- beziehungsweise drei-
dimensionalem Pixel (also pro Koordinaten-Punkt im Raum) ein Modell für die
Abhängigkeit von der Zeit angesetzt werden. Im Rahmen dieser Arbeit beschrän-
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ken sich diese Modelle auf Regressionsmodelle, bei denen die Kovariablen zusätzlich
um ein oder mehrere Zeitschritte verschoben werden. Es können jedoch bei Bedarf
auch Modelle, wie zum Beispiel ARMA oder ARIMA, aus der Zeitreihentheorie
übernommen werden. Eine Einführung im Kontext von Raum-Zeit-Daten bietet
[16], im Kontext von meteorologischen Daten [69].
5.1.5. Modellgütekriterien
Zum Vergleich von Modellen werden verschiedene Kriterien verwende, die jeweils
unterschiedliche Aspekte des Modells beurteilen. Am einfachsten zu interpretieren
ist R2, welches den Anteil der vom Modell erklärten Varianz an der Gesamtva-
rianz der Daten beschreibt. Allgemein wird ab einem Wert von 70-80% für R2
von einem guten Modell gesprochen, wobei dies teilweise auch von der Konventi-
on des jeweiligen Wissenschaftsgebiets abhängt. Ein Nachteil bei der Verwendung
von R2 ist, dass es alleine durch die Komplexität des Modells steigt und für viele
komplexere Modelle, vor allem hierarchisch aufgebaute Modelle, nicht eindeutig zu
berechnen ist. Als Alternative bieten sich das Akaike-Informationskriterium (AIC)
oder das Bayes-Schwarz-Informationskriterium (BIC) an. Von diesen beiden ’be-
straft’ das BIC komplexere Modelle stärker. Beide berechnen sich mit der Formel
−2 · loglik+k ·npar, wobei loglik die Log-Likelihood des Modells, npar die Anzahl
der Parameter des Modells und k = 2 (AIC) bzw. k = log(n) (BIC) der Strafterm
für die Komplexität ist. n ist dabei die Anzahl der im Modell verwendeten Daten-
punkte. Aus der Definition folgt, dass ein kleineres AIC und BIC für ein besseres
Modell steht, wobei anders als bei R2 der absolute Wert keine Aussagekraft hat.
5.2. Regressionsmodelle für den Beispieldatensatz
Die untersuchte Fragestellung ’Ist die Differenz der betrachteten Variablen zwi-
schen den beiden Simulationen signifikant?’ kann im Kontext der Regressionsmo-
dellierung mit einem F-Test der Koeffizienten des jeweiligen Modells beantwortet
werden. Ebenso kann die Fragestellung in ’Kann die Differenz durch eine Abhän-
gigkeit von den Eigenschaften xi der Daten beschrieben werden?’ umformuliert
werden. Damit kann im einzelnen beurteilt werden, ob die Differenz bestimmte
Muster in Raum und Zeit oder in Abhängigkeit der Emissionen und des Nieder-
schlags aufweist. Finden sich keine solchen Muster beziehungsweise nur welche, die
keine Signifikanz aufweisen, wird das als ’kein Unterschied zwischen den Simula-
tionen’ interpretiert.
Es werden zwei verschiedene Situationen untersucht. Im ersten Fall wird davon
ausgegangen, dass keine weiteren Informationen, außer den Raum- und Zeitko-
ordinaten zur Verfügung stehen. Im zweiten Schritt wird untersucht, ob sich das
Modell durch Hinzunahme der Informationen über die Schiffsemissionen und den
Niederschlag verbessern lässt. Die Modelle werden nicht nur nach den Modells-
elektionskriterien AIC, BIC und R2 beurteilt, sondern auch im Hinblick auf die
Verteilung ihrer Residuen. Dem Prinzip von Occam’s Rasiermesser folgend wer-
den die Modelle ausgehend von dem einfachsten zu immer weiter zunehmender
Komplexität aufgebaut.
Die Wahl des Modells wird am Beispiel der Differenz der Sulfat-Konzentration
für die unterste Höhenschicht durchgeführt, das Verfahren für die anderen Varia-
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blen ist analog. Die Auswertung der besten Modelle findet sich abschließend in
Kapitel 5.2.5.
Zur Erinnerung sind hier noch einmal kurz die wesentlichen Eigenschaften der
Konzentrationsdifferenz der Sulfat-Aerosole beschrieben. Es ist eine zeitliche und
räumliche Korrelation in den Daten vorhanden, welche mit zunehmender Entfer-
nung abnimmt und räumlich weitgehend isotrop ist. Allerdings kann diese Auto-
korrelation getrennt berücksichtigt werden (Ergebnis der deskriptiven Analyse in
Kapitel 2.2.2.3). Andererseits zeigt die Differenz zusätzlich einen Jahresgang, der
räumlich gesehen unterschiedlich stark ausgeprägt ist. Insgesamt gesehen ist die
Konzentrationsdifferenz nicht normalverteilt und ihre Zahlenwerte sind, numerisch
gesehen, relativ klein (Größenordung 10−9bis10−14, was eventuell zu Instabilitäten
der Algorithmen führen kann. Die Kovariablen Schiffsemission und Landemission
sind in verschiedenen Varianten vorhanden: unverändert, standardisiert, diskreti-
siert durch Runden der standardisierten Variante, diskretisiert durch Einteilung in
Quantile und mit sechs verschiedenen räumlichen Glättungen. Der Niederschlag
ist ebenfalls in diesen Versionen vorhanden, bis auf die Glättung.
5.2.1. Lineare Modelle
5.2.1.1. Lineare Modelle ohne Aufteilung nach Raum oder Zeit
Es werden Modelle der Form Konzentration = β0+β1x1+· · ·+βpxp+ berechnet,
wobei xi für die Kovariablen, hier Schiffsemissionen, Landemissionen, Niederschlag
(Abbildungen 2.2 und A.1), Breitengrad, Längengrad und Zeit (in Form von Mo-
naten und/oder Jahren oder als Index für die einzelnen Zeitpunkte), sowie etwaige
Interaktionen derselben steht.
Mit Modellen, in welchen nur die Koordinaten, also Längengrad, Breitengrad und
Zeit, als kontinuierliche Kovariablen enthalten sind, kann eine maximale Modell-
güte von R2 ≈ 27% erreicht werden. Eine ähnlich große Modellgüte von R2 ≈ 37%
erreichen auch die Modelle mit den Emissions- und Niederschlagsmustern als Ko-
variablen, wobei dabei hauptsächlich die Schiffsemissionen zur Modellgüte beitra-
gen. Man kann die Modellgüte weiter steigern, wenn statt den kontinuierlichen
Kovariablen die diskreten Versionen verwendet werden. Auch bei Verwendung des
geglätteten Schiffsmusters statt des ursprünglichen, steigt R2 (auf ungefähr 46%).
Nimmt man alle möglichen Variablen mit auf, wird die Modellgüte noch einmal
leicht gesteigert und mit der Kombination aus Schiffsemissionen und diskreten
Landemissionen, Niederschlag und Zeitpunkten erreicht man die maximale Mo-
dellgüte aller untersuchten linearen Modelle von 49%. Die entsprechenden Werte
können in Tabelle C.4.1 nachgeschlagen werden. Es zeigte sich bei der Betrach-
tung der Koeffizienten der diskreten Kovariablen, dass eigentlich keine Linearität
über dem Wertebereich der jeweiligen Kovariable angenommen werden kann. Die
Berechnung von Modellen mit diskreten Kovariablen, welche eine sehr feine Auf-
teilung des Wertebereiches aufweisen, oder mit Interaktionen von diskreten Kova-
riablen, war allerdings aufgrund des hohen Ressourcenverbrauchs dieser Modelle
nicht möglich.
Betrachtet man die Residuenverteilung in der Abbildung C.4.2 des besten Mo-
dells, so stellt sich heraus, dass die Residuen nicht normalverteilt sind und sie
einen leichten Trend in Bezug auf die vorhergesagten Werte aufweisen. Die Ko-
effizienten, nachzuschlagen in der Tabelle C.4.2, sind alle zum Niveau α = 0.05
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signifikant, wobei dies natürlich auch mit der großen Stichprobe zusammenhängt.
Da durch die Standardisierung und Diskretisierung die Koeffizienten nicht mehr
mit physikalischen Einheiten behaftet sind, können ihre Größenordnungen direkt
miteinander verglichen werden. Man sieht, dass sie sich alle in der gleichen Größen-
ordnung von 10−11 befinden und damit einen ungefähr gleich großen Einfluss der
Kovariablen anzeigen. In Übereinstimmung mit der physikalischen Interpretation,
dass der Niederschlag Aerosole aus der Luft auswäscht, sind die Koeffizienten des-
selben negativ, und die der Emissionen positiv. Die Koeffizienten für die einzelnen
Zeitpunkte zeigen einen klaren Jahresgang mit höheren Werten im Sommer und
niedrigeren im Winter. Hier ist offensichtlich die zeitliche Variabilität nicht voll-
ständig durch die Zeit-Kovariable erklärt, aber Modelle, die einen Jahresgang, also
nur die Monatszahl oder die Monatszahl und das Jahr als Kovariable enthalten,
wurden von den Modellgütekriterien als leicht schlechter beurteilt.
5.2.1.2. Generalisierte Lineare Modelle und GAMLSS
Es gibt die Möglichkeit, eine andere Verteilungsannahme zu treffen, wodurch sich
die Residuenverteilung verbessern könnte. Allerdings führen die für GLMs übli-
chen, hier in Frage kommenden Verteilungen nicht zu einer offensichtlichen Verbes-
serung (Diagnoseplots in Abbildung C.4.3). Berechnet man ein GAMLSS, können
weitere Verteilungen ausprobiert werden. Manche davon, zum Beispiel Johnson’s
SU-Verteilung oder die sinh-arcsinh-Verteilung, führen tatsächlich zu annähernd
normalverteilten Residuen (Abbildung in C.4.3). Trotzdem ist noch eine ungleich-
mäßige Streuung der Residuen in den Diagnoseplots erkennbar. Aufgrund der we-
sentlich längeren Rechenzeit der GAMLSS-Modelle wurde dieser Ansatz nicht wei-
ter verfolgt.
Es können jetzt zwei weitere Ansätze verfolgt werden. Entweder man versucht
mit einer räumlichen Modellierung pro Zeitpunkt die räumliche Korrelation zu be-
schreiben oder mit einer zeitlichen Modellierung pro Pixel beziehungsweise Raum-
koordinatenpunkt die zeitliche Korrelation. Da der Jahresgang relativ offensichtlich
ist, wurde zuerst letzteres versucht.
5.2.1.3. Lineare zeitliche Modelle pro Pixel
In dieser Art von Modellen treten nicht nur die Kovariablen an sich auf, sondern
auch die um einen ’Lag’ versetzten Werte. Unter anderem kann auch eine verscho-
bene Version der Variablen selber als Kovariable auftreten. Das Ziel der Modellie-
rung ist, den Jahresgang adäquat zu beschreiben. Die untersuchten Modelle lassen
sich in zwei Kategorien aufteilen. Kategorie 1 sind alle Modelle, bei welchen nur
die zeitliche Autokorrelation, also der Zusammenhang der Differenz mit sich selber
(aber zeitlich verschoben), modelliert wird. In die Modelle der Kategorie 2 wurden
die (teilweise auch zeitlich verschobenen) Emissions- und Niederschlagsmuster als
Kovariablen verwendet. Eine Auswahl an Diagnoseplots für verschiedene Kovaria-
blenstrukturen und -kombinationen findet sich in C.4.4. Die folgende Auswertung
bezieht sich auf die Abbildungen A.15, A.16, A.17 und C.4.4 (Punkt eins), steht
aber exemplarisch für die weiteren Modelle aus C.4.4.
Es wird jeweils ein Modell pro Kategorie für die Differenz der Sulfat-Konzentration
in der untersten Höhenschicht beschrieben. Das Beispielmodell für Kategorie 1
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enthält als Kovariablen die um einen und sechs Monate verschobene Differenz
selbst. Die räumliche Verteilung der Koeffizienten ist in Abbildung 5.1 zu sehen.
Der Interzept ist über den Ozeanflächen großräumig homogen, während über den
Landflächen eine starke kleinskalige Variabilität zu sehen ist. Auch der Koeffizient
für die direkte Autokorrelation von einem Monat zeigt dieses Verhalten. Während
der Interzept weitgehend positiv ist, ist der Lag-1-Koeffizient größtenteils negativ.
Da beide in der gleichen Größenordung von 10−1 liegen, lässt sich vermuten, dass
eigentlich beide zusammen eine Art Interzept bilden. Interessant ist die räumli-
che Verteilung des Koeffizienten für die Halbjahres-Verschiebung, denn diese zeigt
große Ähnlichkeit mit dem Muster der Schiffsemissionen. Die Größenordnung des
Koeffizienten liegt im Bereich der Differenz selber. Die Diagnoseplots zeigen teil-
weise eine große Abweichung von der Normalverteilungsannahme und verbleiben-
de Autokorrelation in den Residuen. Die Modellgüte R2 liegt nur im Bereich des
Nordpazifik und Nordatlantik (≈ 80%) über 30%.
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Abb. 5.1.: Räumliche Verteilung der Koeffizienten der linearen Modelle pro Pixel
für die Sulfat-Differenz der untersten Schicht mit dem um einen und
sechs Monate Wert der Differenz selbst als Kovariablen
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Abb. 5.2.: Räumliche Verteilung der Koeffizienten der linearen Modelle pro Pixel
für die Sulfat-Differenz der untersten Schicht mit den Emissionen und
dem Niederschlag als Kovariablen
Als Beispiel für ein Modell der Kategorie 2 wurden die unveränderten Emissions-
und Niederschlagsvariablen als Kovariablen verwendet. Die räumliche Verteilung
der Koeffizienten ist in Abbildung 5.2 dargestellt. Bei diesem Modell zeigt der
Interzept über den Ozeanen eine räumlich homogene kleinskalige Variabilität um
die Null. Über den Kontinenten der Südhalbkugel ist er leicht negativ, über der
Arktis und vor der Küste der Antarktis stark negativ und über der Antarktis
selber, Nordkananda und Grönland stark positiv. Die Koeffizienten für die Schiff-
semissionen sind im Bereich des Äquators positiv und über dem Nordatlantik und
-pazifik negativ. Dabei zeigen sie keine kleinskalige Variation und tendieren an
den Küsten gegen Null. Die Koeffizienten der Landemissionen variieren räumlich
viel kleinskaliger. Ausgeprägte Maxima (positiv) befinden sich über Nordamerika,
Korea und der Sahara, Minima (negativ) vor allem in Küstennähe. Die durchwegs
positiven Koeffizienten für den Niederschlag sind um gute zwei Größenordnungen
kleiner als der Interzept und die der Schiffs- und Landemissionen, welche sich unge-
45
fähr in der gleichen Größenordnung bewegen. Die Niederschlagskoeffizienten sind
räumlich sehr homogen verteilt mit einer klaren Land-Ozean-Unterscheidung. Ma-
xima befinden sich in Küstennähe, südlich der Sahara und über Ozeanien. Minimal
werden die Koeffizienten über den Polen. Dies führt zu dem Schluss, dass die Nie-
derschlagskoeffizienten bei den Küstenpixeln als eine Art Ausgleich zwischen den
beiden Emissionskoeffizienten dienen. Die Modellgüte hat sich im Vergleich zum
Beispielmodell der Kategorie 1 nicht stark verändert. Es zeigt sich immer noch
ein starker Jahresgang in den Residuen und eine nicht unerhebliche räumliche
Korrelation.
Im Vergleich zu den rein linearen Modellen hat sich hier also keine wesentliche
Verbesserung ergeben, eher sogar eine geringere gesamte Modellgüte.
5.2.1.4. Lineare Modelle pro Zeitpunkt
Als nächstes werden Modelle für jeden Zeitpunkt, also jeden Monat, einzeln be-
trachtet, um den Fokus auf die richtige Modellierung der räumlichen Korrelation
zu legen, wodurch die zeitliche Korrelation beziehungsweise Schwankung in die
Koeffizienten verschoben wird.
Es wurden drei verschiedene Modelle untersucht. Modell 1 enthält nur die Koor-
dinaten als diskrete Kovariablen. Modell 2 enthält nur die Emissions- und Nieder-
schlagsmuster in der vom linearen Modell als am besten vorgeschlagenen Glättung
oder Diskretisierung (ablesbar aus Tabelle C.4.2). Modell 3 enthält auch nur die
Emissionen und den Niederschlag, aber in der diskreten Variante mit Rundung des
standardisierten Musters. Bei Modell 1 (Abbildung 5.3) mit den Koordinaten als
Kovariablen zeigt der Breitengrad vor allem in Äquatornähe und nordlich davon
einen klaren Jahresgang, der Längengrad eher durchgehend bis auf den Bereich
um den Greenwich-Meridian. Dabei ist sind die Koeffizienten für die Breitengrade
überwiegend positiv, die der Längengrade negativ. Auch der Interzept schwankt
relativ gleichmäßig im eher positiven Bereich. Dabei bewegen sich die Größen-
ordnungen der Koeffizienten im gleichen Bereich. Die Modellgüte liegt mit unre-
gelmäßigen Veränderungen um circa 30%. Modell 3 mit den diskreten Emissions-
und Niederschlagswerten zeigt eine wesentlich stärker variable Modellgüte zwi-
schen 20-60%, welche regelmäßig für die Sommermonate ein Maximum und in
den Wintermonaten das Minimum erreicht. Der Interzept bewegt sich mit rela-
tiv gleichmäßigen Schwankungen im positiven Bereich. Auch die Koeffizienten der
Schiffsemissionen sind durchgehend positiv und zeigen einen klaren Jahresgang
mit Sommermaxima und Winterminima. Dabei ist die Schwankungsbreite umso
höher, je größer die Emissionskonzentration ist. Dies ist ein klarer Hinweis auf
ein zeitlich nicht-lineares Verhalten, da die Winterminima der Koeffizienten na-
he beieinander liegen, die Sommermaxima jedoch weit auseinander. Ein ähnliches
Verhalten zeigen die Koeffizienten des Niederschlags, nur dass diese um die Null
schwanken, genauso wie die Koeffizienten der Landemission. Bei diesen ist jedoch
kein Jahresgang erkennbar. Eine leicht höhere Modellgüte von 70% im Sommer
erreicht man bei Modell 2 (Abbildung in C.4.5).
5.2.2. Geostatistik (räumliche Modelle pro Zeitpunkt)
Mit der Methodik des Kriging lässt sich über die Verwendung einer Kovarianz-
funktion die räumliche Korrelation mit in ein lineares Modell aufnehmen. Da ein
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Abb. 5.3.: Zeitlicher Verlauf der Koeffizienten des Modells 1 der linearen Regres-
sion pro Zeitpunkt für die Sulfat-Konzentration der untersten Höhen-
schicht
vollständiges Raum-Zeit-Modell (vergleiche Abschnitt 5.1.3) aufgrund der RAM-
Speicherbegrenzung nicht berechnet werden konnte, wurden nur für die einzelnen
Zeitpunkte Modelle berechnet. Die Wahl der Art und Schätzung der Parameter
der Kovarianzfunktion wurde in diesem Beispiel dem automatischen Algorithmus
der autoKrige-Funktion aus dem R-Paket automap [29] überlassen. Es werden bei-
spielhaft zwei Modelle mit verschiedenen linearen Trends betrachtet. Modell 1
enthält keinen Trend, besteht also nur aus der räumlichen Interpolation (ordina-
ry Kriging). In Modell 2 wird die lineare Abhängigkeit von den Emissions- und
Niederschlagsmustern mit berücksichtigt (universal Kriging). Die entsprechenden
Koeffizienten- und Diagnoseplots sind in C.4.6 zu sehen.
Beide Modelle weisen räumlich wesentlich unkorrelierte Residuen auf als die
oben betrachteten linearen Modelle. Zwar ist bei Modell 1 eine leichte großskalige
Ähnlichkeit (vor allem im Bereich der Nordhemisphäre) erkennbar, in Modell 2 ist
diese auf den Bereich über den Ostküsten Chinas und Nordamerikas und dem Mit-
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Abb. 5.4.: Zeitlicher Verlauf der Koeffizienten des Modells 3 der linearen Regres-
sion pro Zeitpunkt für die Sulfat-Konzentration der untersten Höhen-
schicht. Dabei ist die Helligkeit der Farben invers zur Stärke der Emis-
sionen beziehungsweise des Niederschlags
telmeer begrenzt. Der Unterschied zwischen den Koeffizienten des Kriging-Modells
und des linearen Modells ist verschwindend gering. Ein Nachteil des Kriging ist
allerdings, dass nur lineare Abhängigkeiten von den Kovariablen berücksichtigt
werden können.
5.2.3. additive Modelle
Der große Vorteil der Verwendung von additiven Modelle ist die große Anzahl
von Möglichkeiten ein Modell aufzustellen, was meist eine gute Anpassung an die
Daten ermöglicht. Dies bedeutet aber auch, dass viele Modelle berechnet werden
müssen, aus welchen dann das beste ausgewählt werden kann. Eine Auflistung aller
berechneten Modelle mit ihrer jeweiligen Modellgüte (per AIC, BIC und R2) ist
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Kovariablen Koordinaten, Emissions- und
Niederschlagsmuster, beide zusammen
Struktur der
Kovariablen
standardisiert, geglättet (mit Filtern)
Art der
Basis-Funktionen
kubische Regressionssplines, zyklische kubische
Regressionssplines, Gauß’scher Prozess (Kriging)
Beschränkung für den
Glattheitsparameter1
niedrige Auflösung (5 Knoten), mittlere
Auflösung (10 Knoten), hohe Auflösung (20
Knoten)
Interaktionen zwischen
den Variablen
keine, räumliche (mit Längen- und Breitengrad),
zeitliche (mit Monaten und Jahren),
raum-zeitliche (mit den Koordinaten insgesamt)
Tabelle 5.1.: Auflistung der verschiedenen verwendeten Spezifizierungsmöglichkei-
ten bei der additiven Modellierung
in Tabelle von C.4.1 enthalten. Dabei gibt die erste Spalte die Modellnummer an,
unter welcher auch die zugehörigen Koeffizienten- und Diagnoseplots in C.4.7 zu
finden sind. Dabei ist zu beachten, dass in den Koeffizientenplots die Koeffizienten
nicht direkt gegen die Werte der Variablen, sondern das jeweilige Produkt aus
Koeffizient und Variablenwert gegen den Wert der Variablen aufgetragen ist.
Zur Ressourcen-sparenden Berechnung wurde die Funktion bam aus dem R-
Paket mgcv [72] verwendet. Es wurden verschiedene Kombinationen von Kovaria-
blen und ihren Strukturen untersucht, welche kurz in Tabelle 5.1 aufgelistet sind.
Zur Auswahl des besten Modells unter den berechneten werden die Modelle mit
dem AIC und dem BIC verglichen, wobei das BIC einfachere Modelle (die wesent-
lich weniger Parameter enthalten) stärker bevorzugt. In diesem Fall stimmen die
Beurteilungen von AIC und BIC überein und das so gewählte Modell erklärt einen
Devianzanteil von ungefähr 70%. Es enthält sowohl alle Variablen (Koordinaten
mit der Zeit als Monate und Emissions-/Niederschlagsmuster) als auch sämtliche
Interaktionen von jeweils drei der Variablen. Die zweit- und drittbesten Modelle
enthalten jeweils alle Gauß- und Mittelwerts-geglätteten Schiffsmuster gleichzeitig,
die Zeit ebenfalls als Monate, raum-zeitliche Interaktionen (inklusive der Interak-
tion zwischen Längengrad, Breitengrad und Monaten), Interaktionen zwischen den
Emissionsmustern und der Zeit sowie die Interaktion von Längengrad und Brei-
tengrad in hoher Auflösung (20 Knotenpunkte, Definition in 5.1.2).
Die Koeffizienten der Schiffs- und Landemissionen im besten Modell, zu sehen
in Abbildung 5.5, zeigen einen klaren nicht-linearen positiven Anstieg, das heißt,
je größer die Emissionen, desto höher die Differenz der Sulfat-Konzentration in der
untersten Höhenschicht. Die Koeffizienten des Niederschlags hingegen zeigen eine
klare Abnahme mit der Menge des Niederschlags an sich, vor allem für geringe
Mengen. Für höhere Niederschlagsmengen vergrößert sich die Unsicherheit in der
Schätzung, was vermutlich an der geringen Anzahl an Beobachtungen für diesen
Bereich liegt. Der Verlauf der Koeffizienten für den Monat zeigt zwei Maxima,
im April und im September, wobei er nur für das Septembermaximum positive
Werte erreicht. Die Koeffizienten für den Breitengrad weisen für die Südhalbkugel
1Durch Festlegung der maximalen Anzahl an Knotenpunkten im Wertebereich der jeweiligen
Kovariablen
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ein lokales Minimum und für die Nordhalbkugel ein lokales Maximum auf, wo-
bei die gobalen Minima und Maxima jeweils am Nord- und Südpol liegen. Die
Koeffizienten für den Längengrad haben zwei Maxima bei ungefähr 0◦ (Ostat-
lantik) und 180◦ (Pazifik) und zwei Minima dazwischen (100◦ ≈ Asien und 270◦
≈ Nordamerika). Dabei ist das Maximum über dem Atlantik und das Minimum
über Nordamerika jeweils stärker ausgeprägt. Bei beiden Minima beziehungsweise
Maxima weisen die Koeffizienten jeweils negative beziehungsweise positive Werte
auf. Die Koeffizienten für die wichtigsten Interaktionen der jeweiligen Kovariablen
sind in Abbildung , die restlichen in C.4.7 zu finden. Es zeigt sich für die Schiffs-,
Landemissionen und den Längengrad eine Veränderung mit den Monaten. Die Ko-
effizienten der Emissionen sind im Sommer höher als im Winter. Die Koeffizienten
des Längengrades zeigen ein Sommerminimum bei circa 270◦ und ein Sommerma-
ximum bei 0◦. Die Koeffizienten des Längengrades und des Niederschlages variieren
nur sehr schwach im Jahresverlauf. Einzig in der Antarktis zeigt sich eine etwas
größere Schwankung zwischen Herbst (Maximum) und Winter (Minimum). Die,
wenn auch nur approximativ gültigen, p-Werte führen, wie in Tabelle A.2 zu se-
hen ist, für alle enthaltenen Kovariablen und Interaktionen zu einer eindeutigen
Signifikanz (bei einem Test zum Niveau α = 0.05). Betrachtet man allerdings die
Diagnoseplots für die Residuen in Abbildung C.4.7, so zeigt sich immer noch ei-
ne Nicht-Normalverteilung der Residuen und verbleibende räumliche und zeitliche
Korrelationen.
5.2.4. Vergleich der verwendeten Modellierungsstrategien
Es kann zwischen zwei Hauptstrategien unterschieden werden. Bei Strategie 1 wird
das Modell auf den kompletten Datensatz (der untersten Schicht) angewendet (li-
neare Modelle, additive Modelle), wohingegen dieser bei Strategie 2 vorher nach
Raum oder Zeit aufgeteilt wird und dann auf die einzelnen Teile (Pixel oder Zeit-
punkte, also Monate) jeweils ein Modell angewendet (Zeitreihenmodelle, Kriging-
Modelle). Bei diesen aufgeteilten Modellen war eine starke räumliche Schwankung
(Zeitreihenmodelle) beziehungsweise starke zeitliche Schwankung (lineare Model-
le pro Monat) der Modellgüte mit der jeweiligen Dimension, in welcher aufgeteilt
wurde zu sehen (R2 zwischen 20% bis 70%). Dies lässt den Schluss zu, dass die Ko-
variablen abhängig von den Koordinaten in bestimmten Gebieten (vor allem Nord-
pazifik) und zu bestimmten Zeitpunkten (Sommer) eine größere erklärende Kraft
haben, als bei den restlichen Raum- und Zeitpunkten. Der Vorteil der Strategie,
nur ein Modell für den kompletten Datensatz anzusetzen, liegt in der Kompaktheit
(nur ein Modell) der Darstellung und Ausgewogenheit der Berücksichtigung von
Raum und Zeit. Deren Korrelation wird entweder nicht im Modell (lineare Model-
le) berücksichtigt oder es sind beide im Modell (additive Modelle) enthalten. Die
Modellgüte der linearen Modelle liegt unter der, welche durch alle anderen Ansätze
mindestens erreicht wird. Die größte Modellgüte zeigen die additiven Modelle, was
höchstwahrscheinlich durch ihre flexiblen Anpassungsmöglichkeiten an die Daten
bedingt ist. Über alle betrachteten Modelle hinweg ist insgesamt zu beobachten,
dass die Modelle mit den Emissions- und Niederschlagsmustern im Vergleich zu
den Modellen mit nur den Koordinaten eine fast doppelt so hohes R2 aufweisen.
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5.2.5. Auswertung der Modelle für alle Variablen
Für die anderen betrachteten Variablen außer der Sulfat-Konzentration wurden
jeweils die einfachen linearen Modelle, die linearen Modelle pro Zeitpunkt und
die additiven Modelle berechnet, da sich diese bei den Sulfat-Konzentrationen als
besonders informativ und gut interpretierbar herausgestellt haben. Die Ergebnisse
und Abbildungen der linearen Modell finden sich in C.4.2 und C.4.5. Das unten
genauer beschriebene Verhalten der Koeffizienten der additiven Modelle bezieht
sich, falls nicht anders erwähnt, stets auf das von AIC und BIC als am besten
ausgewählte Modell (Tabelle C.4.1).
5.2.5.1. Differenz der Sulfat-Aerosole
Bereits bei Betrachtung der Koeffizienten der linearen Modelle pro Monat ist er-
kennbar, dass sich die zeitliche Variation in der Konzentrationsdifferenz beson-
ders stark auf die Schiffsemissionen zurückführen lässt. Es ist ebenso die Tendenz
erkennbar, dass die Modelle mit Zusatzinformationen durch die Emissions- und
Niederschlagsmuster eine bessere Modellgüte aufweisen (bis zu 40% mehr). Be-
trachtet man die additiven Modelle, so wird der direkte Zusammenhang zwischen
Konzentrationsdifferenz und Emissionsmuster bei Hinzunahme der räumlich ge-
glätteten Emissionsmuster (beschrieben in Kapitel 2.2) als linearer Zusammen-
hang geschätzt. Grundsätzlich wird von den Modellen ein positiver Zusammen-
hang berechnet, also eine größere Differenz bei höheren Schiffsemissionen. Bei den
Landemissionen ist die Stärke des Zusammenhangs, gemessen durch den Wert
der Koeffizienten, etwas niedriger. Beim Niederschlag ergibt sich kein einheitliches
Bild. Während die Richtung des Zusammenhangs mit dem Niederschlag (Wechsel
zwischen positiven und negativen Koeffizienten) in den linearen Modellen je nach
Modellspezifikation wechselt, schätzen die additiven Modelle größtenteils einen ne-
gativen Zusammenhang, also eine sinkende Differenz bei mehr Niederschlag. Dies
entspricht der physikalischen Interpretation, dass durch den Regen die Aerosole
vermehrt ausgewaschen werden und durch den Schiffsverkehr mehr Aerosole in die
Luft gelangen. Dabei ist der Einfluss des Schiffsverkehrs in den Sommermonaten
größer als in den Wintermonaten. Werden alleine die Koordinaten als Kovariablen
verwendet, so lassen sich Regionen mit großer geschätzter Differenz identifizieren.
Großskalige Maxima liegen auf der Nordhalbkugel über dem Pazifik und dem Mit-
telmeer. Kleinskalig Maxima lassen sich vor allem die Industriegebiete über China
und Europa identifizieren. Wird die kleinskalige Modellierung ohne Emissions- und
Niederschlagsmuster durchgeführt, sind in den 2D-Koeffizienten des Längen- und
Breitengrades die Haupt-Schifffahrtsrouten erkennbar (umso besser, je höher die
räumliche Auflösung bei der Modellierung gewählt wurde).
Die Signifikanz der Koeffizienten ist in den linearen Modellen durchgängig ge-
geben (Tabelle C.4.2). Erst wenn die diskreten Versionen der Koordinaten oder
Emissions-/Niederschlagsmuster verwendet werden, fällt der t-Test bei einigen
Wertebereichen der Kovariablen nicht signifikant aus. Bei den additiven Modellen
fällt außerdem auf, dass die 95%-Konfidenzbänder für die meisten Koeffizienten
sehr schmal sind. Damit können die oben beschriebenen Trends mit hoher Sicher-
heit als von Null verschieden angenommen werden. Als Gesamtinterpretation be-
deutet dies, dass hier ein wesentlicher Unterschied (in der Differenz) zwischen den
beiden Simulationen zu finden ist, dessen räumliche Verteilung mit der räumlichen
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Intensität des Schiffsverkehrs in Verbindung gebracht werden kann.
5.2.5.2. Differenz der Nitrat-Aerosole
Auch hier zeigt sich in den linearen Modellen pro Monat mit den Emissions- und
Niederschlagsmustern eine starker Jahresgang in den Koeffizienten für die dis-
kretisierten Schiffsemissionen. Zusätzlich ist ein etwas weniger stark ausgepräg-
ter Jahresgang in den Koeffizienten der nicht-diskretisierten Landemissionen und
des diskretisierten Niederschlags erkennbar. Werden nur die diskreten Koordina-
ten verwendet, so ist dem Längengrad ein leichter Jahresgang zuzuordnen. Auch
unterscheiden sich die Koeffizienten des Längengrades, im Gegensatz zu denen
des Breitengrades, nicht stark voneinander, was ein Hinweis darauf ist, dass ei-
ne lineare Modellierung hier genügen könnte. Auffällig ist, dass die Signifikanz
der Landemissions- und Niederschlagskoeffizienten von der Jahreszeit abhängen.
Sie werden nur im Winter als signifikant von Null verschieden erkannt, wobei
die Niederschlagskoeffizienten sich am wenigsten oft von Null unterscheiden. Die
Modellgüte schwankt unperiodisch zwischen R2 ≈ 10% und R2 ≈ 30%. Mit den
einfachen linearen Modellen, wo nicht pro Zeitpunkt geschätzt wird, kann eine
maximale Modellgüte von circa 20% erreicht werden, wenn die Schiffsemissionen
in der größten Gauß’schen Glättung und die Landemissionen und der Niederschlag
als diskrete Kovariablen verwendet werden.
Auch die Koeffizienten der additiven Modelle zeigen einen klaren Jahresgang, wo-
bei dieser beim Koeffizienten für den Niederschlag am schwächsten ausgeprägt ist.
Zusätzlich stellt sich heraus, dass die Gebiete mit der größten zeitlichen Variation
auf der Nordhalbkugel über Asien mit einem Winterminimum und Sommermaxi-
mum liegen. Auf der Südhalbkugel hingegen wird fast kein Jahresgang außerhalb
des Südpols berechnet. Dort sind auch die zonalen Koeffizienten wesentlich nied-
riger als über die restlichen Breitengrade hinweg, wo sie annähernd konstant sind.
Betrachtet man die räumliche 2D-Verteilung der Koeffizienten der Interaktion von
Längen- und Breitengrad, so erkennt man eine gegenläufige Verteilung von Minima
und Maxima am Äquator und den mittleren Breiten der Nordhalbkugel. Während
über Ozenanien/Indonesien ein Maximum liegt, sind die Koeffizienten über China
negativ. Auf der Höhe von Afrika und Europa und über dem Ostpazifik verhält
es sich genau gegenteilig. Werden nur die Koordinaten als Kovariablen ins Modell
aufgenommen, so zeigen ihre Koeffizienten einen stärkeren Jahresgang als in Mo-
dellen mit zusätzlich den Emissions-/Niederschlagsmustern. Der Koeffizient der
Schiffsemissionen ist im Sommer am größten, der der Landemissionen hingegen
im Winter. Dabei wird der Koeffizient für die Schiffsemissionen häufig durchwegs
positiv geschätzt, die Monotonie ist jedoch modellabhängig. Teilweise wird für die
höchsten Emissionen wieder ein kleinerer Koeffizient geschätzt, so dass für mittlere
Emissionen ein Maxima im Koeffizienten auftritt. Die Koeffizienten der Landemis-
sionen werden teilweise negativ geschätzt. Sie zeigen ein wesentlich breiteres Kon-
fidenzband, welches des öfteren auch die Null umschließt. Dies bedeutet, dass die
Schätzung mit einer größeren Unsicherheit behaftet ist und der Einfluss teilweise
sehr gering ist. Interessanterweise sind bei vielen der betrachteten Modelle, welche
sowohl die Emissions- und Niederschlagsmuster als auch die Koordinaten enthal-
ten, die Konfidenzbänder der Emissions-/Niederschlagskoeffizienten größer als die
der Längen- und Breitengrad-Koeffizienten. Mit dem besten Modell lässt sich ein
R2 von circa 40% erreichen, die anderen Modelle liegen bei maximal 35%. Die
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Kovariablen und ihre Interaktionen weisen bei einem Test auf Verschiedenheit von
Null zum Niveau α = 0.05 durchgängig Signifikanz auf. Die Residuen zeigen das
gleiche Verhalten wie bei den Modellen für die Sulfat-Differenz. Die Diagnoseplots,
Koeffizientenplots und Signifikanztabellen befinden sich in C.4.7.
In der Gesamtinterpretation zeigt sich auch hier, trotz der geringeren Modellgü-
te, eine von Null verschiedene Differenz, was zu der Aussage führt, dass die beiden
Simulationen sich auch in der Konzentration der Nitrat-Aerosole der untersten
Höhenschicht unterscheiden.
5.2.5.3. Differenz der Ruß-Aerosole (Black Carbon)
Die Koeffizienten der linearen Modelle und der linearen Modelle pro Monat für die
Differenz der Ruß-Konzentration verhalten sich ähnlich denen der Nitrat-Differenz.
Es ist ein Jahresgang in den Schiffsemissionen und den Breitengraden auf der Nord-
halbkugel zu sehen. Zwischen den zeitlichen Verläufen der einzelnen Koeffizienten
für die diskrete Version des Längengrades gibt es fast keinen Unterschied. Die
Koeffizienten für Niederschlag, Landemissionen und Längengrad schwanken dabei
unregelmäßig um die Null, während die Koeffizienten für die Schiffsemissionen und
den Breitengrad durchwegs positiv sind. Die Koeffizienten für die Schiffsemissionen
sind durchgängig signifikant, wohingegen die für die Landemissionen und den Nie-
derschlag häufiger im Sommer als in den Wintermonaten als signifikant geschätzt
werden. Die Modellgüte R2 schwankt dabei je nach Jahreszeit zwischen 10% und
40%. Im gesamten linearen Modell lässt sich unter Verwendung der Schiffsemis-
sionen mit der kleinsten Gauß’schen Glättung, den per Quantilen diskretisierten
Landemissionen und dem durch Rundung diskretisierten Niederschlagsmuster eine
maximale Modellgüte von 20% erreichen.
Auch die Koeffizienten der additiven Modelle zeigen den gleichen Unterschied zwi-
schen Nord- und Südhalbkugel in der zeitlichen Variabilität wie bei den Nitrat- und
Sulfat-Aerosolen. Während die Koeffizienten des Längen- und Breitengrades für die
Südhalbkugel sich kaum mit den Monaten verändern, ist auf der Nordhalbkugel ein
klarer Unterschied zwischen Sommer (Maximum) und Winter (Minimum) erkenn-
bar. Die größten Unterschiede sind dabei über Eurasien zu finden, kleinere auch
über China. Räumliche Maxima des Koeffizienten der Interaktion von Längen-
und Breitengrad liegen über Europa und Ozeanien, räumliche Minima über Chi-
na und Afrika. Werden nur die Koordinate als Kovariablen verwendet, kann wie
bei den Sulfat-Differenzen das räumliche Muster der Koeffizienten der Interaktion
von Längen- und Breitengrad, vor allem bei Verwendung von höher aufgelösten
Basisfunktionen, mit der räumlichen Verteilung des Schiffsverkehrs in Verbindung
gebracht werden. Diese Ähnlichkeit zeigt sich bei Verwendung der Schiffsemissio-
nen als Kovariablen. Der Koeffizient für die Schiffsemissionen ist über alle Modelle
hinweg größtenteils positiv, hat im Sommer ein Maxima und kann beinahe als li-
near angenommen werden. Die Koeffizienten für Landemission und Niederschlag
hingegen werden als größtenteils monoton fallend geschätzt und haben wesentlich
breitere Konfidenzbänder. Dabei wird meist kein großer Jahresgang geschätzt und
wenn doch, so weisen sie im Sommer ein Minimum auf. Beim Signifikanztest für die
Koeffizienten des besten Modells zum Niveau α = 0.05 wird der Haupteffekt des
Monats als nicht-Signifikant, also als nicht von Null verschieden eingeordnet. Alle
anderen Koeffizienten werden als signifikant erkannt. Die Modellgüte liegt über
alle (lineare und additive) Modelle mit den Emissions- und Niederschlagsmuster
53
als Kovariablen hinweg bei durchschnittlich 20%, AIC und BIC geben jedoch den
additiven Modellen den Vorzug. Die Diagnoseplots zeigen die gleichen Probleme
wie bei den Modellen für die Sulfat- und Nitrat-Konzentrationen auf (Abbildunden
C.4.7)
Insgesamt zeigen bei allen drei Konzentrationen die additiven Modelle, welche
mehrdimensionale Interaktionen wie Längengrad-Breitengrad-Monate enthalten
und räumlich höher aufgelöste Basisfunktionen verwenden, das größte R2 bezie-
hungsweise das kleinste AIC und BIC aller betrachteten Modelle.
5.2.5.4. Differenz des Wolkenbedeckungsgrades
Die Modellierung der Differenz des Wolkenbedeckungsgrades unterscheidet sich
von der der Konzentrationen, da der Wolkenbedeckungsgrad eine wesentlich höhere
räumliche Variabilität aufweist.
Im Unterschied zu den Konzentrationen liegen bei der linearen Modellierung des
Wolkenbedeckungsgrades die Koeffizienten sämtlicher Kovariablen nahe bei Null
und werden beim t-Test nur vereinzelt als signifikant verschieden geschätzt. Auch
die Modellgüte liegt durchschnittlich unter 1%. Mit Aufnahme der diskreten Vari-
anten der Emissions- und Niederschlagsvariablen (gleichzeitig) oder der diskreten
Koordinaten und ihrer Interaktionen kann ein R2 von 11-14% erreicht werden.
Dabei werden diese Modelle vom AIC und BIC aufgrund ihrer großen Anzahl von
Parametern eher abgelehnt.
Betrachtet man die linearen Modelle pro Monat, so ergibt sich ein ähnliches
Bild. Die Koeffizienten sämtlicher Kovariablen schwanken um die Null ohne klar
erkennbares Muster und die Modellgüte bewegt sich zwischen 1-2%.
Als bestes Modell wurde vom BIC das additive Modell mit Längengrad, Breiten-
grad und ihrer Interaktion ausgewählt (Abbildung A.19), vom AIC ein wesent-
lich komplexeres mit den Emissions- und Niederschlagsmustern als Kovariablen,
raum-zeitlichen Interaktionen und einer höheren räumlichen Auflösung der Inter-
aktion von Längen- und Breitengrad. Dabei sind AIC und BIC in ihrer Differenz
fast gegenläufig. Modelle mit hohem AIC haben ein geringes BIC und umgekehrt.
Als Kompromiss können Modelle mit möglichst kleinem AIC und BIC gleichzei-
tig betrachtet werden, zum Beispiel die Modelle 38, 39, 81, 84 und 96 (Tabelle
C.4.1). Diese haben ein durchschnittliches R2 von 13% und beinhalten Raum-Zeit-
Interaktionen, jedoch nur mit geringer räumlicher Auflösung der Basisfunktionen.
Die p-Werte der Koeffizienten dieser Modelle sind bis auf die von Längengrad und
Monat genauso gering wie die der additiven Modelle für die anderen Variablen.
Aber selbst Längengrad und Monat würden bei einem Signifikanztest zum Niveau
α = 0.05 als signifikant erkannt werden. Die Residuen zeigen ähnliche Probleme
wie die der Modelle der Konzentrationsdifferenzen auf.
Die große Variabilität der Differenz findet man in den sehr breiten Konfidenz-
bändern wieder, welche häufig die Null beinhalten, außer bei den Koeffizienten für
den Breitengrad. Dieser wird über alle Modelle hinweg mit nicht zu breiten Kon-
fidenzbändern geschätzt und ist damit im Bereicht des Äquators deutlich negativ
und in den mittleren Breiten der Nordhalbkugel noch deutlicher positiv, und damit
in beiden Bereichen von Null verschieden. Beim Koeffizienten des Längengrades
zeichnet sich ein von Null verschiedenes Minimum für den Bereich über Russland
und China ab. Tendenziell ist in der Interaktion von Längen- und Breitengrad ein
Minimum über China und ein Maximum über dem Nordpazifik zu erkennen. Eine,
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falls vorhandene, zeitliche Variabilität in Form eines Jahresganges tritt nur in den
Koeffizienten für den Breitengrad über der Arktis mit einem Minimum im Früh-
jahr und einem Maximum im Herbst auf. Mit viel Phantasie könnte man dieses
Muster mit dem Schiffsemissionsmuster in Verbindung setzen, die Koeffizienten der
Schiffs-, Landemissionen und des Niederschlags der Modelle, in welchen die Muster
als Kovariablen enthalten sind, weisen jedoch alle sehr große Konfidenzbänder auf,
welche die Null enthalten. Es wird von den Modellen also kein Zusammenhang
hergestellt.
Insgesamt lässt sich für die Differenz des Wolkenbedeckungsgrades keine so klare
Aussage wie für die Differenzen der Konzentrationen treffen. Die durchwegs relativ
engen Konfidenzbänder und der kleine p-Wert des Koeffizienten des Breitengrades
sprechen für eine relativ sichere Schätzung. Alleine durch die Abweichung des Ko-
effizienten von Null für die mittleren Breiten der Nordhemisphäre wäre somit ein
Modell für die Differenz gefunden und man kann dies als Unterschied zwischen den
beiden Simulationen bezeichnen. Die geringe Modellgüte hängt mit der kleinska-
ligen Variablilität der Differenz zusammen, die mit einem additiven Modell nicht
modelliert werden kann. Hier wäre eventuell die Modellierung mit einem Mixed
Model (GLMM, GAMM), welches zum Beispiel einen randomisierten Interzept
pro Pixel erlaubt oder eine Korrelationsstruktur in den Residuen mit modellieren
kann.
5.3. Anwendungsgebiet Regressionsmodelle
Regressionsmodelle bieten vor allem die Zusatzinformation über die Stärke eines
Zusammenhangs in Form der Koeffizienten des Regressionsmodells an. Wichtig
ist dabei die passende Wahl der Kovariablenstruktur und Modellstruktur insge-
samt, da Beziehungen verfälscht werden können, wenn nicht alle Eigenschaften
der Daten mit modelliert werden. Zum Beispiel wird ein regelmäßig schwankender
Zusammenhang wie ein Jahresgang bei einer rein linearen Modellierung nicht be-
rücksichtigt und kann sogar als unzusammenhängend geschätzt werden. Wenn die
zu untersuchenden Daten wie in diesem Beispiel räumliche und zeitliche Abhän-
gigkeiten aufweisen, ist die Verwendung von additiven Modellen von Vorteil, vor
allem, wenn keine Vorkenntnisse über die Art des Zusammenhangs vorliegen, da
die additive Modellierung sich sehr stark an den Daten selber orientiert. Trotzdem
ist mit ihr in diesem Fall keine vollständige Modellierung der räumlichen und zeit-
lichen Korrelation gelungen. Dafür würde sich eine Verbindung mit der Methodik
des Kriging anbieten, welche aber einen größeren Computer-Ressourcenbedarf hat.
Alternativ kann auch eine Modellierung mit bayesianischen Regressionsmodellen
oder gemischten (hierarchischen) Modellen versucht werden. Dies wird ausführli-
cher in Kapitel 7 beschrieben.
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Abb. 5.5.: Darstellung der Haupteffekte des besten additiven Modells für die Dif-
ferenz der Sulfat-Konzentration in der untersten Höhenschicht. Dabei
ist zu beachten, dass nicht die Koeffizienten an sich gegen die Werte
der Variablen, sondern das jeweilige Produkt aus Koeffizient und Varia-
blenwert gegen den Wert der Variablen aufgetragen ist. Die Skala der
y-Achse entspricht damit der Skala der zu modellierenden Größe (hier
den Konzentrationsdifferenzen)
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6. Weiterführende
Analysemethoden
Die drei in dieser Arbeit angewendeten Methoden sind nicht die einzigen Möglich-
keiten, an das Problem der Beschreibung eines Unterschieds heranzugehen. Dieser
Abschnitt soll einen kleinen Überblick über weiterführende Verfahren geben und
für die in der Auswertung des Beispieldatensatzes nicht angewendeten Definitionen
eines Unterschieds verschiedene mögliche Methodiken der Auswertung vorschlagen.
6.1. Weitere Möglichkeiten zur
Multiplen-Testen-Korrektur
Eine weitere Methode zur Korrektur von Testergebnissen bei multiplem Testen
kommt aus der Gehirnforschung, wo sich ebenfalls das Problem des pixelweisen
Testens von dreidimensionalen Daten stellt. Diese Methode beruht auf der An-
nahme eines GMRF (Gaussian Markov Random Field) als Beschreibung für die
räumliche Abhängigkeit zwischen den Pixeln. Eine Einführung in die Methoden
der fMRI-Analyse ist in [45], eine Einführung in die GMRF-Korrektur findet sich
in [74], ein Beispiel für eine Anwendung ist [64].
In [63] wird eine Methode beschrieben, die räumliche Korrelation bei der Multiplen-
Testen-Korrektur mit einzubeziehen. Dabei werden die Daten erst per Wavelet-
Transformation umgerechnet und dann im Wavelet-Raum die (umformulierten)
Hypothesen mit Test-Korrektur getestet. Diese Methodik ist besonders für ein
kleines Signal-Rausch-Verhältnis entwickelt worden. Bei ersten Anwendungsversu-
chen auf den Beispieldatensatz fiel auf, dass hier ähnlich wie bei der PCA das
Ergebnis von der Wahl eines Parameters, welcher durch den Anwender zu wählen
ist, bestimmt wird.
Es wird schon seit längerem in der Statistik und vor allem in den medizinischen
und psychologischen Anwendungsbereichten über die Sinnhaftigkeit der Anwen-
dung einer Korrektur für das multiple Testen diskutiert. Die zwei gegenläufigen
Meinungen werden gut durch [60] und [66] wiedergegeben. Einen Überblick über
die Problematik liefert [40]. Eng verwandt mit dieser Diskussion ist die Frage, ob
überhaupt Hypothesentests und p-Werte verwendet werden sollten. Eine Beschrei-
bung der Situation ist in [23] zu finden.
6.2. Bayes und weitere Regressionsmodelle
6.2.1. Weitere Arten von Regressionsmodellen
Struktur der Kovariablen Alternativ zur Verwendung von GAMs können MARS-
Modelle (Multivariate Adaptive Regression Splines) ausprobiert werden [20]. Diese
sind abschnittsweise linear und erlauben somit eine Modellierung von Nichtlineari-
täten und vor allem eine flexible Festlegung der Interaktionsstrukuren. Eine weitere
Möglichkeit ist die Verwendung von gebrochen-rationalen Funktionen (Fractional
Polynomials) zur Darstellung der Nichtlinearität [59]. Als Alternative zur Auswahl
57
der im Modell enthaltenen Kovariablen per AIC oder BIC gibt es die Möglichkeit,
dies den Algorithmus selbst bestimmen zu lassen. In den GAMs geschieht dies
durch die Verwendung einer speziellen Basisfunktion (Shrinkage-Basis), für linea-
re Modelle heißt diese Methode LASSO- und Ridge-Regression. [71]
Hierarchische Modelle (gemischte Modelle) Bei der Modellierung der Diffe-
renz des Wolkenbedeckungsgrades ist aufgefallen, dass die Differenz räumlich sehr
stark variabel ist und die hier betrachteten additiven Modelle diese Variablilität
pro Pixel nicht gut wiedergeben können. Es gibt eine Gruppe von Regressions-
modellen, die sogennanten gemischten Modelle (Mixed Models), wo neben den
üblichen Kovariablenstrukturen auch die Möglichkeit besteht, Koeffizienten nach
Gruppen aufgeteilt zu schätzen, zum Beispiel einen Interzept pro Pixel. Dies würde
bewirken, dass die starke kleinskalige Variablilität durch diesen Interzept beschrie-
ben wird. Cressie und Wikle (2011) [16] argumentieren stark für die Modellierung
von Raum-Zeit-Daten mit hierarchischen Modellen. Anwendungsbeispiele finden
sich in [73, 56, 33, 11, 21], speziell die Anwendung in der Meteorologie wird in
[61, 44, 38, 9, 57] beschrieben.
Modelle für die Varianz, Extremwerte und andere Verteilungsparameter Für
die Fragestellung nach einer Veränderung in der Verteilung zwischen den beiden
Simulationen bietet sich die Verwendung von GAMLSS-Modellen (Generalized Ad-
dive Models for Location, Scale and Shape) an. Diese können nicht nur eine Vielzahl
von Verteilungen modellieren, es kann auch zusätzlich zu einem Regressionsmodell
für den Mittelwert eines für die Varianz und die Form aufgestellt werden. Ist man
statt an der Beziehung im Mittelwert an dem Einfluss auf andere Quantile, zum
Beispiel den Extremwerten (also den höchsten 90% der Werte) interessiert, kann
eine Quantil-Regression verwendet werden.
6.2.2. Bayesianische Methoden
Der Unterschied zwischen bayesianischen und frequentistischen Methoden ist, dass
bei bayesianischen Methoden von Anfang an von einer Verteilung der zu schätzen-
den Parameter ausgegangen wird. Die Annahme dieser a-Priori-Verteilung ermög-
licht es, nach Berechnung des Verfahrens nicht nur einen Punkt-Schätzer für den
Mittelwert und die Standardabweichung der interessierenden Parameter zur Verfü-
gung zu haben, sondern eine komplette empirische Verteilung. Aus dieser können
dann Aussagen, wie zum Beispiel die Wahrscheinlichkeit, dass der Parameter grö-
ßer als eine bestimmte Schranke (zum Beispiel Null) ist, direkt berechnet werden.
Meist sind die Unsicherheiten in bayesianischen Regressionsmodellen eher konser-
vativ abgeschätzt und bieten somit eine alternative Abschätzung zu den bei kom-
plexeren Modellen nur noch approximativen t-Tests für die Koeffizienten [16]. Ein
Beispiel für die Ergebnisse der Anwendung eines linearen bayesianischen Modelles
auf die Differenz der Sulfatkonzentration in der untersten Höhenschicht findet sich
in C.4.8.
Bei der Anwendung von semi-Bayesianischen Regressionsmodellen (unter Ver-
wendung des INLA-Algorithmus [39]) zur Beschreibung der räumlichen Korrelation
auf den Beispieldatensatz hat sich gezeigt, dass vor allem mit dem Random-Walk-
Modell die räumliche Korrelation besser als im additiven Modell beschrieben wer-
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den kann (Grafische Auswertung in C.4.8). Allerdings mussten zur erfolgreichen
Anwendung vor Berechnung des Modells sämtliche verwendete Variablen, also auch
die Konzentrationen und der Wolkenbedeckungsgrad standardisiert werden und
der Algorithmus brauchte zu viel RAM-Speicher, um ihn auf den kompletten Da-
tensatz oder auch nur die komplette unterste Schicht, anzuwenden.
6.3. Weitere Methoden zur Beschreibung eines
Unterschieds
Forecasting und Image Processing Gerade im Bereich der Verwendung von
Modellen zu Vorhersagezwecken besteht die Notwendigkeit, das Ergebnis des Mo-
dells mit tatsächlichen Werten zu vergleichen. Die Güte der Übereinstimmung wird
dabei meist durch eine Maßzahl ausgedrückt. Diese Maßzahlen können auch zum
Vergleich zweier Modellergebnisse verwendet werden. Je nach Fragestellung gibt
es verschiedene Maßzahlen, die sensitiv auf zum Beispiel Extremwerte, räumli-
che Verschiebung oder Varianzunterschied sind. Cressie und Wikle (2011) [16] in
Kapitel 5.7 beschreibt eine Auswahl an Maßzahlen und bietet ausführliche Litera-
turhinweise. Einen Vergleich verschiedener Methoden bietet [22].
Auch im Gebiet der Bildverarbeitung wurden einige Methoden entwickelt, den
Unterschied zwischen zwei Bildern zu quantifizieren. Ein Überblick findet sich in
[51, 41], einzelne Methoden werden in [36, 12, 13, 3] beschrieben.
Machine Learning und Klassifikation Auch aus dem Bereich der Bildverarbei-
tung hat sich die Idee entwickelt, über einen Klassifizierungsansatz einen Unter-
schied zu beschreiben. Dabei wird ein Algorithmus vor die Aufgabe gestellt, zu
entscheiden, zu welchem Bild (oder hier: zu welcher Simulation) der Wert des je-
weiligen Pixels gehört. Die in Frage kommenden Algorithmen werden unter dem
Fach Machine Learning zusammengefasst und beinhalten zum Beispiel neuronale
Netze, Support Vector Machines, logistische Regressionsmodelle, Clusteranalysen
und weitere. Ein Einführung findet sich in [48].
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7. Zentrale Aussagen und
Methodenüberblick
7.1. Vergleich und Beurteilung der Methoden
Die in dieser Arbeit näher betrachteten Methoden werden in Tabelle ?? anhand
der in Abschnitt 1.3 definierten Kriterien einander gegenübergestellt. Die Bewer-
tung beruht dabei alleine auf der Anwendung auf den Beispieldatensatz, da keine
zusätzlichen Simulationsstudien durchgeführt wurden. Die Aussagen zur jeweiligen
Anwendbarkeit ergibt sich dabei aus der Analyse in dem entprechenden Kapitel.
Die Angaben für den Verbrauch der Computerressourcen ist dabei nur approxima-
tiv.
7.1.1. Ressourcenverbrauch
Verwendet wurden Computer mit 2.4GHz Rechenleistung, und abhängig von der
verwendeten Methode, zwischen 8GB und 90GB RAM-Speicher. Dabei hat alleine
der komplette Datensatz der Differenzen (mit allen Höhenschichten, Zeitpunkten
und Pixeln) eine ungefähre Größe von 8GB, mit Hinzufügen der Kovariablen ist
die Größe auf 20GB angewachsen. Die komplexesten der Regressionsmodelle ha-
ben trotz der Verwendung der für große Datenmengen optimierten Schätzfunktion
bam noch einmal zusätzliche 20-30GB beansprucht. Die Rechenzeit war sehr unter-
schiedlich. Bei den Verfahren, welche auf einer mehrmaligen Anwendung auf Teile
des Datensatzes beruhen (zum Beispiel dem Hypothesentesten pro Pixel oder den
linearen Modellen pro Monat), verbrauchte die einzelne Anwendung (zum Beispiel
auf einen einzelnen Pixel oder einen Monat) relativ wenig Zeit. Da das Verfahren
aber sehr oft, zum Beispiel für alle 1,8 Millionen Pixel, angewendet werden musst,
addierte sich die kurze Rechenzeit für das einzelne Anwenden auf und führte zu
ähnlich langen Zeiten, wie von Verfahren, welche auf den kompletten Datensatz
nur einmal angewendet werden.
7.1.2. Modellierung von Korrelation in den Daten
In Bezug auf die Anwendbarkeit der untersuchten Methoden in Abhängigkeit der
Korrelationsstruktur in den Daten hat sich herausgestellt, dass die einfachen Ver-
fahren, wie der t-Test oder die lineare Regression, nicht in der Lage sind, die Kor-
relation mit zu berücksichtigen. Allerdings haben auch die komplexeren Verfahren,
wie die Kriging-Modelle oder die additiven Regressionsmodelle, keine wesentlich
bessere Beschreibung ermöglicht. Eventuelle weitere Arten von Regressionsmodel-
len wurden in Abschnitt 6.2 kurz vorgestellt.
7.1.3. Signifikanz bei niedrigem Signal-zu-Rausch-Verhältnis
Es hat sich bei der hier durchgeführten Analyse herausgestellt, dass im Rahmen
der Anwendung auf den Beispieldatensatz die Verfahren des Hypothesentestens
pro Pixel und der PCA/EOF-Analyse nicht in der Lage waren, Differenzen im
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Wolkenbedeckungsgrad zu detektieren. Die EOF-Analyse hatte auch bei höheren
Signal-zu-Rausch-Verhältnissen, wie zum Beispiel bei den Jahresmittel der Dif-
ferenz der Sulfat-Konzentration, Schwierigkeiten eine signifikante Unterscheidung
der Differenz von Null festzustellen. Erst bei Verwendung der ungemittelten oder
nicht zentrierten1 Differenzen oder einer darauffolgenden ICA wurde ein signifi-
kantes räumliches Muster zur Beschreibung der Differenz gefunden. Die Regressi-
onsmodelle hingegen waren bereits auch unter Verwendung einer einfachen Kova-
riablenstruktur bei der Ermittelung signifikanter Zusammenhänge erfolgreich.
7.1.4. Bewertung
Im Rahmen der in dieser Arbeit durchgeführten Analyse hat sich gezeigt, dass die
EOF-Analyse für die Auswertung eines Differenzunterschieds sowohl mit relativ
hohem als auch mit niedrigem Signal-zu-Rausch-Verhältnis nicht geeignet ist. Dies
liegt auch an der zeitlichen Variabilität der Daten, welche in einer EOF-Analyse
nicht berücksichtigt werden kann. Das Verfahren des t-Tests pro Pixel ist sehr
schnell und leicht anzuwenden gewesen. Es müssen jedoch die verschiedenen Vor-
aussetzungen für die Verwendung der jeweiligen Testprozedur vorher überprüft
werden und gegebenenfalls über eine Korrektur für multiples Testen nachgedacht
werden. In diesem Beispiel hat die Verwendung der Korrektur zu einer besseren und
einheitlicheren Interpretierbarkeit der Ergebnisse geführt. Die Regressionsanalyse
war bei der Anwendung auf den Beispieldatensatz in der Lage auch ein schwaches
Signal (im Wolkenbedeckungsgrad) zu finden und konnte einen Zusammenhang
zwischen den Konzentrationsdifferenzen und den Schiffsemissionen herstellen. Da-
bei war der Aufwand für die Wahl eines guten Modells im Vergleich zum Aufwand
für die beiden anderen Methoden wesentlich größer. Insgesamt hängt die Wahl
der letztendlich verwendeten Methode davon ab, ob und wie weit die Daten die
theoretischen Voraussetzungen erfüllen. Ein weiteres Kriterium ist allerdings auch
der zur Verfügung stehenden Zeit für die Analyse.
1Zentrierung bedeutet das Abziehen des Mittelwertes
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Methode Rechenzeit für
kompletten
Datensatz2
RAM-
Speicher
Beschreibung
räumliche
Korrelation
Beschreibung
zeitliche
Korrelation
geeignet für
nicht-
Normalverteilung
geeignet für kleines
Signal-Rauschen-
Verhältnis
t-Test und
Alternativen
15min < 1GB nein nein ja nein
multiples-
Testen-
Korrektur
15min < 1GB teilweise3 teilweise4 teilweise teilweise
EOF (cdo) 5s < 1GB ja teilweise nein nein
EOF (R) > 30min 2-3GB ja teilweise nein nein
ICA 30min 2-3GB ja teilweise ja nein
lineare
Regression
10min 1-2GB teilweise teilweise mit
Erweiterungen
ja
Geostatistik 2-3h5 2-3GB ja ja mit Erweiterung ja
additive
Regression
10min bis >5h 1-30GB größtenteils größtenteils mit Erweiterung ja
Bayesianische
Regression
10min bis >5h 1-90GB6 ja ja mit Erweiterung ja
Tabelle 7.1.: Vergleich der verwendeten Methoden anhand der anfangs aufgezählten Kriterien
2gemessen auf einem Computer mit 1.6GHz
3Eine kurze Beschreibung von zwei Methoden, welche die räumliche Abhängigkeit zwischen p-Werten berücksichtigen, findet sich in Abschnitt 6.1
4nicht bei Mittelung über die Zeit
5Bei der Verwendung geostatistischer Modelle muss bedacht werden, dass vor Durchführung des Krigings, also der eigentlichen Berechnung, die gewählte
Kovarianzfunktion (Erklärung in 5.1.3) an das empirische Variogramm (Definition in 2.2.2.3) angepasst werden sollte. Dabei ist vor allem die Berechnung eines
raum-zeitlichen Variogramms sehr zeitaufwendig. Für die hier ausgewerteten Variablen dauerte die Berechnung pro Variable circa 5-6 Stunden.
6Der hohe RAM-Speicherverbrauch geht jedoch eventuell auf eine Fehlspezifikation im verwendeten Algorithmus zurück.
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7.2. Leitfaden für die Analyse
Abschließend soll durch eine strukturierte Auflistung der Ergebnisse eine Entschei-
dungshilfe zur Methodenfindung gegeben werden. Dieser Leitfaden ist aus der Er-
fahrung bei der Auswertung des Beispieldatensatzes entstanden und erhebt damit
keinen Allgemeingültigkeitsanspruch.
Der erste Schritt besteht in der Festlegung der Fragestellung, aus welcher sich
dann eine Auswahl an Analysemethoden ergibt. Wie in Kapitel 1 beschrieben, muss
bei der allgemeinen Fragestellung nach einem Unterschied erst definiert werden,
wodurch sich der Unterschied physikalisch manifestiert, zum Beispiel durch eine
Differenz oder eine räumliche Verschiebung von Mustern. Davon ausgehend können
dann verschiedene Analysemethoden in Betracht gezogen werden.
1. Differenz: t-Test (eventuell) mit multipler Testen-Korrektur, Forecasting Sco-
res (Erklärung in 6.3), Regressionsmodelle, Klassifikation (Erklärung in 6.3)
2. Veränderung in der Verteilung (andere Varianz oder Schiefe oder Extrem-
werte): GAMLSS- und Quantil-Regression (6.2)
3. Räumliche Verschiebung, Ausdehnung, Drehung oder ähnliches: Forecasting
scores, Image Registration (Erklärung in 6.3), Cluster-Analysen
4. Zeitliche Verschiebung von räumlichen Mustern: POP-Analyse, EEOF-Analyse,
Hilbert-EOF-Analyse (Erklärung in [? 69])
5. Unterschiedlicher zeitlicher Verlauf: Zeitreihentheorie, Regression mit Lag
(Erklärung in 5.1.4)
6. Unterschied in mehreren Variablen: Multivarate Regression, Fingerprinting-
Methode ([25, 26])
Im zweiten Schritt werden die Daten auf ihre Eigenschaften wie Wertebereich,
Verteilung, räumliche und/oder zeitliche Korrelation untersucht, damit diese bei
der Auswahl des passenden Analyseverfahrens mit berücksichtigt werden können.
Welche Maße beziehungsweise Diagnosegrafiken dafür geeignet sind, ist in Kapitel
2 beschrieben. Außerdem können für sehr großen Datensätzen hier bereits Möglich-
keiten für und Voraussetzungen von Verfahren zur Dimensionsreduktion überprüft
werden. Ist ein Analyseverfahren gefunden worden, so kann es angewendet und ge-
gebenenfalls in iterativen Schritten noch verfeinert werden. Drei Beispiele für eine
solche Anwendung liefern die Kapitel 3, 4 und 5. Kommen mehrere Analysever-
fahren in Frage, so können deren Ergebnisse nach ihrer Anwendung miteinander
verglichen werden und gemeinsam in der Gesamtinterpretation verwendet werden.
Dadurch ergibt sich mitunter eine detailliertere Auswertung.
7.3. Zusammenfassende Auswertung des
Beispieldatensatzes
Es wurden die Differenzen von vier physikalischen Größen (Konzentration von
Sulfat-Aerosolen, Nitrat-Aerosolen, Ruß und dem Wolkenbedeckungsgrad) zwi-
63
schen zwei Klimamodellsimulationen betrachtet. Die beiden Simulationen unter-
scheiden sich durch die zusätzliche Aufnahme der Emissionen des Schiffsverkehrs in
ein Modell. Es wurden zur Auswertung die monatlichen Mittelwerte von 10 Jahren
verwendet. Dabei zeigten sowohl die Daten an sich, als auch die Differenzen zwi-
schen den Simulationen, eine starke räumliche und zeitliche Korrelation. Insgesamt
war die Differenz in den untersten Schichten am größten, weshalb sich die weite-
re Auswertung hauptsächlich auf diese konzentriert. Bereits die Auswertung von
t-Tests mit multipler-Test-Korrektur zum Niveau α = 0.05 pro räumlicher Koordi-
nate für die jeweiligen Jahresmittelwerte zeigte einen großen Anteil an signifikanten
Zurückweisungen der Nullhypothese für die Konzentrationen, was ein Hinweis auf
eine von Null verschiedene Differenz ist. Dabei zeigten auch die Testergebnisse eine
räumliche Korrelation. Die Testergebnisse der Differenz des Wolkenbedeckungsgra-
des zeigten für keinen Pixel eine Signifikanz an. Durch die Verwendung von addi-
tiven Regressionsmodellen konnte die Differenz noch präziser beschrieben werden.
Es zeigte sich vor allem für die Differenz der Sulfat-Konzentration eine starke Ab-
hängigkeit vom Jahresverlauf mit Maxima im Sommer und Minima im Winter.
Räumlich gesehen verteilen sich die Maxima der Differenz auf die Nordhalbku-
gel über den Ozeanen und können somit mit den Schiffsemissionen in Verbindung
gebracht werden. Bei einer räumlich höher aufgelösten Modellierung konnten teil-
weise auch Zusammenhänge mit den Emissionen über China und Europa gefunden
werden. Die anderen beiden Konzentrationen verhalten sich ähnlich, wobei sich der
Einfluss der Schiffsemissionen als nicht ganz so stark herausgestellt hat. Für die
Differenz des Wolkenbedeckungsgrades sind die hier betrachteten Modelle nicht
besonders gut, zeigen aber eine schwache Abhängigkeit vom Breitengrad auf. Ins-
gesamt lässt sich also sagen, dass sich die beiden Simulationen in der Differenz
definitiv unterscheiden, wobei bei den Aerosol-Konzentrationen die Differenz in
direkten Zusammenhang mit den Schiffsemissionen gebracht werden kann.
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A. Weitere Abbildungen
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Abb. A.1.: Räumliche Verteilung der geglätteten standardisierten Schiffsemissio-
nen für Juli
Estimate Std. Error t value Pr(>|t|)
(Intercept) 3.5e-11 8.3e-13 42 0
edf Ref.df F p-value
ti(ship_s) 4 4 4.1e+02 0
ti(land_s) 4 4 2.2e+02 3e-188
ti(rain) 4 4 2.5e+02 1.1e-217
ti(months) 4 4 1.4e+02 7.9e-117
ti(lat) 4 4 1.3e+04 0
Continued on next page
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edf Ref.df F p-value
ti(lon) 4 4 6.4e+03 0
ti(ship_s,months) 15 16 81 2.5e-259
ti(land_s,months) 12 13 57 2.1e-151
ti(rain,months) 13 13 34 3.9e-87
ti(lat,months) 16 16 2.5e+03 0
ti(lon,months) 16 16 5.5e+02 0
ti(lat,lon) 16 16 1.6e+03 0
ti(lat,lon,months) 64 64 2.5e+02 0
ti(ship_s,lat) 16 16 3.1e+03 0
ti(ship_s,lon) 16 16 7.2e+02 0
ti(land_s,lat) 16 16 1.3e+03 0
ti(land_s,lon) 16 16 6.8e+02 0
ti(rain,lat) 13 13 1.1e+02 8.6e-289
ti(rain,lon) 16 16 5.6e+02 0
ti(ship_s,lat,months) 63 64 1.1e+03 0
ti(ship_s,lon,months) 63 64 3.9e+02 0
ti(land_s,lat,months) 57 59 1.9e+02 0
ti(land_s,lon,months) 53 55 91 0
ti(rain,lat,months) 61 63 49 0
ti(rain,lon,months) 63 64 1.6e+02 0
Tabelle A.2.: Signifikanztabelle des besten additiven Modells für die Sulfat-
Konzentration der untersten Höhenschicht. In Spalten 2 und 3 sind
für die geglätteten Terme die geschätzte Anzahl an Freiheitsgraden,
die bei der Schätzung des jeweiligen Terms verwendet wurden, einge-
tragen; in Spalte 4 der Wert der Teststatistik für die Durchführung
eines approximativen Tests auf Verschiedenheit von Null. In Spalte 5
ist der zum t-Test zugehörige p-Wert aufgetragen, welcher mit dem
gewählten Signifikanzniveau verglichen wird. Für den Fall geglätteter
Kovariablen (gekennzeichnet durch den Zusatz ti()) ist dieser p-Wert
nur approximativ gültig. Besonders wenig aussagekräfig ist er, wenn
er in der Größenordung des Signivikanzniveaus liegt.
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p−Werte für Shapiro−Wilk−Test
 der Jahresmittel,
 Signifikanzniveau 0.05, Level 19
50°S
0°
50°N
0° 100°E 160°W 60°W
holm hochberg
hommel
50°S
0°
50°N
bonferroni
50°S
0°
50°N
BH BY
50°S
0°
50°N
none
0.0
0.2
0.4
0.6
0.8
1.0
Abb. A.2.: Räumliche Verteilung der p-Werte für einen Shapiro-Wilk-Test auf den
Jahresmittelwerten der Differenz der Sulfat-Konzentration in der un-
tersten Höhenschicht. Wird ein Signifikanzniveau von 5% angenommen,
so zeigt die türkise Farbe eine Ablehnung der Nullhypothese zu diesem
Niveau an, was hier eine Ablehnung der Normalverteilungsannahme
bedeutet.
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Shapiro−Wilk−Tests für 
Level 19,
 alle Zeitpunkte
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Abb. A.3.: Räumliche Verteilung der p-Werte für einen Shapiro-Wilk-Test der Dif-
ferenz der Sulfat-Konzentration in der untersten Höhenschicht. Wird
ein Signifikanzniveau von 5% angenommen, so zeigt die türkise Farbe
eine Ablehnung der Nullhypothese zu diesem Niveau an, was hier eine
Ablehnung der Normalverteilungsannahme bedeutet.
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Abb. A.4.: Variation der 5-Punkte-Zusammenfassung (Minimum, erstes Quartil,
Median, Mittelwert, drittes Quartil, Maximum) des Sulfat-Aerosols in
[mol/mol] mit den Höhenschichten
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Abb. A.5.: Räumliche Verteilung der Differenz der Sulfat-Konzentration in
[mol/mol], gemittelt über die jeweiligen Monate in der oberen Modell-
atmosphäre (entspricht ungefähr der Stratosphäre)
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Abb. A.6.: Räumliche Verteilung der Differenz der Sulfat-Konzentration in
[mol/mol], gemittelt über die jeweiligen Monate in der mittleren Mo-
dellatmosphäre (entspricht ungefähr der freien Troposphäre)
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Abb. A.7.: Räumliche Verteilung der Differenz des Wolkenbedeckungsgrades, ge-
mittelt über die jeweiligen Monate in der unteren Modellatmosphäre
(entspricht ungefähr der planetaren Grenzschicht)
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Abb. A.8.: empirische Autokorrelationsfunktion der globalen Mittelwerte der Dif-
ferenz der vier Variablen für die unterste Höhenschicht
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LISAs der Differenz 
 SO4, Level 19
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Abb. A.9.: Lokale Indikatoren für räumliche Abhängigkeiten (LISAs) der zeitli-
chen Mittelwerte der Differenz der Sulfat-Konzentration für die unters-
te Höhenschicht mit variierender Größe des lokalen Einflussgebietes (3
Pixel, 5 Pixel und 7 Pixel). Je extremer der Wert, desto größer der
Einfluss der Region auf die Globalstatistik.
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(a) Variogram BC(Ruß)
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(b) Variogram cloudcover
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(c) Variogram NO3
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Abb. A.10.: empirisches räumliches Variogramm der globalen Mittelwerte der Dif-
ferenz der vier Variablen für die unterste Höhenschicht in verschie-
denen Richtungen (0◦ = meridional (Nord-Süd), 90◦ = zonal (Ost-
West), 45◦ = NordOst-Südwest, 135◦=NordWest-SüdOst) und mit al-
len Richtungen (omnid. = omnidirektional). Je höher die Semivarianz,
desto niedriger die räumliche Assoziation. Die räumliche Distanz ist
dabei in Grad angegeben. Die Punktepaare wurden mit einer Tole-
ranzgrenze von ±10◦ ausgewählt.
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Abb. A.11.: empirisches raum-zeitliches Variogramm der Sulfat-Differenz für die
unterste und dritt-oberste Höhenschicht in zwei verschiedenen Dar-
stellungen. Je höher die Semivarianz γ, desto kleiner die raum-zeitliche
Assoziation.
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p−Werte für Wilcox−Test der Jahresmittel 
 Signifikanzniveau 0.05, Level 19
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Abb. A.12.: Räumliche Verteilung der p-Werte für einen zweiseitigen Wilcox-
Vorzeichen-Rang-Test auf den Jahresmittelwerten der Differenz des
Wolkenbedeckungsgrades in der untersten Höhenschicht. Wird ein Si-
gnifikanzniveau von 5% angenommen, so zeigt die türkise Farbe eine
Ablehnung der Nullhypothese zu diesem Niveau an, was hier eine Ab-
lehnung der Normalverteilungsannahme bedeutet.
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EOF's for  level19
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Abb. A.13.: Räumliche Eigenvektoren der Sulfat-Differenz der untersten Höhen-
schicht, ohne Zentrierung oder Standardisierung
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Abb. A.14.: Zeitlicher Verlauf der Hauptkomponenten der PCA der Sulfat-
Differenz der untersten Höhenschicht
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Residuen 
 der Zeitreihen pro Pixel,
 mit Kovariablen,
 Differenz SO4, Level 19
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Abb. A.15.: räumliche Verteilung der Residuen des Regressionsmodells pro Pixel
aus Kategorie 2 mit Schiffs-, Landemissionen und Niederschlag als
Kovariablen für die Sulfat-Konzentration der untersten Höhenschicht
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Normal−Q−Q−Plots der 
 Zeitreihen mit Kovariablen,
 Differenz SO4, Level 19
Abb. A.16.: Normal-Q-Q-Plots (zur Untersuchung der Normalverteilungsannah-
me) der Residuen ausgewählter Pixel des Regressionsmodells pro Pi-
xel aus Kategorie 2 mit Schiffs-, Landemissionen und Niederschlag als
Kovariablen für die Sulfat-Konzentration der untersten Höhenschicht
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Abb. A.17.: Autokorrelationsfunktion (ACF) der Residuen ausgewählter Pixel des
Regressionsmodells pro Pixel aus Kategorie 2 mit Schiffs-, Landemis-
sionen und Niederschlag als Kovariablen für die Sulfat-Konzentration
der untersten Höhenschicht
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Abb. A.18.: Darstellung einer Auswahl der zweidimensionalen Interaktionen des
besten additiven Modells für die Differenz der Sulfat-Konzentration
in der untersten Höhenschicht. Dabei ist zu beachten, dass die (durch
die Intensität der Farbe) dargestellten Koeffizienten nicht die Koeffi-
zienten an sich, sondern das Produkt aus Wert der Kovariablen und
Koeffizient sind. Die (Farb-)Skala der z-Achse entspricht damit der
Skala der zu modellierenden Größe (hier den Konzentrationsdifferen-
zen)
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Abb. A.19.: Darstellung der Haupt- und Interaktionseffekte des besten additiven
Modells für die Differenz des Wolkenbedeckungsgrades in der unters-
ten Höhenschicht. Dabei ist zu beachten, dass die Koeffizienten nicht
direkt gegen die Werte der Variablen, sondern das jeweilige Produkt
aus Koeffizient und Variablenwert gegen den Wert der Variablen auf-
getragen ist. Die Skala der y-Achse beziehungsweise der Farbskala
entspricht damit der Skala der zu modellierenden Größe (hier den
Differenzen
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B. Abkürzungsverzeichnis und Liste
der verwendeten R-Pakete
B.1. Abkürzungsverzeichnis
ACF Autokorrelationsfunktion (AutoCorrelation Function)
AIC Akaike-Informationskriterium (Akaike Information Criterion)
ARMA AutoRegressive Moving Average Modell (Zeitreihentheorie)
ARIMA AutoRegressive Integrated Moving Average Modell
(Zeitreihentheorie)
BIC Bayes-Schwarz-Informationskriterium (Bayesian Information
Criterion)
cdo Climate Data Operators (Algorithmensammlung)
EEOF Extended EOF Analyse
EOF Empirical Orthogonal Funktions (= PCA)
FDR False-Discovery-Rate (Hypothesentests)
fMRI functional Magnetic Resonance Imaging
FWER Family-Wise Error Rate (Hypothesentests)
GAM generalisierte additive Modelle (Generalized Additive Models)
GAMLSS generalisierte additive Modelle für Lokations-, Skalen- und
Formparameter (Generalized Additive Models for Location,
Scale and Shape)
GAMM gemischte generalisierte additive Modelle (Generalized Additive
Mixed Models)
GCM allgemeine Zirkulationsmodelle (Generalized Circulation
Models), Klimamodelle
GLM generalisierte lineare Modelle (Generalized Linear Models)
GLMM gemischte generalisiert lineare Modelle (Generalized Linera
Mixed Models)
GMRF Gauß-Markov-Zufallsfelder (Gaussian Markov Random Fields)
ICA Independend Components Analysis (Alternative zu EOF)
INLA Integrated Nested Laplace Approximations (Algorithmus zur
Berechnung von bayesianischen Modellen)
LASSO Least Absolute Shrinkage and Selection Operator (Modellwahl)
LMM gemischte lineare Modelle (Linear Mixed Models)
MARS Multivariate Adaptive Regression Splines (Alternative zu GAMs)
MM gemischte Modelle (Mixed Models)
PCA Hauptkomponentenanalyse (Principal Components Analysis), (=
EOF)
QQ-Plot Quantil-Quantil-Plot zum Vergleichen von Verteilungen
R Statistiksoftwarepaket
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B.2. Verwendete R-Pakete
automap [29]
chron [32]
data.table [17]
DescTools [18]
dynlm [77]
fastICA [42]
gamlss [52]
geoR [34]
gstat [47]
hydroGOF [76]
INLA [39]
inline [65]
lattice [58]
maps [15]
maptools [10]
MCMCpack [43]
mgcv [72]
ncdf4 [49]
raster [30]
sp [54]
spacetime [46]
xts [55]
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C. Elektronischer Anhang
Aufgrund der komplexen Struktur des Datensatzes und der Vielzahl an untersuch-
ten Methoden sind im Rahmen dieser Arbeit viele Grafiken entstanden, die für
die allgemeine Auswertung des Datensatzes benötigt wurden, jedoch in Hinblick
auf den Erkenntnisgewinn bezüglich der Funktionsweise der Methoden nicht mehr
relevant sind. Im Text wurde vor allem die unterste Höhenschicht exemplarisch
untersucht. Die gleichen Verfahren wurden auch auf die anderen Höhenschichten
angewendet. Diese Auswertungen und die großen Tabellen zur Modellwahl der Re-
gressionsmodelle finden sich im elektronischen Anhang auf der beiliegenden CD.
Die dortige Ordnerstruktur folgt in ihrem Aufbau der Struktur der Kapitel des
Textes. Zur besseren Orientierung ist im Folgenden eine Übersicht gegeben.
C.1. Klimamodelle und deskriptive Beschreibung des
Datensatzes
C.1.1. räumliche Verteilung der Emissionen und des
Niederschlags
• Anhang/deskriptiv/Kovariablenmuster.pdf: Jahresgang der standardisierten
Schiffs- und Landemissionen und des Niederschlags. Zusätzlich Vergleich der
verschiedenen geglätteten Muster der Schiffsemissionen im Juli.
C.1.2. Verteilung der Variablen: Histogramme
• Anhang/deskriptiv/Histogramme.pdf: Histogramme der kompletten (Referenz-
Simulation + NoShip-Simulation) Werte, der logarithmierten Werte und der
Differenzen
C.1.3. Veränderung der Variablen mit der Höhenschicht
• Anhang/deskriptiv/Summary_per_level.pdf: 5-Punkte-Zusammenfassung (Mi-
nimum, erstes Quartil, Median, Mittelwert, drittes Quartil, Maximum) glo-
balen und zeitlichen Mittelwerte pro Höhenschicht der Variablen an sich,
ihrer Differenzen und ihrer relativen Differenzen aufgetragen gegen die Hö-
henschicht(kleine Werte = obere Modellatmoshpäre, große Werte = untere
Modellatmospäre)
• Anhang/deskriptiv/deskriptiv_sumtab.pdf: Tabelle mit 5-Punkte-Zusammenfassung
pro Simulation und der Differenz für alle vier Variablen
C.1.4. Jahresgang und Jahresmittel der Variablen
• Anhang/deskriptiv/Jahresgang_*variablename*.pdf: räumliche Verteilung der
Mittelwerte der jeweiligen Monate pro Höhenschicht
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• Anhang/deskriptiv/Jahresmittel_*variablename*.pdf: räumliche Verteilung
der Jahresmittelwerte pro Höhenschicht
C.1.5. zeitliche Autokorrelation der Variablen
• Anhang/deskriptiv/ACFglobal_*variablename*.pdf: empirische Autokorre-
lationsfunktion der globalen Mittelwerte der Variablen und der Differenzen
pro Höhenschicht
C.1.6. Ähnlichkeit der räumlichen Muster zwischen den
Höhenschichten
• Anhang/deskriptiv/deskriptiv_simi.pdf: Pearson-Korrelationskoeffizient und
Modified Index of Agreement zwischen den Höhenschichten für das zeitliche
Mittel der Differenzen pro Höhenschicht als Maße für die Ähnlichkeit der
räumlichen Muster
C.1.7. Räumliche Korrelation
• Anhang/deskriptiv/lisa_*variablename*.pdf: räumliche Verteilung des loka-
len Moran-I’s und Geary-C’s für das zeitliche Mittel der Variablen und der
Differenzen pro Höhenschicht mit unterschiedlicher Größe des Berechnungs-
radius (3 Pixel, 5 Pixel und 7 Pixel). Je höher der Index, desto größer ist der
Einfluss der jeweiligen Region auf die Gesamtstatistik.
• Anhang/deskriptiv/Variogram_spatial_*variablename*.pdf: Darstellung der
Varianz zwischen Punktepaaren mit unterschiedlichem räumlichen Abstand
für verschiedene Richtungen (0◦ =Nord-Süd, 90◦ =Ost-West, 45◦ =NordOst-
SüdWest, 135◦ = NordWest-SüdOst) und omnidirektional sortiert nach ab-
steigenden Höhenschichten (1. Bild = oberste Modellschicht, 19. Bild = un-
terste Modellschicht). Die Distanz ist in Grad gemessen.
C.1.8. Raum-zeitliche Korrelation
• Anhang/deskriptiv/Variogram_spatiotemporal_*variablename*.pdf: Darstel-
lung der Varianz zwischen Punktepaaren mit unterschiedlichem raum-zeitlichem
Abstand in zwei verschiedenen Darstellungen für die Variablen und die Dif-
ferenzen pro Höhenschicht.
C.2. Hypothesentests
In sämtlichen Grafiken ist der jeweilige Test zum Signifikanzniveau α = 0.05 durch-
geführt. Türkis sind p-Werte kleiner als α, welche zu einer Ablehnung der Nullhy-
pothese führen. Rot sind die p-Werte markiert, welche die Nullhypothese nicht
ablehnen. Die jeweiligen Einzelbilder stellen die Ergebnisse unter Verwendung
von multiplen Testkorrekturen dar: none = keine Korrektur, BH = Benjamini-
Hochberg, BY = Benjamini-Yekutieli, hommel = Hommel, bonferroni = einfache
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Bonferrroni-Korrektur, Holm = Holm’s Stepwise Prozedur, Hochberg = Hoch-
berg’s Stepwise Prozedur.
C.2.1. Shapiro-Wilk-Tests
• Anhang/hypothesen/Tests_*variablename*_swtest_19: p-Werte des Shapiro-
Wilk-Tests für die Jahresmittel und jeweiligen Monate der Differenzen für
die unterste Höhenschicht
• Anhang/hypothesen/Tests_*variablename*_swtest_abs_19: p-Werte des Shapiro-
Wilk-Tests für die Jahresmittel und jeweiligen Monate des Absolutbetrages
der Differenz für die unterste Höhenschicht
C.2.2. Welch-t-Tests
• Anhang/hypothesen/Tests_*variablename*_ttest_twoside_19: p-Werte des
zweiseitigen Welch-t-Tests für die Jahresmittel und jeweiligen Monate der
Differenzen für die unterste Höhenschicht
• Anhang/hypothesen/Tests_*variablename*_ttest_oneside_19: p-Werte des
einseitigen Welch-t-Tests für die Jahresmittel und jeweiligen Monate des Ab-
solutbetrags der Differenzen für die unterste Höhenschicht mit der Schranke
0
• Anhang/hypothesen/Tests_*variablename*_ttest_oneside_decimal_19: p-
Werte des Welch-t-Tests für die Jahresmittel und jeweiligen Monate des Ab-
solutbetrags der Differenzen für die unterste Höhenschicht mit der zweiten
Nachkommastelle des globalen Mittels als Schranke
• Anhang/hypothesen/Tests_*variablename*_ttest_oneside_quantile_19: p-
Werte des Welch-t-Tests für die Jahresmittel und jeweiligen Monate des Ab-
solutbetrags der Differenzen für die unterste Höhenschicht mit dem 25%-
Quantil als Schranke
C.2.3. Wilcox-Vorzeichen-Rang-Tests
• Anhang/hypothesen/Tests_*variablename*_ttest_twoside_19: p-Werte des
zweiseitigen Wilcox-Tests für die Jahresmittel und jeweiligen Monate der Dif-
ferenzen für die unterste Höhenschicht
• Anhang/hypothesen/Tests_*variablename*_ttest_oneside_19: p-Werte des
einseitigen Wilcox-Tests für die Jahresmittel und jeweiligen Monate des Ab-
solutbetrags der Differenzen für die unterste Höhenschicht mit der Schranke
0
• Anhang/hypothesen/Tests_*variablename*_ttest_oneside_decimal_19: p-
Werte des Wilcox-Tests für die Jahresmittel und jeweiligen Monate des Ab-
solutbetrags der Differenzen für die unterste Höhenschicht mit der zweiten
Nachkommastelle des globalen Mittels als Schranke
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• Anhang/hypothesen/Tests_*variablename*_ttest_oneside_quantile_19: p-
Werte des Wilcox-Tests für die Jahresmittel und jeweiligen Monate des Ab-
solutbetrags der Differenzen für die unterste Höhenschicht mit dem 25%-
Quantil als Schranke
C.2.4. Tabellen mit der Anzahl der abgelehnten
Nullhypothesen
• Anhang/hypothesen/Anzahl_abgelehnte_H0_alpha5perc.pdf: Für alle oben
grafisch dargestellten Tests und ihren multiplen Testkorrekturen die Anzahl
der abgelehnten Nullhypothesen in Prozent pro Höhenschicht und Variable
C.3. PCA/EOF-Analyse und ICA
C.3.1. Vergleich der Algorithmen cdo und fastICA in R
• Anhang/paceof/Vergleich_R_cdo_*variablename*.pdf: Vergleich der Eigen-
vektoren für die PCA der unveränderten, zentrierten und standardisierten
Jahresmittelwerte der Differenz
C.3.2. Eigenwerte, Eigenvektoren und Hauptkomponenten der
PCA
• Anhang/pcaeof/EOF_*zentriert*_*variablename*_*zeitlich*.pdf: Eigenwer-
te, Eigenvektoren und Hauptkomponenten der PCA pro Höhenschicht. Dabei
bedeutet der Wert von *zentriert*: nochange = unveränderte Werte, cente-
red = zentrierte Werte, scaled = standardisierte Werte und *zeitlich* heißt:
allyears = kein zeitliche Mittel, yearmean = Jahresmittelwerte, mon1-12: nur
die Werte der jeweiligen Monate (alle Jannuare, alle Februare, ...)
• Anhang/pcaeof/pcaeof_hotelling_*multtest*_*variablename*: p-Werte ei-
nes Hotelling-T 2-Tests mit variabel vielen Hauptkomponenten. *multtest*
= benjyekut gibt an, dass die p-Werte mit der multiplen-Test-Korrektur von
Benjamini-Yekutieli nachbearbeitet wurden.
C.3.3. Eigenvektoren und Hauptkomponenten der ICA
• Anhang/pcaeof/ICA_EigVec_*variablename*_*zeitlich*_*level*.pdf: Eigen-
vektoren der ICA pro Höhenschicht *level* mit den unveränderten, zentrier-
ten und skalierten Variablen. Für *zeitlich* = yearmean wurden die Jahres-
mittelwerte verwendet, ansonsten keine zeitliche Mittelung durchgeführt.
• Anhang/pcaeof/ICA_Proj_*variablename*_*zeitlich*_*level*.pdf: Haupt-
komponenten der ICA pro Höhenschicht *level* mit den unveränderten, zen-
trierten und skalierten Variablen. Für *zeitlich* = yearmean wurden die
Jahresmittelwerte verwendet, ansonsten keine zeitliche Mittelung durchge-
führt.
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C.4. Regressionsmodelle
C.4.1. Modellgüte
• Anhang/regression/Modellguete_*variablename*.pdf: Liste der verschiede-
nen Modelle und ihrere jeweiligen zugehörigen Modellgütekriterien AIC, BIC
und R2 (allgemein als Anteil der erklärten Devianz bezeichnet). AIC und BIC
sind als Differenz zum minimalen Wert (bestes Modell) aller Modelle (linear
und additiv) angegeben. Die Spalte Interact gibt an, ob Interaktionen zwi-
schen den im Modell enthaltenen Kovariablen ebenfalls enthalten waren oder
nicht. Die darauffolgenden Spalten geben jeweils an, ob die Kovariable im
Modell enthalten war: lat = Breitengrad, lon = Längengrad, months = Mo-
nate (1 bis 12), years = Jahre (1996 bis 2005), time = fortlaufender Zeitindex
(1 bis 120), ship/land/rain = Schiffs- bzw. Landemissionen und Niederschlag
(eventuelle Glättung ist durch den Namen des verwendeten Glättungsfilters
gekennzeichnet, bin = gerundete Version der standardisierten Emissionen),
special = Spezielle Eigenschaften des Modells (bestoff = Kombination der
am besten passenden Einzelvariablen der linearen Modelle, factor = Breiten-
und Längengrad als diskrete Variable, HigherResolution = höhere Auflösung
der Spline-Basis-Knoten, CyclicalBasis = zyklische Basisfunktionen für Län-
gengrade oder Monate, TransformedLatLon = Modelle mit lat3 um die Pole
schwächer zu gewichten, KrigingBasis = Basisfunktion für die räumlichen
Variablen, welche dem Kriging entsprechen).
C.4.2. Lineare Modelle
• Anhang/regression/Linreg_all_bestof_coefs_*variablename*.pdf: Tabelle mit
den Koeffizienten und den jeweiligen dazugehörigen t-Test-Ergebnissen des
besten linearen Modells
• Anhang/regression/Linreg_all_bestof_diagnosis_*variablename*.png: Hier
sind vier Diagnoseplots des besten Modells zu sehen. Der erste Plot oben links
ist ein Normal-Q-Q-Plot worin die Verteilung der Residuen gegen eine Nor-
malverteilung aufgetragen ist. Im zweiten Plot oben links sind die Residuen
gegen die vom Modell berechneten Werte aufgetragen. Unten links ist ein
Histogram der Residuen zu sehen und unten rechts sind die wahren Werte
gegen die berechneten aufgetragen.
C.4.3. GLMs und GAMLSS
• Anhang/regression/glms_cov_diff.pdf und
Anhang/regression/glms_wocov_diff.pdf: Diagnoseplots und Koeffizienten-
plots zum Vergleich der jeweils durch eine Backward-Selection als am besten
ausgewählten Modelle für zwei verschiedene GLMs (gaussian_id: Normal-
verteilung + keine Linkfunktion, gaussian_inv: Normalverteilung + inverse
Linkfunktion) für die Differenz der Sulfat-Konzentration. Diese beiden waren
aus einer Kombination von 3 Verteilungen (Normal, Gamma, invers-Normal)
und 3 Linkfunktionen (Identität, Logarithmus und Invers) die einzigen Kom-
binationen welche nicht zu einem Abbruch des Algorithmus geführt haben. In
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der *cov*-Variante wurden dabei die Emissions- und Niederschlagsvariable
als Kovariablen verwendet, in der *wocov*-Variante die Koordinaten.
• Anhang/regression/Alternativen_gamlss_jsu.pdf und
Anhang/regression/Alternativen_gamlss_shasho.pdf: Diagnoseplots für li-
neare Modelle mit zwei verschiedenen Verteilungsannahmen (jsu = John-
son’s SU, shasho = sinh-arcsinh) für die Sulfat-Differenz in der untersten
Höhenschicht. Es konnten nur ein Monat modelliert werden, da die Rechen-
zeit für alle Daten zu lange war. Als Kovariablen wurden die durch Rundung
diskretisierten Emissions- und Niederschlags-Variablen verwendet.
C.4.4. Zeitliche lineare Modelle pro Pixel
• Anhang/regression/Linreg_proPixel.pdf: Koeffizienten- und Diagnoseplots
für jeweils ein Beispielmodell beiden Kategorien (Erklärung sh. Abschnitt
??) für zeitliche Modelle der Sulfat-Differenz der untersten Höhenschicht
pro Pixel
• Diagnoseplots weiterer zeitlicher Regressionsmodelle pro Pixel für die Sulfat-
Differenz der untersten Höhenschicht:
– Anhang/regression/pixel_diff_res*.pdf: Räumliche Verteilung der Re-
siduen
– Anhang/regression/pixel_diff_res_acf*.pdf: Autokorrelationsfunktion
(ACF) und Normal-Q-Q-Plot (zur Überprüfung der Normalverteilungs-
annahme) der Residuen für vier beispielhaft ausgewählte Pixel
– Anhang/regression/pixel_diff_rsq*.pdf: räumliche Verteilung des Mo-
dellgütemaßes R2
C.4.5. Lineare Modelle pro Zeitpunkt
• Anhang/regression/Linreg_proZeit_*variablename*.pdf: zeitlicher Verlauf der
Modellkoeffizienten für Modell 1,2 und 3 (Beschreibung in Abschnitt 5.2.1.4)
für die unterste Höhenschicht
C.4.6. Kriging-Modelle pro Zeitpunkt
• Anhang/regression/Geostat_pred_*variablename*.pdf: Koeffizienten- und Dia-
gnoseplots für Kriging-Modelle mit zwei verschiedenen Trend-Modellen für
die Differenzen der Konzentrationen und des Wolkenbedeckungsgrades vom
Juli 2001. Für das erste Modell wurde ein konstanter Trend angenommen, das
zweite Modell enthält die Emissions- und Niederschlagsvariablen als Kova-
riablen. Die jeweils erste Grafik vergleicht die tatsächlichen Werte mit denen
vom Modell vorhergesagten. Der zweite Plot zeigt die räumliche Verteilung
der Residuen und der dritte Plot vergleicht die nur vom geschätzten Trend
vorhergesagten Modelle mit den von einem linearen Modell vorhergesagten
Werten.
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C.4.7. Additive Modelle
• Anhang/regression/Addreg_coefs_*variablename*.pdf: Darstellung der glat-
ten Funktion pro Kovariable und Interaktion für alle Modelle der Differenzen
des untersten Höhenlevels. Dabei ist zu beachten, dass die Koeffizienten nicht
direkt gegen die Werte der Variablen, sondern das jeweilige Produkt aus Ko-
effizient und Variablenwert gegen den Wert der Variablen aufgetragen ist. Die
Skala der y-Achse entspricht damit der Skala der zu modellierenden Größe
(hier den Differenzen).
• Anhang/regression/Addreg_resids_*variablename*.pdf: Vier Diagnoseplots
pro Modell: räumliche Verteilung der Residuen für den Juli 1996 zur Über-
prüfung auf verbleibende räumliche Korrelation, Normal-Q-Q-Plots der Re-
siduen ausgewählter Pixel und Monate zur Überprüfung der Normalvertei-
lungsannahme, Autokorrelationsfunktion der Residuen ausgewählter Pixel
zur Überprüfung auf verbleibende zeitliche Korrelation, Vergleich der ge-
schätzten Werte mit den tatsächlichen Werten im Juli 1996
• Anhang/regression/Addreg_pval_*variablename*.pdf: Tabellen mit dem ge-
schätzten Interzept und seinem p-Wert und den p-Werten und geschätzten
Freiheitsgraden (kann auch als Maß für die Glattheit verwendet werden) der
additiv modellierten Kovariablen und Interaktionen der additiven Modelle
für die Differenzen in der untersten Höhenschicht.
C.4.8. Bayesianische Regressionsmodelle
• Anhang/regression/Alternativen_mcmc_linear.pdf: Verteilungsdichte der ge-
schätzten Koeffizienten für ein bayesianisches lineares Regressionsmodell der
Differenz der Sulfat-Konzentration in der untersten Höhenschicht. Es wur-
den die durch Rundung diskretisierten Varianten der Emissions- und Nie-
derschlagsmuster als Kovariablen verwendet. Es sind jeweils die Posteriori-
Verteilungsdichten der geschätzten Koeffizienten gezeigt. Die x-Achse ist so-
mit der Wert des Koeffizienten und die y-Achse den Wert der Dichte (In-
tegration über den gesamten Wertebereich ergibt 0). Die Interpretation des
Mittelwerts (manchmal auch des Medians) der Verteilung entspricht damit
der des Punktschätzer, also dem Wert des Koeffizienten, im linearen Modell.
Die Wahrscheinlichkeit, dass der Wert des Koeffizienten in einem bestimmten
Bereich liegt, kann somit einfach über Integration der jeweiligen Verteilungs-
dichte berechnet werden.
• Anhang/regression/Alternativen_mcmc_inla.pdf: Koeffizientenplots und Dia-
gnoseplots für zwei verschiedene semi-bayesianische Regressionsmodelle für
die standardisierte Differenz der Sulfat-Konzentration in der untersten Hö-
henschicht über dem Nordpazifik für das Jahr 1996. Das erste Modell verwen-
det einen zweidimensionalen Random-Walk zur Modellierung der räumlichen
Abhängigkeiten, das zweite Modell einen Gaus’schen Prozess mit Matern-
Kovarianzfunktion. Die jeweils erste Abbildung zeigt den Jahresgang des Mit-
telwerts der Posteriori-Verteilung. Die darauffolgenden Abbildungen verglei-
chen die wahren Werte mit den Posteriori-Mittelwert und zeigen die räumli-
che Verteilung der Residuen für Februar und Juli.
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• Anhang/regression/Alternativen_mcmc_inla_*.pdf: Verteilungsdichten der
geschätzten Koeffizienten für die beiden semi-bayesianischen Regressionsmo-
delle. *matern* steht dabei für das Modell mit der Matern-Kovarianzfunktion,
*rw* für das Modell mit dem Random-Walk.
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