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Abstract. Information geometry provides a geometric approach to
families of statistical models. The key geometric structures are the
Fisher quadratic form and the Amari-Chentsov tensor. In statistics,
the notion of sufficient statistic expresses the criterion for passing from
one model to another without loss of information. This leads to the
question how the geometric structures behave under such sufficient sta-
tistics. While this is well studied in the finite sample size case, in the
infinite case, we encounter technical problems concerning the appropri-
ate topologies. Here, we introduce notions of parametrized measure
models and tensor fields on them that exhibit the right behavior under
statistical transformations. Within this framework, we can then handle
the topological issues and show that the Fisher metric and the Amari-
Chentsov tensor on statistical models in the class of symmetric 2-tensor
fields and 3-tensor fields can be uniquely (up to a constant) character-
ized by their invariance under sufficient statistics, thereby achieving a
full generalization of the original result of Chentsov to infinite sample
sizes. More generally, we decompose Markov morphisms between statis-
tical models in terms of statistics. In particular, a monotonicity result
for the Fisher information naturally follows.
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1. Introduction
Let us begin with a short synopsis of our work and its context. Parametrized
statistics deals with families of probability measures on some sample space
Ω parametrized by a parameter x from some space M which we shall take
to be a Banach manifold, in particular, a finite dimensional manifold. This
parameter is to be estimated, and for that purpose, one wishes to quantify
the dependence of the model on that parameter. That is achieved by the
Fisher metric as first suggested by Rao [37], followed by Jeffreys [21], Efron
[16] and then systematically developed by Chentsov and Morozova [13], [14],
[33]. Moreover, there exists a natural affine structure on spaces of proba-
bility measures as discovered by Amari [1], [2] and Chentsov [15]. We refer
the reader to [33], [25] and [4] for more extensive historical remarks and
guide on other important contributions in the field. Such structures should
be invariant under reparametrizations, and this leads us into the realm of
differential geometry, the field of mathematics that systematically investi-
gates geometric invariances. Statistics, however, requires more. There is the
concept of a sufficient statistic, that is, a mapping between sample spaces
that preserves all information about the parameter x. Therefore, it is natu-
ral to also require the invariance of the geometric structures under sufficient
statistics. It is relatively easy to see that the Fisher metric and the Amari-
Chentsov tensor are invariant, but whether they are the only such invariant
structures is more subtle. This is the question we are addressing and solv-
ing in the present paper. For finite sample spaces, this has been achieved
by Chentsov long ago [14], see also Remark 3.18. The case of infinite sam-
ple spaces, however, is more difficult. The space of probability measures
on an infinite sample space is infinite dimensional, and therefore, standard
constructions from finite dimensional differential geometry may fail. The
first successful approach to apply techniques of Banach space theory to the
space of probability measures on an infinite sample space has been achieved
by Pistone with Sempi [36] and other coworkers [11], [18]. However, there
are technical difficulties, caused for instance by the fact that the topology
on the considered Banach manifolds is so strong that the space of bounded
random variables is not dense in that topology [11, Lemma 2].
Our approach is different. Our essential idea is that while the space of all
probability measures M(Ω) on the sample space Ω in general will not carry
the required geometric structures, it can still induce such structures on all
finite or infinite dimensional models, that is, on statistical families with a
Banach manifold of parameters. For that purpose, however, those families
need to be embedded into the space of all measures, and including the em-
bedding p as part of our notion of a statistical model allows us to treat the
elements of M as measures on Ω. We can then pull back tensors fromM(Ω)
toM and then require the needed regularity properties not onM(Ω), where
we might not be able to define them, but on M , where they can be natu-
rally defined. This leads us to a notion of a statistical model or statistical
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manifold [26, 27, 28] as a manifoldM equipped with a (Fisher) metric g and
an (Amari-Chentsov) 3-tensor which are induced by an embedding p into
M(Ω).
Our approach combines concepts from measure theory, information theory,
and statistics. It thus is situated in information geometry, a new math-
ematical field that recently emerged, where geometric ideas and methods
are exploited as principal tools to study mathematical statistics and re-
lated problems in information theory, neural networks, system theory [4].
Information geometry has also been identified as a natural formalism for
complexity theory [5, 6]. In particular, complex networks can be analyzed
with tools from information geometry [35]. We note that parameter spaces
in information geometry are assumed to be smooth manifolds. This assump-
tion is caused by limitation of methods of differential geometry. With recent
extension of differential geometric methods to singular spaces, e.g. in [30],
we hope to extend the field of applications of information geometry in the
future.
The structure of our paper is as follows. In Section 2 we introduce the no-
tion of a k-integrable parametrized measure model, which encompasses all
known examples in information geometry considered by Chentsov, Amari
and Pistone-Sempi. We compare our concept with the concept of a ge-
ometrically regular statistical model proposed by Amari. At the end of
that Section, we state our Main Theorem 2.10. In Section 3 we introduce
the notion of sufficient statistics based on the Fisher-Neyman characteriza-
tion (Definition 3.1, Lemma 3.3). We give a simple proof that the Amari-
Chentsov structure is invariant under sufficient statistics (Theorem 3.5). At
the end of the section we discuss Chentsov’s results on the uniqueness of the
Fisher metric and the Amari-Chentsov tensor (Proposition 3.19, Remark
3.18, Corollary 3.20). At the end of that Section, we prove our Main Theo-
rem. In Section 4 we introduce the notion of a Markov morphism. A novel
aspect of our concept of Markov morphisms between parametrized measure
models is the consideration of smooth maps between the parameter spaces
(Definition 4.4, Example 4.5). Thus, the geometry of parametrized measure
models is intrinsic. We decompose a Markov morphism as a composition
of the inverse of a Markov morphism, defined by a sufficient statistic, and
a statistic (Theorem 4.10). As a consequence we give a geometric proof of
the monotonicity theory for Markov morphisms (Corollary 4.11). Finally, in
Section 5, we study the relations between k-integrable parametrized measure
models and statistical models in the Pistone-Sempi theory.
2. Parametrized measure models
In this section we describe the geometry of spaces of measures and of
parametrized families of measures. In technical terms, we introduce the
notion of a k-integrable parametrized measure model (Definition 2.4) and
the notion of tensor fields on them, following the locality and continuity
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condition (Definition 2.1, Remark 2.5). We show that our notion of gen-
eralized statistical models encompasses all statistical models considered by
Chentsov, Amari, Pistone-Sempi (Remark 2.5, Example 2.6), and we com-
pare our concept with that by Amari (Remark 2.7).
Let (Ω,Σ) be a measurable space. Later on, Ω will also have to carry a
differentiable structure.
We consider the Banach space of all signed finite measures on Ω with the
total variation ‖ · ‖TV as Banach norm. More precisely, the total variation
of such a measure µ is defined as
‖µ‖TV := sup
n∑
i=1
|µ(Ai)|
where the supremum is taken over all finite partitions Ω = A1∪˙ . . . ∪˙An
with disjoint sets Ai ∈ Σ. We consider the subset M(Ω) of all finite non-
negative measures on Ω, and, with a σ-finite non-negative measure µ0, we
also consider the subspace
S(Ω, µ0) := {µ = φµ0 : φ ∈ L
1(Ω, µ0)}
of signed measures dominated by µ0. This space can be identified in terms
of the canonical map ican : S(Ω, µ0)→ L
1(Ω, µ0), µ 7→
dµ
dµ0
. Note that
‖µ‖TV =
∥∥∥∥ dµdµ0
∥∥∥∥
L1(Ω,µ0)
,
which implies that ican is a Banach space isomorphism. Therefore, we refer
to the topology of S(Ω, µ0) also as the L
1-topology . This is independent of
the particular choice of the reference measure µ0, because if φ ∈ L
1(Ω, µ0)
and ψ ∈ L1(Ω, φµ0), then ψφ ∈ L
1(Ω, µ0). Throughout the paper, we
consider the following hierarchy of subsets of S(Ω, µ0):
M(Ω, µ0) = {µ = φµ0 : φ ∈ L
1(Ω, µ0), φ ≥ 0}
M+(Ω, µ0) = {µ = φµ0 : φ ∈ L
1(Ω, µ0), φ > 0}
Ma(Ω, µ0) = {µ = φµ0 : φ ∈ L
1(Ω, µ0), φ ≥ 0, µ(Ω) = ‖µ‖TV = a}
P(Ω, µ0) = {µ ∈ M(Ω, µ0) : µ(Ω) = ‖µ‖TV = 1}
P+(Ω, µ0) = {µ ∈ M+(Ω, µ0) : µ(Ω) = ‖µ‖TV = 1}
In particular, for µ = φµ0 ∈ M+(Ω, µ0), i.e., φ > 0, µ0 and µ have the same
null sets and are equivalent, that is, µ0 = φ
−1µ ∈ M+(Ω, µ). Thus, we have
some kind of multiplicative structure onM+(Ω, µ0), and one might hope to
generate this via an exponential map from the linear structure on L1(Ω, µ0).
The problem, however, is that if f ∈ L1(Ω, µ0), then we do not necessarily
have ef ∈ L1(Ω, µ0). When it is, then e
fµ0 ∈ M+(Ω, µ0), but when it is
not, the measure efµ0 is not well defined. Thus, certain infinitesimal de-
formations are obstructed, that is, cannot be integrated into local ones. Of
course, this does not happen when Ω is finite, the case treated by Chentsov,
and this is the technical reason why we need to work harder for our main
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result. (Pistone and Sempi have analyzed the underlying topological struc-
ture, and we shall describe their construction from our perspective in Section
5. The essential point for an intuitive understanding of this topology is that
if ef ∈ L1, then for 0 < t < 1, etf ∈ Lp for p = 1/t > 1.)
In order to avoid this issue and in order to make contact with the basic
construction of parametric statistics, we shall consider parametrized families
of measures, that is, maps M →M(Ω) of smooth Banach manifolds M into
the “universal measure set”M(Ω) and attempt to pull geometric structures
from M(Ω) back to M by such maps, which are, in a sense, similar to
differentiable maps. Since, however, we may not be able to fully define these
objects onM(Ω), we shall have to push forward tensors fromM instead, and
integrate them w.r.t. the measures p(x) defined by a parametrized family.
We shall now introduce the technical conditions needed to realize universal
objects on M(Ω) on such parametrized families.
Definition 2.1. A covariant n-tensor field on M(Ω) assigns to each µ ∈
M(Ω) a multilinear map τµ :
⊕n Ln(Ω, µ) → R that is continuous w.r.t.
the product topology on
⊕n Ln(Ω, µ).
In this definition, continuity refers to the continuity of the linear maps
τµ for fixed µ. (This is different from requiring that τµ be continuous as a
function of µ.)
Such objects then will be pulled back to M under a map p : M → M(Ω),
and they then operate on n vector fields on M . When these vector fields
are continuous, their evaluation under the pulled back covariant tensor field
should also be continuous. Note that the (Banach) manifold structure on
M defines a canonically induced structure of a (Banach) vector bundle
TM ×n times TM → M , regarding it as the n-fold Whitney sum of the
(Banach) vector bundle TM → M . In contrast to direct sums, there is no
canonical definition of a topology on the tensor product T ∗xM ⊗n times T
∗
xM ,
whence the tensor product T ∗M⊗n timesT
∗M →M is not a (Banach) vector
bundle if M is infinite dimensional. However, we can define weak continuity
of its section as follows.
Definition 2.2. A continuous n-vector field Vn on a Banach manifold M is
a continuous section of the bundle TM×n timesTM →M . A section τ of the
bundle T ∗M ⊗n times T
∗M is called a weakly continuous covariant n-tensor,
if the value τ(Vn) is a continuous function for any continuous n-vector field
Vn on M .
For a map p :M →M(Ω, µ) the composition p¯ := ican◦p : M → L
1(Ω, µ),
x 7→ p¯(x) := dp(x)dµ , will play a central role. Thus, p¯ is a map from M to
L1(Ω, µ), whence we can consider p¯ also as a map M × Ω → R, (x, ω) 7→
p¯(ω, x) such that
(2.1) p(x) = p¯(x, ω)dµ(ω).
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Of course, for a fixed x ∈M , the function ω 7→ p¯(x, ω) is only defined up to
changes on a µ-null set in Ω. We refer to a function p¯ :M×Ω→ R satisfying
(2.1) as a density potential. However, this notation is slightly misleading,
and the infinitesimal tangent vector of the family rather corresponds to
ln p¯(ω, x) (recall our discussion above of the exponentiation of f ∈ L1(Ω, µ),
and taking the logarithm of course is the inverse of exponentiation.) In
particular, the pushforward of a tangent vector V ∈ TxM is ∂V ln p¯(x, ω),
and we often simply identify V with its pushforward when the map p is fixed
in a given context.
Our parametrized families of measures will need to satisfy some further
important technical requirements that we shall now list and that will lead
us to our technical concept of a parametrized measure model.
(1) The parameter space M is a (finite or infinite dimensional) Banach
manifold of class at least C1.
(2) There is a continuous mapping p :M →M+(Ω, µ), where the latter
is provided with the L1-topology.
(3) The composition p¯ = ican ◦p is Gateaux-differentiable as a map from
the manifold M to the Banach space L1(Ω, µ).
(4) The 1-form
(2.2) A(V )x :=
∫
Ω
∂V ln p¯(x, ω) dp(x),
the Fisher quadratic form
(2.3) gF (V,W )x :=
∫
Ω
∂V ln p¯(x, ω)∂W ln p¯(x, ω) dp(x)
and the Amari-Chentsov 3-symmetric tensor
(2.4) TAC(V,W,X)x :=
∫
Ω
∂V ln p¯(x, ω)∂W ln p¯(x, ω)∂X ln p¯(x, ω) dp(x)
are well-defined and continuous in the sense of Definition 2.2.
Remark 2.3. The name of Amari and Chentsov has been attributed to
the tensor TAC in [27] based on the fact that the 1-parameter family of
affine connections that are differed by the Levi-Civita connection of the
Fisher metric by the tensor TAC up to a constant has been discovered by
Chentsov and Amari independently. These connections are also called the
Amari-Chentsov connections [27]. Earlier, in [26] Lauritzen has introduced
the notion of a statistical manifold that is a smooth manifold equipped with
a Riemannian metric and a 3-symmetric tensor.
We can now state our general definition of a parametrized measure model.
Definition 2.4. (cf. [3, §2 , p. 25], [4, §2.1]) Let k ≥ 1. A k-integrable
parametrized measure model is a quadruple (M,Ω, µ, p) consisting of a smooth
(finite or infinite dimensional) Banach manifold M and a continuous map
p : M →M+(Ω, µ) provided with the L
1-topology such that there exists a
density potential p¯ = dpdµ :M × Ω→ R satisfying (2.1), such that
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(1) the function x 7→ ln p¯(x, ω) = ln dp(x)dµ (ω) : M → R is defined and
continuously Gaˆteaux-differentiable for µ-almost all ω ∈ Ω, and the
correspondence V 7→ ∂V ln
dp(x)
dµ (ω) depends continuously on V ∈
TM and is linear in each TxM ,
(2) for all continuous vector fields V onM the function ω 7→ ∂V ln p¯(x, ω)
belongs to Lk(Ω, p(x)) ; moreover, the function x 7→ ||∂V ln p¯(x, ω)||Lk(Ω,p(x))
is continuous on M .
We call M the parameter space of (M,Ω, µ, p). We call (M,Ω, µ, p) a statis-
tical model if p(M) ⊂ P+(Ω, µ). A k-integrable parametrized measure model
(M,Ω, µ, p) is called immersed if dx ln p¯ : TxM → L
k(Ω, p(x)) is injective for
all x ∈M .
Here the continuous Gaˆteaux-differentiability of ln p¯(x, ω), for a fixed ω ∈
Ω, is understood as the continuity of the Gateaux-differential as a function
on TM [19, chapter I.3].
Remark 2.5. 1. Note that, as explained above, the choice of a reference
measure inM+(Ω, µ) is immaterial for a k-integrable parametrized measure
model (M,Ω, µ, p).
2. For a statistical model, (2.2) vanishes identically. Recalling the iden-
tification of the tangent vector V on M with its pushforward ∂V ln p¯, this
simply means
(2.5)
∫
Ω
V dµ = 0.
To obtain (2.5) we argue as follows. For a curve x(t), t ∈ (−ε, ε), onM with
∂t := x˙(t) = V ((x(t)) the condition (2) in Definition 2.4 implies that
f(t) :=
∫
Ω
∂t ln p¯(x(t), ω) dp(x(t))
is continuous and hence integrable over (−ε, ε). In particular, A(V )x is con-
tinuous in x. Apply the Fubini theorem and the condition (1) in Definition
2.4 we have∫ ε
−ε
∫
Ω
(∂t ln p¯(x(t), ω))p(x(t))dµ dt =
∫
Ω
∫ ε
−ε
(∂t ln p¯(t, ω))p(t, ω)dtdµ
=
∫
Ω
(p(ε, ω) − p(−ε, ω))dµ = 0.
Observe that the above formula for general k-integrable parametrized
measure models implies
(2.6) ∂V
∫
Ω
dp(x) =
∫
Ω
∂V ln p(x, ω) dp(x)
for all x ∈M and for all tangent vectors V ∈ TxM .
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3. For any k-integrable parametrized measure model (M,Ω, µ, p) the com-
position p¯ = ican ◦ p : M → L
1(Ω, µ) is Gaˆteaux-differentiable by (2.6) and
taking into account∫
Ω
|∂V e
ln p¯(x)|dµ =
∫
Ω
|p¯(x)∂V ln p¯(x)|dµ =
∫
Ω
|∂V ln p¯(x)|dp(x) <∞.
4. Any 3-integrable parametrized measure model carries the Fisher qua-
dratic form and the Amari-Chentsov tensor, which are continuous in the
sense of Definition 2.2. On a k-integrable parametrized measure model
(M,Ω, µ, p) the covariant symmetric n-tensor field T n(V, · · · , V ) := (∂V ln p¯(x, ω))
n
satisfies the locality and continuity conditions required in the introduction.
5. In [15] Chentsov considered only statistical models (M,Ωn, µn, p) where
M is a submanifold in P+(Ωn, µn) and p is the canonical embedding, see also
Example 2.6. Amari and all authors before Pistone and Sempi considered
statistical models (M,Ω, µ, p) where M is finite dimensional and p(M) ⊂
P+(Ω, µ) [4]. Their examples satisfy the conditions in Definition 2.4.
6. In [7, Chapter 3] and in [29, Definition 4.10] we propose different
refinements of the notion of a k-integrable parametrized measure model, for
which the validity of the condition (2) for k ≥ 1 implies the validity of the
condition (2) for all 1 ≤ p ≤ k. Thought the present notion of a k-integrable
parametrized measure model is not as elegant as we wish, it seems to us
closest to suggestions of Amari and Cramer, see Remark 2.7.
Example 2.6. 1. Let Ωn be a finite set of n elements and µn a measure
of maximal support on Ωn. It is evident that M+(Ωn, µn) is diffeomorphic
to Rn. Let S be a C1-submanifold in P+(Ωn, µn) and iS : S → P+(Ωn, µn)
the canonical embedding. Then (S,Ωn, µn, iS) is an immersed k-integrable
statistical model for all k ≥ 1. In particular, (P+(Ωn, µn),Ωn, µn, Id) is a
k-integrable statistical model. Conversely, for any immersed 1-integrable
statistical model (M,Ωn, µn, p) the map p : M → P+(Ωn, µn) defines an
immersion M → P+(Ωn, µn) between differentiable manifolds.
2. If s : N → M is a smooth map and (M,Ω, µ, p) is a k-integrable
parametrized measure model, then (N,Ω, µ, p◦s) is a k-integrable parametrized
measure model.
3. For a measure space (Ω, µ0) we define the set
Mbd+ (Ω, µ0) := {µ = e
fµ0 : f ∈ L
∞(Ω, µ0)}.
With the canonical identification Mbd+ (Ω, µ0) ∋ µ 7→ ln
(
dµ
dµ0
)
∈ L∞(Ω, µ0),
we may regard Mbd+ (Ω, µ0) as a Banach manifold, and it is straightforward
to verify that the inclusion
p :Mbd+ (Ω, µ0) →֒ M+(Ω, µ0)
is k-integrable for all k.
4. Let Ω1,Ω2 be smooth manifolds with their Borel σ-algebras, and let
κ : Ω1 → Ω2 be differentiable. For a (signed) finite measure µ on Ω1, we
INFORMATION GEOMETRY AND SUFFICIENT STATISTICS 9
define its push-forward κ∗(µ) as
κ∗(µ)(A) := µ(κ
−1(A)), for a Borel subset A ⊂ Ω2.
Moreover, let µ1 be a Lebesgue measure on Ω1, i.e., a measure locally
equivalent to the Lebesgue measure on Rn, and let µ2 := κ∗(µ1). Then
the set Ωsing2 of the singular values of κ is a null set w.r.t. µ2, and for
ω2 ∈ Ω
reg
2 := Ω2\Ω
sing
2 , there is a transverse measure µ
⊥
ω2 on κ
−1(ω2) ⊂ Ω1
such that for each Borel set A ⊂ Ω2∫
κ−1(A)
dµ1 =
∫
A
(∫
κ−1(ω2)
dµ⊥ω2
)
dµ2(ω2).
Then the map
κ∗ :M
bd
+ (Ω1, µ1) −→M+(Ω2, µ2)
withMbd+ (Ω1, µ1) from above is a k-integrable parametrized measure model
for any k.
On a 3-integrable parametrized measure model (M,Ω, µ, p) the pair of
the Fisher quadratic form and the Amari-Chentsov tensor will be called the
Amari-Chentsov structure.
Remark 2.7. We would like to compare our concept of a k-integrable
parametrized measure model with the concept of a geometrical regular sta-
tistical model proposed by Amari, for instance in [3, §2 ]. Amari listed 6
properties a geometrically regular statistical model {p(x) ∈ P+(Ω, µ)} must
satisfy [3, A1-A6, p. 25]. The condition A1 says that the domain of param-
eter x is homeomorphic to Rn. The conditions A2 and A3 are equivalent to
our condition (2) listed just before Definition 2.4. The condition A4 requires
that p¯(x, ω) is smooth in x uniformly in ω, and moreover the relation (2.6)
holds. The condition A5 requires that a statistical model is 3-integrable.
The last condition A6 requires that the Fisher quadratic form is positive
definite. Amari’s conditions are slightly stronger than ours, but in general
our concept agrees with his concept. Note that similar regularity conditions
have been posed by Cramer [12, p.500-501], see also [24, Chapter 2, §6].
As mentioned above, we consider tensor fields on parametrized measure
models (M,Ω, µ, p) that are inherited from a corresponding field on the
“universal measure set” M(Ω) in terms of the parametrization p.
Note that we do not impose any strong regularity conditions on tensor
fields on M(Ω). Instead, we assume the required regularity and continu-
ity conditions to be satisfied on the pull-back of the field with respect to a
parametrization p : M → M(Ω). In addition to these conditions, the exis-
tence of a global tensor onM(Ω) sets some compatibility constraints on the
associated fields on the class of parametrized measure models (M,Ω, µ, p).
In the following definition we summarize necessary regularity and compat-
ibility conditions for tensor fields, which are, in particular, satisfied in the
case of the Fisher quadratic form and the Amari-Chentsov tensor.
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Definition 2.8 (Locality and continuity condition). A statistical covariant
continuous n-tensor field A assigns to each parametrized measure model
(M,Ω, µ, p) a continuous (in the sense of Definition 2.2) covariant n-tensor
field A|(M,Ω,µ,p) onM (cf. Definition 2.1). A statistical covariant continuous
n-tensor field A is called local if there is a pointwise continuous covariant
n-tensor field A˜ on M(Ω) with the following property
(2.7) A|(M,Ω,µ0,p)(V1(x), · · · , Vn(x)) = A˜p(x)(∂V1 ln p¯(x), · · · , ∂Vn ln p¯(x)).
In particular, this means that the value depends only on p(x), but not on
the manifoldM defining the parametrized family of which p(x) is a member.
Remark 2.9. 1. Assume that A is a local statistical covariant continuous n-
tensor field. Using Example 2.6.3 we note that there exists at most one point-
wise continuous n-tensor field A˜ onM(Ω) such that A is defined by A˜ as in
(2.7). Thus, in order to define A it suffices to determine the associated point-
wise continuous n-tensor field A˜ on M(Ω) and then verify if the original
statistical field A is continuous.
Condition (2.7) holds for the Fisher quadratic form field and the Amari-
Chentsov tensor field. The choice of ∂V ln p¯(x) is also related to the Gaˆteaux-
differentiability of p (Remark 2.5.3). We choose Ln(Ω, p(x)) as a natural
condition for the value ∂Vn ln p¯(x) since it is a natural extension of the con-
dition for the existence of the Fisher quadratic form and the Amari-Chentsov
tensor on a parametrized measure model.
2. The locality and continuity condition holds obviously for tensor fields
on statistical models associated with finite sample spaces as in the Chentsov
work [15].
3. In [27] and [28], Leˆ proved the following variant of the locality condi-
tion, which has been asked by Lauritzen [26] and Amari-Nagaoka [4]. For
any statistical manifold (M,g, T ) there exist a finite sample space Ωn pro-
vided with a dominant measure µn and an immersion p :M →M(Ωn, µn) =
M(Ωn) such that the statistical structure (g, T ) is induced from the Amari-
Chentsov structure on (M(Ωn, µn),Ωn, µ, Id) via p.
Our main theorem uses the notion of a sufficient statistic and the as-
sociated invariance property. As already stated in the introduction, suffi-
cient statistics are important transformations between parametrized mea-
sure models, since they preserve the information of the underlying models.
Although we introduce the corresponding definitions later in the paper, we
present our main theorem already here so that its main structure guides the
arguments and motivates further results of the paper.
Theorem 2.10 (Main Theorem). (1) Assume that A is a local statistical
continuous 1-form field. If A is invariant under sufficient statistics then
there is a continuous function c : R→ R such that for all finite measures µ
on Ω and for all V ∈ L1(Ω, µ) we have
A˜µ(V ) = c(
∫
Ω
dµ) ·
∫
Ω
V dµ.
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In particular, recalling (2.5), there is no weakly continuous 1-form field on
statistical models that is invariant under sufficient statistics. On a parametrized
measure model (M,Ω, µ, p) the field A is expressed as follows
(2.8) A(V )x = c(
∫
Ω
dp(x)) · ∂V (
∫
Ω
dp(x)).
(2) Assume that F is a local statistical continuous quadratic form field. If
F is invariant under sufficient statistics then there are continuous functions
f, d : R→ R such that F (x) = f(
∫
Ω dp(x))g
F (x) + d(
∫
Ω dp(x))A(x)
2, where
A is the field in (1) with c = 1 and gF is the Fisher quadratic form. In
particular, the Fisher quadratic form is the unique up to a constant weakly
continuous quadratic form field on statistical models that is invariant under
sufficient statistics.
(3) Assume that T is a local statistical continuous covariant symmetric
3-tensor field. If T is invariant under sufficient statistics then there is a
continuous function t : R→ R such that T (x) = t(
∫
Ω p(x))T
AC(x)+A1(x)
3+
A2(x) · g
F (x), where A1, A2 are the fields described in (1), g
F and TAC are
the Fisher quadratic form and the Amari-Chentsov tensor respectively. In
particular, the Amari-Chentsov tensor is the unique up to a constant weakly
continuous 3-symmetric tensors field on statistical models that is invariant
under sufficient statistics.
Campbell noticed that the Fisher metric on parametrized measure models
associated with a finite sample space Ωn coincides with the Shahshahani
metric [10], which is important in mathematical biology and game theory
[38]. It is interesting to find applications in this direction of the Fisher
metric and other natural metrics on generalized statistical models described
in the Main Theorem.
3. Sufficient statistics and the Amari-Chentsov structure
A statistic κ is a measurable map between a measure space (Ω1, µ1) and
a measurable space Ω2. One of the most important properties of the Fisher
quadratic form and the Amari-Chentsov tensor is the invariance of these
structures under statistics κ : Ω1 → Ω2 that are sufficient (a notion in-
troduced by Fisher in 1922) for the parameter x ∈ (M,Ω1, µ, p) (Defini-
tion 3.1, Theorem 3.5). In other words, the Fisher quadratic form and the
Amari-Chentsov tensor on (M,Ω1, µ, p) and (M,Ω2, κ∗(µ), κ∗(p)) coincide,
if κ is sufficient. Sufficient statistics represent important transformations
between parametrized measure models, since they preserve the information
of the underlying models. Thus one wishes to know whether there are other
quadratic forms and 3-symmetric tensors on parametrized measure mod-
els which are invariant under sufficient statistics. This question has been
solved by Chentsov in the negative for statistical models associated with fi-
nite sample spaces [15], see Proposition 3.19. However, one naturally wishes
to consider infinite sample spaces Ω, and in this case the space of measures
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becomes infinite dimensional, and the topological aspects then become more
subtle. More precisely, the main difficulty for an extension of the Chentsov
theorem to all parametrized measure models is caused by two facts. Firstly,
a statistical model associated with a finite sample space can be regarded lo-
cally as a submanifold in a universal statistical model (P+(Ωn, µn),Ωn, µn),
which is a finite-dimensional open simplex (Example 2.6). In this case, it
suffices to consider the Fisher metric, the Amari-Chentsov tensor and other
tensor fields on this open simplex. Secondly, the structure of sufficient sta-
tistics associated with the considered statistical models can be described in
terms of Markov congruent embeddings [15], see also our discussion at the
end of Section 4. It is not easy to generalize these facts to statistical models
associated with infinite sample space, since, in particular, there is no canon-
ical smooth structure on the set M+(Ω, µ) of all measures equivalent to µ,
or on the set M(Ω, µ) of all measures dominated by µ.
In this section, we first give a simple proof that the Amari-Chentsov
structure is invariant under sufficient statistics (Theorem 3.5). We also
give a geometric proof of the Fisher-Neyman factorization theorem which
characterizes a sufficient statistic κ : (Ω1, µ1) → Ω2 under the assumption
that κ : Ω1 → Ω2 is a smooth map (Theorem 3.10). Using Theorem 3.10
we present a proof of the monotonicity theorem (Theorem 3.11). We also
consider examples of sufficient statistics, which are associated with Markov
congruent embeddings from M+(Ωn, µn) to M+(Ωm, µm) (Example 3.14).
Using them we discuss Chentsov’s results on geometric structures which are
invariant under sufficient statistics between finite sample spaces (Proposi-
tion 3.19, Lemma 3.16). We shall then be in a position to prove our Main
Theorem.
For a measurable map κ : (Ω1, µ1) → Ω2 let us denote by κ∗(µ1) the
push-forward measure on Ω2.
Definition 3.1. (cf. [4, (2.17)], [9, Theorem 1, p. 117]) Assume that
(M,Ω1, µ1, p1) is a k-integrable parametrized measure model and Ω2 is a
measurable space. A statistic κ : (Ω1, µ1) → Ω2 is said to be sufficient for
the parameter x ∈M if there exist a function s :M×Ω2 → R and a function
t ∈ L1(Ω1, µ1) such that for all x ∈ M we have s(x, ω2) ∈ L
1(Ω2, κ∗(µ1))
and
(3.1) p¯1(x, ω1) = s(x, κ(ω1))t(ω1) µ1 − a.e. .
Remark 3.2. Definition 3.1 is a version of the Fisher-Neyman characteri-
zation theorem, which states that a statistic is sufficient for the parameter
x ∈M if and only if (3.1) holds.
A measurable map κ : (Ω1, µ1)→ Ω2 transforms a parametrized measure
model (M,Ω1, µ1, p1) into the parametrized measure model (M1,Ω2, κ∗(µ1), κ∗(p1))
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whose density potential κ∗(p¯1) is defined by
(3.2) κ∗(p¯1) :=
dκ∗(p1)
dκ∗(µ1)
.
Lemma 3.3. A statistic κ : (Ω1, µ1) → Ω2 is sufficient for the parameter
x ∈M if and only if the function
r(x, ω1) :=
p¯1(x, ω1)
κ∗(p¯1)(x, κ(ω1))
does not depend on x for almost all ω1 ∈ (Ω1, µ1).
Proof. The “if” part of Lemma 3.3 is obvious. Now we assume that (3.1)
holds, i.e. p¯1(x, ω1) = s(x, κ(ω1))·t(ω1) for all x ∈M and almost everywhere
on (Ω1, µ1). Then for all x ∈M and almost all ω1 ∈ (Ω1, µ1) we have
(3.3) κ∗(p¯1)(x, κ(ω1)) = κ∗(t)(κ(ω1)) · s(x, κ(ω1)).
From (3.3) we obtain for all x ∈M
(3.4) r(x, ω1) =
t(ω1)s(x, κ(ω1))
κ∗(t)(κ(ω1)) · s(x, κ(ω1))
=
t(ω1)
κ∗(t)κ(ω1)
µ1 − a.e. .
This completes the proof of Lemma 3.3. 
We get immediately
Corollary 3.4. Assume that κ : Ω1 → Ω2 is a sufficient statistic for the
parameter x ∈ M where (M,Ω1, µ1, p1) is a k-integrable parametrized mea-
sure model. Then (M,Ω2, κ∗(µ1), κ∗(p1)) is also a k-integrable parametrized
measure model.
Let κ : (Ω1, µ1)→ (Ω2, µ2) be a statistic and (M,Ω1, µ1, p1) a k-integrable
parametrized measure model. The Fisher quadratic form g˜F on the trans-
formed parametrized measure model (M,Ω2, κ∗(µ1), κ∗(p1)) is defined by
(3.5) g˜F (V, V )x =
∫
κ(Ω1)
(∂V ln(κ∗(p¯1)(x, ω2)))
2dκ∗(p1(x)).
Theorem 3.5. If a statistic κ is sufficient for the parameter x ∈M , then the
Amari-Chentsov structure transformed by κ is equal to the original structure.
Proof. Assume that a statistic κ is sufficient for the parameter x ∈ M . By
Lemma 3.3 we have for all x ∈M
(3.6) p1(x, ω1) = r(ω1)κ∗(p1(x))(κ(ω1)) µ1 − a.e. .
Hence for all x ∈M and all V ∈ TxM
(3.7) ∂V ln p1(x, ω1) = ∂V lnκ∗(p1(x))(κ(ω1)) µ1 − a.e. .
It follows for all x ∈M and all V ∈ TxM
gF (V, V )x =
∫
Ω1
(∂V lnκ∗(p1(x))(κ(ω2)))
2r(ω1)κ∗(p1(x))(κ(ω1))dµ1
= g˜F (V, V )x.
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This proves the invariance of the Fisher metric under sufficient statistics.
The invariance of the Amari-Chentsov tensor under sufficient statistics is
proved in the same way. 
Corollary 3.6. Assume that Ω is a differentiable manifold provided with
the Borel σ-algebra. The Amari-Chentsov structure on any k-integrable
parametrized measure model (M,Ω, µ, p) is invariant under the action of
the diffeomorphism group of Ω.
Remark 3.7. The first known variant of Theorem 3.5 is the second part of
the monotonicity Theorem (Theorem 3.11). The invariance of the Amari-
Chentsov structure on statistical models associated with finite sample spaces
under sufficient statistics has been discovered first by Chentsov [15].
In what follows we interpret the function r(x, ω1) assuming that Ω1 and
Ω2 are smooth manifolds supplied with the Borel σ-algebra and κ is smooth.
Furthermore, we assume that µ1 is dominated by a Lebesgue measure on
Ω1, i.e. a measure that is locally equivalent to the Lebesgue measure on
R
n. Then the set Ωsing2 of singular values of κ is a null set in (Ω2, κ∗(µ1)).
Let ω2 be a regular value of κ. Then κ
−1(ω2) is a smooth submanifold of
Ω1. Furthermore, any sufficiently small open neighborhood Uε(ω2) ⊂ Ω2
of ω2 consists only of regular values of κ. Without loss of generality we
assume that the preimage κ−1(Uε(ω2)) is a direct product Uε(ω2)×κ
−1(ω2),
which is the case if Uε(ω2) is diffeomorphic to a ball. The measure µ1
(respectively, p1(x)) on the source space and the induced measure κ∗(µ1)
(respectively, κ∗(p1(x))) on the target space define a “vertical” measure
µ⊥ω2 , which depends on µ1, on each fiber κ
−1(ω2) by the following formula:
(3.8) dµ⊥ω2(µ1, y) :=
dµ1(ω2, y)
dκ∗(µ1)(ω2)
for all y ∈ κ−1(ω2). (Respectively, we replace µ1 by p1(x) in the LHS and
RHS of (3.8)). Here we identify a point (ω2, y ∈ κ
−1(ω2)) with the image of y
in Ω1 via the inclusion f
−1(ω2)→ Ω1. Note that dµ
⊥
ω2(µ1, y) is well-defined
only if ω2 ∈ κ(Ω1).
Lemma 3.8. Assume that the value ω2 of a statistic κ is regular. Then
µ⊥ω2(µ1) is a probability measure on κ
−1(ω2) for any finite measure µ1 on
Ω1.
Proof. We need to show that
(3.9)
∫
κ−1(ω2)
dµ⊥ω2(µ1, y) = 1.
Let g be a Riemannian metric on Ω2. Denote by Dε(ω2) the disk with
center at ω2 and of radius ε. Using (3.8) and Fubini’s formula we obtain
(3.10)
∫
Dε(ω2)
dκ∗(µ1)
∫
κ−1(ω2)
dµ⊥ω2(µ1, y) =
∫
κ−1(Dε(ω2))
dµ1.
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Taking into account
(3.11)
∫
κ−1(Dε(ω2))
dµ1 =
∫
Dε(ω2)
dκ∗(µ1),
we derive from (3.10)
(3.12)
∫
κ−1(ω2)
dµ⊥ω2(µ1, y) = limε→0
∫
Dε(ω2)
dκ∗(µ1)∫
κ−1(Dε(ω2))
dµ1
= 1.
This proves (3.9) and Lemma 3.8. 
Remark 3.9. The measure µ⊥ω2 is the conditional distribution (dω1|ω2) of
the variable (elementary event) ω1 subject to the condition κ = ω2. In
general, a conditional distribution (dω1|ω2) of the variable ω1 subject to
condition κ = ω2 can be defined for measurable mappings, which need not
be smooth. We refer to [22, p. 81], [9, p. 106] for a definition of a conditional
distribution in a general case.
Theorem 3.10. Assume that Ω1 and Ω2 are smooth manifolds supplied
with Borel σ-algebras and µ1 is a measure on Ω1 dominated by a Lebesgue
measure. Let (M,Ω1, µ1, p1) be a k-integrable parametrized measure model.
A smooth statistic κ : (Ω1, µ1) → Ω2 is sufficient for the parameter x ∈ M
if and only if the conditional distribution µ⊥ω2(p1(x)) defined on the set of
regular values ω2 of κ is independent of x ∈M .
Proof. Representing a point ω1 by the pair (κ(ω1), y), y ∈ κ
−1(κ(ω1)), we
write
(3.13) dµ⊥κ(ω1)(p1(x), y) = µ˜
⊥
κ(ω1)
(x, y)dµ⊥κ(ω1)(µ1, y).
Observe that (3.13) is equivalent to the following
(3.14) p¯1(x, (κ(ω1), y)) = µ˜
⊥
κ(ω1)
(x, y)κ∗(p¯1)(x, κ(ω1)).
(3.14) implies that µ˜⊥κ(ω1)(x, y) coincides with r(x, ω1). Now we obtain The-
orem 3.10 from Lemma 3.3 immediately. 
Using Lemma 3.3 and Theorem 3.10 we will present a proof of the mono-
tonicity theorem (Theorem 3.11), which characterizes sufficient statistics in
terms of the Fisher information metric.
Theorem 3.11. (Monotonicity theorem, cf. [4, Theorem 2.1]). Assume that
Ω1 and Ω2 are smooth manifolds provided with Borel σ-algebra and µ1 is a
Lebesgue measure on Ω1. Let (M,Ω1, µ1, p1) be a k-integrable parametrized
measure model and κ : Ω1 → Ω2 a statistic. Denote by g˜
F the Fisher metric
on the transformed parametrized measure model (M,Ω2, κ∗(µ1), κ∗(p1)). For
each x ∈M and each V ∈ TxM we have
(3.15) g˜F (V, V )x ≤ g
F (V, V )x.
Inequality (3.15) becomes an equality for all x ∈M and for all V ∈ TxM if
and only if the statistic κ is sufficient for the parameter x ∈M .
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Proof. Denote by Ωreg2 the set of regular values of κ. Using (3.8), we obtain
(3.16)
gF (V, V )x =
∫
Ωreg
2
dκ∗(p1(x))
∫
κ−1(ω2)
(∂V ln p¯1(x, y))
2 dµ⊥κ(ω1)(p1(x), y).
Recall that
(3.17) g˜F (V, V )x =
∫
Ωreg
2
(∂V lnκ∗(p¯1)(x, ω2))
2dκ∗(p1(x)).
To prove Theorem 3.11, comparing (3.16) with (3.17), it suffices to show
that for each x ∈M and for each ω2 ∈ Ω
reg
2 the following inequality holds
(3.18)
∫
κ−1(ω2)
(∂V ln p¯1(x, y))
2 µ⊥ω2(p1(x), y) ≥ (∂V lnκ∗(p¯1)(x, ω2))
2,
and the equality holds for all x ∈M and all regular values ω2 if and only if
κ is sufficient for the parameter x ∈M .
Taking into account (3.14) and Lemma 3.8, we note that (3.18) is equiv-
alent to the following inequality∫
κ−1(ω2)
(∂V lnκ∗(p¯1)(x, ω2) + ∂V ln µ˜
⊥
ω2(x, y))
2 dµ⊥ω2(p1(x), y) ≥∫
κ−1(ω2)
(∂V lnκ∗(p¯1)(x, ω2))
2 dµ⊥ω2(p1(x), y).(3.19)
Lemma 3.12. For all x ∈M we have
(3.20)
∫
{y∈κ(ω1)}
∂V ln µ˜
⊥
κ(ω1)
(x, y)dµ⊥κ(ω1)(p1(x), y) = 0.
Proof. Writing µ⊥κ(ω1)(p1(x)) = µ˜
⊥
κ(ω1)
(x, y)µ⊥κ(ω1)(µ1), we observe that (3.20)
is a consequence of the following identity for all x ∈M :∫
{y∈κ(ω1)}
µ˜⊥κ(ω1)(x, y)dµ
⊥
κ(ω1)
(µ1, y) = 1,
whose validity follows from Lemma 3.8. 
Clearly (3.19) follows from Lemma 3.12, since ∂V lnκ∗(p¯1)(x, ω2) does not
depend on y. Note that (3.19), and hence (3.18), becomes an equality if and
only if µ⊥κ(ω1)(p1(x)) is independent of x. By Theorem 3.10 the last condition
is equivalent to the sufficiency of the statistic κ for the parameter x ∈ M .
This proves Theorem 3.11. 
Remark 3.13. Assume that a statistic κ is smooth. Denote by gˆFω2 the
Fisher quadratic form on the statistical model µ⊥ω2(p1(x), y) with respect to
the reference measure µ⊥κ(ω1)(µ1, y) as in (3.13). Taking into account (3.16),
(3.17) and (3.20) we obtain immediately the following equality for all x ∈M
and all V ∈ TxM (cf. [4, Theorem 2.1])
(3.21) gF (V, V ) = g˜F (V, V ) +
∫
Ω2
gˆFω2(V, V )dκ∗(p1(x)).
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The integral in the RHS of (3.21) is called the information loss [4, p.30].
Example 3.14. Let Ωn be a finite set of n elements E1, · · · , En. Let µn
be the probability distribution on Ωn such that µn(Ei) = 1/n for i ∈ [1, n].
Clearly, the space P(Ωn, µn) consists of all probability distributions p on Ωn
which can be represented as
(3.22) p(Ei) = f(Ei)µn for i ∈ [1, n]
for some non-negative function f : Ωn → R such that
∑n
i=1 f(Ei) = n.
Denote by E∗i the Dirac measure on Ωn concentrated at Ei. The space
M+(Ωn, µn) of measures equivalent to µn consists of all measures p =∑n
i=1 piE
∗
i , pi > 0, so it is the positive cone R
n
+. Let n ≤ m < ∞. Let
{Fˆ1, · · · , Fˆn} be a partition of the set Ωm := {F1, · · · , Fm} into disjoint sub-
sets. Denote this partition by κ¯. We associate κ¯ with a map κ : Ωm → Ωn
by setting
κ(x) := Ei if x ∈ Fˆi.
We identifyM+(Ωm, µm) with R
m
+ which is the convex hull of the Dirac mea-
sures F ∗j , j ∈ [1,m]. Recall that a linear mapping Π : R
n → Rm, Π(E∗k) :=∑m
j=1ΠkjF
∗
j , is called a Markov mapping, if Πij ≥ 0 and
∑m
j=1Πkj = 1 (cf.
Example 4.6). Following Chentsov [15, p. 56 and Lemma 9.5, p. 136], we
call Π a Markov congruent embedding subjected to a partition κ¯ if
• Fj 6∈ κ
−1(Ei) =⇒ Π(E
∗
i )(Fj) = 0,
• Π(E∗i ) 6= 0 for all i ∈ [1, n].
Note that Π(M(Ωn, µn)) ⊂ M(Ωm, µm). The restriction of Π to R
n
+ =
P+(Ωn, µn) as well to M+(Ωn, µn) is also denoted by Π.
Proposition 3.15. 1. Let Π : P+(Ωn, µn)→M(Ωm, µm) be the restriction
of a Markov mapping such that (P+(Ωn, µn),Ωm, µm,Π) is an immersed
statistical model of dimension n − 1. A statistic κ : Ωm → Ωn is sufficient
for the parameter x ∈ (P+(Ωn, µn),Ωn, µn,Π), if Π is a Markov congruent
embedding subjected to κ.
2. Let Π : M+(Ωn, µn) → M(Ωm, µn) be the restriction of a Markov
mapping such that (M+(Ωn, µn),Ωn, µn,Π) is an immersed parametrized
model of dimension n. A statistic κ : Ωm → Ωn is sufficient for the param-
eter x ∈ (M+(Ωn, µn),Ωn, µn,Π), if Π is a Markov congruent embedding
subjected to κ.
Proof. The first assertion of Proposition 3.15 follows directly from the Chentsov
results [15, Lemma 6.1, p.77 and Lemma 9.5, p.136].
The second assertion of Proposition 3.15 is a consequence of the first
assertion and the following
Lemma 3.16. Assume (M,Ω, µ, p) is a parametrized measure model and
κ : Ω → Ω′ is sufficient for the parameter x ∈ (M,Ω, µ, p). Then κ is also
sufficient for the parameter x ∈ (M × (0, 1),Ω, µ, pˆ(x, t) := tp(x)).
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Proof of Lemma 3.16. Since κ∗(tµ) = tκ∗(µ) for any finite measure µ on Ω
and t ∈ R+, we get
d(tp(x))
dκ∗(tp(x))
=
dp(x)
dκ∗(p(x))
.
Taking into account Lemma 3.3, this proves Lemma 3.16. 
This completes the proof of Proposition 3.15. 
Since κ∗ ◦ Π = Id for Markov congruent embeddings Π, using Theorem
3.5 we obtain immediately
Corollary 3.17. Let Π :M(Ωn, µn)→M(Ωm, µm) be a Markov congruent
embedding. Then the Amari-Chentsov structure on M+(Ωn, µn) coincides
with the Amari-Chentsov structure on (M+(Ωn, µn),Ωm, µm,Π).
Remark 3.18. A variant of Proposition 3.15 has been proved by Chentsov
[15, Lemma 6.1, p.77 and Lemma 9.5, p.136], see also Proposition 4.7 below.
It plays a decisive role in the Chentsov theorem [15] on geometric structures
on statistical models (M,Ωn, µn, p) that are invariant under sufficient statis-
tics, which we reformulate in Proposition 3.19 below, see also the explanation
that follows Proposition 3.19. Proposition 3.15 implies that such geometric
structures are preserved under Markov congruent embeddings, which are
easier to understand.
Proposition 3.19. (1) (cf. [15, Lemma 11.1 p. 157]) Assume that C is a
continuous function on statistical models (P+(Ωn, µn),Ωn, µn, Id) such that
C is invariant under Markov congruent embeddings. Then C is a constant.
(2) (cf. [15, Lemma 11.2, p. 158]) Assume that a A is a continuous 1-form
field on statistical models (P+(Ωn, µn),Ωn, µn, Id) such that A is invariant
under Markov congruent embeddings. Then A equals zero.
(3) (cf. [15, Theorem 11.1, p. 159]) Assume that F is a continuous
quadratic form field on statistical models (P+(Ωn, µn),Ωn, µn, p) such that
F is invariant under Markov congruent embeddings. Then
(4) (cf. [15, Theorem 12.2, p.175]) Assume that T is a continuous covari-
ant 3-tensor field on statistical models (P+(Ωn,Ωn),Ωn, µn, Id) such that F
is invariant under Markov congruent embeddings. Then there is a continu-
ous function t : R→ R such that T = t(
∑n
i=1 pi(x)) · T
AC where TAC is the
Amari-Chentsov tensor.
The argument of Chentsov for proving (1) (actually for its general form
in [15, Lemma 11.1]) is based on the fact that the elementary geome-
try (with respect to the Markov congruent embeddings Π) of the spaces
(P+(Ωn, µn),Ωm, µm,Π) is almost homogeneous. The Chentsov proof of (2)
rests on (1) and on the permutation invariance, because a map from Ωn
to itself that permutes the points of Ω is clearly a sufficient statistic. The
Chentsov proof of (3) uses similar arguments.Chentsov gave a proof of (4)
in an equivalent formulation, namely the uniqueness of the Chentsov-Amari
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connections among those affine connections that are invariant under Markov
embeddings, see also Remark 2.3.
In [10] Campell gave a generalization of the second assertion of Propo-
sition 3.19 for parametrized measure models associated with finite sample
spaces. A generalization of Proposition 3.19 for parametrized measure mod-
els associated with finite sample spaces is given in the following
Corollary 3.20. (1) Assume that a A is a continuous 1-form field on
parametrized measure models (M+(Ωn, µn),Ωn, µn, Id) such that A is in-
variant under Makov congruent embeddings. Then there is a continuous
function c : R → R such that for all x ∈ M and all V ∈ TxM ⊂ R
n,
Ax(V ) = c(
∑n
i=1 pi(x))
∑n
i=1 pi∂V ln pi(x).
(2) Assume that F is a continuous quadratic form field on parametrized
models (M+(Ωn, µn),Ωn, µn, Id) such that F is invariant under Markov con-
gruent embeddings. Then there are continuous functions f, d : R → R such
that F = f(
∑n
i=1 pi(x)) · g
F + d(
∑n
i=1 pi(x))A
2 where A is the 1-form field
described in (1) with c = 1 and gF is the Fisher metric.
(3) Assume that T is a continuous covariant symmetric 3-tensor field
on statistical models (M+(Ωn, µn),Ωn, µn, p) associated with finite sample
spaces {Ωn} such that F is invariant under Markov congruent embeddings.
Then there is a continuous function t : R→ R such that T = t(
∑n
i=1 pi(x)) ·
TAC+gF ·A2+A
3
1 where g
F and TAC are the Fisher metric and the Amari-
Chentsov tensor respectively, and A1, A2 are the fields described in (1).
Proof. (1) Using the induced Fisher metric on T ∗M+(Ωn, µn), we decom-
pose the 1-form A ∈ T ∗M+(Ωk, µk) into a sum of two orthogonal 1-forms A0
andA⊥, whereA0 annihilates the tangent hyperplane TM
p1+···+pk
+ (Ωk, µk) ⊂
TM+(Ωk, µk) and A
⊥ = A − A0. Since the Fisher metric is invariant
under the Markov congruent embeddings, each component A0 and A
⊥ is
also invariant under the Markov congruent embeddings. Taking into ac-
count the first assertion (1) of Proposition 3.19, it follows that A0(V ) =
c(
∑k
i=1 pi(x)) ·
∑k
i=1 pi∂V ln pi for some continuous function c. By the sec-
ond assertion of Proposition 3.19 the component A⊥ vanishes. This proves
the the first assertion (1) of Corollary 3.20.
(2) Using the same argument, i.e. decomposing F into three orthogonal
components, we obtain the second assertion of Corollary 3.20 from the third
assertion of Proposition 3.19 and the first assertion of Corollary 3.20.
(3) The last assertion of Proposition 3.19 is obtained from its particular
case for statistical models (the last assertion of Propositio 3.19) and from
the first and the second assertion of Corollary 3.20. 
Our proof of the Main Theorem (Theorem 2.10) is based on the fol-
lowing main observation. For each step function τ on (Ω, µ) subject to
a statistic κ : (Ω, µ) → Ωn := {E1, · · · , En} (Definition 3.21) there exists
a parametrized measure model (M,Ω, µ, p) and a vector V ∈ TxM such
that p(x) = µ and ∂V ln p¯ = τ , moreover, κ is sufficient with respect to the
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parameter x ∈ M (Lemma 3.22). Thus, the computation of any pointwise
continuous covariant k-tensor field on M(Ω), whose induced k-tensor field
on parametrized measure models is invariant under sufficient statistics, is
reduced to the case Ω = Ωn, which has been considered by Chentsov for
k = 1, 2, 3.
Definition 3.21. (cf. Example 3.14) Let (Ω, µ) be a finite measure space
and let κ¯ be a decomposition Ω = D1∪˙ . . . ∪˙Dn where Di is measurable.
Denote by κ the associated statistic Ω → Ωn, κ(Di) := Ei. A function
τ : Ω→ R is called a step function subject to κ, if τ(ω) = τi · χDi(ω), where
τi ∈ R and χDi is the characteristic function of Di.
Lemma 3.22. Let M = (0, 1) and Ω be a smooth manifold. Given a finite
measure µ ∈ M(Ω), a point x0 ∈M , and a step function τ :=
∑
i τiχDi on Ω
subject to a statistic κ : (Ω, µ)→ Ωn, there exist a k-integrable parametrized
measure model (M,Ω, µ, p) and V ∈ Tx0M such that
(1) κ is sufficient for the parameter in M ,
(2) p(x0) = µ,
(3) ∂V ln p¯ =
∑
i τiχDi.
Proof. Note that κ is a sufficient statistic for a k-integrable parametrized
measure model (M,Ω, µ, p) iff p is given as in Definition 3.1, i.e.
ln p¯(x, ω) = ln p¯(x, κ(ω)) + ln t(ω) =
n∑
i=1
si(x)χDi(ω) + ln t(ω)
for smooth functions si : M → R and t ∈ L
1(Ω). For such ln p¯(x, ω) the
conditions (2) and (3) are equivalent to the following
•
∑n
i=1 si(x0)χDi(ω) + ln t(ω) = 0,
•
∑n
i=1 ∂V si(x0)χDi(ω) =
∑
i τiχDi(ω).
Set t(ω) = 1. The existence of functions si(s) satisfying the listed conditions
is obvious: it suffices to choose smooth si such that si(x0) = 0 and ∂V si(x) =
τi. In fact, we can simply take V = ∂x and si(x) = (x− x0)τi. Finally, one
verifies that the defined parametrized measure model is k-integrable, since
the si are smooth. 
Proof of the Main Theorem. 1. Let A be a pointwise continuous 1-tensor
field on M(Ω) satisfying the condition (1) in the Main Theorem. To prove
the first assertion of the Main Theorem, it suffices to assume that V is a
step function
∑
i τiχDi (using again the identification between the tangent
vector V and ∂V ln p¯) subject to a statistic κ : Ω → Ωn. By Lemma 3.22
there exists a k-integrable parametrized measure model (M,Ω, µ, p) such
that
(1) p¯(x, ω) = esi(x)χDi , where si ∈ C
∞(M), hence κ is sufficient for the
parameter x ∈M ,
(2) p(x0) = µ,
(3) ∂V ln p¯(x, ω) =
∑
i τiχDi .
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Set
di :=
∫
Di
dµ.
Then κ∗(µ) = diE
∗
i , where E
∗
i is the Dirac measure concentrated at Ei.
Since A is associated with a statistical field which is invariant under κ∗ we
have
(3.23)
Aµ(τ) = (Aκ∗(µ)(∂V (ln κ∗(p¯))) = A(d1,··· ,dn)(τ1, · · · , τn) = c(
n∑
i=1
di)
n∑
i=1
diτi,
where c is the function defined in Proposition 3.19.2. Note that∑
i
di =
∫
Ω
dµ,
∑
i
diτi =
∑
i
(
∫
Di
τidµ) =
∫
Ω
τdµ.
This proves the first assertion in the Main theorem. The next assertions of
the Main theorem concerning specification of the covariant 1-tensor field A
follows immediately.
2. Now assume that F is a pointwise continuous quadratic form onM(Ω)
and µ is a finite measure. To prove the second assertion of the Main Theorem
we follow the same line of arguments as above. It suffices to prove the
validity of the second assertion for a step function τ on Ω, since F is a
quadratic form (otherwise we have to consider step functions subjected to
different statistics). We deduce the second assertion of the Main Theorem
from Proposition 3.19.2 using the observation that the Fisher metric on
M(Ω) applied to τ
gFµ (τ) =
∫
Ω
τ2dµ =
n∑
i=1
diτ
2
i
is equal to the Fisher metric applied to κ∗(τ) = (τ1, · · · , τn)
gF(d1,··· ,dn)([τ1, · · · , τn]) =
n∑
i=1
diτ
2
i .
3. The last assertion of the Main Theorem is proven in the same way.
It follows from Proposition 3.19.2 using the observation that the Amari-
Chentsov 3-symmetric tensor on M(Ω) applied to τ
TACµ (τ) =
∫
Ω
τ3dµ =
n∑
i=1
diτ
3
i
is equal to the Amari-Chentsov tensor applied to κ∗(τ) = (τ1, · · · , τn)
TAC(d1,··· ,dn)([τ1, · · · , τn]) =
n∑
i=1
diτ
3
i .
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To complete the proof of the Main Theorem we need to show that
(1) all the tensor fields described in the Main Theorem are weakly con-
tinuous on n-integrable parametrized measure models,
(2) the tensor field A is invariant under sufficient statistics.
Note that (1) holds since the value A(V ) (resp. F (V ), T (V )) of a tensor
field A (resp. F , T ) in the Main Theorem at a continuous vector field
V on M is an algebraic function whose arguments are tensor fields of the
following forms: (x, V ) 7→ c(
∫
Ω dp(x)), (x, V ) 7→
∫
Ω(∂V ln p¯)
k dp(x), k = 1
(resp k = 2, 3), which are continuous by the condition (2) of Definition 2.4.
The proof of (2) is similar to the proof of Theorem 3.5, observing that
∂V p(x) = ∂V ln p¯(x)p¯(x)µ
for p(x) = p¯(x)µ (cf. Remark 2.5), and hence omitted. 
Remark 3.23. It is not hard to prove a version of the Main Theorem for
local continuous statistical covariant tensor fields on statistical models that
are invariant under sufficient statistics, which is a direct generalization of
the Chentsov theorem [14], see its formulation in Proposition 3.19. In par-
ticular, it implies the uniqueness of the Amari-Chentsov connections among
those affine connections on statistical models that are invariant under suffi-
cient statistics, see also Remark 2.3. All the arguments for the proof of the
Main Theorem also holds for this “statistical” version, since the image of a
statistical model under a sufficient statistic is also a statistical model.
4. Markov morphisms and sufficient statistics
In this section we introduce the notions of a Markov morphism, a µ-
representable Markov morphism, and a restricted Markov morphism (Defi-
nitions 4.1, 4.2, 4.4) extending the Chentsov notion of a Markov morphism
[13], and the notion of a statistical morphism introduced independently by
Morse and Sacksteder in [31]. These notions are needed for comparing two
statistical models; they stem from the Blackwell concept of “comparison of
experiments” in [8]. A novel aspect is our consideration of a parametriza-
tion of the parameter spaceM of a parametrized measure model (M,Ω, µ, p)
as a restricted Markov morphism (Definition 4.4, Example 4.5). Thus, the
geometry of parametrized measure models is intrinsic (Example 4.5). We
decompose a Markov morphism associated with a (positive) Markov transi-
tition kernel as a composition of a right inverse of a sufficient statistic and
a statistic (Theorem 4.10). As a consequence we give a geometric proof of
the monotonicity theory for Markov morphisms (Corollary 4.11).
Positivity assumption. In this section, for the simplicity of the expo-
sition of the theory, when considering Markov transition kernels we restrict
ourselves to positive ones.
Definition 4.1. ([13, p. 194], [31, p. 205]) A Markov transition from a
measurable space (Ω,Σ) to a measurable space (Ω′,Σ′) is a map T : Ω →
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P(Ω′,Σ′) such that for each S ∈ Σ′ the function
∫
S d(T (x)) is a Σ-measurable
function. A Markov transition T : Ω → P(Ω′,Σ′) defines a Markov mor-
phism T∗ :M(Ω,Σ)→M(Ω
′,Σ′) by
(4.1) T∗(ν)(S) :=
∫
Ω
∫
S
d(T (ω))dν
for S ∈ Σ′.
Since T (Ω) ⊂ P(Ω′,Σ′), substituting S := Ω′ in (4.1), we obtain
T∗(M
a(Ω,Σ)) ⊂Ma(Ω′,Σ′)
for all a ∈ R+.
Next, we assume that T (ω) is dominated by a probability measure µ′ ∈
P(Ω′,Σ′). Then there exists a measurable function Πω : Ω
′ → R such that
for all S ∈ Σ′ we have
(4.2) T (ω)(S) =
∫
S
Πω(ω
′)dµ′.
If T (Ω) ⊂ P(Ω′, µ′), by (4.2), there exists a Markov transition kernel Π :
Ω× Ω′ → R from Ω to M(Ω′, µ′) such that
(4.3) T (ω)(S) =
∫
S
Π(ω, ω′)dµ′.
Definition 4.2. If (4.3) holds, T (Π) := T is called a µ′-representable
Markov transition, and T (Π)∗ is called a µ
′-representable Markov morphism.
Note that any Markov transition kernel Π : Ω×Ω′ → R from Ω to P(Ω′, µ′)
satisfies
Π(ω, ω′) ≥ 0 for all (ω, ω′) ∈ Ω× Ω′,(4.4) ∫
Ω′
Π(ω, ω′)dµ′ = 1 for all ω ∈ Ω.(4.5)
Abbreviate T (Π)∗ as Π∗. For any measure ν ∈ M(Ω) and S ∈ Σ
′ we have
(4.6) Π∗(ν)(S) =
∫
Ω
∫
S
Π(ω, ω′)dµ′ dν.
It follows
(4.7)
dΠ∗(ν)
dµ′
(ω′) =
∫
Ω
Π(ω, ω′)dν.
If Ω,Ω′ are finite sets, then any Markov morphism T : M(Ω,Σ) →
M(Ω′,Σ′) is µ-representable for any dominant measure µ on Ω′, see Ex-
ample 4.6. This is not true, if Ω,Ω′ are open domains in Rn, n ≥ 1, see the
following
Example 4.3. 1. (cf. [13, p. 511]) Let (Ω,Σ) be a measurable space. We
define a Markov transition T Id on (Ω,Σ) by setting
T Id(ω)(A) := χA(ω) for ω ∈ Ω,
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where χA is the indicator function of A ∈ Σ. Clearly T
Id
∗ defines a Markov
morphism which is the identity transformation of P(Ω,Σ). Note that T Id∗
is not a µ-representable Markov morphism for any measure µ ∈M(Ω,Σ), if
Ω is an open domain in Rn with Borel σ-algebra Σ, and n ≥ 1. To see this,
we note that if µ dominates all the measures T Id(ω), ω ∈ Ω, then µ has no
null set, in particular µ({ω}) > 0 for all ω ∈ Ω. It is easy to see that this is
impossible, since dimΩ ≥ 1.
2. Assume that κ : Ω1 → Ω2 is a statistic. Then κ defines a Markov
transition T κ from (Ω1,Σ1) to (Ω2,Σ2) by setting
(4.8) T κ(ω1)(A) := χA(κ(ω1)) for ω1 ∈ Ω1
and A ∈ Σ2. For ν ∈ M(Ω1) and S ∈ Σ2, using (4.1), we get
T κ∗ (ν)(S) =
∫
Ω1
∫
S
dχA(κ(ω1))dν =
∫
κ−1(S)
dν.
Hence T κ∗ = κ∗. Then T
κ
∗ is not a µ2-representable Markov morphism for
any µ2 ∈ M(Ω2), if for instance κ(Ω1) and Ω2 are open domains in R
n,
n ≥ 1, since there exists ν ∈ M(Ω1) such that κ∗(ν) is not dominated by
µ2.
Denote by C1(M1,M2) the space of all differentiable maps from a dif-
ferentiable manifold M1 to a differentiable manifold M2. Let (Ω1,Σ1) and
(Ω2,Σ2) be measurable spaces. Denote by M(Ω1,Ω2) the set of all Markov
morphisms from M(Ω1) to M(Ω2).
Definition 4.4. Assume that (M1,Ω1, µ1, p1) and (M2,Ω2, µ2, p2) are parametrized
measure models. A pair (f ∈ C1(M1,M2), T ∈ M(Ω1,Ω2)) is called a re-
stricted Markov morphism, if for all x ∈M
(4.9) p2(f(x)) = T∗(p1(x)).
Example 4.5. 1. Assume that (M,Ω1, µ1, p1) is a parametrized measure
model and κ : Ω1 → Ω2 is a statistic. Then (M,Ω2, κ∗(µ1), κ∗(p1)) is a
parametrized measure model. By Example 4.3.2 the pair (Id, κ∗) is a Markov
morphism. We also call (Id, κ∗) a statistic, if no misunderstanding occurs.
2. Assume that (M2,Ω2, µ2, p2) is a parametrized measure model and f :
M1 →M2 is a smooth map. Then (M1,Ω2, µ2, p1 := p2◦f) is a parametrized
measure model and the pair (f, Id) is a Markov morphism. Such a Markov
morphism is called generated by a smooth map f . It is easy to see that,
if f is a differentiable map, then the Amari-Chentsov structure on M1 is
obtained from the Amari-Chentsov structure on M2 via the pull-back map
f∗.
Example 4.6. Let (Ωn, µn) and (Ωm, µm) be the measure spaces in Example
3.14. Let Π : Ωn×Ωm → R be a mapping such that Πi,j := Π(Ei, Fj) satisfies
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the following conditions
Πi,j ≥ 0 for all 1 ≤ i ≤ n, 1 ≤ j ≤ m,
m∑
j=1
Πi,j = 1 for all 1 ≤ i ≤ n.(4.10)
Clearly, Π is a Markov transition kernel from Ωn to M(Ωm, µm). By (4.6)
Π induces a map
Π∗ : R
n
≥0 =M(Ωn, µn)→M(Ωm, µm) = R
m
≥0,
(4.11) Π∗(E
∗
k)(Fj) :=
n∑
i=1
Πi,jE
∗
k(Ei) = Πkj.
Hence
(4.12) Π∗(E
∗
k) =
m∑
j=1
ΠkjF
∗
j .
Let
(M1 := P+(Ωn, µn),Ωn, µn, p1(x) := x),
(M2 := P+(Ωm, µm),Ωm, µm, p1(y) := y)
be statistical models. By (4.9), a pair (f ∈ Diff(M1,M2),Π ∈ M(Ωn,Ωm))
is a Markov morphism, if and only if for all x ∈M1
(4.13) f(x)(Fj) = Π∗(x)(Fj) for all 1 ≤ j ≤ m.
Thus for Π ∈M(Ωn,Ωm) the pair (f,Π) is a Markov morphism if and only
if f = Π∗|M1 . We also abbreviate (Π∗|M1 ,Π) as Π if no misunderstanding
occurs.
Next we drop the assumption that n ≤ m. Note that there is a canonical
map
χn : Ωn →M(Ωn, µn), Ei 7→ E
∗
i .
Let κ : Ωn → Ωm be a statistic. The composition χm◦κ : Ωn →M(Ωm, µm)
defines the following map Πκ : Ωn × Ωm → R
(4.14) Πκ(Ei, Fj) := 〈χm ◦ κ(Ei), Fj〉
Clearly
∑m
j=1Π
κ(Ei, Fj) = 1 for all i. Hence Π
κ is a Markov transition
kernel. Note that Πκ∗ : M(Ωn, µn) →M(Ωm, µm) coincides with the push-
forward map κ∗ :M(Ωn, µn)→M(Ωm, µm).
Proposition 4.7. A linear mapping Π : Rn → Rm is a Markov congruent
embedding subjected to a statistic κ, if and only if Πκ∗ ◦ Π(x) = x for all
x ∈ Rn≥0. A Markov mapping Π : R
n → Rm has a left inverse if and only if
it is a Markov congruent embedding.
The first assertion of Proposition 4.7 is obvious. The second assertion of
Proposition 4.7 is a reformulation of [15, Lemma 6.1, p. 77 and Lemma 9.5,
p.136].
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Let (M,Ω1, µ1, p1) be a parametrized measure model, (Ω2, µ2) a proba-
bility space and Π : Ω1 × Ω2 → R a Markov transition kernel from Ω1 to
P(Ω2, µ2). We define a function Π
[p1] : M × Ω1 × Ω2 → R by setting:
(4.15) Π[p1](x, ω1, ω2) := Π(ω1, ω2)p¯1(x, ω1).
Using (4.5), we get for all x ∈M and any measurable set S ⊂ Ω1
(4.16)
∫
S×Ω2
Π[p1](x, ω1, ω2)µ1µ2 =
∫
S
p¯1(x, ω1)dµ1.
Lemma 4.8. Then (M,Ω1×Ω2, µ1µ2,Π
[p1](x, ω1, ω2)dµ1dµ2) is a parametrized
measure model. Moreover, the Amari-Chentsov structure on (M,Ω1×Ω2, µ1µ2,
Π[p1](x, ω1, ω2)dµ1dµ2) coincides with the Amari-Chentsov structure on (M,Ω1, µ1, p1).
Proof. Let π1 : Ω1×Ω2 → Ω1 be a projection. Since µ2 is a probability mea-
sure, (π1)∗(µ1µ2) = µ1. Comparing (3.1) with (4.15), we observe that π1 is
a sufficient statistic with respect to the parameter x ∈ (M,Ω1 × Ω2, µ1µ2,
Π[p](x, ω1, ω2)dµ1dµ2). By (4.16), the parametrized measure model (M,Ω1, µ1, p1)
is the image of (M,Ω1 × Ω2, µ1µ2,Π
[p](x, ω1, ω2)dµ1dµ2) under the Markov
morphism (Id, (π1)∗). Combining this with Lemma 3.3, we obtain immedi-
ately Lemma 4.8. 
We obtain immediately from the proof of Lemma 4.8
Corollary 4.9. Let (M,Ω1, µ1, p1) be a parametrized measure model and µ2
a probability measure on Ω2. The projection π1 : Ω1×Ω2 → Ω1 is a sufficient
statistic for the parametrized measure model (M,Ω1×Ω2, µ1µ2,Π
[p](x, ω1, ω2)dµ1dµ2).
Next, we consider a decomposition of a restricted Markov morphism.
Theorem 4.10. Let (Id,Π∗) : (M1,Ω1, µ1, p1) → (M1,Ω2, µ2, p2) be a
restricted Markov morphism between statistical models, where Π∗ is µ2-
representable by a positive Markov kernel. Then (Id,Π∗) is a composition
of the inverse of a Markov morphism, associated with a sufficient statistic,
and a statistic.
Proof. Let π2 : Ω1 × Ω2 → Ω2 be the projection onto the second factor.
Then for any x ∈M and any measurable set S ⊂ Ω2 we have∫
S
(π2)∗[(Π
[p1](x, ω1, ω2)dµ1dµ2] =
∫
pi−1
2
(S)
Π[p1](x, ω1, ω2)dµ1dµ2 =
=
∫
Ω1
∫
S
Π(ω1, ω2)p¯1(x, ω1)dµ1dµ2 = Π∗(p1(x))[S].(4.17)
Let (Id,Π1,12) : (M1,Ω1, µ1, p1)→ (M1,Ω1×Ω2, µ1µ2,Π
[p1](x, ω1, ω2)dµ1dµ2)
be a map between statistical models defined by
(x,Ω1, µ1, p1(x)) 7→ (x,Ω1 × Ω2, µ1µ2,Π
[p1](x, ω1, ω2)dµ1dµ2).
Then (Id,Π1,12) is the inverse of the Markov morphism (Id, (π1)∗), asso-
ciated with a sufficient statistic by Corollary 4.9. By (4.17), (Id,Π∗) is
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a composition of (Id,Π1,12) with (Id, (π2)∗). This completes the proof of
Theorem 4.10. 
Let M1 = M2. A restricted Markov morphism of form (f, T∗) is called
representable if f is a diffeomorphism, and T∗ is µ-representable.
Corollary 4.11. (cf. [4, p. 31]) 1. Representable restricted Markov mor-
phisms decrease the Fisher metric on k-integrable statistical models (M,Ω, µ, p)
where Ω is a smooth manifold and µ is a Lebesgue probability measure.
2. The Fisher metric is the unique up to a constant weakly continu-
ous quadratic 2-form field on statistical models associated with finite sample
spaces {Ωn} that is monotone under representable restricted Markov mor-
phisms.
Proof. The first assertion of Corollary 4.11 is an immediate consequence of
Theorem 4.10 and Theorem 3.11, noting that π2 is smooth.
The second assertion of Corollary 4.11 is a consequence of Theorem 4.10
and Proposition 3.19, taking into account the following fact. A congruent
Markov embedding Π : P(Ωn, µn) → P(Ωm, µm) subjected to a statistic κ
satisfies Πκ∗Π(x) = Id by Proposition 4.7. Since any quadratic form field
on (M+(Ωn, µn), µn, p(x) := x) that is monotone under Markov morphisms
is monotone under Markov congruent embeddings, it follows that such a
quadratic form is invariant under sufficient statistics κ∗ and also invariant
under Markov congruent embeddings. Chentsov’s result implies that such a
quadratic form is the Fisher metric up to a constant. 
5. The Pistone-Sempi structure
In this section we study the relations between k-integrable parametrized
measure models and statistical models in the Pistone-Sempi theory. First,
we show that the Pistone-Sempi manifold is a k-integrable parametrized
measure model for any k (Proposition 5.11). We also construct an exam-
ple of a k-integrable parametrized measure model which does not admit a
continuous map into the space M+(Ω, µ0) with the topology of Pistone and
Sempi (Example 5.12).
In Section 2, we considered the L1-topology ofM+(Ω, µ0). However, this
set carries also a stronger natural topology, discovered by Pistone and Sempi,
which is referred to as the exponential topology (also e-topology) [36, §2.1].
In fact, Pistone and Sempi considered only the space P+(Ω, µ) but their
theory works also for M+(Ω, µ) = P+(Ω, µ)× R
+. Let us briefly recall the
notion of the e-topology, which is defined using the notion of convergence of
sequences.
Definition 5.1. [36, Definition 1.1] The sequence (µn)n∈N in M+(Ω, µ)
is e-convergent (exponentially convergent) to µ if (µn)n∈N tends to µ in
the L1-topology as n→∞, and, moreover, the sequences (dµn/dµ)n∈N and
(dµ/dµn)n∈N are eventually bounded in each L
p(Ω, µ), p > 1, that is, dµn/dµ
and dµ/dµn converge to 1 with respect to all p-seminorms L
p(Ω, µ), p > 1.
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While M+(Ω, µ0) is connected with respect to the L
1-topology, its set of
connected components with respect to the e-topology is more interesting.
In what follows we briefly describe these components and their structure.
Although the stated facts are known from the work of Pistone an Sempi,
our presentation is slightly different and illuminates more abstract aspects.
5.1. Orlicz spaces. In this section, we briefly recall the theory of Orlicz
spaces which is needed in section 5.2 for the description of the geometric
structure on M(Ω). Most of the results can be found e.g. in [23].
A function φ : R → R is called a Young function if φ(0) = 0, φ is even,
convex, strictly increasing on [0,∞) and limt→∞ t
−1φ(t) =∞. Given a finite
measure space (Ω, µ) and a Young function φ, we define the Orlicz space
Lφ(µ) :=
{
f : Ω→ R |
∫
Ω
φ
(
f
a
)
dµ <∞ for some a > 0
}
,
and on Lφ(µ) we define the Orlicz norm
||f ||φ,µ := inf
{
a > 0 |
∫
Ω
φ
(
f
a
)
dµ ≤ 1
}
.
For any Young function, (Lφ(µ), || · ||φ,µ) is a Banach space. Moreover, a
sequence (fn)n∈N ∈ L
φ(µ) converges to 0 if and only if
lim
n→∞
∫
Ω
φ(pfn) dµ = 0 for all p > 0.
Proposition 5.2. Let (Ω, µ) be a finite measure space, and let φ1, φ2 : R→
R be two Young functions. If
lim sup
t→∞
φ1(t)
φ2(t)
<∞,
then Lφ2(µ) ⊂ Lφ1(µ), and the inclusion is continuous, i.e., ||f ||φ1,µ ≤
c ||f ||φ2,µ for some c > 0 and all f ∈ L
φ2(µ). In particular, if
0 < lim inf
t→∞
φ1(t)
φ2(t)
≤ lim sup
t→∞
φ1(t)
φ2(t)
<∞,
then Lφ1(µ) = Lφ2(µ), and the Orlicz norms || · ||φ1,µ and || · ||φ2,µ are
equivalent.
Proof. By our hypothesis, φ1(t) ≤ Kφ2(t) for some K ≥ 1 and all t ≥ t0.
Let f ∈ Lφ2(µ) and a > ||f ||φ2,µ. Moreover, decompose
Ω := Ω1∪˙Ω2 with Ω1 := {ω ∈ Ω | |f(ω)| ≥ at0}.
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Then
K ≥ K
∫
Ω
φ2
(
|f |
a
)
dµ ≥
∫
Ω1
Kφ2
(
|f |
a
)
dµ
≥
∫
Ω1
φ1
(
|f |
a
)
dµ as
|f |
a
≥ t0 on Ω1
=
∫
Ω
φ1
(
|f |
a
)
dµ−
∫
Ω2
φ1
(
|f |
a
)
dµ
≥
∫
Ω
φ1
(
|f |
a
)
dµ−
∫
Ω2
φ1(t0)dµ as
|f |
a
< t0 on Ω2
≥
∫
Ω
φ1
(
|f |
a
)
dµ− φ1(t0)µ(Ω).
Thus,
∫
Ω φ1
(
|f |
a
)
≤ K + φ1(t0)µ(Ω) =: c, hence f ∈ L
φ1(µ). Convexity
and φ1(0) = 0 implies that φ1(c
−1t) ≤ c−1φ1(t), as c > 1 and hence,∫
Ω
φ1
(
|f |
ac
)
dµ ≤ c−1
∫
Ω
φ1
(
|f |
a
)
dµ ≤ 1,
so that ac ≥ ||f ||φ1,µ whenever a > ||f ||φ2,µ, and this shows the claim. 
The following lemma is a straightforward consequence of the definitions
and we omit the proof.
Lemma 5.3. Let (Ω, µ) be a finite measure space, let φ : R→ R be a Young
function, and let φ˜(t) := φ(λt) for some constant λ > 0.
Then φ˜ is also a Young function. Moreover, Lφ(µ) = Lφ˜(µ) and || · ||φ˜,µ =
λ|| · ||φ,µ, so that these norms are equivalent.
Furthermore, we investigate how the Orlicz spaces relate when changing
the measure µ to an equivalent measure µ′ ∈ M(Ω, µ).
Proposition 5.4. Let 0 6= µ′ ∈ M(Ω, µ) be a measure such that dµ′/dµ ∈
Lp(Ω, µ) for some p > 1, and let q > 1 be the dual index, i.e., p−1+q−1 = 1.
Then for any Young function φ we have
Lφ
q
(µ) ⊂ Lφ(µ′),
and this embedding is continuous.
Proof. Let h := dµ′/dµ ∈ Lp(Ω, µ) and c := ||h||p > 0. If f ∈ L
φq (µ) and
a > ||f ||φq,µ, then by Ho¨lder’s inequality we have∫
Ω
φ
(
|f |
a
)
dµ′ =
∫
Ω
φ
(
|f |
a
)
h dµ ≤ c
∣∣∣∣
∣∣∣∣φ
(
|f |
a
)∣∣∣∣
∣∣∣∣
q
= c
∣∣∣∣
∣∣∣∣φq
(
|f |
a
)∣∣∣∣
∣∣∣∣1/q
1︸ ︷︷ ︸
≤1
≤ c.
Thus, f ∈ Lφ(µ′), and a ≥ ||f ||c−1φ,µ′ whenever a > ||f ||φq ,µ, hence ||f ||φq ,µ ≥
||f ||c−1φ,µ′ . This shows the claim as || · ||c−1φ,µ′ and || · ||φ,µ′ are equivalent
norms on Lφ(µ′) by Proposition 5.2. 
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5.2. Exponential tangent spaces. For an arbitrary µ ∈ M+(Ω, µ0), we
define the set
Bˆµ(Ω) := {f : Ω→ [−∞,+∞] : e
f ∈ L1(Ω, µ)},
which by Ho¨lder’s inequality is a convex cone inside the space of measurable
functions Ω→ [−∞,+∞]. For µ0, there is a bijection
logµ0 :M+(Ω, µ0)→ Bˆµ0(Ω), φ µ0 7→ log(φ),
and for µ′0 ∈ M+(Ω, µ0) we have logµ′0 = logµ0 −u where u := logµ′0(µ
′
0).
That is, logµ0 canonically identifiesM+(Ω, µ0) with a convex set. Moreover,
we let
Bµ(Ω) := Bˆµ(Ω) ∩ (−Bˆµ(Ω))
= {f : Ω→ [−∞,∞] | e±f ∈ L1(Ω, µ)}
= {f : Ω→ [−∞,∞] | e|f | ∈ L1(Ω, µ)}
and
B0µ(Ω) := {f ∈ Bµ(Ω) | (1 + s)f ∈ Bµ(Ω) for some s > 0}.
The points of B0µ(Ω) are called inner points of Bµ(Ω).
Note that for µ ∈ M+(Ω, µ0) we have Bµ(Ω) ⊂ Bµ0(Ω).
Definition 5.5. Let µ ∈ M+(Ω, µ0). Then
TµM+(Ω, µ0) := {f : Ω→ [−∞,∞] | tf ∈ Bµ(Ω) for some t 6= 0}
is called the exponential tangent space of M+(Ω, µ0) at µ.
Evidently, this space coincides with the Orlicz space TµM+(Ω, µ0) =
Lcosh t−1(µ) and hence has a Banach norm. Moreover, Bµ(Ω) ⊂ TµM+(Ω, µ0)
contains the unit ball w.r.t. the Orlicz norm and hence is a neighborhood
of the origin. Furthermore, limt→∞ t
p/(cosh t− 1) = 0 for all p ≥ 1, so that
Proposition 5.2 implies that
(5.1) L∞(Ω, µ0) ⊂ TµM+(Ω, µ0) ⊂
⋂
p≥1
Lp(Ω, µ),
where all inclusions are continuous.
Remark 5.6. In [18, Definition 6], TµM+(Ω, µ0) is called the Cramer class
of µ. Moreover, in [18, Proposition 7] and [36, Definition 2.2], the subspace
of centered Cramer class is defined as the functions u ∈ TµM+(Ω, µ0) with∫
Ω u dµ = 0. Thus, the space of centered Cramer classes is a closed subspace
of codimension one.
In order to understand the topological structure of M+(Ω, µ0) with re-
spect to the e-topology, it is useful to introduce the following preorder on
M+(Ω, µ0):
(5.2) µ′  µ if and only if µ′ = φµ with φ ∈ Lp(Ω, µ) for some p > 1.
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In order to see that  is indeed a preorder, we have to show transitivity, as
the reflexivity of  is obvious. Thus, let µ′′  µ′ and µ′  µ, so that µ′ = φµ
and µ′′ = ψµ′ with φ ∈ Lp(Ω, µ) and ψ ∈ Lp
′
(Ω, µ′), then φp, ψp
′
φ ∈ L1(Ω, µ)
for some p, p′ > 1. Let λ := (p′ − 1)/(p + p′ − 1) ∈ (0, 1). Then by Ho¨lder’s
inequality, we have:
L1(Ω, µ1) ∋ (ψ
p′φ)1−λ(φp)λ = ψp
′(1−λ)φ1+λ(p−1) = (ψφ)p
′′
,
where p′′ = pp′/(p+ p′ − 1) > 1, so that ψφ ∈ Lp
′′
(Ω, µ), and hence, µ′′  µ
as µ′′ = ψφµ.
From the preorder  we define the equivalence relation on M+(Ω, µ0) by
(5.3) µ′ ∼ µ if and only if µ′  µ and µ  µ′,
in which case we call µ and µ′ similar, and hence we obtain a partial ordering
on the set of equivalence classes M+(Ω, µ0)/∼
[µ′]  [µ] if and only if µ′  µ.
If µ′  µ, then TµM+(Ω, µ0) ⊂ Tµ′M+(Ω, µ0) is continuously embed-
ded. Namely, limt→∞(cosh t− 1)
q/(cosh(qt)− 1) = 21−q, and then we apply
Propositions 5.2 and 5.4 as well as Lemma 5.3.
In particular, if µ ∼ µ′ then TµM+(Ω, µ0) = Tµ′M+(Ω, µ0), and this
space we denote by T[µ]M+(Ω, µ0). This space is therefore equipped with a
family of equivalent Banach norms, and we have continuous inclusions
(5.4) T[µ′]M+(Ω, µ0) ⊃ T[µ]M+(Ω, µ0) if [µ
′]  [µ].
Remark 5.7. In general, the subspace in (5.4) will be neither closed nor
dense. Indeed, it is not hard to show that f ∈ T[µ′]M+(Ω, µ0) lies in the
closure of T[µ]M+(Ω, µ0) if and only if
(|f |+ ǫ log(dµ′/dµ))+ ∈ T[µ]M+(Ω, µ0) for all ǫ > 0.
The following now is a reformulation of Propositions 3.4 and 3.5 in [36].
Proposition 5.8. A sequence (gn)n∈N ∈ M(Ω, µ0) is e-convergent to g ∈
M(Ω, µ0) if and only if gnµ0 ∼ gµ0 for large n, and un := log |gn| ∈
Tgµ0M+(Ω, µ0) converges to u0 := log |g| ∈ Tgµ0M+(Ω, µ0) in the Banach
norm on Tgµ0M+(Ω, µ0) described above.
By virtue of this proposition, we shall refer to the topology on TµM+(Ω, µ0)
obtained above as the topology of e-convergence or the e-topology. Our de-
scription allows us to describe in a different way the Banach manifold struc-
ture on M(Ω, µ0) defined in [36].
Theorem 5.9. Let K ⊂ M+(Ω, µ0) be an equivalence class w.r.t. ∼, and
let T := T[µ]M+(Ω, µ0) for µ ∈ K be the common exponential tangent space,
equipped with the e-topology. Then for all µ ∈ K,
Aµ := logµ(K) ⊂ T
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is open convex. In particular, the identification logµ : Aµ → K allows
us to canonically identify K with a open convex subset of the affine space
associated to T .
Remark 5.10. This theorem shows that the equivalence classes w.r.t. ∼
are the connected components of the e-topology onM(Ω, µ0), and since each
such component is canonically identified as a subset of an affine space whose
underlying vector space is equipped with a family of equivalent Banach
norms, it follows that M(Ω, µ0) is a Banach manifold. This is the affine
Banach manifold structure onM(Ω, µ0) described in [36], therefore we refer
to it as the Pistone-Sempi structure.
Proof. (Theorem 5.9) If f ∈ Aµ, then, by definition, (1 + s)f,−sf ∈ Bˆµ(Ω)
for some s > 0. In particular, sf ∈ Bµ(Ω), so that f ∈ T and hence, Aµ ⊂ T .
Moreover, if f ∈ Aµ then λf ∈ Aµ for λ ∈ [0, 1].
Next, if g ∈ Aµ, then µ
′ := egµ ∈ K. Therefore, f ∈ Aµ′ if and only if
K ∋ efµ′ = ef+gµ if and only if f + g ∈ Aµ, so that Aµ′ = g+Aµ for a fixed
g ∈ T . From this, the convexity of A follows.
Therefore, in order to show that Aµ ⊂ T is open, it suffices to show
that 0 ∈ Aµ′ is an inner point for all µ
′ ∈ K. For this, observe that for
f ∈ B0µ′(Ω) we have (1+s)f ∈ Bµ′(Ω) and hence e
±(1+s)f ∈ L1(Ω, µ′), so that
ef ∈ L1+s(Ω, µ′) and e−f ∈ L1+s(Ω, µ′) ⊂ Ls(Ω, µ′), whence efµ′ ∼ µ′ ∼ µ,
so that efµ′ ∈ K and hence, f ∈ Aµ′ . Thus, 0 ∈ B
0
µ′(Ω) ⊂ Aµ′ , and since
B0µ′(Ω) contains the unit ball of the Orlicz norm, the claim follows. 
In the terminology which we developed, we can formulate the significance
of the Pistone-Sempi structure on M+(Ω, µ0) as follows.
Proposition 5.11. The quadruple (M+(Ω, µ),Ω, µ, ican) is a k-integrable
statistical model for all k ≥ 1.
Proof. Note that for x ∈ M+(Ω, µ) we have ln p¯(x, ω) = lnx(ω). Using this
and the definition of the Pistone-Sempi manifold, we conclude that the first
condition in Definition 2.4 holds for the Pistone-Sempi manifold. The second
condition in Definition 2.4 also holds for the Pistone-Sempi manifolds, since
by Theorem 5.9 for f ∈ TxM+(Ω, µ) we have ∂f lnx(ω) = f(ω) and by
(5.1) the inclusion TµM+(Ω, µ)→ L
k(Ω, µ) is continuous for all k ≥ 1. The
e-continuity of |∂f1(ω) · · · ∂fk(ω)| in x holds obviously, since in coordinates
Aµ that expression does not depend on x. 
The following example shows that the notion of a k-integrable parametrized
measure model is more general than the corresponding notion within the
theory of Pistone and Sempi.
Example 5.12. Let Ω := (0, 1), and consider the 1-parameter family of
finite measures
p(x) := p¯(x, t) dt := exp
(
−
x2
t
1
k
)
dt ∈ M+((0, 1), dt), x ∈ R.
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This family defines a (k − 1)-integrable parametrized measure model: Con-
sider the map
ln p¯(·, t) : x 7→ −
x2
t
1
k
.
It is continuously differentiable for all t ∈ (0, 1) and therefore satisfies condi-
tion (1) of Definition 2.4. Now we come to condition (2): With a continuous
vector field V : R→ R, we have
∂V ln p¯(x, t) = V (x)
∂
∂x
ln p¯(x, t) = V (x)
∂
∂x
(
−
x2
t
1
k
)
= −V (x)
2x
t
1
k
.
We now show that the function t 7→ ∂V ln p¯(x, t) belongs to L
j((0, 1), p(x))
for all j ≤ k − 1:
I(j)(x) := ‖∂V ln p¯(x, t)‖
j
Lj((0,1),p(x))
=
∫ 1
0
(
2 |xV (x)|
t
1
k
)j
exp
(
−
x2
t
1
k
)
dt
≤
(
2 |xV (x)|
)j
e
∫ 1
0
1
t
j
k
dt
=
(
2 |xV (x)|
)j
e
k
k − j
< ∞.
Finally, since dimM = 1, it suffices to show that the function x 7→ I(j)(x) is
continuous. In order to verify the continuity in a point x0 ∈ R it is sufficient
to consider the restriction of I(j) to the closed interval [x0 − ε, x0 + ε] with
some positive number ε. On this interval, the corresponding integrand is
upper bounded by a function that only depends on t and is integrable:
(
2 |xV (x)|
t
1
k
)j
exp
(
−
x2
t
1
k
)
≤
c
t
j
k
, c ≥ 0.
Therefore, by the continuity lemma for integrals, I(j) is continuous, which
completes the proof that our family is (k− 1)-integrable parametrized mea-
sure model. However, it does not define a model in the sense of Pistone and
Sempi. In order to see this we show that for all x 6= 0, p(x) and p(0) are not
similar: Obviously,
dt = exp
(
x2
t
1
k
)
dp(x).
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The similarity of dp(x) and dt would imply that dtdp(x) is in L
1+s((0, 1), dp(x))
for some s > 0 (see 5.2 and 5.3). However, for all s > 0, we have∫ 1
0
(
exp
(
x2
t
1
k
))1+s
dp(x) =
∫ 1
0
exp
(
s x2
t
1
k
)
dt
≥
∫ 1
0
1
k!
(
s x2
t
1
k
)k
dt
= ∞.
Thus, p(x) and dt are in different e-connected components ofM+((0, 1), dt)
and, therefore, the map p cannot be continuous with respect to the e-
topology. Hence, the parametrized measure model cannot be considered
as a submanifold of M+((0, 1), dt) in the sense of Pistone and Sempi.
We end this section with the following result which illustrates how the
ordering  provides a stratification of Bˆµ0(Ω).
Proposition 5.13. Let µ′0, µ
′
1 ∈ M+(Ω, µ0) with fi := logµ0(µ
′
i) ∈ Bˆµ0(Ω),
and let µ′λ := exp(f0+ λ(f1− f0))µ0 for λ ∈ [0, 1] be the segment joining µ
′
0
and µ′1. Then the following hold.
(1) The measures µ′λ are similar for λ ∈ (0, 1).
(2) µ′λ  µ
′
0 and µ
′
λ  µ
′
1 for λ ∈ (0, 1).
(3) Tµ′λM+(Ω, µ0) = Tµ
′
0
M+(Ω, µ0) + Tµ′
1
M+(Ω, µ0) for λ ∈ (0, 1).
Proof. Let δ := f1− f0 and φ := exp(δ). Then for all λ1, λ2 ∈ [0, 1], we have
(5.5) µ′λ1 = φ
λ1−λ2µ′λ2 .
For λ1 ∈ (0, 1) and λ2 ∈ [0, 1], we pick p > 1 such that λ2+p(λ1−λ2) ∈ (0, 1).
Then by (5.5) we have
φp(λ1−λ2)µ′λ2 = µ
′
λ2+p(λ1−λ2)
∈ M+(Ω, µ0),
so that φp(λ1−λ2) ∈ L1(Ω, µ′λ2) or φ
λ1−λ2 ∈ Lp(Ω, µλ2) for small p − 1 > 0.
Therefore, µ′λ1  µ
′
λ2
for all λ1 ∈ (0, 1) and λ2 ∈ [0, 1], which implies the
first and second statement.
This implies that Tµ′iM+(Ω, µ0) ⊂ Tµ′λM+(Ω, µ0) = Tµ
′
1/2
M+(Ω, µ0) for
i = 0, 1 and all λ ∈ (0, 1) which shows one inclusion in the third statement.
In order to complete the proof, observe that
Tµ′
1/2
M+(Ω, µ0) = Tµ′
1/2
M+(Ω+, µ0)⊕ Tµ′
1/2
M+(Ω−, µ0),
where Ω+ := {ω ∈ Ω | δ(ω) > 0} and Ω− := {ω ∈ Ω | δ(ω) ≤ 0}. If
g ∈ Tµ′
1/2
M+(Ω+, µ0), then for some t 6= 0∫
Ω
exp(|tg|)dµ′0 ≤
∫
Ω+
exp(|tg|+
1
2
δ)dµ′0 +
∫
Ω−
dµ′0
=
∫
Ω+
exp(|tg|)dµ′1/2 +
∫
Ω−
dµ′0 <∞,
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so that g ∈ Tµ′
0
(Ω, µ0) and hence, Tµ′
1/2
M+(Ω+, µ0) ⊂ Tµ′
0
(Ω, µ0). Analo-
gously, one shows that Tµ′
1/2
M+(Ω−, µ0) ⊂ Tµ′
0
(Ω, µ1) which completes the
proof. 
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