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Zusammenfassung
Funktionelle Magnetresonanztomographie (fMRT) ermöglicht die nicht invasive Untersuchung
von Hirnaktivität und ist im Bereich der Neurobildgebung weit verbreitet. FMRT basiert auf dem
BOLD-Kontrast (Blood Oxygenation Level-Dependent) der wiederum ein komplexes Zusam-
menspiel von Blutfluss, Blutvolumen und Sauerstoffverbrauch wiederspiegelt. Physiologische
Prozesse bewirken substantielle Fluktuationen im BOLD-Signal und verfälschen die zugrunde
liegende neuronale Aktivität. Deshalb ist das Entfernen dieser Störeinflüsse ein maßgeblicher
Schritt in der Vorbereitung von fMRT-Daten geworden.
Die Variation in der Herzfrequenz (HF) ist das Ergebnis sich gegenseitig beeinflussender
physiologischer Mechanismen und stellt die bedeutsamste, aber nur wenig verstandene, physiolo-
gische Einflussgröße auf das BOLD-Signal dar. Die Nutzung einer Antwortfunktion, der cardiac
response function (CRF), welche die HF-induzierten Signaländerungen optimal modelliert, ist
eine effektive Methode, um Störungen durch die HF im BOLD-Signal zu reduzieren. Jedoch
berücksichtigen gegenwärtige Ansätze zur Korrektur physiologischen Rauschens, namentlich
die kanonische und individualisierte CRF, die Variationen der HF zwischen den Teilnehmern
nicht. Jene Ansätze sind dadurch nicht auf Strichproben mit unterschiedlichen HF anwend-
bar oder benötigen zeitaufwendige Qualitätskontrollen einzelner physiologischer Aufnahmen
sowie abgeleiteter CRF. Ein besseres Verständnis dafür, wie genau die HF und das BOLD-
Signal zusammenhängen und inwiefern die Methoden zur Korrektur physiologischen Rauschens
verbessert werden können, würde helfen nicht neuronale von neuronalen BOLD-Fluktuationen
zu unterscheiden und somit die MRT-Methodik verlässlicher machen.
Durch die Analyse einer großen Stichprobe gesunder Probanden zeigen die Ergebnisse dieser
Arbeit, dass verschiedene HF das BOLD-Signal und deren Frequenzspektren unterschiedlich
beeinflussen. Ein weiteres Ergebnis ist, dass die HF einen bedeutenden Einfluss auf den Verlauf
der CRF hat. Langsame HF führen zu glatteren CRFs mit einem einzelnen, definierten Maximum,
während schneller HF ein zusätzliches Maximum hervorrufen. In dieser Arbeit wird eine neue
Methode vorgeschlagen, welche diese Dependenz nutzt, um HF-induzierte Fluktuationen besser
als bisher zu modellieren. Diese Methode, HF-basierte CRF genannt, beinhaltet zwei Funktionen:
eine für HF unter 68/min und eine für HF über diesem Wert. HF-basierte CRFs können direkt auf
fMRT-Daten angewendet werden, beachten dabei aber die interpersonellen Variationen der HF
ohne aber individualisierte CRFs zeitaufwendig von jedem einzelnen Probanden zu bestimmen.
Zusammenfassung
Die Leistung von HF-basierten CRFs zur Korrektur physiologischen Rauschens wurde
anhand des am besten untersuchten, funktionellen Ruhe-Netwerks im Gehirn, dem default mode
network, quantifiziert. Die Konnektivität in diesem Netzwerk reduzierte sich durch Anwendung
der HF-basierten CRFs stärker als durch etablierte Methoden. Dies deutet darauf hin, dass
eine Überschätzung der Konnektivität durch HF-basierte CRFs vermieden werden kann. Da
das zentralen Nervensystems das Herz beeinflusst, wurde ein weiterer Test durchgeführt, um
den Einfluss auf die Gehirn-Herz-Interaktion zu bewerten. Diese Analyse ergab, dass die
HF-basierte CRF ein geeignetes Modell zur Untersuchung dieser Interaktion in Ruhe darstellt.
Nicht-neuronale Fluktuationen konnten verlustfrei entfernt werden, ohne dabei Signalvarianz,
welche der neuronalen Aktivität zugeordnet werden kann, einzubüßen.
Diese Arbeit zeigt, dass die HF als ein wichtiger physiologischer Faktor, welcher das BOLD-
Signal beeinflusst, in fMRT-Analysen generell berücksichtigt werden sollte. Weiterhin wurde
mit der neuen Methode der HF-basierten CRF ein wertvolles Werkzeug zur effektiven Korrektur
physiologischen Rauschens in fMRT-Untersuchungen vorgestellt.
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Summary
Functional magnetic resonance imaging (fMRI) based on blood oxygenation level-dependent
(BOLD) contrast allows non-invasive examination of brain activity and is widely used in the
neuroimaging field. The BOLD contrast mechanism reflects hemodynamic changes resulting
from a complex interplay of blood flow, blood volume, and oxygen consumption. Physiological
processes influencing these parameters cause substantial fluctuations in the BOLD signal, which
may obscure the underlying neural activity. Thus, the separation of noise from the signal has
become a crucial step in the preprocessing of fMRI data.
Heart rate (HR) variations are the most intriguing and less understood physiological processes
affecting the BOLD signal, as they are the result of a wide variety of interacting factors. The use
of the response function that best models HR-induced signal changes, called cardiac response
function (CRF), is an effective method to reduce HR noise in fMRI. However, current models of
physiological noise correction based on CRF, i.e. canonical and individual, either do not take into
account variations in HR between subjects, and are thus inadequate for cohorts with varying HR,
or require time-consuming quality control of individual physiological recordings and derived
CRFs. Gaining deeper insight into the precise association between HR and the BOLD signal, as
well as improving physiological noise correction methods, will help to separate non-neural from
neural-related fluctuations, thus making the fMRI technique more reliable.
By analyzing a large cohort of healthy individuals, the results presented in this thesis show
that different HRs influence the BOLD signal and their corresponding spectra differently. A
further finding is that HR plays an essential role in determining the shape of the CRF. Slower
HRs produce a smoothed CRF with a single well-defined maximum, while faster HRs cause a
second maximum. Taking advantage of this dependence of the CRF on HR, a novel method is
proposed to model HR-induced fluctuations in the BOLD signal more accurately than current
approaches of physiological noise correction. This method, called HR-based CRF, consists of
two CRFs: one for HRs below 68 bpm and one for HRs above this value. HR-based CRFs can
be directly applied to the fMRI data without the time-consuming task of deriving a CRF for each
subject while accounting for inter-subject variability in HR response.
The performance of HR-based CRF as physiological noise correction method was tested in
the most widely studied brain network at rest, the default mode network. Here, HR-based CRFs
Summary
reduced noise more efficiently than traditional correction methods, suggesting that overestimation
of functional connectivity can be avoided by applying these new functions. Because of the well-
known influence of the central nervous system on the heart, a further test was performed to
assess the impact of HR-based CRFs on brain-heart interaction. This analysis revealed that
HR-based CRF is an appropriate model to investigate this interaction at rest. More specifically,
the functions removed non-neuronal fluctuations without sacrificing signal variance attributable
to neural activity associated with cardiac control.
To conclude, this thesis shows that HR is a crucial physiological factor influencing the
BOLD signal, which always has to be considered when analyzing fMRI data. Moreover, the




Functional MRI based on the BOLD contrast has become a powerful tool for mapping the human
brain. However, BOLD signal fluctuations in a given brain area are induced not only by changes
in the metabolic demand related to neural activity but also by different physiological processes.
In particular, the cardiac and respiratory cycles [68, 203, 252], and the non-periodic variations
in heart rate (HR) [53, 135, 221] and respiration rate/depth [26, 25], are often considered as
potential confounding factors of the BOLD signal. These factors modulate the transfer function
between neural and BOLD signals [153], thus compromising the reliability of the latter as a
surrogate of neural activity.
Given the fact that fractional changes of the BOLD signal related to neural activity are in
the order of a few percent in most functional tasks [130], the separation of the signal from
noise has become a crucial step in the preprocessing of BOLD data. Particularly, non-periodic
variations in HR and respiration have received particular attention as they lie in the frequency
band of interest of the resting-state BOLD signal (<0.1 Hz). For these signals, much progress
has been made in noise correction techniques using deconvolution and by assuming a common
physiological response among the population, e.g. canonical cardiac (CRF) and respiratory (RRF)
response functions [53, 98]. However, the use of a canonical response function, for which the
parameterization is known beforehand and fixed for all datasets, makes this physiological noise
correction inflexible to different conditions by ignoring inter-subject variation in physiological
response [137, 81].
An alternative to canonical models is the use of individual response functions (CRFi and
RRFi), as proposed by Falahpour et al. [81], and further extended by Cordes et al. [64] and
Golestani et al. [98]. Falahpour et al. [81] derived the CRFi and RRFi from averaged tissue
signals (e.g. whole-brain, white matter, and gray matter) and showed that CRFi accounted
for more variance in the BOLD signal than the canonical CRF. Cordes et al. [64] suggested
that to determine an optimal CRFi, the model needs to explicitly include a derivative term to
model the second peak found in some CRFi. Nonetheless, while these approaches address the
aforementioned inter-subject variability issue, noise-free physiological recordings are required
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for each subject, which is not always possible. Besides, it is well-known that deconvolution
techniques are highly sensitive to noise in the recorded signals and, therefore, do not always
lead to plausible response functions. Also, a significant presence of physiological noise in the
reference tissue is needed to derive “good” response functions. Furthermore, the estimation
of individual response functions is a time-consuming task as each estimated response function
needs to be reviewed to avoid inconsistent results. Thus, a more in-depth analysis is needed to
develop a model that can efficiently separate noise from meaningful BOLD signal fluctuations,
and thus increasing confidence in fMRI findings.
Previous work estimating CRFi showed that the shape of CRFi varied in accordance with
the subject’s HR [64, 81]. Interestingly, one of the most reproducible findings in those studies
was the presence of a second maximum at about 17 s in some CRFi, which was ignored by the
authors in [64, 81] and suggested the need for a more comprehensive analysis. Overall, it appears
that HR is an essential factor determining the shape of the CRFi, suggesting that it has to be
considered when analyzing large cohorts of subjects with different HRs.
Physiological processes can also influence the BOLD signal through aliasing. At low
sampling rates, noise contributions from the cardiac and respiratory cycles can alias into the
low-frequency range (<0.1 Hz) of the BOLD signal thought to be responsible for resting-state
functional connectivity (FC) [32, 155]. Repetition times (TR) of the MR sequence below 0.3 s or
even shorter are needed to obtain fMRI data entirely free of aliasing. Such requirements are hard
to meet for whole-brain acquisition, implying that aliased fundamental cardiac frequency and
harmonics compromise estimates of brain activity, such as FC. Despite being a major concern for
resting-state fMRI (rs-fMRI), there are surprisingly few studies examining the effects of cardiac
aliasing on FC.
While the studies above treat HR explicitly as a source of noise, another line of work
approaches this topic from a different perspective, considering physiological fluctuations in
BOLD data as components of interest. One reason to consider HR-induced fluctuations as a
meaningful part of the BOLD signal is the direct influence of the autonomic nervous system
on HR. In particular, the central autonomic network (CAN), a term coined by Benarroch to
describe a group of cortical and subcortical brain regions involved in the generation of autonomic
responses, is responsible for HR variations [21, 20]. The CAN outflow is mediated through
preganglionic sympathetic and parasympathetic neurons that innervate the heart via the stellate
ganglia and vagus nerve. The interplay of both sympathetic and parasympathetic inputs to the
sinoatrial node is the source of the complex variability that characterizes the HR time series [213].
As a consequence, the signal variance explained by HR contains relevant information and can be
used to investigate brain correlates of cardiac autonomic regulation [176, 103].
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In 2000, Thayer and colleagues developed the Neurovisceral Integration Model to provide a
theoretical framework linking cardiac regulation, through activation of the CAN, to cognitive
and emotional regulation [237, 238]. This model comprises not only central autonomic nuclei
within the brainstem or limbic structures, i.e. insula or amygdala, but also cortical structures,
including the anterior and posterior cingulate cortices (ACC and PCC) and the ventromedial
prefrontal cortex (VMPFC) [237, 238]. The cortical brain regions, especially the VMPFC, exert
top-down control on the response of subcortical structures forming an interconnected network
that modulates the activity of subcortical/brainstem downstream regions. Brainstem regions,
in turn, regulate autonomic input to the heart by modulating the parasympathetic/sympathetic
balance.
The brain-heart interaction is evidenced during fMRI tasks, particularly in those involving
physical and mental efforts, where the task elicits substantial changes in autonomic outflow that
affect the cardiovascular system [182, 222]. However, such experiments have the inconvenience
of producing large subject’s movements that may obscure the specific neural response. Similarly,
if the task elicits more than one process, e.g. simultaneously demanding cognitive/mental effort
and motor activity, the autonomic-controlled cardiovascular adjustments evoked by each process
are challenging to disentangle. Analysis of resting-state fMRI data avoids these issues but has
the problem of eliciting lower autonomic activity, making the brain-heart interaction hard to
detect. Moreover, non-neuronal physiological fluctuations represent a further confound for
studies investigating the association of FC and HR responses. This last issue is particularly
problematic for CAN regions, such as the PCC and VMPFC. These regions are also part of the
so-called default mode network (DMN), which exhibits high neural activity at rest [202] and is
extremely sensitive to physiological noise [228, 245]. Appropriate modeling of physiological
noise would, therefore, be of great benefit to studies investigating brain-heart interactions during
resting-state conditions.
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1.1 Objectives and hypotheses
1.1 Objectives and hypotheses
The study of brain-heart interactions is challenging, as non-neuronal cardiac processes, especially
HR variations resulting from systemic physiological changes, obscure neural substrates of
cardiac regulation. Separating non-neural HR-induced fluctuations from neural-activity-related
fluctuations in the BOLD signal is, however, essential for the correct interpretation of functional
connectivity and for uncovering neural correlates of cardiac control.
Up to date, the impact of different HRs on the BOLD signal is poorly understood. Current
methods for reducing HR-induced fluctuations in the BOLD signal rely on the use of canonical
or individual CRFs, which may not be suitable for large subject cohorts with different HRs.
Indeed, a canonical CRF, as proposed by Chang et al. [53], is unlikely to adequately explain a
wide range of HRs because it has been derived from a few subjects with a narrow HR range.
Likewise, individual CRFs require careful correction of external physiological recordings as well
as a post-inspection of the derived CRF shape, which is time-consuming and highly dependent
on expertise.
Thus, the main objective of this thesis is to investigate how different HRs influence the BOLD
signal and to extend current models of physiological noise correction to improve the reduction of
HR-induced fluctuations.
Given that different HR signals have different frequency spectra, and HR-induced fluctuations
are present throughout the whole brain [53, 221], I hypothesize that:
i Differences in the frequency spectrum of slow and fast HR signals are reflected in spectral
properties of the BOLD signal throughout the whole brain.
Based on the works of Falahpour et al. [81] and Cordes et al. [64], which showed differences
in the shape of individual CRFs, I further hypothesize that:
ii HR influences the shape of the individual CRF.
Assuming that hypothesis ii is confirmed, it is possible to develop a model that account for
the influence of HR on the CRF shape. This model will be referred to as HR-based CRF.
The main idea underlying this thesis is that CRF mainly models non-neural sources. This
assumption implies that HR-based differences of the CRF are present in brain regions containing
or not containing neural signatures, such as the gray matter (GM) or the cerebrospinal fluid
(CSF). Therefore, I hypothesize that:
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1.2 Thesis layout
iii There are HR-based differences of the CRF in both GM and CSF.
As data are acquired in the resting-state condition, I also hypothesize that:
iv HR-based CRFs reduce spurious correlations within the default mode network more
efficiently than the canonical CRF.
There is a well-defined set of brain regions involved in central control of autonomic function,
the so-called central autonomic network (CAN) [18, 236, 238, 237]. It has been shown that core
regions of CAN modulate heart rate, and their functional connectivity relates to HR variability
changes [209, 128]. In order to prove that the use of HR-based CRFs does not affect brain-heart
interaction, I further hypothesize that:
v Physiological noise correction via HR-based CRFs does not weaken the association
between heart rate and functional connectivity in the CAN.
1.2 Thesis layout
The rest of this thesis is organized as follows. Chapter 2 provides the theoretical background
required to understand the content of this thesis. These include the basis of MRI and the
BOLD mechanism, the fMRI methods used to measure neural activity, the primary sources of
physiological noise affecting the BOLD signal, and the most popular methods of physiological
noise correction. Chapter 3 describes the materials and methods, while chapter 4 presents the
results of the study. Both chapters follow the progression of the research necessary to answer
the hypotheses formulated in section 1.1. Chapter 5 presents the discussions and limitations of
the research findings. This chapter is separated to discuss each section of the results chapter
accordingly. Finally, Chapter 6 summarizes the key findings and indicates directions for future
work.
Most of the results presented in this thesis have been published in the following peer-reviewed
articles:
• de la Cruz et al.,“The relationship between heart rate and functional connectivity of brain
regions regions involved in autonomic control.” NeuroImage, 196 (2019), pp. 318-328.
• de la Cruz et al.,“Impact of the heart rate on the shape of the cardiac response func-
tion.” NeuroImage, 162 (2017), pp. 214-225.
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2 Fundamentals
This chapter briefly summarizes the foundations of MRI and the BOLD mechanism that are
required to understand the remaining part of the work. Further topics include a description of
fMRI methods used to measure neural activity and the most common fMRI data processing
strategies. Particular attention should be paid to the section on the influence of physiological
noise on the BOLD signal, where the primary sources of physiological noise are explained
in detail. The following section presents a summary of the most popular physiological noise
correction methods using external recordings with a particular focus on linear models. The
chapter ends with a brief discussion of the aliasing of physiological signals.
2.1 Physical principles of MRI
MRI takes advantage of the fact that the nuclei of some atoms, such as hydrogen (1H), fluorine-19
(19F), oxygen-17 (17O) or phosphorus-31 (31P), act like spinning magnets. When placed in a
strong magnetic field (B⃗0), they partially align with B⃗0 and precess at a frequency ω0 (also known
as the Larmor frequency) that depends on the strength of B⃗0 :
ω0 = γB0, (2.1)
where γ is the gyromagnetic ratio specific for a given nucleus.
Among the nuclei in the human body, 1H shows the highest γ (∼ 2.68 ∗ 108rad·s−1·T−1)
and is present in biological tissues in great abundance, making 1H the most frequently imaged
nucleus in MRI. If the net magnetization M⃗ (the resultant sum of all spins, see Figure 2.1A)
receives a brief radio frequency (rf) pulse B⃗1 tuned to its Larmor frequency, it tips away from the
static magnetic field B⃗0, emitting energy in an oscillatory fashion as it gradually returns to the
equilibrium position with B⃗0 [34, 200]. This signal is called free induction decay (FID) and can
be detected by a coil surrounding the sample according to the Faraday’s law of electromagnetic
10
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induction. The changing magnetic field due to the precession of the tipped M⃗ induces an
electromotive force (emf ) in the receiver coil given by [110]:









(r⃗) is the magnetic field per unit current produced by the receiver coil at position
r⃗, and V denotes the sample volume. The MR signal is the emf caused by the changing magnetic
field across the receiver coil.
Figure 2.1: A) The net magnetization (M⃗) is determined by the difference between the number of spins
in the low energy level (parallel alignment to B⃗0) and the number of spins in the high energy level
(anti-parallel alignment to B⃗0). B) Energy-level diagram describing the Zeeman effect for a nucleus with
spin 12 (e.g.
1H). The energy difference (∆E) between the low and high energy level increases with the
strength of B⃗0. As the energy difference between the states increases, spins are more likely to remain in
the lower energy state. Figure adapted from Huettel et al. [124].
It should be pointed out that only a small part of the nuclear spin ensemble contributes to
the measured signal, as the nuclear spins align differently in the magnetic field B⃗0 due to the
Zeeman effect (see Figure 2.1B). Some nuclear spins remain at a low energy level (with a parallel
alignment to B⃗0) while others occupy a high energy level (with an anti-parallel alignment to
B⃗0). The fraction of spins in the lower energy level depends on the strength of B⃗0 as well as









where N↑ and N↓ represent the number of spins with parallel and anti-parallel alignment with
respect to B⃗0, respectively, ∆E represents the difference in energy between the two states and is
11
2.1 Physical principles of MRI
proportional to B0, k is the Boltzmann constant (1.381∗10−23 joules/◦K), and T is the absolute
temperature in degrees Kelvin.
2.1.1 Relaxation mechanisms
During the recovery of the magnetization along the B⃗0 direction, or z-axis, the energy that the
spin system absorbed from the rf pulse is redistributed with its surroundings. This process
is called spin-lattice, or longitudinal relaxation, and is governed by a specific relaxation time
constant T1. Another interaction occurs among the spins themselves that causes dephasing
resulting in a reduction of transverse magnetization M⃗xy (net magnetization vector perpendicular
to B⃗0). This interaction is called spin-spin relaxation, or transverse relaxation, and is governed by
the relaxation time constant T2. Under experimental conditions, the spin-spin relaxation is also
affected by interactions with local magnetic field inhomogeneities. This observed, or “effective“,
transverse relaxation time constant T ∗2 is always shorter than T2. The equation of motion of the
net magnetization vector is given by the Bloch equations [34] and describes the changes in net








(Mx î+My ĵ), (2.4)
where î, ĵ and k̂ are unit vectors in the x, y, z directions.
The first term indicates that M⃗ precesses around the main axis of the magnetic field at a rate
given by both the γ and the field strength. The second term states that the longitudinal component
of the net magnetization Mz recovers at a rate given by T1, while the last term reveals that the
transverse component of the net magnetization decays at a rate given by T2. The Bloch equations
form the basis for the quantitative description of the MR phenomena [123].
2.1.2 MR Image formation
To form an MR image, it is further required to encode the position of the object of interest.
The encoding is achieved by superimposing magnetic field gradients along the three orthogonal
different spatial axes (Figure 2.2), causing the atomic nuclei to precess at different frequen-
cies [146, 162]. Magnetic field gradients modulate the strength of the main static field B⃗0
(usually in a linear fashion) but not its direction. Now, the magnitude of the total magnetic
field B⃗ experienced by a spin system at a given spatial position (x, y, z) and time point (τ) is a
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superposition of the static field and the field gradients:
B(τ) = B0 +Gx(τ)x+Gy(τ)y+Gz(τ)z (2.5)
where Gx, Gy, and Gz are the magnetic field gradients along the x-, y-, and z-axes, respectively.
The time dependence of G reminds us that the gradients may change during an experiment.
Figure 2.2: Schematic illustration of the magnetic field gradients along the three orthogonal spatial axes
x, y, and z. Each of these gradients changes the strength of B⃗0 along the relevant axis but does not alter its
direction. Figure adapted from Huettel et al. [124].
The spatial dependence of the Larmor frequency produced by the magnetic field gradients can
be used to acquire information about the spatial distribution of the atomic nuclei. For example,
the acquired MR signal from an object in the presence of a set of three orthogonal gradients can














where ρ(x, y, z) is the spin density at spatial location (x, y, z) and is proportional to the equilib-
rium magnetization M0(x, y, z). Equation 2.6 expresses the relationship between the acquired
signal, S(t), and the properties of the object, ρ(x, y, z). This equation can be conveniently
rewritten in terms of k-space coordinates as [110]:
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2.1 Physical principles of MRI
The k-space is an array of numbers representing the spatial frequency content of the imaged
object. From Equation 2.7, it becomes clear that k-space and image space, ρ(x, y, z), have a
straightforward relationship, that is, they are (3D) Fourier transforms of each other. By applying
the inverse Fourier transform, we can convert k-space data into an image, a process known as
image reconstruction. Conversely, by applying a forward Fourier transform, we can convert
image-space data into k-space data [124].
2.1.3 MRI sequences
As explained above, by applying an rf pulse for a short period, the magnetization can be rotated.
If the protons are initially aligned along the z-axis, an rf pulse along the x-axis rotates the
magnetization from the z-axis onto the y-axis. This pulse is referred to as a 90-degree pulse since
it rotates the magnetization by 90 degrees. When the 90◦ rf pulse stops, the magnetization in the
xy plane decays due to T ∗2 relaxation, inducing an FID. The FID can be manipulated to generate
a new MR signal called the ”echo“ or, more specifically, gradient-echo (GE) signal since it is
produced by dephasing and rephasing gradients [77]. An alternative to the GE signal is the
spin-echo (SE) signal [113]. The SE signal is generated by adding a refocusing 180◦ rf excitation
pulse after the 90◦ pulse, thus removing the T ∗2 effects. Figure 2.3 shows both sequences.
Figure 2.3: Pulse diagram of the spin-echo and gradient-echo sequences including the spatial localization
gradients. The slice-select gradient Gz is on during excitations. Gy represents the phase-encoding gradient
and Gx the frequency-encoding gradient. The echo time TE is the time between the 90◦ rf pulse and the
maximum of the echo. The repetition time TR or sampling rate is the time between successive 90◦ pulses
and controls the temporal resolution. In the GE sequence, the echo is formed within the FID, which means
that T ∗2 dephasing occurs and a short TE is needed.
GE and SE MRI sequences use single or multiple excitation pulses (shots) to fill the k-space
data required for image reconstruction. Multi-shot imaging sequences produce high-quality
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images compared to single-shot techniques but require longer scan times. Single-shot techniques
like echo-planar imaging (EPI) [163] are particularly useful for fMRI as they are very rapid
and relatively robust against motion artifacts. EPI is a fast imaging technique in which multiple
echoes of different phase steps are acquired using rephasing gradients (Figure 2.4, left). To
fill k-space, conventional EPI uses an atypical pattern in which alternating lines are scanned
in opposite directions (Figure 2.4, right). Gradient-echo EPI (GE-EPI) is especially suitable
for fMRI studies due to its intrinsic T ∗2 -weighting. The reason is that an activated brain area
exhibits a temporary increase in signal on T ∗2 -weighted images as a result of a decrease in the
relative concentration of deoxyhemoglobin (see section below for further details). For fMRI, a
2D multi-slice GE-EPI acquisition scheme covering the brain area of interest is repeated over
time, resulting in an fMRI time series of hundreds of 3D brain images (volumes).
Figure 2.4: A standard 2D GE-EPI pulse sequence (left) and its k-space trajectory (right). The initial
negative gradients Gx and Gy bring the trajectory to the lower left corner of k-space, as indicated by the
black arrow. Afterward, strong switched frequency-encoding gradients are applied simultaneously with
intermittently ”blipped“ low-magnitude phase-encoding gradients, resulting in a "zig-zag" traversal of k-
space. Positive frequency-encoding gradients (yellow) swept k-space from left-to-right, while negative
gradients (orange) from right-to-left. The blipped low-magnitude phase-encoding gradients (blue) are
responsible for the step-wise increase along the ky-axis. Gradient echoes are collected with each oscillation
of the frequency-encoding gradient Gx. Gradients are shown in different colors for easy comparison
between the pulse sequence and its k-space representation.
2.2 The BOLD signal
One type of fMRI signal that has become a valuable tool to examine neural activity is the
so-called BOLD contrast [184, 185]. Although there are other techniques for assessing regional
brain function non-invasively, such as arterial spin labeling for cerebral blood flow and MR
spectroscopy for metabolite analysis, BOLD fMRI has emerged as the most popular technique
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due to its ease of use, comparatively low cost, and wide availability [4]. The BOLD contrast
is considered to be an indirect measure of neural activity and results from a complex interplay
of multiple physiological factors, including cerebral blood flow (CBF), cerebral blood volume
(CBV), and cerebral metabolic rate of oxygen consumption (CMRO2) [39, 48]. The biophysical
basis of the BOLD effect is that increased neural activity causes local dynamic changes in
the relative concentrations of oxyhemoglobin (HbO2) and deoxyhemoglobin (dHb) in cerebral
vessels [184]. In contrast to its oxygenated counterpart, dHb is paramagnetic due to its four
unpaired electrons and alters the susceptibility of the blood. In the presence of a magnetic
field, dHb creates local magnetic field gradients, which shorten the transverse relaxation time
of protons within the extra- and intra-vascular tissue locally (see Figure 2.5A). MR imaging
takes advantage of this effect by acquiring T2- or T ∗2 -weighted images, where increases in the
concentration of dHb will result in loss of signal intensity [185].
Figure 2.5: The BOLD fMRI mechanism. A) When neural activation takes place, the blood flow of
the surrounding vasculature increases. This alters the ratio of non-paramagnetic oxyhemoglobin to
paramagnetic deoxyhemoglobin leading to changes in the magnetization of water protons in and around
small vessels (Figure adapted from Raichle et al. [201]). B) Illustration of the BOLD fMRI signal response
during neural activity.
Moreover, neurons rely exclusively on the glucose and oxygen available in the bloodstream
for their proper functioning. Both molecules are efficiently delivered by the vascular system.
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When neural activation occurs in a certain brain region, local blood flow increases to meet
demand thanks to a mechanism called neurovascular coupling. This increase in blood flow is
delayed by about 2 s, which is the time required for oxygenated blood to travel from arteries
to capillaries and draining veins [142]. During the first 2 s before measurable hemodynamic
changes occur in response to neural activation, neurons make use of the local reservoir of oxygen.
This process is observed as a “dip” in the BOLD response or a decrease in the BOLD fMRI
signal intensity due to the transient increase of dHB (see Figure 2.5B) [79, 166]. Following, an
increase in the local cerebral blood flow and volume occurs due to vasodilation of arterioles,
capillaries, and venules close to the activated neurons. Importantly, the delivery of oxygen
by the vascular system by far exceeds the amount of oxygen extracted from the tissue, thus
reducing the concentration of dHb in the blood, which translates to an increased BOLD signal.
The hemodynamic response reaches a peak at around 5-6 s and then progressively returns to
baseline, although a prolonged post-stimulus undershoot is frequently observed, possibly due to a
sustained increase in CMRO2 [248] or uncoupling between CBF and CBV [161, 49]. The release
of glucose and oxygen to active neurons is faster than that to inactive neurons. This peculiarity
constitutes the basis of the BOLD signal, that is, the surplus of HbO2 in the active area and the
dynamic changes in oxy- and deoxyhemoglobin concentrations results in a measurable MRI
signal. The signal change of the BOLD response to neural activity increases with higher MR
field strengths since the value of the transverse relaxation rate (R∗2) and its change (∆R
∗
2) also
increases with field strength.
2.3 fMRI methods to measure neural activity
Task-based and resting-state are two popular fMRI methods that use the BOLD contrast for
measuring and mapping brain activity. Task-based fMRI measures brain hemodynamic changes
to explore regions that are functionally involved in a specific task [11, 142, 186]. For this purpose,
two comparative measurements are performed - the target and the control condition. Analyzing
the BOLD signal differences between the target task (e.g. performing a naming task) and the
control condition allows identification of brain regions responding to the given task.
Resting-state fMRI (rs-fMRI) measures spontaneous brain activity that occurs when no
explicit task is performed [32]. Contrary to task-based fMRI, rs-fMRI does not rely on a
comparison of experimental task and baseline conditions; instead, it detects regions whose
BOLD signal fluctuations show a high degree of temporal correlation and presumably belong to a
tightly coupled neural network [105]. Another difference between rs-fMRI and task-based fMRI
is the processing strategies. For example, unlike task-based fMRI, resting-state measurements
cannot be averaged over block intervals to reduce random noise.
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Rs-fMRI focuses on spontaneous low-frequency fluctuations in the BOLD signal occurring
below 0.1 Hz. Although recent studies have demonstrated the presence of resting-state BOLD
signals at frequencies above 0.15 Hz [60, 152], the vast majority of rs-fMRI studies still focus
on the <0.1 Hz range. As the underlying neural activity in resting-state is poorly understood, it is
difficult to determine to what extent the >0.1 Hz signals are either generated by neuronal activity
or reflect other hemodynamic and physiological processes [149]. Another argument against the
use of the >0.1 Hz range is that physiological noise contributions to functional connectivity (FC)
are more prominent than at <0.1 Hz [59].
The resting-state BOLD signal can be used to examine the FC between specific brain
regions [89]. FC refers to the statistical dependence between the activities of two brain regions
without any assumption of the mechanism by which these relationships are mediated [85, 88].
FC is the most used method in resting-state studies due to its simplicity, as it does not require
any paradigm. Techniques used to assess FC include independent component analysis (a method
that blindly separates mixtures of independent source signals; [19, 126]), coherence [231], or the
widely used seed correlation analysis [10].
2.3.1 Processing of fMRI data
Once the fMRI data have been acquired, the first stage of the analysis involves data preprocessing.
Task-fMRI and rs-fMRI share many preprocessing steps, but rs-fMRI requires additional ones,
as it is particularly sensitive to noise given the nature of the resting-state signal. In rs-fMRI, the
main aim of preprocessing is to prepare data for FC analysis by reducing the influence of artifacts.
A summary of the most frequently preprocessing steps for fMRI is given below [196, 123].
Motion correction
Motion correction, also known as realignment of fMRI time series, is generally the first prepro-
cessing step applied to all fMRI data. The goal of motion correction is to reduce the influence
of head motion in the fMRI signal. It is always necessary because small head movements
are inevitable. Motion correction works by aligning each scan (image) separately to a chosen
reference scan with the least amount of motion artifact [66]. This correction usually considers
head movements as a rigid body process, where an affine transformation is sufficient to capture
them.
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Slice timing correction
Slice timing correction is an optional step in the preprocessing of rs-fMRI, which can be omitted
for data with high temporal resolution TR < 2 s [120]. This step aims to correct for the slight
difference in the time at which each image slice was acquired. Slice timing correction uses
interpolation in time to shift the fMRI time series so that all slices appear as if they had been
acquired at the same point in time. In practice, one could consider performing slice-timing
correction before realignment if one uses either a complex slice order sequence or expects
moderate head movements [224].
Spatial smoothing
A further step commonly applied to fMRI data in the preprocessing pipeline is to apply some
amount of spatial smoothing to the image to increase the signal-to-noise ratio. Spatial smoothing
relies on the assumption that most of the spatial noise is Gaussian, independent from voxel to
voxel, and roughly centered around zero. Spatial smoothing is achieved by convolving the image
with a 3D Gaussian function of the form:














where σx, σy and σz are the standard deviations of the Gaussian kernel in each direction. The
amount of spatial smoothing that is applied is usually defined by the full-half-width-maximum
(FHWM) of the Gaussian kernel, where FWHM≈2.35σx|y|z. An FWHM of twice the voxel
dimensions is found acceptable for fMRI data [196].
Temporal filtering
Temporal filtering is the next conventional preprocessing step applied to fMRI data. Temporal
filtering is applied to remove unwanted signal components from the fMRI time series. FMRI data
is high-pass filtered to remove very low frequencies (<0.01 Hz), such as slow scanner drifts and
physiological fluctuations due to changes in basal metabolism, and low-pass filtered to remove
cyclic respiratory and cardiac artifacts (>0.1 Hz).
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Registration/Normalization
Registration is a preprocessing step necessary to perform group-level analyses. Here, fMRI
data are aligned and warped into a common standard space, e.g. Talairach [234] or Montreal
Neurologic Institute (MNI) [80], in order to match up their spatial structures.
Nuisance regression
Nuisance regression is a commonly adopted step in the preprocessing of fMRI data. The term
nuisance is used to describe regressors that model BOLD signal fluctuations of no interest.
Regressors may include head-motion parameters time series, physiological signals, and signals
from non-gray matter tissues, such as white matter and cerebrospinal fluid (CSF). All these
regressors are removed from the fMRI time series of each voxel using multiple regresion [157].
Sources of physiological noise and their removal will be discussed in more detail in the following
sections.
2.4 Impact of physiological noise on the BOLD signal
Physiological noise refers to the fMRI signal changes induced by physiological processes not
directly associated with neural activity [57]. Sources of physiological noise include cardiac and
respiratory pulsations, respiratory-related susceptibility changes, low-frequency variations in
HR and respiration depth/rate, as well as spontaneous fluctuations in blood pressure, vascular
tone, oxygen consumption, and arterial CO2 concentration [173]. This thesis focuses on car-
diorespiratory processes, in particular on HR variations, since they are the primary sources of
physiological noise [23]. Figure 2.6 summarizes the main sources of noise affecting the BOLD
signal, including those of non-physiological origin, which are out of the scope of this study.
Physiological noise due to cardiorespiratory processes can be characterized in two cate-
gories [256, 57]. The first type is quasi-periodic, time-locked to the cardiac or respiratory
cycles, and therefore referred to as cyclic physiological noise. The second type involves non-
periodic low-frequency fluctuations that lie in the same frequency range as spontaneous neural
activity (<0.1 Hz) [221, 135, 53, 26]. Importantly, this type of noise results from changes in
CBF and CBV, which are also responsible for the BOLD contrast. Hence, it is usually called
BOLD-like physiological noise [57]. Sources of BOLD-like noise are variations in HR and
respiration depth/rate, which alter CBF and CBV through modulation of arterial CO2 and blood
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pressure [57, 26]. Sources of cyclic physiological noise, as well as HR and respiratory variations,
are described in more detail in the following subsections.
The percentage of variance explained by all physiological noise sources is often comparable
to that of spontaneous neural fluctuations at rest and the evoked BOLD response in task-based
experiments [50]. In brain regions containing large arteries and draining veins or in regions
close to the CSF, the physiological contribution to the BOLD signal is several times higher than
its neural counterpart [22, 68]. Likewise, the extent of brain areas affected by physiological
fluctuations is widely distributed across the brain [53, 221]. Physiological noise has a substantial
impact on FC. Although there is an ongoing debate on how much of the physiological signal can
be truly considered as “noise” [127, 171, 257], successful measurement of FC requires that all
sources of physiological fluctuations are correctly addressed.
Figure 2.6: Main sources of noise affecting the BOLD signal. Sources of physiological origin are
highlighted in red, while those of non-physiological origin are highlighted in blue.
2.4.1 Sources of cyclic respiratory noise
Respiration is the process of moving air into and out of the lungs to bring oxygen to the cells
and flushing out carbon dioxide. The respiratory cycle may lead to involuntary head movements
and magnetic field changes that distort the MR image of the brain [46, 121, 203]. The noise in
the fMRI signal resulting from respiration is primarily observed in the phase of the acquired
signal [255]. It has been hypothesized that the presence of noise in the signal phase results
from variations in B0 caused by movements of the chest wall and internal organs. These
movements lead to susceptibility variations, which turn into different local Larmor frequencies
in the brain [181]. For example, signal phase variations in the human brain at 3 T are caused
by a respiration-induced B0 modulation of about 0.01 parts-per-million (i.e. 1.25 Hz) produced
by the movement of organs in the chest [119, 255]. Also, the signal magnitude is affected
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during respiration. The seminal study by Bates et al. [15] showed that the signal intensity might
change up to 60% of the baseline level when subjects are administered pure oxygen. Due to its
paramagnetic properties, oxygen distorts the local magnetic field, causing changes in the fMRI
signal.
Another major contribution of respiration to signal fluctuations is due to head movements [121].
Small movements of the head due to breathing are responsible for introducing “spin history”
artifacts [91], a complex phenomenon that arises due to accumulated spin excitations between
successive MRI scans. For example, if the head suddenly moves during the scan, the current slice
being acquired might correspond to a different part of the brain than it did the scan before. This
means that the slice will be in a different state of excitation, and therefore the signal intensity
will also be different. Also, head movements affect the image phase information [112, 111, 121].
Cyclic respiratory-related head movements lead to scan-to-scan variations in local and global
tissue susceptibility, which can be especially pronounced close to air cavities. Overall, the effects
of the respiratory cycle on the BOLD signal are mainly observed near CSF areas [252], large
veins [43], and boundaries between different brain tissues [30], as shown in Figure 2.7A.
Figure 2.7: Brain areas affected by cyclic respiratory and cardiac noise as modeled by the RETROICOR
regressors (2.5.1; adapted from Kasper et al. [134]). A) The brain areas affected by cyclic respiratory noise
include primarily peripheral CSF areas and boundaries between brain tissues, while those affected by
cyclic cardiac noise (B) are mainly localized in large draining vessels and within neighboring regions of
CSF-filled areas. The colorbar indicates the percentage of the signal variance explained by the regressors.
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2.4.2 Sources of cyclic cardiac noise
The cardiac cycle is another important source of physiological noise. To understand how it
affects the BOLD signal, it is necessary to describe the sequence of events that occur when
the heart beats. The cardiac cycle is initiated by the cardiac pacemaker, the sinoatrial node,
and consists of two periods, the ventricular contraction (systole) and the ventricular relaxation
(diastole). Diastole begins with the closing of the aortic valve and ends with the closing of the
mitral valve. During diastole, heart ventricles relax, and the heart fills with blood. Subsequently,
systole begins when the mitral valve closes and ends with the closure of the aortic valve. This
stage is characterized by ventricular contraction, forcing blood into the arteries. During systole,
blood pressure reaches a peak due to the ejected blood caused by the contraction of the left
ventricle [260]. Vessel pulsation, CSF movement, and tissue deformation are all associated with
the cardiac cycle, which can produce fMRI signal variance [68].
The regular blood-pumping into the vascular system by the heart has a strong impact on the
BOLD signal. For example, pulsatile effects of large vessels induce signal fluctuations in areas
adjacent to the vessels (see Figure 2.7B), both by causing tissue movement and by producing
an influx of unsaturated blood into the slice of interest, which causes spin-history effects [91].
The cardiac cycle leads to uniform bulk motion of large brain regions during systole, such as
the diencephalon or the brainstem, which slowly return to their initial configuration during
diastole [45, 83, 116]. The fact that the skull constrains the brain volume implies that during
each heartbeat, the influx of blood results in a dynamic interaction between the competing space
requirements of three main components: brain tissue, blood volume, and CSF [106]. More
specifically, the brain vasculature experiences an intense pressure during the systolic phase, which
translates into an intracranial pressure wave that moves quickly along the cerebral arterial tree,
causing a re-ordering of the cerebral tissue [83, 106]. Arterial expansions are first observed in the
frontal lobe and subsequently in the more posterior parts of the brain and exert pressure on the
cerebral tissue leading to an inward expansion of the brain during the systolic phase [68]. Such
brain motions are responsible for venting CSF into the spinal canal to make room in the cranial
cavity for the influx of new blood. Brain tissue movements occur at relatively high velocities
during systole, ranging between 0-2 mm/s. The highest velocities are found in the basal ganglia
(1.0 mm/s) and brainstem (1.5 mm/s) [83, 106], with peak displacements of about 0.15 mm
and 0.2 mm, respectively [78]. Tissue motion related to the cardiac cycle causes BOLD signal
variation that undermines the ability to detect hemodynamic changes related to neural activity
using fMRI, in particular, for experiments conducted at sub-millimeter resolution [136, 198].
The cardiac cycle also affects the BOLD signal through aliasing (see section 2.6). For
example, in standard fMRI studies with low temporal resolution (2 s < TR < 3 s), the fundamental
respiratory and cardiac frequencies alias back into the lower resting-state frequency range (0.01-
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0.1 Hz) [31]. As a result, the BOLD time-series of anatomically separated brain regions may
have a similar shape leading to spurious correlations between these regions [22, 31, 64].
2.4.3 Respiratory variations
Respiratory variations are also known to cause widespread BOLD signal fluctuations. Subtle
variations in breathing depth and rate induce signal changes through direct modulation of CBF
and CBV, which is believed to occur due to alterations in arterial CO2 levels [26, 253]. Since
CO2 is a potent vasodilator, variations in arterial CO2 cause blood flow changes that result in
signal fluctuations [26, 253]. The interaction between CO2 variations caused by respiratory
processes and BOLD signal fluctuations is part of a complex feedback circuit via chemoreflexes
that seeks to maintain optimal blood gas parameters during respiration [1, 114]. Changes in the
concentration of arterial CO2 trigger the activation of central and peripheral chemoreceptors,
altering the breathing depth and rate [246]. For instance, an increase in arterial CO2 activates
chemoreceptors that result in increased CO2 exhalation and, therefore, a reduction of arterial
CO2.
At rest, changes in arterial CO2 tension can be represented by changes in the end-tidal partial
pressure of carbon dioxide (PETCO2) [98, 206, 253], assuming that arterial blood gases and
lung gases are equilibrated [192]. Even without external modifications, PETCO2 fluctuates over
the natural breathing and cardiac cycle through the respiratory sinus arrhythmia mechanism
(RSA) [223]. RSA is a naturally occurring variation in HR during a breathing cycle driven by
the parasympathetic (vagal) nervous system, in which HR increases during inspiration due to
vagal withdrawal, while upon expiration, the vagal tone increases, causing a decrease in HR [95].
PETCO2 signal, in contrast to arterial CO2, can be easily derived from external recording devices.
In humans, arterial CO2 fluctuations at rest, as measured by PETCO2, have been observed mainly
in the 0-0.05 Hz range and constitute an important source of low-frequency fluctuations in the
BOLD signal [253].
2.4.4 Heart rate variations
Similar to respiratory variations, non-periodic low-frequency HR fluctuations are another signifi-
cant source of BOLD-like signal changes [53, 68, 221]. Nonetheless, the mechanisms by which
HR fluctuations translate into BOLD signal fluctuations are less understood than those related to
respiratory processes [57]. Variations in HR are a product of different interacting physiological
processes, including respiration and respiration-related arterial pressure changes, vigilance and
arousal states, sympathetic and parasympathetic nervous activity, and hormones [71, 3, 62, 187].
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Thus, it is challenging to separate HR-induced fluctuations from other contributions to the BOLD
signal.
Despite this complexity, multiple lines of evidence suggest that HR variations are mainly
mapped into the BOLD signal through modulation of the blood pressure [135, 3]. As mentioned
earlier, blood pressure changes cause deviations in CBF and CBV, thereby inducing BOLD-
like signal fluctuations. Blood pressure changes occurring at 0.1 Hz, also known as Mayer
waves [165], are closely related to HR variations [133]. The link between HR and blood pressure
is reinforced by the fact that most of the variance in the mean arterial pressure time series can
be explained through low-frequency HR fluctuations. Physiologically, this close relationship is
attributed to the baroreflex-mediated autonomic regulation of the sinoatrial node that modulates
HR in response to changing pressure [139, 214]. Mayer waves can also be independent of
HR and cause BOLD signal fluctuations. While the nature of these waves remains unclear,
earlier studies suggest that they have a neural origin, as shown by their close relationship to
states of sympathetic activation [165, 94, 174]. Also, blood pressure changes can occur at other
frequencies than Mayer waves due to spontaneous fluctuations in vascular caliber [93] and
circadian rhythm [167].
Variations in HR are a major concern for fMRI studies, particularly for those conducted at rest
since HR changes occur at the same frequencies as slow spontaneous neural fluctuations [135].
In the resting-state, HR variations correlate with the BOLD signal throughout the gray matter [53,
221]. This global correlation is thought to be mediated by changes in vigilance and arousal
state, which trigger changes in HR and global neural activity simultaneously [57]. Task-based
fMRI can also be affected by HR variations, as may happen in response to emotional stimuli
or tasks modulating levels of arousal. In those cases, the HR-induced signal changes may be
misinterpreted as reflecting task-related neural activation [28].
It is noteworthy to mention that while the respiratory-induced BOLD signal fluctuations
are widely accepted as noise, the HR-induced changes are still a matter of debate [127, 171,
257]. Since the autonomic nervous system constantly regulates HR, by removing the signal
variance explained by HR, one may also remove meaningful physiological information [237, 238].
Besides, as the brain also receives input from the internal body, ascending HR signals may play
an essential role in shaping resting-state brain dynamics as well as influencing behavioral and
emotional responses [7].
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2.5 Physiological noise correction methods
Physiological noise can significantly confound estimates of functional connectivity or task
activation in BOLD fMRI data. A good starting point for separating sources of noise is to
identify spatiotemporal characteristics of the noise in the scanned data. For example, functions
describing instrumental drifts are often polynomial functions, whereas functions describing
physiological contributions tend to be periodic. Thus, a small order polynomial regression
model may be sufficient to remove drift artifacts, while Fourier series are generally employed
to remove cyclic physiological noise. Additionally, cardiac and respiratory fluctuations affect
different vessel systems [50]. BOLD signal fluctuations at the frequency of the cardiac cycle
occur primarily in the arterial vascular system and reflect the propagation of the arterial pressure
wave to the peripheral arteries [252]. In contrast, respiratory-related signal changes occur mainly
in the venous vascular system due to differences in cerebral venous blood oxygenation during in-
and expiration [252].
In the past, several techniques have been developed to filter out these unwanted physiologi-
cally induced fluctuations in the BOLD signal, including data-driven approaches and models
based on external physiological recordings. Data-driven approaches, such as independent com-
ponent analysis [19, 126], distinguish components related to the physiologic noise from those
related to the neural signal. A major disadvantage of these methods is that the distinction between
neural and noise components depends on user-defined algorithmic parameters, such as the num-
ber of components and data dimensionality. Denoising methods based on external physiological
recordings have recently become more popular as modern MR scanners are equipped with com-
patible physiological monitoring systems. Touch-free alternatives for physiological recordings
using magnetic detection with nuclear MR (NMR) field probes have started to gain attention,
particularly for 7 T scanners [73]. The NMR field probes measure small changes in the magnetic
field caused by respiratory and cardiac action to produce physiological regressors [108, 250].
However, as the MRI experiments described in this thesis were performed using touch devices
for physiological recordings, from now on, only noise correction methods for this technique will
be discussed.
One of the most straightforward correction techniques is to remove parts of the fluctuations
caused by breathing by regressing the respiration volume per time (RVT). The RVT signal can be
considered a good approximation of variations in arterial CO2, induced by changes in breathing
depth and rate [26]. Other popular model-based techniques allow retrospective correction of
cyclic artifacts in k-space (RETROKCOR) [122] or image domain (RETROICOR) [97], being
the latter the most used in practice [50]. Other correction approaches model the effect of
physiological processes on the BOLD signal by using the response function that mediates their
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coupling [26, 53, 64, 81, 98]. Response functions, contrary to retrospective models, provide
nuisance regressors that account for BOLD-like noise caused by HR or respiratory variations.
Figure 2.8 illustrates the most common physiological noise correction methods based on external
recordings.
Figure 2.8: Schematic illustration of popular physiological noise correction methods based on external
recordings. HR∗CRF refers to the regressor formed by convolving the HR signal with the cardiac response
function (CRF). Similarly, RVT/RV∗RRF represents the regressor formed by convolving the RVT or RV
signal with the respiratory response function (RRF; see text).
A description of these methods, as well as their advantages and disadvantages, is given in the
following subsections.
2.5.1 RETROspective Image CORrection (RETROICOR)
Assuming that cardiac and respiratory fluctuations can be modeled as quasi-periodic signals,
RETROICOR models them using a Fourier series defined by the relative phases of the cardiac



































































2.5 Physiological noise correction methods
NA, NB and Nm are the orders of the expansion, β ’s are unknown amplitude coefficients, and
ϕc(t) and ϕr(t) are the phases in the respective cardiac and respiratory cycles at time t. The
multiplicative Fourier terms Ψm account for interaction effects between cardiac and respiratory
cycles and can be chosen with a different order Nm ≤ NA or NB [116, 44]. The phases of the
cardiac and respiratory cycles, ϕc and ϕr, are estimated, respectively, using peak-detection and












where tn is the time of the cardiac peak preceding t, and tn+1 is the time for the subsequent cardiac
peak. R(t) is the current amplitude of the respiratory signal, Rmin and Rmax are, respectively,
the minimum and maximum amplitude values of the respiratory signal, and H is the histogram
capturing the frequency of each respiratory amplitude throughout the fMRI time series.
The Fourier expansion is generally performed using two harmonics of each physiological
factor, i.e. NA = 2, NB = 2 and Nm = 0 [97]. However, in brain areas highly contaminated
by physiological noise such as the brainstem, higher-order models that include multiplicative
Fourier terms are preferred over low-order models, e.g. NA = 3, NB = 4 and Nm = 1 [116].
Multiplicative Fourier terms are used to account for complex physiological processes like the
respiratory sinus arrhythmia effect. Nevertheless, increasing the number of regressors using
higher-order models and multiplicative Fourier terms may result in a loss of degrees of freedom
and leads to overfitting of the fMRI data, i.e. reducing statistical power and removing fluctuations
unrelated to physiologic noise [17].
RETROICOR, in contrast to retrospective correction in k-space (RETROKCOR), operates in
the image space and treats each voxel separately. By doing the correction in the image space,
it overcomes the drawbacks of fitting the Fourier terms to complex raw data and considerably
reduces the computational burden for data acquired with multichannel coils. Another major
advantage of RETROICOR is that it does not introduce artificial coupling of noise corrections
across spatial regions, a problem generally found during corrections in k-space [97].
Nevertheless, estimating the RETROICOR regressors requires certain mathematical assump-
tions, considered as deficiencies of the model. For example, the coefficients of the Fourier
terms are assumed to be constant in time, implying that the amplitude of the fluctuations is also
constant in time. This assumption is somewhat unrealistic because real signals show aperiodicity
due to small variations in amplitude and phase [211]. All these limitations can be overcome at
the expense of increasing the complexity of the RETROICOR model by representing the Fourier
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series in terms of differential equations (oscillators) with time-varying frequencies and adding a
white noise component to account for the small changes in the shape of the signal [211].
Another drawback of the RETROICOR technique is that the estimation of the cardiac phase
associated with the imaged slice is not calculated correctly. The RETROICOR algorithm assumes
that the cardiac cycle follows the same inherent pattern regardless of the inter-beat time interval,
i.e. equal contraction of all parts during the cardiac cycle. However, this assumption is not
entirely accurate as there are differences in the time interval between beats that are rather
associated with time variations in the diastolic portion than the systolic phase [68]. However, the
failure to remove the naturally occurring slower signal changes due to breath-to-breath variations
in depth/rate is the most important limitation of RETROICOR [26]. As mentioned earlier, these
subtle changes in respiration cause fluctuations in arterial CO2 that overlap with resting-state
neural activity, representing a significant source of BOLD-like physiological noise [26].
2.5.2 Respiration Volume per Time (RVT)
Low-frequency BOLD fluctuations related to variations in respiratory rates can be reduced by
regression of time series generated from external respiratory recordings. One of these regressors
is called respiration volume per time (RVT), and contrary to RETROICOR, it attempts to
capture the changes in respiration depth and rate that cause periodic fluctuations in arterial CO2
concentration [26].
RVT is calculated from the envelopes generated by the maxima and minima of the respiratory
belt positions at the peaks of inspiration and expiration, respectively [26]. Specifically, the
difference between successive maxima and minima envelopes is divided by the duration of
the respiration, i.e. the time between peaks of inspiration and expiration (Figure 2.9). It has
been shown that for optimal removal of respiratory-related BOLD fluctuations, the RVT plus
copies of the RVT signal delayed in time are better for physiological noise correction than
the RVT alone [29, 131]. Additionally, RVT can be convolved with the respiration response
function (RRF, see 2.5.3), resulting in improved physiological noise correction [29]. Another
regressor that models low-frequency respiratory-related fluctuations is the so-called respiratory
volume (RV) [53]. RV is computed as the standard deviation of the respiratory waveform on a
sliding window, of usually 6 s, centered at each TR sampling point (Figure 2.9). RV offers some
advantages in comparison to RVT. For example, it does not rely on the accuracy of detecting
respiration peaks and minima as required by RVT. RV is a simple sliding-window measure
related to the inspired volume over time, whereas RVT accounts more explicitly for variations in
breathing rate by normalizing the depth by the duration of the respiration.
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Figure 2.9: Illustration of the definition of respiration volume per time (RVT) and respiratory volume
(RV). The symbol σ denotes the standard deviation of the given window.
The RVT method has limitations that need to be considered. For instance, to account for the
complex interplay between respiratory fluctuations and the BOLD signal, several time-shifted
copies of the RVT time series are regressed out from the fMRI data. The number of RVT
copies depends on the number of maxima and minima in the cross-correlation function between
RVT and fMRI time series [26]. If the cross-correlation function exhibits multiple maxima and
minima, then various shifted RVT waveforms need to be incorporated into the regression model,
which may lead to overfitting of the fMRI data.
One way to simultaneously overcome the aforementioned problems associated with the RVT
and RETROICOR methods is to convolve the RVT/RV and HR regressors with a respiratory
response function (RRF) [29] and a cardiac response function (CRF) [53], respectively. Overall,
these response functions help to capture the complex dynamic interaction occurring at low-
frequencies between the physiological processes and the BOLD signal while reducing the risk of
overfitting.
2.5.3 Response functions
The estimation of the response function that mediates the coupling between physiological
factors and the resulting BOLD signal is another alternative for noise correction [29, 53].
Physiological response functions aim to account for BOLD-like noise contributions. As shown
previously, the regressor formed by the convolution of the physiological signal (HR, RVT, or RV)
with the corresponding response function reduces more variance than the physiological signal
alone [29, 53]. A linear model relating physiological and BOLD signals is generally assumed to
derive physiological response functions. This approach is similar to that used for modeling the
hemodynamic response function (HRF) to task activation, which gives accurate estimates of the
HRF [102, 90, 51].
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The RVHR model introduced by Chang et al. [53] is the most widely used in the analysis of
BOLD data. In this model, the time series of a voxel (y) is modeled as the sum of RV convolved
with an unknown RV filter (hr), i.e. the respiratory response function, and HR convolved with an
unknown HR filter (hh), i.e. the cardiac response function, plus a noise term (ε). Golestani et
al. [98] extended the RVHR model in order to derive the PETCO2 response function and enable
modeling of PETCO2-related signal fluctuations. The following expression 2.12 corresponds to
the original RVHR model of Chang et al. [53] but can be easily extended to more physiological
factors.
y = Xh+ ε,
with: X = [Xr, Xh] and h = [hr, hh]T
(2.12)
Xr and Xh are the convolution matrices of RV and HR, respectively, which have a Toeplitz
structure, i.e. its entries are constant along all descending diagonals from left to right [104],
and ε represents random noise with variance σ2ε assumed to be equal to the variance of y.
In Equation 2.12, the number of parameters describing the shape of the response func-
tions depends on the duration of the filters and the temporal resolution, i.e. TR. For example,
for TR = 2.5 s and filter duration = 30 s, Equation 2.12 turns into a problem with 24 parameters
(12 per filter). As the number of parameters increases, the model will be more prone to overfitting
or parameters become ill-determined, which can lead to no physiologically plausible response
functions [102]. One way to address these issues is to place a prior on the filter parameters to
”regularize“ the solutions [193, 102, 254]. This approach was pioneered by Goutte et al. [102],
who placed a Gaussian prior on the HRF parameters, forcing the HRF to be smooth. In that work,
the authors also tested several priors, including Gamma, Poisson, and Gaussian, and showed that
the latter captured the features of the HRF more accurately, e.g. the post-stimulus undershoot.
In the RVHR model, a Gaussian prior (h∼N(0, K)) is also placed on h, where K is a






Kr and Kh are covariance matrices describing the degree of correlation between points in hr
and hh as a function of their distance and are defined as: [Kr]i j = [Kh]i j = σ2f exp(−(i− j)2/2l2)
where the length scale l governs the degree of smoothness imposed on the filters and the kernel
variance σ2f regulates the distance from which filter values depart from its mean. The quantities
σ2ε , σ
2
f , and l, known as hyperparameters, are usually set beforehand, and their choice has a
significant impact on the shape of the filters.
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Similar to the HRF, filters are constrained to begin and end at 0, which guarantees that given
sudden fluctuations in either RV or HR, the response will have a finite rise time and posteriorly
decays to baseline. Estimation of h with its imposed constraints can be achieved using Bayesian
and optimization theory. The interested reader can find more detailed information in Goutte et
al. [102] and Nocedal et al. [180]. In Bayesian linear regression, Equation 2.12 is reformulated
using probability distributions: y∼N(Xh, σ2ε I) where I is the identity matrix. The goal here is to
find the optimal h, also known as maximum a posteriori estimate, that maximizes the posterior











is the conditional distribution or likelihood func-
tion and indicates how likely the data are to appear for each possible value h. The proportional
sign ∝ is used to omit unnecessary factors. The term p(h)∝exp(−12h
T K−1h) is the prior dis-
tribution (what is known about h before observing the data). The term in the numerator p(y)
is called the marginal likelihood or probability of y and is independent of h, and therefore not
necessary for estimating h. Thus, Equation 2.13 can be rewritten as: p(h|y)∝p(y|h)p(h). Since
maximizing p(h|y) is equivalent to minimizing −log(p(h|y)), the problem reduces to:
− log(p(h|y))∝ 1
σ2ε
(y−Xh)T (y−Xh)+hT K−1h (2.14)
Using now optimization theory to take into account the constraints imposed on h, Equation 2.14
transforms to a quadratic problem (QP) of the form:
minimize 12h
T Gh+hT c
subject to Sh = 0
(2.15)









S is a sparse matrix of dimension [4, (nr + nh)] used to specify that filters begin and end at
0. The quantities nr and nh denote the number of points (TRs) used to determine hr and hh,
respectively. S is completely filled with zeros except at the positions (1, 1), (2, nr), (3, nr +1)
and (4, nr +nh).
To solve Equation 2.15, we make use of the Karush-Kuhn-Tucker (KKT) conditions or
first-order necessary conditions (see Nocedal et al. [180] for more details). The KKT conditions
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are used to determine a local optimum point in a constrained nonlinear program and reformulate
a QP into a complementary system of linear equations. For example, the KKT conditions for
h∗ to be a solution of Equation 2.15 state that there is a vector λ ∗, also known as Lagrange













Based on this model, Chang and colleagues proposed an analytic function for hh (Figure 2.10),
commonly referred in the literature to as ”canonical CRF“, and parameterized as follow [53]:







Figure 2.10: Canonical cardiac response function (CRF) proposed by Chang et al. [53] to model low-
frequency heart rate fluctuations in the BOLD signal.
The canonical CRF has been used in several studies applying physiological noise correction
(see for example [42, 56, 140, 251]) and has become the default CRF in popular software for
fMRI processing, such as the PhysIO toolbox [134] and the PhLEM toolbox [251]. However, it
should be stated that this analytic CRF(t) was derived from a sample that included only three
subjects. Therefore, it is very likely that the CRF(t) does not properly model cardiac-related




In signal processing, the term aliasing refers to the signal distortion that occurs when high-
frequency components are mapped into low-frequency components. The unique criterion that
needs to be satisfied for aliasing to occur is that the sampled signal contains frequencies higher
than half the sampling rate, also known as the Nyquist frequency. Aliasing of physiological
signals is an issue commonly found in BOLD data. In particular, the cardiac signal is the
most problematic due to the frequency at which it occurs (0.8-1.5 Hz [227]). In BOLD data,
aliasing causes time series of distant regions to have a similar shape, thus introducing spurious
correlations [155]. Standard processing strategies like temporal filtering do not work when
aliasing occurs because aliased frequencies are likely to overlap with frequencies of the signals
of interest. Although state-of-the-art accelerated fMRI acquisitions allow high sampling rates
with a corresponding millisecond-level temporal resolution, they are still lower than the Nyquist
sampling rate required for the fundamental cardiac frequency [84, 143, 183]. For example, the
TR used at the Human Connectome Project is 720 ms [247], which means that only fundamental
cardiac frequencies below 0.7 Hz can be sampled without aliasing.
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3.1 Data acquisition and preprocessing
3.1.1 Subjects
Eighty-four healthy subjects (43 females, 41 males, average age: 31.58 ± 10.76 years, age
range: 20-61 years) were studied using rs-fMRI data and simultaneously acquired physiological
recordings. Subjects were selected from a large sample of 142 subjects, recruited from the
local university community. Selection criteria were: mean HR during the rs-fMRI scan, quality
of rs-fMRI and physiological data, gender, and age. Subjects were also asked to indicate
the frequency of physical activities per week, which was scaled from 0 to 4 for statistical
purposes, where 0 = no exercise, 1 = 1-2 times per week, 2 = 3-4 times per week, 3 = 5-6 times
per week and 4 = more than 6 times per week. The rs-fMRI quality was assessed by visual
inspection, looking for image artifacts such as geometric distortions and signal dropout, as well
as by statistical quality control for inter-subject homogeneity as implemented in the CAT12
toolbox (http://dbm.neuro.uni-jena.de/cat/).
None of the participants had any present or past history of psychiatric, neurological, or other
clinically significant disorders, as assessed by the short form of the structured diagnostic inter-
view for DSM-IV (Diagnostic and Statistical Manual) psychiatric disorders Mini-International
Neuropsychiatric Interview (MINI) [219] and by their stated medical history. According to the
modified version of the Annett’s handedness inventory [41], all participants were right-handed.
Informed written consent was obtained in accordance with the protocol approved by the local
Ethics Committee.
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Heart rate groups
Three groups were formed (each comprising 28 subjects) based on the mean HR during the
rs-fMRI scan and matched for age and gender. The first group was restricted to HR < 60 bpm
(54.84 ± 5.34 bpm) and referred hereto as “Slow HR” (SHR). The second group was defined by
the range 60 bpm < HR < 75 bpm (66.95 ± 3.52 bpm) and called “Medium HR” (MHR). Finally,
a third “Fast HR” (FHR) group was defined with HR > 75 bpm (81.27 ± 7.64 bpm). Table 3.1
summarizes the demographic data for each of the three groups.
Table 3.1: Main demographic and physiological characteristics of the heart rate groups. Values are
represented by mean ± standard deviation.
Parameter Slow HR Medium HR Fast HR p-value†
Number of participants (n) 28 28 28
Sex (m/f) 16/12 9/19 16/12 0.10‡
Age [years] 31.14 ± 10.43 32.11 ± 10.83 31.50 ± 11.00 0.95
Self-rated Frequency of Physical Exercise 3-4 times/week(11a) 1-2 times/week(27a) 1-2 times/week(27a) 0.85‡
Heart rate [beats/minute] 54.84 ± 5.34 66.95 ± 3.52 81.27 ± 7.64 4.43x10−33
† p-values from one-way ANOVA
‡ p-values from χ2 test
a number of participants providing information
These three groups were used in sections 3.2 and 3.3, while in sections 3.4 and 3.6, the whole
sample (84 subjects) was divided into two groups. In section 3.5, the whole sample was used
without forming groups. All this is succinctly summarized in Table 3.2.
3.1.2 Physiological recordings and analyses
Cardiac and respiratory activity and skin conductance were recorded (500 Hz) during rs-fMRI
data acquisition using an MR-compatible BIOPAC MP150 polygraph (BIOPAC Systems Inc.,
Goleta, CA, USA). Skin conductance (SC) was measured continuously (constant voltage tech-
nique) at the left hand’s palm with Ag/AgCl electrodes placed at the thenar and hypothenar
eminence. Respiratory activity was assessed by a strain gauge transducer incorporated in a
belt tied around the chest, approximately at the level of the processus xiphoideus. The cardiac
signal, photoplethysmograph (PPG) signal, was recorded using a pulse oximeter attached to the
proximal phalanx of the index finger of the subject’s left hand. The PPG, or pulse oximeter
waveform, measures blood volume change in the microvascular bed of tissue by measuring
the varying intensity of light traveling through the tissue [230]. The PPG can be used as a
surrogate technique for the electrocardiogram (ECG) and is usually preferred to ECG systems for
cardiac recordings since ECG-derived signals exhibit greater susceptibility to electromagnetic
and biologic interference [24].
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Table 3.2: Group arrangements in each section of this chapter.
# Groups Heart rate range
3.2 Analysis of heart rate and BOLD spectra
3 Slow, HR < 60 bpm
Medium, 60 bpm < HR < 75 bpm
Fast, HR > 75 bpm
3.3 Analysis of cardiac response functions
3 Slow, HR < 60 bpm
Medium, 60 bpm < HR < 75 bpm
Fast, HR > 75 bpm
3.4 Derivation of CRF from grey matter or cerebrospinal fluid
2 Slow, HR < 68 bpm (46)
Fast, HR > 68 bpm (38)
3.5 Noise correction on the default mode connectivity
1 All subjects (84)
3.6 Analysis of the influence of CRF on the CAN connectivity
2 Slow, HR < 68 bpm (46)
Fast, HR > 68 bpm (38)
Note: Values in parentheses are number of subjects. Details for estimating
the HR value of 68 bpm are provided in 3.3.2 and 4.3.2.
PPG, respiratory, and SC signals were digitally filtered at 0.05-3 Hz, 0-10 Hz, and 0-10 Hz,
respectively, to remove MRI-related or movement artifacts. The SC signal was also median
filtered (window of 150 samples) and smoothed (over 250 samples) to remove spikes. Subse-
quently, cardiac and respiratory peaks were automatically detected using an in-house program
written in Matlab (Mathworks, Natick, USA). An expert visually assessed the quality of detected
peaks and corrected them when necessary. On average, less than 2% of peaks required correction.
An interbeat-interval (IBI) time series was then defined as the peak-to-peak interval of the PPG
signal. Heart rate variability (HRV) indices were estimated from the IBI time series according
to established standard procedures [160, 109]. HRV indices included the root-mean-square of
successive IBI differences (RMSSD), the ratio of low- to high-frequency components (LF/HF),
and respiratory sinus arrhythmia (RSA). RMSSD and RSA are known to reflect parasympathetic
activity, while LF/HF is considered a marker of sympatho-parasympathetic balance. Finally, the
respiratory rate was calculated as the inverse of the interbreath interval of the respiratory signal
and expressed in breaths/minute.
Changes in arousal may modulate neural activity in several brain areas and should be espe-
cially considered during the passive resting-state investigation [75, 191, 232]. Skin conductance
changes are mainly dependent on the activity of sweat glands innervated by the sympathetic
system and can be used to index sympathetic arousal [9]. Indices of sympathetic arousal [8, 37],
mean SC level (SCL), and the number of spontaneous SC fluctuations (SCF), were computed
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from the SC signal. SCL was estimated by averaging the signal, whereas SCF was identified by
a pattern matching algorithm using the characteristic shape of an SCF described mathematically
in [150]. Figure 3.1 summarizes the processing of physiological signals and calculated indices.
Figure 3.1: Illustration of the processing of physiological signals and the corresponding indices used in
this study. The first step is the filtering of recorded signals to remove MRI-related or movement artifacts.
The second step is the extraction of interbeat (IBI) and interbreath (IBrI) intervals time series from PPG
(photoplethysmograph) and respiratory signals, respectively. Finally, the physiological indices from IBI,
IBrI, and skin conductance signals are calculated.
3.1.3 MRI acquisition
MRI data were collected on a 3 T whole-body system equipped with a 12-element head matrix
coil (MAGNETOM TIM Trio, Siemens). The measurement protocol consisted of a resting-
state scan followed by a high-resolution anatomical scan. Participants were instructed to keep
their eyes closed during the entire measurement and to move as little as possible. T∗2-weighted
images were obtained using a gradient-echo EPI sequence accelerated by parallel imaging using
GRAPPA [107] (TR = 2520 ms, TE = 30 ms, flip angle (FA) = 90°, inter-slice gap = 0.625 mm,
GRAPPA factor = 2) with 45 contiguous transverse slices of 2.5 mm thickness covering the
entire brain and including the lower brainstem. The matrix size was 88×84 with an in-plane
resolution of 2.5×2.5 mm2 corresponding to a field of view (FOV) of 220 mm×210 mm. A
series of 240 whole-brain volume sets was acquired in one session, lasting approximately 10
minutes.
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High-resolution anatomical T1-weighted volume scans (MP-RAGE) were obtained in sagit-
tal slice orientation (TR = 2300 ms, TE = 3.03 ms, inversion time = 900 ms, FA = 9°, FOV
= 256 mm×256 mm, matrix size = 256×256, number of sagittal slices = 192, GRAPPA factor
= 2) with an isotropic resolution of 1 mm3.
3.1.4 MRI preprocessing
Preprocessing of resting-state fMRI data was performed using AFNI (http://afni.nimh.nih.gov/)
and SPM12 (http://www.fil.ion.ucl.ac.uk/spm). The first five volumes were discarded, allowing
magnetization to reach a steady state. Physiological noise correction was carried out by remov-
ing all respiratory-related fluctuations. The model included four regressors generated by the
RETROICOR algorithm to reduce artifacts synchronized with the respiratory cycle [97] and
five respiration volumes per time (RVT) regressors that model slow blood oxygenation level
fluctuations [29]. The RVT regressors consisted of the RVT function and four delayed terms at
5, 10, 15, and 20 s. RETROICOR and RVT regressors were generated on a slice-wise basis by
AFNI’s RetroTS.m script [131], which takes the cardiac and respiratory time series synchronized
with the fMRI acquisition as input. The cardiac signal was not included in the RETROICOR
model to avoid altering the cardiac noise contribution in the fMRI signal.
Further preprocessing steps of fMRI data included slice-timing correction using Fourier
interpolation, rigid-body realignment to the mean of all images, and spatial smoothing using
a Gaussian kernel with full-width at half-maximum (FWHM) of 6 mm. Additional steps
were removal of linear and quadratic trends and the six regressors estimated from rigid-body
realignment. Due to the controversial interpretation of the functional connectivity results using
global signal regression, this step was not included as part of the preprocessing of functional
data [173]. Similarly, no passband-filtering was performed. Afterwards, a within-subject
registration was conducted between functional and anatomical images using SPM12. Co-
registered anatomical images are then used to generate a deformation field to warp any functional
image into Montreal Neurological Institute (MNI) space [6].
3.1.5 HR regressor
The construction of the HR regressor was performed following the approach proposed by
Chang et al. [53]. Briefly, the HR time series at kth TR was computed by averaging the time
intervals between adjacent peaks contained in a window of 3TR defined by the (k−1)th, kth,
and (k+1)th TRs interval, and converted to units of beats-per-minute. The HR regressor can
be convolved with a cardiac hemodynamic response function (CRF) to model low-frequency
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cardiac contributions in the BOLD signal. Figure 3.2 illustrates all steps for extracting the HR
regressor.
Figure 3.2: Illustration of the processing steps for the extraction of the HR regressor from the PPG signal
(see 3.1.2). Tn represents the time interval between adjacent peaks in the PPG signal. The formation of the
HR(k) is performed by averaging all time intervals between adjacent peaks contained in the TRk−1, TRk,
TRk+1 window.
3.2 Analysis of heart rate and BOLD spectra
To test the hypothesis of an association between frequency spectra of HR and BOLD signals,
power spectral densities (PSDs) were estimated from HRV and whole-brain global (GS) signals.
PSD is the frequency response of a random or periodic signal and informs about the distribution
of average power as a function of frequency. The PSD was derived using the multitaper
method [239], which is less sensitive to noise and non-stationarity than conventional Fourier
analysis [169]. The rationale for using HRV is that HR and HRV are inversely related to
each other [208, 170], i.e. higher HR corresponds to little HRV and vice versa. Besides, the
frequency range of interest for resting-state BOLD signals largely overlaps with that of HRV,
which facilitates the comparison of power spectra. The GS was calculated by averaging the time
series over all voxels in the brain.
The HRV spectrum was estimated from the IBI time series. Importantly, the IBI time series
is inherently unevenly sampled as the number of samples within each beat-to-beat interval
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is different. This implies the necessity for resampling since the signal should have uniform
sampling whenever the spectral analysis is applied using a transformed domain approach [118].
Hence, before PSD estimation, the IBI time series was resampled at 4 Hz [160] using cubic spline
interpolation. The HRV spectrum was calculated from 0-0.5 Hz according to the guidelines
in [160].
Each PSD was normalized by the total spectral power to allow meaningful comparisons
between subjects with different overall levels of signal power. Subsequently, HRV and BOLD
spectral powers were separately compared between groups using the Mann-Whitney U-test (see
Table 3.1 for group descriptions). All tests were two-tailed, and the level of statistical significance
was set at p < 0.05. Due to the multiple test situation in the between-group comparisons, a
Bonferroni correction was applied in these tests. The spectral power was calculated as the area
under the PSD curve in the frequency range of interest. HRV and BOLD spectral powers were
derived within 0-0.2 Hz and 0.01-0.2 Hz, respectively. Frequencies below 0.01 Hz in the BOLD
spectrum are primarily driven by scanner artifacts and ultra-slow metabolic oscillations [225]
and, therefore, not relevant for fMRI. Finally, a linear regression analysis was conducted to
examine the relationship between BOLD and HRV spectral powers in the <0.2 Hz frequency
range. Figure 3.3 illustrates the processing steps described above.
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Figure 3.3: Illustration of the processing steps for analyzing HR and BOLD spectral powers. The IBI
time series was resampled to 4 Hz before estimating the HRV power spectrum. HRV and BOLD spectral
powers (area of the grey colored regions) were compared separately between groups and to each other via
linear regression.
Abbreviations: IBI: interbeat-interval; HRV: heart rate variability; PSD: power spectral density; a.u.: arbitrary units.
3.3 Analysis of cardiac response functions
To address the inter-subject variability issue associated with the use of a canonical CRF, Falah-
pour et al. [81] suggested the deconvolution of individual respiratory and cardiac response
functions from average brain tissue signals. In that work, individual response functions were
deconvolved using the linear model in Equation 2.12 but with the GS as the reference BOLD
signal. Although GS may contain some contribution of neural activity, GS is generally assumed
to be dominated by physiological noise [58, 199], and therefore a good candidate for deriving
physiological response functions [81].
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Here, individual CRFs were also derived from the GS. Since CRF was the only response
function of interest, the respiratory term in the linear model 2.12 was removed. The rationale is
that most respiratory effects are minimized during physiological noise correction and potential
interaction effects between cardiac and respiratory components, if present, are limited to a few
voxels when fMRI data are acquired at 3T [17, 64]. Thus, the following model was used to
derive the CRF:
y = Xhh + ε (3.1)
where Xh is the convolution matrix of the HR regressor and hh the desired CRF. As it was
previously shown in section 2.5.3, Equation 3.1 leads to a quadratic problem of the form:
minimize 12h
T Gh+hT c
subject to Sh = 0
(3.2)









This quadratic problem was solved assuming a Gaussian process for hh, and a duration
of 30 s, i.e. 12 scans at TR = 2.52 s. The hyperparameters l and σ2f , representing the degree of
smoothness and amplitude of the Gaussian process, were set to 2 and 1, respectively [53]. The
hyperparameter σ2ε was defined equal to the variance of GS, as done by Falahpour et al. [81].
The deconvolution of hh was performed in Python using the CVXOPT package (cvxopt.org/).
The derived CRF were averaged within each group in order to estimate a group-specific CRF
(CRFg). Table 3.3 shows all CRFs that were generated or used through this study.
Table 3.3: Cardiac response functions generated or used through this study.
CRFc Canonical CRF was estimated in an early study by Chang et al. [53] on
physiological noise modeling using recordings from 3 subjects. The CRFc has
been widely applied as standard approach for noise correction.
CRFi Individual CRFs are estimated from individual data. Recent studies showed that
CRFi vary considerably from subject to subject [81, 64].
CRFg To assess the influence of different HRs on response functions, individual CRFs
were estimated and averaged over subjects within each HR group (slow, medium,
fast).
CRFHR To account for changes in individual CRFs depending on HR, HR-based CRFs are
introduced in this thesis using an specific HR threshold (68 bpm) to distinguish
between CRFs suitable for slow (<68 bpm) or fast HR (>68 bpm).
Note: Details for the HR cutoff at 68 bpm are provided in 3.3.2 and 4.3.2.
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The coefficient of determination (R2) was used to quantify the proportion of variance in
the BOLD signal explained by the HR regressor convolved with three different methods: 1)
the canonical CRF according to Chang et al. [53], 2) the individual CRF according to Falah-






where yi are the observed values, i.e. the BOLD signal, ŷi are the predicted values of y, and ȳ is
the mean. The R2 was calculated in each voxel in the subject’s original space and multiplied by
100 to give a percentage value. These maps were transformed into MNI space by applying the






where k is the number of independent variables (=1), n number of observations (=235). The F-
statistic has an exact F-distribution with (k, n− k−1) degrees of freedom.
3.3.1 Evaluation of group-specific CRF
The estimated group-specific CRFs were evaluated according to several criteria.
Group-specific CRF across brain regions
As the CRF depends on the presence of low-frequency cardiac noise in the BOLD signal, and
this type of noise varies throughout the brain [53, 221, 81], there is a possibility that between-
group CRFg differences disappear for certain brain areas. Therefore, the shape of the CRFg
was examined across different brain regions, namely the frontal cortex, the temporal cortex, the
occipital cortex, and the parietal cortex. Masks for cortical regions were created using the WFU
Pick Atlas tool for SPM [159, 158].
Different processing strategies
Different fMRI preprocessing strategies can also influence the shape of the CRFg. FMRI data
were initially corrected for respiratory noise by removing RVT and respiratory RETROICOR
regressors as surrogates for low- and high-frequency respiratory contributions. However, several
definitions of respiratory regressors exist. For instance, low-frequency respiratory variations can
be indexed either by RVT or RV, where each of them explains different variance in the BOLD
signal [29, 53].
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Similarly, high-frequency respiratory waveforms can be generated either by RETROICOR
or by resampling the raw respiratory signal at the corresponding TR, as defined by Cordes et
al. [64]. Besides, a common practice in fMRI data processing is to remove high-frequency
cardiac components using cardiac RETROICOR regressors. This analysis was not previously
performed to avoid altering the availability of cardiac noise in the BOLD signal. For the current
evaluation analysis, cardiac RETROICOR regressors were also included along with RV and
Cordes’ high-frequency respiratory signals.
Specificity of group-specific CRFs
Finally, a between-group analysis was conducted to evaluate the specificity of the CRFg. The
rationale for this analysis is that the CRFg is assumed to be the best function in its corresponding
group (in terms of explained variance) modeling HR-induced fluctuations. Thus, exchanging
any CRFg for another must decrease the explained variance as compared to the best CRFg (e.g.
convolving HR regressors from the fast HR group with the CRFg from the slow HR group). To
prove this assumption, each HR regressor from the slow HR group was convolved with the CRFg
modeling fast HRs. The same procedure was applied to those HR regressors belonging to the
fast HR group using the CRFg from the slow HR group.
3.3.2 Individual CRFs over different heart rates
The deviation of individual CRFs from a group average, i.e. CRFg, was also examined. This
analysis allows us to accurately find HR ranges in which individual CRFs have similar shapes,
and are, thus, useful for refining the formation of HR groups. By doing so, one can derive HR-
based CRFs that can be applied later by simply knowing the subject’s mean HR. The comparison
of an individual CRF with its corresponding group-specific CRF was performed using the root-
mean-square deviation (RMSD) index. For this analysis, only group-specific CRFs from slow


















where CRFgSHR and CRFgFHR refer to the group-specific CRF from the slow and fast HR groups,
respectively, and CRFi are individual CRFs.
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RMSD values were plotted as a function of HR to find one or more cross-over points. The
number of cross-over points will depend on the kind of function used to fit the data. For example,
a linear fit will produce one cross-over or zero in case that the fitted lines for RMSDSHRi and
RMSDFHRi do not cross. A cross-over point is a HR value at which the CRF changes its shape,
e.g. from a curve with one peak to a curve with two peaks. Heart rates on each side of the
cross-over point have similar CRF shapes, and groups are now based on this property.
If a CRF has not a well-defined form, the RMSD may be higher for the CRFg assumed
to correspond to that CRF. Therefore, K-means clustering was applied to quantify the number
of subjects that were misclassified by the RMSD approach. K-means is one of the popular
clustering algorithms, which identifies groupings of data objects based on the inter-object
similarities computed by a chosen distance metric. K-means clustering was performed for the
whole sample in an unsupervised manner with the squared Euclidean distance as the distance
metric and both CRFgSHR and CRFgFHR as cluster centers.
3.4 Derivation of CRF from grey matter or cerebrospinal fluid
HR-based CRFs were derived from grey matter (GM) and cerebrospinal fluid (CSF) to examine
the influence of neural-related fluctuations on the CRF shape. GM signal is influenced by both
neural and non-neural sources, while CSF only contains non-neural contributions. Masks for both
tissues were obtained by segmenting the co-registered anatomical images. Segmentation was
performed using the unified segmentation algorithm available in SPM12 [6]. The algorithm uses
a Gaussian mixture model for modeling tissue intensities, and so fits one (or several) Gaussians
to the intensity histogram of each tissue class. This procedure is guided by a spatial prior on the
probability of different tissues at a given position. The final step uses a simple Markov random
field model post-processing to clean up the segmented tissue maps. A Markov random field is a
method of describing the local structure of an image by defining a neighborhood system on the
voxels of the image and a probability density function over the labeling of the voxels [168]. In
this way, the Markov random field algorithm removes isolated voxels, which are unlikely to be a
member of a certain tissue class.
The segmented tissue maps were binarized and resliced to functional data resolution. Finally,
BOLD signals from GM and CSF were extracted by averaging all voxels within these masks. A
notable advantage of the SPM segmentation is that prior probability maps are based on a large
sample of healthy adults across the lifespan [100], which reduces bias when examining subjects
of different ages.
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3.5 Noise correction on the default mode connectivity
The effect of CRF as a potential physiological noise correction method was assessed on the
default mode network (DMN) connectivity. In agreement with previous studies investigating the
effect of physiological noise correction on the DMN [53, 99], a spherical ROI of 10 mm radius
was drawn in the PCC for seed correlation analyses (MNI coordinates x = -4, y = -56, z = 22;
Figure 3.4).
Figure 3.4: Location of the seed region in the posterior cingulate cortex.
To obtain resting-state functional connectivity (FC) maps, physiological noise correction was
performed on the preprocessed rs-fMRI data using the regressor formed by the convolution of
the HR regressor with its corresponding HR-based CRF (CRFHR, see Table 3.3). Residual data
were then pass-band filtered to retain frequencies between 0.01-0.1 Hz. Noise correction and
temporal filtering were conducted in one step using the AFNI program: 3dTproject. Filtered
data were subsequently normalized to MNI space using the deformation field and written to a
final voxel size of 2×2×2 mm3. The next step involved the correlation (Pearson) of the average
time series within the PCC mask with all brain voxels. The Pearson correlation coefficient
was converted into a more normally distributed variable via the Fisher Z transform [258]. The
resulting functional connectivity maps were thresholded at voxel-level p < 0.001 (uncorrected).
For comparison purposes, the same procedure was repeated convolving the HR regressor with
the canonical CRF during the physiological noise correction step.
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3.6 Analysis of the influence of CRF on the CAN connectivity
The impact of CRF on the central autonomic network (CAN) connectivity was also examined
in a physiological noise correction framework. This analysis aims to answer the question of
whether the noise modeled by CRF undermines the known associations between HR and FC in
the CAN in subjects with different HRs. The CAN connectivity was assessed using the right
amygdala as a seed region [56]. A mask for the right amygdala (Figure 3.5) was created using
the WFU Pick Atlas tool for SPM [159, 158].
Figure 3.5: Location of right amygdala seed region.
For this analysis, subjects were separated into slow and fast HRs according to the HR cross-
over point derived from the analysis described in 3.3.2. Processing of rs-fMRI data was conducted
similarly as in the previous section, i.e. physiological noise correction using the HR regressor
convolved with its corresponding HR-based CRF, time filtering (0.01-0.1 Hz), normalization
to MNI space, correlation between the right amygdala time series and all brain voxels and
Fisher’s Z transformation. Similarly, processing without physiological noise correction was
performed for comparison purposes. The effect of physiological noise regression on the amygdala
connectivity was assessed using a two-sample t-test comparing groups with slow and fast HRs.
The resulting statistical map was thresholded at voxel-level p < 0.005 and cluster corrected
at p < 0.05 using Monte Carlo simulations (ClustSim function implemented in the AFNI program
3dttest++). ClustSim computes the probability of a random field of noise producing a cluster of a
given size after the noise is thresholded at a given level [65].
Also, for comparison purposes, an independent sample consisting of 18 subjects was scanned
and processed in the same way as the large sample of 84 subjects. For this small sample, T ∗2 -
weighted images were obtained using a multiband multislice GE-EPI sequence (TR = 484 ms,
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TE = 30 ms, flip angle = 90°, multiband factor = 8) with 56 contiguous transverse slices
of 2.5 mm thickness covering the entire brain and including the lower brainstem. The ma-
trix size was 78×78 with an in-plane resolution of 2.5×2.5 mm2 corresponding to a FOV
of 195 mm×195 mm. A series of 1900 whole-brain volume sets was acquired in one session
lasting approximately 15 minutes. Due to the small size of this sample, the voxel-level statistical
threshold was set at p < 0.005 and not corrected for multiple comparisons.
Simulations of aliasing effects
The TR of 2.52 s used for the main sample did not resolve the fundamental cardiac frequencies.
Therefore, it is conceivable that cardiac aliasing effects may influence the association between
HR and FC in the CAN. To address this important issue, a simulation of aliasing effects on
functional connectivity was conducted using different TRs and HRs.
Time series of neural activity were generated using a vector autoregressive (VAR) model
simulating Local Field Potentials (LFPs). Accumulating evidence suggests that LFPs response
is a strong predictor of BOLD activity given the high correlation between LFPs and BOLD
response [154]. As a generator of LFPs, a slight variation of a simple VAR model defined by
Roebroeck et al. [207] was adopted. VAR modeling of fMRI time-series has been widely used
for the identification of effective connectivity of distinct brain regions [207, 218]. The VAR
model can be thought of as a linear prediction model that predicts the current value of the time






where Ai are the autoregression coefficients, υ represents white noise with covariance ma-
trix var(υn = Σ) and measures how well the VAR model can predict current values of y from
their past values.
In this study, two interacting neural populations were generated as a realization of a bi-











[207]. A timestep of 2 ms (matching the physiological
data recording frequency) was assumed and time series were generated with a length of 650 s,
from which the first 50 s were discarded to allow the system to enter a steady state [218], thus
simulating a standard rs-fMRI acquisition of 10 minutes. To generate BOLD signals, the VAR
model output was convolved with the canonical hemodynamic response function (hrf) expressed
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as the difference between two gamma functions [96] and a duration of 25 s:
hr f = c1tn1e−t/t1 −a2c2tn2e−t/t2, (3.7)
where n1 = 6.0, t1 = 0.9, n2 = 12.0, t2 = 0.9, a2 = 0.35 and ci are scale factors given by:
ci = max(tnie−t/ti), (3.8)
Cardiac noise was generated using sinusoidal waveforms with random phases at the fun-
damental frequency. Harmonics up to order two were subsequently added to the sinusoid to
account for an additional source of aliasing. Since the amplitude of harmonics tends to decrease
with the order of the harmonic [63], the first and second harmonic were a half and a quarter
of the amplitude of the fundamental frequency sine wave, respectively. The resulting sinusoid
was then converted into a non-stationary signal after adding a fifth-order polynomial trend [178]
with random coefficients. This trend explicitly accounts for the effect of ultra-slow non-periodic
variations in the PPG signal due to some physiological or emotional activity [179]. The presence
of non-stationarity was confirmed by the Augmented Dickey-Fuller test (p < 0.05) [76]. Since
the specific amount of physiological cardiac noise is not clear due to the variability reported in
previous studies [23, 68, 221], cardiac pulsations were defined as the dominant source of noise
(40%).
Cardiac-corrupted BOLD signals were sampled at three different TRs: TR = 2.52 s to
simulate fMRI signal acquisition in the present study, TR = 0.72 s to simulate data acquired in
the Human Connectome Project [247], and TR = 0.1 s to simulate the absence of aliasing. After
sampling, additional white Gaussian noise (20%) was added to mimic measurement error and
noise in the acquisition [207]. Finally, BOLD signals were pass-band filtered into the resting-
state band (0.01-0.1 Hz), and functional connectivity was estimated. The “true” connectivity,
i.e. the correlation between both BOLD signals without any source of noise, was 0.3 - a typical
value encountered in simulations [27, 220, 190] and real data [259, 87]. The whole procedure
was repeated by varying the frequency of the PPG signal over the range 40-120 bpm in steps
of 1 bpm. An illustration of a simulated cardiac signal and the processing pipeline is shown in




As described in section 3.1.1, the entire dataset (84 subjects) was initially divided into
three groups, slow HR (54.84 ± 5.34 bpm), medium HR (66.95 ± 3.52 bpm), and fast HR
(81.27 ± 7.64 bpm), as shown in Figure 4.1.
Figure 4.1: Boxplot showing the heart rate groups. The groups differ significantly from each other
(ANOVA, p < 10−32). The central line of the box represents the median, while the ends of the boxes
represent upper and lower quartiles (i.e. where the middle half of the data lie). The whiskers (dashed lines
extending from opposite edges of the box) show the minimum and maximum values.
Table 4.1 summarizes the demographic data and calculated physiological indices across HR
groups. Along with age and gender, there were no significant differences between groups in
reported frequency of physical exercise, respiratory rate, number of spontaneous skin conductance
fluctuations, and skin conductance level. All HRV indices, i.e. RMSSD, LF/HF, and RSA,
differed significantly between groups.
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Table 4.1: Demographic and physiological data. Values are represented by mean ± standard deviation.
Parameter Slow HR Medium HR Fast HR p-value†
Number of participants (n) 28 28 28
Sex (m/f) 16/12 9/19 16/12 0.10‡
Age [years] 31.14 ± 10.43 32.11 ± 10.83 31.50 ± 11.00 0.95
Self-rated frequency of physical exercise 3-4 times/week(11a) 1-2 times/week(27a) 1-2 times/week(27a) 0.85‡
Respiratory rate [breaths/minute] 15.71 ± 2.80 16.84 ± 2.97 15.75 ± 4.02 0.37
RMSSD [ms] 73.86 ± 29.06 47.36 ± 20.81 34.08 ± 16.14 3.02x10−8
LF/HF 1.09 ± 0.47 1.45 ± 1.13 2.61 ± 2.70 4.14x10−3
Respiratory sinus arrhythmia [ms] 112.01 ± 50.74 82.94 ± 42.53 71.16 ± 38.65 3.41x10−3
Spontaneous skin conductance fluctuations 15.64 ± 21.60 23.18 ± 24.17 25.93 ± 25.50 0.26
Skin conductance level [µs] 0.88 ± 0.76 0.62 ± 0.38 0.95 ± 0.95 0.24
† p-values from one-way ANOVA
‡ p-values from χ2 test
a number of participants providing information
RMSSD = root-mean-square of successive IBI differences; ms = miliseconds; µs = microseconds; LF/HR = ratio of low- to
high-frequency components of HRV
4.2 Relationship between heart rate and BOLD spectra
Power spectral densities (PSDs) were estimated from HR variability (HRV) and whole-brain
global signals to test the hypothesis of an association between HR and BOLD spectra. PSDs
were computed by using the multitaper method, which provides high spectral resolution and
reduces estimation bias in comparison to the traditional Fourier transform.
Figure 4.2A shows the average PSD of HRV. Both groups with slow and fast HR showed
similar PSD in the range below 0.05 Hz (Figure 4.2A, left). Interestingly, all HR groups
displayed a well-defined second maximum in the range 0.05-0.18 Hz peaking around 0.1 Hz,
whose amplitude was proportional to HR. This behavior changes above 0.18 Hz, where the
faster HR group exhibited smaller PSD values. Statistical comparisons of spectral power in
the 0-0.2 Hz frequency range (area under the curve) revealed a significant effect of group
(F(2, 81) = 4.73, p < 0.05), with the FHR group showing significantly higher power than the
SHR (p < 0.001) and MHR (p < 0.05) groups (Figure 4.2A, right).
Figure 4.2B (left) shows the average PSD of the whole-brain global signal. The spectra
display the characteristic frequency distribution commonly found in resting-state BOLD data for
frequencies above 0.01 Hz, i.e. the power spectrum is proportional to the inverse of the frequency
(grey dashed curve). The 1/f-like curve is particularly noticeable for SHR and MHR groups,
while the spectrum of the FHR group exhibits similarities with the HRV spectra. Specifically,
the FHR group also showed the second peak at around 0.1 Hz as its HRV counterpart. Moreover,
between-group comparisons of spectral power revealed that the FHR group had significantly
(p < 0.01) higher power in the 0.01-0.2 Hz frequency range than the SHR group (Figure 4.2B,
right).
52
4.2 Relationship between heart rate and BOLD spectra
To assess the relationship between HRV and BOLD spectral powers, individual HRV power
in the 0-0.2 Hz range was correlated with individual BOLD power in the 0.01-0.2 Hz range
for all 84 volunteers. This correlation analysis yielded a significant positive relationship
(r = 0.26, p < 0.05) between spectral powers (Figure 4.2C), suggesting that different HRs relate
to different profiles of BOLD signal.
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Figure 4.2: A) Group average PSDs of HRV (left). Between-group comparisons of HRV spectral power
in the 0-0.2 Hz range (grey colored area) revealed significantly higher power in the FHR than in the SHR
and MHR groups (right). B) Group average PSDs of the BOLD whole-brain global signal (left). BOLD
spectra follow approximately a 1/f curve (grey dashed). Between-group comparisons of BOLD spectral
power in the 0.01-0.2 Hz range (grey colored area) revealed significantly higher power in the FHR than in
the SHR group (right). C) Linear regression analysis between HRV and BOLD spectral powers.
Abbreviations: SHR, slow heart rate group; MHR, medium heart rate group; FHR, fast heart rate group; ∗p < 0.05,
∗∗p < 0.01, ∗∗∗p < 0.001, Bonferroni-corrected Mann-Whitney U-test.
4.3 Heart rate and cardiac response function
To test the hypothesis that HR is an essential factor influencing the shape of the CRF, individual
CRFs were averaged within each HR group, i.e. slow HR, medium HR, and fast HR groups.
Averaging allows us to amplify between-group differences that may arise as a result of varying
HR while minimizing the peaks that are due to noisy CRFs.
Figure 4.3 shows the average group-specific CRF (referred to herein as CRFg) extracted from
the whole-brain global signal. The CRFg of the SHR group (CRFgSHR; Figure 4.3A) displays a
similar shape to the canonical CRF. However, there are some marked differences in the peak and
dip between the two functions. The CRFgSHR shows a maximum at 3 s, which occurs slightly
earlier than the canonical CRF (4 s), as well as a minimum at 11 s in contrast to the 12 s of
the canonical CRF. The CRFg of the MHR group (CRFgMHR; Figure 4.3B) also displays a
similar shape as the canonical CRF and peaks approximately at 3 s (similar to CRFgSHR), but its
minimum occurs slightly earlier (∼10 s) than that of the CRFgSHR. Interestingly, the CRFgMHR
exhibits larger standard errors than the CRFgSHR and the CRFg of the FHR group (CRFgFHR), in
particular, for the time points of the “post-stimulus overshoot period” indicated by the magenta
rectangle in Figure 4.3B. This observation suggests that the shape of the CRFgMHR may be
considered a mixture of CRFgSHR and CRFgFHR. Conversely, the CRFgFHR (Figure 4.3C) shows
a more pronounced second maximum at 17 s as well as an earlier dip (∼10 s) than the CRFgSHR
and the canonical CRF.
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Figure 4.3: Group-specific averaged CRFs. (A) CRF of the slow heart rate group (CRFgSHR), (B) CRF
of the medium heart rate group (CRFgMHR), and (C) CRF of the fast heart rate group (CRFgFHR). The
error bars show the standard errors. (D) The canonical CRF (black line, Chang et al. [53]) is depicted
along with all CRFg after interpolation and normalization between -1 and +1 for illustration.
In a next step, the canonical CRF as proposed by Chang et al. [53] (referred to herein as
CRFc), the individual CRF as suggested by Fahlapour et al. [81] (referred to herein as CRFi),
and the group-specific CRFs (CRFg) were convolved with the HR regressor and compared to
each other in terms of:
(1) the percentage of brain voxels (relative to the whole-brain mask) with significant R2
(p< 0.01), where R2 is the BOLD signal variance explained by the convolved HR regressor.
(2) the percentage of R2 averaged over voxels with significant results, i.e. over voxels in (1).
Canonical CRF
(1) After convolving the HR regressor with the CRFc, the percentage of brain voxels where R2
exceeded the statistical threshold (p < 0.01) varied between 6% and 10% depending on the
HR group (Table 4.2 and Figure 4.4). For instance, on average, 10.3% of all brain voxels had
significant R2 in subjects with slow HR. This amount was markedly lower in both groups with
faster HR, i.e. the MHR and FHR groups, where the percentage of brain voxels was 6.1% and
6.3%, respectively.
This varying fraction of brain voxels across groups was naturally reflected in the number of
brain regions identified in each group (Figure 4.4). In the SHR group, these regions were widely
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distributed throughout the brain. Major clusters were located in the visual cortex and core regions
of the default mode network, namely the posterior cingulate cortex/precuneus, the angular gyrus,
and the medial prefrontal cortex. Other areas sharing significant variance are the midcingulate
cortex, the thalamus, and the right insula, which are all involved in autonomic processing and
are part of the central autonomic network. As expected, the fraction of brain voxels was strongly
reduced in the MHR and FHR groups. Even in areas sensitive to physiological noise like the
sinuses, the CRFc did not explain much variance. R2 maps of three representative subjects from
each group are shown in Figure 4.5 to illustrate better the effect of reduced variance explained
by the CRFc at faster HRs.
(2) The percentage of R2, averaged over significant voxels, was around 4% in the MHR
and FHR groups. In the SHR group, it was slightly higher (4.3%), in line with the observation
that the CRFc seems more suitable for modeling slower HRs. Percentages of brain voxels and
average R2 for each subject are shown in Table A.1 in Appendix A.2.
Based on the results in (1) and (2), the range of HR in which the CRFc effectively models
HR-induced fluctuations appears to be restricted to subjects exhibiting slow HR, which evidences
the necessity to create additional CRFs to include further ranges of HR.
Figure 4.4: Group average R2 maps for slow heart rate (SHR), medium heart rate (MHR), and fast heart
rate (FHR) groups after convolving HR with the canonical CRF as proposed by Chang et al. [53]. While
the variance explained by the canonical CRF covers an extensive area in the SHR group, these areas are
much smaller in both groups with faster HR. The color bar indicates percent signal variance explained by
the CRFc.
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Figure 4.5: R2 maps of three representative subjects in each group (p < 0.01, F-test). Each R2 map
represents the percentage of variance explained by the HR regressor convolved with the canonical CRF.
Similar to the group results, the canonical CRF explains variance over an extensive area in the SHR group,
but the area rapidly decreases for faster HR (MHR and FHR). The numbers on the left side represent the
subject’s HR in units of beats-per-minute. Color bars indicate percent signal variance explained by the
CRFc.
Abbreviations: SHR, slow heart rate group; MHR, medium heart rate group; FHR, fast heart rate group.
Individual CRF
(1) Figure 4.6 shows the group average R2 maps after convolving each subject’s HR regressor
with its corresponding CRFi. Except for the SHR group, CRFi explained significant signal
variance (p < 0.01) over a greater spatial extent than the CRFc. On average, the percentage
of brain voxels where R2 exceeded the statistical threshold was 7.9%, 9.5%, and 7.8% in the
SHR, MHR, and FHR groups, respectively. The spatial distribution of these voxels did not differ
considerably from that obtained with the CRFc. The occipital cortex was the region with the
greatest spatial extent significantly modeled by the CRFi.
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(2) The percentage of signal variance accounted for by the CRFi, averaged over significant
voxels, was slightly lower than that by the CRFc in the SHR group (CRFi 4.2%, CRFc 4.3%).
However, in the MHR (CRFi 4.3%, CRFc 4.0%) and FHR (CRFi 4.1%, CRFc 4.0%) groups
using the CRFi led to a slightly higher explained variance compared to using CRFc, as shown
in Table 4.2. Although these differences may seem small at first glance, they are relevant for
physiological noise correlation since the BOLD signal variance attributable to neural activity is
typically on the order of only a few percent [216]. Percentages of brain voxels and average R2
for each subject are shown in Table A.1 in Appendix A.2.
Figure 4.6: Group average R2 maps for slow heart rate (SHR), medium heart rate (MHR), and fast heart
rate (FHR) groups after convolving HR with its corresponding CRFi. In the MHR and FHR groups, the
CRFi explained significant variance in the BOLD signal over a greater spatial extent than the canonical
CRF. The color bar indicates percent signal variance explained by the CRFi.
Group-specific CRF
(1) Figure 4.7 shows the group average R2 maps after convolving the HR regressor with the
corresponding CRFg. A sharp increase in the number of voxels, where R2 exceeded the statistical
threshold (p < 0.01), was mainly observed in the MHR (51%) and FHR (38%) groups compared
to the results obtained with CRFc (see Table 4.2). There was also a considerable increase in the
number of voxels in the SHR group (14%) convolving the HR regressor with the CRFgSHR. The
CRFg method also accounted for a larger portion of the brain than CRFi. For example, using the
CRFg increased the number of brain voxels by 48.1% in the SHR group and by 11.5% in the
FHR group in comparison to CRFi. However, using the CRFgMHR slightly reduced the number
of brain voxels in its group by -3.2% when compared to CRFi.
For comparison purposes, Figure 4.8 shows the same three representative subjects per group
shown in Figure 4.5. Compared to applying the CRFc, CRFg increased notably the percentage
of voxels in subjects with HR of 65.6 bpm, 87.8 bpm, and 97.2 bpm.
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(2) The application of CRFg slightly outperformed the use of CRFc in explaining variance in
the BOLD signal. With CRFg, the explained variance, averaged over significant voxels, increased
by 2.3%, 7.5%, and 2.5% in the SHR, MHR, and FHR groups, respectively. Compared to CRFi,
CRFg was more effective in the SHR group, in which the explained signal variance increased by
4.8%. Percentages of brain voxels and average R2 for each subject are shown in Table A.1 in
Appendix A.2.
Figure 4.7: Group average R2 maps for slow heart rate (SHR), medium heart rate (MHR), and fast heart
rate (FHR) groups after convolving HR with the CRFg. The percentage of significant voxels increased in
comparison to the CRFc. The color bar indicates percent signal variance explained by the CRFg.
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Figure 4.8: R2 maps of the same three representative subjects shown in Figure 4.5 after convolving HR
with the CRFg (p < 0.01, F-test). A large increase in the number of brain voxels is observed in subjects
within the MHR and FHR groups. Color bars indicate percent signal variance explained by the CRFg.
Abbreviations: SHR, slow heart rate group; MHR, medium heart rate group; FHR, fast heart rate group.
In summary, the results indicate that HR plays an essential role in determining the CRF
shape. While the canonical CRF modeled HR-induced fluctuations at slower HRs very well, it
has a rather modest performance for faster HRs. The individualized method was particularly
suitable for medium and fast HR groups. In both groups, individual CRFs explained significant
signal variance over a greater spatial extent than the canonical CRF. However, an individualized
approach can be substituted by a more generalized one such as the group-specific CRF, which
preserves the inter-subject variability and works, in general, better than canonical and individual
CRF methods (see Table 4.2).
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Table 4.2: Average percentage of variance explained in each group after convolving the HR regressor
with different cardiac response functions. % voxels: indicates percentage of voxels in the brain with
significant R2 (p < 0.01, F-test). Mean % R2 corresponds to % R2 values averaged over significant voxels,
while SD indicates the standard deviation.
canonical CRF individualized CRF group-specific CRF
% % R2 % % R2 % % R2
voxels mean ± SD voxels mean ± SD voxels mean ± SD
Slow HR 10.3 4.3 ± 1.3 7.9 4.2 ± 1.3 11.7 4.4 ± 1.5
Medium HR 6.1 4.0 ± 1.2 9.5 4.3 ± 1.4 9.2 4.3 ± 1.4
Fast HR 6.3 4.0 ± 1.1 7.8 4.1 ± 1.3 8.7 4.1 ± 1.2
Grand mean 7.6 4.1 ± 1.2 8.4 4.2 ± 1.3 9.9 4.2 ± 1.4
4.3.1 Evaluation
From the previous analysis, it seems that CRFg is well suited to model HR-induced fluctuations
in the BOLD signal. Further post hoc analyses were conducted to evaluate CRFg according to
different criteria.
CRFg across brain regions
Small within-group differences in the CRF shape were detected across all brain regions, with
the most prominent occurring in the occipital lobe, as shown in Figure 4.9. This region also
showed the highest inter-subject variability and the smallest amplitude of the CRFg. Overall
differences were principally observed in the amplitude and, to a lesser extent, in the CRFg
shape. Despite all this, most regional group-specific CRFs resemble the whole-brain CRFg
(black curve), indicating that the dependence of CRFg on HR is more dominant than the spatial
variability of HR-related noise.
Figure 4.9: Group-specific CRF estimated from different brain regions, namely the frontal cortex, the
temporal cortex, the occipital cortex, and the parietal cortex. The CRFg derived from the GS is also shown
for comparison purposes.
Abbreviations: SHR, slow heart rate group; MHR, medium heart rate group; FHR, fast heart rate group; GS,
whole-brain global signal.
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CRFg using different processing strategies
Changing the physiological regressors during the noise correction step leads to slight changes
in the shape of the CRFg in comparison to the initial approach, as shown in Figure 4.10.
Differences mainly resided in the amplitude of the CRFg, which were more noticeable in the
SHR group than in the groups with faster HR. The FHR group was barely affected by the new
physiological noise correction approach. In summary, this analysis revealed that CRFg is robust
to different physiological noise correction approaches, or in other words, the dependence of
CRFg on HR still holds if one removes respiratory and high-frequency cardiac noise from the
fMRI data.
Figure 4.10: Comparison of CRFg using different physiological noise correction methods. GS: original
CRFg; GS_noRVHR: CRFg derived after regressing out RV and high-frequency components of the
respiratory and cardiac signals.
Abbreviations: SHR, slow heart rate group; MHR, medium heart rate group; FHR, fast heart rate group.
Specificity of CRFg
Figure 4.11 shows the results of exchanging the CRFg between HR groups to assess the
specificity of the CRFg. The top row shows the group average R2 map with the CRFgFHR used
in the SHR group (blue map), and the bottom row shows the group average R2 map with the
CRFgSHR used in the FHR group (blue map). For comparison purposes, the convolution with
the “correct“ CRFg is shown in red. Both groups showed a substantial reduction in the number
of voxels with significant R2 when using a “wrong” CRFg, with the largest reduction occurring
in the SHR group. Convolving with CRFgFHR reduced the number of voxels by 38% in the
SHR group and by 17% in the FHR group after convolution with CRFgSHR. Reductions were
more prominent in medial and temporal regions in the SHR group, whereas the parietal cortex
was the most affected region in the FHR group. The fact that exchanging the CRFg decreases
considerably the explained variance indicates that each group is presumably described by one
specific response function.
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Figure 4.11: Group average R2 maps obtained by using a “wrong” CRFg. Convolution with the “wrong”
CRFg is shown in blue, while convolution with the “correct” CRFg is shown in red for comparison. The
convolution of the HR regressor with the CRFg from another group considerably decreases the number of
voxels with significant R2 in comparison to the correct CRFg. Reductions are stronger in the SHR group,
evidencing that a unique and specific CRF presumably describes each group. All R2 maps are thresholded
between 1.5% and 5%.
Abbreviations: SHR, slow heart rate group; FHR, fast heart rate group.
4.3.2 Change in the CRF shape as a function of heart rate
Arbitrary ranges of HRs were initially defined to separate the sample into three groups and test the
hypothesis that HR is an essential factor influencing the shape of the CRFi. As indicated earlier,
the CRFgSHR is characterized by a smooth shape similar to that of the canonical CRF, while
the CRFgFHR depicts two pronounced peaks. Furthermore, it was observed that CRFgSHR and
CRFgFHR exhibited smaller standard errors compared to CRFgMHR, indicating higher stability of
the CRF shape for these two groups. On the other hand, the CRFgMHR showed larger standard
errors, which suggest that the MHR group potentially contains a mixture of both CRFgSHR and
CRFgFHR. In light of these findings, one can assume the existence of an HR point at which the
CRF changes from a single- to a double-peak shape.
To find this HR point, the root-mean-square deviation (RMSD) between CRFgSHR and
CRFgFHR, and all individual CRFs was computed (Equation 3.5). Before computing RMSD, all
CRFs were scaled between -1 and +1. RMSD results were then fitted as a function of HR with
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straight lines by linear regression, yielding y = 0.0021x+0.0327 and y =−0.0023x+0.3310
for CRFgSHR and CRFgFHR, respectively. The fact that both curves show small slopes is in line
with the stability of the shape of individual CRFs in the slow and fast HR groups.
The point at which both fitted curves cross each other corresponds to the proposed HR
at which the CRF changes from a single- to a double-peak shape and will be referred to as
the cross-over point. Figure 4.12 shows the scatter plots between the RMSDs and the heart
rate together with the fitted functions. The change in the shape of individual CRFs occurs at
approximately 68 bpm. Below this point, the transfer function that mediates the interaction
between HR and the BOLD signal can be better characterized by a CRF similar to CRFgSHR,
while above 68 bpm, the CRFgFHR seems adequate for modeling HR variations.
Figure 4.12: RMSD between individual CRFs and CRFg of fast (points blue) and slow heart rate (points
red) groups. The data were fitted with straight lines. The point at which both fitted function cross (68 bpm)
is the point where the CRF changes from a single- to a double-peak shape.
Furthermore, K-means clustering was applied to quantify the number of subjects that were
misclassified by the RMSD approach. In the SHR group, 27% of subjects were misclassified
by the CRFgSHR, while in the FHR group, 24% were misclassified using the CRFgFHR. Un-
surprisingly, around half of the misclassified subjects in the SHR group were situated in the
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transition zone between 65-70 bpm. This result is in line with the finding that individual CRF
outperforms the CRFg method in the MHR group in terms of the percentage of brain voxels with
significant R2 (see Table 4.2).
The change in the shape of the CRF can be seen in Figure 4.13. Individual CRFs are depicted
over a broad range of HRs to illustrate the stability of the CRF shape better. These CRFs
showed stable behavior up to 67 bpm with forms roughly comparable to that of the CRFgSHR.
Above 67 bpm and up to 97 bpm, the CRF shape is also stable and is characterized by a second
maximum and an earlier dip compared to the CRF describing subjects with HR below 67 bpm.
CRF shape across different heart rates [beats/minute]
Figure 4.13: Individual CRF across subjects with different heart rates. The CRF of subjects with heart
rates below 67 bpm (red curves) has a shape resembling that of the CRFgSHR. Above 67 bpm (blue
curves), the shape of the CRF exhibits two well-defined maxima similar to the CRFgFHR.
4.3.3 Introduction of the heart rate based CRF (CRFHR)
As pointed out in the previous section, individuals can be separated into two HR groups according
to the shape of the CRF. By doing so, one can average all individual CRFs in each of these
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groups to generate a new CRF, i.e one for slow HR called CRFHR-slow and one for fast HR called
CRFHR-fast. These functions will be referred to as HR-based CRFs to differentiate them from
the group-specific CRFs. HR-based CRFs can be thought of as optimized CRFs that explicitly
account for the dependence of the CRF shape on HR. Both functions were parameterized as the
sum of a Gamma and a Gaussian function plus a derivative term, as shown in Equation 4.1 [64].
The incorporation of a derivative term allows capturing the features of HR-based CRFs such










Table 4.3: Fit coefficients obtained from the parameterization of HR-based CRFs. CRFHR-slow is the
HR-based CRF of the slow HR group (<68 bpm); CRFHR-fast is the HR-based CRF of the fast HR group
(>68 bpm).
a1 a2 a3 a4 a5 a6 α
CRFHR-slow 0.18 2.1 3.69 2.35 29.84 11.97 2.52
CRFHR-fast 0.01 2.47 3.5 0.17 21.9 12.55 39.58
This study recommends the use of CRFHR-slow/fast to model HR-induced fluctuations in
the BOLD signal more accurately. Based on the subject’s mean HR, one can choose the
corresponding CRFHR and remove HR-related noise. Figure 4.14 summarizes the HR-based
CRF model.
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Figure 4.14: Illustration of the HR-based CRF model. Different heart rates cause hemodynamic responses,
which are represented by HR-based CRFs, resulting in different BOLD signal fluctuations. The HR-based
CRF for slow heart rates (< 68 bpm) is smooth with a well-defined maximum (depicted in red), while the
HR-based CRF for fast heart rates (> 68 bpm) presents two maxima (depicted in blue). Mathematically,
BOLD signal fluctuations are represented by the convolution of the heart rate regressor with the HR-based
CRF. The symbol * indicates the “convolution” operator.
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4.4 HR-based CRF derived from grey matter or cerebrospinal
fluid
In this section, the hypothesis that HR-based CRFs derived above (CRFHR-slow and CRFHR-fast)
are not (or only slightly) influenced by fluctuations of neural origin was tested. It is known that a
correct estimation of CRF relies on the quality of the recorded cardiac signal and the presence of
HR-related low-frequency fluctuations in the BOLD signal. Regarding the latter, neural activity
occurring approximately at the frequencies of HR variations may indirectly influence the shape
of the CRF. Therefore, HR-based CRFs need to be further examined in the absence of neural
activity.
For this analysis, the sample was divided into two groups according to the HR cross-over
value of 68 bpm. HR-based CRFs were derived from gray matter (GM), and cerebrospinal
fluid (CSF) tissues for comparison. The BOLD signal of GM contains contributions from all
cardiac-related noise components, but also the neural signal. On the other hand, the BOLD signal
from CSF is dominated by physiological artifacts and does not contain a neural signature.
Figure 4.15 shows CRFHR-slow and CRFHR-fast in both tissues as well as the canonical CRF.
Apart from some differences in the amplitude, HR-based CRFs in GM were comparable to those
extracted from CSF. Interestingly, the latter were delayed by about 1-2 s relative to the GM. This
effect led to an approximation of the main features of the CRFHR-slow to the canonical CRF in
CSF, i.e. time-to-peak and time-to-dip. Overall, the CRFHR-fast still presented its two maxima
regardless of the tissue of reference, suggesting that cardiac-related artifacts mainly explain the
presence of the second maximum in this function.
Figure 4.15: HR-based CRFs extracted from gray matter and cerebrospinal fluid. CRFs are interpolated
and normalized between -1 and +1 for illustration.
Abbreviations: CRFHR-slow, HR-based CRF of the slow heart rate group (<68 bpm); CRFHR-fast, HR-based CRF of
the fast heart rate group (>68 bpm); CRFc, canonical CRF.
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4.5 HR-based CRF for physiological noise correction
After establishing the HR-based CRFs and confirming that they are not heavily influenced by
neural activity, the ability of HR-based CRFs to efficiently reduce spurious correlations was
examined. To accomplish this, CRFHR-slow/fast were used in a framework for physiological
noise correction in the default mode network (DMN) connectivity, which is active during the
resting-state condition and prone to physiological noise. For comparison, the same procedure
was performed using the CRFc.
For this analysis, the entire study cohort was separated into two groups based on the HR cross-
over value of 68 bpm, and each HR regressor convolved with its corresponding HR-based CRF,
i.e. CRFHR-slow or CRFHR-fast. A reduction in functional connectivity occurred in all subjects
with both correction methods. The amount of percentage reduction was variable, as shown by
the relatively large standard deviation in Table 4.4. Reductions were mostly localized in areas
highly susceptible to cardiac noise, such as the occipital sinus or the ventricles. The HR-based
CRF model achieved a significantly greater reduction (p < 0.005) in functional connectivity
compared to the canonical one. Based on this result, the HR-based CRF model seems to be a
suitable method for physiological noise correction in the resting-state condition.
Table 4.4: Average percentage reduction of voxels showing significant (voxel-level: p < 0.001 uncor-
rected) functional connectivity to PCC using different correction methods (CRFc and HR-based CRF)
compared to no correction.
CRFc HR-based CRF p-value (HR-based vs. CRFc)
All subjects (84) -5.2 ± 2.4 -6.8 ± 3.9 0.005
4.6 Association of functional connectivity in the CAN with
heart rate
Finally, the hypothesis that removal of physiological noise modeled by HR-based CRFs does
not weaken known associations between HR and functional connectivity (FC) in the central
autonomic network (CAN) in subjects with different HRs was tested. This analysis was ac-
complished by examining the association of the amygdala connectivity and HR during the
resting-state condition. The amygdala is part of the CAN, and its activity changes in concert
with cardiovascular responses.
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For this analysis, the entire dataset was divided again into two groups according to the HR
cross-over value of 68 bpm. FC of the right amygdala (seed) was computed without and with
physiological noise correction using HR-based CRFs. In addition, the latter procedure was also
applied to an independent study group (18 subjects) to test the reproducibility of the association
of amygdala connectivity and HR in a rather small sample. Here, two groups were similarly
created according to the HR (slow HR: 52.20 ± 4.41 bpm, 9 subjects; fast HR: 80.14 ± 8.14 bpm,
9 subjects).
The top row of Figure 4.16 shows brain regions with significant FC differences between the
slow and fast HR groups when no physiological noise correction is applied. Significant connec-
tivity differences were mainly observed in the anterior and posterior insula, left ventrolateral
prefrontal cortex (VLPFC), anterior cingulate cortex, and the dorsal vagal complex (DVC). The
same regions were found using HR-based CRFs for physiological noise correction (middle row
of Figure 4.16). FC values were essentially not affected by HR-based CRFs, as shown in the bar
plots on the left side of Figure 4.16. Using HR-based CRFs led to an increase in the size of most
clusters. For example, the cluster comprising the insula increased in size by 26% (see Table 4.5
for details).
The results of the replication sample are depicted in the bottom row of Figure 4.16. Compara-
ble results in FC differences were observed after physiological noise correction using HR-based
CRFs. Even in this small sample, it is possible to find an HR dependence of FC between key
autonomic regions, such as the amygdala and the insula.
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Figure 4.16: Brain regions showing significant differences in functional connectivity between slow and
fast HR using the right amygdala as seed region. The top row shows between-group functional connectivity
differences when no physiological noise correction is applied (voxel-level: p < 0.005, cluster-level: p <
0.05 corrected). The middle row shows between-group functional connectivity differences after removing
the physiological noise explained by HR-based CRFs (voxel-level: p < 0.005, cluster-level: p < 0.05
corrected). The bottom row shows between-group functional connectivity differences in the replication
sample after removing the physiological noise explained by HR-based CRFs (voxel-level: p < 0.005).
Bars depicted on the left side represent post-hoc t-tests on connectivity values extracted from the largest
cluster in the insula.
Abbreviations: CRFHR, HR-based CRF; ∗∗∗p < 0.001; ∗∗p < 0.01; VLPFC, ventrolateral prefrontal cortex; aI,
anterior insula; pI, posterior insula; Hipp, hippocampus; pgACC, pregenual anterior cingulate cortex; DVC, dorsal
vagal complex.
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Table 4.5: Brain regions showing significant functional connectivity differences to the right amygdala
between the slow and fast HR groups in the large cohort (n=84).
Functional Connectivity to: Right/Left Brodmann’s Area Cluster size* MNI coordinate t-value
None CRFHR X Y Z
Seed: Right Amydala
Insula L 13 958 1211 -40 4 -3 3.86
Ventrolateral Prefrontal Cortex L 44/45/47 -50 30 0 4.7
Hippocampus R 35 450 535 16 -28 -10 5.02
Anterior Cingulate Cortex 32/34 416 445 0 40 10 3.93
Dorsal Vagal Center 474 514 0 -36 -59 -4.61
Premotor Cortex R 6 488 405 44 -4 38 -5.03
* voxel level p < 0.005 uncorrected, cluster level p < 0.05 corrected
None refers to no physiological noise correction
CRFHR refers to physiological noise correction using HR-based CRFs
In order to illustrate the relationship between FC and HR more closely, FC values were
extracted from the insula cluster in the large dataset (n=84) after physiological noise correction
and entered into a regression model with HR. As shown in Figure 4.17, the right amygdala-left
anterior insula connectivity significantly correlated with HR (r = -0.73, p < 0.001) in the slow
HR group, while this correlation was close to zero in the fast HR group. For the entire dataset,
a nonlinear exponential function adequately describes FC as a function of HR. This curve
summarizes the above findings of stronger connectivity for slower HR and smaller connectivity
for faster HR.
Figure 4.17: Association between right amygdala - left anterior insula connectivity and heart rate. Red
and blue points represent subjects in the slow and fast heart rate group, respectively. The entire dataset
was fit with the exponential curve in black color. For more plots of this kind, I refer the reader to my
recent paper: de la Cruz et al. [70]
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4.6.1 Effects of simulated aliasing on functional connectivity
As indicated in section 2.6, aliasing is a potential confounding factor that could cause HR-related
between-group differences in FC. Aliasing shares frequencies with BOLD signal fluctuations of
interest and cannot be removed with conventional methods. Thus, a simulation was performed to
examine the effect of aliasing on FC patterns across different HRs and sampling rates (TR).
FC values varied considerably for TR = 2.52 s without any apparent relation to HR, as
shown in the scatter plot in Figure 4.18. Neither linear nor exponential functions fitted the data
adequately. For TR = 0.72 s, the variability in FC values was smaller than for TR = 2.52 s,
but again showing no HR dependence. At this short TR, the aliased cardiac signal tends to
reduce the FC, as can be seen in the histogram on the right side of Figure 4.18, which is skewed
towards FC lower than 0.3. It should be noted that an HR higher than the sampling rate does
not necessarily imply that its fundamental frequency aliases into the investigated resting-state
low-frequency range (0.01-0.1 Hz). This is the reason why some HRs at TR 2.52 s and 0.72 s
show FC very close to the original value of 0.3. Finally, as expected in the absence of aliasing,
i.e. TR = 0.1 s, FC remained stable over the entire HR range corresponding to the correlation of
0.3, and deviations were only due to the added Gaussian noise. Based on these findings, cardiac
aliasing does not seem to be the leading cause of the nonlinear relationship found between HR
and FC (see Figure 4.17).
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Figure 4.18: Effect of simulated cardiac aliasing on functional connectivity for a wide range of heart
rates and different sampling rates (TR). R2 values in parentheses indicate the variance explained by the
exponential function used to describe the functional connectivity as a function of heart rate. The side plot
shows functional connectivity histograms at the respective TR.
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5 Discussion
Using a large cohort of healthy individuals with different HRs allowed us to demonstrate that
HR plays an essential role in shaping the BOLD signal and the cardiac response function (CRF).
Spectral analysis showed that different HRs influence the BOLD signals and their correspond-
ing spectra differently. This relation is captured by the transfer function commonly called the
CRF, which depicts the interaction between changes in HR and the BOLD signal. Consequently,
it is not accurate to model HR variations in individuals with different HR by using a single
canonical CRF, as usually done in the literature. Although individual CRFs can capture more
variance in the BOLD signal than the canonical CRF, the results of this thesis suggest that there
is no need for such a time-consuming estimation of individual CRFs, as these functions have
a similar shape over a wide range of HRs. The two HR-based CRFs introduced in the present
work, i.e. CRFHR-slow and CRFHR-fast, can be directly applied according to the HR of the subject,
thus facilitating the analysis of BOLD data.
Moreover, using HR-based CRFs reduces spurious correlations in the “default mode” connec-
tivity more efficiently than applying the traditional canonical CRF. Similarly, HR-based CRFs
enhance the spatial extent of clusters showing between-group differences in CAN connectivity
by removing variance that obscures the underlying neural activity.
5.1 Heart rate and BOLD spectra
In agreement with the hypothesis that HR and BOLD signals spectra are associated, spectral
analysis revealed that the power in the low-frequency band of HR variability (0-0.2 Hz) correlates
positively (r = 0.26, p < 0.05) with the power of the whole-brain global signal (0.01-0.2 Hz). This
finding is consistent with another report in which low-frequency fluctuations of less than 0.1 Hz
in HR showed a high degree of temporal correlation with hemodynamic variables such as oxy-
hemoglobin concentration [135]. Furthermore, the strong correlation of HR with the alpha
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rhythm [72, 71], an EEG index of resting-state neural activity, supports the association between
HR and BOLD power spectra.
During the spectral analysis, frequencies in the BOLD signal below 0.01 Hz were ignored,
as they are mainly caused by scanner instabilities [225]. These ultra-low oscillations have been
observed in cadavers [225] and phantoms [156], providing evidence for a non-physiological
origin. The removal of the <0.01 Hz frequencies has become a standard step in resting-state
fMRI preprocessing.
Accumulating evidence suggests that HR variations manifest themselves in resting-state
BOLD signals through blood pressure changes [135, 173]. The role of the heart as the principal
cardiovascular controller and of its inherent ability to generate blood pressure oscillations is
supported by the fact that resting HR correlates with mean arterial blood pressure [132, 188, 189].
Nevertheless, the correlation observed in this study between power spectra densities may arise
indirectly from correlations between respiration and HR. It is well known that respiration
modulates the beat-to-beat distance via the respiratory sinus arrhythmia (RSA) mechanism. RSA
was significantly different between the HR groups (see Table 4.1) and can thus be considered a
possible influential factor. However, RSA did not significantly (p > 0.27) explain the correlation
between HR and BOLD power spectra, as revealed in a separate analysis using multiple linear
regression.
One should also consider the possibility of neuronal mediation. For example, changes in
the arousal state can simultaneously trigger changes in HR and global neural activity. However,
arousal, as assessed by skin conductance response indices (spontaneous fluctuations and level),
did not differ among the groups and was thus discarded as a possible source conditioning the
relation between HR and BOLD power spectra. In the same line of thought, it is reasonable
to assume the presence of one or more brain regions that generate slow oscillations of neural
activity that directly modulate HR [238] and are simultaneously accompanied by hemodynamic
fluctuations [195]. Indeed, the existence of a “central pacemaker,” which regulates HR, has been
recently identified in cingulate regions [195]. However, this possibility should be interpreted
with caution since a significant correlation (r = 0.29, p < 0.005) between power spectral densities
was also observed in CSF tissue, which does not contain neural activity.
Undersampled physiological signals can also contribute to changes in the BOLD spectrum
through aliasing [31, 155]. However, it is challenging to accurately quantify the aliasing
contribution since the low sampling rate (TR = 2.5 s) used in this study allowed all fundamental
cardiac frequencies and higher-order harmonics to alias into the BOLD signal. Thus, one cannot
exclude the possibility that the amount of aliasing affecting the BOLD spectra might have
been proportional to HR, i.e. the faster the HR, the higher the aliasing into the BOLD signal,
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and, hence, driving the correlation between HR and BOLD power spectra. Further studies are
required to clarify the consistency and reproducibility of this relationship in the presence of
higher sampling rates.
All heart rate spectra and the BOLD spectrum from the fast HR group displayed a peak
at ∼0.1 Hz. This rhythm, commonly known as Mayer or M-waves [165], is characteristic of
the human arterial blood pressure and HR, but has also been reported in the brain in the form
of hemodynamic and neural oscillations [204, 212, 249, 194]. The 0.1 Hz peak resides in a
frequency range that is thought to be mediated by both the sympathetic and parasympathetic
systems [205]. The amplitude of the 0.1 Hz peak in the HR spectra seems to be proportional to
HR, i.e. the fast HR group showed the highest amplitude at 0.1 Hz, while the slow HR group
showed the lowest (see Figure 4.2). In addition, the amplitude of this peak is commonly related
to a resonance effect created by respiration [148]. When breathing slows down to the frequency
of the baroreflex feedback loop, it creates resonance, a nonlinear effect that is greater than
the additive effect of both breathing and baroreflex influences, and causes a pronounced high-
amplitude peak in the HR power spectrum at ∼0.1 Hz [164]. However, in this study, resonance
cannot explain the varying amplitude of the 0.1 Hz peak since the measured respiratory rates are
above the 6 breaths/minute required to create resonance.
Taken all together, HR is an essential factor that should always be considered when inter-
preting fMRI data. The forward relationship driven by HR (∆HR → ∆BOLD) constitutes clear
evidence of how peripheral signals influence central ones. This influence can be crucial when
examining changes in brain activation with fMRI using a task or an intervention that elicits
cardiovascular reactions. Transient changes in HR most probably corrupt the recorded BOLD
signal and might be interpreted as neural activation. Awareness of physiological noise in fMRI
has increased over the years, yet it is still not a routine to record physiological signals during the
scans. Although the underlying mechanisms of the coupling of HR and BOLD signals remain
unclear, the analysis of BOLD data without consideration of HR is incomplete and can lead to
misinterpretations.
5.2 HR-based CRF
To model low-frequency cardiac influences on the BOLD signal, Chang and colleagues introduced
a canonical CRF that was derived from only three subjects. Although questioned by some
authors [64, 81, 137], this function has been widely used in modern neuroscientific research
(e.g. [42, 54, 134] among others). The most notable limitation of a generalized function is its
inability to account for possible intra-subject variations in physiological response triggered by
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the unique biological characteristics of each individual [81]. Therefore, optimizing the shape
of the CRF based on each subject’s data could accommodate an individual’s variation. Indeed,
analyzing single-subject data has become more desirable for fMRI researchers interested in
comparing individual results [137]. A recent study examining the effect of physiological noise
correction on FC in pharmacological data revealed that the canonical CRF negatively impacted
FC in regions of interest for the experiment and increased false positives. Therefore, these
observations raise concerns about the use of canonical response functions in pharmacological
studies [137].
This thesis shows that different HRs influence the BOLD signal differently so that different
CRFs are necessary to model HR-induced fluctuations more accurately. Individual CRFs
accounted for more variance in the BOLD signal than the canonical CRF, as observed in subjects
from the medium and fast HR groups (see Table 4.2 for details) and previous studies [64, 81].
However, the use of an individualized approach may not always lead to satisfactory results,
especially when physiological recordings contain a significant portion of noise. Indeed, averaging
individual CRFs within a specific HR range was more effective than the individualized approach,
as shown by the higher fraction of brain voxels with significant variance using group-specific
CRFs (see Table 4.2). One possible reason for this finding is the influence of a noisy physiological
signal (e.g. due to subject movement or bad sensor position) in the deconvolution process, where
averaging across subjects may help to minimize such undesired effects.
At the subject level, there were some individuals in whom the canonical CRF outperformed
individual and group-specific CRFs in terms of percentage of brain voxels with significant
variance (see Table A.1 in Appendix A.2). It is difficult to provide a definite explanation for
this finding since the exact shape of the CRF is unknown, but it may be attributed to a reduced
portion of physiological noise in the whole-brain global signal of these subjects. Another possible
explanation is that the canonical CRF coincidentally matched the BOLD signal fluctuations better
than the other CRFs. At the same time, the fact that this unexpected result mainly occurred with
subjects from the slow HR group supports the notion that the canonical CRF is an appropriate
function for samples with slow HRs.
A HR cross-over value was found at approximately 68 bpm, at which CRF changes from a
single- to a double-peak shape, using the root-mean-square deviation (RMSD) index. Likewise,
plotting individual CRFs over different HRs (see Figure 4.13) showed that the data could be
separated into two groups using this HR cross-over value. The two groups were used to derive
two new CRFs, called HR-based CRFs. However, one should be cautious in taking the 68 bpm
as a definite HR cross-over value. For example, the K-means clustering algorithm revealed that
there were misclassified subjects using the RMSD index. The majority of them were subjects
with HRs between 65-70 bpm. Hence, it is more appropriate to say that there is a transition range
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instead of a single cross-over point, at which the CRF changes its shape. This observation may
explain why the use of individual CRFs outperformed the group-specific CRFs and the canonical
CRF in the medium HR group in terms of percentage of brain voxels with significant variance,
and thus, suggest the use of the individualized approach in this HR range.
Individual CRFs from subjects with faster HR (>68 bpm) is characterized by a second
maximum, which is not present (or less pronounced) in individuals with slow HR. This second
maximum was reported in previous studies investigating CRF but was not explained [64, 81, 98].
The small sample sizes and limited HR range used in those studies did not enable the authors
to draw any conclusions about the relationship between CRF shape and HR. Overall, a second
maximum has been repeatedly reported at 19 s [81] and 18 s [64, 98], which corresponds to
the second maximum at 17 s of the CRFHR-fast. The presence of a second maximum has also
been observed in the hemodynamic response function of certain brain regions, but no consensus
exists regarding the mechanism leading to its formation [92, 172, 175, 240]. In summary, it can
be concluded that the second maximum of the CRF is characteristic of subjects with faster HR
and possibly “captures” the 0.1 Hz peak simultaneously present in the HR and BOLD spectra of
these subjects.
The scanning time can also influence the shape of the CRF [81]. Although the scan duration in
the present work was sufficiently long to provide a reliable estimation of the CRF, the interaction
between physiological processes and the BOLD response might be non-stationary [177]. In
this context, a window approach, similar to that used for dynamic functional connectivity [125],
could provide more detail about the interaction of HR with the BOLD signal.
In the present study, the derivation of individual CRF was performed using the physiological
noise information embedded in the whole-brain global signal (GS). The GS contains not only
physiological noise but also relevant neural information and non-physiological noise, such as
thermal and system noise [173, 216]. Nonetheless, the strong correlation found in previous
studies between GS and physiological variables, e.g. PETCO2 [253], suggests dominant physio-
logical noise contribution to the GS. It is also noteworthy to mention that GS could be influenced
by other brain regions and tissues [81], each showing different CRF. Indeed, this study found
slight inter-regional differences in the shape of average CRFs, but, in general, the features of each
regional average CRF, such as the number of maxima and time-to-peak, remained unchanged as
compared to the whole-brain (see Figure 4.9).
Furthermore, a reduced model was used to deconvolve the CRF, which does not take into
account respiration. To reduce the influence of respiration on HR, a set of regressors was created
using the RETROICOR algorithm and the RVT signal together with its lagged terms. These
regressors were removed from the BOLD signal using linear regression but not orthogonalized
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with respect to HR. The rationale was to keep the HR signal unaffected by this step. This
means that dependencies between regressors are possible, which may influence the estimation
of the CRF. However, since no significant differences (p > 0.37) were observed among HR
groups regarding the respiratory rate, the influence of respiration on the CRF estimation was
considered negligible. Nevertheless, the possibility that respiration may influence the shape of
the CRF was considered. In a separate analysis, cardiac and respiratory response functions were
simultaneously deconvolved using the full model (Equation 2.12). The outcome was that the
inclusion of the respiratory term yielded minimal differences in the CRF relative to the reduced
model, thus supporting the initial assumption that accounting for respiration has only minimal
effects on the estimation of the CRF. However, in samples with significantly varying respiratory
rate, it is advisable to also account for the effects of respiration and to perform the deconvolution
simultaneously for HR and respiration.
In summary, HR-based CRFs can be thought of as optimized cardiac hemodynamic re-
sponse functions. They efficiently account for the dependence of hemodynamic changes on
HR variations. HR-based CRFs embrace the most relevant features of canonical and individual
models; that is, they are global but still preserve the inter-subject variability. Using this approach,
researchers interested in removing the influence of HR variations on the BOLD signal need
only to know the mean HR of an individual and choose the corresponding HR-based CRF (see
Table 4.3 for parameterization coefficients and Figure 4.14 for a summary).
5.3 HR-based CRF in grey matter or cerebrospinal fluid
The main idea underlying this thesis is that CRF primarily captures non-neural sources. This
implies that differences in HR-based CRFs are also visible in brain regions containing or not
neural signatures. Thus, CRFs were derived from gray matter (GM) and cerebrospinal fluid
(CSF) in the same way as done for the whole-brain. This analysis revealed that between-group
differences in the shape of HR-based CRFs remained in both brain tissues, confirming the
hypothesis that the neural signal has little impact on the CRF.
Despite this finding, some issues deserve further attention. For example, variability in
amplitude and shape of HR-based CRFs were observed when comparing both tissue signals.
Compared to GM, HR-based CRFs derived from CSF were delayed approximately by 1 s in the
overshoot as well as by 2 s in the undershoot and second maximum. This result is somewhat
unexpected because GM has a high vascular density. In particular, the larger vessels in GM
have a long delay in their hemodynamic stimulus response due to a prolonged blood flow transit
time [147].
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One possible explanation is that the CSF mask is contaminated by partial volume effect
(PVE) with GM. Tissue masks were obtained from T1-weighted images, which have an adequate
contrast for tissue segmentation. However, the spatial transformation from T1 to functional
data resolution leads inevitably to tissue deformation and hence to overlaps with large vessels.
Besides, the CSF mask is smaller than the GM mask, implying that PVE effects are more
noticeable. Even though large vessels are also part of the GM, their impact is diminished when
including a higher number of brain voxels [81].
5.4 HR-based CRF as a physiological noise correction method
The main challenge in the analyses of resting-state data, or functional connectivity, is the
separation of the neuronally-induced BOLD signal changes from the many other sources of noise.
The present study presents a new approach, HR-based CRF, aimed to reduce HR variations of
non-neuronal origin. The performance of the HR-based CRF as a possible method to “clean” the
rs-fMRI data was compared with the canonical CRF on the “default mode network” connectivity.
HR-based CRFs led to a significantly stronger reduction (p < 0.005) in FC in comparison to the
canonical CRF, therefore qualifying as a potential noise correction method.
The default mode network (DMN) is highly active during resting state, and thus a good target
for physiological noise correction [47, 105]. In contrast to other large-scale brain networks,
DMN is activated during internally-oriented tasks, while deactivated during externally-oriented
cognitive processing. Physiological noise, particularly HR variations, is problematic for the
interpretation of the BOLD signal in the DMN. Some authors have even suggested that DMN may
not be of neural origin but rather a result of changes in cardiac or hemodynamic processes [7, 129,
241]. These particularities make the DMN the preferred network for assessing the effectiveness
of physiological noise correction methods [53, 228, 245].
However, one should recall that it is difficult and open to debate to determine whether the
correlations removed are actually of non-neural origin [7, 127]. For example, the HR variations
removed by HR-based CRFs can be driven by neuronal activity. This hypothesis is plausible,
given that the interaction between the brain and the heart is bidirectional [7, 151, 238, 237]. It is
well documented that cortical and subcortical regions are constantly monitoring and regulating
autonomic functions such as HR [20, 238, 237]. In this context, HR can be seen as a carrier of
meaningful physiological information, and its removal from the BOLD signal also implies the
removal of the variance of interest [72, 71].
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The central autonomic network (CAN), particularly the amygdala, prefrontal cortex, and insula,
appears to play an essential role in regulating the cardiovascular system. Neuroimaging data have
shown that activity in these CAN areas and their functional couplings change in concert with HR
responses [67, 182, 197, 209, 128, 236]. As hypothesized, HR-based CRF did not weaken the
association between HR and functional connectivity of regions involved in autonomic control.
More specifically, the significant FC differences observed between slow (< 68 bpm) and fast HR
(> 68 bpm) groups in the CAN areas remained despite the removal of HR-induced fluctuations
via HR-based CRFs.
Physiological noise correction enhanced the spatial extent of clusters showing between-group
differences in CAN connectivity. This suggests that non-neuronal cardiac processes introduce
global variance that obscures the underlying autonomic neural activity, and illustrates the efficacy
of HR-based CRFs to remove such noise. Moreover, HR-based CRFs did not significantly reduce
the mean correlation coefficients in clusters, as found in a separate post hoc analysis. This
non-influence on the correlation coefficients can be deduced from the top and middle bar plots in
Figure 4.16, illustrating the amygdala-insula connectivity.
Significant functional connectivity differences were observed between the right amygdala and
other autonomic regions in relation to HR with or without physiological noise correction. This
HR-FC association was partially replicated in a sample of 18 subjects after applying physiological
noise correction. However, given the small size of this sample, it was not possible to correct the
statistical map for multiple comparisons, as clusters did not reach the critical size to pass the
cluster-level corrected statistical threshold. Similarly, no comparison between samples, i.e. main
sample vs. replication sample, was performed as they had unbalanced sizes, which could have
biased the statistical analysis [33]. Another argument is that samples were scanned with different
MRI parameters that, among other things, alter the physiological contribution and functional
connectivity patterns [99].
The association of HR and FC in CAN regions is in line with previous reports using task-based
fMRI. For instance, it has been demonstrated that cardiac changes induced by short sessions of
physical effort elicit functional connectivity changes in CAN regions [182, 222]. Norton and
colleagues reported that during a simple handgrip task, activation in the medial prefrontal cortex
and hippocampus was negatively correlated with changes in HR [182]. The relationship between
HR and FC also agrees with the model of neurovisceral integration introduced by Thayer and
Lane [237, 238]. The model states that a set of neural structures (emphasizing the role of the
amygdala and the medial prefrontal cortex) regulates HR in response to external demands.
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Subjects with slow HR exhibited significantly increased FC between the right amygdala and
all regions except DVC compared to fast HR. Further post hoc analysis using linear regression
revealed a strong significant negative correlation (r = -0.72, p < 0.001) between the right
amygdala-insula connectivity and HR in the slow HR group. Across all subjects, the relation of
FC and HR could be described by an exponential decay function, i.e. with increasing HRs, the
functional coupling in the CAN became lower. One could have used more complex functions
to fit the data, e.g. a higher-order polynomial, but this would be less physiologically plausible
than an exponential function. There are several physiological processes involving HR that
are governed by an exponential-decay. For example, the relationships between HR variability
and HR [170] and HR response to short static breath-holding [52] are all approximated by an
exponential decay function. Consequently, further investigations are required to understand
the nonlinear relationship between FC and HR in healthy subjects and different psychiatric
conditions.
One explanation for the observation of stronger FC with slower HRs could be increased
parasympathetic activity. For example, slower HR, stronger functional connectivity in CAN
regions, and increased parasympathetic activity have been simultaneously observed during
meditation [40, 138, 229, 235]. Hypnosis is a similarly effective method to decrease HR [13, 16],
putatively by shifting the sympathovagal balance towards enhanced parasympathetic activity [74].
Hypnosis is additionally accompanied by changes in the FC between CAN structures, such
as increased FC of ACC with the prefrontal cortex, insula, and brainstem [82]. Although HR
was not explicitly manipulated in this thesis, significant FC changes were observed in regions
reported in the above studies, which support the interpretation of an association between changes
in FC between CAN regions and changes in HR.
Furthermore, a slower HR is also observed in individuals with regular physical activities and
is a sign of healthy cardiovascular regulation [35, 215]. However, since no significant differences
in the amount of self-rated physical activities were found among groups (see Table 4.1), physical
capacity is not a major influencing factor. In the same line, differences in FC could not be
explained by different levels of physiological arousal, because the skin conductance parameters
indexing this variable [5, 9] did not significantly differ among the groups.
Several further factors can influence functional connectivity at rest [86]. For instance,
content and frequency of spontaneous thoughts [61, 101], mood [115], and the kind of task
performed before scanning [14, 244] may cause differences in functional connectivity. However,
it seems unlikely that these factors cause such widespread and systematic functional connectivity
changes [144] as those detected in the present study. Age is another critical factor that might
lead to changes in connectivity [141, 209] and HR [36]. Since participants were all young adults
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and groups did not differ significantly in age, it is unlikely that the effect of age can explain the
observed differences in FC in this study.
Another potentially relevant factor might be the degree of wakefulness in the resting state
condition with closed eyes. In a typical resting-state protocol, about one-third of participants
cannot maintain wakefulness and fall asleep [232]. This percentage becomes even higher if
subjects are instructed to keep their eyes closed [232], as in the present study. The replication
sample was scanned with open-eyes, so the effect of sleep as a confounder causing functional
connectivity differences can be discarded. The wakefulness-sleep transition is also associated
with fMRI signal changes [55, 145, 233, 232] as well as alterations in cardiovascular parameters
like blood pressure and HR [226]. As mentioned above, there were no differences in the level of
physiological arousal as assessed by skin conductance indices, which may be an indicator of
changes in the degree of wakefulness [210].
Aliasing is another way through which physiological noise undermines estimates of brain
connectivity. Aliasing may lead to artificial FC differences or spurious correlations in BOLD data.
The present study used a TR of 2.52 s. Hence, the possibility that between-group differences in
FC are due to different aliasing effects in the groups with slow and fast HR needs to be considered.
It was found that aliasing effects caused by the cardiac signal do not represent a major confound
for FC when groups significantly differ in HR. As shown in the simulation (Figure 4.18), the
FC exhibits a rather chaotic pattern when physiological cardiac noise dominates and not the
exponential course observed in real data (Figure 4.17).
Altogether, these results confirm theoretical models of neurovisceral integration and strengthen
the use of resting-state BOLD data for studies of brain-heart interactions. The functional coupling
between brain regions involved in autonomic control covaries negatively with HR in a nonlinear
fashion. Although the underlying physiological mechanisms remain to be elucidated, this finding
is remarkable and relevant when examining FC differences in groups with varying HR. For
instance, comparing groups not matched in terms of age might lead to spurious FC differences,
considering the well-established age-related alterations in brain and heart functions [141, 209].
The nonlinear coupling between FC and HR also raises the question to what extent FC is suited
for investigating brain-heart interactions at elevated HR since FC approximates zero when
heartbeats are above 68 bpm. Last but not least, HR-based CRFs enhanced between-group
statistical comparisons, suggesting their use as a physiological noise correction method in studies




Some limitations of the present study should be mentioned. First, no task was conducted to
explicitly manipulate the subject’s HR. Handgrip exercise [222] or pharmacological stimulation,
e.g. isoproterenol infusion [117], are ways to elicit cardiovascular responses in fMRI. These kind
of experiments may better characterize the dependence of the cardiac hemodynamic response
function on HR at the subject-level since other factors remain constant, e.g. brain vascular
density. However, such experiments may also produce large subject’s movements obscuring
the specific neuronal response. Even more problematic is when the task elicits more than
one process, e.g. simultaneously demanding cognitive/mental effort and motor activity, which
makes it challenging to disentangle the cardiovascular adjustments evoked by each process.
Pharmacological stimulation might overcome some of these limitations. Nonetheless, it can
potentially disrupt the neurovascular coupling making results more difficult to interpret [38].
Besides, studies in healthy subjects relying on pharmacological agents that alter HR require
approval by the local ethics committee, which might be hard to obtain.
It would also be interesting to investigate HR-based CRFs and HR-related connectivity
changes across the life-span or in different neuropsychiatric disorders. As only a healthy young
sample was analyzed, it is not possible to comment on the extent to which HR-based CRFs are
also applicable to an aging population. It is well-known that with advancing age, structural,
functional, and physiological changes occur in the brain and heart, which likely influence the
shape of the CRF and FC. Similarly, patients with neuropsychiatric disorders and concurrent
cardiovascular alterations are likely to have different CRFs than healthy subjects. Further
analyses are required to address these issues using non-healthy subjects and aging populations in
order to gain insights on physiological processes that determine the shape of the CRF.
Furthermore, the simulation performed to examine the influence of different TRs and HRs
on functional connectivity has some caveats that should be emphasized. One limitation is that it
does not explicitly model HRV. HRV comprises frequencies that contribute to the low-frequency
fMRI spectrum and thus influence functional connectivity. However, HRV modeling requires
variation of the beat-to-beat distances within a range of physiologically plausible values as well
as consideration of a wide variety of physiological factors including, among others, respiration,
baroreflex, and the autonomic nervous system. These requirements are challenging to meet by
simulation, and therefore HRV was not modeled. One further limitation is the assumption of an
equal amount of aliasing in both BOLD signals. In real data, for example, the aliasing of cardiac
pulsation varies throughout the brain, being particularly noticeable in the brainstem, near the
spinal cord, and around larger blood vessels.
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Finally, other technical aspects may potentially impact the current findings. Scanner field
strength, as well as temporal and spatial image resolution, affect the contribution of physiological
noise to the BOLD signal [50, 243, 242]. For example, physiological noise scales with the field
strength and can be the dominant source of noise at high MRI field strengths. Similarly, the
temporal resolution, i.e. sampling rate, controls the contribution of physiological aliasing, while
the voxel size affects the fraction of physiological noise in the time series. All these factors were
kept constant in this study. Thus, additional research is required to confirm and replicate the
current findings and to determine their generality under different MRI conditions.
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6 Conclusions and Outlook
The main goals of this thesis were to investigate how different HRs influence the BOLD signal
and to extend current physiological noise correction methods to reduce HR-induced fluctuations
more accurately. Both goals were successfully achieved.
First, this study provides clear evidence of a direct association between HR and BOLD signal
spectra. In particular, it was shown that different HRs give rise to different profiles of BOLD
signal spectra. HR also influences the shape of the cardiac hemodynamic response function
(CRF), which models the way the brain responds to HR variations. Fast heartbeats cause a second
maximum in the CRF, whereas the CRF of subjects with slower HR is smooth and exhibits a
single well-defined maximum. Such particularities in the shape of the CRF enable the separation
of individuals into two groups according to their HR [69].
Second, by taking advantage of the observed dependence of the CRF on HR, this thesis
introduces a novel method, called HR-based CRFs, to model HR-induced fluctuations more
accurately than existing methods. These functions explain more variance in the BOLD signal than
previous models using canonical or individual CRFs. One immediate application of HR-based
CRFs is the generation of regressors, which allow efficient removal of noise in the BOLD signal.
Indeed, their performance for physiological noise correction was assessed in the default mode
network connectivity, the most widely studied network in resting-state fMRI. Using HR-based
CRFs resulted in a more substantial reduction of cardiac noise than the use of the traditional
canonical CRF model, suggesting that overestimation of functional connectivity (FC) can be
avoided by employing the new functions.
A necessary condition for the use of HR-based CRFs to reduce physiological artifacts is that
they primarily account for noise and not for the variance of interest related to the neural signal. A
comparison of HR-based CRFs derived from different tissue signals showed that HR-based CRFs
mainly explain cardiac noise, while the neural signal has little influence on their shape. Evidence
for a non-negative effect of these functions on the neural signal was found when investigating
FC differences in brain areas involved in cardiac autonomic control. In this analysis, HR-based
CRFs corrected for non-neuronal cardiac artifacts without sacrificing signal variance attributable
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to the neural activity associated with HR changes. This result has important implications for
studies investigating brain-heart interactions at rest. Low variations in autonomic activity and
high noise sensitivity are well-known drawbacks of resting-state fMRI, which make brain-heart
interactions challenging to detect using this technique. Thus, the fact that the correction of
physiological noise via HR-based CRFs does not remove meaningful variance components opens
new opportunities for the use of resting-state fMRI in the investigation of neural correlates of
cardiac regulation. Task-based fMRI can also benefit from the noise reduction offered by the
use of HR-based CRFs. Still, caution should be exercised in tasks where HR variations strongly
correlate with global activity changes as there is a risk of excessive removal of meaningful
variance.
There is a large body of fMRI research showing that activity in central autonomic network
(CAN) regions covaries with HR changes. However, the present work represents the first direct
evidence of a nonlinear relationship between HR and FC of autonomic brain regions in the resting-
state condition [70]. This association confirms the role of CAN regions in cardiac regulation
and provides a proof-of-concept for the use of HR as a potential biomarker of CAN functional
integration. Moreover, these findings can be interpreted in the context of the Neurovisceral
Integration Model (NIM). The identified CAN regions, whose connectivity covary with HR,
are the same as those areas postulated by the NIM responsible for the adaptive regulation
of emotions, cognitions, behaviors, and HR variability. Therefore, the presented results on
brain-heart interaction provide additional evidence supporting the NIM. While speculative, the
observation of higher functional connectivity at slower HRs suggests that, beyond strengthening
brain network connectivity, slower HR may potentially exert a positive effect on emotion
regulation and self-control.
The analysis of HR undertaken here has extended our knowledge of physiological noise in
the BOLD signal and emphasizes the need for always considering HR when analyzing BOLD
data. To further test the applications of the findings presented in this thesis, the new model for
noise correction needs to be tested under different MRI and brain conditions in conjunction with
experimental tasks. In particular, it would be interesting to derive HR-based CRFs in elderly
subjects as there is accumulating evidence that the hemodynamic response varies with age [2].
This work has also aroused curiosity about the appearance of the nonlinear coupling FC-HR
under different brain conditions. For example, patients with psychiatric disorders often exhibit
significantly altered HR and FC compared to control subjects [12, 217]. One can expect that
these alterations may also affect the coupling between FC and HR. A better understanding of
brain-body interactions could help to shed light on the nature of spontaneous brain activity as




Figure A.1: A) 60 s of a non-stationary simulated cardiac signal. The power spectrum shows the
fundamental frequency (1 Hz), and 2nd, and 3th harmonics. B) 60 s of two BOLD signals simulated using
a VAR model, sampled at 500 Hz. C) The BOLD signals corrupted by cardiac noise and down-sampled
at 0.4 Hz (TR = 2.5 s). D) Gaussian noise was further added to represent measurement error and noise in
the acquisition. E) The BOLD signals corrupted by cardiac and Gaussian noise were pass-band filtered
between 0.01-0.1 Hz for functional connectivity.
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Table A.1: Variance explained in each subject by the canonical CRF, individualized CRF (CRFi) and
group-specific CRF (CRFg). % voxels: indicates percentage of voxels in the brain with significant R2
(p < 0.01, F-test). Mean % R2 corresponds to % R2 values averaged over significant voxels, while SD
indicates the standard deviation.
CRF CRFi CRFg
% % R2 % % R2 % % R2
Subject voxels mean ± SD voxels mean ± SD voxels mean ± SD
SHR 1 4.02 3.86±0.99 1.67 3.69±0.89 10.75 4.14±1.29
2 40.78 5.64±2.28 6.76 3.88±1.00 2.36 4.12±1.68
3 17.65 4.66±1.73 17.12 4.62±1.68 25.33 4.98±1.96
4 6.35 4.09±1.29 7.05 4.14±1.33 12.36 4.76±1.94
5 4.95 3.79±0.88 6.52 4.07±1.18 0.99 3.54±0.68
6 0.91 3.42±0.60 1.39 3.65±0.80 4.89 3.94±1.04
7 0.25 3.24±0.37 4.37 4.37±1.38 0.82 3.37±0.50
8 37.95 6.89±3.17 43.95 8.22±4.37 46.23 8.60±4.87
9 0.31 3.39±0.54 2.03 3.61±0.76 2.33 3.75±0.96
10 3.31 3.82±0.93 2.20 3.74±0.94 2.82 3.98±1.16
11 0.91 3.47±0.62 3.23 3.79±0.96 1.57 3.61±0.77
12 1.57 3.77±0.91 2.85 3.68±0.87 2.54 3.84±1.07
13 5.54 4.02±1.17 1.50 3.76±0.93 7.01 3.96±1.10
14 3.40 3.94±1.17 3.07 3.80±0.98 26.57 5.12±2.22
15 10.45 4.08±1.18 9.52 4.30±1.41 9.60 4.64±1.77
16 3.22 3.87±1.01 3.54 3.92±1.09 1.76 3.61±0.80
17 25.30 4.26±1.06 1.43 3.25±0.40 34.73 4.51±1.35
18 33.71 4.86±1.73 40.68 4.93±1.82 23.20 5.36±2.34
19 8.21 4.61±1.86 21.28 5.81±3.07 17.42 4.77±1.75
20 6.08 4.17±1.34 5.63 3.87±0.99 2.25 3.69±0.86
21 7.70 4.22±1.32 0.59 3.64±0.85 11.99 3.94±0.94
22 11.78 4.18±1.28 2.26 3.63±0.77 12.15 4.18±1.34
23 2.70 3.70±0.87 4.76 3.81±0.92 20.79 4.43±1.50
24 9.54 4.64±1.60 1.22 3.69±0.89 10.63 4.85±2.01
25 5.61 4.02±1.08 10.39 4.17±1.39 14.40 4.20±1.33
26 34.37 7.72±4.12 7.81 4.91±2.20 15.88 5.00±2.09
27 2.26 3.58±0.71 1.77 3.59±0.82 2.91 3.72±0.98
28 0.18 3.54±0.83 5.38 4.06±1.25 4.03 3.97±1.19
Ave. 10.32 4.27±1.31 7.86 4.16±1.28 11.73 4.38±1.48
MHR 1 5.23 3.89±1.03 7.37 4.38±1.36 4.96 4.06±1.31
Continued on next page
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CRF CRFi CRFg
% % R2 % % R2 % % R2
Subject voxels mean ± SD voxels mean ± SD voxels mean ± SD
2 5.87 4.43±1.63 0.72 3.45±0.62 0.62 3.39±0.54
3 2.58 3.78±0.93 24.44 5.28±2.18 3.36 3.81±1.01
4 6.90 3.61±0.75 4.62 3.97±1.13 2.31 3.66±0.78
5 8.36 4.20±1.25 4.17 4.05±1.33 1.29 3.70±0.94
6 0.91 3.54±0.69 10.45 4.23±1.21 1.85 3.66±0.77
7 4.97 3.90±1.10 23.81 4.74±1.55 7.68 3.79±0.92
8 4.40 3.87±1.02 1.54 3.54±0.70 1.22 3.76±0.95
9 15.77 4.79±1.82 17.08 4.69±1.79 21.74 4.83±1.91
10 2.89 3.72±0.84 9.58 4.31±1.46 5.77 4.05±1.24
11 7.95 4.20±1.37 13.38 5.45±3.11 14.46 3.91±0.92
12 6.03 4.54±2.16 4.05 4.00±1.20 7.57 4.12±1.19
13 4.55 3.79±0.97 1.45 3.50±0.64 3.67 3.90±1.07
14 10.28 4.38±1.69 3.38 3.87±1.08 11.72 4.71±1.72
15 5.81 4.10±1.34 1.80 3.63±0.79 0.46 3.47±0.68
16 1.27 3.55±0.71 4.28 3.79±0.91 0.65 3.49±0.79
17 3.88 3.85±0.96 2.98 3.83±1.01 15.09 5.22±2.51
18 4.44 3.70±0.82 22.85 4.78±1.79 7.81 4.17±1.26
19 0.91 3.62±0.83 2.12 3.82±1.01 1.59 3.50±0.66
20 11.65 4.46±1.59 36.76 5.80±2.71 26.26 5.33±2.47
21 3.01 3.86±1.08 8.23 3.98±1.06 28.47 6.53±3.45
22 4.34 3.96±1.09 4.51 3.93±1.08 11.04 4.81±1.93
23 27.64 5.15±1.98 4.97 4.36±1.63 29.79 5.59±2.48
24 7.47 3.81±0.92 20.29 5.07±2.13 12.32 5.13±2.12
25 5.83 4.28±1.44 9.48 4.00±1.14 9.50 3.91±1.03
26 2.41 3.71±0.86 2.59 3.73±0.90 5.87 4.06±1.24
27 3.21 3.95±1.30 17.40 5.52±3.07 4.40 4.26±1.56
28 2.10 3.38±0.53 0.51 3.41±0.61 15.97 4.26±1.24
Ave. 6.10 4.00±1.17 9.46 4.25±1.40 9.19 4.25±1.38
FHR 1 8.14 4.10±1.21 2.40 3.83±1.01 3.20 3.79±0.99
2 5.83 3.94±1.08 18.97 4.86±1.90 19.44 4.61±1.67
3 12.01 4.25±1.27 0.69 3.46±0.71 7.15 4.59±1.84
4 0.21 3.29±0.53 10.45 4.30±1.42 3.51 3.64±0.76
5 31.76 5.75±2.76 28.32 5.55±2.41 14.40 4.56±1.60
6 2.74 3.87±1.06 1.12 3.50±0.69 0.66 3.44±0.63
7 20.07 4.90±1.87 4.51 3.86±1.04 5.75 3.96±1.10
Continued on next page
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CRF CRFi CRFg
% % R2 % % R2 % % R2
Subject voxels mean ± SD voxels mean ± SD voxels mean ± SD
8 1.10 3.48±0.59 0.89 3.45±0.62 3.18 3.74±0.89
9 0.18 3.31±0.45 4.19 4.08±1.21 8.04 3.86±0.98
10 7.01 3.98±1.11 1.01 3.39±0.58 6.11 4.25±1.36
11 2.81 3.77±0.95 6.58 3.97±1.09 24.86 4.97±2.01
12 2.49 3.71±0.89 2.48 3.82±1.00 10.44 4.20±1.33
13 1.50 3.73±0.88 2.39 3.60±0.72 0.80 3.45±0.61
14 5.16 4.09±1.34 8.11 4.77±1.89 5.20 4.08±1.26
15 14.61 4.48±1.50 4.05 4.30±1.46 19.73 4.41±1.34
16 7.96 3.99±1.08 10.64 4.09±1.15 23.12 4.58±1.55
17 4.09 3.86±0.94 4.17 4.00±1.13 13.25 4.30±1.43
18 13.38 4.42±1.50 29.20 6.63±3.83 2.46 3.72±0.89
19 6.87 4.22±1.34 4.82 4.17±1.09 14.48 4.56±1.68
20 2.41 3.67±0.82 13.69 4.85±2.19 5.24 4.23±1.51
21 1.24 3.61±0.78 5.79 4.13±1.25 1.66 3.51±0.70
22 2.40 3.67±0.87 2.39 3.71±0.90 4.25 3.74±0.88
23 1.08 3.49±0.68 0.63 3.48±0.65 1.13 3.52±0.74
24 2.37 3.85±1.01 6.24 3.80±0.90 2.66 3.61±0.76
25 1.21 3.48±0.61 13.72 4.35±1.41 11.83 4.40±1.50
26 3.27 3.74±0.83 0.67 3.41±0.53 0.53 3.40±0.53
27 1.84 3.78±0.93 2.20 3.81±1.00 2.03 3.67±0.85
28 12.39 5.19±2.43 26.78 4.99±1.91 30.35 5.03±2.01
Ave. 6.29 3.99±1.12 7.75 4.15±1.27 8.77 4.07±1.19
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