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1. INTRODUCTION 
The statistical consideration of models containing measurement errors began as 
early as 1877. See Fuller (1987, p. 30). Most of the past work has been done on the 
univariate linear model with constant error variances. More recently, work has been 
done on multivariate, non-linear, and non-constant error variance models. We will 
consider an estimated generalized least squares estimator for the parameters of a 
univariate linear model with heteroskedastic error variances. 
The univariate linear measurement error model is 
where y^ is the dependent observation at time t, is a 1 x k vector of explanatory 
variables, ^ is a k x 1 vector of unknown coefficients, and is the equation error. The 
usual goal is to estimate fi. We assume that we are unable to observe = (y^, 
directly. Instead, we observe = (Y^, X^), such that 
y^ = + q^ , t=l,2,...,n. (1.1) 
^ ' 
= x^ + , t=l,2,..,n. (1.2) 
where = (w ^,t i ^) are random measurement errors. We further assume that 
2 
*t "ki 
Qt 
^t 
~ NI 
0 
0 
. ' t .  0 L 
where 
^aatt 
^ x x O  
0 
0 0 
0 0 
^wwtt ^wutt 
^uwtt ^uutt 
qq 
0 
0 
0 
0 
^wwtt ^wutt y y 
uwtt uutt 
, t — 
(1.3) 
are known for each t. This is the heteroskedastic measurement error model with 
normal distribution assumptions. This model arises in many situations where the 
errors in measuring the true values have unequal variances. For example, different 
methods may be used to measure the same property. These different measuring 
techniques may produce measurement errors with different variances. 
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2. LITERATURE REVIEW 
We now present a literature review of some special cases of the above model. 
2.1. No Measurement Error in the Independent Variables 
The classical regression models are special cases of the above model with 
\utt = 0 for t = l,2,...,n. In the classical regression model the independent variables, 
t = 1,2,...,n, are measured without error. For convenience, the measurement error 
in can be combined with the equation error to get 
+ Sf 
with 
vat(e,) e + ,7^^. 
The classical regression model can be written, 
Y = X ^ + e ,  (2.1) 
with Y = (Yp...,Y^)', X= (x^,...,x^)', and e = (e^,...,e^)'. There are two main 
cases. 
2.1.1. Homogeneous error variances 
In some cases it is reasonable to assume that for all t, so that 
4 
f^gett ~ ^ee ^ t. Then var(e) = I^, where is the n x n identity matrix. 
Since the x^'s are independent random normal vectors, the maximum likelihood 
estimator of )9is, 
=  ( X ' X r ^ X ' Y  =  ( J  x j y , .  ( 2 . 2 )  
with 
var(^IX) = o-jX'X)-!. 
The estimator P is the uniformly minimum variance unbiased estimator of p. See for 
example Shaffer (1991, Section 2.2.1). 
2.1.2. Heterogeneous error variances 
In some cases it is not reasonable to assume homogeneous error variances. 
Instead var(wp = is dependent on t, so var(ej.) = is also dependent on t. 
Hence, var(e) = = diag(a^^ ^ Since the x^'s are independent random 
normal vectors, the maximum likelihood estimator of B for known S is 
ee 
with 
yar(^IX) = (X'SjJxr^ 
Again, if the x^'s are fixed, /Sis the uniformly minimum variance unbiased estimator of 
p. See, for example, Graybill (1976, Section 6.8). 
5 
2.2. Measurement Error Present in the Independent Variables 
We now consider models in which the independent variables are measured with 
error. Therefore, we assume that # 0 for some t. Define 
^  =  ^ t  +  ^ t - V -  ( 2 . 4 )  
Model (1.1) — (1.2) can be written, 
Y = X / 3 + v ,  (2.5) 
with Y = (Yj,...,Y^)', X= (Xp...,X^)', and v = (vp...,v^)'. The error v is 
analogous to the error e in (2.1) except that X and v are correlated in (2.5) while X 
and 6 are uncorrelated in (2.1). Because of this correlation, it is well known that the 
estimators (2.2) and (2.3) will be biased for /3. See Fuller (1987, p 3). 
If the x^, t = l,..,n, are fixed real—valued vectors, the model (1.1)—(1.2) is 
called the functional model. If the are random real—valued vectors or if x^ = (1, 
Xg^) where Xg^ is random, the model is called the structural model. Dolby (1976) 
suggested that the model with random x^ whose means are a function of t be called the 
ultrastructural model. Both the structural and functional models are special cases of 
the ultrastructural model. For all three models, additional information is required in 
order to estimate P consistently. If the measurement error variances are known or an 
independent estimator of them is available, the parameters can be estimated. We 
consider estimators for two main cases. 
2.2.1. Homogeneous error variances 
Assume for t = l,..,n where is known. For model (1.1) — (1.3) 
with = Eg^g^, Fuller (1987, Section 2.2) considered the estimator 
p  _ (M^ - S J ~ ^ uw) (26) 
where My y = n ^ S XfX. and = n ^SXiY.. With the additional AA t = l t t AY t = l t t 
assumptions, 
and M = M + S is nonsingular, Fuller showed that under model (1.1) — (1.3), 
where 
f5(^-/3)-^N(0, r) 
^ ^xx ^vv ^xx [^uu^vv ^uv^vJ^xx ' 
^vv - ^qq + ^ww + ~ ^^wu^' (^.7) 
^ u v - ^ u w "  
^vu = \v • 
7 
Actually Fuller showed this result under slightly weaker conditions on the distribution 
of (x^, q^) than normality. The variance of the asymptotic distribution can be 
estimated by 
where 
V{a = Vw + (2.8) 
M 
XX ^ X X - ^ u u >  
\ v - \ y r ~ V '  
Fuller (1987, Section 2.2) also examined maximum likelihood estimation for the 
structural model with homogeneous measurement error variance given by 
Yt = /'O + Vl + ®t' 
^t = ^t + 
(2.9) 
where 
r - r  >x" [^xx 0 0 
®t ~ NI 0 ) 0 ^^ee ^eu 
0 0 \u. 
(2.10) 
and and are known. Twice the log—likelihood adjusted for degrees of freedom 
is 
2Lc[/i^,/ÎQ, V (vechS^)'] = (2.11) 
-pnlog27r - (n-l)log | E^z I - ', 
where = (Y^, X^) has dimension p, 
(2.12) 
•"77 - (""1) 
and 
"^ee ^eu 
^ue \u 
(2.13) 
(2.14) 
Fuller showed that the maximum likelihood estimators adjusted for degrees of freedom 
are 
-1/ 
^1 ~ (™XX ^uu) (™XY ~ ^ue)' (2.15) 
^Q =  Y - %  (2.16) 
A^ = x, 
^ee ~ °^YY ~ ^™YX^1 + ^1™XX^1 + ^^eu^l ~ %^uu^l' 
^xx - ™XX ~ \u' (2.17) 
9 
iît provided S is positive definite and where is the XX cc 6ll IXil ll6 (111 
Moore—Penrose generalized inverse of E . If either of these conditions is violated, the 
uu 
estimators fall on the boundary of the parameter space. Let < • 
< be the positive values of A ^ that satisfy 
= 0, (2.18) 
^aall = Vln\e 
^aall ^eu 
ue uu 
If < 1 and ^ > 1, the maximum likelihood estimators are 
and 
h  ~  (^XX ~ ^ k^uu) ^(™XY ~ Vue)' 
^xx - ™XX ~ ^k^uu' 
^ee ~ ^eu4u^ue-
(2.19) 
(2.20) 
If < 1, the maximum likelihood estimator of is singular and the estimator of 
is indeterminate. 
For the functional model, Fuller (1987, Section 2.2) showed that the method of 
maximum likelihood fails to yield consistent estimators for all parameters of the model. 
Amemiya (1982) discussed the maximum likelihood estimators for the multivariate 
10 
linear measurement error model. See also Gleser (1981) and Fuller (1987, Appendix 
4.B.). 
Dahm (1979) derived estimators for the multivariate linear errors in variables 
model defined by 
^t ~ *t^ ®t 
~ *t *t 
(2.21) 
where Yj. and are observable random row vectors of dimension p and k, 
respectively, e^ and are unobservable error vectors, is an unobservable random or 
fixed row vector, is a k*p matrix of parameters, = (Y^, X^), and = (e^, u^.). 
Consider the structural model with the assumption 
X. u FE 0 " 
t 
Cx 
~ NI 'x 0 ) 
XX 
0 E 
t ee 
(2.22) 
Dahm considered estimation of the r^l parameter vector 7Q which is composed of the 
unknown elements of P, and Under assumption (2.22), the matrix 
(n—l)m22 is distributed as a Wishart matrix with n—1 degrees of fi:eedom. Let 
- E(™ZZ^ 
- (A + ^66 (2.23) 
11 
Estimation of 7q was based upon the minimization with respect to 7 of the residual 
quadratic form 
g(7l Vg) = vechgmgg- E(7)]'{2~V-l)$p.k(Vo®Vo)^p+k}vech[m22- S(7)], (2.24) 
where Vq is a random matrix which converges in probability to 5r~^(7Q) and where 
vech, and the Kronecker product, ®, is defined in Fuller (1987, Appendix 4.A). 
Let 7 denote the estimator obtained from the minimization of (2.24). Dahm's results 
follow directly from results given in Browne (1974). Browne defined the class of 
generalized least squares estimators as those estimators which minimize g(7|V) where 
V is either a positive definite, constant matrix or a random matrix which converges in 
probability to a positive definite matrix. Browne showed that the estimator 7 which 
minimizes (2.24) is a consistent estimator of 7g, asymptotically normal, and best 
within the class of generalized least squares estimators in the sense that the difference 
between the asymptotic covariance matrix of any generalized least squares estimator 
and the asymptotic covariance matrix of 7 is positive semidefinite. 
Browne's use of generalized least squares to estimate the parameters in the 
model of the covariance is a special case of structural equation modeling. Bentler 
(1991) reviewed previous work, such as Browne's, which attempted to link structural 
models with nonlinear regression. In addition, Bentler discussed some new approaches 
to structural equation model theory focusing on individual observations as opposed to 
elements of the sample covariance matrix. 
12 
2.2.2. Heterogeneous error variances 
In many cases it is not reasonable to assume that measurement error variances 
are homogeneous, instead it is better to assume varies with t. If the are 
known, a natural estimator analogous to estimator (2.6) is 
(2.25) 
where 
and 
Fuller (1987, Section 3.1) showed that 
where 
'/?/?"" "^xx ^ "^xx V m = n - % - ' G M -L 
^vvtt ^qq ^wwtt ^^'^wtt ^'^uutt^ ' 
uvtt ~ ^uwtt ^uutt^ ' 
13 
and 
"qq = -"-1(1, -fi')']-
The estimator ^ is a consistent estimator and relatively easy to compute. However, it 
is sometimes possible to construct an asymptotically superior estimator using ^ as a 
preliminary estimator. Hasabelnaby (1987) investigated the weighted estimator, 
K  = M^wx^xwy (2-27) 
where 
= (2-28) 
(2.29) 
and an estimator of is defined in (2.26). Hasabelnaby showed that, 
where 
= '"Xwx 1 Wv«tt)l KL- P.30) 
The use of as a weight minimizes the part of the covariance matrix of the 
limiting distribution associated with x^v^. However, because of the contribution of the 
variance of u^v^ to the covariance matrix, one is not guaranteed that the large sample 
covariance matrix of estimator (2.27) is better than that of estimator (2.25). The best 
14 
set of weights to minimize the variance of the limiting distribution depends on the 
unknown x^. Since a consistent estimator of the does not exist, a best set of weights 
can not be constructed without additional assumptions. 
Under certain assumptions, it is possible to construct an estimator of P that is 
generally better than (2.27) and better than (2.25). In the next few chapters, we will' 
discuss a method of moments estimator based on an estimated generalized least squares 
estimator of proposed by Fuller (1990). 
15 
3. ESTIMATION OF THE COVABIANCE MATRIX 
3.1. Estimated Generalized Least Squares Estimation 
Consider the model 
+ a^. , t = l,...,ii (3.1) 
where is a p—dimensional row vector of observed values, is a p—dimensional row 
vector of true values, a^ is a p-dimensional row vector of measurement errors, and 
n > p. 
Assume that 
H  
H 
NI 
M' 
0 0 2 
aatt-" , t — 1, .. ,n (3.2) 
where is known for all t and is positive definite. Let 
^ZZtt ~ ^zz ^aatf 
Define 
™zz - \?/^t ~ 
—1 " 
^aa.. = ° t?i^aatt ' 
16 
and 
Z  =  n  ^ S Z , .  ( 3 . 3 )  t = i  t  ^  
Fuller (1990) considered the following preliminary estimator of 
^zz~"^ZZ~^aa.. • 
However, since the difference (3.4) is not always positive semidefinite, Fuller used a 
modification of (3.4) as an estimator of E . Let > Â \ > ... > Â, ^ be the roots of 
zz p - p-l - - 1 
l™ZZ^\a..™ZZ^^"^ (3-5) 
and let 
P - (P n, P n_l> P.l) (3-6) 
be the pxp matrix of associated characteristic vectors. Let 
R = diag(rp...,rp) 
where (3.7) 
îj = max(0,1 — Âj^). 
Then a positive semidefinite estimator of S is 
zz 
%z ~ • (3 8) 
17 
Note that 
and 
where 
À-1 = dias(Â-l, Â-lj,.., Â-1). 
î-1 Therefore, if A" < 1, the estimator of given in (3.8) is the positive semidefinite 
difference between the sample covariance matrix and the average of the error 
covariance matrices given in (3.4). If some of the ÂT^ are greater than one, the 
procedure associated with (3.8) produces an estimator that is positive semidefinite but 
not equivalent to (3.4). Since it can be shown that P(Â^^ > 1) = 0(n~^), see Fuller 
(1987, p. 165), the modification associated with (3.8) is an Op(n~'^) modification. 
1 That is, estimators (3.4) and (3.8) are equivalent up to terms of order Op(n ). Under 
model (3.1) — (3.2) it can be shown that 
Although, the estimator defined in (3.8) is slightly biased, it will be used in all 
future computations because it is positive semidefinite. Define 
^ZZtt Kz + ^aatt • (3 9) 
This estimator is a preliminary estimator of Sgztt 
18 
2 Let M be any pxp matrix. Let vec M denote the p *1 column vector obtained 
by listing the columns of M one beneath the other in a single column. Let vech M 
denote the p(p+l)/2xl column vector obtained by listing the elements in each column 
that are on or below the diagonal. In addition, let be the p *p(p+l)/2 matrix such 
that 
vec M = fpVech M . 
See, for example, Fuller (1987, Appendix 4A) for discussion of vec, vech, and the 
matrix f p. 
Fuller considered the second round estimators given by 
~ Izi^ZZtt^ \ = i^ZZtt^t ' 
vech m = n(n-ir\ J 
-ÂO'(Zt--ÂO], (3.11) 
^am.. ~ (t=i^mmtt) t = i^mmtt^^^^ ^aatt ' 
^mmtt ^/^^p(^ZZtt ® ^ZZtt^^p ' 
^ZZtt ~ ^ ^(^~^)^zztt ^ ^™ZZ • 
19 
The are preliminary estimators of ^gZtf inclusion of the n^^m^g 
term in produces a more stable estimator for ï^2tf A is an estimated 
generalized least squares estimator of fi. Also, under the normality assumption (3.2), 
^mmtt = ® ^Ztt^^p 
is the inverse of the covariance matrix of 
vech[(Z^-/i)'(Z^-^)] 
and (3.13) is an estimator of See Fuller (1987, p. 386). It follows that 
= (3.15) 
is the estimated generalized least square estimator of Fuller also used a 
modification of (3.15) to ensure that the estimator of is positive semidefinite. The 
modified estimator is constructed using (3.5) with m of (3.11) replacing m^g, and 
^Tra, of (3-12) replacing . Thus the roots of 
are computed and the estimator of is defined by (3.8) using the roots of (3.16). We 
denote the modified estimated generalized least squares estimator of by Since 
the modification is Op(n~^), it does not affect the asymptotic distribution of 
Thus, we ignore the modification in our discussion of the properties of the estimators. 
20 
3.2. Some Preliminary Lemmas 
We now show that a' = {Jt, vech is asymptotically normal, but first we 
need some preliminary lemmas. 
The first lemma establishes the order in probability of the errors in the 
preliminary estimators of and Sgztt the model given by (3.1) and (3.2) without 
the normality assumption. Only the mild assumption that the fourth moments of 
are uniformly bounded is needed. 
Lemma 3.1. Assume that 
(1) ^ ^t \ ^ ~ 
(2) 
4 
4 J 
Ind 0 E 
aatt' , t — l,...,n, 
where is positive definite, 
(3) are known for all t. 
(4) Z. have uniformly bounded 4th moments. 
Then 
21 
and 
^ZZtt ~ ^ZZtt ^ 
Proof. Since the modification associated with (3.8) is of order Op(n"~^), we can assume 
that has the form given in (3.4) in expansions that retain terms of Op(n~^/^). 
Without loss of generality assume that fi=Q (otherwise replace with — /i). Define 
^ZZ.. = %z \a.. • 
By assumption (4), is uniformly bounded for all n. In addition, are 
uniformly bounded, since 
^ + KVijI • 
Thus 
E(Z) = 0 
and 
Var(Z) = n ^^SEgg^t 
^^ZZ.. 
= 0(n"b • 
Hence, 
z = Op(n-l/2) , 
22 
which implies 
Z'Z = Op(n-') . 
In addition, for any i,j = l,..,p, 
^t=fit^jt ~ "^ZZijtt)] ^ ° ' 
and by assumption (4) 
~ "ZZijtt'i ~ " ~ "ZZijtt' 
= o(.-'), 
implying that 
°"M(2;;Z,-Ï22„) = Op(n-l/2). 
Hence, 
^zz~^zz = ™ZZ-^zz Aa.. 
= (n-1) - nZ'Z - ] 
= (n-1) ^[Jj(Z(Z^ - E22tt) - (nZ'Z -
— n{n-l) ^[n -n(n-l) ^Z'Z + (n-l) 
= Op(n-l/2) + + 0(11-1) 
= Op(n-l/2). 
It follows that 
^ZZtt ~ ^ ZZtt ^ ° ^[(:i-l)%ztt ~ %Ztt) + ^°^Z ~ ^ZZtt)] 
= %ztt ~ ^ zztt) + ° ^K™zz ~ ^ zztt) ~ (%ztt " %ztt)] 
^ (%Z ~ ^ ^[™ZZ ~ ^ZZtt] 
= (%Z ~ ^zz) + ^ ^["^ZZ ~ (°^ZZ " ^aa.. + ^aatt^^ 
= (%z ~ ^zz) + """^[^aa.. ~ ^ aattJ 
= Op(n-l/2) + O(n-l) 
24 
The next lemma is a general result on the order in probability of the inverse of 
an estimator of a positive definite matrix. 
Lemma 3.2. Let A be a k%k fixed positive definite matrix and A a random estimate of 
A such that 
À — A = Op(n ^), a > 0. 
Then 
Â-' = Oj,(l) 
and 
Â-1 = A-l + Op(n-''). 
Proof. The determinant of A, det(A), is a continuous function of the elements of A, 
a.j, i,j = l,..,k. So for every £>0 there exists a f>0 such that 
|a.j -a-l < f V i,j =4 I det(Â) - det(A) I < e 
In particular, e can be chosen such that det(A) > c > 0 for some c. Hence, 
det(A)~^ < 1/c. 
Since Â — A = Op(n~^), n can be chosen large enough such that 
P(.^.I^ii ~^ijl < ^) > 1 — e 1 ) J 'J 'J 
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which implies 
1 - e < P(det(Â) > c > 0) = P(det(À)~'^ < 1/c). 
Hence, 
det(Âr' = Op(l). 
Note that À is positive definite with probability greater than 1 - e for large enough n. 
Also note that À = A + Op(n'~") which implies that 
Â = Op(l). 
Recall that the inverse of any matrix A can be expressed in terms of determinants. See 
for example Hoffman and Kunze (1971, pp 159—160). So the inverse can be expressed 
as 
Â ^ = det(Â) ^adj Â, 
where the adjoint of A, denoted adj A, is 
(adj Â).j = (-l)^'^jdet(À(jli)), 
where A(j | i) is the matrix formed by striking out the j—th row and i—th column of À. 
This cofactor, as it is called, is just a sum of products of the elements of Â, hence 
adj Â = Op(l). 
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Thus, 
À-l=0j,(l).0p(l) 
= Op(l)-
Note the following identity, 
Â"^ = - A-\Â - A)À-^ 
Since A~^ is fixed, Â — A = Op(n~^), and À~^ = 0^(1), 
À-1 = A-1 + Op(n-«) 
• 
The following lemma treats the covariance matrix, ^2,ZtV ^ function of an 
unknown parameter vector 0 and establishes the uniform bound of various functions of 
Ezztt(^) over a set S of 6. Only the assumptions that the measurement error 
variances are uniformly bounded above and that the determinant of the variances of 
are uniformly bounded away ûom zero are needed. 
Lemma 3.3. Let 
^ZZtt(^) ^ + ^aatt' ^ 
where 0 = vech is the unknown parameter vector of dimension L = p(p + l)/2 and 
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8 is the parameter space of 0 such that B = is positive semidefinite}. Let 
be the true value of 0. 
Assume, 
(5) 
(6) there exists an convex, open set Q C B with in the interior such that 
det[%22^(<?)] > c > 0 V t and V E 0. 
Then there exits a convex set 5 C 0 containing 0^ in the interior such that for all 0 e 5, 
^Ztt^^^ ^inmtt^ uniformly bounded in t. In addition, 
— 1  T i n  1  1  — 1  
and are uniformly bounded. 
Proof. By assumption (6), 
(det[%22^^(6)]) < 1/c V t and V 0 e 0. (3.17) 
Since is a continuous function of 6, a convex set 5 c 0 can be constructed ZZ^  '  ' 
containing 0^ in the interior such that for some finite nonzero B^, 
(3.18) 
where the (ij)—th element of So by assumption (5) and 
(3.18), 
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KïzzttC))^! ^ + l(Saatt)ijl 
< = Bg V » E S*. (3.19) 
Recall that 
^Ztt(^) ^ ^adj ^zztt^^^ 
where the adjoint of SgZtt^^^' adj ^2Ztt^^^' 
(adj ~ (~l)^"^"'^®^[^zZtt^^^^-''^^^' 
where ^zztt^^^^^l^^ the matrix formed by striking out the j—th row and i—th column 
of See, for example, Hoffman and Kunze (1971, pp 159—160). So by (3.19), 
V fle S* 
I (adj SzZttCJ'ijl ^ < (p-Ds'P-') . (3.20) 
* 
Let S = S n fl, then 5 c 8, 6 5, and S is convex. Thus 0 e S 
< (p-1)b(p-1)/C 
for all t by (3.17) and (3.20). Hence ^2^(^) is uniformly bounded for all t and 0 £ S. 
It follows that 
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is also uniformly bounded for all t and 0^ S. 
By assumption (6), 0^ is in the interior of 0, hence and ^^Ztt^^O^ are 
positive definite. By the Minkowski determinant theorem, see for example Magnus 
and Neudecker (1988, p. 227), 
>p„-l{Jde.VP[55l„«,o)]}' 
= P" H J: det 
-1/p 
-"zztt 
-i/pip 
BP]--} 
= n^lB-P 
> V -
In addition, since ^gtt^^O^ uniformly bounded, the adj n 
uniformly bounded using an argument analogous to that used in (3.20). It follows that 
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1-1 [—1 " 1 1 n bounded. Similarly, it can be shown that 
In the next lemma, the Taylor expansion of ft is developed. 
Lemma 3.4. Assume conditions (1), (2), (3), (4), and (6) of Lemmas 3.1 and 3.3. Then 
= Op(n-l/2), 
Proof. Assumption (4) of Lemma 3.1 implies assumption (5) of Lemma 3.3, hence the 
conditions of Lemma 3.3 hold. Let 
%Ztt(^) = + \att 
for ^ e 8 as defined in Lemma 3.3. Define 
where 
<,ij = vech{S^^^-Saatt) (3.21) 
and 
0 = vech E . 
zz 
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Thus, 
^ ^ ^ V + \att 
= ^ ^(^aa..~ ^aatt) + ^aatt 
~ ^ZZtf 
In addition. 
Hence, 
Let 
^tn - ^0 = °p(° 
- ^Ztt(^) 9^^ZZtt(^) ^Ztt(^) • 
See for example Fuller (1987, p. 390). By the definition of 0, the first derivative of 
^Zztt^^) is a matrix of O's and I's. In addition by Lemma 3.3, there exists a 
neighborhood S about and a bound B^j such that 
l%Ztt(^))rsl -®ZI 
for all ^ e 5, for all t and for r,s = l,..,p. So for 0 e S, 
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^ J. 
< P^b|j. (3.23) 
Hence the first derivative is bounded. By an exact Taylor expansion about ^q, 
" Mi^ZZtt - ^ \^i^Ztt(^tn) 
~ ^ \=i^Ztt(^o) + ° \=ii=i^lti(^t)(^tni ^Oi) 
~ ° \=i^Lt(^o) + i?/^i ^Oi) ^ \=flti(^t) 
+ Mflti(^t)^tni 
where 0^ lies on the line segment joining 0^^ and and L = p(p+l)/2. Recall that 
l^tni ^Oi' ~ l^i ^Oi ^ ^^tni' 
< l^i-^oi' Vtnil 
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* 
Since the 5^^ are uniformly bounded, 0^^ is in the interior of 5, and 0^ is between 
and 0g for all t, N can be chosen such that for n > N 
e 5for t = l,2,..,n) > 1 - e . 
* 
Hence by (3.23), is uniformly bounded with probability greater than 1 — e. 
Thus, 
" Iti(^t) = ^p(^) ' 
and 
^ ^t=flti(^t)'^tni = ^p(° 
So, 
= -"M.'SzttCo) + + Op("'') 
= + Op(""'''). (3-24) 
and by Lemma 3.2, 
Define — /i, then has zero mean and variance ^iZtV 
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Thus, by Lemma 3.3, 
Again by an exact Taylor expansion about 0^, 
^ \=i^zLt4 - ^  \^i%Ztt(^tn)4 
- ^  \%^Ztt(^o)4 + i?i" lti(^o)4(^tni " ^Oi) 
Mi^2ti/^t )4(^tm-V(^tnj-%) 
(3.25) 
** 
where 0^ lies on the line segment joining and ^q. 
* 
With an argument similar to that used for it can be shown that for large 
** ** 
enough n, P(tf^ e S for t = l,2,..,n) > 1 — e. Hence j() is uniformly bounded 
with probability greater than 1 — e. 
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The second term in (3.25) is 
+ • 
But 
and 
Var(n Djy(»o)ep = n 
= O(n-l) , 
SO, 
In addition. 
and 
Var{n ^ SDjy{«u)5jjj6j} = l'huit V&Ztt( ^0^' 4m 
= 0(n-3), 
and, hence. 
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Thus, 
- "Oi) = + Op(" 
= Oj,(n-b 
The third term in (3.25) can be expanded as follows. 
1 n ** 
^ t?i®2ti/^t )4(^tm" ^ Oi)(^tnr W 
(^i- ^oi)(^r \?i°2ti/^t )4 
+ (^i- ^Oi)° ^Ji°2ti/^t )^tnj4 
+ (^j- ^Qj)n D2tij(<?j )^tni4 
Looking at part of the first term in (3.26), 
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S = 1 ' 
1  n  * * 0  i n  f )  
" mtif't ))?. ° 
S = 1  <  Op(i)-OpW. 
which implies that 
** 
Because is uniformly bounded, it can also be similarly shown that 
** 
° \=f2tij(^t )^tnj^t ~ 
and 
Thus, 
** 
° \?i®2tij(^t )'^tm^tnj4 " ^ p(^) 
_1 n ** 
Op("~') + Op(»"') + Op(n'^/^) + Op(""^) 
Op("'')-
Hence, 
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+ Opt""') + OpK') 
~ " + °p(" '' • (^-^7) 
So by (3.10), 
(A-/.)' = [Jw-ij-iJw-i^,(z,-^)' 
However, 
f»'MA(Vr'=o(i). 
by Lemma 3.3. Hence, 
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= 0(n-'), 
" " ^Ji^ztt('o) 
= O(n-l) . 
(ji-^)' = [J.SÇLt'orM.Î^ZttCo)'; + 0(l)Op(n-l) 
+ Op(n-'/2)o^(„-l/2) + 0 (n-'/2) 
= lj,<t('o)r\#,!5L('o)4 + Op(""') 
= Op(n-l/2) + Op{n-l) 
= Op(n-l/2). 
In the next lemma, the Taylor expansion of is developed. 
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Lemma 3.5. Assume (1) — (4), and (6) of Lemmas 3.1 and 3.3. Then 
vech(S^^-SJ = vech(ni 
=( J,v;;i..vech[(Z,-;.) ' ( Vh^ZZtJ+Opt-"') 
Proof. Define 
SO that 
y—1 (Q ) = v~^ 
mmtt^ tn-' mmtt 
where is defined as in equation (3.21) of Lemma 3.4. 
Assumption (4) of Lemma 3.1 implies assumption (5) of Lemma 3.3. So by 
Lemma 3.3, there exists a set 5 c 8 containing 0^ in the interior such that ^2tt^^^ 
and V~^^^(^) are uniformly bounded in t for all ^ e S. Also by the proof of Lemma 
3.4 we know that the first and second derivatives of with respect to are 
uniformly bounded in t on S. Therefore, since the elements of V~^^^(g) are a product 
of the elements of ^2tt^^^' a.nd second derivatives of V~^^^(tf) with respect 
to are also uniformly bounded in t on S. 
It can be shown by an argument exactly like that used for equation (3.24) that 
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+ Op("" 
But since VTnmt.t.(^n) uniformly bounded, 
So by (3.28), 
Therefore, 
+ Op(n-
by Lemmas 3.2 and 3.3. 
Consider the following expansion. 
^ Mi^mmtt^®^^I(^t ~ ' (^t ~ 
^ \%^mAtt'^^(:^[(^t ~ ' (^t ~ 
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+ " - f) ' (Â - y)] (3.31) 
By (3.29) and Lemma 3.4, the fourth term in the expansion (3.31) is 
Op(i> '). (3.32) 
Consider the second term in the expansion (3.31). Using double subscript notation, see 
Fuller (1987, Appendix 4.A.), 
(= ' - f") ' (^ - C)l)ij,l 
= ""M j, - ") '(f -
= - "rXAs - "s) 
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- si ~ ^ s) " ^r)' (3.33) 
By Lemma 3.4, 
^s-/'s = ()p(° )• (3.34) ^-4/2 
''s ''s ~ 
Note also that 
E(Z,^-/.P = 0 
and the variance 
Var(Z,j-Mj)=<r^^ttr 
is bounded. Therefore by an argument analogous to the one used for (3.27), it can be 
shown that 
However, 
and 
" &)) = «oWij.rsj'-zzttr 
= O(n-l). 
So, 
- "r) = 
= Op(n-l/2). (3.35) 
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So by (3.33), (3.34) and (3.35), 
- /^)'(Â - /f)] = Op(n~^). (3.36) 
Similarly, it can be shown that the third term in (3.31) is 
^  M i ^ m m t t ^ ® ^ ^ t ( ^ -  ^ ) ' ( ^ t  - =  O p ( ^  ^ ) -  ( 3 - 3 7 )  
Thus, by (3.31), (3.32), (3.36), and (3.37), 
- ^  ^t?i^mmtt^®^^f(^t + Op(^ ^)- (3 38) 
Let 
= vech[(Z^ - /i)'(Z^ -ft)-
By assumption (2), 
E(r^) = 0, 
and by assumption (4) the variance, 
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is uniformly bounded. By the same argument used to prove (3.34), it can be proven 
that 
(3-39) 
However, 
and 
= O(n-l). 
so 
• (3-40) 
Thus 
= Op(n-l/^). (3.41) 
Now consider 
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(11-1)11-2 - li) ' (z, - f)| 
The remainder in (3.42) can be expanded to 
- f )  '  (Zt - /•)! 
Since vech[E22tt(^o^^ Gxed and uniformly bounded, it can be shown that 
^ t=i^mmtt^^^^%Ztt(^o)^ ^ ^p(^)' 
Hence, by (3.41), (3.43) and (3.44), 
= ""'Op(n-V2) + „-10p 
= Op(ii b 
So by (3.42) and (3.45), 
(n-l)n Vmmf.f.vGch[(Z^ - f i y { Z ^ - f i ) ]  
= ° ~ ^)- (3-46) 
From (3.38) and (3.46), 
(n-l)n-2| v^j^vech[(Z, - « ' (Z, - Â)l 
= (ii-l)n Vjjj^„vea[{Z,-/»)'(Zj-/i)] + (ii-l)ii ^Op(ii ') 
= -/')'(Z, - A)1 + OpCn"!) + (n-l)n-l0j,(n-l) 
"" + ')- (3-47) 
Hence by (3.30), (3.39), (3.40), (3.47) and Lemma 3.3, 
vech(S^^-E^^) = vech(m -S^^) 
+(="%#,v^ti(«o)r'Op(=-') 
+ Op(n->/2)n-\i v;;^„(0„)r, 
+ 0p(n-l/2)0p(n-l) 
tJ.^mtt(«o)rM,V^„(»o)'t 
+ 0(l)0p(n-l) 
+ Op(n-l/2)Op(n-V2) 
+ Oj,(n-3/2) 
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The result follows. 
3.3 Main Results 
The following theorem establishes the asymptotic normality of the estimated 
generalized least squares estimators of fi and Assumptions (1), (2), and (3) give 
the general model with no distributional assumption. Assumptions (6) and (10) are 
used to establish uniform bounds on various functions of ^2Ztt^^^' Assumption (10) is 
also used to establish the asymptotic normality. Assumptions (7), (8), and (9) are 
limiting assumptions used to establish the limiting form of the variance. 
Theorem 3. Let cr = [li, vech[5!^J']' be the q = p + p(p+l)/2 dimensional column 
vector of mean and variance parameters. Assume 
(l) t — l,...,n, 
(2) 
4 
4^ 
~ Ind 0 
« 
0 s 
'aattJ J t — l,...,n, 
where is positive definite, 
(3) are known for all t, 
(6) there exists an convex, open set 0 c B with 0Q in the interior such that 
det[E22tt(^)] > c> 0 V t and V ^ 6 0, 
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l imn ~ ^  is  posi t ive  def in i te ,  
l imn = Vp where  Vj  is  posi t ive  def in i te ,  
l imn ^ S  where  is  posi t ive  def in i te ,  
a-* CD ' " ' 
Gj, = Vai[{(Z(-;.),vecli[(Z,-M)'(Z,-„))'}'], 
and »„ = block diaglS^ZH.V^ittl. 
Zj. have uniformly bounded 4+<J moments. 
n^/2(â-aQ)^N(0,r )  
â= [A,vech[SJ']' , 
^0 ' 
r = . 
9 = block diag(Ëj,Vj). 
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Proof. Assumption (10) implies assumption (4) of Lemma 3.1 and assumption (5) of 
Lemma 3.3. Therefore, by Lemma 3.4 and 3.5, 
a-aQ = 
( A - m ) '  
-V 
t=i ZZt t '  
0 
^tti mmtt^ 
• I  
t = l  
+ Op(n-V2) 
where 
4-
- f y  
(3.47a) 
Then is a sequence of independently distributed q-dimensional random row vectors 
with zero mean and 
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In addition, the d^ have uniformly bounded 2 + ^ moments by assumption (10). Let A 
be an arbitrary non—zero fixed row vector. Define 
By Lemma 3.3 and assumption (10), it follows that the elements of are 
uniformly bounded above. Thus, n"^V^ is bounded above uniformly in n. By 
assumption (9), n"^V^ converges to AG^^A'>0, hence is bounded below by a 
positive constant uniformly in n. In addition, 
=n~^SA'A = A'A 
cc t = l 
is bounded for all n and 
l imn ^ sup AA'  =  0.  
n - » o D  l<t<n 
Hence the conditions of Lemma l.C.2. (see Appendix A) hold with c^ = A for all t. It 
follows that 
J Ad( N(0,1) 
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By assumption (9), n converges to AG^^A', thus 
d; ^  N(0,AG^^A') 
Because the nonzero A was arbitrary, 
S d 
Also 
1 n __i _ __i 
and by assumption (7) and (8), (n S $, J converges to $ . So, 
t  =  1  
Under normality, the asymptotic variance will have the relatively simple form 
given in the next corollary. 
Corollary 3.1. Let the assumptions of Theorem 3 hold and, in addition, assume the 
to be normally distributed. Then 
r = . 
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Proof. By assumption are independent N(/i, for all t, hence 
Var(Z|.-/i)'= Sggtt ' 
Var{vech[(Zj-/i)'(Z^-M)]} = , 
Cov{(Z^-/i)',vech[(Z^-/i)'(Z^-/i)]} = 0. 
Thus 
«tt = 
It therefore follows that and thus 
r = • 
The variance of the asymptotic distribution of â, denoted by F, contains 
unknown parameters. The next corollary gives consistent estimators of F when the 
distribution of Z^ is unknown and when the Z^ are known to be normally distributed. 
Corollary 3.2. Let the assumptions of Theorem 3 hold. A consistent estimator of F is 
where 
f = 
$ = block diag(Ëj, Vj) 
(3.48) 
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A  1  H A  A  
G =  n  'Sd id ,  t=i  t  t  
4 = 
Wza.(z . -A) '  
1 
Vmmtt'«=M(Zr«'(V«-W 
In addition, under the assumption that the are normally distributed, a consistent 
estimator of F is 
f = $ \ (3.49) 
Proof. By equation (3.24) in Lemma 3.4, we know that 
^ ~ ^ \=i^zztt ~ ° \=i^ztt(^o) + ^p(^ 
Hence 
p l im Er =  l imn ^ S  SÇ'L,( t f«)  =  Sr  
nnm ^ n-œ ^=1 ZZtt^ 0^ ^ 
by assumption (7), where plim is the limit in probability. In a similar manner, 
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pl imVj=i , imi i  \ |  vJ , j ,=Vj  
n-t 00 n-t oD 
by (3.28) and assumption (8). Therefore 
which implies 
p l im $  = $  
n-»aD 
p l im $  ^ ^  (3 .50)  
n-t(D 
since the inverse of a matrix is a continuous function of the elements of the matrix. 
Under normality, F = by Corollary 3.1. Hence, result (3.49) follows. 
We will later show that 
G = n-lj d;dj + Op(n-l/2), (3.51) 
where are defined in (3.47a). For now assume that (3.51) is true. The d^d^ are 
independently distributed with 
and uniformly bounded 1 + 5/4 moments by assumption (10), where is defined in 
assumption (9). Hence, 
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by a version of the strong law of large numbers given in the Corollary of Theorem 
5.4.1. of Chung(1974). Therefore by assumption (9), 
" 'M'*! (3.52) 
Since convergence almost everywhere implies convergence in probability, 
p l im G =  G 
n-toD m  
(3.53) 
by (3.51) and (3.52). Therefore by (3.50) and (3.53) result (3.48) follows. 
Now all that remains is to prove (3.51). Let 
where 
and 
Also, let 
4 = "it 
4t 
^it ~ ^ztt^^t 
r— l  
4t - ^mmtt^^(^^K^t ~ ~ ^)~^ZZttl-
4 = '^It 
4t 
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and 
where 
and 
G = 
i-r—1 
4t - ~^)~^ZZtt^ 
The upper left—hand submatrix of G can be expanded as 
"  4t^l t )  "  ^ \=/^ l t  ^I t^ '^ l t  
By simple algebra, 
~(^zzt t~^zt t^(^~^) '  • 
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Hence the first term in the expansion of (3.54) can be written as 
+ ° MiC^zztt" %ztt)(^t " ^)''^lt 
- ° ~ ' ^ it • 
The ij-th element of the first term in the expansion of (3.56) is, 
\?i^Ztt(^~ " Mitf/^Ztt^iA ~ ^ )^ltj 
\%(%Ztt)ik^ltj -
(3.57) 
However, 
E{n \^/^zttWltj^ = ° 
and by Lemma 3.3, 
= O(n-l). 
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Hence 
Therefore by (3.58) and Lemma 3.4, 
Consider the second term in (3.56). Recall the exact Taylor expansion given in 
Lemma 3.4, 
= J/«r  -  V • 
Thus the ij-th element of the second term in the expansion of (3.56) is 
\?/^ZZtt~ ^ Ztt)(^t ~ ' '^It^ij 
^ °  \= i  J /^zLt"  ^ Ztt^ik^^tk ~ 
= k% r?/^r - ^Or) ^"\%[^ltr(^t%(^tk " 
+ Ji r=i''"^jj^ltr(^t))ik^tnr(^tk ~ ' (^^0) 
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Let 
and let e >0 be given. By an argument given in Lemma 3.4, can be chosen such 
that for n > Np 
P(^, e 5for t = 1,2,..,n) > 1 — 6/2. 
Recall that for 0^ e S, is uniformly bounded by, say, Bp. Therefore 
P( |A, |  >Mp=P( |A, |  >MJ e S)P(0* £ 5)  
+ P{ |A, |  >MJ e\ tS,V{e\ iS)  
<P{ |Aj |  >M^1 «*«S)  +  e/2 .  
By Markov's inequality, 
P( |A( |  >MJ <l*eS)  < M;(1+^E{|A, |1+^ |  «*éS}.  
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However, 
< n-(l+'9jE{| Vditj r+'l < ^ S }  
the last inequality following because, by assumption (10), have uniformly bounded 
4+5 moments, and by Lemma 3.3, the elements of î^gtt uniformly bounded. 
Therefore, given e and M^, Ng can be chosen such that for n > Ng, 
P( |AJ >MJ 0 * e S ) < e / 2 .  
Hence for n > max(N^, Ng), 
P( |AJ >M^)<6,  
and thus by definition. 
A, = Op(l) (3.61) 
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In a similar manner, it can be shown that 
^  ^t=i[^ l t r (^ t%k^tnr(^ tk  ^  
since are uniformly bounded. Therefore, by (3.60), (3.61), and (3.62), 
\?/^ZZtt~ ^ Ztt)(^t -
= Op(n-^/2) . (3.63) 
Now consider the ij—th element of the third term in the expansion of (3.56), 
\?/^ZZtt~^Ztt)(^~^)''^lt^ij 
=== " \=i kf/^zLt~ ^ Ztt)ik(^ ~ /^)^ltj 
= \?/^ZZtt~ ^ Ztt^ik ^Itj • 
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With a proof similar to that used to show (3.63), it can be shown that 
^ ^t?/^ZZtt~ ^ Ztt^ik ^Itj ^  • 
Hence, 
rt'diJij = J Op(n-l/2)Op(n-l/2) 
= Op(n~^) . (3.65) 
Therefore, by (3.56), (3.59), (3.63), and (3.65) the first term in the expansion of (3.54) 
is 
By symmetry, 
°  ^t=i4t (^ l t"  ^ I t )  
The third term in the expansion of (3.54) can be expanded into nine terms, 
^  \? /^ l t~^l t^ ' (^ l t~ '^ l t )  ~  
^ M/^zztt" %ztt)(^t ~ ' (^t ~ /*)(^zztt" ^ ztt) 
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- 1 - m) ' (Zt - ^)(Wzztr %ztt) 
- ~ ^ztt) 
~ ^  \l/^ZZtt~ ^ Ztt)(^t - /^) ' (^ - ^)^Ztt 
+ ^ - m) ' (A - M)55ztt 
+ ^ \%(^ZZtt- - M )' (/i - m)55L 
~ ^  \f/^zztr - ^) ' (^^ - /*)(Wzztt~ ^ztt) 
+ ° - m) ' (A - ^)(Wzztt-
+ ^ \?/^zztt~ %ztt)(^ - M) ' (A - M)(Wzztt~ ^ztt) • 
(3.68) 
Since the order of products of Z^ used in (3.68) is at most two, methods and 
assumptions analogous to those used to show (3.59) and (3.64) can be used to show 
that 
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Sj^ztt) = Opfa--") 
*)' C&-32:^tt) = C)p(ii-3/2) 
^ \?/^ZZtt ^Ztt)(^ /^)(^ZZtt ^Ztt) ~ 
Therefore, 
'^It^ - )' (3.69) 
Hence by (3.54), (3.66), (3.67), and (3.69), 
n ^ S d'  d , .  = n ^ S d'd , .  + 0_(n ^/^) . (3.70) t=i  I t  I t  t=i  I t  I t  p  
In a similar manner, it can be shown that 
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since the order of products of in the expansions is at most three. In addition, it can 
be shown that 
^ t?i^t^2t ~ t=i4t^2t ^p(^ ^ 
since the order of products of Z^ in the expansions is at most four. Thus (3.51) follows. 
• 
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4. ESTIMATION OF REGRESSION PARAMETERS 
In this chapter, the estimated generalized least squares estimator of E will be 
zz 
used to construct an estimator of the regression coefficients for the linear measurement 
error model with an intercept. 
Consider the following model, 
n =''o + + «t • 
Zt  =  Zt  +  a t ,  t  =  l , . . ,n ,  (4.1) 
where = (Y^,Xp' and z^ = (y^,xp'. Assume 
where 
4 
4 
~ Ind 0 S. 
aatt-" , t — X,. ..,n 
^0 + Ml 
(4.2) 
^ZZ~ ^yy '^yx 
i-^xy ^xx-" 
and 
V = + V ' 
V - ^xx^l 
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In addition, assume that is positive definite. Note that 
xy 
and 
~ " ^0" 
Thus, a reasonable estimator of is 
h  ÇcV (4.3) 
and, a reasonable estimator of /3q  is 
h"'^Y~Kh' (4.4) 
where and are the corresponding submatrices of the estimated generalized 
least squares estimator defined by (3.16), and and ^ are subvectors of ji defined 
in (3.10). 
Note that when for all t, the above estimators simplify to 
\ = (^xx ~ ^ uu) ^(™XY ~ ^uw) 
and 
Jd  = y-X3J ,  
where modifications for positive semideiiiuteness are ignored. Hence, under 
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homogeneous measurement error variances, estimators (4.3) and (4.4) simplify to the 
usual estimator (2.6). 
The following theorem gives the asymptotic properties of the proposed 
estimators. 
Theorem 4. Let P = [/3q , P'-^' and let = [;5q , be the estimator of P defined in 
(4.3) and (4.4). Let model (4.1) — (4.2) and the assumptions of Theorem 3 hold. Then 
where 
A = 
b' A)i, 
0 5^(b'» k)i Pj 
* (p-l).p = [»• Ip-ll' 
and r is defined in Theorem 3. 
Proof. By Theorem 3 we know that 
nl/\ech(%^-SJ = Op(l) 
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%z-Szz = Op(°"'^'). (4 5) 
XX XX 
and 
^xx-5:^ = 0p("' ' ). (") 
^ = °pW' 
because is positive definite. Thus, 
^xy - Vl - (^xy - °xy) " (^xx " ^xx^^l 
because 
= Op(n-l/2). 
"xy - Vl = "xy " 
Therefore, 
-^("xy"  Vl)  
^(^xx"^xx)Çil("xy - Vl) 
= ^("xy - Vl) - %;(:xx-W^("xy " Vl) 
= ^ ("xy - Vl) - 0^{n-'")0 (m^) 
The matrices A and b were defined such that 
^zz^ = '^xy-Vl = 0-
Thus 
S,:y -- Sccfl = Jl(3:zs--3zz)'' 
= vec[A(2^^-Z^^)b] 
= (b'®A)vec(%^-E^^) 
= (b'«A)$pVech(Ê^^-S^^). 
Hence, 
Qi-Pi) = 3^(b'®A)§pVech(2^g-2^^) + Op(n"^ 
By (4.5) and (4.7), 
Ch-Pi) = Op(n-l/2). 
So by (4.7) and (4.8) and Lemma 3.4, 
P o - P o  =  (^y - V ~ ~ ^ x)^r - ^  - (\ -1^^)01 -
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- ^y) ~ ^l(^x + °p(° 
[ b' -MxÇi(b'®A)$p ](ô-- O-q) + Op(ii ^) . -U (4.9) 
So by (4.7) and (4.9) and Theorem 3, 
n'/^(g -0) = - <r„) + OpCn-l/^) 
Jf N(0, AFA') 
The result follows. 
The asymptotic variance can be written 
0 A)#pVjl 
rr-1 
s I Gjjy 
Gys ®VV 
Sj^b 
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where 
(4.10) 
Under normality, the asymptotic variance will have the simple form given in the next 
corollary. 
Corollary 4.1. Let the assumptions of Theorem 4 hold and, in addition, assume the Z 
to be normally distributed. Then 
t 
b'Si^b+ -/^x^/3^1 
Ml 
where 
p 1 p\ ' XX 
Proof. By assumption are independent N{n, ^zztt^ for all t, hence by arguments 
used in the proof of Corollary 3.1., = $. The result follows from (4.10) since 
— 0, G^g — 0, and G^^ — Vj. 
• 
The variance of the asymptotic distribution, denoted F, contains unknown 
parameters. The next corollary gives a consistent estimator for F. 
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Corollary 4.2. Let the assumptions of Theorem 4 hold. A consistent estimator of F 
IS 
where 
F^^ = AFA' 
PP 
A = b' -\Çi(b'»A)#p 
» A)*n 
6 = , 
and f is given in Corollary 3.2. 
Proof. From (4.8) we know that 
Hence 
^1-^1 = 0(1.-1/2) 
plim b = b . 
n-too 
(4.11) 
From (4.6) and Lemma 3.2, 
From Lemma 3.4, 
Plimi£i = 5rj. 
n-^oD 
(4.12) 
thus 
A-A=0p(D-'/2), 
plim ii= fi. 
n-toD 
(4.13) 
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From (4.11), (4.12), and (4.13) we can see that 
By Corollary 3.2, 
Thus 
plim À = A. 
n-»(D 
plim f = r. 
n-+oD 
An estimate of the variance of the equation error is often of interest. A 
consistent estimator can be obtained from the estimated generalized least squares 
estimator of S as 
zz 
(4.13) 
Theorem 4 shows that for large samples, ^ is approximately normally 
distributed. This large sample result can be used to construct approximate confidence 
intervals and hypothesis tests for /? using Let 
V^^ = n ^À' (4.14) 
where $ is given in Corollary 3.2 and Â is given in Corollary 4.2. From Corollary 4.2 
we know that under normality, 
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plimn v.. - Tap. 
n-» OD 
Hence, 
m \ )  (415) 
under the assumptions of Corollary 4.1. In addition let 
^/3/3 (4.16) 
where G is given in Corollary 3.2. From Corollary 4.2 we know that 
plim n Toq. 
n-»cD 
Since the above result does not require normality, could be considered a 
distribution-free estimator of the variance of p. Thus, under the assumptions of 
Theorem 4, 
N(0, l p ) .  (4.17) 
In the distribution—free estimators, and G, we used the divisor n for 
simplicity. We could have used the divisors n—1 with analogy to sample variance 
estimators or n—p with analogy to the regression mean square error estimator. Using 
these divisors do not change the asymptotic results but may improve the small sample 
performance. 
Often we are interested in a particular linear combination, 0, where A is a 
known pxl column vector. To test the hypothesis, Eg: X' fi = c , an approximate 
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t—test can be given by 
tj = (A'V^^)"^/V'?-c) (4.18) 
or by 
t2 = (A'S^^Arl/2(A'?-c). (4.19) 
Under normality, both t^ and tg have asymptotic standard normal distributions. 
However, the distribution of tg is not dependent on the normality assumption. For 
small samples, it would be reasonable to compare tj^ and tg to the student—t 
distribution with n—p degrees of freedom to be conservative. Approximate confidence 
intervals are given by 
Vp,a/2 
and 
Vp,a/2- A'S^^A 
where t^_p is the lower a/2 quantile of the t—distribution with n—p degrees of 
freedom. 
Like the unweighted estimator P given in (2.25) and Hasabelnaby's weighted 
estimator given in (2.27), the estimated generalized least squares estimator ~P 
given by (4.3) and (4.4) can be used to estimate the regression coefficients, P, in the 
presence of heterogeneous measurement error. However, we hypothesize that the 
estimated generalized least squares estimator ~P will out perform both P and 0^ 
since the weights used in 0 take into account all the contributions to the variance 
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unlike Hasabelnaby's weighted estimator In the following chapters, we will 
further investigate the asymptotic and small sample properties of and compare them 
to the corresponding properties of P and . 
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5. ITERATIVE ESTIMATED GENERALIZED LEAST SQUARES 
5.1. Finite Iteration 
In the previous chapters we discussed a two—stage estimator for n and 
0 = vech . The estimation procedure can be further iterated. At the (k+l)-st 
iteration the estimators would be 
^=1 zztt*'" tti zztt^ 
and (5.1) 
vech 
aatt 
where and are the estimators of 0^ and /ig respectively at the k—th 
iteration. The procedure starts with = Z and = vech(m22—) . After 
one iteration == ft of (3.10) and 0^^^ = vech(Ë^^) of (3.16). 
The proofs of Lemma 3.4, Lemma 3.5, and Theorem 3 only depend on the fact 
-1/2) 
results hold for any finite number of iterations, k. This leads to the next theorem. 
that the initial estimators of u and E„ had errors of order 0 (n ' ) . Hence, the 
zz p\ / ' 
Theorem 5.1. Under the assumptions of Theorem 3 and after k iterations of the 
estimation procedure described in (5.1), where k is fixed and 0 < k < m , 
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= «0 + Op(a-l/2). 
- a.) N(0,r) 
ôfk) == [p(k), i,W']' , 
and Oq and F are as in Theorem 3. 
Proof. Follows from the proofs of Lemma 3.4, Lemma 3.5, and Theorem 3. 
and 
where 
• 
Therefore, the asymptotic properties of the estimators after k iterations do not 
differ from the asymptotic properties of the estimators after only one iteration. 
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Although, the small sample properties may differ, it can be seen from Theorem 5.1 
that 
|^(k)_^(l)| = Op(n-^) 
and 
l/k) = Op(n-l) 
for all fixed finite k > 0. Hence for large n, the estimators from successive iterations 
will not differ very much. Much research has been done to investigate the effect of 
iterations in estimated generalized least squares estimation for general models. For a 
good summary of this work see Carroll and Ruppert (1988, Chapter 2). 
We now investigate the asymptotic efficiency of the iterated estimated 
generalized least squares estimator under normality. Assume that 
Zt ~ NI(^ , 
for t = 1,2,...,n. Under this assumption, the log-likelihood for a sample of n 
observations is 
L{n,0) = - jnp log(27r) -
where 
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This leads us to the following result. 
Lemma 5. Under the model given in (3.1) and (3.2) where 
a^j t — 1) ... ,n 
and 
H NI 
/i' 
0 ® ^aatt-i I t — l,...,n, 
with positive definite, the first derivatives of the log-likelihood are 
(5.4) 
(6.5) 
In addition, the total information matrix is 
= E r A1 
dada 
(5.6) 
where *(,(«) = block (Uag[!^^^(»), 
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Proof. For an element n, 
- "ill 
1 rn^r-^L 
Result (5.4) follows because 
where I is the p by p identity matrix. For an element 6-^oiO , 
-H 
^t = l tr 
^1 ^^ZZtt 
^ZZtt dO. — tr 
_ ^1 ^^ZZtt^l 
™tt^ZZtt~W~^ZZtt 
1 
^ztt Kt ^zzttl 
1 n 
3T S vec 
^t=i [^Ztt ® ^Ztt_ ^^^(™tt ^ZZtt) 
s 
t =  I  
r^vechS ZZtt 
TFT 
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where we have used Results 4.A.8, 4.A.9, and 4.A.6 from Fuller (1987). Because the 
\att known, and by the definition of ^ = vech 
SvechS^Ztt 
W' W' 
=  ^ L -
where is the L by L identity matrix and L = p(p+l)/2. Result (5.5) follows. For 
elements //j and /ij of n, 
since the second derivative is zero. It follows that 
For elements 6^ and ^ of 0, 
_ 1 V *_[ ZZtt %«—1 r y 1 «—1 
~ ^ t=i {"M799T ^ ZZtt l™tt ^ZZttJ ^ZZtt 
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I ^ZZtt f ^<—1 ^ ZZtt\«—1 r™ V 1 
d t i .  I ^ZZtt d O .  h z t t  l™tt ^ZZttJ ^ZZtt 1 ^ J 
, ^^ZZtt ^1 
^ ~w~ ^ zztt 
r ÔE, ZZtt 
w~ "ZZtt 
• v^-l ^^zztt^i 
^ZZU~W~^ZZtt 
H 
^  t = l  tr 
^^zztt v-1 ^^ZZtt ^1 
~W~ ^ ZZtt dO. ^ZZtt 
+ 2 tr ^ ZZtt \f—1 ^^ZZtt f—1 r~ V 1 r<~l 11 d d .  H z t t  d O .  ^ZZttl°^tt ~ ^ZZttJ ^ZZtt J 1 J •'^ 
= - S I 
t=u 
r^echSgztti 
'y-l pôvechï^Zttl 
I àd. \ mmtt 3 0 .  
^ J 
~w. 
^Ztt ® ^ztt yechlinj,-Ï22jtl}, 
where we have used Results 4.A.9, 4.A.6, and 4.A.4 from Fuller (1987), the fact that 
5^Szztt/^^i^^j is zero for all t, and the fact that tr(A) = tr(A') . Since 
E(m^P = SigZtt ' that 
E|- d^L WFO' - t=i^mmtt(^) • 
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For elements of and 6^ of 0, 
d^L 
Since E{Z^} = /i, it follows that 
^{-305^} = " 
Hence, (5.6) follows. 
From Corollary 3.1 we see that the variance of the asymptotic distribution of 
under normality is where 
$  =  l i m n  ^  S  
n^m '=1 
= limn-^u^(a) 
n->a) 
Hence the asymptotic variance is the inverse of the limiting average information 
matrix. 
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Rao (1973, pp 348—9) stated a definition of asymptotic efficiency called 
first order efficiency (f.o.e.) . A consistent estimator of 0 is said to be first order 
efficient if 
-Xo (5.7) 
where 
Z = n~^ ^0KP(Xi,X2,...,Xn 10) 
n 9^ ' 
P(Xi,X2,...,Xn| <?) is the joint likelihood of the data, and B is a matrix of constants 
that may depend on 0. 
Theorem 5.2. Under the assumptions of Theorem 5.1 and the additional assumption 
that the are normally distributed, is a first order efficient estimator of 
Proof. Let 
B =[!>"' 
Because u^(^) is block diagonal, we can look separately at the estimators of (i and 0. 
For the estimator of fi, by Lemma 5, 
= ^gls-% 
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However by Theorem 5.1, it can be seen that 
/ Ï Ï I A W - C j - I B Z I  1 = 0  ( n - l / 2 )  
Hence is first order efficient. 
Similarly for the estimator of 0, by Lemma 5, 
= "gls - "O 
Again by Theorem 5.1 it can be seen that 
Jn|««-»„-[BZJ(,|=0p(n-l/2) 
Hence is first order efficient. 
5.2. Maximum Likelihood Estimation 
It is of interest to compare the estimator ' from our estimation procedure to 
the maximum likelihood estimators of «Tq under normality. The maximum likelihood 
estimates of Oq are values maximizing L(^ 0) over the parameter space. That is, the 
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maximum likelihood estimators, ^ and 0, satisfy 
L(A 0 )  = sup L(^, $) 
OeQ 
where 0 = is positive semidefinite}. By assumption (6) of Theorem 3, lies 
in the interior of 0. Hence, for large n, the maximum likelihood estimator will be the 
solutions to the likelihood equations, 
with large probability. By Lemma 5 we can see that the likelihood equations can be 
simplified to 
and (5.8) 
In general, these likelihood equations do not have an explicit solution. Therefore, we 
must resort to an iterative numerical algorithm to obtain the maximum likelihood 
estimators. 
Oberhofer and Kmenta (1974) discuss a "zig-zag" iteration procedure to solve 
likelihood equations of this form. The procedure involves maximizing the likelihood for 
Jl given an initial estimate of ~9. The next step is to maximize the likelihood for 0 given 
the estimate for Ji obtain previously. The procedure is iterated until convergence. The 
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authors give conditions for convergence of the procedure. Don and Magnus (1980) 
extend Oberhofer and Kmenta's procedure to insure the existence of the first moments. 
Ear ville (1977) discusses several general algorithms that may be used to solve 
for the maximum likelihood estimators. Another discussion can be found in Kale 
(1962). The algorithms have the general representation 
(5.9) 
where is a vector indicating the direction of the search and p-^ is a positive scalar 
indicating the distance to search. For gradient algorithms, has the form 
where L is the log likelihood of the sample y, is some mxm matrix, and m is the 
dimension of 0. If is chosen to be positive definite, then necessarily there exists a 
> 0 such that 
L(fl(^+l),y) > L(^^),y) 
unless g(k) = 0. For a sequence of such p^, the sequence jL(ô(^),y)j^^_^ is a 
strictly increasing sequence which is bounded above, hence it converges to, say, L^. If 
the sequence is bounded, then it has at least one limit point. It follows &om 
the continuity of L(-,y) that , where is any limit point of 
Under mild regularity conditions on L and will be a root of the likelihood 
equations. See Bard (1974, Chapter 5). 
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The various gradient methods are characterized by different choices of and 
p^. In the Newton—Raphson procedure, = —d^L/dOdO' and P^'^- This 
procedure usually converges very rapidly but is very computationally intensive. In the 
method of scoring as detailed in Kendall and Stuart (1973, p. 51) and Rao (1973, p. 
367), 'Ei^ = "£!{—d^lijdOdO'} and p-^=^- This method is due to Fisher and has 
convergence of lower order than the Newton—Raphson method but is often less 
computationally intensive since the information matrix often has a nice form. Neither 
of the methods are guaranteed to converge since p-^ is always one. However, both 
methods can be modified by including a variable p-^ to insure convergence. 
The gradient methods described above will generally converge. However, if the 
likelihood equations have multiple roots, there is no guarantee that will converge 
to the absolute maximum of the likelihood function. Barnett (1966) discusses a 
systematic method of finding the true maximum in this case using the "method of false 
positions." But, if the likelihood surface is fairly well behaved, it is possible to obtain 
the maximum likelihood estimators from the gradient procedures. 
A closer inspection of our iterative algorithm reveals that at the (k+l)st 
iteration, 
-(k+l)' _ .(k)' ^ 
1 zztt^ 
+ 
-1 
(5.11) 
and 
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»vech[(Zj-A('+^)'(Vii(''+'')-Szztt(^''')] 
= • (5.12) 
Hence our method is a modification of Fisher's method of scoring. The modification 
occurs when we calculate using the current estimate of /x, instead of 
the previous estimate, However, should be a better estimate of /ig than 
hence the modification should improve convergence. Therefore, the maximum 
likelihood estimators can be obtained as the limit of the iteration of our procedure by 
including a modification in the procedure to guarantee convergence. 
5.3. Iterative Estimation of Regression Coefficients 
As in Chapter 4, the iterative estimates of and n can be used to construct 
iterative estimators of p. Let 
4''' = (513) 
and 
= (514) 
where and are the appropriate subvectors of defined in (5.1), and 
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and ô/y) are the appropriate submatrices of the matrix formed from defined 
in (5.1), such that vech 
By Theorem 5.1, we know that, for fixed k, the iterative estimates of uand S 
• zz 
have the same properties as the first round estimators given in Theorem 3. Since 
Theorem 4 depends only on the properties of the estimators of fi and we can 
conclude that under the assumptions of Theorem 4, 
In addition, by the invariance property of the maximum likelihood estimators, 
the maximum likelihood estimators of /3g and can be obtained from the maximum 
likelihood estimators of fi and Hence the maximum likelihood estimators of /?g 
and 0^ can be obtained from the limit of the modified iteration procedure discussed in 
Section 5.2. 
where Tis given in Theorem 4 and 
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6. COMPARISON OF ESTIMATORS 
In section 2.2.2 we discussed Hasabelnaby's weighted estimator defined in 
(2.27). Hasabelnaby's estimator is generally better than the unweighted estimator, P, 
defined in (2.25) when there are heterogeneous error variances. It is of interest to 
compare our estimated generalized least squares estimator ~P, defined in (4.3), with 
and p. 
6.1. Comparison of the Variances of the Limiting Distribution 
In this section we will compare the variances of the limiting distributions of the 
three estimators under a set of specific models. All three estimators are consistent 
under the models. 
Assume that = (Y^, X^)', t = l,2,..,n, are observed. Furthermore assume 
that the observations came from the following model, a special case of (4.1) — (4.2), 
= "o + + If 
and 
2^t = ^ + ^t' 
NI 
/i 
0 0 S 
aatt-" , t — 1 J...jH (6.1) 
where a = .2, & = 2, & = 1, a = 0, and a = 1. Assume that one half of the 
U 1 X XX 
observations have 
96 
^aatt 
.7 0 
0 .1 
= 3 
aall (6.2) 
and the other half of the observations have 
^aatt 
.2 0 
0 .9 
= E 
'aa22 (6.3) 
The are assumed to be known. It follows from the assumptions that the are 
normally distributed, and under this model, 
"yy = + "<10 = 1 qq 
and 
Thus, 
"xy = "xx^l = 1 
^zz -
1 . 2  1  
1 1 
which is positive definite. Moreover, for half of the observations. 
-"zztt 
1.9 1 
1  1 . 1  
= £ 
'ZZIP 
and, for the other half of the observations. 
-"zztt 
1.4 1 
1 1.9 
= % 
'ZZ22 
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As a result, 
and 
mmll 
mm22 
0.5092 -0.9258 0.4208 
-0.9258 2.6008 -1.5992 
0.4208 -1.5992 1.5192 
0.6550 -0.6895 0.1814 
-0.6895 1.3282 -0.5081 
0.1814 -0.5081 0.3556 
Let the assumptions of Theorem 4 hold. For our model. 
and 
S r  =  l i m n  ^  S 3 Ç ? , ,  
^ n^oD ZZtt 
~ %Ll "*• ^222^/^ 
1.0769 -0.7599 
-0.7599 1.2932 
T-1 r—1 
(^mmll ^mm22 )/2 
0.5821 -0.8077 0.3011 
-0.8077 1.9645 -1.0536 
0.3011 -1.0536 0.9374 
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By Corollary 4.1, the variance of the limiting distribution of — (3^ is 
where 
and 
Therefore, 
frlj /1 
A = [0 1], 
b = [!-!]% 
^2 = 
1 0 0  
0 1 0 
0 1 0 
0 0  1  
= [0 1 -1] 4.9204 2.9588 1.7449 
2.9588 3.0608 2.4897 
1.7449 2.4897 3.3045 
0 
1 
-1 
= 1.3859 . (6.4) 
By Corollary 4.1, the variance of the limiting distribution of - /3Q) is 
_ [1 -1] 1.5864 0.9322 
0.9322 1.3210 
1 
-1 
+ 0 
= 1.0431 , (6.5) 
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since //^ is zero. In addition, by Corollary 4.1, the covariance between the limiting 
distributions of the estimators is 
since = 0 . 
Recall that 
"^vvtt ~ ^wwtt ~ ^^I'^uwtt ^^uutt ' qq 
and 
^uvtt ^uwtt ^uutt^l 
Hence, one half of the observations have 
and 
"irvll -
%vll 01 
The other half of the observations have 
and 
^vv22 ~ 
V 2 2 = - ^ - 9  
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For the unweighted estimator the variance of the limiting distribution of 
where 
and 
= (1.0 + 1.3)/2 
= 1.1500 , 
H = Hm n 
Il-tQD 
= [(.1)(1) + (-.1)^ + (.9)(1.3) + (-.9)2]/2 
= 1.0450 , 
for our model. Hence, 
" 2'950 . (6.6) 
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The variance of the limiting distribution of — /?q) is 
= 1.1500 , (6.7) 
for our model. In addition, by Corollary 4.1, the covariance between the limiting 
distributions of the estimator is 
since = 0 . 
Therefore, for model (6.1)—(6.3), the theoretical relative efficiency of our 
estimators /Sq and to the unweighted estimators and are 
re(y0p^j) = 2.1950/1.3859 
= 1.58 
and 
re(y3o,^o) = 1-1500/1.0431 
= 1.10 . 
Hence, as expected, the estimated generalized least squares estimators of and PQ are 
58% and 10% more efficient, respectively, than the unweighted estimators. 
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For Hasabelnaby's estimator the variance of the limiting distribution of 
where 
and 
^Pwi^vrl ^VV ^XX ' 
= 1(1.0)--' + (1.3)-ll/2 
= 0.8846 
t=/^uiitt^vvtt '^Tivtt^vvtt) 
= (0.8846) —2 -.1" T + rl + 
-.9" 2i /2 
= 0.8189 , 
for our model. Hence, 
(6.8) 
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The variance of the limiting distribution of — 0Q) is 
^KoPnO ~ ^VV ^ySwli^wl 
= 1.1304 , (6.9) 
for our model. In addition, by Corollary 4.1, the covariance between the limiting 
distributions of the estimators is 
^3woi3WI " ° ' 
since = 0 . 
Therefore, for model (6.1)—(6.3), the theoretical relative efficiency of the 
weighted estimators and to the unweighted estimators PQ and are 
re(^wl = 2.1950/1.9493 
= 1.13 
and 
= 1.1500/1.1304 
= 1.02 . 
Hence, the weighted estimators are slightly better than the unweighted estimators. 
This result is as expected because the true weights and unequal. 
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However, Hasabelnaby's weighted estimators do not perform as well as the 
estimated generalized least squares estimators. The theoretical relative efficiencies are 
re(3i,/5^l) = 1.9493/1.3859 
= 1.41 
and 
= 1.1304/1.0431 
= 1.08 . 
It was expected that our estimators would perform better than Hasabelnaby's weighted 
estimators because the difference between Hasabelnaby's 
weights do not take into account the contribution of to the covariance, but the 
estimated generalized least squares estimators do. 
Table 6.1 contains the variance of the limiting distributions for the three 
estimators of under model (6.1) and various choices of and ^^^22 half 
the observations have measurement error variance and the other half have 
measurement error variance \g^22' can be seen from the table, the gain in 
efficiency from using the estimated generalized least squares estimator as compared to 
the weighted estimator ranged from about 0% to 78% depending on the degree of 
heterogeneity between and Sgg22" ^ cases investigated, the estimated 
generalized least squares estimator did no worse than the weighted or unweighted 
estimators, as expected. 
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Table 6.1. Variance of the limiting distribution for estimators of 
[^qq = 0 2' h " ~ ^xx ~ 
^aall ^aa22 
.70 0 
. 0 .10 
.20 0 
. 0 .90 
2.195 1.949 1.386 1.58 1.41 
.40 0 
0 .10 
.10 0 
0 .40 
0.960 0.960 0.860 1.12 1.12 
.49 0 
0 .01. 
.01 0 
0 .49 
0.995 0.995 0.750 1.33 1.33 
.99 0 
0 .01 _ 
.01 0 
0 .99 _ 
2.290 2.290 1.283 1.78 1.78 
.99 0 
0 .01 . 
.49 0 
. 0 .01. 
0.960 0.893 0.893 1.07 1.00 
.49 0 
0 .01 
'.01 0 
0 .99. 
2.038 1.478 0.864 2.36 1.71 
.01 0 
0 .99 . 
.70-.2 
-.2 .25. 
2.754 2.955 2.376 1.16 1.24 
.25-.2 
-.2 .25 . 
.40 .15 
.15 .40. 
1.310 1.256 1.230 1.07 1.02 
.99 0 
0 .01 
.70 -.2 
-.2 .25 
1.676 1.585 1.413 1.19 1.12 
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Table 6.2. Variance of the limiting distribution for estimators of /3q 
[^qq ~ 0 2' ^0 ~ '^xx ~ 
\all ^aa22 %o&o %o 
.70 0 
0 .10 
.20 0 
. 0 .90 
1.150 1.130 1.043 1.10 1.08 
.40 0 
0 .10 
.10 0 
0 .40 
0.700 0.700 0.681 1.03 1.03 
.49 0 
0 .01. 
.01 0 
0 .49 . 
0.700 0.700 0.650 1.08 1.08 
.99 0 
0 .01^ 
.01 0 
0 .99 _ 
1.200 1.200 1.014 1.18 1.18 
.99 0 
0 .01. 
.49 0 
0 .01 . 
0.950 0.884 0.884 1.07 1.00 
.49 0 
0 .01. 
.01 0 
0 .99. 
0.950 0.884 0.780 1.22 1.13 
.01 0 
0 .99. 
.70-.2 
-.2 .25 
1.375 1.353 1.248 1.10 1.08 
.25-.2 
-.2 .25 . 
.40 .15 
.15 .40 . 
0.900 0.856 0.855 1.05 1.00 
.99 0 
0 .01. 
.70-.2 
-.2 .25 
1.375 1.353 1.319 1.04 1.03 
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Similar results hold for the estimation of PQ. Table 6.2 contains the variance of 
the limiting distributions for the three estimators of /3q under model (6.1) and various 
choices of and ^^^22' gains in efficiency from using the estimated 
generalized least squares estimator as compared to the weighted estimator ranged from 
about 0% to 18% depending on the degree of heterogeneity between and 
The gains in using the estimated generalized least squares estimator are much smaller 
for the estimation of /3g than for the estimation of However, the estimated 
generalized least squares estimator never does worse than the weighted or unweighted 
estimators, as expected. 
Because of the complexity of the variance formulas, there is no simple 
expression for the relationship between the parameters and the performance of the 
estimators. However, the relative efficiency of to '0^ is closely related to 
^ u v ~  
%vll _ *uv22 
^vvll ^vv22 
(6.10) 
where d^^ is a measure of the heterogeneity in the measurement errors. Large d^^ 
correspond to heterogeneous measurement errors. For homogeneous measurement 
errors, d^^ is zero. As can be seen from Figures 6.1 and 6.2, it seems that as d^^ 
increases, the efficiency of the estimated generalized least squares estimators of (3^ and 
/?Q in comparison to the weighted estimators increases quadratically. The more 
heterogeneous the measurement error variances, the more advantageous it is to use the 
estimated generalized least squares estimators. The plots also indicate that the 
estimated generalized least squares estimators do no worse than the weighted 
estimator. 
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In model (6.1), the variance of the equation error, , is much smaller than 
the maximum measurement error variance. If is much larger than the 
measurement error variances, its contribution to would dominate, diminishing 
the relative importance of the heterogeneous measurement error. Hence, for large 
it is expected that the differences in the performance of the three estimators will be 
less pronounced. In Figures 6.3 and 6.4, the theoretical relative efficiency of to 
is plotted versus d^^ for the same pairs of measurement error variances as was used in 
Figure 6.1 but different values of cr^q. The plots show that as <7^^ is increased, the 
relative efficiencies of the estimators of P^ decrease as expected. However, the same 
general relationship between the relative efficiency and d^^ remains. Figures 6.5 and 
6.6 show that increasing «7^^ has a similar effect on the relative efficiency of Pq to 
as it did on the corresponding estimators of Py 
6.2. Monte Carlo Study 
Comparison of the variances of the limiting distributions give an indication of 
how well the estimators will perform for large samples. For small samples sizes, the 
relative performance of the estimators may be quite different. 
To investigate the small sample performance of the estimators, a Monte Carlo 
study was conducted. The model for the study is that introduced in equation (6.1). 
Assume that one half of the observations have measurement error variance, and 
the other half have measurement error variance, ' ^^.rious choices of and 
\a22 investigated. The model is the same as the one used to compare the 
theoretical relative efficiencies. 
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For each pair of measurement error variances, ten thousand samples of size 
n = 40 were constructed. From each sample, /?q and were estimated using our 
estimated generalized least squares estimator, Hasabelnaby's weighted estimator, and 
the unweighted estimator. 
For the construction of the estimated generalized least squares estimator, 
preliminary estimators were constructed using equations (3.3) — (3.16). In order to 
improve the small—sample properties, the estimated generalized least squares estimator 
of E was modified. Let 
zz 
^zz = %z + H&^a7ra.. 
where Ê is given by (3.16), S is given in (3.12) and a is some fixed positive ZZ oLtTof 
integer. Then 
and (6.12) 
^0 = ^y ~ Kh 
where H and H are the corresponding submatrices of H and h and à are jLJi ZZ y X 
submatrices of p, given in (3.10). The modification associated with the a—value is 
similar to that studied by Fuller (1987, Section 2.5). The modification produces an 
estimator with finite mean and variance, but does not change the asymptotic 
properties since the modification is of order n~^. In our study, we used the value 
a = 2 throughout. 
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The unweighted estimator given in (2.25) is also modified to ensure finite first 
and second moments. The modified estimator is 
where 
(6.13) 
^ Z Z ~  
^ Z Z ~  
^ a a . .  
-1 
l + a  
^aa.. 
-1 
(6.14) 
and A is the smallest root of 
I ^ Z Z  ' ^ \ a . . l ~ ' ^ - (6.15) 
If Â < 1, the estimator of given in (2.26) is set to zero. The modifications do not 
change the asymptotic properties of the estimators. 
Similarly, Hasabelnaby's weighted estimator given by equation (2.27) is also 
modified to improve its small sample properties. The modified estimator is 
0 =H~^ H 
^w xwx xwy 
where 
(6.16) 
H = 
zwz 
^ZwZ- 1 - 1  \wa.. 
-1 
M. ZwZ A-
l + a  
n \wa.. ^ I+n 
-1 
(6.17) 
117 
Â is the smallest root of 
(6.18) 
and 
awa.. 
y rr^ y 
tti wtf^aatt ' 
and is given in (2.26). 
For the unweighted and weighted estimators, since an intercept is fitted, 
where is the variance of the measurement error associated with . 
Table 6.3 contains some of the Monte Carlo results for the estimation of 0^ 
under model (6.1) and various choices of measurement error variance. Most of the 
estimators of are significantly biased. The typical standard error of an estimated 
bias in Table 6.3 is 0.0015, while the absolute value of the typical estimated bias is 
0.0040 which is 2.67 times the standard error. A few estimated biases were 
nonsignificant. 
Using a first order Taylor approximation, the standard errors for the estimates 
of the relative efficiencies given in Table 6.3 are about 0.02. Hence, all the estimated 
I, = (1, Xjj) 
and 
uutt 
Table 6.3. Monte Carlo results for estimators of [normal (x^, a^, q^), n = 40,10,000 itérations, = 0.2] 
UNWEIGHTED WEIGHTED EGLS 
\all \a22 bias variance bias variance bias variance 
.70 0 
G .10 
.20 0 
0 .90 
-0.0068 0.0488 -0.0183 0.0433 -0.0184 0.0366 1.32 
.40 0 
0 .10 
.10 0 
0 .40 
0.0029 0.0259 0.0013 0.0252 -0.0042 0.0235 1.10 
.49 0 
0 .01 
.01 0 
0 .49 
0.0039 0.0254 -0.0002 0.0236 -0.0067 0.0196 1.30 
.49 0 
0 .01 
.01 0 
0 .99 _ 
0.0007 0.0436 -0.0222 0.0336 -0.0153 0.0242 1.78 
.01 0 
0 .99 
.70-.2 
-.2 .25 
-0.0252 0.0520 -0.0221 0.0518 -0.0305 0.0481 1.07 
1.18 
1.07 
1.20 
1.39 
1.07 
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relative efficiencies are significantly greater than one indicating that the estimated 
generalized least squares estimator is superior to the other estimators in small samples. 
We found that the estimated generalized least squares estimator is up to 39% more 
efficient than the weighted estimator and up to 78% more efficient than the 
unweighted estimator. However, from Table 6.4 we can see that the gains in efficiency 
observed from the Monte Carlo simulation are less than the gains predicted from the 
asymptotic relative efficiencies. One reason for the differences is that the theoretical 
approximation of the relative efficiencies makes no allowance for the restriction that 
Table 6.4. Relative efficiencies of to and [normal (x^, a^, q^), 
n = 40,10,000 iterations, 0-^^ = 0.2] 
Theoretical Monte Carlo 
^aall ^aa22 
.70 0 
0 .10. 
.20 0 
0 .90. 
1.58 1.41 1.32 1.18 
.40 0 
0 .10. 
.10 0 
. 0 .40 _ 
1.12 1.12 1.10 1.07 
.49 0 
. 0 01. 
.01 0 
0 .49 
1.33 1.33 1.30 1.20 
.49 0 
0.01. 
.01 0 
0 .99 
2.36 1.71 1.78 1.39 
.01 0 
0 .99. 
.70-.2 
-.2 .25 
1.16 1.24 1.07 1.07 
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forces the estimator of to be positive semidefinite. For the Monte Carlo run with 
^aall ~ 7, 0.1) and "^^^22 ~ 2, 0.9), the theoretical relative efficiencies of 
to is 1.41 while the relative efficiency obtained in the simulation is only 1.18. 
For that simulation, of the 10,000 samples generated, 3,355 were such that the smallest 
root of (6.15) was less than one. In comparison, for the Monte Carlo run with 
\all ~ diag(0.4, 0.1) and ^^^^22 ~ ^^§(0-1) 0.4), the theoretical relative efficiency of 
0^ to is 1.12 which is very close to the relative efficiency of 1.07 obtained from the 
Monte Carlo simulation. For this simulation, only 1,445 of the 10,000 samples 
generated were such that the smallest root of (6.15) was less than one. Hence, it seems 
that if the samples generated are well behaved, the theoretical and estimated relative 
efficiencies are close. 
Table 6.5 contains some of the Monte Carlo results for the estimation of /5q 
under model (6.1) and various choices of measurement error variance. The typical 
standard error of an estimated bias is about 0.0015, and most of the estimated biases 
are less than twice this number. Thus, most of the estimators of have insignificant 
biases, unlike the estimators of However, the gains in efficiency from using to 
estimate /?q are much smaller than the gains when using to estimate Since the 
standard error in estimating the relative efficiency is less than 0.01, all the Monte 
Carlo relative efficiencies are significantly different from one. Hence, gains in 
efficiency can be made using the estimated generalized least squares estimator over the 
unweighted and weighted estimators to estimate PQ. Table 6.6 shows that the Monte 
Carlo relative efficiencies for estimators of Pq agree closely with the theoretical relative 
efficiencies. 
Based on the asymptotic normality of the estimators, approximate t—tests and 
confidence intervals can be constructed. Table 6.7 gives some summary statistics on 
Table 6.5. Monte Carlo results for estimators of PQ [normal (x^, a^, q^), n = 40, 10,000 iterations, = 0.2] 
UNWEIGHTED WEIGHTED EGLS 
\all \a22 bias variance bias variance bias variance 16(0^,0^) re(^Q,'^^Q) 
.70 
. 0 
0 
.10 
.20 0 
0 .90 
0.0001 0.0308 0.0001 0.0299 -0.0001 0.0274 1.12 1.09 
.40 
. 0 
0 
.10 
.10 0 
0 .40 
-0.0017 0.0179 -0.0016 0.0179 -0.0014 0.0174 1.03 1.03 
.49 
. 0 
0 
.01. 
.01 0 
0 .49 
0.0025 0.0187 0.0027 0.0185 0.0018 0.0171 1.10 1.09 
.49 
. 0 
0 
.01 
.01 0 
0 .99. 
0.0000 0.0256 0.0003 0.0234 0.0000 0.0206 1.24 1.13 
.01 
. 0 
0 
.99 
.70-.2 
-.2 .25 
-0.0028 0.0352 -0.0025 0.0347 -0.0018 0.0317 1.11 1.09 
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Table 6.6. Relative efQciencies of to and [normal (x^, a^, q^), 
n = 40,10,000 iterations, = 0.2] 
Theoretical Monte Carlo 
^aa22 r6(^o"^0^ ^^(^O'Avo) 
.70 0 
. 0 .10. 
.20 0 
0 .90. 
1.10 1.08 1.12 1.09 
.40 0 
. 0 .10. 
.10 0 
0 .40. 
1.03 1.03 1.03 1.03 
1—i 
o
 
o
 
OJ Tf 
O
 
1 
1 
.01 0 
0 .49. 
1.08 1.08 1.10 1.09 
.49 0 • 
0.01. 
.01 0 
_ 0 .99. 
1.22 1.13 1.24 1.13 
.01 0 
. 0 99. 
.70-.2 
-.2 .25. 
1.10 1.08 1.11 1.09 
the approximate t—tests for the hypothesis that 0^ = 1 under model (6.1). The 
statistic t—type 1 corresponds to 
where is the bottom right hand element of given in (4.14); t-type 2 
Table 6.7. Monte Carlo t—tests for [normal (x^, a^, q^), n = 40, 10,000 iterations, = 0.2] 
t 95% % % % % 
E E 
aall aa22 type mean variance coverage <—1.96 <—1.645 >1.645 >1.96 
.70 0 .20 0 
O
 
o
 
0 .90 . 
.40 0 .10 0 
O
 
o
 
o
 
o
 
.49 0 .01 0 
0 .01. 0 .49 
.49 0 .01 0 
o
 
o
 
0 .99 
.01 0 .70-.2 
. 0 .99 -.2 .25 
1 -0.195 1.026 .943 .047 .081 .027 .010 
2 -0.186 1.250 .915 .061 .094 .046 .025 
3 -0.208 0.947 .947 .048 .079 .015 .005 
1 -0.108 1.067 .942 .041 .070 .039 .017 
2 -0.106 1.286 .915 .053 .085 057 .032 
3 -0.086 0.976 .952 .037 .063 .030 .011 
1 -0.092 1.071 .939 .037 .067 .046 .024 
2 -0.088 1.251 .918 .048 .078 .059 .034 
3 -0.083 0.957 .951 .036 .062 .029 .013 
1 -0.151 1.170 .927 .047 .083 .047 .027 
2 -0.143 1.327 .910 .056 .092 .058 .034 
3 -0.187 1.052 .937 .050 .083 .029 .013 
1 -0.329 0.908 .940 .060 .096 .001 .000 
2 -0.327 1.097 , .922 .074 .110 .010 .004 
3 -0.308 0.837 .945 .055 .089 .000 .000 
[type : 1 — EGLS estimator using the normal estimator of variance, 2 — EGLS estimator using the distribution free 
estimator of variance, 3 — weighted estimator] 
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corresponds to 
h = ^ 
where S^p is given in (4.16); and t-type 3 corresponds to 
' 3 = (  
where is given in (2.30). Under model (6.1), t^, tg, and tg are all asymptotically 
standard normal. Hence, we would expect that for large n, the t—tests would have zero 
mean, unit variance. Also, the proportion of the t-tests less than -1.96, less than 
—1.645, greater than 1.645, and greater than 1.96 should be about .025, .05, .05, and 
.025 respectively. The column headed "95% coverage" contains the proportion of the 
samples that had t—values between -1.96 and 1.96 corresponding to the proportion of 
the confidence intervals constructed for that actually contained the true value. 
As can be seen from Table 6.7, the empirical distribution of the approximate 
t—tests seem to be centered slightly to the left of zero. However, the nominal 
coverages are still around 0.94. In general, the coverages of the t—tests constructed 
with the weighted estimator are slightly better than the coverages for the t—tests 
constructed from the estimated generalized least squares estimator. For those t—tests 
constructed with the estimated generalized least squares estimator, the test based on 
the distribution—free estimator of the variance does not do as well as the test based on 
the normal estimator of the variance. The performance of the t—tests constructed with 
the distribution—free estimator of the variance could have been improved by using the 
divisor n—p instead of n in the distribution—free estimator (and in the estimator G 
given in Corollary 3.2). For our model, using the divisor n-p in both and G would 
125 
produce a t—test with variance (||)^ = .90 of the variance of tg shown in Table 6.7. 
However, even with modified divisors, the variance of tg exceeds that of Student's t. 
In Figure 6.7, the empirical cumulative distribution functions of t^ and tg for 
^aall ~ (li3,g(0.7, 0.1) and ^^22 ~ ^3,g(0.2, 0.9) are plotted along with the 
cumulative distribution function of the t-distribution with 38 degrees of freedom. 
Figure 6.8 contains the probability density functions constructed from the cumulative 
distribution function given in Figure 6.7 using a method described in Dodd et. al. 
(1992). The plots show that the distribution of the t-tests constructed from and 
are biased to the left. The distribution of the t-tests based on has a shape 
similar to the t—distribution with 38 degrees of freedom. However, the t—test based on 
the weighted estimator has smaller tails than the Student's t. 
Table 6.8 gives some summary statistics on the approximate t—tests for the 
hypothesis that /3q = 2 under model (6.1). The statistic t—type 1 corresponds to 
h ~ 
where (V^^)^^ is the top left hand element of given in (4.14); t—type 2 
corresponds to 
where is given in (4.16); and t—type 3 corresponds to 
^3 ~ ( V"!/^wO ~ 
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Table 6.8. Monte Carlo t-tests for PQ [normal (x^, a^, q^), n = 40,10,000 iterations, = 0.2] 
t 95% % % % % 
S S 
aall aa22 type mean variance coverage <—1.96 <—1.645 >1.645 >1.96 
.70 0 .20 0 
0 .10 o
 
CD
 
O
 
.40 0 .10 0 
0 .10. 
o
 
o
 
.49 0 .01 0 
0 .01 0 .49 
.49 0 .01 0 
o
 
o
 
0 .99 
.01 0 .70-.2 
0 .99 -.2 .25 
1 -0.000 1.029 .947 .027 .054 .051 .026 
2 -0.002 1.089 .939 .031 .057 .055 .030 
3 0.001 0.999 .950 .025 .049 .049 .025 
1 -0.010 1.039 .946 .026 .052 .054 .028 
2 -0.009 1.067 .940 .028 .055 .056 .032 
3 -0.011 1.002 .948 .025 .050 .050 .027 
1 0.013 1.078 .936 .031 .056 .056 .033 
2 0.013 1.091 .936 .032 .056 .056 .032 
3 0.018 1.040 .941 .028 .050 .053 .031 
1 -0.000 1.080 .938 .032 .057 .055 .030 
2 -0.002 1.104 .936 .033 .059 .057 .031 
3 0.001 1.047 .943 .028 .055 .054 .029 
1 -0.009 0.959 .957 .023 .047 .041 .020 
2 -0.010 1.026 .951 .027 .053 .047 .022 
3 -0.012 0.922 .960 .022 .045 .039 .018 
[type : 1 — EGLS estimator using the normal estimator of variance, 2 — EGLS estimator using the distribution free 
estimator of variance, 3 — weighted estimator] 
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where is given in (2.30). Under model (6.1), t^, tg, and tg are all asymptotically 
standard normal. From Table 6.8, we can see that the t—tests for /?q have empirical 
distributions similar to the standard normal. The means are not significantly different 
from zero, the variances are about one, and the proportions in the last four columns are 
close to the normal values. For tj and tg, the nominal coverages are close to 95%, 
however the coverage of tg is not as good. However, as discussed for the estimator of 
the properties of tg can be improved by using the divisor n—p instead of n in the 
estimator and G. Figure 6.9 and 6.10 give the empirical cumulative distribution 
function and probability density function respectively of the type 1 and type 3 t—tests 
for 0Q with = diag(0.7, 0.1) and ^^^^22 ~ ^^S(0-2, 0.9) along with the student-t 
with 38 degrees of freedom. These figures show that the distribution of the t—tests are 
very similar to the actual t-distribution. 
Tables 6.9 through 6.12 illustrate the effect of the distribution of and (a^, q^) 
on the performance of the various estimators of /3g and for Sg^g^jl ~ di&g(0-7, 0.1) 
and ^^2i22 ~ 0.9). Table 6.9 shows that the further we stray from normality, 
the more variable the estimators become. There is not much difference between the 
estimated relative efficiencies in the completely normal case and the completely 
exponential case. However, the gain in ejQSciency in using the estimated generalized 
least squares estimator is smaller when x^. is exponentially distributed and the errors 
are normally distributed. In all three scenarios the estimated generalized least squares 
estimator is significantly more efficient than the weighted and unweighted estimators. 
Table 6.10 shows similar but less pronounced patterns for estimators of Pq. 
Table 6.11 shows that for estimators of /3p the empirical distribution of the 
t—tests shifts to the left and becomes more variable as the distributions deviate from 
normality. As expected, the nominal coverage falls from 94% to 90%. Table 6.12 
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Table 6.9. Distributional effects on Monte Carlo results for estimators of [n = 40,10,000 iterations, = 0.2, 
vechE^aii = (-70 0 .10}', vechS^^22 = ( 20 0 GO}'] 
distribution of UNWEIGHTED WEIGHTED EGLS 
^t Qj) bias variance bias variance bias variance re(^^,j9^) 
normal normal -0.0068 0.0488 -0.0183 0.0433 -0.0184 0.0366 1.32 1.18 
exponential normal —0.0043 0.0594 —0.0175 0.0530 —0.0101 0.0497 1.19 1.07 
exponential exponential 0.0008 0.0849 —0.0216 0.0762 —0.0252 0.0611 1.37 1.24 
Table 6.10. Distributional effects on Monte Carlo results for estimators of /3q [n = 40, 10,000 iterations, = 0.2, 
vechE^^^^ = {.70 0 .10}', vechE^^^g = {.20 0 .90}'] 
distribution of UNWEIGHTED WEIGHTED EGLS 
^t q^) bias variance bias variance bias variance re(0Q,'pQ) re(^Q,)0^g) 
normal normal 0.0001 0.0308 0.0001 0.0299 -0.0001 0.0274 1.12 1.09 
exponential normal -0.0019 0.0307 -0.0030 0.0298 -0.0003 0.0279 1.10 1.07 
exponential exponential 0.0191 0.0335 0.0082 0.0313 0.0054 0.0281 1.20 1.11 
Table 6.11. Distributional effects on t—tests for [n = 40, 10,000 iterations, 0-^^ = 0.2, vechE^g^^^ = {.70 0 .10}', 
vechS^a22 = {-20 0 90)1 
distribution of t 95% % % % % 
*t W' Qt) type mean variance coverage <-1.96 <-1.645 >1.645 >1.96 
1 -0.195 1.026 .943 .047 .081 .027 .010 
normal normal 2 -0.186 1.250 .915 .061 .094 .046 .025 
3 -0.208 0.947 .947 .048 .079 .015 .005 
1 -0.193 1.136 .931 .059 .090 .026 .011 
exponential normal 2 -0.174 1.475 .895 .073 .107 .057 .032 
3 -0.205 0.967 .945 .050 .080 .015 .005 
1 -0.270 1.469 .901 .082 .126 .039 .018 
exponential exponential 2 -0.209 1.494 .895 .073 .111 .057 .033 
3 -0.324 1.770 .885 .103 .135 .027 .012 
[type : 1 — EGLS estimator using the normal estimator of variance, 2 — EGLS estimator using the distribution free 
estimator of variance, 3 — weighted estimator] 
Table 6.12. Distributional effects on t—tests for [n = 40, 10,000 iterations, = 0.2, vechE^^^jj = {.70 0 .10}', 
vechE^a22 = { ^ 0 0 90}'] 
distribution of t 95% % % % % 
^t qt) type mean variance coverage <-1.96 <-1.645 >1.645 >1.96 
1 -0.000 1.029 .947 .027 .054 .051 .026 
normal normal 2 -0.002 1.089 .939 .031 .057 .055 .030 
3 0.001 0.999 .950 .025 .049 .049 .025 
1 -0.022 1.010 .949 .029 .053 .048 .022 
exponential normal 2 -0.021 1.088 .940 .033 .058 .053 .027 
3 -0.032 0.977 .952 .028 .051 .043 .020 
1 -0.019 1.014 .947 .030 .055 .049 .022 
exponential exponential 2 -0.051 1.118 .934 .044 .072 .044 .022 
3 -€.022 0.988 .951 .028 .053 .043 .021 
[type : 1 — EGLS estimator using the normal estimator of variance, 2 — EGLS estimator using the distribution free 
estimator of variance, 3 — weighted estimator] 
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shows that for estimators of PQ, there seems to be little or no effect of deviating from 
normality. 
Tables 6.13 and 6.14 investigate the effect of increasing on the performance 
of the estimators of and /3q respectively for = diag(0.7, 0.1) and 
^aa22 ~ diag(0.2, 0.9). As expected, increasing causes the variance of the 
estimators to increase. We also expect that the relative efficiencies will decrease with 
increasing 0^^, as we discussed in Section 6.1. However, the relative efficiencies in 
general do not change very much. The exception is the increase of 22% in the relative 
efficiency of to as <7^^ is increased from 0.2 to 0.5. We conjecture that the 
increase is due to the positive semidefinite modifications given by (3.5) through (3.8). 
For the simulation with <7^^ equal to 0.2, 34% of the samples generated were such that 
the estimated generalized least squares estimate of had to be modified. In 
comparison, for the simulations with equal to 0.5 and 2.0, only 11% and 0.3% 
respectively of the samples generated were such that the estimated generalized least 
squares estimate of had to be modified. Hence, increasing reduced the need to 
modify the estimates. The increase in Monte Carlo relative efficiency due to the fewer 
modifications more than offset the decrease in estimated relative efficiency due to the 
increase in to produce an overall increase in efficiency. 
In Chapter 5 we showed that the estimated generalized least squares estimation 
procedure can be iterated and the limit of this iteration is the maximum likelihood 
estimators of /3q and Py We investigate the effects of iteration on the performance of 
the estimated generalized least squares estimator. Tables 6.15 and 6.16 contain the 
results from a Monte Carlo simulation under model (6.1) with = diag(0.7, 0.1) 
and ~ diag(0.2, 0.9). The "round 1" estimator is the estimated generalized least 
squares estimator described in Theorem 2. The estimators labeled "round 2," 
Table 6.13. Effect of varying on Monte Carlo results for estimators of [normal (x^, a^, q^), n = 40, 
10,000 iterations, vechSg^^^^^ = {.70 0 .10}', vechEg^g^gg = {.20 0 .90}'] 
UNWEIGHTED WEIGHTED EGLS 
(Tqq bias variance bias variance bias variance 
0.2 -0.0068 0.0488 -0.0183 0.0433 -0.0184 0.0366 1.32 1.18 
0.5 0.0251 0.0765 0.0014 0.0601 -0.0124 0.0501 1.54 1.20 
2.0 0.0422 0.1723 0.0109 0.1291 0.0080 0.1111 1.57 1.16 
Table 6.14. Effect of varying on Monte Carlo results for estimators of jSq [normal (x^, a^, q^), n = 40, 
10,000 iterations, vechS^^^^j^^ = {.70 0 .10}', vechE^^^gg = {.20 0 .90}'] 
UNWEIGHTED WEIGHTED EGLS 
bias variance bias variance bias variance re(y5Q,/SQ) re(/Sg,j9^Q) 
0.2 0.0001 0.0308 0.0001 0.0299 -0.0001 0.0274 1.12 1.09 
0.5 -0.0009 0.0395 -0.0002 0.0380 -0.0004 0.0354 1.11 1.07 
2.0 0.0016 0.0796 0.0014 0.0775 0.0013 0.0741 1.07 1.05 
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Table 6.15. Comparison of Monte Carlo results for iterative EGLS estimators of 
[normal (x^, a^, q^), n = 40, 10,000 iterations, = 0.2, vecliZg^g^^^ = 
{.70 0 .10}', vechE^^22 = 0 90}'] 
bias variance coverage re(;5j^,-) 
unweighted -0.0068 0.0488 .952 1.32 
weighted -0.0183 0.0433 .947 1.18 
round 1 -0.0184 0.0366 .943 1.00 
round 2 -0.0064 0.0380 .953 1.03 
round 3 -0.0061 0.0382 .951 1.04 
round 4 -0.0056 0.0383 .951 1.04 
Table 6.16. Comparison of Monte Carlo results for iterative EGLS estimators of /3q 
[normal (x^, a^, q^), n = 40, 10,000 iterations, = 0.2, vechEg^g^j^^ = 
{.70 0 .10}', vechE^^22 = ( ^0 0 -90}'] 
bias variance coverage re(/§Q,-) 
unweighted 0.00014 0.0308 .955 1.12 
weighted 0.00015 0.0299 .950 1.09 
round 1 -O.OOOlO 0.0274 .947 1.00 
round 2 -0.00019 0.0276 .948 1.01 
round 3 -0.00020 0.0276 .947 1.01 
round 4 -0.00020 0.0276 .947 1.01 
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"round 3," and "round 4" are described in equations (5.13) and (5.14) for k = 2, 3, and 
4. At the end of each iteration, a small sample a-modification given in (6.11) was 
performed on the estimator of P but was not carried out on the estimator of /i or 
hence the effects of the a-modification were not carried over to the next iteration. 
Tables 6.15 and 6.16 show that for this model, iterating the estimated generalized least 
squares estimator slightly decreased the bias but slightly increased the variance of the 
resulting estimator. The overall effect of iteration was to decrease the relative 
efficiency of the estimated generalized least squares estimator, although the decrease 
was not significant at the 5 percent level. An additional simulation was conducted in 
which the iteration procedure was further modified to ensure that the observed 
likelihood increased at each iteration. It was expected that this modification would 
improve the performance of the iterative estimators. However, Monte Carlo results 
from the modified procedure showed no such improvement, and hence are not shown. 
We conjectured that the observed lack of improvement after iterating is due to the 
positive semidefinite modifications given by (3.5) through (3.8) that are done at each 
iteration. Harville (1977) discussed the effect of such modifications on gradient 
methods to find maximum likelihood estimators like our iteration procedure. He 
claims that modifications, such as given by (3.5)-(3.8), which set estimates to zero if 
negative estimates are obtained can cause the procedure to converge to a point that is 
not a constrained local maximum of the likelihood, and therefore not a global 
maximum. Hence, the procedure may not converge to the maximum likelihood 
estimator. To test the conjecture, we conducted simulations with parameter 
configurations which would produced samples that required few positive semidefinite 
modifications. These simulations also showed slight increases in mean square errors 
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after iterating which refutes our conjecture. Thus our results show no improvement 
from iterating the estimated generalized least squares estimator. 
All of the Monte Carlo results discussed were for models with sample size 40. If 
the sample size is decreased, we would expect that the performance of all the 
estimators would degrade. Tables 6.17 and 6.18 compare Monte Carlo results for two 
different sample sizes and two different choices of measurement error variance. As 
expected, when the sample size decreases from 40 to 20, the absolute biases and the 
variances increase for all three estimators. In addition, for the 95% confidence 
intervals constructed from the weighted estimator and from the estimated generalized 
least squares estimator using the normal variance estimator, the coverage dropped with 
n, with one exception. Also, the relative efGciency of the estimated generalized least 
squares estimator to the unweighted and weighted estimators decreased as the sample 
size decreased. However, even for a sample size as small as 20, the estimated 
generalized least squares estimator is more efficient than the other two estimators. 
In summary, the Monte Carlo results demonstrated the superiority of the 
estimated generalized least squares estimator relative to the unweighted estimator and 
relative to Hasabelnaby's weighted estimator under a variety of models. For some 
models little is gained by using the estimated generalized least squares estimator, but 
for all models tested, the estimated generalized least squares estimator never performed 
worse than the other two estimators. The Monte Carlo results also demonstrate that 
the approximate t—tests and confidence intervals constructed using the estimated 
generalized least squares estimator and the normal form of the variance behave quite 
well under the models tested. 
Table 6.17. Comparison of the sample size effect on Monte Carlo results for estimators of [normal (x^, a^, q^), 
10,000 iterations, <7^^ = 0.2] 
UNWEIGHTED WEIGHTED EGLS 
N bias var. bias var. coverage bias var. coverage 
[1] 40 -0.0068 0.0488 -0.0183 0.0433 .947 -0.0184 0.0366 .943 1.32 1.18 
[1] 20 -0.0450 0.0846 -0.0512 0.0845 .933 -0.0403 0.0790 .929 1.07 1.08 
[2] 40 0.0007 0.0436 -0.0222 0.0336 .937 -0.0153 0.0242 .927 1.78 1.39 
[2] 20 -0.0359 0.0705 -0.0531 0.0650 .923 -0.0339 0.0539 .911 1.31 1.23 
[1]; {.70 0 .10}' and vechSg^g^22~ { 20 0 .90}', [2]: vechS^^jj= {.49 0 .01}' and vechEg^g^g2= {.01 0 .99}' 
Table 6.18. Comparison of the sample size effect on Monte Carlo results for estimators of 0^ [normal (x^, a^, q^), 
10,000 iterations, = 0.2] 
UNWEIGHTED WEIGHTED EGLS 
N bias var. bias var. coverage bias var. coverage re(^0>^0) 
[1] 40 0.0001 0.0308 0.0001 0.0299 .950 -0.0001 0.0274 .947 1.12 1.09 
[1] 20 -0.0019 0.0617 -0.0015 0.0607 .952 -0.0016 0.0573 .950 1.08 1.06 
[2] 40 0.0000 0.0256 0.0003 0.0234 .943 0.0000 0.0206 .938 1.24 1.13 
[2] 20 -0.0005 0.0518 -0.0021 0.0480 .944 -0.0011 0.0438 .933 1.18 1.10 
[1]: {.70 0 .10}' and vechEg^g^22~ { 20 0 .90}', [2]: vechZg^g^^^= {.49 0 .01}' and vechE^g^22— { 01 0 .99}' 
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7. ESTIMATED GENERALIZED LEAST SQUARES 
7.1. General Model 
We consider estimation for the linear model 
Y = X ^ + u ,  ( 7 . 1 )  
where Y is an n x l vector, X is an n x p matrix, and ^ is the p x i vector of 
unknown parameters. We assume that 
(r.2) 
E{un'|X} = V^^, 
where is positive definite. 
For known , the generalized least squares estimator of ^ is 
^=(x'v„;x) 'X'V^JY, (7.3) 
where we have assumed X V^^X is nonsingular. The conditional variance of the 
estimator is 
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V{3|X} = (XX^X)-! (7.4) 
It is well known, that P is the best linear unbiased estimator of 0 for fixed X. The 
estimator P is also the best linear unbiased estimator of 0 when X is random and the 
E(X V~^X) is unknown. See Shaffer (1991). 
Usually is not known. Assume that an estimator of denoted by 
exists. This leads to the estimated generalized least squares estimator defined by 
( ? 5 )  
A / A _1 
where we assume and X V^^X are nonsingular. 
7.1.1. Literature review 
The small—sample properties of estimated generalized least squares estimators 
are generally unknown. One exception is the following result due to Kakwani and 
given in Schmidt (1976, p. 72). Suppose uis symmetrically distributed about zero and 
V^u even function of u. That is, a change in the sign of the disturbances would 
not change Then the distribution of P is symmetric around p, hence P is 
unbiased for p if the expectation of ~p exists. 
Don and Magnus (1980) showed that a sufficient condition for the existence of 
E{3} is the existence of 
E{tr(V„„)tr(v;J)} . 
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In addition if u has finite fourth moments, they showed that either of the following two 
conditions is sufficient for the existence of E{^ }, 
(i) E{tr(VJ} and E{tr(V^^)} exist, (7.6) 
(ii) E{tr(VyJ} and E{tr(VyJ)} exist. (7.7) 
The estimated generalized least squares estimator of ^ is consistent for p 
under mild conditions. Schmidt (1976, p. 70), gave the following sufficient conditions 
for the consistency of P, 
(i) n~^X'V~^X Q, where Q is a fixed, (7.8) 
nonsingular matrix, 
(ii) (7.9) 
Under slightly stronger conditions, the estimated generalized least squares 
estimator has the same asymptotic distribution as the generalized least squares 
estimator itself. Theil (1971, Chapter 8) and Schmidt (1976, pp. 64—72) showed that if 
(i) n ^X'Q, where Q is a fixed, (7.10) 
nonsingular matrix. 
(ii) « 'x'(v;i-v;;)x^o, (7.11) 
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(iii) (7.12) 
then 
(7.13) 
If n^{P— 0) is asymptotically Np(0, Q"^), then (7.13) implies that n^(^ - 0) is also 
asymptotically Np(0, Q~^). However, condition (7.10) implies that all the elements of 
X'V~^X must converge at rate n. For many applications, this condition does not 
hold. 
Van Der Genugten (1983) extended the work of Theil and Schmidt. He showed 
that if there exits an estimator of such that 
and 
then 
where 
(7.15) 
(716) 
G. = X'V;ix . (7.17) 
1 
and ||A||^ = the square root of the maximum eigenvalue of A A. Van 
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Der Genugten's approach allows for differential rates of convergence of the elements of 
G^. In general, for any pxp matrix with = G~\ it follows that 
However, the normalizing matrix, , is generally a function of and hence 
unknown. Van Der Genugten does not satisfactorily deal with the problem of 
estimating ûom the data. In addition, he does not discuss the asymptotic 
distribution of the generalized least squares estimator with general normalizer, . 
7.1.2. Extensions to general normalizing matrices 
The following theorem is a more general approach to the problem that allows 
for a general normalizing matrix. It is an extension of Schmidt and Theil's work. 
Theorem 7.1. Let model (7.1) and (7.2) hold. Assume there exists a sequence of 
estimators and a sequence of nonsingular matrices {M^} such that 
= OpW . (718) 
= Op(l). (7.19) 
= Op(l) (7.20) 
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Then 
Proof. 
M;;i-M;(X'\rixriM„M-ix v;;« 
= °p(l)• 
• 
Remark : A sufficient condition for assumption (7.18) is that 
where Q is a fixed nonsingular matrix . 
Theorem 7.2. Let model (7.1) and (7.2) hold. Assume there exists a sequence of 
estimators and a sequence of nonsingular matrices {M^} such that 
(1) =Op(i). 
(2) M>'v;Ju=Oj(l), 
(3) M-ix'(v;;-v;;i)XM;i' = Op(g. 
(4) 
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where —> 0 as n —» m . Then 
Mi0-A = Op(g. 
Proof. By assumption (3), 
+ Op(f„) (7.21) 
where is defined in (7.17) and 
ô„ = x-ir^x. 
Assumption (1) and result (7.21) imply that 
= 0,(1). 
Therefore 
= M-(G-1 -G-1)XX;" + _ v;J)u 
= - g-1)M„M-1X'V;^J„ + - ^Çl)a 
• 
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Remarks : 
1. A sufficient condition for assumption (1) is 
where Ag is a fixed positive definite matrix. 
2. If there exists a sequence of {M^} that satisfies the assumptions of Theorem 7.2, 
then any nonsingular such that also will satisfy the assumptions of 
Theorem 7.2 since assumption (1) implies that = 0^(1). 
3. Assumptions (1) and (2) allow for a general normalizing matrix M^. If is 
chosen to be G^ , (1) and (2) follow directly. 
4. Van Der Genugten uses his condition (7.14) to prove assumption (3). However, 
(7.14) is not necessary for (3) to be true. Take, for example, the simple linear model 
with x^ = t, = diag{e^, e^^, ..., e"^} for ^ e B = [1,®) , and = G^ . Suppose 
an estimator of 6^, the true value, is available such that '6—9^ = 0^(n ^/^) . For 
this scenario. 
which does not go to zero in probability. Thus (7.14) does not hold. However, 
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»Ç'x'(v-;-v;J)xM^i'=çVo) V î ' ) - i .  
where 
f (^)= StV^^ 
n"' ' t=i 
By using the convergence of the geometric series and Theorems 7.10 and 7.13 from 
Rudin (1976), it can be shown that 
f ^ ( g ) — . f ( 0 ,  
as n —» 00 uniformly for aU ^ e 0, where 
f(^) = e-^(l + e-V-e"V^. 
Since B converges to in probabiUty, 
Thus assumption (3) holds. 
Under the assumptions of Theorem 7.2, the limiting distribution of the 
normalized estimated generalized least squares estimator is the same as the limiting 
distribution of the normalized generalized least squares estimator constructed with 
known , provided the limiting distribution exists. Note that the estimators can 
converge to their true values at a relatively slow rate. 
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Corollary 7.2.1. Let the assumptions (2)—(4) of Theorem 7.2 hold. In addition 
assume, 
(!') 
where Ag is a fixed positive definite matrix, and 
(5) N(0, Agi) 
Then 
/ 
and 
where 
N(0,A-'), (7.22) 
( g - A  —  / ( P ) ,  ( 7 . 2 3 )  
G. = x'vrjx 
.2 
and X (p) is a chi—square random variable with p degrees of freedom. 
Proof. Assumption (!') implies assumption (1) of Theorem 7.2, hence by the result of 
Theorem 7.2 and assumption (5), (7.22) follows. It follows that 
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= C?-ffl'M^iM-\M-^']M'/fi-0) + OpCg 
=  +  O p ( i ) ,  
by (!'), (3), and Theorem 7.2. Thus (7.23) follows. 
• 
Theorem 7.2 holds if is chosen equal to . However, in practice, one 
wishes a matrix that is a function of the data. In some situations, there is a 
known transformation such that the estimated parameters for the transformed model 
can be normalized with a diagonal matrix. The transformation can be a function of n. 
In Corollary 7.2.2, we demonstrate how the estimator in such a case can be normalized 
using sample statistics. 
Corollary 7.2.2. Let assumptions (1)—(4) of Theorem 7.2 hold with , 
where = diag{X V~^X} . Also assume 
(5) 0^%-0\ N(0, A"') , (7.24) 
where Aq is positive definite. Then 
N(0, A-1) , 
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where = diag{X V^^X}. 
In addition 
ÂV2Ô^1/2(^_ ^ N(0.1), (7.25) 
where 
Â = D~^/^X'V~^XD 
n uu n 
Proof. By assumption (3) of Theorem 7.2, 
diag{D;'/2x'v;;XD;'''}=I>;lD„ 
= I + Op(g • (7.26) 
Thus, 
= D y v - « + O p ( y  
and the distribution result is established. By (7.26) and assumptions (1) and (3) of 
Theorem 7.2, 
À  =  D - 1 / 2 D I / 2 D - 1 / 2 X ' * 0  
a n d Â l / 2 ^  A J / 2 .  
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Other normalizers are possible. Recall that for every positive definite matrix 
M, there exists a unique lower triangular matrix T with positive diagonal elements 
such that 
M = TT' 
with t.. > 0 and t- = 0 for i<j. See for example Graybill (1976, p. 260). The matrix 
T is called the Cholesky decomposition of M. A natural choice for the normalizer 
would be the Cholesky decomposition of the positive definite . 
Corollary 7.2.3. Let assumptions (1)—(4) of Theorem 7.2 hold with = T^ , where 
is the Cholesky decomposition of G^. Also assume 
(5) N(0,I). 
Then 
N(0,I) 
where is the Cholesky decomposition of 
ôn = , 
which is assumed to be positive definite. 
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Proof. Let 
K = 
Since and are lower triangular with positive diagonal elements, is lower 
triangular with positive diagonal elements 
ZL* • — X • • / u • • 11 11' 11 
for i = l,..,p, where t.^ and t- are the diagonal elements of and , respectively. 
However from assumption (3) we know that 
= T;\T-l' + 0 ((J 
= 'p + OpKn) (7.27) 
The elements of A. A are 
n n 
(W)ij -
V ,2 
k = i * i k  
k l / i k ^ j k  
for i = j 
for i < j , 
for i > j 
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since = 0 for 1 < k. 
Looking at the first row of , the first element is 
by (7.27). Since > 0, by a Taylor expansion it can be shown that 
a^l = 1 + Op(g. (7.28) 
The remainder of the elements of the first row are 
(W Vlj ~ ^ll^-il ' ' " 
= °p((n) 
by (7.27). Because a^^j = 1 + Op(^^) by (7.28), 
~ (7.29) 
Proceeding to the second row, the second element is 
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(W ^0)22 ~ 4l + ^2 ^ 
~ ^p(V' 
by (7.27), which implies that 
^22 ^ ^ 
because ag^ = Op(^^) by (7.29) and a^g > 0. For the remainder of the second row, 
the elements are 
iW - Ip)2j = + ^22^j2 ' j ^ 
= Op(V' 
which implies that 
^j2 ~ j ~ 3,..,p 
since aj^ = Op(^^) for j > 1 and a22 = 1 + Op(^^). We can continue in this manner 
for each subsequent row of — 1^. After the (r—l)st iteration, we will have shown 
that 
a i j -
0 for i < j 
1 + Op(y fori = j< r 
Op(^J  fo r  i  >  j  and  j  <  r  
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Then for the r—th row, the diagonal element is 
( W ' V r r - j & r k - l  
r -1 9 9 
= k?i^rk + \r- ' 
= %((.) 
which implies that 
1 + °p«n) 
since a^^ > 0 and = Op(^^) for k < r. The remainder of the r—th row is 
(W ~ ^ p)rj = Ji^k^jk ' j = 
~ ^r^jr + kl^rk^jk 
= Op(4) 
which implies that 
^jr ^p(y ' j 
n 
since a^^ = 0^(1) and a^^aj^^ = Op(^j^) for k < r. Hence after p iterations we have 
shown that 
= (730) 
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Thus by assumption (5) and (7.30), 
= T>-fl + Op(g 
and the distribution result is established. 
• 
7.1.3. Hypothesis testing 
Often we want to test hypotheses on specific linear combinations of the 
regression parameters, thus we need to know the distribution of these linear 
combinations of the regression parameter estimates. 
Theorem 7.3. Let the assumptions of Corollary 7.2.1 hold. In addition assume that 
the {M^} given in Theorem 7.2 is a sequence of fixed matrices. Then 
where 
"(0,1) 
"Ix = 
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and is any fixed non—zero p-dimensional column vector which can be dependent on 
n. 
Proof. By Corollary 7.2.1, 
N(0, A-'). 
By Skorohod's theorem (see Theorem 29.6 of Billingsley), there exist random vectors 
and Z on a common probability space ( 0 , such that 
^n ~ 
and 
Hence, 
where 
As a result, 
Z ~ N(0, A"^), (7.31) 
1 i m Z_ = Z a.s. 
n-»tD 
^n - ^  + "n ' 
l im  6^  =  0  a . s .  ( 7 .32 )  
n-^cD 
(-nAr'^X^'^n = • ('•») 
From (7.31), 
('"mA) %M;1'Z.N(0,1). (7.34) 
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By the Schwarz inequality, 
V' ^  ("nl \)(Vn) • ("5) 
By the Courant—Fischer Min—Max Theorem, see Fuller (1987, Appendix 4.A.), 
^min  -  /  \  ' * f - l  ' \ / , f—1 ,  r "  -  ^ max  '  )(M-' A„) 
where and Cj^gx ^^e minimum and maximum eigenvalues of Aq^ 
respectively. Therefore, 
By (7.32), 
hence, 
<mL ^ "nA \ W \ ^ <min < " 
l im  c ' e  =  0  a . s .  ,  
n-»œ ^ ^ 
l im  6^  =  0  a . s .  (7 .36 )  
n-too 
So by (7.33), (7.34), and (7.36), 
(\x> N(0.1) 
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Since has the same distribution as M^[P— it follows that 
Kxy\<'K(^-n = Kxr\[ff-0i N(o , i ) .  
• 
Corollary 7.3.1. Let the assumptions of Theorem 7.2 hold. Also assume that the 
sequence of nonsingular matrices {M^} given in Theorem 7.2 are random functions of 
X only. Let z/(n,X^^y ) be the probability measure induced by — 0\ when 
conditioned on where X^^^ is the n x p matrix of explanatory variables. Let 
(|)^( • ) be the probability measure of a Np(0, Aq^) random variable. Assume 
Z'pCKn.Xc^). • ),<I>a(-))^0 (7.37) 
where p^{ •, • ) is a metric equivalent to convergence in distribution in IR^. Then 
N(0, 1) 
where <7^^ is defined in Theorem 7.3. 
Proof. Note that f/(n,X^^y ) is a random variable, since it is dependent on X. By 
assumption (7.37), for any subsequence {n'} there exists a further subsequence {n"} 
and a set B with P(B) = 1 such that for all w e B, 
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Fix w 6 B. Hence, for fixed w, V{VL" • ) is not random. Applying the 
methods used in the proof of Theorem 7.3, we can show that 
1). (7.38) 
Let /i(n,X^^^,*) be the probability measure induced by conditioned 
on X, and let (j)^ be the standard normal measure. In addition, let /5^( •, • ) be a metric 
equivalent to convergence in distribution in Since (7.38) holds for all w e B, 
/?j(/i(n",X^jj,,^,.), <|>i) '0 a.s. 
Hence 
Pj(//(n,X^^),'), (f(j) 0 , 
(see Theorem 20.5 of Billingsley). Since the measure • ) is a random variable, 
ExWii,X^n),-)} =Kn.-) 
corresponds to the unconditional distribution of ~ 01 where E^{'} is the 
expectation taken with respect to the marginal distribution of X. Let f:IR —> IR be any 
bounded continuous function. By Fubini's and the bounded convergence theorems, 
E^{J f(z) d(j{n,X^^yz)} = / f(z) d^n,z) 
/ f(z) #i(z) 
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Hence 
or in other words, 
("HA' N(0, 1) . 
Remark : Condition (7.37) is basically a rigorous way of saying 
I (X(i). X(2), ....) N(0, A-1) . 
Corollary 7.3.2. Let the assumptions of Corollary 7.2.1 hold. Also assume that 
Ka' "(0,1) (7.39) 
2 
where is given in Theorem 7.3. Then 
(%a) N(0,1) 
where 
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Proof. From assumption (3) of Theorem 7.2 and assumption (l')of Corollary 7.2.1 we 
know that 
= Aq + 0p(i) + Op(y 
=  A Q + 0p( l ) .  
Hence by the continuous mapping theorem 
= V + \ 
where = 0^(1). Define . Then 
^nA 
- 1  
'nVn 
S  k  -k  -A  . .  i= i  i= i  n i  n . i  m . i  
knV^n 
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^n .max j^ i  j  =  
^min 
= Op( l )  
where k is the maximum element of k and C- > 0 is the minimum eigenvalue 
n,max n 'min ° 
of Aq^. Therefore 
and the result follows. 
Remark : Assumption (7.39) follows from Theorem 7.3 if is fixed or from 
Corollary 7.3.1 if is a random function of X . 
7.1.4. A central limit theorem for unequal rates of convergence 
The preceding theorems showed that under various conditions, the asymptotic 
distribution of the estimated generalized least squares estimator is the same as that of 
the generalized least squares estimator. However, we have assumed that the 
asymptotic distribution of the generalized least squares estimator was known. The 
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following theorem shows that the generalized least squares estimator is asymptotically 
normal if a suitable transformation can be found. 
Theorem 7.4. Consider the model given by (7.1) and (7.2) where X is fixed. Assume 
there exists a sequence of fixed, nonsingular matrices {M^} such that 
IimM;'x'\rW'=A„ (7.40) 
n-<cD 
where Aq is positive definite. In addition, assume there exists a sequence of 
non—singular transformations {T^} such that 
' = V 
where the elements of e are independent with zero expectation, variance one, and 
E{ | e j | 2+^}<K,  
for some ^ > 0 and finite K. Further assume that 
l im  sup  | ( M-VtV|  = 0 .  ( 7 . 4 1 )  
n-»oD l<j<n J 
l < i < P  
Then 
N(0,A-1) 
where 
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3=(X'V^;x) 'x'-vr^Y 
Proof. Consider the linear combination 
A 'M„VT 'e=  Sc .  e ,  
n t = 1 tu t 
where 
h n  = ( V t - •  
A 6 IRP is arbitrary with | A | < m, and (T^)^ _ is the t—th row of . By construction, 
n 
the variance of S c, e. is t= i  t n  t  
^n t?i^tn'^eett t=i^tn 
_1 n 2 
Hence, t^i^tn bounded. By assumption (7.40) 
l im  =  l imA'M„^x'T'T XM~^'a 
n^m tn n n n n 
=  A 'AgA >  0  .  (7 .42 )  
r-1. ' ' Let ay be the ij-th element of X . Thus 
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^ tn  -
^ 2  , 2  2  < p max A-  max  a . .  
l < i < P  l < i < P  
which implies that 
2 , 2  x 2  2  
sup c, < p max A. sup a-. 
l < i < P  l < j < n  ' J  
l < i < P  
Hence by assumption (7.41) 
l im  sup  c .  =  0  ,  
n-»oD l< t<n  
which implies 
l im  sup  c?  =  0  ,  
n .m  ^  l< t<n  
since converges. Hence the conditions of Lemma 1.C.3 in Appendix A hold which 
implies that 
(A'M-ixXixM-i'A)5A'içix'v;;ii 
= N(0,1) 
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Since A is arbitrary and by assumption (7.40) 
r-lvSr-1.. ^ 
Therefore, 
Mn'X N(0, A„) 
N(0, A-1) . 
Remark : Assumption (7.41) is equivalent to 
Urn sup (T„XM-1'm;1x'tJ„ = 0 
n-»oD i \ t \ n  
This assumption assures that no coefficient dominates V^. For the ordinary least 
squares case, and = (X'X)^, so the assumption becomes 
l im  sup  x , (X 'X)  ^x '  =  0  
n-4a ,  l < t<n  ^  ^  
where x^ is the t—th row of X. This is the assumption in the lemma by Eicker (1966) 
which was used by Van Der Genugten (1983). Hence, Theorem 7.4 contains Bicker's 
lemma as a special case. 
171 
7.2. Finite Parameter Model 
The assumptions of (7.2) do not impose any structure on other that it must 
be positive definite. The number of unknown parameters in could conceivably 
grow with the sample size, n. A more specific model of practical importance is the 
"model 
E{u|X} = 0 
(7.43) 
where 0 is an 1» 1 vector of unknown parameters with true value 0^ and fixed finite 
I. The parameter space for is 0 . It is assumed that the form of the function 
is known and that is a continuous function of 0 . In many of our 
applications, u' = (u^, Ug, ..., u^) will be a portion of a realization of a time series. 
If, for example, the time series is known to be a p—th order autoregressive process, the 
vector 0 will contain the parameters of the autoregressive process. We are interested 
in the situation in which an estimator of 0, denoted by <?, is used to construct an 
estimator of denoted by . 
7.2.1. Literature Review 
Jobson and Fuller (1980) considered the case of a diagonal covariance matrix 
where the diagonal elements were assumed to be known functions of non—random X 
and 0, where 0 was permitted to contain elements of p. Asymptotic properties of a 
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estimated generalized least squares estimator were obtained and shown to be 
equivalent to the asymptotic properties of the maximum likelihood estimator. 
Toyooka (1982) obtained a second-order expansion of the risk matrix of P, 
E{{P — - 0)'}, when X is non—random and 0 is independent of the observations, 
Y. The first term of the expansion is the variance of the estimator with known ^q, 
[X'V~^(^q)X]~"^, while the second term contains the effect of estimating 0^. Under 
mild conditions, the second term does not depend on the method of estimating 0^ and 
is minimum as long as 0 is first-order efficient. Rothenberg (1984) obtained a similar 
result under normally distributed errors. For a general covariance structure, Toyooka 
(1990) gave sufficient conditions for the effect of estimating 0^ to vanish from the 
second—order expansion of the risk matrix of p. 
The estimated generalized least squares procedure can be iterated. At the k—th 
iteration, the estimated generalized least squares estimator is used to obtain a 
new estimator of ^q. A new estimated generalized least squares estimator 
is obtained using Generally, iterating will initially improve the estimator of P, 
but at a certain point little is gained by iterating further. 
Much research has been done to investigate the effects of iteration. Toyooka 
(1987) considered the iterated estimated generalized least squares estimation procedure 
for the model given by (7.1) and (7.43), where X is non—random and the density 
function of u belongs to a class of spherical density functions. He gave sufficient 
conditions for the unbiasedness of and showed that the risk matrix of exists 
and is bounded below by [X'V~y(^g)X]~^. For the covariance structure 
\ 
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where is a continuous, real value function and B is a known matrix, Toyooka 
—9 (1987) showed, under certain regularity conditions, that through terms of order n 
the risk matrix of is not improved by iteration. 
Carroll, Wu, and Ruppert (1987) studied the effect on estimated generalized 
least squares of the initial estimate of P, the method of estimating 0, and the number 
of iterations when V^^( (?) is diagonal. They found that in general, three iterations are 
necessary for covariance stabilization, although two iterations suffice if (1) the variance 
does not depend on the mean and the errors are symmetrically distributed, or (2) the 
ordinary least squares estimator is used to get the initial estimate. However, they 
showed that no optimal number of iterations would suffice for all problems. 
7.2.2. Extensions to general normalizing matrices 
Very little research has been done in this area to take into account general 
normalizing matrices. The following theorem gives sufficient conditions for the 
estimated generalized least squares estimator to have the same asymptotic distribution 
as the generalized least squares estimator for general normalizing matrices under the 
model (7.1) and (7.43). 
Theorem 7.5. Let the model (7.1) and (7.43) hold. Let 
^ 8 0 .  
be continuous in 0. Let P be defined by (7.5) and let 
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Let an estimator of Oq , denoted by 0 , he available, where 0^ is the true value. 
Assume there exists a sequence of nonsingular matrices {M^} such that 
(1) = Op(l) , 
(2) = 0(1), 
and 
(3) m;1x'b^(<»)XM„1' = 0 (1) , i = 1, 2, 
(4) M-1X'B^j(<I)U = Op(l) , 
uniformly in a open neighborhood of 0^ , denoted by C( <?q) . Also assume 
(5) 
where —> 0 as n-^œ . Then 
+ Op(y (7.46) 
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Proof. By a Taylor expansion 
1 — 1 
* 
where ^ is the true value of 0 and 0^ is on the line segment joining 0 and 0^ . 
Let the probability space be (fi, P ) . Let e > 0 be given. Choose 6 such that 
{0:\0 — Oç^\ < (J} C C(<^q), where for any vector v, |v(^ = v'v. Since 0 converges in 
probability to 0^ there exists an and a set ^ such that P(B^) > 1 — e/2 
and 
1^1 - ^ o' ^ 
* 
for all n > and for all w 6 . Hence, 0.^ e C(<?q). By assumption (3), there 
exists a K, an Ng and a set Bg G with P(B2) > 1 — e/2 such that 
for all n > Ng , all w 6 Bg , and all 6 C(<>q) where ||H||g = [tr(H . Let B 
= Bj n Bg , and observe that P(B) > 1 — e. Let N = max(Np Ng) . Therefore, for 
all n > N and for all w G B , 
||M„VB/«j)XM-1'||,<K 
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Hence, 
which implies assumption (3) of Theorem 7.2 . By a similar expansion, 
* 
where is on the line segment joining 0 and 0^  . Using assumption (4) and an 
argument similar to the one used to show (7.46), it can be shown that 
Thus assumption (4) of Theorem 7.2 follows. Since assumptions (1) and (2) are 
identical to assumptions (1) and (2) of Theorem 7.2 , the result follows. 
• 
Remarks : 
1. A sufficient condition for assumption (1) is 
where Aq is a fixed positive definite matrix. 
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2. A sufficient condition for assumption (3) of Theorem 7.5 is 
M-'X'Bi^(«)xm;;1' -^A;(«),i = i, 2,i, 
uniformly in a neighborhood of 0q as n-tœ, where the A.(^) are continuous in 0. 
Under the assumptions of Theorem 7.5, the limiting distribution of the 
normalized estimated generalized least squares estimator is the same as the limiting 
distribution of the normalized generalized least squares estimator constructed with 
known , provided the limiting distribution exists. Note that the estimator of 0 
can converge to 0^ at a relatively slow rate. 
7.3. Estimation with Ordinary Least Squares Residuals 
A common procedure is to estimate P by the ordinary least squares estimator, 
/ 3= (x 'x rVY,  (7 .47 )  
compute residuals 
i i  =  Y-X^ ,  (7 .48 )  
and use these residuals to estimate 0 . Then the estimator of 0 is used in (7.5) to 
estimate P. In order for this procedure to be effective, the estimator of 0 based on ii 
must be a consistent estimator of 0^ and this, in turn, requires $ of (7.47) to be a 
consistent estimator of 0 . The following lemma gives sufficient conditions for the 
estimator of 0^ based on the ordinary least squares residuals to be consistent. 
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Lemma 7. Let 0 = 0{\i) be an estimator of 0q based upon the true u . Assume 
«(u) - «(, = Op{y . (7.49) 
where as h-kb . Assume fl(u) is a continuous function of u with a continuous 
first derivative. Also assume 
n 
E 
i= l  5U; 
1.(^-^ = 0 (y, (7.50) 
for j = 1, 2, ..., I and for all 0 < c < 1 where P is defined in (7.47), x. is the i—th row 
* 1 ' 
of X, and u = (I — cX(X'X) X')u. Let <?(u) be an estimator of constructed with 
the residuals defined in (7.48). Then, 
^Ti) = Ô(u) + Op(Q) 
= ^0 + %(V • 
Proof. By a Taylor expansion about u , we have 
n d 6 - ( u )  
Wu) = «.(u) - s (7.51) 
J  J  i= l  a i j  ^  
* 
where u is on the line segment joining u and û , and — u- = —x.(^ —^ . It 
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follows from (7.50) that 
= ^j(u) + Op(^j^) 
= ^ + °p(V • 
Lemma 7 leads to the following theorem. 
Theorem 7.6. Let assumptions (1)—(4) of Theorem 7.5 hold for i = 1, 2,..., p . In 
addition assume 
(5) Ô(ii) - 0Q = 0 (y , 
(6) M^(X'X) = Op(l) , 
(7) EX{M^1X'VJ<»O)XM;1'} = O(I) 
and 
(8) 
n d O A u )  
for j = 1, and for all 0 < c < 1 where u = (I - cX(X'X)~^X')u, x. is the i—th 
row of X, and E^{ •} denotes the expectation with respect to the marginal distribution 
of X. Then 
- )9) = + 0 IQ , 
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where 
^V = l*'vû>o)*r'x'v„JOo)Y. 
If it is further assumed that 
(9) M;^[3(«(,)-fl^N(0,A-V 
then 
- 0) N(0, A'^) , (7.52) 
where <^ii) is defined in Lemma 7. 
Proof. Let •} denote the expectation with respect to the joint distribution of X 
and u. Under assumption (7) , 
Ex.ufVx'^'XMâ''» = Ex<<X'V^^(«„)XAÇ1'} 
= 0(1) 
which implies that 
M-'x'u = Op(l) . 
Hence 
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U^{'$-ff) = M'^{XX) Vu 
= M'(x'X) % M'^ X'u 
' n n 
= Op(l) . (7.53) 
By (7.53) and assumption (8), 
n  5^ ; (u )  
.Ï -4—^iO-/3) = o (g. (7.S4) 
1 =1 du-
By (7.54) and assumption (5), the conclusion of Lemma 7 implies 
«(&) = «(u) + 
= % + • (7 M) 
and assumption (5) of Theorem 7.5 holds. Also all other assumptions of Theorem 7.5. 
hold for ^ii) . Therefore 
+  Op( f„ ) .  
and (7.52) follows from assumption (9). • 
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Under the conditions of Theorem 7.6, the procedure of using the ordinary least 
squares residuals to estimate the covariance matrix and then using the estimated 
covariance matrix in the estimated generalized least squares estimator produces an 
estimator of with the same large sample properties as the estimator constructed 
with known 0. Also 
can be used as an estimator of the covariance matrix of the approximate distribution of 
V{«<i(û)]} = |x'v;:(^xr' = (7.56) 
0. 
7.4. First Order Autocorrelation with Trend 
Consider the linear model 
(7.57) 
This model can be written in the form (7.1) by taking 
Y=  [ypygr - . y^ ] ' '  
_ • 11 ... 11' 
~ 1 2 ... n 
U =  [ U j ,  U g , . . . ,  U j j ] ' ,  
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^ — [ /'o ' ^ 1 ] ' 
Assume that the errors, u^, are from a stationary first order autoregressive process, 
such that 
^t-l ®t 
(7.58) 
Uj = ej/Vl-p^ 
with IpI < 1 and e^ ~ lnd(0,o- ) with 
E ( | e , | 2+^ )<K<. .  
for some â> 0. From (7.58) we get that (7.43) holds with 0 =  ( p ,  a  ) ,  i =  2 ,  and 
- ra 
1 p p' 
p i p  
«n-1 
^n-2 
p 1 
^n-l pTi-2 pn-Z 
• P 
• 1 
,n-3 
It follows that 
1 - p  0 
-p l+p"^ -p 
0 -p 1+p'^ 
0 0 0 
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2 The scale a cancels in the estimator (7.5). Thus it is only necessary to 
estimate p to construct the estimated generalized least squares estimator. However, an 
2 2 
estimator of a is required to estimate the variance of the estimator of 0. If we set a 
= 1, we have 
(n—2)(1—/j) +2(1—/?) (n+1 )(1—/?) + j(n—2)(n+l)(l-/j) 
symm. (n +1) — (n—2)(n+l)p + •j[(n—l)n(2n—1)—6](1—p)^ 
Let Pq be the true value of p and let = X V^^(/'o)^ • ^^t 
M = 
n 
0 
3 
0 n^ 
then 
1 \ 
i i 
= Ar (7.59) 
Note that Aq is positive definite for |/9g| <1. Furthermore, it can be seen that 
®nW = 
dp 
0 - 1 0  
-1 2p -1 
0 -1 2p 
0 
0 
0 
0 0 0 
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which is continuous in p. Hence 
X = 
2(n—2)(/7—1 ) — 2 -(n+l) + (n—2)(n+l)(/9-l) 
symm. -{n-2)(n+l) + j[(n-l)n( 2n-l)-6](/?-l) 
and 
2 1 
11 
uniformly for all p in a compact neighborhood of Pq as n 
continuous in p. Let 
(B , and the limit is 
Hence 
and 
v=Mi,'x'v^J(^o)» 
E(v) = 0 
var(v) = M^G^M ^ 
^ ' n n n 
which converges to Aq by (7.59). Therefore 
V = Op(l). 
Let 
,-l 
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It follows that w has zero expectation and variance 
var(w) = m;'x'b^(p)V^^(P(,)BJp)'xM-1' . 
Shin (1990, Theorem 2.10 and 2.14) shows that 
sup l|V^Jp)|| <00 
n,p 
and 
sup ||B (/J)|| < 00 
n , p  2  
where the sup is taken over all n = 1,2,. . . . ,  and p in (—1,1) and where for any s * t 
nonzero matrix A, ||A((^ is defined as the square root of the maximum eigenvalue of 
A A . The matrix norm ||*||^ is commonly called the spectral norm. It can be seen 
that 
=  .Sn- l+ i iV  
1=1 i=l 
= n~^n + n~^[-g(2n+l)(n+l)n - 1] 
= 1 + j(2 + 3n~^ + n~^ -6n~^) 
< 2 ,  
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where ||-||g denotes the Euclidean norm. Hence ||M^^X || is also uniformly bounded. 
Therefore, 
sup ||var(w)|| < l|M^x'||^ sup ||B (p)||^ sup ||V (pq)|| < m 
n,p ^ ^n,/? ^ n ^ 
Hence, 
w = Op(l) 
uniformly for p in (—1,1). 
Let 
n 
s u.u. , 
p(u) = t = 2 t t-1 
It is well known that for the first order autoregressive model, 
5W-/'0 = Op(n-l/2), (7.60) 
Let the ordinary least squares residuals be given by 
ii = Y-X^ 
where 
/"Y/ ^=(X'XpX'Y. 
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Define 
S ii.û. , p(û) = t=2 t t-1 
From Proposition 9.7.1 of Fuller (1976), we know that 
Ka) -« i )  =  Op(n- ' ) .  (7 .61)  
Hence by (7.60) and (7.61), 
Hence all the assumptions of Theorem 7.5 hold, and 
M^0-ffl = M^(3-« + 0p(g (7.62) 
where 
[x'v;J(p)x]-i(x'\ri(«Y] 
and 
For the first order autoregressive error structure, the linear transformation 
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Tn = 
0 0 
-p 1 0 
0 -p 1 
0 0 0 
is such that 
e= V, 
where e = (e^, eg,..., e^)'. It can be seen that 
M"^X'T' = 
n n 
n n ^(1—/?) • • • n 1—p) 
-3 -3 -3 
n ^^1—p2 n ^(2-/9) • • • n ^{n—(n— 
and therefore, 
sup |(M-lx'T')..| <3n3 
l< j<n  ^  ' J  
l<i<P 
-40  
Hence the assumptions of Theorem 7.4 hold, which implies 
which by (7.62) implies that 
Ag') 
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where 
A-1 _ 1 
^0 -(î=^2 
4 -6 
-6 12 
7.5. Application to the Measurement Error Model 
The procedure used to estimate as described in Chapter 3, is a modification 
of estimated generalized least squares estimation. For the estimation of the mean, the 
model is 
= /^ + ^t ' 
for t = l,...,n where + a^, Ec^ = 0, 
var(cp = = \J^e) + 
with 0 = vech known for all t, and independent among t. The model 
can be put into the form (7.1) and (7.43) by letting Y' = [Z^, Z^,..., Zj, 
X' = [Ip, Ip,-, Ip], 11' = [c^ ej, P= ti', and 
\u(^) ~ blockdiag[S22ii(^)> ^ZZnn^^^^' 
191 
Therefore, 
(7.63) 
If we take 0 = vech given in (3.8), then (7.63) is the estimator given in (3.10), 
where the Op(n~"^) modifications are ignored. 
Theorem 7.5 could have been used to prove the result of Lemma 3.4. Let 
= jn Ip . (7.64) 
The assumptions of Theorem 7.5 hold by the following arguments. 
Assumption (11 : By Lemma 3.3, 
-1 
is bounded. 
Assumption (2) : By Lemma 3.3, 
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which has zero expectation and bounded variance, hence is 0^(1). 
Assumption (3) : By (3.23) 
is uniformly bounded in a neighborhood about 0^ where is defined in (3.22). 
Assumption (4) : By (3.23), 
which has zero expectation and bounded variance in a neighborhood about 0^, hence is 
Op(l) uniformly in that neighborhood. 
Assumption fS) : By Lemma 3.1, 
Hence all the assumptions of Theorem 7.5 hold, so we conclude that 
|ïi (Â-A)' = jn (Agis -/*)' + 
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where 
^gis = • 
For the estimation of the variance, the model, assuming that n is known, is 
vech[(Z^-^)'(Z^-^) = ^0 + 
for t = l,...,n where E{rJ = 0 and var(r^) = normality. This 
model can also be put into the form (7.1) and (7.43) by letting 
vech[(Zj-Ai)'(Zj-/i) II 
Y = j , x = • 
vech[(Zj^-/i)'(Zj^-p) - J II 
u' = [r^ ,..., r^], = #,and 
VuuC) = blockdiag[V^^;^(,), V„^22(«),..., 
Therefore, 
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and 
^ ^)vech[(Z^-/i) ' • (7.65) 
If we take 0 = vech given in (3.8), then (7.65) is the estimator given by (3.15). 
Theorem 7.5 could also have been used to prove the results given in Lemma 3.5. 
It can be shown that the assumptions of Theorem 7.5 hold by arguments analogous to 
the ones used above for the estimation of fi except the justifications would come from 
the proof of Lemma 3.5 instead of Lemma 3.4. Thus %e can also conclude from 
Theorem 7.5 that 
- >o) = ««gls - 'o) + • 
This result combined with result (3.38) establishes the final result of Lemma 3.5. Now, 
in order to prove Theorem 3, all that needs to be obtained is the asymptotic 
distribution of the generalized least squares estimators. 
195 
REFERENCES 
Amemiya, Y. (1982). Estimators for the errors—in—variables model. Ph.D. 
dissertation, Iowa State University, Ames. 
Bard, Y. (1974). Nonlinear Parameter Estimation. Academic Press, New York. 
Barnett, V. D. (1966). Evaluation of the maximum—likelihood estimator where the 
likelihood equation has multiple roots. Biometrika 53 151—165. 
Bentler, P. M. (1991). Structural equation models as nonlinear regression models. 
Paper presented at the International Workshop on Statistical Modelling and 
Latent Variables, Trento, Italy, 1991. 
Billingsley, P. (1979). Probability and Measure. Wiley, New York. 
Browne, M. W. (1974). Generalized least squares estimators in the analysis of 
covariance structures. S. A jr. Statist. J. 8 1—24. 
Carroll, R. J. and Ruppert, D. (1988). Transformation and Weighting in Regression. 
Chapman and Hall, New York. 
Carroll, R. J., Wu, C. F. and Ruppert, D. (1987). The effect of estimating weights in 
generalized least squares. Technical Report No. 808. Department of Statistics, 
University of Wisconsin. 
Chung, K. L. (1974). A Course in Probability Theory. 2nd ed. Academic Press, 
New York. 
Dahm, P. F. (1979). Estimation of the parameters of the multivariate linear 
errors in variables model. Ph.D. dissertation, Iowa State University, Ames. 
Dodd, K. W., Carriquiry, A. L. and Fuller, W. A. (1992). User's guide: estimation of 
distributions of usual intakes. Statistical Laboratory, Iowa State University, 
Ames. 
Dolby, G. R. (1976). The ultrastructural relation: A synthesis of the functional 
and structural relations. Biometrika 63 39—50. 
Don, F. J. and Magnus, J. R. (1980). On the unbiasedness of iterated GLS 
estimators. Commun. Statist.—Theor. Meth. A9 519—527. 
Eicker, F. (1966). A multivariate central limit theorem for random linear vector 
forms. Ann. Math. Stat. 37 1825—1828. 
Fuller, W. A. (1976). Introduction to Statistical Time Series. Wiley, New York. 
Fuller, W. A. (1987). Measurement Error Models. Wiley, New York. 
196 
Fuller, W. A. (1990). Prediction of true values for the measurement error model. In 
Statistical Analysis of Measurement Error Models and Applications (P. J. 
Brown and W. A. Fuller, eds.) 41—57. American Mathematical Society, 
Providence, Rhode Island. 
Fuller, W. A. and Rao, J.N.K. (1978). Estimation for a linear regression model with 
unknown diagonal covariance matrix. Ann. Statist. 6 1149—1158. 
Gleser, L. J. (1981). Estimation in a multivariate "errors in variables" regression 
model: large sample results. Ann. Statist. 9 24^4. 
Graybill, F. A. (1976). Theory and Application of the Linear Model. Duxbury Press, 
North Scituate, Massachusetts. 
Harville, D. A. (1977). Maximum likelihood approaches to variance component 
estimation and to related problems. J. Amer. Statist. Assoc. 72 320—338. 
Hasabelnaby, N. A. (1987). The use of a weighting function in measurement error 
regression. Ph.D. dissertation, Iowa State University, Ames. 
Hoffman, K. and Kunze, R. (1971). Linear Algebra. 2nd ed. Prentice-Hall, 
Englewood Cliffs, New Jersey. 
Jobson, J. D. and Fuller, W. A. (1980). Least squares estimation when the covariance 
matrix and parameter vector are functionally related. J. Amer. Statist. Assoc. 
75 1 76-181. 
Kale, B. K. (1962). On the solution of likelihood equations by iteration processes. 
The miùtiparametric case. Biometrika 49 479—486. 
Kendall, M. G. and Stuart, A. (1973). The Advanced Theory of Statistics. Vol. 2. 
3rd ed. Hafner Publishing, New York. 
Magnus, J. R. and Neudecker, H. (1988). Matrix Differential Calculus with 
Applications in Statistics and Econometrics. Wiley, New York. 
Marcus, M. (1960). Basic Theorems in Matrix Theory. National Bureau of Standards 
Applied Mathematics Series 57. U.S. Government Printing Office, Washington 
D.C. 
Oberhofer W. and Kmenta, J. (1974). A general procedure for obtaining maximum 
likelihood estimates in generalized regression models. Econometrica 42 
579-590. 
Rao, C. R. (1973). Linear Statistical Inference and Its Applications. 2nd ed. 
Wiley, New York. 
Rothenberg, T. J. (1984). Approximate normality of generalized least squares 
estimates. Econometrica 52 811—825. 
Royden, H. L. (1968). Real Analysis. 2nd ed. MacMillan Publishing, New York. 
197 
Rudin, W. (1964). Principles of Mathematical Analysis. 3rd ed. McGraw-Hill, 
New York. 
Sanger, T. M. and Fuller, W. F. (1991). Estimation of the Measurement Error Model 
with Unequal Error Variances. Proceedings of the Section on Survey Research 
Methods, American Statistical Association 146—151. 
Schmidt, P. (1976). Econometrics. Dekker, New York. 
Shaffer, J. P. (1991). The Gauss—Markov Theorem and Random Regressors. 
American Statistician 45 269—273. 
Shin, D. (1990). Estimation of the autoregressive moving average model with a unit 
root. Ph.D. dissertation, Iowa State University, Ames. 
Theil, H. (1971). Principles of Econometrics. Wiley, New York. 
Toyooka, Y. (1982). Second-order expansion of mean squared error matrix of 
generalized least squares estimator with estimated parameters. Biometrika 69 
269-73. 
Toyooka, Y. (1987). An iterated version of the Gauss—Markov theorem in generalized 
least squares estimation. J. Japan Statist. See. 17 129—136. 
Toyooka, Y. (1990). No estimation effect up to the second-order for the covariance 
parameter of GLSE and MLE in a regression with a general covariance 
structure. Math. Japonica 35 745—757. 
Van Der Genugten, B. B. (1983). The asymptotic behavior of the estimated 
generalized least squares method in the linear regression model. Statistica 
Neerlandica 37 127—141. 
198 
ACKNOWLEDGEMENTS 
I wish to express my sincere thanks to Professor Wayne A. Fuller for his help 
and expert guidance in completing this work. Without his help, this dissertation 
would not have been possible. 
I also thank the other members of my graduate committee: Professors Yasuo 
Amemiya, Krishna Athreya, Dale Grosvenor, David Harville, and Ken Koehler. 
Special thanks are due to Professors Yasuo Amemiya and Krishna Athreya for their 
invaluable assistance. 
I am grateful to the Survey Section of the Statistical Laboratory for the use of 
its facilities. In particular I thank Dr. Roy Hickman, Ms. Helen Nelson, Ms. Nancy 
Heathman and my ofScemates: Harold Baker, Kevin Dodd, Marie Loughin, and Dean 
Thompson for their help, support, and friendship throughout the years. I would also 
like to thank the numerous friends that made my time in graduate school so enjoyable. 
Thanks all! 
This research was supported in part by a National Science Foundation Graduate 
Fellowship and by the United States Bureau of Census through Joint Statistical 
Agreement J.S.A. 91—1. 
199 
APPENDIX A: SOME USEFUL LEMMAS 
The following lemma is a lemma in Fuller (1987, Appendix l.C.) but with a 
slight correction. 
Lemma l.C.2. Let e^. be a sequence of independently distributed 
p—dimensional random row vectors with uniformly bounded 2 + 5 (5 > 0) moments. 
Let {c^} be a sequence of fixed p—dimensional row vectors with # 0. Let n"^V^, 
where 
\ ~ t=iS^eett^t ' 
be bounded above and below by positive real numbers for all n and let the elements of 
Mgg, where 
^cc - ^ Mi^t^t ' 
be bounded for all n. In addition assume that, 
Then, 
1 n 
lim n sup |c. | = 0 . 
n-too l<t<n 
Proof. The random variables = c^e^ are independent with zero means and 
variances, 
= S^ee^t • 
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Let 
®ln = {«: (V'>^ > ' 
- {« I ®l ^ > ''ne } ' 
2 
where jcj = and 
In addition, let F^(e) be the distribution function of e^., K be the uniform bound for 
E{ 1 ej Bj and Bg be the upper and lower bounds respectively for n~^V^, and Bg 
be the upper bound for the elements of 
By an argument in lemma l.C.l we know that D and by assumption, 
S < " . 
and, 
n n n 
|C t l^  =  n"^  51 =  n"^  J  t r (c^c^)  =  t r (M^^)  <  p -Bg .  
t= i  t= i  t= i  
Hence 
n 
t =1 
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So we have 
1 (Vp 'dF.Ce) < \rl J I |Cj|2|e ,|2dF,(e) 
But, 
Therefore, 
'= 'R ln  
I ' l l ^  1  I = . !%(«)  
»2n 
I leZ+^fe) 
^2n 
<P-B2 -Bg-1 " ne 
d = e~^-(nV~^).(n~^ sup |c^|^) 
^ l<t<n ^ 
<e ^•B„^-(n ^ sup |cj^) » 0 . 
l<t<n ^ 
(c,e^f dF,(e) = 0 
n-^oD 
Hence, the array g^} satisfies the conditions of the Lindeberg central limit 
theorem. So 
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1 2 
Remark: A sufficient condition for the assumption that lim n supjcj = 0 is the 
—1 2 
condition that n S | c. | converges. Another sufficient condition is that t=1  "  
lim n~^|c^|^ = 0. 
n->cD 
The following lemma is a modification of Lemma 1.C.2 to allow for differential 
rates of convergence. 
Lemma l.C.3. Let e^ be a sequence of independently distributed 
p—dimensional random row vectors with uniformly bounded 2 + <5 (<5 > 0) moments. 
Let {c^^} be a triangular array of fixed p-dimensional row vectors with c^^c^^ # 0. 
Let 
^n ~ t^iSn^eett^tn 
be invertible for all n. Assume there exists a real number B such that 
t =1 
for all n. In addition assume that, 
limV^ sup |Cx 1^ = 0. 
n-^oD " l<t<n 
Then, 
^n  t= i " tn" t  
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Proof. The random variables are independent with zero means and 
variances, 
^ 'tnVtn • 
Let 
.2i 
l®l  ^  }  
Where |Cj„|^ = and 
In addition, let F^(e) be the distribution function of e^, and K be the uniform bound 
for By an argument in lemma l.C.l we know that D R^^. So we 
have 
j I |c,„P|e,l^dF,(e) 
-B in  ' "4 .  
n 
I s l '  j  
«2. 
<B-d«f j |e,|2+«dr,(e) 
hn 
< B-K-d^ /^  
ne 
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But by assumption converges to 0, therefore, 
Hence, the array satisfies the conditions of the Lindeberg central limit 
theorem. So 
• 
Remark: A sufficient condition for the assumption that lim V~ sup |c^^| = 0 is the 
—1 2 
condition that V S |c. | converges and V diverges. Another sufficient condition H fc r i wH il 
is that 1 im V~^I1^ = 0 and lim = œ. 
n ' nn' _ n 
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APPENDIX B: A PROGRAM TO ESTIMATE REGRESSION COEFFICIENTS 
The following program uses SAS IML to implement the estimated generalized 
least squares procedure described in Chapters 3 and 4 for the model given by (4.1) and 
(4.2) with the dimension of Z equal to two, i.e. p = 2. The program may be modified 
for p greater than 2 by changing the variable P in the program to the appropriate 
dimension and by modifying the method by which the vector, vech is converted 
into the matrix E„„,,. 
The SAS Program 
READ IN THE DATA ; 
Y = OBSERVED DEPENDENT VARIABLE 
X = OBSERVED INDEPENDENT VARIABLE 
SAAll = VARIANCE OF THE MEASUREMENT ERROR IN Y 
SAA12 = COVARIANCE OF THE MEASUREMENT ERROR IN Y 
WITH THE MEASUREMENT ERROR IN X 
SAA22 = VARIANCE OF THE MEASUREMENT ERROR IN X 
*/: 
DATA DATASET; 
INPUT Y X SAAll SAA12 SAA22; 
CARDS; 
10.888475 9.7491939 0.49 0 0.01 
12.549117 10.824781 0.49 0 0.01 
10.136456 9.2325824 0.49 0 0.01 
13.120623 10.447387 0.49 0 0.01 
11.354099 9.7853777 0.49 0 0.01 
9.2497957 8.3518055 0.49 0 0.01 
14.188917 10.392191 0.49 0 0.01 
11.148488 8.9272452 0.49 0 0.01 
11.698357 9.4295978 0.49 0 0.01 
10.022854 7.3248304 0.49 0 0.01 
10.820352 7.3907814 0.01 0 0.99 
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9.2114879 5.7927586 0.01 0 0.99 
12.886224 11.604527 0.01 0 0.99 
12.499815 10.439853 0.01 0 0.99 
11.42068 9.1867323 0.01 0 0.99 
12.885846 9.9439186 0.01 0 0.99 
12.874237 10.134517 0.01 0 0.99 
12.810102 10.161321 0.01 0 0.99 
12.708119 10.508202 0.01 0 0.99 
10.919765 10.018142 0.01 0 0.99 
PROC IML; 
START; 
RESET NOPRINT; 
* ALPHA IS THE VALUE OF THE SMALL SAMPLE CORRECTION. P IS THE 
DIMENSION OF Z. PHI DEPENDS ON P; 
ALPHA = 2; 
PHI ={ 1 0 0, 0 1 0, 0 1 0, 0 0 1}; 
P = 2; 
L = P*(P+l)/2; 
QDD = P + L; 
* READ THE DATA INTO IML; 
USE DATASET; 
READ ALL VAR {Y X} INTO Z; 
READ ALL VAR {SAAll SAA12 SAA22} INTO SAAVECH; 
* SAADD IS THE AVERAGE OF THE N SAATT MATRICES. IT'S 
CONSTRUCTION MUST BE MODIFIED IF THE DIMENSION P IS 
CHANGED FROM 2; 
N = NROW(Z); 
VHSAADD = SAAVECH[+,]/N: 
SAADD = VHSAADD[1,1:2]//VHSAADD[1,2:3]; 
* COMPUTE UMZZ, CMZZ, AND ZBAR. UMZZ IS THE VARIANCE-
COVARIANCE MATRIX FOR THE OBSERVED Z'S UNCORRECTED 
FOR THE MEAN. CMZZ IS THE COVARIANCE MATRIX OF THE 
OBSERVED Z'S CORRECTED FOR THE MEAN; 
UMZZ =J(P,P,0); 
ZBAR = J(1,P,0); 
DO 1=1 TO N; 
UMZZ = UMZZ+Z[I,]'*Z[I,];. 
ZBAR = ZBAR + Z[I,]; 
END; 
UMZZ = UMZZ/N; 
ZBAR = ZBAR/N; 
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CMZZ = UMZZ - ZBAR'*ZBAR; 
CMZZ = N*CMZZ/(N-1); 
* THE FOLLOWING PROCEDURE GENERATES THE FIRST-ROUND 
PREDICTED COVARIANCE MATRIX OF THE TRUE Z'S (SZZH) 
CORRECTED TO INSURE POSITIVE SEMIDEFINITENESS; 
CALL EIGEN(LAMBDA, V, CMZZ); 
HCMZZ = V*SQRT(DIAG(LAMBDA))*V'; 
Ml = INV(HCMZZ)*SAADD*INV(HCMZZ); 
CALL EIGEN(LAMBDA, V, Ml); 
IND = LOC(LAMBDA < 1); 
NL = NCOL(IND); 
IF NL = 0 THEN DO; 
SZZH = 0; 
PRINT "1ST ROUND EST IS 0 "; 
END; 
ELSE 
SZZH = HCMZZ*V[,IND]*(I(NL)-DIAG(LAMBDA[IND,])) 
*V[,IND]'*HCMZZ: 
SUMWZZ = J(P,P,0); 
A2 = J(P,1,0); 
* HERE WE GENERATE A WEIGHTED ESTIMATE OF THE COVARIANCE 
MATRIX FOR THE OBSERVED Z'S CORRECTED FOR THE MEAN (WZZTT) 
AND USE IT TO PRODUCE A NEW ESTIMATE OF THE MEAN (MUHAT); 
DO 1=1 TO N; 
SAATT = SAAVECH[I,1:2]//SAAVECH[I,2:3]; 
SBZZH = SZZH+SAATT; 
WZZTT=(N-1)*SBZZH/N + CMZZ/N; 
SUMWZZ=SUMWZZ + INV(WZZTT); 
A2 = A2 + INV(WZZTT)*Z[I,]'; 
END; 
* IN THIS LOOP, WE GENERATE AN ESTIMATE OF A WEIGHTED AVERAGE 
OF THE COVARIANCE MATRICES OF THE OBSERVED Z'S (NEWMDD) AND 
A NEW ESTIMATE OF THE AVERAGE OF THE SAATT'S (SAPA); 
MUHAT = INV(SUMWZZ) * A2; 
VMMSUM=J(L,L,0); 
A4=J(L,1,0); 
A3=J(L,1,0); 
DTH = J(QDD,1,0); 
GH = J(QDD.QDD,0); 
DO 1=1 TO N; 
SAATT = SAAVECH[I,1:2]//SAAVECH[I,2:3]; 
VECHSAA=SAAVECH[I,]'; 
SBZZH = SZZH+SAATT; 
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WZZTT=(N-1)*SBZZH/N + CMZZ/N; 
AWZZTT = INV(WZZTTJ; 
KRONWZZ = AWZZTT Û AWZZTT; 
INWMM = (PHP * KRONWZZ * PHI) / 2; 
VMMSUM = VMMSUM + INWMM; 
A4 = A4 + INWMM * VECHSAA; 
ZMUHAT2 = (Z[I,]-MUHAT')' * (Z[I,]-MUHAT'); 
VECHZMU=ZMUHAT2[1,1]//ZMUHAT2[2,1]//ZMUHAT2[2,2]; 
A3 = A3 + INWMM*VECHZMU; 
ZMUH2MS = (Z[I,]-MUHAT')' * (Z[I,]-MUHAT') - SBZZH-
VECHZMS = ZMUH2MS[1,1]//ZMUH2MS 2,1]//ZMUH2MS 2,21; 
DTH 1:2,1] = AWZZTT*(Z[I,]-MUHAT')'; 
DTH 3:5,1 = INWMM*VECHZMS; 
GH = GH + DTH*DTH'; 
END; 
GH = GH/(N-1); 
THIS IS THE VECH OF NEWMDD; 
VECHMDD= INV(VMMSUM) * A3*N/(N-1); 
THIS IS THE VECH OF SAPA; 
VECHSAPA= INV(VMMSUM) * A4; 
NEWMDD= VECHMDD[1:2,1]!!VECHMDD[2:3,1]; 
SAPA=VECHSAPA[1:2 ,l]j|VECHSAPA[2:3,l]; 
THE FOLLOWING PROCEDURE IS IMPLEMENTED TO GUARANTEE THAT 
THE SECOND-ROUND PREDICTION OF THE COVARIANCE MATRIX OF 
THE TRUE Z'S (SZZTILDE) IS POSITIVE SEMI-DEFINITE; 
CALL EIGEN(LAMBDA, V, NEWMDD); 
HNEWMDD = V * SQRT(DIAG(LAMBDA)) * V; 
M2 = INV(HNEWMDD) * SAPA * INV(HNEWMDD); 
CALL EIGEN(Q, V, M2); 
INDSTAR=L0C(Q<1); 
NLSTAR = NCOL(INDSTAR); 
SZZTILDE = HNEWMDD*V[,INDSTAR]*(I(NLSTAR)-DIAG(Q[INDSTAR,])) 
*V[,INDSTAR]'*HNEWMDD; 
ALPHA CORRECTION FOR SMALL SAMPLES; 
Htilde = SZZTILDE + ALPHA/(N-1)*SAPA; 
BHATl = HTILDE[1,2]/HTILDE[2,2]; 
BHATO = MUHAT[I,I] - BHAT1*MUHAT[2,1]; 
VARIANCE ESTIMATORS; 
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VI = INV(VMMSUM/N); 
SI = INV(SUMWZZ/N); 
PSIINV = BLOCK(SI,VI); 
LAME = PSIINV*GH*PSIINV; 
A = {0 1}; 
ONEBP = Iji-BHATI; 
BOKA = ONEBP® A; 
A8 = INV(Htilde[2,2])*BOKA*PHI; 
CL = J(P,QDD,0); 
CL[1,1:2] = ONEBP; 
CL 1,3:5 =-MUHAT[2,1]*A8: 
CL[2,3:5] = A8; 
VBH = CL*LAMH*CL7N; 
VBHPAR = CL*PSIINV=^CL'/Ni 
SQQ = 0; 
DO I = 1 TO N; 
SQQ = SQQ + (Z[I,1] - BHATO - Z[I,2]*BHAT1)**2; 
END; 
SQQ = SQQ/(N-2) - ONEBP*SAADD*ONEBP'; 
IF SQQ < 0 THEN SQQ = 0; 
* OUTPUT THE RESULTS; 
RESULT =J 
RESULT 
RESULT 
RESULT 
RESULT 
RESULT 
RESULT 
,1,1 
1.2, 
1.3. 
2,1: 
2'2, 
2,3 
(P,L,0); 
= BHATO; 
= SQRT(VBHPAR[1,1]); 
= BHAT0/RESULT[1,2]; 
= BHATl; 
= SQRT(VBHPAR[2,2]); 
= BHAT1/RESULT[2,2]; 
NAMES = { "Y" "X"}; 
CNAMES = {"ESTIMATE" "STD ERR" "t(H0:Bi=0)"}; 
RNAMES = { "BO" "Bl"}; 
PRINT "SAMPLE STATISTICS"; 
ZBAR = ZBAR'; 
PRINT N ZBAR CMZZ[ROWNAME=NAMES COLNAME=NAMES] SAADD; 
PRINT " "; 
PRINT "EGLS ESTIMATES OF THE MOMENTS OF TRUE Z"; 
PRINT MUHAT SZZTILDE[ROWNAME=NAMES COLNAME=NAMES]; 
PRINT " "; 
PRINT "EGLS ESTIMATES OF B"; 
PRINT ALPHA; 
PRINT RESULT[ROWNAME=RNAMES COLNAME=CNAMES]; 
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PRINT "ESTIMATE OF SQQ" SQQ; 
PRINT " 
PRINT "NORMAL ESTIMATE OF COVARIANCE"; 
PRINT VBHPAR[ROWNAME=RNAMES COLNAME=RNAMES]; 
PRINT "DISTRIBUTION-FREE ESTIMATE OF COVARIANCE^'; 
PRINT VBH[ROWNAME=RNAMES COLNAME=RNAMES]; 
FINISH; 
RUN; 
Sample Output 
The SAS System 
SAMPLE STATISTICS 
N ZBAR CMZZ Y X 
20 11.66969 Y 1.8943509 1.5057615 
9.4822872 X 1.5057615 1.8928939 
SAADD 
0.25 0 
0 0.5 
EGLS ESTIMATES OF THE MOMENTS OF TRUE Z 
MUHAT SZZTILDE Y X 
11.736958 Y 1.423953 1.249497 
9.5827357 X 1.249497 1.1989929 
EGLS ESTIMATES OF B 
ALPHA 
2 
RESULT ESTIMATE STD ERR t(H0:Bi=0) 
BO 1.9048584 1.7233955 1.1052938 
B1 1.0260222 0.178867 5.7362292 
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SQQ 
ESTIMATE OF SQQ 0.0665008 
NORMAL ESTIMATE OF COVARIANCE 
VBHPAR BO B1 
BO 2.9700921 -0.306584 
B1 -0.306584 0.0319934 
DISTRIBUTION-FREE ESTIMATE OF COVARIANCE 
VBH BO B1 
BO 1.981226 -0.197721 
B1 -0.197721 0.0200887 
