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Abstract
Suppose that i.i.d. random variables X1,X2, . . . are chosen uni-
formly from [0, 1], and let f : [0, 1] → [0, 1] be an increasing bijec-
tion. Define µf to be the expected value of f(Xi) for each i. Define
the random variable Kf be to be minimal so that
∑Kf
i=1 f(Xi) > t
and let Nf (t) be the expected value of Kf . We prove that if cf =∫ 1
0
∫ 1
f−1(u)(f(x)−u)dxdu
µf
, then Nf (t) =
t+cf
µf
+ o(1). This generalizes a
result of C´urgus and Jewett (2007) on the case f(x) = x.
1 Introduction
Renewal theory is a branch of mathematics with applications to waiting time
distributions in queueing theory, ruin probabilities in insurance risk theory,
the development of the age distribution of a population, and debugging pro-
grams [6, 8]. In this paper, we compare renewal processes, which are simple
point processes 0 = x0 < x1 < x2 < . . . for which the differences xi+1−xi for
each i ≥ 0 form an independent identically distributed sequence.
A famous problem about renewal processes was actually a problem from
the 1958 Putnam exam [1]: Select numbers randomly from the interval [0,1]
until the sum is greater than 1. What is the expected number of selections?
The answer is e and solutions have appeared in several papers [1, 2, 3, 4, 5].
A more general problem is to find the expected number of selections until the
sum is greater than t. Let M(t) denote this expected number. In [7], C´urgus
and Jewett showed thatM(t) = 2t+ 2
3
+o(1) andM(t) =
∑⌈t⌉
k=0
(−1)k(t−k)k
k!
et−k
[7].
1
An analogous question for products was posed in [10]: Select numbers
randomly from the interval [1,e] until the product is greater than e. What is
the expected number of selections?
Vandervelde found that the answer is e−1
e
+ e
1
e−1 and posed the more
general question of finding the number of selections until the product is
greater than et [10]. Let N(t) denote this expected number. Vandervelde
conjectured that N(t) ≤ M(t) for all t ≥ 0.
We prove the conjecture in Section 4, as well as the fact that N(t) =
(e− 1)(t+ e−2
2
) + o(1). We use the same proof to obtain the following more
general result.
Theorem 1. Suppose that i.i.d. random variables X1, X2, . . . are chosen
uniformly from [0, 1], and let f : [0, 1] → [0, 1] be an increasing bijection.
Define µf to be the expected value of f(Xi) for each i. Define the random
variable Kf be to be minimal so that
∑Kf
i=1 f(Xi) > t and let Nf (t) be the
expected value of Kf . If cf =
∫ 1
0
∫ 1
f−1(u)(f(x)−u)dxdu
µf
, then Nf(t) =
t+cf
µf
+ o(1).
As a corollary, this gives an alternative proof of the main result in [7],
which was proved in that paper using results about delay functions.
Corollary 2. M(t) = 2t+ 2
3
+ o(1)
In Section 2, we find that N(t) = e−1
e
+ et−1+
t
e−1 for t ∈ [0, 1]. We prove
in Section 3 that d
dt
(N(t)e−
e
e−1 t) = − e
e−1e
− e
e−1 tN(t− 1)− e− ee−1 t, and we use
this equation to find N(t) for t ∈ [1, 2].
2 t ∈ [0, 1]
The proof for t ∈ [0, 1] is like the proof for t = 1 in [10].
Let qn = qn(t) be the probability that a product of n numbers chosen from
[1, e] is not greater than et. Define q0 = 1. The probability that the product
exceeds et for the first time at the nth selection is (1 − qn) − (1 − qn−1) =
qn−1 − qn. N(t) is equal to
∑∞
n=1 n(qn−1 − qn) =
∑∞
n=0 qn.
For t ∈ [0, 1] the region Rn(t) within the n-cube [1, e]n consisting of points
(x1, . . . , xn), the product of whose coordinates is at most e
t, is described by
1 ≤ x1 ≤ et, 1 ≤ x2 ≤ etx1 , . . ., 1 ≤ xn ≤ e
t
x1...xn−1
.
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It is easy to see that qn =
1
(e−1)n
∫
Rn
dxn . . . dx1, so we focus on computing
Θn =
∫
Rn
dxn . . . dx1. Note that Θn+1 =
∫
Rn
( e
t
x1...xn
−1)dxn . . . dx1. Therefore
Θn+1 +Θn =
∫
Rn
et
x1...xn
dxn . . . dx1.
Lemma 3. Θn = (−1)n(1− bnet), where bn = 1− t1 + t
2
2
− . . .+(−1)n−1 tn−1
(n−1)!
Proof. Make a change of variables yk = ln xk, so Θn+1+Θn =
∫
R′n
etdyn . . . dy1.
Clearly R′n consists of the points (y1, . . . , yn) satisfying yk ∈ [0, 1] and y1 +
. . .+ yn ≤ t. Therefore Θn+1 +Θn = ettnn! for t ∈ [0, 1].
For n ≥ 1 let bn be the nth partial sum of the Taylor series for e−t centered
at 0, i.e., 1− t
1
+ t
2
2
− . . .+(−1)n−1 tn−1
(n−1)! . We show that Θn = (−1)n(1−bnet).
The quantities agree for n = 1. For n ≥ 2, Θn+1 + Θn = (−1)n(1 − bnet) +
(−1)n+1(1− bn+1et) = et(−1)n(bn+1 − bn) = et(−1)n (−1)ntnn! = e
ttn
n!
. 
Therefore for t ∈ [0, 1], qn = (−1)n(1−bnet)(e−1)n . The final step is to calculate
the sum of the qn.
Theorem 4. For t ∈ [0, 1], N(t) = e−1
e
+ et−1+
t
e−1
Proof.
∑∞
n=0 qn = 1+
∑∞
n=1
(−1)n
(e−1)n −
∑∞
n=1
(−1)n(bnet)
(e−1)n =
e−1
e
−∑∞n=1 (−1)
n(bnet)
(e−1)n .
We evaluate the remaining term by writing bn as a sum and interchanging
the order of summation.
−∑∞n=1 (−1)
n(bnet)
(e−1)n = −et
∑∞
n=1
(−1)n
(e−1)n
∑n−1
k=0
(−t)k
k!
=
−et∑∞k=0 (−t)
k
k!
∑∞
n=k+1
(−1)n
(e−1)n = −et
∑∞
k=0
(−t)k
k!
(−1)k+1
e(e−1)k =
et
e
e
t
e−1 . 
3 t ≥ 1
In this section, we show that d
dt
(N(t)e−
e
e−1 t) = − e
e−1e
− e
e−1 tN(t− 1)− e− ee−1 t
for t ≥ 1 and calculate N(t) for t ∈ [1, 2].
Theorem 5. d
dt
(N(t)e−
e
e−1 t) = − e
e−1e
− e
e−1 tN(t− 1)− e− ee−1 t
Proof. In the next section we show that N(t) = 1 + 1
e−1
∫ e
1
N(t − ln u)du.
If s = t − ln u, then N(t) = 1 + 1
e−1e
t
∫ t
t−1N(s)e
−sds. Therefore N ′(t) =
e
e−1(N(t)−N(t−1))−1, so ddt(N(t)e−
e
e−1 t) = − e
e−1e
− e
e−1 tN(t−1)−e− ee−1 t. 
Theorem 6. N(t) = e
e
e−1 t(− e−1
e
2+ 1e−1
+ 1
e
+ e
− e
e−1
e−1 ) +
2(e−1)
e
− e−
e
e−1 te
e
e−1 t
e−1 for
t ∈ [1, 2]
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Proof. By Theorems 4 and 5, d
dt
(N(t)e−
e
e−1 t) = −2e− ee−1 t− e−
e
e−1
e−1 . Therefore
for t ∈ [1, 2], N(t)e− ee−1 t = C + 2(e−1)
e
e−
e
e−1 t − e−
e
e−1 t
e−1 for a constant C =
− e−1
e
2+ 1e−1
+ 1
e
+ e
− ee−1
e−1 . In other words, N(t) = e
e
e−1 t(− e−1
e
2+ 1e−1
+ 1
e
+ e
− ee−1
e−1 ) +
2(e−1)
e
− e−
e
e−1 te
e
e−1 t
e−1 . 
For each integer i ≥ 2, N(t) can be calculated similarly for t ∈ [i, i + 1]
based on the values ofN(t) for t ∈ [i−1, i] using the fact that d
dt
(N(t)e−
e
e−1 t) =
− e
e−1e
− e
e−1 tN(t− 1)− e− ee−1 t.
4 Bounds on N(t)
The results in this section use the fact that ln(1 + (e− 1)t) ≥ t for t ∈ [0, 1].
Lemma 7. ln(1 + (e− 1)t) ≥ t for t ∈ [0, 1]
Proof. Define f(t) = ln(1+(e−1)t)−t for t ∈ [0, 1]. Then f ′(t) = e−1
1+(e−1)t−1,
so f ′( e−2
e−1) = 0. Clearly f
′(t) > 0 for t ∈ [0, e−2
e−1), f
′(t) < 0 for t ∈ ( e−2
e−1 , 1],
and f(0) = f(1) = 0. Therefore f(t) ≥ 0 for t ∈ [0, 1]. 
The proof of the N(t) recurrence is like the proof of the M(t) recur-
rence in [7]. Let I = [0, 1] and define B0,t = I
N. For each n ∈ N, de-
fine Bn,t =
{
x ∈ IN : ln(1 + (e− 1)x1) + . . .+ ln(1 + (e− 1)xn) ≤ t
}
. Let
B = ∪∞k=1 ∩∞n=1 Bn,k. Clearly the measure of B in IN is 0, since ln(1 + (e −
1)x1) + . . .+ ln(1 + (e− 1)xn) ≥ x1 + . . .+ xn.
Theorem 8. N(t) = 1 + 1
e−1
∫ e
1
N(t− ln u)du
Proof. Let t ≥ 0 and define the random variable Ft : IN → N ∪ {∞} by
Ft(x) = min {n ∈ N : ln(1 + (e− 1)x1) + . . .+ ln(1 + (e− 1)xn) > t}, with
min∅ = ∞. Since B has measure 0 and F−1t ({∞}) = ∩∞n=1Bn,t ⊂ B, Ft is
finite almost everywhere on IN.
For n ∈ N, F−1t ({n}) = Bn−1,t − Bn,t. Thus Ft is a Borel function
and N(t) =
∫
IN
Ft(x)dx. If t ≥ 1 and x = (x1, x2, x3, . . .) = (w, v1, v2, . . .) =
(w; v) ∈ IN, then 2 ≤ Ft(x) ≤ ∞ and Ft(x) = Ft(w; v) = 1+Ft−ln(1+(e−1)w)(v).
By Fubini’s theorem, N(t) =
∫
IN
Ft(x)dx =
∫ 1
0
∫
IN
Ft(w; v)dvdw =
∫ 1
0
(1+∫
IN
Ft−ln(1+(e−1)w)(v)dv)dw = 1 +
∫ 1
0
N(t − ln(1 + (e − 1)w))dw. If u = 1 +
(e− 1)w, then N(t) = 1 + 1
e−1
∫ e
1
N(t− ln u)du. 
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Theorem 9. M(t) ≥ N(t) for all t ≥ 0
Proof. As in the last proof, define Ft : I
N → N ∪ {∞} so that Ft(x) =
min {n ∈ N : ln(1 + (e− 1)x1) + . . .+ ln(1 + (e− 1)xn) > t}. Moreover, de-
fine Gt : I
N → N ∪ {∞} by Gt(x) = min {n ∈ N : x1 + . . .+ xn > t}. Since
ln(1+ (e−1)t) ≥ t for t ∈ [0, 1], then Ft(x) ≤ Gt(x) for all t ≥ 0 and x ∈ IN.
Thus N(t) ≤M(t) for all t ≥ 0. 
We use Wald’s equation to derive bounds on N(t).
Theorem 10. (Wald’s equation) Let X1, X2, . . . be i.i.d. random variables
with common finite mean, and let τ be a stopping time which is independent of
Xτ+1, Xτ+2, . . . for which E(τ) <∞. Then E(X1 + . . .+Xτ ) = E(τ)E(X1).
Lemma 11. For all t ≥ 0, (e− 1)t < N(t) ≤ (e− 1)(t+ 1).
Proof. Suppose that i.i.d. random variables X1, X2, . . . are chosen uniformly
from [0, 1]. Define µ to be the expected value of ln(1 + (e− 1)Xi) for each i.
Define the random variableK to be minimal so that
∑K
i=1 ln(1+(e−1)Xi) > t
and define S(t) to be the expected value of
∑K
i=1 ln(1 + (e − 1)Xi). By
definition, N(t) is the expected value of K.
By Wald’s equation, N(t) = S(t)/µ, so N(t) = (e − 1)S(t). Since t <
S(t) ≤ t+ 1, then (e− 1)t < N(t) ≤ (e− 1)(t+ 1). 
In order to prove that N(t) = (e − 1)(t + e−2
2
) + o(1), we use two more
well-known results.
Theorem 12. (Chernoff’s bound) Suppose X1, X2, X3, . . . are i.i.d. random
variables such that 0 ≤ Xi ≤ 1 for all i. Set Sn =
∑n
i=1Xi and µ = E(Sn).
Then, for all δ > 0, Pr(|Sn − µ| ≥ δµ) ≤ 2e−
δ2µ
2+δ .
Theorem 13. (Local Limit Theorem [9]) Let X1, X2, . . . be i.i.d. copies of
a real-valued random variable X of mean µ and variance σ2 with bounded
density and a third moment. Set Sn =
∑n
i=1Xi, let fn(y) be the probability
density function of Sn−nµ√
n
, and let φ(y) be the probability density function of
the Gaussian distribution N (0, σ2). Then supy∈R |fn(y)− φ(y)| = O( 1√n).
Theorem 14. N(t) = (e− 1)(t+ e−2
2
) + o(1)
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Proof. As in the last proof, suppose that i.i.d. random variables X1, X2, . . .
are chosen uniformly from [0, 1]. Define µ to be the expected value and σ2
to be the variance of ln(1+ (e−1)Xi) for each i. Define the random variable
K to be minimal so that
∑K
i=1 ln(1+(e−1)Xi) > t and define S(t) to be the
expected value of
∑K
i=1 ln(1+ (e−1)Xi). By definition, N(t) is the expected
value of K.
By Wald’s equation, N(t) = S(t)/µ, so N(t) = (e− 1)S(t). It remains to
prove that S(t)− t = e−2
2
+ ot(1).
For each integer i ≥ 0, define the random variable Yi =
∑i
j=1 ln(1 +
(e − 1)Xj) and let pi(u) be the probability density function for the random
variable U = (t−Yi|Yi+1 > t∧Yi ≤ t). We will show that pi(u) = e−eu+ot(1)
for i ∈ [(e− 1)t− c√t, (e− 1)t+ c√t] for all constants c ≥ 0.
Define qi(y) to be the density function for Yi. By Bayes’ Theorem and
the fact that Pr(ln(1+(e−1)Xi) ≥ u) = 1− eu−1e−1 , pi(u) =
qi(t−u)(1− e
u−1
e−1 )∫ 1
0 qi(t−y)(1− e
y−1
e−1 )dy
.
Let φ(x) be the density function of the distribution N (0, σ2). By the local
limit theorem, pi(u) =
( 1√
i
φ(
t−u− i
e−1√
i
)±O( 1
i
))(1− eu−1
e−1 )∫ 1
0 (
1√
i
φ(
t−y− ie−1√
i
)±O( 1
i
))(1− ey−1
e−1 )dy
= (e − 1)(1 − eu−1
e−1 ) +
ot(1) = e− eu + ot(1) for i ∈ [(e− 1)t− c
√
t, (e− 1)t+ c√t].
Now define the random variable O = −t+∑Ki=1 ln(1+ (e−1)Xi), and let
Oi(t) be the expected value of (O|K = i+1). Furthermore define Vi,u(t) to be
the expected value of (O|(U = u∧K = i+1)). Then for i ∈ [(e−1)t−c√t, (e−
1)t+ c
√
t], Oi(t) =
∫ 1
0
pi(u)Vi,u(t)du =
∫ 1
0
(e− eu+ ot(1))( 11− eu−1
e−1
∫ 1
eu−1
e−1
(ln(1+
(e− 1)x)− u)dx)du = e−2
2
+ ot(1).
For any ǫ > 0, there is a constant c = c(ǫ) > 0 such that Pr(|K−1− (e−
1)t| > c√t) < ǫ by Chernoff’s bound. Therefore, there is a sequence ǫ0 > ǫ1 >
ǫ2 > . . . converging to 0 such that |S(t)− t−
∑⌈(e−1)t+c(ǫj)√t⌉
i=⌊(e−1)t−c(ǫj)√t⌋Oi(t)Pr(K =
i+ 1)| < ǫj . Thus S(t)− t = e−22 + ot(1). 
The proof above also generalizes to other functions f besides f(x) =
ln(1 + (e− 1)x). In particular, ln(1 + (e− 1)x) can be replaced in the proof
with an increasing bijection f : [0, 1]→ [0, 1], thus implying Theorem 1.
Proof. Suppose that i.i.d. random variables X1, X2, . . . are chosen uniformly
from [0, 1]. Define µf to be the expected value and σ
2
f to be the variance
of f(Xi) for each i. Define the random variable Kf to be minimal so that
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∑Kf
i=1 f(Xi) > t and define Sf (t) to be the expected value of
∑Kf
i=1 f(Xi). By
definition, Nf (t) is the expected value of Kf .
By Wald’s equation, Nf(t) = Sf (t)/µf . It remains to prove that Sf (t)−
t =
∫ 1
0
∫ 1
f−1(u)(f(x)−u)dxdu
µf
+ ot(1).
For each integer i ≥ 0, define the random variable Yi =
∑i
j=1 f(Xj)
and let pi(u) be the probability density function for the random variable
U = (t− Yi|Yi+1 > t∧ Yi ≤ t). We will show that pi(u) = 1−f−1(u)µf + ot(1) for
i ∈ [ t
µf
− c√t, t
µf
+ c
√
t] for all constants c ≥ 0.
Define qi(y) to be the density function for Yi. By Bayes’ Theorem and
the fact that Pr(f(Xi) ≥ u) = 1− f−1(u), pi(u) = qi(t−u)(1−f−1(u))∫ 1
0
qi(t−y)(1−f−1(y))dy .
Let φ(x) be the density function of the distribution N (0, σ2f). By the
local limit theorem, pi(u) =
( 1√
i
φ(
t−u−iµf√
i
)±O( 1
i
))(1−f−1(u))
∫ 1
0 (
1√
i
φ(
t−y−iµf√
i
)±O( 1
i
))(1−f−1(y))dy
= (1−f
−1(u))∫ 1
0 (1−f−1(y))dy
+
ot(1) =
(1−f−1(u))
µf
+ ot(1) for i ∈ [ tµf − c
√
t, t
µf
+ c
√
t].
Now define the random variable O = −t +∑Kfi=1 f(Xi), and let Oi(t) be
the expected value of (O|Kf = i + 1). Furthermore define Vi,u(t) to be the
expected value of (O|(U = u ∧Kf = i + 1)). Then for i ∈ [ tµf − c
√
t, t
µf
+
c
√
t], Oi(t) =
∫ 1
0
pi(u)Vi,u(t)du =
∫ 1
0
( (1−f
−1(u))
µf
+ot(1))(
1
1−f−1(u)
∫ 1
f−1(u)(f(x)−
u)dx)du =
∫ 1
0
∫ 1
f−1(u)(f(x)−u)dxdu
µf
+ ot(1).
For any ǫ > 0, there is a constant c = c(ǫ) > 0 such that Pr(|Kf−1− tµf | >
c
√
t) < ǫ by Chernoff’s bound. Therefore, there is a sequence ǫ0 > ǫ1 >
ǫ2 > . . . converging to 0 such that |Sf(t)− t−
∑
⌈
t
µf
+c(ǫj)
√
t
⌉
i=
⌊
t
µf
−c(ǫj)
√
t
⌋Oi(t)Pr(Kf =
i+ 1)| < ǫj . Thus Sf (t)− t =
∫ 1
0
∫ 1
f−1(u)(f(x)−u)dxdu
µf
+ ot(1). 
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