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Abstract
This paper is a contribution to a program to see symmetry breaking in a
weakly interacting many Boson system on a three dimensional lattice at low
temperature. It is part of an analysis of the “small field” approximation to the
“parabolic flow” which exhibits the formation of a “Mexican hat” potential
well. Here we complete the analysis of a renormalization group step, started
in [7], by “evaluating” the fluctuation integral and renormalizing the chemical
potential.
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2
Part of our program to construct and analyze an interacting many Boson system
on a three dimensional lattice in the thermodynamic limit is the “small field parabolic
flow” which exhibits the formation of a potential well in the effective interaction. For
an overview of this part, see [3]. The starting point of this program is a representation
of a “small field approximation” to the partition function which is written in the
form of a functional integral
∫
X0
eA0 over a 3 + 1 dimensional unit lattice X0, with
an action A0 of the form described in [7, §1.5]. This action is the outcome of the
previous step in our program that had settled the temporal ultraviolet problem in
imaginary time (see [2], [7, Appendix D]). For the “small field parabolic flow” we
perform a number of approximate block spin transformations T
(SF )
0 , · · · ,T
(SF )
n , each
followed by a rescaling. Our main result [7, Theorem 1.17] is a representation of(
(ST
(SF )
n ) ◦ · · · ◦ (ST
(SF )
0 )
)(
eA0
)
for all integers n smaller than a given number np
defined in [7, Definition 1.11.b]. The representation clearly shows the development
of the potential well, see [7, (1.8)].
The proof of the main theorem consists of several steps, outlined in [3]. It is a
combination of block spin transformation and complex stationary phase techniques.
In [7] the algebraic aspects of these steps are presented in detail. The estimates
needed to show that these algebraic steps are meaningful are presented in [8] and in
this paper. [8] deals with the existence of, and estimates on, the background fields
(introduced in [7, Definition 1.5] ) on which the represention of the effective action
in the main theorem is based. Here, we use these estimates as input to complete
the inductive proof of [7, Theorem 1.17] which rewrites the representation eCnFn for(
(ST
(SF )
n ) ◦ · · · ◦ (ST
(SF )
0 )
)(
eA0
)
(ψ∗, ψ) given in [7, Corollary 4.3] in the form specified
in [7, Theorem 1.17]. The main steps are
• “evaluation” of the fluctuation integral and
• renormalization of the chemical potential.
They are performed in the two main sections of this paper.
The symmetry breaking in the many Boson system is expected to happen only
when the chemical potential is above a critical value. The renormalization of the
chemical potential performed in this paper gives some insight into the leading term
of the expansion of this critical chemical potential in powers of the coupling constant.
This is presented in Appendix A. The more technical Appendixes B and C deal with
the localization operation that we use during the course of renormalization, and with
the effect of scaling on the norms we use.
We keep the terminology and notation of [7], which is summarized in [7, Appendix
A].
3
5 One Block Spin Transformation — The Fluctu-
ation Integral
In this section, we evaluate the fluctuation integral. Fix any 0 ≤ n ≤ np. We assume
that, if n ≥ 1, the conclusions of [7, Theorem 1.17 and Remark 1.18] hold. In the
case of n = 0, we use the data of [7, §1.5].
We start by introducing the main norm that will be used in this section. In this
and the following section we abbreviate the weight factors of [7, Definition 1.11] by
κ = κ(n) κ′ = κ′(n)
κ¯ = κ(n + 1) = Lηκ κ¯′ = κ′(n+ 1) = Lη
′
κ′ κ¯l = κl(n + 1) = 4rn
(5.1)
We also use the notation
vn =
v0
Ln
= 2‖V(u)n ‖2m
Remark 5.1. By [7, Remark 1.18 and Corollary C.4],
‖Vn‖2m ≤ vn
|µn| ≤ 2L
2n(µ0 − µ∗) + v
1−ǫ
0 ≤ 4min
{
v5ǫ0 , L
2nv
8
9
+ǫ
0
}
By Remark 5.1, [7, Definition 1.11, Remark 1.12 and Lemma C.1.b], we have,
choosing v0 small enough depending on ǫ and L,
max
{
L2|µn| , ‖Vn‖2m(κ¯+ L
9κ¯l)(κ¯+ κ¯
′ + L9κ¯l)
}
≤ 1
2
ρbg (5.2)
with the ρbg of [8, Convention 1.2]. Denote by ‖G˜‖ the norm of the analytic function
G˜(ψ˜∗, ψ˜, z∗, z) with mass 2m which associates the weight κ¯ to the fields ψ∗, ψ ,
weight κ¯′ to the fields ψν∗, ψν , ν = 0, · · · , 3 , and the weight κ¯l to the fields z∗, z.
Similarly we denote by |||F˜ ||| the norm of the field map F˜ (ψ˜∗, ψ˜, z∗, z) with the same
mass and field weights. See [7, Definition A.3].
In Lemma 5.5, below, we prove the bounds that will be needed for evaluation of
the fluctuation integral. It uses
Definition 5.2 (Scaling Divergence Factor). Set, for each constant C ≥ 1 and each
~p = (pu, p0, psp),
sdf(~p;C) =
( C
L3/2
κ¯
κ
)pu( C
L7/2
κ¯′
κ′
)p0( C
L5/2
κ¯′
κ′
)psp
= Cpu+p0+pspL−∆(~p)Lηpu+η
′p0+η′psp
where
∆(~p) = 3
2
pu +
7
2
p0 +
5
2
psp
4
Furthermore set
sdf(C) = sup
~p/∈Drel
sdf(~p;C)
Remark 5.3. Assuming that L ≥
(
2C8
)1/ǫ
, we have sdf(C) ≤ 1
2L5
Proof. When ~p = (pu, p0, psp) and |~p| = pu + p0 + psp
logL sdf(~p, C) = logL sdf(~p, 1) + |~p| logL C
and
logL sdf(~p, 1) = −(
3
2
− η)(pu + p0 + psp)−
(
1 + (η − η′)
)
(p0 + psp)− p0
≤ −

8(3
2
− η) if |~p| ≥ 8
10− 5η − η′ if |~p| = 6 and p0 + psp ≥ 1
8− 3η − η′ if |~p| = 4 and p0 ≥ 1
8− 2η − 2η′ if |~p| = 4 and psp ≥ 2
7− 2η′ if pu = psp = 0, p0 = 2
≤ −5−max
{
ǫ , 1
2
(|~p| − 8)
}
Consequently,
logL
(
2L5sdf(~p, C)
)
≤ logL(2C
8) + (|~p| − 8) logL C −max
{
ǫ , 1
2
(|~p| − 8)
}
≤ ǫ−
{
ǫ if |~p| ≤ 8
1
4
(|~p| − 8) if |~p| ≥ 10
≤ 0
Remark 5.4. This remark provides the motivation for our choice Drel (in [7, Defi-
nition 1.16]) and D (in [7, (1.18)]).
Let M be a monomial of type ~p, as in [7, Definition 1.8]. By [7, Lemma C.2.b],
‖SM‖≤ L5 sdf(~p; 1) ‖M‖(n)
(If the mass were zero in both norms, this would be an equality.) So the “scale
(n+1) norm” of the scaled monomial SM is smaller than the “scale n norm” of the
monomial M when L5 sdf(~p; 1) < 1. This is the case if and only if ~p ∈ Drel. In fact
it was exactly this that determined our choice of Drel. Monomials of type ~p with
5
~p /∈ Drel are said to be “scaling–weight irrelevant”. When such terms are generated
during the course of renormalization group step number n, they are placed in the
“high degree” part, En of the action.
Now letM be a monomial of type ~p ∈ Drel. For some ~p’s, the size of the kernel of
M decreases, or at least does not increase, under scaling. (This does not contradict
‖SM‖> ‖M‖(n) because the field weights in ‖SM‖ are greater than the field weights
in ‖M‖(n).) Indeed, by [7, Lemma C.2.a],
‖SM‖2m ≤ L
5 L−
3
2
pu−
7
2
p0−
5
2
psp ‖M‖m
(Again, if the mass were zero in both norms, this would be an equality.) The only
~p’s with 3
2
pu +
7
2
p0 +
5
2
psp < 5, i.e. the only scaling relevent monomials, are those
with ~p = (2, 0, 0), (1, 0, 1). Here is what we do with monomials M of type ~p ∈ Drel
that are generated during the course of renormalization group step number n. See
§6.
• If ~p = (6, 0, 0), (1, 1, 0), (0, 1, 1), (0, 0, 2), (i.e. if ~p ∈ D) the monomial is placed
in the “low degree” part, Rn of the action.
• If ~p = (4, 0, 0), the monomial is placed in the “main” part, An of the action,
renormalizing V.
• If ~p = (3, 0, 1), Lemma B.3.b is used to express M as a sum of monomials of type
~p′ with ~p′ = (2, 1, 1), (2, 0, 2), which are placed in the “high degree” part, En of
the action.
• If ~p = (2, 0, 0), Lemma B.3.c is used to express M as a sum of a local degree
two monomial, which is placed in the “main” part, An of the action, renormal-
izing the chemical potential µ, and a sum of monomials of type ~p′ with ~p′ =
(1, 1, 0), (0, 1, 1), (0, 0, 2), which are placed in the “low degree” part, Rn of the
action.
• If ~p = (1, 0, 1), Lemma B.3.a is used to express M as a sum of monomials of type
~p′ with ~p′ = (0, 1, 1), (0, 0, 2), which are placed in the “low degree” part, Rn of
the action.
There is one other complication which we have supressed from these bullets. Mono-
mials generated by the fluctuation integral are naturally functions of the fields ψ(∗).
But the “low degree” part Rn and the chemical potential and interaction parts of the
“main” part An of the action are functions of the background field φ(∗)n(ψ∗, ψ, µn,Vn).
Expressing the various functions above in terms of the “right” fields complicates the
above procedure, but does not introduce any serious obstructions.
Lemma 5.5. There is a constant Cl that depends only on Γop, Kbg and ρbg such
that the following holds.
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(a) Let δA
(2)
n and δA
(≥3)
n be the parts of δAn that are of degree two and of degree at
least three, respectively, in z(∗). Then
‖δA(2)n ‖ ≤ L
42Cl {‖Vn‖2m(κ¯+ κ¯l)
2 + |µn|}κ¯
2
l
‖δA(≥3)n ‖ ≤ L
42Cl ‖Vn‖2m(κ¯+ κ¯l)κ¯
3
l
(b) Let E˜n refer to the E˜n of [7, Theorem 1.17] for n ≥ 1 and the E0 of [7, §1.5] for
n = 0. There are analytic functions E˜n+1,1(ψ˜∗, ψ˜) and δE˜n(ψ˜∗, ψ˜, z∗, z) such that
En+1,1(ψ∗, ψ) = E˜n+1,1
(
(ψ∗, {∂νψ∗}) , (ψ, {∂νψ})
)
δEn(ψ∗, ψ, z∗, z) = δE˜n
(
(ψ∗, {∂νψ∗}) , (ψ, {∂νψ}) , z∗ , z
)
and
‖E˜n+1,1‖ ≤ L
5 sdf(Cl)
∥∥E˜n∥∥(n)
‖δE˜n‖ ≤ L
18 κ¯l
κ¯′
sdf(Cl)
∥∥E˜n∥∥(n)
Furthermore, E˜n+1,1 contains no scaling/weight relevant monomials.
(c) We have
(SRn)(Φ∗,Φ) =
∑
~p∈D
(SR˜(~p)n )
(
(Φ∗, {∂νΦ∗}) , (Φ, {∂νΦ})
)
and ∥∥SR˜(~p)n ∥∥2m ≤ L5−∆(~p)∥∥R˜(~p)n ∥∥m
For each ~p = (pu, p0, psp) ∈ D, there is an analytic function δR˜
(~p)
n (ψ˜∗, ψ˜, z∗, z)
such that
δRn(ψ∗, ψ, z∗, z) =
∑
~p∈D
δR˜(~p)n
(
(ψ∗, {∂νψ∗}) , (ψ, {∂νψ}) , z∗ , z
)
and
‖δR˜(~p)n ‖ ≤ C
∆(~p)
l L
5−∆(~p) κ¯~p
σn(~p)
‖R˜(~p)n ‖m
where
κ¯~p = κ¯puκ¯′p0+psp
and
σn(~p) =
1
L11
{
1
L2
κ¯′
κ¯l
if p0 + psp 6= 0
κ¯
κ¯l
if p0 = psp = 0
7
~p κ¯~p 1
σn(~p)
L5−∆(~p) L5−∆(~p) κ¯
~p
σn(~p)
(1, 1, 0) κ¯κ¯′ L13 κ¯l
κ¯′
L0 (L2κ¯)(L11κ¯l)
(0, 1, 1) κ¯′2 L13 κ¯l
κ¯′
L−1 (Lκ¯′)(L11κ¯l)
(0, 0, 2) κ¯′2 L13 κ¯l
κ¯′
L0 (L2κ¯′)(L11κ¯l)
(6, 0, 0) κ¯6 L11 κ¯l
κ¯
L−4 L−4κ¯5(L11κ¯l)
(5.3)
Proof. (a) We first consider the case n ≥ 1. We apply [8, Proposition 3.1.b] with
m = 2m, k = κ¯, k′ = κ¯′ and kl = κ¯l. The hypotheses of [8, Proposition 3.1] are
fulfilled by (5.2) so that∣∣∣∣∣∣δφˆ(+)(∗)n+1∣∣∣∣∣∣≤ L29Kbg {‖Vn‖2m(κ¯+ κ¯l)2 + |µn|}κ¯l
The claim follows easily using [7, (4.8.a)].
We now consider n = 0. The kernel 1
2
V
(s)
0 =
1
2
V
(u)
1 of SV0 is given in [7, Remark
2.2.h] and fulfills ‖V
(s)
0 ‖2m ≤
1
L
‖V0‖2m by [7, Lemma C.2.a]. Expanding the quartic
(SV0)
(
ψˆ∗ + δψ∗ , ψˆ + δψ
)∣∣∣∣
ψˆ(∗)=ψˆ0(∗)(ψ∗,ψ,µ0)
δ
ψ (∗)
=L3/2SD(0)(∗)S−1z(∗)
in powers of z(∗), we get, by [8, Remark 5.2and Proposition 2.1.a] and [5, Proposition
3.2.a]
‖δA
(2)
0 ‖≤
(
4
2
)
‖V1‖2m
[
‖S1(L
2µ0)
(∗)Q∗1Q1‖2m+Kbg‖V1‖2mκ¯
2
]2
κ¯2
[
L
3
2‖SD(0)S−1‖2mκ¯l
]2
+ |µ0|L
5 ‖SC(0)S−1‖2mκ¯
2
l
≤ L21Cl
(
‖V0‖2mκ¯
2 + |µ0|
)
κ¯2l
‖δA
(≥3)
0 ‖≤
(
4
3
)
‖V1‖2m
[
‖S1(L
2µ0)
(∗)Q∗1Q1‖2m+Kbg‖V1‖2mκ¯
2
]
κ¯
[
L
3
2‖SD(0)S−1‖2mκ¯l
]3
+
(
4
4
)
‖V1‖2m
[
L
3
2‖SD(0)S−1‖2mκ¯l
]4
≤ L42Cl ‖V0‖2m(κ¯+ κ¯l)κ¯
3
l
(b) Set
E˜n+1,1(ψ˜∗, ψ˜) = (SE˜n)
(
(Ψ∗, {Ψ∗ν}) , (Ψ, {Ψν})
)∣∣∣ Ψ(∗)=ψˆ(∗)n(ψ∗,ψ,µn,Vn)
Ψ(∗)ν=ψˆ(∗)n,ν(ψ∗,ψ,ψ∗ν,ψν,µn,Vn)
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and
δE˜n(ψ˜∗, ψ˜, z∗, z) = (SE˜n)
(
Ψ˜∗, Ψ˜
)∣∣∣ Ψ(∗)=ψˆ(∗)n(ψ∗,ψ,µn,Vn)+L3/2SD(n)(∗)S−1z(∗)
Ψ(∗)ν=ψˆ(∗)n,ν(ψ∗,ψ,ψ∗ν,ψν,µn,Vn)+L
3/2
Sν∂νD
(n)(∗)
S−1z(∗)
− (SE˜n)
(
Ψ˜∗, Ψ˜
)∣∣∣ Ψ(∗)=ψˆ(∗)n(ψ∗,ψ,µn,Vn)
Ψ(∗)ν=ψˆ(∗)n,ν(ψ∗,ψ,ψ∗ν,ψν,µn,Vn)
with the E˜n of [7, Theorem 1.17] and the ψˆ(∗)n,ν of [8, Proposition 5.1]. By [7, Remark
2.2.b] the two equations of part (b) hold. That E˜n+1,1 contains no scaling/weight
relevant monomials follows from the degree properties of ψˆ(∗)n and ψˆ(∗)n,ν specified
in [8, Proposition 5.1].
We set
λ =
{
Kbg +
1
L9
‖SD(n)S−1‖2m
}
κ¯
λ′ = max
0≤ν≤3
{
Kbg +
1
L11
‖∂νSD
(n)
S
−1‖2m
}
κ¯′
σ =
1
L13
κ¯′
κ¯l
(5.4)
As v0 is being chosen sufficiently small, depending on L,
σ =
1
L11
min
{
κ¯
κ¯l
,
κ¯′
L2κ¯l
}
≥ 1 (5.5)
by [7, Definition 1.11]. Denote by ‖ · ‖λ the (auxiliary) norm with mass 2m that
assigns the weight factors λ to the fields Ψ(∗) and λ
′ to the fields Ψν(∗). By [8,
Proposition 5.1], with k = κ¯, k′ = κ¯′ and kl = κ¯l,
|||ψˆ(∗)n|||+ σ |||L
3/2
SD(n)(∗)S−1z(∗)||| ≤ λ
|||ψˆ(∗)n,ν |||+ σ |||L
3/2
Sν∂νD
(n)(∗)
S
−1z(∗)||| ≤ λ
′, 0 ≤ ν ≤ 3
(5.6)
so that, by [5, Proposition 3.2.a,b],
‖E˜n+1,1‖ ≤ ‖SE˜n‖λ ‖δE˜n‖≤
1
σ
‖SE˜n‖λ
For each monomial M of type ~p in E˜n, [7, Lemma C.2.b] with m = 2m, mˇ = m,
k = λ, k′ = λ′, kˇ = κ and kˇ′ = κ′, gives∥∥SM∥∥
λ
≤ L5 Sdf(M) ‖M
∥∥(n)
9
with
Sdf(M) =
( 1
L3/2
λ
κ
)pu( 1
L7/2
λ′
κ′
)p0( 1
L5/2
λ′
κ′
)psp
≤ sdf(~p;Cl)
provided
Kbg +
1
L9
‖SD(n)S−1‖2m + max
0≤ν≤3
1
L11
‖∂νSD
(n)
S
−1‖2m ≤ Kbg + 3e
2mΓop ≤ Cl
So we have ∥∥SE˜n∥∥λ ≤ L5 sdf(Cl) ∥∥E˜n∥∥(n) (5.7)
and the conclusion follows.
(c) The first equation holds by [7, Remark 2.2.b] and the bound on
∥∥SR˜(~p)n ∥∥2m is an
immediate consequence of [7, Lemma C.2.a].
Set
δR˜(~p)n (ψ˜∗, ψ˜, z∗, z)=(SR˜
(~p)
n )
(
Φ˜∗, Φ˜
)∣∣∣Φ(∗)=φ(∗)n+1(ψ∗,ψ,L2µn,SVn)+δφˆ(∗)n+1(ψ∗,ψ,z∗,z)
Φ(∗)ν=φn+1(∗),ν(ψ∗,ψ,ψ∗ν,ψν,L
2µn,SVn)
+δφˆ(∗)n+1,ν(ψ∗,ψ,ψ∗ν,ψν,z∗,z)
− (SR˜(~p)n )
(
Φ˜∗, Φ˜
)∣∣∣ Φ(∗)=φ(∗)n+1(ψ∗,ψ,L2µn,SVn)
Φ(∗)ν=φn+1(∗),ν (ψ∗,ψ,ψ∗ν,ψν,L
2µn,SVn)
where, by [8, Proposition 2.1],
φn+1(∗),ν(ψ∗, ψ, ψ∗ν , ψν , L
2µn, SVn) = B
(±)
n+1,L2µn,ν
ψ(∗)ν
+ φ
(≥3)
(∗)n+1,ν(ψ∗, ψ, ψ∗ν , ψν , L
2µn, SVn)
The properties of δφˆ(∗)n+1,ν are given in [8, Proposition 3.1.e]. By [7, Remark 2.2.b]
we have δRn =
∑
~p∈D δR˜
(~p)
n .
To bound ‖δR˜
(~p)
n ‖ we proceed as we did in part (b), but setting
λ =
{∥∥Sn+1(L2µn)(∗)Q∗n+1Qn+1∥∥2m +KbgΛφ +Kbg} κ¯
λ′ = max
0≤ν≤3
{
max
σ∈±
∥∥B(σ)n+1,L2µn,ν∥∥2m +KbgΛφ +Kbg}κ¯′
Denote by ‖ · ‖λ the (auxiliary) norm with mass 2m that assigns the weight factors
λ to the fields Φ(∗) and λ
′ to the fields Φν(∗). By [8, Propositions 2.1 and 3.1.a,e],
with k = κ¯, k′ = κ¯′ and kl = κ¯l,
|||φ(∗)n+1(ψ∗, ψ, L
2µn, SVn)|||+ σn(~p) |||δφˆ(∗)n+1||| ≤ λ if pu 6= 0
|||B
(±)
n+1,L2µn,ν
ψ(∗)ν + φ
(≥3)
(∗)n+1,ν |||+ σn(~p) |||δφˆ(∗)n+1,ν ||| ≤ λ
′ if p0 + psp 6= 0
10
As in (5.5), σn(~p) ≥ 1, so that, by [5, Proposition 3.2.b],
‖δR˜(~p)n ‖ ≤
1
σn(~p)
‖SR˜(~p)n ‖λ ≤
1
σn(~p)
L5−∆(~p)‖R˜(~p)n ‖m λ
p∗u+pu
3∏
ν=0
λ′
p∗ν+pν
Parts (b) and (c) of Lemma 5.5 provide bounds on the constituents En+1,1 and
SRn of the contribution, Cn, from the critical field in [7, Corollary 4.3]. We now
provide a bound on the fluctuation integral Fn.
Proposition 5.6. There is an analytic function E˜l(ψ˜∗, ψ˜) and a constant Z
′
n such
that
Fn(ψ∗, ψ) =
1
Z′n
eE˜l((ψ∗,{∂νψ∗}) , (ψ,{∂νψ})) and ‖E˜l‖≤ el(n)
Proof. By [7, 4.4] and Lemma 5.5 the fluctuation integral is
Fn(ψ∗, ψ) =
∫
dµrn(z
∗, z) eD˜(ψ˜∗,ψ˜,z∗,z)
∣∣∣∣
ψ˜(∗)=(ψ(∗),{∂νψ(∗)})
where ∫
dµrn(z
∗, z) =
[ ∏
w∈X
(n)
1
∫
|z(w)|≤rn
dz(w)∗∧dz(w)
2πi
e−|z(w)|
2
]
and
D˜(ψ˜∗, ψ˜, z∗, z) = −δA
(2)
n (ψ∗, ψ, z∗, z)− δA
(≥3)
n (ψ∗, ψ, z∗, z)
+ δE˜n
(
ψ˜∗, ψ˜, z∗, z
)
+
∑
~p∈D
δR˜(~p)n
(
ψ˜∗, ψ˜, z∗, z
)
By Remark 5.1 and [7, Definition 1.11, Lemma C.5.d and (C.1.b)],
2L42Cl {‖Vn‖2m(κ¯+ κ¯l)
2 + |µn|}κ¯
2
l ≤ 2L
42Cl {4
v0
Ln
κ¯2 + 2L2n(µ0 − µ∗) + v
1−ǫ
0 }κ¯
2
l
≤ 1
16
el(n) (5.8.a)
By [7, Definition 1.11],
L18 κ¯l
κ¯′
sdf(Cl) v
ǫ
0 ≤
1
16
el(n) (5.8.b)
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By [7, Lemma C.2.a] and (5.3),
L5
(
Cl
L
)∆(~p) 1
σn(~p)
κ¯~p r~p(n, CR) ≤
1
16
el(n) for each ~p ∈ D (5.8.c)
provided v0 is small enough that the hypothesis ǫ| log v0| ≥ 2 log(1 + CR) Π
∞
0 (CR)
of [7, Lemma C.2] is satisfied. By Lemma 5.5 and (5.8) we have ‖D˜‖ ≤ 1
2
el(n) ≤
1
32
by [7, (C.1.a)]. [1, Theorem 3.4] yields the existence of an analytic function E˜l
(
ψ˜∗, ψ˜)
such that ∫
dµrn(z
∗, z) eD˜(ψ˜∗,ψ˜,z∗,z)∫
dµrn(z
∗, z) eD˜(0,0,z∗,z)
= eE˜l(ψ˜∗,ψ˜)
and ‖E˜l‖ ≤ el(n).
In order to renormalize the chemical potential we will need more detailed in-
formation about the monomial in E˜l(ψ˜∗, ψ˜) that is of type ψ∗ψ. To extract that
information, we need more detailed information about the part of
D˜(ψ˜∗, ψ˜, z∗, z) = −δAn(ψ∗, ψ, z∗, z) + δE˜n
(
ψ˜∗, ψ˜, z∗, z
)
+
∑
~p∈D
δR˜(~p)n
(
ψ˜∗, ψ˜, z∗, z
)
that is of degree at most one in each of ψ∗ and ψ and is of degree zero in ψ(∗)ν . So
we define, on the space of field maps G˜(ψ˜∗, ψ˜, z∗, z) with ‖G˜‖<∞, the projections
• P ψ2 which extracts the part which is of degree exactly one in each of ψ∗ and ψ, of
degree zero in the ψ(∗)ν ’s and of arbitrary degree in z(∗) and
• P ψ1 which extracts the part which is of degree exactly one in ψ(∗), of degree zero
in the ψ(∗)ν ’s and of arbitrary degree in z(∗) and
• P ψ0 which extracts the part which is of degree zero in ψ(∗) and the ψ(∗)ν ’s and of
arbitrary degree in z(∗).
Lemma 5.7. There is a constant Λ1, depending only on L, Γop, Kbg and ρbg, such
that the following holds.
(a) If n = 0, ‖P ψ0 δA0‖ ≤ Λ1
(
|µ0|+ v0
)
κ¯4l , ‖P
ψ
1 δA0‖ ≤ Λ1v0κ¯κ¯
3
l
and P ψ2 δA0 = −M0 where
M0(ψ∗, ψ, z∗, z) = −
2
L3
∫
X0
dx1 · · · dx4
∫
X0
dx′1dx
′
4
∫
X
(1)
0
dx′2dx
′
3 V0(x1, x2, x3, x4)
D(0)∗(x1, x
′
1) z∗(L
−1x′1)
(S1(L
2µ0)Q
∗
1Q1)(L
−1x2, x
′
2) ψ(x
′
2)
(S1(L
2µ0)
∗Q∗1Q1)(L
−1x3, x
′
3) ψ∗(x
′
3)
D(0)(x4, x
′
4) z(L
−1x′4)
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If n ≥ 1, ‖P ψ0 δAn‖ ≤ Λ1
(
|µn|+ vn+1
)
κ¯4l , ‖P
ψ
1 δAn‖≤ Λ1vn+1κ¯κ¯
3
l
and ‖P ψ2 δAn +Mn‖ ≤ Λ1v
2
n+1κ¯
2κ¯4l where
Mn = −
2
L3
∫
Xn
du1 · · · du4
∫
X
(n+1)
0
dx2dx3
∫
X
(n)
0
dx1dx4 Vn(u1, u2, u3, u4)
(D(n)QnQnSn(µn))(x1, u1) z∗(L
−1x1)
(Sn+1(L
2µn)Q
∗
n+1Qn+1)(L
−1u2, x2) ψ(x2)
(Sn+1(L
2µn)
∗Q∗n+1Qn+1)(L
−1u3, x3) ψ∗(x3)
(Sn(µn)Q
∗
nQnD
(n))(u4, x4) z(L
−1x4)
fulfills ‖Mn‖ ≤ Λ1vnκ¯
2κ¯2l .
(b) ‖
(
P ψ2 + P
ψ
1 + P
ψ
0
)
δE˜n‖ ≤ L
31 sdf(Cl)
κ¯2
l
κ¯′2
∥∥E˜n∥∥(n)
(c) For each ~p ∈ D,
‖P ψ2 δR˜
(~p)
n ‖≤ Λ1 r~p(n, CR)

κ¯2κ¯4l if~p = (6, 0, 0)
κ¯κ¯l if ~p = (1, 1, 0)
κ¯2l if ~p = (0, 1, 1), (0, 0, 2)
‖P ψ1 δR˜
(~p)
n ‖≤ Λ1 r~p(n, CR)

κ¯κ¯5l if ~p = (6, 0, 0)
κ¯κ¯l if ~p = (1, 1, 0)
κ¯2l otherwise
‖P ψ0 δR˜
(~p)
n ‖≤ Λ1 r~p(n, CR)
{
κ¯6l if ~p = (6, 0, 0)
κ¯2l otherwise
Proof. In this proof, when we say that a contribution has norm of order xyz, we
mean that the ‖ · ‖ norm of the contribution is bounded by a constant, depending
only on L, Γop, Kbg and ρbg, times xyz.
(a) We first consider the case n = 0. By [8, (4.8.b), Remark 5.2 and Proposition
2.1.a] and [7, Definition 2.1],
δA0(ψ∗, ψ, z∗, z) =
∫ 1
0
(1− t) d
2
dt2
(SV0)
(
ψˆ∗ + tδψ∗ , ψˆ + tδψ
)
dt
∣∣∣∣ ψˆ(∗)=ψˆ0(∗)(ψ∗,ψ,µ0,V0)
δψ(∗)=L
3/2
SD(0)(∗)S−1z(∗)
+ µ0L
5
〈
z∗, SC
(0)
S
−1z
〉
1
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= 1
2
· 2 · 2
∫ 1
0
(1− t) d
2
dt2
∫
X0
dx1 · · · dx4
∫
X0
dx′1dx
′
4
∫
X
(1)
0
dx′2dx
′
3 V0(x1, x2, x3, x4)
D(0)∗(x1, x
′
1) tz∗(L
−1x′1)
L−3/2(S1(L
2µ0)Q
∗
1Q1)(L
−1x2, x
′
2) ψ(x
′
2)
L−3/2(S1(L
2µ0)
∗Q∗1Q1)(L
−1x3, x
′
3)ψ∗(x
′
3)
D(0)(x4, x
′
4) tz(L
−1x′4) + h.o.
= 2
L3
∫
X0
dx1 · · ·dx4
∫
X0
dx′1dx
′
4
∫
X
(1)
0
dx′2dx
′
3 V0(x1, x2, x3, x4)
D(0)∗(x1, x
′
1) z∗(L
−1x′1)
(S1(L
2µ0)Q
∗
1Q1)(L
−1x2, x
′
2) ψ(x
′
2)
(S1(L
2µ0)
∗Q∗1Q1)(L
−1x3, x
′
3) ψ∗(x
′
3)
D(0)(x4, x
′
4) z(L
−1x′4) + h.o.
with the contributions in h.o. being either
• independent of ψ(∗) with norms of order (|µ0|+ v0)κ¯
4
l or
• of order precisely one in ψ(∗) with norms of order v0κ¯κ¯
3
l or
• of order at least two in ψ or of order at least two in ψ∗ or of order at least three
in ψ(∗).
We now consider the case n ≥ 1. By [7, (4.8.a)],
δAn(ψ∗, ψ, z∗, z) = −L
7/2
∫ 1
0
dt
〈
z∗, SD
(n)QnQnS
−1 δφˆ
(+)
n+1
(
ψ∗, ψ; t z∗, t z
)〉
1
− L7/2
∫ 1
0
dt
〈
SD(n)∗QnQnS
−1 δφˆ
(+)
∗n+1
(
ψ∗, ψ; t z∗, t z
)
, z
〉
1
(5.9)
By [8, Proposition 3.1.d], using the notation of [7, Definition 3.1],
δφˆ
(+)
(∗)n+1(ψ∗, ψ, z∗, z) = L
3/2
S[Sn(µn)
(∗)−S(∗)n ]Q
∗
nQnD
(n)(∗)
S
−1z(∗)
− L
3
2L
−1
∗ Sn(µn)
(∗)V ′(∗)(ϕ(∗), ϕ(∗¯), ϕ(∗))
∣∣∣ϕ∗=φ∗+δφ∗ϕ=φ+δφ
ϕ∗=φ∗
ϕ=φ
+ δφˆ
(h.o.)
(∗)
with the substitutions
φ(∗) = S
−1Sn+1(L
2µn)
(∗)Q∗n+1Qn+1 ψ(∗)
δφ(∗) = Sn(µn)
(∗)Q∗nQn L
3/2D(n)(∗)S−1z(∗)
(5.10)
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and with the contributions in δφˆ
(h.o.)
(∗) being of order at least five in (ψ(∗), z(∗)) and
obeying
|||P ψj δφˆ
(h.o.)
(∗) ||| ≤ L
47Kbg v
2
n+1κ¯
jκ¯5−jl for j = 0, 1, 2
Here (∗¯) means the opposite of (∗) — i.e nothing when (∗) = ∗ and ∗ when
(∗) =nothing.
So the two terms on the right hand side of (5.9) are (minus)
L7/2
∫ 1
0
dt
〈
z∗, SD
(n)QnQnS
−1 δφˆ
(+)
n+1
(
ψ∗, ψ; t z∗, t z
)〉
1
= −2L7/2
∫ 1
0
dt
〈
z∗, SD
(n)QnQnSn(µn)V
′(φ, φ∗, tδφ)
〉
1
+ h.o.
= −L3/2
〈
S
−1z∗, D
(n)QnQnSn(µn)V
′(φ, φ∗, δφ)
〉
0
+ h.o.
= −L−3
∫
Xn
du1 · · · du4
∫
X
(n+1)
0
dx2dx3
∫
X
(n)
0
dx1dx4 Vn(u1, u2, u3, u4) (5.11)
(D(n)QnQnSn(µn))(x1, u1) z∗(L
−1x1)
(Sn+1(L
2µn)Q
∗
n+1Qn+1)(L
−1u2, x2) ψ(x2)
(Sn+1(L
2µn)
∗Q∗n+1Qn+1)(L
−1u3, x3) ψ∗(x3)
(Sn(µn)Q
∗
nQnD
(n))(u4, x4) z(L
−1x4) + h.o.
and, similarly,
L7/2
∫ 1
0
dt
〈
SD(n)∗QnQnS
−1 δφˆ
(+)
∗n+1
(
ψ∗, ψ; t z∗, t z
)
, z
〉
1
= −L−3
∫
Xn
du1 · · · du4
∫
X
(n+1)
0
dx1dx2
∫
X
(n)
0
dx3dx4 Vn(u1, u2, u3, u4) (5.12)
(D(n)∗QnQnSn(µn)
∗)(x4, u4) z(L
−1x4)
(Sn+1(L
2µn)
∗Q∗n+1Qn+1)(L
−1u1, x1)ψ∗(x1)
(Sn+1(L
2µn)Q
∗
n+1Qn+1)(L
−1u2, x2)ψ(x2) (5.13)
(Sn(µn)
∗Q∗nQnD
(n)∗)(u3, x3) z∗(L
−1x3) + h.o.
with the contributions in h.o. being either
• independent of ψ(∗) with norm of order
(
|µn|+ vn+1
)
κ¯4l or
• of order precisely one in ψ(∗) with norm of order vn+1κ¯κ¯
3
l or
• of order precisely two in ψ(∗) with norm of order v
2
n+1κ¯
2κ¯4l or
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• of order at least two in ψ or of order at least two in ψ∗ or of order at least three
in ψ(∗).
Finally, observe that the two integrals of the right hand sides of (5.11) and (5.12)
are equal — just make the change of variables x1 ↔ x3, u1 ↔ u3 in one of them.
(b) The bound on δE˜n given in Lemma 5.5.b is
‖δE˜n‖≤ L
18 κ¯l
κ¯′
sdf(Cl)
∥∥E˜n∥∥(n) ≤ L13 L−(η′−ǫ/2)(n+1)v1/3−ǫ/20
which implies that the kernel of the monomial of type ψ∗ψ in δE˜n has L
1–L∞ norm
bounded by
L13 L−(η
′−ǫ/2)(n+1)v
1/3−ǫ/2
0
1
κ¯2
= L13 L−(2η+η
′−ǫ/2)(n+1)v
1−5ǫ/2
0
This is not adequate for our present purposes. We want a power of v0 that is strictly
greater than one — the contributions from δE˜n should be of higher order than the
dominant contributions coming from δAn, which are of order exactly one in the
coupling constant. We can get that by exploiting the fact that we only care about
the part of δE˜n(ψ˜∗, ψ˜, z∗, z) that is of degree at most 2 in ψ(∗) and of degree zero in
the ψ(∗),ν ’s.
Recall that
δE˜n(ψ˜∗, ψ˜, z∗, z) = (SE˜n)
(
Ψ˜∗, Ψ˜
)∣∣∣ Ψ(∗)=ψˆ(∗)n(ψ∗,ψ,µn,Vn)+L3/2SD(n)(∗)S−1z(∗)
Ψ(∗)ν=ψˆ(∗)n,ν(ψ∗,ψ,ψ∗ν,ψν,µn,Vn)+L
3/2
Sν∂νD
(n)(∗)
S−1z(∗)
− (SE˜n)
(
Ψ˜∗, Ψ˜
)∣∣∣ Ψ(∗)=ψˆ(∗)n(ψ∗,ψ,µn,Vn)
Ψ(∗)ν=ψˆ(∗)n,ν(ψ∗,ψ,ψ∗ν,ψν,µn,Vn)
with the E˜n of [7, Theorem 1.17] and the ψˆ(∗)n,ν of [8, Proposition 5.1]. Let us denote
by δE˜
(≤2)
n (Ψ˜∗, Ψ˜, δΨ˜∗, δΨ˜∗) the part of
(SE˜n)
(
Ψ˜∗ + δΨ˜∗, Ψ˜ + δΨ˜
)
− (SE˜n)
(
Ψ˜∗, Ψ˜
)
that is of degree at most two in Ψ(∗) and of degree zero in Ψ(∗)ν . Set δE˜
(≤2)
n (ψ˜∗, ψ˜, z∗, z)
to be δE˜
(≤2)
n (Ψ˜∗, Ψ˜, δΨ˜∗, δΨ˜∗) evaluated at
Ψ(∗) = ψˆ(∗)n(ψ∗, ψ, µn,Vn)
Ψ(∗)ν = ψˆ(∗)n,ν(ψ∗, ψ, ψ∗ν , ψν , µn,Vn)
δΨ(∗) = L
3/2
SD(n)(∗)S−1z(∗)
δΨ(∗)ν = L
3/2
Sν∂νD
(n)(∗)
S
−1z(∗)
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Since ψˆ(∗)n is of degree at least one in ψ(∗) and ψˆ(∗)n,ν is of degree at least one in
ψ(∗)ν , every monomial in δE˜n− δE˜
(≤2)
n is either of degree at least one in the ψ(∗)ν ’s or
of degree at least three in ψ(∗). So(
P ψ2 + P
ψ
1 + P
ψ
0
)
δE˜n =
(
P ψ2 + P
ψ
1 + P
ψ
0
)
δE˜ (≤2)n
Note further that, since every monomial in E˜n that is of degree at least one in ψ(∗)
is actually of degree at least 4 in (ψ(∗), ψ(∗)ν), and every monomial in E˜n is of degree
at least 2, we have that every monomial in δE˜
(≤2)
n is of degree at least 2 in z(∗).
We define λ, λ′ and σ by (5.4). As in the proof of Lemma 5.5.b, denote by ‖ · ‖λ
the (auxiliary) norm with mass 2m that assigns the weight factors λ to the fields Ψ(∗)
and λ′ to the fields Ψν(∗). Then, by [5, Lemma 3.1.a and Proposition 3.2.a], (5.5),
(5.6) and (5.7),
‖δE˜ (≤2)n ‖ ≤
1
σ2
‖SE˜n‖λ ≤
1
σ2
L5 sdf(Cl)
∥∥E˜n∥∥(n) ≤ L31 sdf(Cl) κ¯2lκ¯′2 ∥∥E˜n∥∥(n)
(c) Recall from Lemma 5.5.c that
δR˜(~p)n (ψ˜∗, ψ˜, z∗, z)=(SR˜
(~p)
n )
(
Φ˜∗, Φ˜
)∣∣∣Φ(∗)=φ(∗)n+1(ψ∗,ψ,L2µn,SVn)+δφˆ(∗)n+1(ψ∗,ψ,z∗,z)
Φ(∗)ν=φn+1(∗),ν(ψ∗,ψ,ψ∗ν,ψν,L
2µn,SVn)
+δφˆ(∗)n+1,ν(ψ∗,ψ,ψ∗ν,ψν,z∗,z)
− (SR˜(~p)n )
(
Φ˜∗, Φ˜
)∣∣∣ Φ(∗)=φ(∗)n+1(ψ∗,ψ,L2µn,SVn)
Φ(∗)ν=φn+1(∗),ν (ψ∗,ψ,ψ∗ν,ψν,L
2µn,SVn)
The claims follow from the observations that
• φ(∗)n+1 is of degree at least one in ψ(∗) and φ(∗)n+1,ν is of degree one in ψ(∗),ν , and,
• by [8, Propositions 2.1.a and 3.1.a,e],
|||φ(∗)n+1(ψ∗, ψ, L
2µn, SVn)||| ≤
{∥∥S(∗)n+1Q∗n+1Qn+1∥∥2m +Kbgρbg} κ¯
|||δφˆ(∗)n+1||| ≤ L
11Kbg κ¯l
|||δφˆ(∗)n+1,ν ||| ≤ LνL
11Kbg κ¯l
and,
• by [7, Lemma C.2.a],
‖SR˜(~p)n ‖2m ≤ L
5−∆(~p)‖R˜(~p)n ‖m ≤ L
5−∆(~p)r~p(n, CR)
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Proposition 5.8. There is a constant Λ2, depending only on L, Γop, Kbg and ρbg
such that the following holds.
(a) Denote by Pψ∗ψ the projection, on the space of analytic functions G˜(ψ˜∗, ψ˜), which
extracts the part which is of degree exactly one in each of ψ∗ and ψ, of degree
zero in the ψ(∗)ν ’s. Also set, for n ≥ 0,
M ′n(ψ∗, ψ) =
∫
dµrn(z
∗, z) Mn(ψ∗, ψ, z
∗, z)∫
dµrn(z
∗, z)
Then
‖Pψ∗ψE˜l −M
′
n(ψ∗, ψ)‖2m ≤ Λ2 v0
(
v
1
3
−5ǫ
0 + |µn|
)
κ¯6l
(b) Set
M0(ψ∗, ψ) = −
2
L3
∫
X0
dx1 · · · dx4
∫
X
(1)
0
dx′2dx
′
3 V0(x1, x2, x3, x4)
(S1(L
2µ0)Q
∗
1Q1)(L
−1x2, x
′
2) ψ(x
′
2)
(S1(L
2µ0)
∗Q∗1Q1)(L
−1x3, x
′
3) ψ∗(x
′
3)
C(0)(x4, x1)
and, for n ≥ 1,
Mn(ψ∗, ψ) = −
2
L3
∫
Xn
du1 · · · du4
∫
X
(n+1)
0
dx2dx3 Vn(u1, u2, u3, u4)
(Sn(µn)Q
∗
nQn C
(n)QnQnSn(µn))(u4, u1)
(Sn+1(L
2µn)Q
∗
n+1Qn+1)(L
−1u2, x2) ψ(x2)
(Sn+1(L
2µn)
∗Q∗n+1Qn+1)(L
−1u3, x3) ψ∗(x3)
Then
‖M ′n(ψ∗, ψ)−Mn(ψ∗, ψ)‖2m ≤ Λ2 vn r
2
ne
−r2n
Proof. (a) Set
D˜2(ψ˜∗, ψ˜, z∗, z) =
(
P ψ2 + P
ψ
1 + P
ψ
0
) {
− δAn + δE˜n +
∑
~p∈D
δR˜(~p)n
}
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We are to bound
Pψ∗ψE˜l −M
′
n(ψ∗, ψ) = Pψ∗ψ ln
[∫
dµrn(z
∗, z) eD˜(ψ˜∗,ψ˜,z∗,z)∫
dµrn(z
∗, z) eD˜(0,0,z∗,z)
]
−M ′n(ψ∗, ψ)
= Pψ∗ψ ln
[∫
dµrn(z
∗, z) eD˜2(ψ˜∗,ψ˜,z∗,z)∫
dµrn(z
∗, z) eD˜2(0,0,z∗,z)
]
−M ′n(ψ∗, ψ)
We use [1, Corollary 3.5] with n = 1, dµ being the normalized measure
dµrn/
∫
dµrn(z
∗, z)
with f = D˜2, and with the norm ‖ · ‖w of mass 2m which assigns a weight w (that
we shall choose shortly) to ψ∗, ψ and the weight κ¯l to the fields z∗, z. We have, by
Lemma 5.7 and [7, Theorem 1.17, Definition 1.11 and Lemma C.2.b],∥∥P ψ2 D˜2 −Mn∥∥w 1w2 ≤ Λ1v2n+1κ¯4l + L31 κ¯2lκ¯2κ¯′2 sdf(Cl) ∥∥E˜n∥∥(n)
+ Λ1
∑
~p∈D
r~p(n, CR)

κ¯l/κ¯ if ~p = (1, 1, 0)
κ¯2l /κ¯
2 if ~p = (0, 1, 1), (0, 0, 2)
κ¯4l if ~p = (6, 0, 0)
≤ Λ1v
2
nκ¯
4
l + L
−2(η+η′)(n+1)v
4/3−5ǫ
0 v
ǫ
0κ¯
2
l + v
ǫ
2
0 κ¯
2
l min
{
v
4
3
−7ǫ
0 ,
v0
Ln
}
≤ κ¯2l min
{
v
4
3
−7ǫ
0 , vn
}
(5.14)
and ∥∥P ψ2 D˜2∥∥w 1w2 ≤ ∥∥P ψ2 D˜2 −Mn∥∥w 1w2 +‖Mn‖ 1κ¯2 ≤ Λ′2vnκ¯2l
Also ∥∥P ψ1 D˜2∥∥w 1w ≤ Λ1vnκ¯3l + L31 κ¯2lκ¯κ¯′2 sdf(Cl) ∥∥E˜n∥∥(n)
+ Λ1
∑
~p∈D
r~p(n, CR)

κ¯l if ~p = (1, 1, 0)
κ¯2l /κ¯ if ~p = (0, 1, 1), (0, 0, 2)
κ¯5l if ~p = (6, 0, 0)
≤ Λ1
v0
Ln
κ¯3l + L
31sdf(Cl) L
−(η+2η′)nv1−2ǫ0 κ¯
2
l + v
1− 9
2
ǫ
0 κ¯
3
l
≤ v1−5ǫ0 κ¯
3
l
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if v0 is small enough, by [7, Definition 1.11, Lemma C.1.d], in the case (1,1,0) and
[7, Lemma C.2.b] in the other cases. Furthermore∥∥P ψ0 D˜2∥∥w ≤ Λ1(|µn|+ vn)κ¯4l + L31 κ¯2lκ¯′2 sdf(Cl) ∥∥E˜n∥∥(n)
+ Λ1
∑
~p∈D
r~p(n, CR)
{
κ¯6l if ~p = (6, 0, 0)
κ¯2l otherwise
≤ Λ1
(
|µn|+ vn
)
κ¯4l + L
31sdf(Cl) L
−2η′nv
2/3−ǫ
0 κ¯
2
l + v
2
3
0 κ¯
4
l
≤ Λ′2
(
|µn|+ v
2
3
−ǫ
0
)
κ¯4l
by [7, Definition 1.11 and Lemma C.1.d]. We now set
w = κ¯l
√
|µn|+ v
2
3
−ǫ
0
v0
so that
∥∥D˜2∥∥w ≤ Λ′2{L−n(|µn|+ v 23−ǫ0 )+ v1−5ǫ0
√
|µn|+ v
2
3
−ǫ
0
v0
+
(
|µn|+ v
2
3
−ǫ
0
)}
κ¯4l
≤ 3Λ′2
(
|µn|+ v
2
3
−ǫ
0
)
κ¯4l
and, by [1, Corollary 3.5] with dµ(z∗, z) being the normalized dµrn(z
∗, z),∥∥∥Pψ∗ψ(E˜l − ∫ dµ D˜2(ψ∗, ψ, z∗, z))∥∥∥
w
≤ 402
∥∥D˜2∥∥2w ≤ (120Λ′2)2(|µn|+ v 23−ǫ0 )2κ¯8l
Hence∥∥∥Pψ∗ψ(E˜l − ∫ dµ D˜2(ψ∗, ψ, z∗, z))∥∥∥
2m
≤ 1
w2
∥∥∥Pψ∗ψ(E˜l − ∫ dµ D˜2(ψ∗, ψ, z∗, z))∥∥∥
w
≤
(
120Λ′2
)2
v0
(
|µn|+ v
2
3
−ǫ
0
)
κ¯6l
It now suffices to observe that, by (5.14),∥∥∥Pψ∗ψ(M ′n(ψ∗, ψ)− ∫ dµ D˜2(ψ∗, ψ, z∗, z))∥∥∥
2m
≤ 1
w2
∥∥P ψ2 (Mn(ψ∗, ψ, z∗, z)− D˜2(ψ∗, ψ, z∗, z))∥∥w
≤ v
4
3
−7ǫ
0 κ¯
2
l
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(b) This follows from the observations that, for rn ≥ 1,∣∣∣∣
∫
dµrn(z
∗, z) z∗(L−1x1)z(L
−1x2)∫
dµrn(z
∗, z)
− δx1,x2
∣∣∣∣ ≤ 2r2ne−r2n
and, recalling that D(0)
∗
is the transpose of D(0),∫
X0
dx′ D(0)
∗
(x1, x)D
(0)(x4, x) = C
(0)(x4, x1)∫
X
(n)
0
dx′ D(n)(x1, x)D
(n)(x, x2) = C
(n)(x1, x2)
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6 One Block Spin Transformation — Renormal-
ization and Conclusion of the Induction
Lemma 5.5 and Proposition 5.6 provide, for each 0 ≤ n ≤ np, an integral free
representation for the eCnFn = N˜
(n)
T
Zn
(
(ST
(SF )
n ) ◦ · · · ◦ (ST
(SF )
0 )
)(
eA0
)
(ψ∗, ψ) of [7,
Corollary 4.3]. It is
log eCnFn + logZ
′
n
=
[
− An+1(ψ∗, ψ, φ∗, φ, L
2µn, SVn) + (SRn)(φ∗, φ)
]
φ(∗)=φ(∗)n+1(ψ∗,ψ,L2µn,SVn)
+
[
E˜n+1,1(ψ˜∗, ψ˜) + E˜l(ψ˜∗, ψ˜)
]
ψ˜(∗)=(ψ(∗),{∂νψ(∗)})
(6.1)
To convert this representation into the form specified in [7, Theorem 1.17 and Remark
1.18] (with n replaced by n + 1) we shall
• move the scaling/weight relevant part of E˜l into Rn+1 and
• renormalize the chemical potential and the interaction.
We again fix any 0 ≤ n ≤ np and assume that, if n ≥ 1, the conclusions of [7,
Theorem 1.17 and Remark 1.18] hold. In the case of n = 0, we use the data of [7,
§1.5]. In this section, we will show that these assumptions imply [7, Theorem 1.17
and Remark 1.18] with n replaced by n+ 1, thus concluding the induction step.
We shall construct a chemical potential µn+1, an interaction Vn+1 and a poly-
nomial Rn+1 that fulfil the conclusions of [7, Theorem 1.17 and Remark 1.18], and
an analytic function E˜n+1,2(ψ˜∗, ψ˜) whose power series expansion does not contain
scaling/weight relevant monomials such that[
−An+1(ψ∗, ψ, φ∗, φ, L
2µn, SVn) + (SRn)(φ∗, φ)
]
φ(∗)=φ(∗)n+1(ψ∗,ψ,L2µn,SVn)
+ E˜l(ψ˜∗, ψ˜)
∣∣∣
ψ˜(∗)=(ψ(∗),{∂νψ(∗)})
=
[
− An+1(ψ∗, ψ, φ∗, φ, µn+1,Vn+1) +Rn+1(φ∗, φ)
]
φ(∗)=φ(∗)n+1(ψ∗,ψ,µn+1,Vn+1)
+ E˜n+1,2(ψ˜∗, ψ˜)
∣∣∣
ψ˜(∗)=(ψ(∗),{∂νψ(∗)})
(6.2)
With E˜n+1 = E˜n+1,1 + E˜n+1,2 we will get the desired representation for(
(ST(SF )n ) ◦ · · · ◦ (ST
(SF )
0 )
)(
eA0
)
(ψ∗, ψ)
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The first term on the left hand side of (6.2) is written in terms of the back-
ground fields φ(∗)n+1(ψ∗, ψ, L
2µn, SVn) , and the second term in terms of the fields
ψ(∗) themselves. For the proof of (6.2) we will reshuffle this arrangement — i.e.
write background fields in terms of ψ(∗) fields and conversely. To take care of the
special degree properties of the relevant monomials, the chemical potential and the
interaction, we have to keep track of the degrees of the monomials arising in the
conversion process. The background fields are defined in terms of the ψ(∗) fields (see
[7, Proposition 1.14]), so conversion from φ fields to ψ is in principle “easy”. The
converse is taken care of in Lemma 6.3.
We set up and solve (in Lemma 6.2) the equation for δµn = µn+1 − L
2µn. Then,
we derive and solve the equation for δVn = Vn+1 − SVn. See Lemma 6.4. The
polynomial Rn+1 and the function E˜n+1,2 of (6.2) are constructed in Lemma 6.6.
We again use the abbreviations (5.1) and the norms ‖ · ‖ (for analytic functions)
and ||| · ||| (for field maps) with mass 2m and weight factors κ¯ , κ¯′ defined at the
beginning of §5. For the output of the renormalization procedure, we use the norm
‖ · ‖(n+1) with mass m which associates the same weight κ¯ = κ(n+1) to the fields
ψ∗, ψ , and the same weight κ¯
′ = κ′(n + 1) to the fields ψν∗, ψν , ν = 0, · · · , 3 . We
abbreviate ‖ · ‖= ‖ · ‖(n+1) and use ||| · ||| to denote the corresponding norm for
field maps. Recall also, from [7, Definition 1.11], that ‖ · ‖2m is the norm with mass
2m which associates the weight 1 to all fields.
To keep track of relevant monomials, we use
Definition 6.1. For a vector ~p = (pu, p0, psp) of nonnegative integers denote by P~p,
respectively R~p, the space of S invariant, particle number preserving, polynomials
in the fields ψ˜∗, ψ˜, respectively φ˜∗, φ˜, of type ~p, as in [7, Definition 1.8]. For any
analytic function F˜(ψ˜∗, ψ˜), denote by M~p(F˜) the part of F that is in P~p. Let
• PD, respectively RD, denote the space of S invariant, particle number preserving,
polynomials in the fields ψ˜∗,ψ˜, respectively φ˜∗,φ˜, that contain only monomials of
type ~p ∈ D as in [7, (1.18)].
• Prel denote the space of S invariant, particle number preserving, polynomials in
the fields ψ˜∗, ψ˜ that contain only monomials of type ~p ∈ Drel as in [7, Definition
1.16].
• Pirr denote the space ofS invariant, particle number preserving, analytic functions
of the fields ψ˜∗, ψ˜, that contain only scaling/weight irrelevant monomials, i.e. of
type ~p /∈ Drel.
PD and Prel are direct sums of P~p’s with ~p running over the vectors specified in [7,
(1.18) and Definition 1.16], respectively. By construction, PD is a subspace of Prel.
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We also use the projections L4, LD and I and mass extraction operator ℓ of Propo-
sition B.4 and Definition B.5.
By Corollary B.6 and Proposition 5.6,
E˜l
(
(ψ∗, {∂νψ∗}) , (ψ, {∂νψ})
)
= ℓ(E˜l)
∫
dx ψ∗(x)ψ(x) + L4(E˜l)(ψ∗, ψ)
+ LD(E˜l)
(
(ψ∗, {∂νψ∗}) , (ψ, {∂νψ})
)
+ I(E˜l)
(
(ψ∗, {∂νψ∗}) , (ψ, {∂νψ})
)
|ℓ(E˜l)| ≤
1
κ¯2
el(n)
‖L4(E˜l)‖ , ‖LD(E˜l)‖ , ‖I(E˜l)‖ ≤
[
1 + 18cloc
κ¯′
κ¯
]2
el(n)
(6.3)
Set
Avar(ψ∗, ψ, δµ, δV)
= An+1(ψ∗, ψ, φ∗, φ, L
2µn + δµ, SVn)
∣∣∣
φ(∗)=φ(∗)n+1(ψ∗,ψ,L2µn+δµ,SVn+δV)
− An+1(ψ∗, ψ, φ∗, φ, L
2µn, SVn)
∣∣∣
φ(∗)=φ(∗)n+1(ψ∗,ψ,L2µn,SVn)
(6.4)
Note that the last argument of the first An+1 on the right hand side is SVn, rather
than SVn + δV. See the definition of A˜
var before (6.15).
Lemma 6.2 (Renormalization of the Chemical Potential). There is a unique δµn in[
− ρbg, ρbg
]
such that for all δV ∈ P(4,0,0)
ℓ
(
Avar( · , · , δµn, δV)
)
+ ℓ(E˜l) = 0
Furthermore δµn has the same sign as ℓ(E˜l) and
1
4
|ℓ(E˜l)| ≤ |δµn| ≤
9
4
|ℓ(E˜l)| ≤
3
κ¯2
el(n)
Proof. The part of φ(∗) = φ(∗)n+1(ψ∗, ψ, L
2µn + δµ, SVn + δV) that is linear in ψ∗, ψ
is B(∗)ψ(∗) + δµ∆B(∗)(δµ)ψ(∗) with
B(∗) = Sn+1(L
2µn)
(∗)Q∗n+1Qn+1 ∆B(∗)(δµ) = S˜(δµ)
(∗)B(∗)
S˜(δµ)(∗) = S
(∗)
n+1
[
1− (L2µn + δµ)S
(∗)
n+1
]−1 (6.5)
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See [8, Propositions 2.1 and 4.1]. In particular it is independent of δV. Similarly,
the part of φD = Dn+1φ(∗)n+1(ψ∗, ψ, L
2µn + δµ, SVn + δV) that is linear in ψ is
BD ψ + δµ∆BD ψ where
BD = B
(−)
n+1,L2µn,D
∆BD = Bn+1,L2µn,D
Therefore, the part of Avar that is quadratic in the fields ψ∗, ψ is
Avar2 (ψ∗, ψ, δµ) =
[ 〈
ψ∗ −Qn+1φ∗,Qn+1
(
ψ −Qn+1φ
)〉
0
+ 〈φ∗, φD〉n+1 − L
2µn 〈φ∗, φ〉n+1
]φ(∗)=(B(∗)+δµ∆B(∗))ψ(∗)
φD=(BD+δµ∆BD)ψ
φ(∗)=B(∗)ψ(∗)
φD=BDψ
− δµ 〈φ∗, φ〉n+1
∣∣∣
φ(∗)=(B(∗)+δµ∆B(∗))ψ(∗)
(6.6)
In particular
‖Avar2 ‖ ≤ cA
[
1 + L2|µn|
]
|δµ|κ¯2 (6.7)
Denote by 1 and 1fin the functions on X
(n+1)
0 and Xn+1, respectively, which always
take the value 1. By Remark B.7,
B(∗)1 =
an+1
an+1−L2µn
1fin ∆B(∗)1 =
an+1
[an+1−L2µn−δµ][an+1−L2µn]
1fin
(B(∗) + δµ∆B(∗))1 =
an+1
an+1−L2µn−δµ
1fin
BD1 = ∆BD1 = 0
where
an+1 = a
(
1 +
n∑
j=1
1
L2j
)−1
(6.8)
Therefore, by Corollary B.6.b.
ℓ
(
Avar( · , · , δµ, δV)
)
= ℓ
(
Avar2 ( · , · , δµ)
)
= 1
〈1,1〉0
Avar2 (1 , 1 , δµ)
= an+1
[(
L2µn+δµ
an+1−L2µn−δµ
)2
−
(
L2µn
an+1−L2µn
)2]
− L2µn
[(
an+1
an+1−L2µn−δµ
)2
−
(
an+1
an+1−L2µn
)2]
− δµ
[
an+1
an+1−L2µn−δµ
]2
= −an+1(L
2µn+δµ)
an+1−L2µn−δµ
+ an+1 L
2µn
an+1−L2µn
= −
a2n+1
an+1−L2µn−δµ
+
a2n+1
an+1−L2µn
(6.9)
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This function vanishes when δµ = 0 and has first derivative, with respect to δµ,
given by
∂
∂δµ
ℓ
(
Avar2 ( · , · , δµ)
)
= −
a2n+1
[an+1 − (L2µn + δµ)]2
= −
1[
1− L
2µn+δµ
an+1
]2
For |δµ| ≤ 1
8
, this derivative is between −4
9
and −4. So, as δµ runs from −1
8
to +1
8
,
ℓ
(
Avar( · , · , δµ, δV)
)
decreases monotonically over an interval that contains [− 1
18
, 1
18
].
As ℓ(E˜l) is a constant, independent of δµ, the claims follow by (6.3).
Set µn+1 = L
2µn + δµn.
Lemma 6.3 (ψ to φ conversion). There exists a constant cΩ, depending only on Γop
and Kbg, and there are maps
Ω : PD → RD Ω4 : P(4,0,0) → R(4,0,0) Ω6 : P(4,0,0) ×R(4,0,0) → R(6,0,0)
Ωirr : (PD ⊕P(4,0,0))×R(4,0,0) → Pirr
with Ω, Ω4 and Ω6 being linear and with Ωirr being linear in the first variable, such
that the following holds for all δV ∈ R(4,0,0).
• For all P ∈ PD,
P
(
(ψ∗, {∂νψ∗}) , (ψ, {∂νψ})
)
= Ω(P)(φ˜∗, φ˜)
∣∣∣ φ(∗)=φ(∗),n+1(ψ∗,ψ,µn+1,SVn+δV)
φ(∗),ν=∂νφ(∗),n+1(ψ∗,ψ,µn+1,SVn+δV)
+ Ωirr(P, δV)
(
(ψ∗, {∂νψ∗}) , (ψ, {∂νψ})
)
and for all P ∈ P(4,0,0),
P(ψ∗, ψ) =
[
Ω4(P)(φ∗, φ) + Ω6(P, δV)(φ∗, φ)
]
φ(∗)=φ(∗),n+1(ψ∗,ψ,µn+1,SVn+δV)
+ Ωirr(P, δV)
(
(ψ∗, {∂νψ∗}) , (ψ, {∂νψ})
)
• If P ∈ P~p, for some ~p ∈ D then Ω(P) ∈ R~p and
‖Ω(P)‖m ≤
cΩ
κ¯~p
‖P‖ ‖Ω(P)‖2m ≤
cΩ
κ¯~p
‖P‖
• If P ∈ P(4,0,0), then
‖Ω4(P)‖2m ≤
cΩ
κ¯4
‖P‖ ‖Ω6(P,V)‖2m ≤
cΩ
κ¯4
‖SVn + δV‖2m‖P‖
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• For all P ∈ PD ∪P(4,0,0),
‖Ωirr(P, δV)‖ ≤ cΩ‖SVn + δV‖m κ¯
2 ‖P‖
‖Ωirr(P, δV)‖ ≤ cΩ‖SVn + δV‖2m κ¯
2 ‖P‖
Proof. Let B(∗) = S
(∗)
n+1,µn+1
Q∗n+1Qn+1 be the operators of [8, Proposition 2.1.a]
1 and
B
(±)
n,µn+1,ν be the operators of [8, Proposition 2.1.b]. By [4, Lemma 5.7] the operators
B∗B, B∗∗B∗ and
(
B
(±)
n+1,µn+1,ν
)∗
B
(±)
n+1,µn+1,ν
all have bounded inverses. Consequently
the operators
R(∗) =
[
B∗(∗)B(∗)
]−1
B∗(∗)
R(±)ν =
[(
B
(±)
n+1,µn+1,ν
)∗
B
(±)
n+1,µn+1,ν
]−1(
B
(±)
n+1,µn+1,ν
)∗
are left inverses of B(∗) and B
(±)
n+1,µn+1,ν
, respectively. All have uniformly bounded
‖ · ‖2m norms.
For P ∈ P~p and ~p ∈ D ∪ {(4, 0, 0)} , set
Ω′(P)(φ˜∗, φ˜) = P
(
(R∗φ∗, {R
(+)
ν φ∗ν}) , (Rφ, {R
(−)
ν φν})
)
Then ‖Ω′(P)‖m ≤
cΩ
κ¯~p
‖P‖ and ‖Ω′(P)‖2m ≤
cΩ
κ¯~p
‖P‖.
• If ~p ∈ D and P ∈ P~p, we set Ω(P) = Ω
′(P). In this case, by [8, Proposition
2.1.a,b] and [5, Corollary 3.3],
Ω(P)(φ˜∗, φ˜)
∣∣∣ φ(∗)=φ(∗),n+1(ψ∗,ψ,µn+1,SVn+δV)
φ(∗),ν=∂νφ(∗),n+1(ψ∗,ψ,µn+1,SVn+δV)
= P
(
(ψ∗, {∂νψ∗}) , (ψ, {∂νψ})
)
− Ωirr(P, δV)
(
(ψ∗, {∂νψ∗}) , (ψ, {∂νψ})
)
with an Ωirr(P, δV) ∈ Pirr satisfying ‖Ωirr(P)‖ ≤ cΩ‖SVn + δV‖m κ¯
2 ‖P‖ and
‖Ωirr(P)‖ ≤ cΩ‖SVn + δV‖2m κ¯
2 ‖P‖ .
• If P ∈ P(4,0,0), then there are P6 ∈ P(6,0,0) and Ω
′
irr(P, δV) ∈ Pirr, fulfilling
‖Ω′irr(P, δV)‖ ≤ cΩ‖SVn + δV‖m κ¯
2 ‖P‖
‖P6‖ , ‖Ω
′
irr(P, δV)‖ ≤ cΩ‖SVn + δV‖2m κ¯
2 ‖P‖
1The hypothesis of this Proposition is fulfilled by (5.2).
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such that
Ω′(P)(φ˜∗, φ˜)
∣∣∣
φ(∗)=φ(∗),n+1(ψ∗,ψ,µn+1,SVn+δV)
= P(ψ∗, ψ)−P6(ψ∗, ψ)− Ω
′
irr(P, δV)(ψ∗, ψ)
Set
Ω4(P) = Ω
′(P) Ω6(P, δV) = Ω(P6) Ωirr(P, δV) = Ω
′
irr(P, δV) + Ωirr(P6, δV)
Lemma 6.4 (Renormalization of the Interaction).
(a) There exists a constant cδV , depending only on Γop, Kbg, ρbg and m, and a
unique δVn ∈ P(4,0,0) such that
δVn(φ∗, φ) + Ω4
(
L4
(
Avar( · , · , δµn, δVn) + E˜l
))
= 0
It fulfills the estimate ‖δVn‖2m ≤ cδV
el(n)
κ¯4
.
(b) Set
Vn+1 = SVn + δVn and CδV = cδV
Then ∥∥Vn+1 − V(u)n+1∥∥2m ≤ CδVLn+1 n+1∑
ℓ=1
Lℓ
κ(ℓ)4
el(ℓ− 1)
Part (b) provides our choice for the CδV of [7, Remark 1.18]. By [7, Corollary C.4],∥∥Vn+1∥∥2m ≤ vn+1
Proof. (a) By [8, Propositions 2.1 and 4.1 and (4.3)]
φ(∗)n+1(ψ∗, ψ, L
2µn, SVn) = Φ
(1)
(∗) + Φ
(3)
(∗) + Φ
(≥5)
(∗)
φ(∗)n+1(ψ∗, ψ, µn+1, SVn + δV)− φ(∗)n+1(ψ∗, ψ, L
2µn, SVn) = ∆Φ
(1)
(∗)+∆Φ
(3)
(∗)+∆Φ
(≥5)
(∗)
(6.10)
where
Φ
(1)
(∗) = B(∗) ψ∗ ∆Φ
(1)
(∗) = δµn∆B(∗)(δµn)ψ(∗) = δµnS˜(δµn)
(∗)Φ
(1)
(∗)
with
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• B(∗) , ∆B(∗)(δµn) and S˜(δµn) as in (6.5),
• Φ
(3)
(∗) is the part of φ(∗)n+1(ψ∗, ψ, L
2µn, SVn) that is of degree exactly three in the
fields ψ∗, ψ,
• ∆Φ
(3)
(∗) = ϕ
(c)
(∗) + ϕ
(l)
(∗)(δV) with, using the notation of[7, Definition 3.1],
ϕ(c)∗ = δµn S˜(δµn)
∗Φ(3)∗ − S˜(δµn)
∗ (SVn)
′
∗(Φ∗,Φ,Φ∗)
∣∣∣Φ(∗)=[1l+δµnS˜(δµn)(∗)]Φ(1)(∗)
Φ(∗)=Φ
(1)
(∗)
ϕ(c) = δµn S˜(δµn) Φ
(3) − S˜(δµn) (SVn)
′(Φ,Φ∗,Φ)
∣∣∣Φ(∗)=[1l+δµnS˜(δµn)(∗)]Φ(1)(∗)
Φ(∗)=Φ
(1)
(∗)
ϕ(l)∗ (δV) = −S˜(δµn)
∗ δV ′∗
(
Φ(1)∗ +∆Φ
(1)
∗ ,Φ
(1) +∆Φ(1),Φ(1)∗ +∆Φ
(1)
∗
)
ϕ(l)(δV) = −S˜(δµn) δV
′
(
Φ(1) +∆Φ(1),Φ(1)∗ +∆Φ
(1)
∗ ,Φ
(1) +∆Φ(1)
)
• and Φ
(≥5)
(∗) , ∆Φ
(≥5)
(∗) being of degree at least five in the fields ψ∗, ψ.
Observe that Φ
(1)
(∗) , Φ
(3)
(∗) , Φ
(≥5)
(∗) , ∆Φ
(1)
(∗) and ϕ
(c)
(∗) are independent of δV and that
ϕ
(l)
(∗)(δV) is linear in δV. By [8, Propositions 2.1 and 4.1] and [4], there is a constant
KΦ, depending only on Γop and Kbg, such that
|||Φ
(1)
(∗)||| , |||D
(∗)
n+1Φ
(1)
(∗)||| ≤ KΦκ¯ |||Φ
(3)
(∗)||| ≤ KΦ
vn
L
κ¯3
|||∆Φ
(1)
(∗)||| , |||D
(∗)
n+1∆Φ
(1)
(∗)||| ≤ KΦ|δµn|κ¯
(6.11)
and
|||ϕ
(c)
(∗)||| ≤ KΦ |δµn|
vn
L
κ¯3 |||ϕ
(l)
(∗)(δV)||| ≤ KΦ ‖δV ‖2m κ¯
3 (6.12)
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By inspection
L4
(
Avar(ψ∗, ψ, δµn, δV)
)
= −
〈(
ψ∗ −Qn+1Φ
(1)
∗ −Qn+1∆Φ
(1)
∗
)
, Qn+1Qn+1∆Φ
(3)
〉
0
−
〈
∆Φ(3)∗ , Q
∗
n+1Qn+1
(
ψ −Qn+1Φ
(1) −Qn+1∆Φ
(1)
)〉
n+1
+
〈
Qn+1∆Φ
(1)
∗ , Qn+1Qn+1Φ
(3)
〉
0
+
〈
Φ(3)∗ , Q
∗
n+1Qn+1Qn+1∆Φ
(1)
〉
n+1
+ SVn(φ∗, φ)
∣∣∣φ(∗)=Φ(1)(∗)+∆Φ(1)(∗)
φ(∗)=Φ
(1)
(∗)
− L2µn
(〈
Φ(3)∗ +∆Φ
(3)
∗ , Φ
(1) +∆Φ(1)
〉
n+1
−
〈
Φ(3)∗ , Φ
(1)
〉
n+1
+
〈
Φ(1)∗ +∆Φ
(1)
∗ , Φ
(3) +∆Φ(3)
〉
n+1
−
〈
Φ(1)∗ , Φ
(3)
〉
n+1
)
− δµn
(〈
Φ(3)∗ +∆Φ
(3)
∗ , Φ
(1) +∆Φ(1)
〉
n+1
+
〈
Φ(1)∗ +∆Φ
(1)
∗ , Φ
(3) +∆Φ(3)
〉
n+1
)
+
〈
∆Φ(3)∗ , Dn+1Φ
(1)
〉
n+1
+
〈
Φ(3)∗ +∆Φ
(3)
∗ , Dn+1∆Φ
(1)
〉
n+1
+
〈
D∗n+1Φ
(1)
∗ , ∆Φ
(3)
〉
n+1
+
〈
∆Φ(1)∗ , Dn+1(Φ
(3) +∆Φ(3))
〉
n+1
By [8, Proposition 2.1.c],
D
(∗)
n+1Φ
(1)
(∗) = Q
∗
n+1Qn+1ψ(∗) − (Q
∗
n+1Qn+1Qn+1 − L
2µn)B(∗)ψ∗
= Q∗n+1Qn+1
(
ψ(∗) −Qn+1Φ
(1)
(∗)
)
+ L2µnΦ
(1)
(∗)
This leads to a cancellation between lines 1,2,5,6 and the last two lines in the formula
for L4
(
Avar) . Inserting the decomposition ∆Φ
(3)
(∗) = ϕ
(c)
(∗) + ϕ
(l)
(∗)(δV) we get
L4
(
Avar(ψ∗, ψ, δµn, δV)
)
= AδV(ψ∗, ψ, δV)−B(ψ∗, ψ)
with
AδV(ψ∗, ψ, δV) =
〈
∆Φ(1)∗ , Q
∗
n+1Qn+1Qn+1ϕ
(l)(δV)
〉
0
+
〈
ϕ(l)∗ (δV), Q
∗
n+1Qn+1Qn+1∆Φ
(1)
〉
0
− L2µn
(〈
ϕ(l)∗ (δV), ∆Φ
(1)
〉
n+1
+
〈
∆Φ(1)∗ , ϕ
(l)(δV)
〉
n+1
)
− δµn
(〈
ϕ(l)∗ (δV), Φ
(1) +∆Φ(1)
〉
n+1
+
〈
Φ(1)∗ +∆Φ
(1)
∗ , ϕ
(l)(δV)
〉
n+1
)
+
〈
ϕ(l)∗ (δV), Dn+1∆Φ
(1)
〉
n+1
+
〈
D∗n+1∆Φ
(1)
∗ , ϕ
(l)(δV)
〉
n+1
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linear in δV and
B(ψ∗, ψ) = −
〈
∆Φ(1)∗ , Q
∗
n+1Qn+1Qn+1ϕ
(c)
〉
0
−
〈
ϕ(c)∗ , Q
∗
n+1Qn+1Qn+1∆Φ
(1)
〉
0
−
〈
Qn+1∆Φ
(1)
∗ , Qn+1Qn+1Φ
(3)
〉
0
−
〈
Φ(3)∗ , Q
∗
n+1Qn+1Qn+1∆Φ
(1)
〉
n+1
− SVn(φ∗, φ)
∣∣∣φ(∗)=Φ(1)(∗)+∆Φ(1)(∗)
φ(∗)=Φ
(1)
(∗)
+ L2µn
(〈
Φ(3)∗ + ϕ
(c)
∗ , ∆Φ
(1)
〉
n+1
+
〈
∆Φ(1)∗ , Φ
(3) + ϕ(c)
〉
n+1
)
+ δµn
(〈
Φ(3)∗ + ϕ
(c)
∗ , Φ
(1) +∆Φ(1)
〉
n+1
+
〈
Φ(1)∗ +∆Φ
(1)
∗ , Φ
(3) + ϕ(c)
〉
n+1
)
−
〈
Φ(3)∗ + ϕ
(c)
∗ , Dn+1∆Φ
(1)
〉
n+1
−
〈
D∗n+1∆Φ
(1)
∗ , (Φ
(3) + ϕ(c))
〉
n+1
independent of δV. By (6.11) and (6.12), there is a constant c1 such that
‖AδV‖ ≤ c1|δµn| ‖δV ‖2m κ¯
4 ‖B‖ ≤ c1|δµn|
vn
L
κ¯4
Therefore, by Lemma 6.3, (6.3) and the estimate on δµn in Lemma 6.2
‖Ω4(AδV)‖2m ≤ c2‖δV ‖2m
el(n)
κ¯2
‖Ω4(B)‖2m ≤ c2
vn
L
el(n)
κ¯2
‖Ω4(L4(E˜l)))‖2m ≤ c2
el(n)
κ¯4
Assuming that v0 is small enough, the linear operator δV 7→ Ω4(AδV) has operator
norm at most 1
2
with respect to the norm ‖ · ‖2m . Therefore the operator
δV 7→ δV + Ω4(AδV)
has an inverse IδV whose operator norm is bounded by 2. Set
δVn = IδV
(
Ω4
(
B − L4(E˜l)
))
By [7, (C.1.b)],
‖δVn‖2m ≤ 2 c2
el(n)
κ¯2
(
vn
L
+ 1
κ¯2
)
≤ 2(1 + 2ρbg) c2
el(n)
κ¯4
(b) By [7, (C.3), Remark 1.18] and part (a),
‖Vn+1 − V
(u)
n+1‖2m ≤
∥∥S(Vn − V(u)n )∥∥2m + ‖δVn‖2m
≤ 1
L
∥∥Vn − V(u)n ∥∥2m + ‖δVn‖2m
≤ CδV
Ln+1
n∑
ℓ=1
Lℓ
κ(ℓ)4
el(ℓ− 1) + cδV
el(n)
κ(n+1)4
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Lemma 6.5 (Garbage Collection from R). There is a constant cgar, depending only
on Γop, Kbg and ρbg, such that the following holds. There are
PR =
∑
~p∈D
P~pR with P
~p
R ∈ P~p for each ~p ∈ D
IR ∈ Pirr
such that
(SRn)(φ∗, φ)
∣∣∣φ(∗)=φ(∗)n+1(ψ∗,ψ,µn+1,Vn+1)
φ(∗)=φ(∗)n+1(ψ∗,ψ,L2µn,SVn)
=
[
PR
(
ψ˜∗, ψ˜
)
+ IR
(
ψ˜∗, ψ˜
)]
ψ˜(∗)=(ψ(∗),{∂νψ(∗)})
Furthermore
‖P~pR‖ ≤ cgar|δµn|
∥∥SR˜~pn∥∥mκ¯~p
‖IR‖ ≤ cgar
(
|δµn|vn+1 + ‖δVn‖2m) κ¯
2 r(n, CR)
where
r(n, C) =
∑
~p∈D
L5−∆(~p) κ¯~p r~p(n, C)
Proof. Similar to (6.10) we write
Φ(∗) = φ(∗)n+1(ψ∗, ψ, L
2µn, SVn)
∆Φ(∗) = φ(∗)n+1(ψ∗, ψ, µn+1,Vn+1)− φ(∗)n+1(ψ∗, ψ, L
2µn, SVn)
and, for each ~p ∈ D,
R~pvar(ψ˜∗, ψ˜) =
(
SR˜~pn
)
(φ˜∗, φ˜)
∣∣∣φ(∗)=Φ(∗)+∆Φ(∗), φ(∗)ν=∂νΦ(∗)+∂ν∆Φ(∗)
φ(∗)=Φ(∗), φ(∗)ν=∂νΦ(∗)
As in the proof of Lemma 6.4 we decompose
Φ(∗)(ψ∗, ψ) = Φ
(1)
(∗)(ψ∗, ψ) + Φ
(≥3)
(∗) (ψ∗, ψ)
∆Φ(∗)(ψ∗, ψ) = ∆Φ
(1)
(∗)(ψ∗, ψ) + ∆Φ
(≥3)
(∗) (ψ∗, ψ)
∂νΦ(∗)(ψ∗, ψ) = ∂νΦ
(1)
(∗)(ψ∗, ψ) + ∂νΦ
(≥3)
(∗) (ψ∗, ψ)
∂ν∆Φ(∗)(ψ∗, ψ) = ∂ν∆Φ
(1)
(∗)(ψ∗, ψ) + ∂ν∆Φ
(≥3)
(∗) (ψ∗, ψ)
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where the superscript “(1)” signifies the part that is of degree precisely one in ψ(∗)(ν)
and the superscript “(≥ 3)” signifies the part that is of degree at least three in ψ(∗)(ν).
By [8, Propositions 2.1 and 4.1],∣∣∣∣∣∣Φ(1)(∗)∣∣∣∣∣∣≤ KΦκ¯ ∣∣∣∣∣∣Φ(≥3)(∗) ∣∣∣∣∣∣≤ KΦvn+1κ¯3∣∣∣∣∣∣∆Φ(1)(∗)∣∣∣∣∣∣≤ KΦ|δµn|κ¯ ∣∣∣∣∣∣∆Φ(≥3)(∗) ∣∣∣∣∣∣≤ KΦ(|δµn|vn+1 + ‖δVn‖2m)κ¯3∣∣∣∣∣∣∂νΦ(1)(∗)∣∣∣∣∣∣≤ KΦκ¯′ ∣∣∣∣∣∣∂νΦ(≥3)(∗) ∣∣∣∣∣∣≤ KΦvn+1κ¯2κ¯′∣∣∣∣∣∣∂ν∆Φ(1)(∗)∣∣∣∣∣∣≤ KΦ|δµn|κ¯′ ∣∣∣∣∣∣∂ν∆Φ(≥3)(∗) ∣∣∣∣∣∣≤ KΦ(|δµn|vn+1 + ‖δVn‖2m)κ¯2κ¯′
(6.13)
We correspondingly decompose
R~pvar(ψ˜∗, ψ˜) = R
~p
l.o.(ψ˜∗, ψ˜) +R
~p
h.o.(ψ˜∗, ψ˜)
where
R~pl.o.(ψ˜∗, ψ˜) =
(
SR˜~pn
)
(φ˜∗, φ˜)
∣∣∣φ(∗)=Φ(1)(∗)+∆Φ(1)(∗), φ(∗)ν=∂νΦ(1)(∗)+∂ν∆Φ(1)(∗)
φ(∗)=Φ
(1)
(∗)
, φ(∗)ν=∂νΦ
(1)
(∗)
Clearly R~pl.o. ∈ P~p and
‖R~pl.o.‖ ≤ c3 ‖SR˜
~p
n‖m |δµn| κ¯
~p
‖R~ph.o.‖ ≤ c3 ‖SR˜
~p
n‖m
(
|δµn|vn+1 + ‖δVn‖2m) κ¯
2 κ¯~p
Set
P~pR = R
~p
l.o. IR =
∑
~p∈D
R~ph.o.
The estimates follow by Lemma 5.5.c and the bound
∥∥R˜(~p)n ∥∥m ≤ r~p(n, CR) of [7,
Remark 1.18].
Lemma 6.6. There exist
• a polynomial R˜n+1(φ˜∗, φ˜) =
∑
~p∈D R˜
(~p)
n+1(φ˜∗, φ˜) on H˜
(0)
n+1 × H˜
(0)
n+1 , with each R˜
(~p)
n+1
being an S invariant polynomial of type ~p, and
• an S invariant analytic function E˜n+1,2(ψ˜∗, ψ˜) on a neighbourhood of the origin
in H˜
(n+1)
0 × H˜
(n+1)
0 with E˜n+1,2(0, 0) = 0, whose power series expansion does not
contain scaling/weight relevant monomials
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such that[
− An+1(ψ∗, ψ, φ∗, φ, L
2µn, SVn) + (SRn)(φ∗, φ)
]
φ(∗)=φ(∗)n+1(ψ∗,ψ,L2µn,SVn)
+ E˜l(ψ˜∗, ψ˜)
∣∣∣
ψ˜(∗)=(ψ(∗),{∂νψ(∗)})
=
[
−An+1(ψ∗, ψ, φ∗, φ, µn+1,Vn+1) +Rn+1(φ∗, φ)
]
φ(∗)=φ(∗)n+1(ψ∗,ψ,µn+1,Vn+1)
+ E˜n+1,2(ψ˜∗, ψ˜)
∣∣∣
ψ˜(∗)=(ψ(∗),{∂νψ(∗)})
(6.14)
where
Rn+1(φ∗, φ) = R˜n+1
(
(φ∗, {∂νφ∗}), (φ, {∂νφ})
)
Furthermore
(a) there exists a constant CR, depending only on Γop, Kbg, ρbg and m, such that
if [7, (1.22)] holds for n, then∥∥R˜(~p)n+1∥∥m ≤ r~p(n+ 1, CR)
(b) there exists a constant Cren, depending only on Γop, Kbg, ρbg and m, such that
‖E˜n+1,2‖ ≤ Cren el(n)
Part (a) provides our choice for the CR of [7, Remark 1.18].
Proof. Set
A˜var(ψ∗, ψ) = An+1(ψ∗, ψ, φ∗, φ, µn+1,Vn+1)
∣∣∣
φ(∗)=φ(∗)n+1(ψ∗,ψ,µn+1,Vn+1)
−An+1(ψ∗, ψ, φ∗, φ, L
2µn, SVn)
∣∣∣
φ(∗)=φ(∗)n+1(ψ∗,ψ,L2µn,SVn)
= Avar(ψ∗, ψ, δµn, δVn) + δVn(φ∗, φ)
∣∣∣
φ(∗)=φ(∗)n+1(ψ∗,ψ,µn+1,Vn+1)
and
PA = LD(A˜
var) IA = I(A˜
var)
By Corollary B.6.a and Lemmas 6.2, 6.3 and 6.4,
A˜var(ψ∗, ψ) = −ℓ(E˜l)
∫
dx ψ∗(x)ψ(x)− L4(E˜l)
+
[
PA
(
ψ˜∗, ψ˜
)
+ IA
(
ψ˜∗, ψ˜
)]
ψ˜(∗)=(ψ(∗),{∂νψ(∗)})
(6.15)
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By (6.7) and [8, Propositions 2.1 and 4.1]
‖Avar2 ‖ ≤ cA
[
1 + L2|µn|
]
|δµn|κ¯
2
‖A˜var −Avar2 −L4(A˜
var)‖ ≤ cA(vn+1|δµn|+ ‖δVn‖2m)κ¯
4
(6.16)
To prove the second bound, use (6.11), (6.13) and∣∣∣∣∣∣D(∗)n+1Φ(≥3)(∗) ∣∣∣∣∣∣≤ KΦvn+1κ¯3 ∣∣∣∣∣∣D(∗)n+1∆Φ(≥3)(∗) ∣∣∣∣∣∣≤ K5 (|δµn|vn+1 + ‖δVn‖2m)κ¯3
and also the observation that if one substitutes
φ(∗)n+1(ψ∗, ψ, µn+1,Vn+1) = Φ
(1)
(∗) + Φ
(≥3)
(∗) +∆Φ
(1)
(∗) +∆Φ
(≥3)
(∗)
and φ(∗)n+1(ψ∗, ψ, L
2µn, SVn) = Φ
(1)
(∗) +Φ
(≥3)
(∗) into A˜
var−Avar2 −L4(A˜
var) and expands
out, then
• every surviving term must contain at least one Φ
(≥3)
(∗) or ∆Φ
(≥3)
(∗) and
• every surviving term, except for those coming from δµn 〈φ∗, φ〉n+1 and δVn(φ∗, φ),
must contain at least one ∆Φ
(1)
(∗) or ∆Φ
(≥3)
(∗)
So, if we write PA =
∑
~p∈D P
~p
A with P
~p
A ∈ P~p, then, by Proposition B.4,
‖P~pA‖ ≤ 18cloccA|δµn|κ¯
~p if ~p 6= (6, 0, 0)
‖P
(6,0,0)
A ‖ , ‖IA‖ ≤ cA(vn+1|δµn|+ ‖δVn‖2m)κ¯
4
(6.17)
Set
R˜
(~p)
n+1 = SR˜
(~p)
n + Ω~p
(
LD(E˜l) + PA −PR
)
for ~p ∈ D
E˜n+1,2 = I(E˜l) + IA − IR + Ωirr
(
LD(E˜l) + PA −PR, δVn
)
Here Ω~p(P) is the part of Ω(P) in R~p. The identity (6.14) now follows from (6.3),
(6.4), (6.15) and Lemmas 6.3 and 6.5.
Write LD(E˜l) =
∑
~p∈D P
~p
E with each P
~p
E ∈ P
~p. By (6.3), (6.17), Lemma 6.5, and
the estimate |δµn| ≤
3
κ¯2
el(n) of Lemma 6.2,∥∥P~pE + P~pA − P~pR∥∥≤ [1 + c4 κ¯′κ¯ ]2 el(n) + 3 cgar κ¯~pκ¯2‖SR˜~pn‖mel(n)
+ cAδ~p, (6,0,0)(3vn+1κ¯
2el(n) + ‖δVn‖2mκ¯
4)
≤
{[
1 + c5
(
κ¯′
κ¯
+ vn+1κ¯
2
)]2
+ c5
κ¯~p
κ¯2
‖SR˜~pn‖m
}
el(n)
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with a constant c5 depends only on c4, cgar, cA and cδV . For the second inequality
we used Lemma 6.4. Using Lemma 5.5.c and the bound
∥∥R˜(~p)n ∥∥m ≤ r~p(n, CR) of [7,
(1.22)],∥∥LD(E˜l) + PA − PR∥∥≤ {4[1 + c5( κ¯′κ¯ + vn+1κ¯2)]2 + c5κ¯2 r(n, CR)}el(n) (6.18)
(a) By Lemmas 6.3 and 5.5.c and [7, (1.22)],∥∥R˜(~p)n+1∥∥m ≤ ∥∥SR˜(~p)n ∥∥m + cΩκ¯~p∥∥P~pE + P~pA −P~pR∥∥
≤
(
1 + cΩc5
κ¯2
el(n)
)∥∥SR˜(~p)n ∥∥m + cΩκ¯~p[1 + c5( κ¯′κ¯ + vn+1κ¯2)]2 el(n)
≤
(
1 + cΩc5
κ¯2
el(n)
)
L5−∆(~p)r~p(n, CR) +
cΩ
κ¯~p
[
1 + c5
(
κ¯′
κ¯
+ vn+1κ¯
2
)]2
el(n)
If CR is large enough, depending only on cΩ, c5 and ρbg, then by [7, (C.2)],∥∥R˜(~p)n+1∥∥m ≤ (1 + CRκ¯2 el(n))L5−∆(~p)r~p(n, CR) + CR el(n)κ~p(n+1)
≤ r~p(0)L
(5−∆(~p))(n+1) Πn+10 (CR) + CR
n+1∑
ℓ=1
L(5−∆(~p))(n+1−ℓ) el(ℓ−1)
κ~p(ℓ)
Πn+1ℓ (CR)
= r~p(n + 1, CR)
(b) We have, by (6.3), (6.17), Lemmas 6.5 and 6.3 and (6.18),
‖E˜n+1,2‖ ≤
[
1 + 18cloc
κ¯′
κ¯
]2
el(n) + cA (vn+1|δµn|+ ‖δVn‖2m)κ¯
4
+ cgar(vn+1|δµn|+ ‖δVn‖2m)κ¯
2 r(n, CR)
+ cΩvn+1κ¯
2
{
4
[
1 + c5
(
κ¯′
κ¯
+ vn+1κ¯
2
)]2
+ c5
κ¯2
r(n, CR)
}
el(n)
≤ 1
2
Cren
{
1 + (vn+1 +
1
κ¯2
)
r(n, CR)
}
el(n)
≤ Cren el(n)
by [7, (C.1.b) and Lemma C.2.a], provided v0 is small enough that the hypothesis
ǫ| log v0| ≥ 2 log(1 + CR) Π
∞
0 (CR)
of [7, Lemma C.2] is satisfied.
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Lemma 6.7 (Properties of δµn). There is a constant Λδµ, depending only on L,
Γop, Kbg, ρbg and m, such that the following holds. Set µ
∗
0 = µ0 and, for n ≥ 0,
δµ∗n = µ
∗
n+1 − L
2µ∗n. Then, for n ≥ 0,
(a)
∣∣ℓ(E˜l)− δµ∗n∣∣ ≤ Λδµ v0(v 13−5ǫ0 + |µn|+ r2ne−r2n)κ¯6l
(b) |δµn − δµ
∗
n| ≤ Λδµ v
1−7ǫ
0
(
v
1
3
−5ǫ
0 + L
2n(µ0 − µ∗)
)
L3ǫ(n+1)
(c) |µn+1 − µ
∗
n+1| ≤ L
2(n+1) v1−8ǫ0
∑n+1
ℓ=1
1
L(2−3ǫ)ℓ
[
v
1
3
−5ǫ
0 + L
2ℓ(µ0 − µ∗)
]
The bound on |µn+1−µ
∗
n+1| in part (c) is exactly the bound of [7, Remark 1.18] with
n replaced by n+ 1.
Proof. (a) The monomials Mn(ψ∗, ψ) of Proposition 5.8.b are translation invariant
with respect to X
(n+1)
0 , despite the fact that C
(n) is only translation invariant with
respect to X
(n+1)
−1 . Using Corollary B.6.b and Remark B.7 and using 1
(1)
0 to denote
the constant function on X
(1)
0 that always takes the value 1, and using M0(x
′
2, x
′
3) to
denote the kernel of M0,
ℓ(M0) =
1
|X
(1)
0 |
∫
X
(1)
0
dx′2dx
′
3 M0(x
′
2, x
′
3)
= − 2
L3|X
(1)
0 |
∫
X0
dx1 · · · dx4 V0(x1, x2, x3, x4) (S1(L
2µ0)Q
∗
1Q11
(1)
0 )(L
−1x2)
(S1(L
2µ0)
∗
Q∗1Q11
(1)
0 )(L
−1x3) C
(0)(x4, x1)
= − 2
L3|X
(1)
0 |
(
a1
a1−L2µ0
)2 ∫
X0
dx1 · · · dx4 V0(x1, x2, x3, x4) C
(0)(x4, x1)
= − 2
L3|X
(1)
0 |
∫
X0
dx1 · · · dx4 V0(x1, x2, x3, x4) C
(0)(x4, x1) +O
(
|µ0|v0
)
Recalling that
S1 = (D1 +Q
∗
1Q1Q1)
−1 Q1 = a1l D1 = L
2
L
−1
∗ D0L∗ Q1 = L
−1
∗ QL∗
we have
1
L2
C(0) = (aQ∗Q+ L2D0)
−1 = (L∗Q
∗
1Q1Q1L
−1
∗ + L∗D1L
−1
∗ )
−1
= L∗S1L
−1
∗
or, in terms of kernels,
C(0)(x4, x1) =
1
L3
S1(L
−1x4,L
−1x1)
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by [4, Lemma 15.a]. So
ℓ(M0) = −
2
L6|X
(1)
0 |
∫
X0
dx1 · · · dx4 V0(x1, x2, x3, x4) S1(L
−1x4,L
−1x1) +O
(
|µ0|v0
)
= − 2
|X
(1)
0 |
∫
X1
du1 · · ·du4 V
(u)
1 (u1, u2, u3, u4) S1(u4, u1) +O
(
|µ0|v0
)
= δµ∗0 +O
(
|µ0|v0
)
Similarly, for n ≥ 1, using 1
(n+1)
0 to denote the constant function on X
(n+1)
0 that
always takes the value 1, and using Mn(x2, x3) to denote the kernel of Mn,
ℓ(Mn) =
1
|X
(n+1)
0 |
∫
X
(n+1)
0
dx2dx3 Mn(x2, x3)
= − 2
L3|X
(n+1)
0 |
∫
Xn
du1 · · · du4 Vn(u1, u2, u3, u4)(
Sn(µn)Q
∗
nQn C
(n)QnQnSn(µn)
)
(u4, u1)(
Sn+1(L
2µn)Q
∗
n+1Qn+11
(n+1)
0
)
(L−1u2)(
Sn+1(L
2µn)
∗Q∗n+1Qn+11
(n+1)
0
)
(L−1u3)
= − 2
L3|X
(n+1)
0 |
(
an+1
an+1−L2µn
)2 ∫
Xn
du1 · · · du4 Vn(u1, u2, u3, u4)(
Sn(µn)Q
∗
nQn C
(n)QnQnSn(µn)
)
(u4, u1)
= − 2
L3|X
(n+1)
0 |
∫
Xn
du1 · · · du4 Vn(u1, u2, u3, u4)
(
SnQ
∗
nQn C
(n)QnQnSn
)
(u4, u1)
+O
(
|µn|vn
)
= − 2
L3|X
(n+1)
0 |
∫
Xn
du1 · · · du4 V
(u)
n (u1, u2, u3, u4)(SnQ
∗
nQn C
(n)QnQnSn)(u4, u1)
+O
([
|µn|+ v
2
3
−6ǫ
0
]
vn
)
since an+1
an+1−L2µn
= 1 + O(|µn|) and ‖Sn(µn) − Sn‖2m ≤ Γop|µn|, by [4, Proposition
5.1], and ‖Vn − V
(u)
n ‖2m ≤ CδVv
2
3
−6ǫ
0 vn, by [7, Remark 1.18 and Lemma C.3.b]. By
[6, Remark 10.c]
SnQ
∗
nQnC
(n)QnQnSn = L
2
S
−1Sn+1S− Sn
In terms of kernels, by [4, Lemma 15.a],(
SnQ
∗
nQnC
(n)QnQnSn
)
(u4, u1) =
1
L3
Sn+1(L
−1u4,L
−1u1)− Sn(u4, u1)
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Now, by [7, Definition 1.5.a,b],
2
L3|X
(n+1)
0 |
∫
Xn
du1 · · · du4 V
(u)
n (u1, u2, u3, u4)
1
L3
Sn+1(L
−1u4,L
−1u1)
= 2
|X
(n+1)
0 |
∫
Xn+1
dv1 · · · dv4 V
(u)
n+1(v1, v2, v3, v4) Sn+1(v4, v1)
so that
ℓ(Mn) = −
2
|X
(n+1)
0 |
∫
Xn+1
dv1 · · · dv4 V
(u)
n+1(v1, v2, v3, v4) Sn+1(v4, v1)
+ 2
L3|X
(n+1)
0 |
∫
Xn
du1 · · · du4 V
(u)
n (u1, u2, u3, u4)Sn(u4, u1)
+O
([
|µn|+ v
2
3
−6ǫ
0
]
vn
)
= δµ∗n +O
([
|µn|+ v
2
3
−6ǫ
0
]
vn
)
since |X
(n+1)
0 | =
1
L5
X
(n)
0 . Using Corollary B.6.b, Proposition 5.8.a,b gives the claim.
(b) Recall, from Lemma 6.2 and (6.9), that δµn obeys
a2n+1
an+1 − L2µn − δµn
−
a2n+1
an+1 − L2µn
= ℓ(E˜l)
As
a2n+1
an+1 − L2µn − δµ
=
an+1
1− L
2µn+δµ
an+1
= an+1
[
1 + L
2µn+δµ
an+1
+
(
L2µn+δµ
an+1
)2
1− L
2µn+δµ
an+1
]
= an+1 + L
2µn + δµ+
(L2µn + δµ)
2
an+1 − L2µn − δµ
the left hand side
a2n+1
an+1 − L2µn − δµ
∣∣∣∣δµ=δµn
δµ=0
= δµn +
(L2µn + δµn)
2
an+1 − L2µn − δµn
−
(L2µn)
2
an+1 − L2µn
= δµn +
δµn
[
an+1(2L
2µn + δµn)− (L
2µn + δµn)L
2µn
](
an+1 − L2µn − δµn
)(
an+1 − L2µn
)
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As L2|µn|, |δµn| ≤
1
4
an+1,
|δµn − ℓ(E˜l)| =
∣∣∣∣δµnan+1(2L2µn + δµn)− (L2µn + δµn)L2µn(an+1 − L2µn − δµn)(an+1 − L2µn)
∣∣∣∣
≤ 12L
2
an+1
|δµn|
(
|µn|+ |δµn|
)
≤ 12L
2
an+1
3
κ¯2
el(n)
(
|µn|+
3
κ¯2
el(n)
)
(by Lemma 6.2)
Part (a) and
el(n)
κ¯2
= L−(2η−ηl)nv1−4ǫ0 ≤ v
1−4ǫ
0
now implies, using Remark 5.1, that
|δµn − δµ
∗
n| ≤ Λ
′
δµ v
1−4ǫ
0
(
v
1
3
−5ǫ
0 + |µn|+ r
2
ne
−r2n
)
κ¯6l
≤ Λδµ v
1−7ǫ
0
(
v
1
3
−5ǫ
0 + L
2n(µ0 − µ∗)
)
L3ǫ(n+1)
with a new Λδµ.
(c) Since µn+1 = L
2µn + δµn and µ
∗
n+1 = L
2µ∗n + δµ
∗
n, we have∣∣µn+1 − µ∗n+1∣∣ ≤ L2∣∣µn − µ∗n∣∣ + ∣∣δµn − δµ∗n∣∣
≤ L2(n+1) v1−8ǫ0
n+1∑
ℓ=1
1
L(2−3ǫ)ℓ
[
v
1
3
−5ǫ
0 + L
2ℓ(µ0 − µ∗)
]
by [7, Remark 1.18] and part (b).
Completion of the Inductive Proof of [7, Theorem 1.17 and Remark 1.18]
Proof. Set
Rn+1(φ∗, φ) = R˜n+1
(
(φ∗, {∂νφ∗}), (φ, {∂νφ})
)
E˜n+1(ψ˜∗, ψ˜) = E˜n+1,1(ψ˜∗, ψ˜) + E˜n+1,2(ψ˜∗, ψ˜)
En+1(ψ∗, ψ) = E˜n+1
(
(ψ∗, {∂νψ∗}), (ψ, {∂νψ})
)
Zn+1 = ZnN˜
(n)
T
Z ′n
where E˜n+1,1 was defined in Lemma 5.5, R˜n+1 and E˜n+1,2 were defined in Lemma 6.6,
N˜
(n)
T
was defined in [7, Definition 1.6] and Z ′n was defined in Proposition 5.6. Then,
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by [7, Corollary 4.3], Lemma 5.5.b,c, Proposition 5.6 and Lemma 6.6,(
(ST(SF )n ) ◦ (ST
(SF )
n−1 ) ◦ · · · ◦ (ST
(SF )
0 )
)(
eA0(ψ
∗,ψ)
)
= 1
Zn+1
exp
{
− An+1(ψ∗, ψ, φ∗n+1, φn+1, µn+1,Vn+1)
+Rn+1(φ∗n+1, φn+1) + En+1(ψ∗, ψ)
}
The bounds on |µn+1−µ
∗
n+1|,
∥∥Vn+1−V(u)n+1∥∥2m and ∥∥R˜(~p)n+1∥∥m required by [7, Remark
1.18] were proven in Lemmas 6.7, 6.4 and 6.6. That these bounds in turn imply the
bounds on
∣∣µn+1 − L2(n+1)(µ0 − µ∗)∣∣, ‖Vn+1 −V(u)n+1‖2m and ∥∥R˜(~p)n+1∥∥m specified in [7,
Theorem 1.17] was pointed out in [7, Remark 1.18].
By Lemma 5.5.b, Lemma 6.6 and [7, Theorem 1.17], E˜n+1 does not contain any
scaling/weight relevant monomials and
‖E˜n+1‖
(n+1) ≤ L5 sdf(Cl) v
ǫ
0 + Cren el(n) ≤ v
ǫ
0
by Remark 5.3 (with L chosen big enough that L5 sdf(Cl) ≤
1
2
) and [7, (C.1.a)].
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A The Limiting Behaviour of µ∗n
In [7, §1.5], we defined
µ∗ = 2
∫
((Z/LtpZ)×Z3)
3
dx1 · · · dx3 V0(0, x1, x2, x3) D
−1
0 (x3, 0)
with D0 = 1l− e
−h0 − e−h0∂0 and in [7, Remark 1.18], we defined, for n ≥ 1,
µ∗n = L
2nµ0 −
2
|X
(n)
0 |
∫
X 4n
du1 · · ·du4 V
(u)
n (u1, u2, u3, u4) Sn(u4, u1)
From [7, (1.5)], we see that there will be a well developed potential well when µn is
sufficiently positive for large n. As µn ≈ µ
∗
n (see [7, (1.21)]), the following lemma
shows that this is the case if µ0 − µ∗ is sufficiently positive. That is why we expect
µ∗ to be the critical µ, to leading order in the coupling constant.
Lemma A.1. There is a constant cµ∗, depending only on Γop and m, such that∣∣L2n(µ0 − µ∗)− µ∗n∣∣ ≤ cµ∗v0
for all 1 ≤ n ≤ np.
Proof. In [4, (5.5)] we defined, on Xn, the operator
S ′n =
[
Dn + an exp{−∆n}
]−1
where
∆n = ∂
∗
0∂0 +
(
∂∗1∂1 + ∂
∗
2∂2 + ∂
∗
3∂3
)
and an = a
(
1 +
n−1∑
j=1
1
L2j
)−1
It is fully translation invariant with respect to Xn, is exponentially decaying, and
has the same local singularity as Sn. Precisely, we proved in [4, Lemma 5.4.d] that∣∣Sn(u, u′)− S ′n(u, u′)∣∣ ≤ Γope−2m|u−u′|
so that
2
|X
(n)
0 |
∣∣∣∣ ∫
X 4n
du1 · · · du4 V
(u)
n (u1, u2, u3, u4)
{
Sn(u4, u1)− S
′
n(u4, u1)
}∣∣∣∣
≤ 2Γop
|X
(n)
0 |
∫
X 4n
du1 · · · du4 |V
(u)
n (u1, u2, u3, u4)| ≤ 2Γop
v0
Ln
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and, by [7, Definition 1.5.b],
L2nµ0 − µ
∗
n =
2
|X
(n)
0 |
∫
X 4n
du1 · · · du4 V
(u)
n (u1, u2, u3, u4) S
′
n(u4, u1) +O
(
v0
Ln
)
= 2L
14n
|X
(n)
0 |
∫
X 4n
du1 · · · du4 V0(L
nu1,L
nu2,L
nu3,L
nu4) S
′
n(u4, u1) +O
(
v0
Ln
)
= 2
L6n|X
(n)
0 |
∫
X 40
dx1 · · ·dx4 V0(x1, x2, x3, x4) S
′
n(L
−nx4,L
−nx1) +O
(
v0
Ln
)
= 2
Ln|X0|
∫
X 40
dx1 · · ·dx4 V0(x1, x2, x3, x4) S
′
n(L
−nx4,L
−nx1) +O
(
v0
Ln
)
= 2
Ln
∫
X 30
dx1 · · ·dx3 V0(0, x1, x2, x3)S
′
n(L
−nx3, 0) +O
(
v0
Ln
)
(A.1)
The operator S ′n acts on on L
2(Xn) with, as in [7, Definition 1.5.a],
Xn =
(
ε2nZ/Ltpε
2
nZ
)
×
(
εnZ
3/LspεnZ
3
)
where εn =
1
Ln
It may be expressed as the spatial periodization of an operator S′n on L
2(X n) where
X n =
(
ε2nZ/Ltpε
2
nZ
)
× εnZ
3
We define S′n in terms of its Fourier transform
S′n(u, u
′) =
∫
Xˆ n
Sˆ′n(p) e
ip·(u−u′) d4p
(2π)4
where the dual space
Xˆ n =
(
2π
Ltp
L2nZ/2πL2nZ
)
×
(
R
3/2πLnZ3
)
and the integral∫
Xˆ n
f(p) d
4p
(2π)4
=
∑
p0∈
2π
Ltp
L2nZ/2πL2nZ
L2n
Ltp
∫
R3/2πLnZ3
f(p0, p1, p2, p3)
dp1dp2dp3
(2π)3
The Fourier transform
Sˆ′n(p) =
[
D̂n(p)+an exp{−∆n(p)}
]−1
with ∆n(p0,p) =
[ sin 1
2
ε2np0
1
2
ε2n
]2
+
3∑
ν=1
[ sin 1
2
εnpν
1
2
εn
]2
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and
D̂n(p0,p) =
1
2
ε2ne
−hˆ0(εnp)
[
sin 1
2
ε2np0
1
2
ε2n
]2
+
1− e−hˆ0(εnp)
ε2n
− ie−hˆ0(εnp)
sin ε2np0
ε2n
Define, for u3, u4 ∈ Xn, S˜
′
n(u3, u4) = S
′
n(u˜3, u˜4), where u˜3 and u˜4 are representatives
of u3, u4 in X n that minimize the magnitude of each spatial component of u˜3 − u˜4.
Thanks to the exponential decay of S′n proven in [4, Lemma 5.4.d], the difference
S ′n(L
−nx3,L
−nx4)− S˜
′
n(L
−nx3,L
−nx4) is bounded, uniformly in n. Hence
2
Ln
∣∣∣∣ ∫
X0
dx1 · · · dx3 V0(0, x1, x2, x3)
{
S ′n(L
−nx3, 0)− S˜
′
n(L
−nx3, 0)
}∣∣∣∣ = O( v0Ln ) (A.2)
So we consider
lim
n→∞
2
Ln
∫
X0
dx1 · · ·dx3 V0(0, x1, x2, x3) S˜
′
n(L
−nx3, 0)
If x˜3 ∈ X 0 is the representative of x3 ∈ X0 whose spatial components have minimum
magnitude, then
1
Ln
S˜′n(L
−nx3, 0) =
1
Ln
∫
Xˆ n
Sˆ′n(p)e
ip·(L−nx˜3) d
4p
(2π)4
= L4n
∫
Xˆ 0
Sˆ′n(L
nk)eik·x˜3 d
4k
(2π)4
with k = L−np
Observe that
L2nSˆ′n(L
nk) =
{
2e−hˆ0(k) sin2 1
2
k0 +
(
1−e−hˆ0(k)
)
− i e−hˆ0(k) sin k0 +
an
L2n
e−∆n(L
nk)
}−1
converges pointwise, as n→∞, to
D̂0(k)
−1 =
{
2e−hˆ0(k) sin2 1
2
k0 +
(
1−e−hˆ0(k)
)
− i e−hˆ0(k) sin k0
}−1
(A.3)
and is bounded, uniformly in n, by
∣∣D̂0(k)∣∣−1 ∈ L1(Xˆ 0). Hence 1L3n S˜′n(L−nx3, 0) is
bounded, uniformly in n and x3 and converges pointwise, as n→∞, to
D−10 (x˜3, 0) =
∫
Xˆ 0
D̂0(k)
−1eik·x˜3 d
4k
(2π)4
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Hence, by (A.1) and (A.2),(
µ0 − µ∗
)
− 1
L2n
µ∗n = 2
∫
F
dx˜1 · · · dx˜3 V0(0, x˜1, x˜2, x˜3)
[
1
L3n
S′n(L
−nx˜3, 0)−D
−1
0 (x˜3, 0)
]
+O
(
v0
L3n
)
+O
(
v0e
−mLsp
)
(A.4)
where F =
{
(x˜1, x˜2, x˜3)
3 ∈ X 30
∣∣∣ Lsp2 < x˜i,j < Lsp2 for all i, j = 1, 2, 3 }. To bound
the right hand side, observe that∣∣ 1
L3n
S′n(L
−nx˜3, 0)−D
−1
0 (x˜3, 0)
∣∣ ≤ an
L2n
∫
Xˆ 0
1
|D̂0(k)+
an
L2n
e−∆n(Lnk)| |D̂0(k)|
d4k
(2π)4
As Xˆ0 is a compact set, both terms 2e
−hˆ0(k) sin2 1
2
k0 and
(
1 − e−hˆ0(k)
)
of the real
part of D̂0(k) are nonnegative, and D̂0(k) is bounded away from zero outside of any
neignbourhood of k0 = 0, k = 0 we have∣∣D̂0(k)∣∣ ≥ const∣∣ik0 + k2∣∣∣∣D̂0(k) + anL2n e−∆n(Lnk)∣∣ ≥ const∣∣ik0 + k2 + anL2n e−constL2n[k20+k2]∣∣
For the part of the integral with k0 6= 0,
an
L2n
∫
Xˆ 0
k0 6=0
1
|D̂0(k)+
an
L2n
e−∆n(Lnk)| |D̂0(k)|
d4k
(2π)4
≤ const
L2n
∫ π
−π
dk0
1
|k0|3/4
∫
|k|≤2π
d3k 1
|k|5/2
≤ const
L2n
For the part of the integral with k0 = 0, scaling k =
p
Ln
,
an
L2n
∫
Xˆ 0
k0=0
1
|D̂0(k)+
an
L2n
e−∆n(L
nk)| |D̂0(k)|
d4k
(2π)4
≤ const
L2nLtp
∫
|k|≤2π
1
[k2+ 1
L2n
e−constL2nk2 ]k2
d3k
= const
L2nLtp
Ln
∫
|p|≤2πLn
1
[p2+e−constp2 ]p2
d3p
≤ const
L2n
Ln
Ltp
≤ const
L2n
for all n ≤ np
Putting these bounds into (A.4),
1
L2n
[
L2n
(
µ0 − µ∗
)
− µ∗n
]
≤ O
(
v0
L2n
)
+O
(
v0
L3n
)
+O
(
v0e
−mLsp
)
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B Localization
Fix masses m ≥ 0 and m¯ > m.
Lemma B.1. Let 0 ≤ j ≤ n. For each point u of the fine lattice X
(n−j)
j , we
use X(u) to denote the point of the unit lattice X
(n)
0 nearest to u. There exists a
constant Cm,m¯, depending only on m and m¯, such that the following holds. For each
linear tansformation B : H
(n)
0 → H
(n−j)
j there are linear maps Bν, 0 ≤ ν ≤ 3, such
that ∑
x∈X
(n)
0
B(u, x)
[
ψ(x)− ψ
(
X(u)
)]
=
3∑
ν=0
Bν(∂νψ)(u) for all u ∈ X
(n−j)
j
and
‖Bν‖m ≤ Cm,m¯‖B‖m¯ 0 ≤ ν ≤ 3
Proof. Define
• B
(n)
0 to be the set of (oriented) bonds on the lattice X
(n)
0 .
• For any bond b = 〈x1, x2〉 ∈ B
(n)
0 , ∇ψ(b) =
ψ(x2)−ψ(x1)
|x2−x1|
= ψ(x2)− ψ(x1).
• Given fields ψν , 0 ≤ ν ≤ 3 on X
(n)
0 , we write, for each 〈x1, x2〉 ∈ B
(n)
0
ψ∇({ψν})(〈x1, x2〉) =
{
ψν(x1) if x2 − x1 = |x2 − x1|eν
−ψν(x2) if x1 − x2 = |x2 − x1|eν
(B.1)
where eν is the usual unit vector in direction ν. Observe that ψ∇({∂νψ})(b) =
∇ψ(b).
• If x, x′ ∈ X
(n)
0 we select by any reasonable algorithm a set Π(x, x
′) ⊂ B
(n)
0 of
bonds forming a path from x, x′. This algorithm must be such that no bond ever
appears more than once, even ignoring orientation, in any Π(x, x′) and such that
if z is any point on a path Π(x, x′), then |x − z|, |z − x′| ≤ |x − x′|. We have
ψ(x′)− ψ(x) =
∑
b∈Π(x,x′)∇ψ(b).
Using this notation,∑
x∈X
(n)
0
B(u, x)
[
ψ(x)− ψ
(
X(u)
)]
=
∑
x∈X
(n)
0
∑
b∈Π(X(u),x)
B(u, x)∇ψ(b)
=
∑
x∈X
(n)
0
∑
b∈Π(X(u),x)
B(u, x)ψ∇({∂νψ})(b) =
3∑
ν=0
∑
z∈X
(n)
0
Bν(u; z) ∂νψ(z)
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with
Bν(u; z) =
∑
x∈X
(n)
0
〈z,z+eν〉∈Π(X(u),x)
B(u, x) −
∑
x∈X
(n)
0
〈z+eν,z〉∈Π(X(u),x)
B(u, x)
Recall, from [7, Definition 1.9], that
‖Bν‖m = max
{
sup
u∈X
(n−j)
j
vol0
∑
z∈X
(n)
0
|Bν(u; z)|e
m|u−z| ,
sup
z∈X
(n)
0
volj
∑
u∈X
(n−j)
j
|Bν(u; z)|e
m|u−z|
}
Now, writing m′ = 1
2
(m¯−m),
|Bν(u; z)|e
m|u−z| ≤ 2
∑
x∈X
(n)
0
z onΠ(X(u),x)
∣∣B(u, x)∣∣em|u−z|
≤ 2e2m
∑
x∈X
(n)
0
z onΠ(X(u),x)
∣∣B(u, x)∣∣em¯|u−x|−(m¯−m)|u−x|
≤ 2e2m¯
∑
x∈X
(n)
0
∣∣B(u, x)∣∣em¯|u−x|−m′|u−z|−m′|z−x|
so that
‖Bν‖m ≤ 2e
2m¯
(
sup
u∈X
(n−j)
j
∑
z∈X
(n)
0
e−m
′|z−u|
)
‖B‖m¯
Corollary B.2. Let
P(γ, ψ) =
∫
dx dy γ(x)K(x, y)ψ(y)
be a bilinear form on H
(n)
0 with translation invariant kernel K. Then there exist
bilinear forms Pν
(
γ, ψν
)
, 0 ≤ ν ≤ 3, such that
P(γ, ψ) = K
∫
dx γ(x)ψ(x) +
3∑
ν=0
Pν
(
γ, ∂νψ
)
where K =
∫
dy K(0, y). Furthermore, for each 0 ≤ ν ≤ 3, the kernel Kν of Pν
obeys ‖Kν‖m ≤ Cm,m¯‖K‖m¯ .
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Proof. Write
P(γ, ψ) =
∫
dx dy γ(x)K(x, y) [ψ(y)− ψ(x)] +K
∫
dx γ(x)ψ(x)
where K =
∫
dy K(x, y) is independent of x. Lemma B.1, with j = 0, and thus
X(x) = x, gives kernels Kν , 0 ≤ ν ≤ 3 such that∫
dy K(x, y) [ψ(y)− ψ(x)] =
3∑
ν=0
∫
dy Kν(x, y) ∂νψ(y)
and ‖Kν‖m ≤ Cm,m¯‖K‖m¯, 0 ≤ ν ≤ 3. Setting
Pν
(
γ, ψν
)
=
∑
x,y∈X
(n)
0
γ(x)Kν(x, y)ψν(y)
the corollary follows.
Lemma B.3. There is a constant cloc, depending only on m and m¯, such that the
following holds.
(a) Let 1 ≤ ν ≤ 3 and let
P(ψ∗ν , ψ) =
∫
X
(n)
0
dx dy ψ∗ν(x)K(x, y)ψ(y)
be invariant under Sspatial. Then there exists a bilinear form
Pren
(
ψ∗ν ,
{
ψν′
}3
ν′=0
)
that is also invariant under Sspatial, such that
P(∂νψ∗, ψ) = Pren
(
∂νψ∗,
{
∂ν′ψ
}3
ν′=0
)
and ‖Pren‖m ≤ cloc‖P‖m¯
(b) Let 1 ≤ ν ≤ 3 and let
P(ψ∗, ψ, ψν) =
∫
dx1 · · · dx4 K(x1, x2, x3, x4) ψ∗(x1)ψ(x2)ψ∗(x3)ψν(x4)
be invariant under Sspatial. Then there exists, in the notation of Definition 6.1,
Pren
(
(ψ∗, {ψ∗ν′}) , (ψ, {, ψν′})
)
∈ P(2,1,1) ⊕P(2,0,2)
that
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• is of degree at least one in ψν and
• obeys P(ψ∗, ψ, ∂νψ) = Pren
(
(ψ∗, {∂ν′ψ∗}) , (ψ, {∂ν′ψ})
)
and with
• each monomial in Pren having ‖ · ‖m norm bounded by cloc‖P‖m¯
(c) Let
P(ψ∗, ψ) =
∫
X
(n)
0
dx dy ψ∗(x)K(x, y)ψ(y)
be invariant under S. Then there exists
Pren
(
ψ∗, ψ, ψ∗ν , ψν
)
∈ P(1,1,0) ⊕P(0,1,1) ⊕P(0,0,2)
such that each monomial in Pren has ‖ · ‖m norm bounded by cloc‖P‖m¯ and
P(ψ∗, ψ) = δµ
∫
dx ψ∗(x)ψ(x) + Pren
(
ψ∗, ψ, ∂νψ∗, ∂νψ
)
where
δµ =
∫
dy K(0, y)
is real and obeys |δµ| ≤ ‖K‖m=0.
Proof. (a) By Corollary B.2, with γ = ψ∗ν ,
P(ψ∗ν , ψ) = K
∫
dx ψ∗ν(x)ψ(x) +
3∑
ν′=0
Pν′
(
ψ∗ν , ∂ν′ψ
)
We have K(x, y) = −K(Rνx− eν , Rνy), by [7, Lemma B.4], so that
K =
∫
dy K(0, y) = −
∫
dy K(−eν , Rνy) = −
∫
dy K(−eν , y) = −K
yielding K = 0. Set
P ′ren
(
ψ∗ν ,
{
ψν′
})
=
3∑
ν′=0
Pν′
(
ψ∗ν , ψν′
)
It has all of the properties required of Pren, with the possible exception of invariance
under Sspatial. To recover invariance under Sspatial we define Pren by averaging over
Sspatial.
Pren =
1
|Sspatial|
∑
g∈Sspatial
gP ′ren
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The claim follows by [7, Remark B.5].
(b) Write
P(ψ∗, ψ, ψν) = K
∫
dx ψ∗(x)ψ(x)ψ∗(x)ψν(x) + δP(ψ∗, ψ, ψν)
where
K =
∫
dx1dx2dx3 K(x1, x2, x3, 0)
and
δP(ψ∗, ψ, ψν)
=
∫
dx1 dx2 dx3 dx K(x1, x2, x3, x)
[
ψ∗(x1)ψ(x2)ψ∗(x3)− ψ∗(x)ψ(x)ψ∗(x)
]
ψν(x)
As K(x1, x2, x3, x4) = −K(Rνx1, Rνx2, Rνx3, Rνx4−eν), by [7, Lemma B.4], we have
K =
∫
dx1dx2dx3 K(x1, x2, x3, 0)
= −
∫
dx1dx2dx3 K(x1, x2, x3,−eν)
= −
∫
dx1dx2dx3 K(x1 + eν , x2 + eν , x3 + eν , 0)
= −K
so that K = 0. As in Lemma B.1,
δP(ψ∗, ψ, ψν)
=
∫
dx1 dx2 dx3 dx K(x1, x2, x3, x) ψ∗(x1)ψ(x2)
[
ψ∗(x3)− ψ∗(x)
]
ψν(x)
+
∫
dx1 dx2 dx3 dx K(x1, x2, x3, x) ψ∗(x1)
[
ψ(x2)− ψ(x)
]
ψ∗(x)ψν(x)
+
∫
dx1 dx2 dx3 dx K(x1, x2, x3, x)
[
ψ∗(x1)− ψ∗(x)
]
ψ(x)ψ∗(x)ψν(x)
= P ′1(ψ∗, ψ,
{
∂ν′ψ∗
}
, ψν) + P
′
2(ψ∗, ψ,
{
∂ν′ψ
}
, ψν) + P
′
3(ψ∗, ψ,
{
∂ν′ψ
}
, ψν)
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where
P ′1(ψ∗, ψ,
{
ψ∗ν′
}
, ψν) =
∑
b∈Π(x,x3)
∫
dx1 dx2 dx3 dx K(x1, x2, x3, x)
ψ∗(x1)ψ(x2)ψ∗∇
(
{ψ∗ν′
)
(b)ψν(x)
P ′2(ψ∗, ψ,
{
ψ∗ν′
}
, ψν) =
∑
b∈Π(x,x2)
∫
dx1 dx2 dx3 dx K(x1, x2, x3, x)
ψ∗(x1)ψ∇
(
{ψν′
)
(b)ψ∗(x)ψν(x)
P ′3(ψ∗, ψ,
{
ψ∗ν′
}
, ψν) =
∑
b∈Π(x,x1)
∫
dx1 dx2 dx3 dx K(x1, x2, x3, x)
ψ∗∇
(
{ψ∗ν′
)
(b)ψ(x)ψ∗(x)ψν(x)
For each i = 1, 2, 3, we may write
P ′i(ψ∗, ψ,
{
ψ(∗)ν′
}
, ψν) =
3∑
ν′=0
Piν′(ψ∗, ψ, ψ(∗)ν′ , ψν)
and bound Pν′ just as Pν was bounded in Lemma B.1. Then it suffices to set
Pren
(
(ψ∗, {ψ∗ν′}) , (ψ, {, ψν′})
)
= 1
|Sspatial|
∑
g∈Sspatial
3∑
ν′=0
3∑
i=1
gPiν′(ψ∗, ψ, ψ(∗)ν′ , ψν)
(c) By Corollary B.2, with γ = ψ∗,
P(ψ∗, ψ) = δµ
∫
dx ψ∗(x)ψ(x) +
3∑
ν=0
Pν
(
ψ∗, ∂νψ
)
with
‖Pν‖(m+m¯)/2 ≤ C
′
r‖P‖m¯
We have K(R0y, R0x) = K(x, y), by [7, Example B.3], so that
δµ =
∫
dy K(0, y) =
∫
dy K(R0y, 0) =
∫
dy K(0,−R0y) =
∫
dy K(0, y) = δµ
so that δµ is real. By averaging as in part (a), we may assume that each Pν
(
ψ∗, ψν
)
is invariant under Sspatial. It now suffices to apply part (a) to each Pν , 1 ≤ ν ≤ 3,
and average over S.
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We fix any k, k′0 and k
′
sp and use norms ‖F(ψ˜∗, ψ˜)‖ and ‖F(ψ˜∗, ψ˜)‖which associate
the weight factor k to the fields ψ(∗), the weight factor k
′
0 to the fields ψ(∗)0, and the
weight factor k′sp to the fields ψ(∗)ν , 1 ≤ ν ≤ 3. The norm ‖ · ‖ has mass m¯ and the
norm ‖ · ‖ has mass m.
Let Prel, PD and Pirr be the spaces of Definition 6.1 and, as in Definition 6.1,
denote by P(4,0,0) the space of quartic monomials in ψ∗, ψ that are S invariant and
particle number preserving.
Proposition B.4. There exist linear maps
ℓ : Prel → C L4 : Prel → P(4,0,0) LD : Prel → PD I : Prel → Pirr
such that, for all P ∈ Prel,
P
(
(ψ∗, {∂νψ∗}) , (ψ, {∂νψ})
)
= ℓ(P)
∫
dx ψ∗(x)ψ(x) + L4(P)(ψ∗, ψ)
+ LD(P)
(
(ψ∗, {∂νψ∗}) , (ψ, {∂νψ})
)
+ I(P)
(
(ψ∗, {∂νψ∗}) , (ψ, {∂νψ})
)
and
• for P ∈ PD,
ℓ(P) = 0 L4(P) = 0 LD(P) = P I(P) = 0
• for P ∈ P(4,0,0),
ℓ(P) = 0 L4(P) = P LD(P) = 0 I(P) = 0
• for P =
∫
dx dx′ ψ∗(x)K(x, x
′)ψ(x′) ∈ P(2,0,0)
◦ ℓ(P) =
∫
dx′ K(0, x′)
◦ L4(P) = 0
◦ LD(P) = L(1,1,0)(P) + L(0,1,1)(P) + L(0,0,2)(P) with
L(1,1,0)(P) ∈ P(1,1,0) ‖L(1,1,0)(P)‖ ≤ 2cloc
k′0
k
‖P‖
L(0,1,1)(P) ∈ P(0,1,1) ‖L(0,1,1)(P)‖ ≤ 6cloc
k′0k
′
sp
k2
‖P‖
L(0,0,2)(P) ∈ P(0,0,2) ‖L(0,0,2)(P)‖ ≤ 9cloc
k′sp
2
k2
‖P‖
◦ I(P) = 0
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• for P ∈ P(1,0,1), we have ℓ(P) = 0 , L4(P) = 0 , I(P) = 0 and LD(P) =
L(0,1,1)(P) + L(0,0,2)(P) with
L(0,1,1)(P) ∈ P(0,1,1) ‖L(0,1,1)(P)‖ ≤ cloc
k′0
k
‖P‖
L(0,0,2)(P) ∈ P(0,0,2) ‖L(0,0,2)(P)‖ ≤ 3cloc
k′sp
k
‖P‖
• for P ∈ P(3,0,1), we have ℓ(P) = 0, L4(P) = 0 , LD(P) = 0 and
‖I(P)‖ ≤ 18cloc
( k′0
k
+
k′sp
k
)
‖P‖
Proof. Just apply the previous lemma.
Definition B.5. Let F(ψ˜∗, ψ˜) be an analytic function of the fields in a neighbour-
hood of the origin in H˜
(n)
0 × H˜
(n)
0 that obeys F(0, 0) = 0. Write F = Frel+Firr with
Frel ∈ Prel and Firr ∈ Pirr. Define
ℓ(F) = ℓ(Frel) L4(F) = L4(Frel) LD(F) = LD(Frel) I(F) = I(Frel) + Firr
Corollary B.6. Let F(ψ˜∗, ψ˜) be an analytic function of the fields in a neighbourhood
of the origin in H˜
(n)
0 × H˜
(n)
0 that obeys F(0, 0) = 0.
(a) Then
F
(
(ψ∗, {∂νψ∗}) , (ψ, {∂νψ})
)
= ℓ(F)
∫
dx ψ∗(x)ψ(x) + L4(F)(ψ∗, ψ)
+ LD(F)
(
(ψ∗, {∂νψ∗}) , (ψ, {∂νψ})
)
+ I(F)
(
(ψ∗, {∂νψ∗}) , (ψ, {∂νψ})
)
(b) If the monomial in F of type (2, 0, 0) is F2(ψ∗, ψ) =
∫
dx dx′ ψ∗(x)K(x, x
′)ψ(x′)
then
ℓ(F) =
∫
dx K(0, x) =
F2(1, 1)∫
dx
and |ℓ(F)| ≤ 1
k2
‖F‖
(c) We have
‖L4(F)‖ , ‖LD(F)‖ , ‖I(F)‖ ≤
[
1 + 9cloc
( k′0
k
+
k′sp
k
)]2
‖F‖
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(d) Define a partial ordering2 on the set of vectors ~p = (pu, p0, psp) by
(pu, p0, psp) . (p
′
u, p
′
0, p
′
sp) ⇐⇒ p0 ≤ p
′
0, psp ≤ p
′
sp, pu+p0+psp ≤ p
′
u+p
′
0+p
′
sp
If F ∈ P~p then LD(F) ∈
⊕
~p′&~p
P~p′.
Remark B.7. The following are useful when exploiting Corollary B.6.b.
(a) Denote by 1,1crs and 1fin the functions on X
(n)
0 , X
(n+1)
−1 and Xn, respectively,
which alway take the value 1. Then
Q1 = 1crs Q
∗1crs = 1 Qn1fin = 1 Q
∗
n1 = 1fin Qn1 = an1 Dn1fin = 0
where, as in (6.8),
an = a
(
1 +
n−1∑
j=1
1
L2j
)−1
(b) We have
Sn1fin = S
∗
n1fin =
1
an
1fin Sn(µ)1fin = Sn(µ)
∗1fin =
1
an−µ
1fin
Sn(µ)
(∗)Q∗nQn1 =
an
an−µ
1fin (Sn(µ)
(∗)Q∗nQn)
∗
1fin =
an
an−µ
1
B(∗)n,µ1 =
an
[an−µ−δµ][an−µ]
1fin B
∗
(∗)n,µ1fin =
an
[an−µ−δµ][an−µ]
1fin
B(∗)n,µ,D1 = 0 B
∗
(∗)n,µ,D1fin = 0
B
(−)
n,µ,D1 = 0 B
(−)∗
n,µ,D1fin = 0
where B(∗)n,µ and B(∗)n,µ,D are the operators of [8, Proposition 4.1] and B
(−)
n,µ,D
is the operator of [8, Proposition 2.1].
Proof. (a) Taking Fourier transforms, both of the equations
Qn1fin = 1 and Q
∗
n1 = 1fin
follow from the facts that the function un(p) of [4, Remark 2.1.b] obeys un(k+ℓ) = 1,
when k = ℓ = 0 and un(k+ ℓ) = 0 when k = 0 and 0 6= ℓ ∈ Bˆn. See [4, Remark 2.1.e
and Lemma 2.2.b,c]. Similarly, both of the equations Q1 = 1crs and Q
∗1crs = 1 follow
from the facts that the function u+(p) of [4, (2.4)] obeys u+(k+ℓ) = 1, when k = ℓ = 0
and u+(k + ℓ) = 0 when k = 0 and 0 6= ℓ ∈ Bˆ
+. See [4, Remark 2.1.e and Lemma
2“Converting a nonderivative field to a derivative field” or “adding a field”, increases (pu, p0, psp)
under this partial ordering.
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2.3.c,d]. As Qn = a
(
1l+
∑n−1
j=1
1
L2j
QjQ
∗
j
)−1
the equality Qn1 = a
(
1+
∑n−1
j=1
1
L2j
)−1
1 =
an1 follows. That Dn1fin = 0 is true is trivial since discrete derivatives annihilate
constant functions.
(b) follows from part (a) and the definitions
S(∗)n
−1
= Dn +Q
∗
nQnQn
Sn(µ)
(∗)−1 = Dn +Q
∗
nQnQn − µ
B(∗)n,µ = S
(∗)
n
[
1l− (µ+ δµ)S(∗)n
]−1
Sn(µ)
(∗)Q∗nQn
B(∗)n,µ,D = Sn(µ)
(∗)Q∗nQn −
(
Q∗nQnQn − µ− δµ
)
B(∗)n,µ
B
(−)
n,µ,D1 =
[
1l− (Q∗nQnQn − µ)Sn(µ)
]
Q∗nQn
C Scaling and Bounds
Let n ≥ 0 and 0 ≤ i, j ≤ n + 1. In this appendix we consider the impact of scaling
on norms of functions
F : H˜
(n+1−j)
j−1 × H˜
(n+1−j)
j−1 → C
and field maps
A : H˜
(n+1−j)
j−1 × H˜
(n+1−j)
j−1 ×H
(n+1−i)
i−1 ×H
(n+1−i)
i−1 → H
(0)
n
Recall from [7, Definition 2.1.b], that (SF)(β˜∗, β˜) = F
(
S−1β˜∗, S
−1β˜) maps
SF : H˜
(n+1−j)
j × H˜
(n+1−j)
j → C
Similarly, define the scaled field map
A(s)(β˜∗, β˜, z∗, z) = L
−1
∗
[
A
(
S
−1β˜∗, S
−1β˜, S−1z∗, S
−1z)
]
(C.1)
with the L∗ of [7, Definition 1.5.a]. It maps
A(s) : H˜
(n+1−j)
j × H˜
(n+1−j)
j ×H
(n+1−i)
i ×H
(n+1−i)
i → H
(0)
n+1
We fix any mˇ, kˇ, kˇ′, kˇl > 0 and use the norms ‖F(α˜∗, α˜)‖
ˇ, |||A(α˜∗, α˜, ζ∗, ζ)|||
ˇwith
mass mˇ > 0 and weight factors kˇ, kˇ′, kˇl to measure the unscaled functions and field
maps. See [7, Definition A.3]. The weight factor kˇ is used for the α(∗)’s, the weight
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factor kˇ′ is used for the α(∗)ν ’s, 0 ≤ ν ≤ 3, and the weight factor kˇl is used for the
ζ(∗)’s.
Also, fix any m, k, k′, kl > 0 and use the norms ‖(SF)(β˜∗, β˜)‖, |||A
(s)(β˜∗, β˜, z∗, z)|||
with mass m > 0 and weight factors k, k′, kl to measure the scaled functions and field
maps. The weight factor k is used for the β(∗)’s, the weight factor k
′ is used for the
β(∗)ν ’s, 0 ≤ ν ≤ 3, and the weight factor kl is used for the z(∗)’s.
Definition C.1 (Scaling Divergence Factor).
(a) Let
M
(
(α∗, {α∗ν}) , (α, {αν})
)
=
∫
X
(n+1−j)
j−1
dv1 · · · dvp M(v1, · · · , vp)
p∏
ℓ=1
ασℓ(vℓ)
be a monomial of degree p. Here each ασℓ is one of α∗, α,
{
α∗ν , αν
}3
ν=0
. Denote
by
• pu, the number of ασℓ ’s that is either α∗ or α and
• p0, the number of ασℓ ’s that is either α∗0 or α0 and
• psp, the number of ασℓ ’s that is one of
{
α∗ν , αν
}3
ν=1
.
Set
Sdf(M) =
(
1
L3/2
k
kˇ
)pu( 1
L7/2
k′
kˇ′
)p0( 1
L5/2
k′
kˇ′
)psp
(b) Let F be an analytic function on a neighbourhood of the origin in H˜
(n+1−j)
j−1 ×
H˜
(n+1−j)
j−1 . Then Sdf(F) is the supremum of Sdf(M) with M running over the
nonzero monomials in the power series representation of F .
Lemma C.2. Assume that m ≤ Lmˇ.
(a) Let
M
(
(α∗, {α∗ν}) , (α, {αν})
)
=
∫
X
(n+1−j)
j−1
dv1 · · · dvp M(v1, · · · , vp)
p∏
ℓ=1
ασℓ(vℓ)
be a monomial as in Definition C.1.a. Then the kernel of SM is
M (s)(u1, · · · , up) = L
7
2
pu+
3
2
p0+
5
2
pspM(Lu1, · · · ,Lup) (C.2)
and ∥∥M (s)∥∥
m
≤ L5L−
3
2
pu−
7
2
p0−
5
2
psp
∥∥M∥∥
mˇ
(C.3)
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(b) Let F be an analytic function on a neighbourhood of the origin in H˜
(n+1−j)
j−1 ×
H˜
(n+1−j)
j−1 . Then ∥∥SF∥∥ ≤ L5 Sdf(F) ‖F‖ˇ
In the event that k ≤ L3/2kˇ and k′ ≤ L5/2kˇ′, then
∥∥SF∥∥ ≤ L5 ‖F‖ˇ.
(c) Assume that k ≤ L3/2kˇ, k′ ≤ L5/2kˇ′ and kl ≤ L
3/2kˇl. Let A be a field map defined
on a neighbourhood of the origin in H˜
(n+1−j)
j−1 × H˜
(n+1−j)
j−1 ×H
(n+1−i)
i−1 ×H
(n+1−i)
i−1
and taking values in H
(0)
n . Then |||A(s)||| ≤ |||A|||ˇ.
Proof. (a) [7, Remark 2.2.h] gives (C.2). Then, introducing the local shorthand
notation X = X
(n+1−j)
j and Xˇ = X
(n+1−j)
j−1 ,∥∥M (s)∥∥
m
= max
1≤i≤p
max
ui
∫
X p−1
du1 · · · dui−1 dui+1 · · · dup L
7
2
pu+
3
2
p0+
5
2
pspM(Lu1, · · · ,Lup) e
mτ(u1,··· ,up)
≤ L
7
2 pu+
3
2 p0+
5
2psp
L5(p−1)
max
1≤i≤p
max
vi
∫
dv1 · · · dvi−1 dvi+1 · · ·dvpM(v1, · · · , vp) e
Lmˇτ(L−1v1,··· ,L−1vp)
≤ L
7
2 pu+
3
2 p0+
5
2psp
L5(p−1)
max
1≤i≤p
max
vi
∫
dv1 · · ·dvi−1 dvi+1 · · · dvp M(v1, · · · , vp) e
mˇτ(v1,··· ,vp)
= L5L−
3
2
pu−
7
2
p0−
5
2
psp
∥∥M∥∥
mˇ
since, if t(v1, · · · , vp) is the length of a specific tree T that is minimal for τ(v1, · · · , vp)
and if tL(v1, · · · , vp) is the length of the tree constructed from T by moving the
location v of each vertex of T to L−1v,
Lτ(L−1v1, · · · ,L
−1vp) ≤ LtL(v1, · · · , vp) ≤ t(v1, · · · , vp) = τ(v1, · · · , vp)
(b) It suffices to consider the case that F is a monomial as in part (a). Then
‖SF‖ =
∥∥M (s)∥∥
m
kpu k′
p0+psp
≤ L5L−
3
2
pu−
7
2
p0−
5
2
psp
(
k
kˇ
)pu ( k′
kˇ′
)p0+psp∥∥M∥∥
mˇ
kˇpu kˇ′
p0+psp
= L5 Sdf(F)‖F‖ˇ
(c) Once again it suffices to consider monomials
A
(
(α∗, {α∗ν}) , (α, {αν}) , ζ∗ , ζ
)
(v0) =
∫
dv1 · · ·dvp M(v0, v1, · · · , vp)
p∏
ℓ=1
ασℓ(vℓ)
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of degree p. Here each ασℓ is one of α∗, α,
{
α∗ν , αν
}3
ν=0
, ζ∗, ζ . If ασℓ is one of
α∗, α,
{
α∗ν , αν
}3
ν=0
, then vℓ runs over X
(n+1−j)
j−1 . If ασℓ is one of ζ∗, ζ , then vℓ runs
over X
(n+1−i)
i−1 . The argument v0 runs over Xn. We denote by
• pu, the number of ασℓ ’s that is one of α∗, α, ζ∗, ζ .
• p0, the number of ασℓ ’s that is either α∗0 or α0 and
• psp, the number of ασℓ ’s that is one of
{
α∗ν , αν
}3
ν=1
.
The analog of (C.2) for A is
M (s)(u0, u1, · · · , up) = L
7
2
pu+
3
2
p0+
5
2
pspM(Lu0,Lu1, · · · ,Lup)
The analog of (C.3) for A is∥∥M (s)∥∥
m
≤ L−
3
2
pu−
7
2
p0−
5
2
psp
∥∥M∥∥
mˇ
and the claim follows.
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D Notation
The references in the following tables are to [7] and this paper.
Notation Definition Comments
X §1.1 spatial lattice
h §1.1 “kinetic energy” operator
h §1.1 periodization of h
h0 = θh after (1.4) periodization of h0
h0 = ∇
∗H∇ §1.5
Lsp §1.1 spatial cutoff
Ltp =
1
θkT
after (1.2) temporal cutoff
X0 =
(
Z/LtpZ
)
×
(
Z3/LspZ
3
)
after (1.2) unit lattice
Xn =
(
1
L2n
Z
/ Ltp
L2n
Z
)
×
(
1
Ln
Z3
/Lsp
Ln
Z3
)
Defn. 1.5.a “fine” scaled lattice
X
(n)
0 =
(
Z
/Ltp
L2n
Z
)
×
(
Z3
/Lsp
Ln
Z3
)
before Defn. 1.1 unit blocked lattice
X
(n+1)
−1 =
(
L2Z
/Ltp
L2n
Z
)
×
(
LZ3
/Lsp
Ln
Z3
)
Defn. 1.1.a “coarse” blocked lattice
X
(n)
j Defn. 1.5.a blocked, scaled lattices
L Theorem 1.17 scaling parameter
Hn = L
2(Xn) Defn. 1.5.a
H
(n)
0 = L
2(X
(n)
0 ) Defn. 1.5.a
H
(n)
j = L
2(X
(n)
j ) Defn. 1.5.a
〈α1, α2〉j =
∫
X
(n)
j
α1(u)α2(u) du Defn. 1.5.a bilinear form for H
(n)
j∫
X
(n)
j
du = 1
L5j
∑
u∈X
(n)
j
Defn. 1.5.a “integral” over X
(n)
j
L : X
(n)
j → X
(n)
j−1 Defn. 1.5.a (u0,u) 7→ (L
2u0, Lu)
L∗ : H
(n)
j →H
(n)
j−1 Defn. 1.5.a L∗(α)(Lu) = α(u)
S = L3/2 L−1∗ : H
(k)
j−1 →H
(k)
j Defn. 2.1.a field scaling operator
Sν Defn. 2.1.a scales differentiated fields
Q : H
(n)
0 →H
(n+1)
−1 Defn. 1.1.a blockspin average
Qn : H
(0)
n → H
(n)
0 Defn. 1.5.a blockspin average
Qˇn Lemma 2.4 Qˇn = S
−1QnS = QQn−1
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q Definition 1.11.d block spin averaging profile
A0(ψ∗, ψ) (1.20) initial action
A0(ψ∗, ψ, µ,V) Definition 1.5.b dominant part of A0
An(ψ∗, ψ) Proposition 4.2.a scale n action
An(ψ∗, ψ, φ∗, φ, µ,V) Definition 1.5.b dominant part of An
D0 = 1l− e
−h0 − e−h0∂0 (1.4)
D0 §1.5 D0 is the periodization of D0
Dn = L
2n L−n∗ D0 L
n
∗ Definition 1.5.a scaled D0
v §1.1 original two–body interaction
V0(ψ∗, ψ) (1.4), [7, Prop. D.1] scale zero interaction
V0 §1.5 kernel of V0
V0 §1.5 V0 is the periodization of V0
v0 =
∑
x2,x3,x4
V0(0, x2, x3, x4) §1.5
v0 = 2‖V0‖2m §1.5
vn after (5.1)
v0
Ln
= 2‖V
(u)
n ‖2m
V
(u)
n Definition 1.5.b n–fold scaled V0
V
(u)
n Definition 1.5.b kernel of V
(u)
n
Vn(φ∗, φ) Theorem 1.17 scale n interaction
R0(ψ∗, ψ) (1.4), [7, Prop. D.1]
E0(ψ∗, ψ) (1.4), [7, Prop. D.1]
µ §1.1 original chemical potential
µ0 (1.4), [7, Prop. D.1] scale zero chemical potential
µ∗ (1.19) µ∗ + v
4
3
−16ǫ
0 ≤ µ0 ≤ v
8
9
+ǫ
0
µn Theorem 1.17 scale n chemical potential
T Definition 1.1.b block spin transformation
a = 1 Definition 1.1.b block spin parameter
an (6.8) a
(
1 +
∑n−1
j=1
1
L2j
)−1
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Qn Definition 1.5.b a
(
1 +
∑n−1
j=1
1
L2j
QjQ
∗
j
)−1
if n ≥ 2
Qˇn Lemma 2.4 Qˇn =
1
L2
S
−1QnS
N
(n)
T
Definition 1.1.b normalization constant for T
T
(SF )
n Definition 1.6 small field blockspin transformation
N˜
(n)
T
Definition 1.6 normalization constant for T
(SF )
n
φ(∗)n(ψ∗, ψ, µ,V) Proposition 1.14 background fields
φ
(≥3)
(∗)n (ψ∗, ψ, µ,V) Proposition 1.14 part of φ(∗)n of degree at least 3
ψ(∗)n(θ∗, θ, µn,Vn) Proposition 1.15 critical fields
ψ
(≥3)
(∗)n (θ∗, θ, µn,Vn) Proposition 1.15 part of ψ(∗)n of degree at least 3
∆(n) (1.14)
C(n) (1.15) covariance
D(n) before (1.15) square root of C(n)
C(n)(µ) Proposition 1.15 C(n)(µ) =
(
a
L2
Q∗Q+∆(n)(µ)
)−1
∆(n)(µ) Proposition 1.15
δψ(∗) (1.13) fluctuation fields
δψ(∗) = D
(n)(∗)ζ(∗) after (1.15) fluctuation fields
z(w) = ζ(Lw) before (4.10) fluctuation field
α˜ =
(
α,{αν}ν=0,1,2,3
)
(1.17) α, αν ∈ H
(n)
j
H˜
(n)
j (1.17)
{
α˜
}
= H˜
(n)⊕4
j
~p = (pu, p0, psp) Definition 1.8 monomial type
D (1.18) low degree watch list
Drel Definition 1.16 scaling/weight relevant monomial types
sdf(~p;C) Definition 5.2 Scaling divergence factor
sdf(C) Definition 5.2 sup~p/∈Drel sdf(~p;C)
∆(~p) Definition 5.2 3
2
pu +
7
2
p0 +
5
2
psp where ~p = (pu, p0, psp)
R˜0(ψ˜∗, ψ˜) §1.5 R0(ψ∗, ψ)=R˜0
(
(ψ∗, {∂νψ∗}), (ψ, {∂νψ})
)
R˜
(~p)
0 §1.5 part of R˜0 of type ~p
R˜
(~p)
n (φ˜∗, φ˜) Theorem 1.17 polynomial of type ~p
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R˜n(φ˜∗, φ˜) Thm. 1.17 R˜n(φ˜∗, φ˜) =
∑
~p∈D R˜
(~p)
n (φ˜∗, φ˜)
Rn(φ∗, φ) Thm. 1.17 Rn(φ∗, φ) = R˜n
(
(φ∗, {∂νφ∗}), (φ, {∂νφ})
)
E˜n(ψ˜∗, ψ˜) Thm. 1.17 scaling/weight irrelevant function
En(ψ∗, ψ) Thm. 1.17 En(ψ∗, ψ) = E˜n
(
(ψ∗, {∂νψ∗}), (ψ, {∂νψ})
)
Zn Thm. 1.17 normalization constant
Z˜n (1.6) Z˜n =
∏n
j=1L
3|X
(j)
0 |
Z ′n Prop. 5.6 normalization constant
‖f‖m Defn. 1.9 ℓ
1–ℓ∞ norm with mass m of f : X → C
Defn. 1.10 norm with mass m and weights κ1, · · · , κs
|||A||| [7, Defn. A.3] field–map norm of mass m and weights κj
κ(n) = L
ηn
v
1/3−ǫ
0
Defn. 1.11.a weight for ψ(∗) in the n
th step
η = 1
2
+ 1
3
log v0
log(µ0−µ∗)
Defn. 1.11.a 3
4
+ 2ǫ < η < 7
8
− ǫ
3
κ′(n) = L
η′n
v
1/3−ǫ
0
Defn. 1.11.a weight for ∂νψ(∗) in the n
th step
η′ = 3
2
− log v0
log(µ0−µ∗)
−ǫ Defn. 1.11.a 3
8
< η′ < 3
4
− 8ǫ
el(n) = L
ηln v
1
3
−2ǫ
0 Defn. 1.11.a bound on fluctuation integral of n
th step
ηl=
(
2
3
−4ǫ
)
log v0
log(µ0−µ∗)
Defn. 1.11.a
κ¯ (5.1) κ(n + 1)
κ¯′ (5.1) κ′(n+ 1)
κ¯l (5.1) κl(n + 1) = 4rn
κ¯~p Lemma 5.5.c κ¯~p = κ¯puκ¯′p0+psp where ~p = (pu, p0, psp)
‖E˜(ψ˜∗, ψ˜)‖
(n) Defn. 1.11.a norm with mass m and weights κ(n), κ′(n)
‖E˜(ψ˜∗, ψ˜)‖m Defn. 1.11.a norm with mass m and weights all one
np ≤ logL
1
v
2
3−8ǫ
0
Defn. 1.11.b number of steps in the “parabolic flow”
rn =
1
4
κl(n + 1) Defn. 1.11.c radius of domain of integration in n
th step
κl(n) =
(
Ln
v0
)ǫ/2
Defn. 1.11.c
r~p(n, C) Remark 1.18
∥∥R˜(~p)n ∥∥m ≤ r~p(n, CR)
Πnℓ (C) Remark 1.18
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CR Remark 1.18 n, L, independent constant
CδV Remark 1.18 n, L, independent constant
Cl Lemma 5.5 n, L, independent constant
Cren Lemma 6.6 n, L, independent constant
Γop Convention 1.2 n, L, independent constant
µup Convention 1.2 n, L, independent constant
K1, K2, · · · Convention 1.2 n, L, independent constants
Kbg Convention 1.2 maxj Kj
ρ1, ρ2, · · · Convention 1.2 n, L, independent constants
ρbg Convention 1.2 min
{
1
8
, minj ρj
}
Λδµ Lemma 6.7 n independent, L dependent constant
cloc Lemma B.3 n, L, independent constant
cA (6.7) n, L, independent constant
cΩ Lemma 6.3 n, L, independent constant
cδV Lemma 6.4 n, L, independent constant
KΦ (6.11), (6.12) n, L, independent constant
cgar Lemma 6.5 n, L, independent constant
cµ∗ Lemma A.1 n, L, independent constant
Sn = (Dn+Q
∗
nQnQn)
−1 Theorem 1.13 Green’s functions
Sn(µ) Theorem 1.13 Sn(µ) = (Dn +Q
∗
nQnQn − µ)
−1
er, eR, eµ, e
′
R before [7, (D.1)] parameters in [2, Hypothesis 2.14]
Zθ [7, (D.2)] normalization constant
Zin [7, Prop. D.1] Zin = Zθe
−θµ
j(t) = e−t(h−µ) [7, (D.2)]
Vθ(α
∗, β) [7, (D.2)] interaction output from [2]
Rθ(α∗, β) [7, (D.2)] degree two output from [2]
Eθ(α∗, β) [7, (D.2)] higher degree output from [2]
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Dθ(α∗, β) [7, (D.2)] Dθ(α∗, β) = Rθ(α∗, β) + Eθ(α∗, β)
Aˇn(θ∗, θ, φˇ∗, φˇ, µ,V) Definition 2.3 An(Sθ∗, Sθ, Sφˇ∗, Sφˇ, L
2µ, SV)
φˇ(∗)n(θ∗, θ, µ,V) Definition 3.2 S
−1
[
φ(∗)n(Sθ∗, Sθ, L
2µ, SV)
]
δφ(∗)n
(
ψ∗, ψ, δψ∗, δψ, µ,V
)
Definition 3.5
δφˇ(∗)n
(
θ∗, θ, δψ∗, δψ, µ,V
)
Definition 3.5
δφˇ
(+)
(∗)n
(
θ∗, θ; δψ∗, δψ, µ,V
)
Definition 3.5
ψˆ(∗)n(ψ∗, ψ, µ,V) (4.3) S
[
ψ∗n(S
−1ψ∗, S
−1ψ, µ,V)
]
δφˆ(∗)n+1(ψ∗, ψ, z∗, z) (4.7)
δφˆ
(+)
(∗)n+1(ψ∗, ψ, z∗, z) (4.9)
Cˇn(θ∗, θ) beginning §4
Fˇn(θ∗, θ) beginning §4
Eˇn+1,1(θ∗, θ) beginning §4 En
(
ψ∗n(θ∗, θ, µn,Vn), ψn(θ∗, θ, µn,Vn)
)
δEˇn(θ∗, θ, δψ∗, δψ) beginning §4
δRˇn(θ∗, θ, δψ∗, δψ) beginning §4
δAˇn(θ∗, θ, δψ∗, δψ) beginning §4
Cn(ψ∗, ψ) before (4.3)
Fn(ψ∗, ψ) (4.4) Also see Proposition 5.6
En+1,1(ψ∗, ψ) (4.3) (SEn)
(
ψˆ(∗)n(ψ∗, ψ, µn,Vn)
)
δEn(ψ∗, ψ, z∗, z) (4.5)
δRn(ψ∗, ψ, z∗, z) (4.6)
δAn(ψ∗, ψ, z∗, z) (4.8)
δA
(2)
n , δA
(≥3)
n Lemma 5.5.a
E˜n+1,1(ψ˜∗, ψ˜) Lemma 5.5.b En+1,1(ψ∗, ψ)= E˜n+1,1
(
(ψ(∗), {∂νψ(∗)})
)
E˜n+1,2(ψ˜∗, ψ˜) Lemma 6.6 E˜n+1 = E˜n+1,1 + E˜n+1,2
δE˜n(ψ˜∗, ψ˜, z∗, z) Lemma 5.5.b
δR˜
(~p)
n (ψ˜∗, ψ˜, z∗, z) Lemma 5.5.c
δR˜n(ψ∗, ψ, z∗, z) Lemma 5.5.c
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σn(~p) Lemma 5.5.c
E˜l(ψ˜∗, ψ˜) Proposition 5.6
D˜(ψ˜∗, ψ˜, z∗, z) before Lemma 5.7
P ψ2 before Lemma 5.7 degree 1 in each of ψ∗, ψ, any degree in z(∗)
P ψ1 before Lemma 5.7 extracts degree 1 in ψ(∗), any degree in z(∗)
P ψ0 before Lemma 5.7 degree 0 in ψ(∗), ψ(∗)ν , any degree in z(∗)
Mn Lemma 5.7.a
Pψ∗ψ Proposition 5.8.a degree 1 in each of ψ∗, ψ, degree 0 in ψ(∗)ν
M ′n Proposition 5.8.a
Mn Proposition 5.8.b
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