In this paper, Cohen-Grossberg neural networks (CGNNs) with delays are considered. Some new sufficient conditions for the existence and exponential stability of anti-periodic solutions are established.
Introduction
Due to the fact that Cohen-Grossberg neural networks (CGNNs) have good applications in signal processing, pattern recognition, associative memory and optimization, they have been the object of intensive analysis by numerous authors in recent years. In particular, there have been extensive results on the problem of the existence and stability of equilibrium points and periodic solutions of CGNNs in the literature. We refer the reader to [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] and the references cited therein. However, to the best of our knowledge, there exist no results for the existence and stability of anti-periodic solutions of CGNNs. Moreover, it is well known that the existence of anti-periodic solutions plays a key role in characterizing the behavior of nonlinear differential equations (see [12] [13] [14] [15] [16] ). Thus, it is worthwhile to continue to investigate the existence and stability of anti-periodic solutions of CGNNs.
In this paper, we consider anti-periodic solutions of the following models for CGNNs with time-varying delays and continuously distributed delays x i (t) = −a i (t, x i (t)) b i (t, x i (t)) − where a i and b i are continuous functions on R 2 , f j , g j , c ij , d ij , τ ij and I i are continuous functions on R; n corresponds to the number of units in a neural network; x i (t) denotes the potential (or voltage) of cell i at time t; a i (t, ·) represents an amplification function; b i (t, ·) is an appropriately behaved function; c ij (t) and d ij (t) denote the strengths of connectivity between cell i and j at time t, respectively; the activation function f j (·) and g j (·) show how the jth neuron reacts to the input, τ ij (t) ≥ 0 corresponds to the transmission delay of the ith unit along the axon of the jth unit at the time t, and I i (t) denote the ith component of an external input source introduced from outside the network to cell i at time t.
The main purpose of this paper is to give some sufficient conditions for the existence and exponential stability of the anti-periodic solutions for system (1.1). The remainder of this article is organized as follows. In Section 2, we shall give some notations and preliminary knowledge. In Section 3, we shall derive some new sufficient conditions ensuring the existence, uniqueness and exponential stability of the anti-periodic solution for system (1.1). In Section 4, we shall give some examples and remarks to illustrate our results obtained in the previous sections.
Notations and preliminaries
We consider system (1.1) under some following assumptions.
Let u(t) : R −→ R be continuous in t. u(t) is said to be T -anti-periodic on R, if
Throughout this article, for i, j = 1, 2, . . . , n, it will be assumed that
2)
Then, we suppose that there exist constants I i , c ij , d ij and τ such that
We also assume that the following conditions hold.
(H 2 ) for j = 1, 2, . . . , n, there exist nonnegative constants L j and l j such that
(H 3 ) for i, j ∈ {1, 2, . . . , n}, the delay kernels K ij : [0, ∞) → R are continuous, integrable and satisfy
(H 4 ) there exist constants β > 0, and
For convenience, we introduce some notations. We will use x = (x 1 , x 2 , . . . , x n ) T ∈ R n to denote a column vector, in which the symbol ( T ) denotes the transpose of a vector.
The initial conditions associated with system (1.1) are of the form
where ϕ i (·) denotes real-valued bounded continuous function defined on (−∞, 0].
T be an anti-periodic solution of system (1.1) with initial value
T is a solution of system (1.1) with initial conditions
Proof. Assume, by way of contradiction, that (2.6) does not hold. Then, there must exist i ∈ {1, 2, . . . , n} and t 0 > 0 such that
Calculating the upper left derivative of
which is a contradiction and implies that (2.6) holds. The proof of Lemma 2.1 is now completed.
Remark 2.1. In view of the boundedness of this solution, from the theory of functional differential equations in [17] , it follows that x(t) exists on [0, ∞).
T be the solution of system
, and x(t) = (x 1 (t), x 2 (t), . . . , x n (t))
T be the solution of system (1.1) with initial value ϕ = (ϕ 1 (t), ϕ 2 (t), . . . , ϕ n (t))
T . assume also the following condition is satisfied.
, and there exist constants η > 0, λ > 0 and
Then there exist constants M ϕ > 1 such that
where i = 1, 2, . . . , n.
We consider the Lyapunov functional
Calculating the left derivative of V i (t) along the solution y(t) = {y j (t)} of system (2.8) with the initial valueφ = ϕ − ϕ * , from (2.8), we have Let m > 1 denotes an arbitrary real number such that
It follows from (2.9) that
We claim that
Contrarily, there must exist i ∈ {1, 2, . . . , n} and t i > 0 such that
(2.12)
Together with (2.10) and (2.12), we obtain 
(2.14)
In view of (2.11) and (2.14), we get
where i = 1, 2, . . . , n, t > 0. This completes the proof of Lemma 2.2.
T is the T -anti-periodic solution of system (1.1), it follows from Lemma 2.2 and Definition 1.1 that x * (t) is globally exponentially stable.
Main results
The following is our main result. 
T be a solution of system (1.1) with initial conditions
According to Remark 2.1, v(t) exists on [0, +∞). Moreover, by Lemma 2.1, the solution v(t) is bounded and
Thus, for any natural number k, (−1) k+1 v(t + (k + 1)T ) are the solutions of system (1.1) on R. Then, by Lemma 2.2, there exists a constant M > 0 such that
Thus, for any natural number m, we obtain Then,
In view of (3.4), we can choose a sufficiently large constant N > 0 and a positive constant α such that
on any compact set of R. It follows from (3.5), (3.6) and (3.7) that {(−1) m v(t + mT )} uniformly converges to a continuous
T on any compact set of R. Now we will show that x
Therefore, there exist constants β = 4 and ζ 1 = ζ 2 = 1, such that for all t > 0, there hold , which implies that system (4.1) satisfy all the conditions in Theorem 3.1. Hence, system (4.1) has exactly one π -anti-periodic solution. Moreover, the π -anti-periodic solution is globally exponentially stable.
Remark 4.1. CGNNs (4.1) is a very simple form of Cohen-Grossberg neural networks with mixed delays. One can observe that all the results in [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] and the references therein can not be applicable to system (4.1) to obtain the existence and exponential stability of the anti-periodic solutions. This implies that the results of this paper are essentially new.
Conclusion
In this paper, Cohen-Grossberg neural networks with time-varying delays and continuously distributed delays have been studied. New sufficient conditions for the existence and exponential stability of anti-periodic solutions have been established, which extend and improve some previously known results.
