We introduce a class of orthogonal polynomials in two variables which generalizes the disc polynomials and the 2-D Hermite polynomials. We identify certain interesting members of this class including a one variable generalization of the 2-D Hermite polynomials and a two variable extension of the Zernike or disc polynomials. We also give q-analogues of all these extensions. In each case in addition to generating functions and three term recursions we provide raising and lowering operators and show that the polynomials are eigenfunctions of record order partial differential or q-difference operators.
Introduction
One of the earliest orthogonal polynomials are the Legendre polynomials which are orthogonal with respect to dx = (linear measure) on the unit interval. They are the spherical harmonics in R The 2D history is some what parallel. In the late 1920's Frits Zernike was working on optical problems involving telescopes and microscopes. He introduced polynomials orthogonal on |z| ≤ 1 with respect to the area measure, so this is the 2D analogue of Legendre polynomials, see [34] and [35] . The more general disc or Zernike polynomials are orthogonal with respect to (1 − x 2 − y 2 ) ν dxdy on the unit disc. Again if we replace (x, y) by (x/ √ ν, y/ √ ν) and let ν → ∞ this measure, properly normalized becomes e −x 2 −y 2 dxdy on R 2 . The polynomials become the 2D-Hermite polynomials introduced by Ito in [19] in a different way.
They are defined by In 1966 D. R. Myrick [25] considered only the radial part of the polynomials orthogonal with respect to the Jacobi type measure (x 2 + y 2 ) α (1 − x 2 − y 2 ) β dxdy on the unit disc. Addition theorem for the disc polynomials were found bySapiro [27] and Koornwinder [22] . Maldonado [24] very briefly considered a class of radial functions which can be used to generate 2D orthogonal polynomials. P. Floris [8] introduced a q-analogue of the disc polynomials proved an addition theorem for them, see also Floris and Koelink [9] .
The 2D-Hermite polynomials have may applications to physical problems, see [1] , [4] , [28] , [30] , [31] , [32] . Mathematical properties of these polynomials have been developed in [11] , [12] , [13] . A multilinear generating function, of Kibble-Slepian type, is proved in [14] . In [18] we gave two q-analogues of the 2D-Hermite polynomials and studied the polynomials in great detail. We also introduced a different q-analogue of the disc polynomials.
In this paper we first identify a general class of two variable polynomials whose measure is the product of the uniform measure on the circle times a radial measure. This class not only include the 2D-Hermite polynomials and their qanalogues but it also contains the Zernike (or disc) polynomials and its q-analogues. This will be done in §2.
In §3 we give a one parameter extension of the 2D-Hermite polynomials. They are 2D analogues of Laguerre polynomials and will be denoted by {Z (β) m,n (z,z)}. We record their definition, orthogonality relation, and the three term recurrence relations in §3. In §3 we also derive several differential properties of our polynomials. Section 4 contains a treatment of a two parameter family of disc polynomials. They are orthogonal with respect to (x 2 + y 2 ) α (1 − x 2 − y 2 ) β dxdy on the unit disc. They were introduced in [16] but here we make a contribution to their theory.
The q-analogues start with Section 5 where we introduce two q-analogues of the 2D-Laguerre polynomials {Z (β) m,n (z,z|q)}. Both can be considered as a q-extension of the 2D-Laguerre polynomials, one for q ∈ (0, 1) and one for q > 1. As expected the case q > 1 leads to an indeterminate moment while the case q ∈ (0, 1) is a 2D-extension of the Wall or little q-Laguerre polynomials, [3] , [21] . A q-analogue of the two parameter 2D-disc polynomials is introduced in Section 6 and many of their properties are developed. Section 7 contains a system of biorthogonal polynomials which is a possible 2D-analogue of the Askey-Wilson polynomials.
We shall use the notations (D q,z f )(z) = f (z) − f (qz) (1 − q)z , (δ q,z f )(z) = z(D q,z f )(z), (1.2) [α] q = 1 − q α 1 − q , m ∨ n = max{m, n}, m ∧ n = min{m, n} (1. 3) and
Throughout the paper we will use z 1 and z 2 . The polynomials we consider here are polynomials of two real variables, so we shall laways assume that z 2 =z 1 .
General Constructions
We now give a concrete construction for general 2D systems. Given N ∈ N ∪ {∞}, let ν(θ; N ) be a probability measure on the circle T = {e iθ |0 ≤ θ ≤ 2π} of Fourier type T e i(m−n)θ dν(θ; N ) = δ m,n , m, n = 0, 1, . . . , N (2.1) and {φ n (r; α)} be a system of orthogonal polynomials satisfying the orthogonality relation
It is assumed the µ does not depend on α. Let
and define polynomials
This defines the polynomials for all m, n. It is clear that
Therefore,
Similarly,
Theorem 2.1. Given N ∈ N, for nonnegative integers m, n, s, t such that m + t ≤ N, n + s ≤ N the polynomials {f m,n (z 1 , z 2 ; β)} satisfy the orthogonality relation
where dµ(r; β) = r β dµ(r). If N = ∞, (2.9) holds for all nonnegative integers m, n, s, t.
Proof. There is no loss of generality in assuming m ≥ n. Otherwise, we simply apply (2.5) to switch the orders of m and n, s and t, then consider the consider the complex conjugate of the obtained integral instead. By performing the integral over θ we see that the left-hand side of (2.9) equals
and the proof is complete.
Remark 2.2. For any positive integer N , if we take ν(θ; N ) as the discrete probability measure used in FFT, we get finitely many 2D orthogonal polynomials. But in most of our applications we use N = ∞ and the circle measure dθ 2π for dν(θ) unless specifically stated otherwise.
We now come to the three term recurrence relation.
Theorem 2.3. The polynomials {f m,n (z 1 , z 2 ; β)} satisfy the three term recurrence relation
(2.10)
Proof. Since the polynomials {φ n (r; α)} are orthogonal on [0, ∞), therefore their zeros are in (0, ∞). Hence φ n (0; α) = 0 for all n and all α ≥ 0. From the Christoffel formula [14, Theorem 2.7.1] we see that
that is
Now take α = m − n + β, replace r by z 1 z 2 then multiply both sides by z 1 m−n and establish (2.10).
One can also prove that [16] 
where
and α = m − n + β.
It must be noted that the 2D-polynomials may have recurrence relations containing more than three terms [5] . It is surprising that the polynomials in the special class we are considering have three term recursions. Another important point is that the definition of the polynomials f m,n indicates that it has either a trivial zero at z = 0 or the zeros will lie on circles whose radii are the square roots of the zeros of φ n (r; m − n + β). The zeros of φ n (r; m − n + β) are positive, real and simple. Let rφ n (r; α) = a n (α)φ n+1 (r; α) + c n (α)φ n (r; α) + b n (α)φ n−1 (r; α) (2.14)
be the three term recurrence relation satisfied by the polynomials {φ n (r; α)}, for some real numbers a n (α), b n (α), c n (α). By matching the corresponding coefficients we find that
Making use of (2.3) and (2.4) we conclude that the recursion (2.14) becomes
Examples: Consider the case of the 2-D Hermite polynomials when
The recursion (2.10) leads to the second three term recurrence relation, (2.19) while the first can be proved by direct computation.
Similarly the case
leads to the recurrence relations for this q-analogue, see [18] .
Remark 2.4. If we demand that both (2.4) and (2.5) are valid for all m, n, z, then we must have
for the classical cases, and
for the q-analogues. These factorizations imply that φ n (r; α) must be a generalization of Laguerre orthogonal polynomials. However, in most of the cases, (2.4) is only valid for m ≥ n, whereas (2.5) acts as a kind of analytical continuation to the case m < n.
Remark 2.5. In view of the defining equation (2.4) the question of finding the large m, n asymptotics of the two variate polynomials f m,n is equivalent to finding the large m, n behavior of φ n (r, m − n + β). It will be of interest to carry out this program at least for some special systems, including the Freud type polynomials orthogonal with respect to x α exp(−p(x)), where p is a polynomial with positive leading term.
We now consider an inverse to (2.11).
Proposition 2.6. Given a nonnegative measure on (0, ∞)
Then,
Proof. It is clear that φ n (x; α) − a n (α)φ n (x; α + 1) is a polynomial of degree at most n − 1, then,
where,
Clearly, α j = 0 for 0 ≤ j ≤ n − 2 and α n−1 = b n (α). Then, b n (α) is obtained by matching the leading coefficients of two sides. Corollary 2.7. Under the assumptions of 2.6, let
Furthermore, we have
and
Proof. From (2.30) and (2.25) we get
Then, 1 − λ n (n, α)a n (α) = 0, and 
Since {φ n (x; α)} ∞ n=0 are orthogonal polynomials with respective to the measure dµ(x; α), hence,
which gives (2.33).
Let
On the other hand, let
that is,
Corollary 2.8. Let φ n (x, α), a n (α), b n (α) as in Proposition 2.6, for m ≥ n − 1 we have
We next consider differential or q-difference equations satisfied by f m,n (z 1 , z 2 ). Theorem 2.9. Assume that φ n (r; α) satisfies the second order differential equation
Then, f m,n (z 1 , z 2 ; β), for α = m − n + β and m ≥ n, satisfies the second order partial differential equations
Similarly, assume that φ n (r; α) satisfies the second order q-difference equation
Then f m,n (z 1 , z 2 ), for m ≥ n and α = m − n + β, satisfies the q-partial differential equations
Proof. Observe that
Then the proof of theorem follows from substituting the required combinations into the corresponding differential equation or q-difference equation for φ(r, α).
A simple application of Fubini's theorem establishes the following theorem concerning generating functions.
Then for m ≥ n we have
Furthermore, if for some nonnegative integers s, t such that
where {a j } s j=0 and {b j } t j=0 are certain real numbers. Then form m ≥ n we have
and (2.67)
to get (2.59) and (2.60), (2.61) and (2.62) are proved similarly. Equation (2.63) is obtained from (2.60) and (2.62).
From
we get
On the other hand The following theorem can be proved similarly.
Theorem 2.12. Assume that
,
and (2.74)
Furthermore, if for some nonnegative integers s, t and real numbers {a j } s j=0 and {b j } t j=0 we have
We now discuss monotonicity of zeros of {f m,n (z,z)}. The following version of Markov's theorem is Theorem 7.1.1 in [14] . Theorem 2.13. Let {p n (x; τ )} be orthogonal with respect to dα(x; τ ),
on an interval I = (a, b) and assume that ρ(x; τ ) is positive and has a continuous first derivative with respect to τ for x ∈ I, τ ∈ T = (τ 1 , τ 2 ). Furthermore, assume that
converge uniformly for τ in every compact subinterval of T . Then the zeros of the orthogonal polynomials p n (x; τ ) are increasing (decreasing) functions of τ , τ ∈ T , if ∂{ln ρ(x; τ )}/∂τ is an increasing (decreasing) function of x, x ∈ I.
The standard version of Markov's theorem is when β(x) = x, see [29] .
By applying Theorem 2.13 to the polynomials {φ n (r; α)} defined in (2.3) it follows that the zeros of φ n (r; α) increase with α, α ≥ 0. Now fix n and assume that m ≥ n. In view of the definition of the polynomials {f m,n (z,z)}, n ≥ n, in (2.4) we see that if r 0 is a zero of φ n (r; α) then f m,n (z,z) = 0 for all z on the circle |z| = √ r 0 . Since α = m − n the following theorem holds.
Theorem 2.14. For fixed n the radii of the circles forming the zero sets of f m,n (z,z) increase with m for all m ≥ n.
3 The Polynomials {Z
Motivated by the class of general 1D systems in §2 we define polynomials {Z
for m ≥ n. When m < n the polynomials are defined by
Here β > −1.
These polynomials arise through the choice
n (x) is a Laguerre polynomial, [14] , [29] ,
It is clear that when β = 0 we see that
Therefore in the notation of §2, we have
Theorem 3.1. For m, n, s, t = 0, 1, . . . and β > −1, we have the orthogonality relation
This follows from Theorem 2.1 in the case (3.6) but for completeness we give a direct proof.
Alternate Proof. When m ≥ n we consider the integral
Since m − n − a = −b we that the integral vanishes for b < n. If b = n then a = m and we conclude that
and the theorem now follows.
In view of (3.6) the recurrence relations (2.12), (2.10) and (2.18) become
respectively, where m ≥ n. We now discuss differential recurrence relations. m,n (z 1 , z 2 )} satisfy the differential recurrence relations
where δ z1 = z 1 ∂ z1 , δ z2 = z 2 ∂ z2 . Moreover they have the operational representation
and the Rodrigues type representation
.
(3.18)
Proof. Observe that from (3.1) we obtain
Therefore we have,
The relationships (3.13) and (3.14) are proved similarly. Formulas (3.17) and (3.18) follow by direct calculation using (3.1). The first order partial differential equation (3.15) can be obtained from either (3.11) and (3.13) or (3.12) and (3.14), (3.16) is proved similarly.
One would have expected the Rodrigues formula for Z (β) m,n (z 1 , z 2 ) to be a constant multiple of
which is obviously false except in the 2D-Hermite case β = 0.
Note that (3.9) follows from (3.18) by writing ∂ n z1 as ∂
We shall use the notation
It is clear that (3.18) implies the differentiation formulas
for m ≥ n. It also clear that
and (3.8) which imply the relationships
This can be seen by first applying (3), then appying (3.8), for example, m,n (z 1 , z 2 )} satisfy the second order partial differential equation
for all m ≥ n.
Proof. From equations (3.21), (3) and (3.11) we get
which simplifies to the desired second order partial differential equation.
It is clear that the differential property (3.26) can be written in the form ∂ ∂z2 and z 1 ∂ ∂z1 − z 2 ∂ ∂z2 indeed commute as can be directly verified.
Let w(x, y) = (zz) β e −zz and define the inner product
f (x, y)g(x, y)w(x, y)dxdy. 
The proof is straightforward calculus exercise.
This allows us to write (3.26) or (3.27) in the selfadjoint form
Moreover we also have the following result. This is the adjoint of (3.11).
Ismail and Zeng [16] established the connection relations stated in the next theorem. Theorem 3.6. We have the connection relation
For m ≥ n, we have the special cases
The Laguerre differential equation is [26] , [29] ,
Therefore Theorem 2.9 shows that
Ismail and Zeng [16] gave the generating function
this can be seen from
and (2.52),
It is clear that the generating function (3.37) implies the identity
This is an analogue of the convolution identity
Al-Salam and Chihara characterized all 1-D orthogonal polynomials satisfying convolution formulas in [2] . They discovered the Al-Salam-Chihara polynomials through this characterization, [14] . It will be interesting to solve the corresponding 2-D characterization problem.
The Polynomials
For α > 0, β, γ > −1 Ismail and Zeng [16] introduced the polynomials φ n (r, α) = P (α+γ,β) n
They satisfy the following orthogonality relation
We define the two variable polynomial M
for m ≥ n and
for m ≥ n as it is stated in [16] . The disk polynomials defined in [5] can be expressed as
where α = m − n with m ≥ n. Then
where a n = (n + 1)(β + γ + m + 1) (β + γ + m + n + 1)(β + γ + m + n + 2) , (4.13)
, (4.14)
It must be noted that (4.12) is essentially the three term recurrence relation for Jacobi polynomials [29] .
It is clear that
m,n (z 1 , z 2 ) satisfy the following second order partial differential equation (4.20) (
An equivalent form is
Similarly we establish
Proof. The first equation easily follows from the definition. From the definition for
Ismail and Zeng [16] used the generating function (4.23)
[26, §140] to establish the following generating functions:
They also verified the limiting relation
One can use the generating function (4.23) to establish the generating relation
with ρ as in (4.27).
The Polynomials {Z (β)
m,n (z 1 , z 2 |q)} For α > −1, the moment problem associated with q-Laguerre polynomials
is indeterminate. It is well-known that
where µ(x|q), ζ n (α) are given by
where c, λ > 0. Following the procedure outline in Section 2 we let
n,m (z 2 , z 1 |q), m < n, then we have
for m ≥ n. Applying Theorem 2.1 we obtain the following result Theorem 5.1. For m, n, s, t = 0, 1, . . . and β > −1 we have the following orthogonality relations (5.10)
where dµ(x|q), ζ n (α) may be any pairs (5.3), (5.4) or (5.5).
Applying formulas (2.10) and (2.12) in the case
we obtain the recurrences stated as a theorem below.
Theorem 5.2. For β > −1 and m ≥ n we have
The q-Laguerre polynomials satisfy the following q-difference operators, 
From (5.21) we get
which gives (5.22).
The q-Laguerre polynomials satisfy the following second order difference equation
or, (5.26)
n (x; q), θ q,z = zD q,z . (
Starting with the little q-Laguerre [21] or Wall polynomials [3] (5.29)
we define the 2D polynomials w
n,m (z 2 , z 1 |q), m < n, for β > −1 and m, n = 0, 1, . . . . Then for m ≥ n find that
The orthogonality relation for the little q-Laguerre polynomials is
This leads to the orthogonality relation {w 
where z = re iθ ,
The function y(x) = p n (x; q α |q) satisfies the q-difference equation
where θ q,z = zD q,z . This leads to the following theorem. m,n (z 1 , z 2 |q), satisfies the q-partial difference equations
where (5.44) w(x; α) = (qx; q) ∞ x α we get the following relations:
Theorem 5.7. For β > −1 and m ≥ n we have
For m > n we have
and z 
which gives (5.50) .
Applying (2.14), (2.15) and (2.21) to
we get the following recurrences:
6 The polynomials {M
For α, γ > −1, the Little q-Jacobi polynomials
satisfy the orthogonality relation [21] (6.2) Theorem 6.1. For m, n, s, t = 0, 1, . . . and β, γ > −1 we have the following orthogonality relation
where dµ(x; γ|q), ζ n (α, γ|q) are given in (6.3).
Next we apply formulas (2.14), (2.15) and (2.21) to ??
we obtain the following recurrences:
Theorem 6.2. For β, γ > −1 and m ≥ n we have
10)
The polynomials {p n (x; q α , q γ |q)} satisfy the following second order difference equation
where y(x) = p n (x; q α , q γ |q), θ q,z = zD q,z . Proof. Substitute the power series (7.2) for f in (3.26) and equate coefficients of like powers of z 1 and z 2 to find that
We iterate this and find that
This proves the theorem.
Theorem 7.2. In order for the equation
to have a polynomials solution in z 2 , it is necessary and sufficient that λ = −n, n = 0, 1, 2, · · · , in which case the function f will be given as in Theorem 7.1.
Pension Ani-falstaff 43 1 317 91 27 Wckbnjs2 8 A Biorthognal System Theorem 8.1. Given three sets A, B, C and a function ρ from C to B. For each b ∈ B, let {S, F S , dµ(x)} and {T, F T , dν(x)} be two probability spaces such that {ϕ a (x; b)f (x, b)} a∈A ⊂ L 2 (S, dµ(x)) and {ψ c (y)} c∈C ⊂ L 2 (T, dν(y)), Proof. Observe that for each (a, c) ∈ A × C, Φ a,c (x, y) ∈ L 2 (S × T, dµ(x)dν(y)) by Fubini's theorem.
Then for a 1 , a 2 ∈ A, c 1 , c 2 ∈ C we have Φ a1,c1 (x, y)Φ a2,c2 (x, y) ∈ L (S × T, dµ(x)dν(y)) by applying Cauchy-Schwartz inequality. By applying Fubini's theorem we get (1 − 2axq k + a 2 q 2k ), x = cos θ. 
