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Abstract-We consider the functional equation fi(r) = cj aijf(qr) + hi(z) where oij and rj are 
fixed constants, 0 < rj < 1, and hi is a given function. The independant real variable z runs either 
on IO, zo[ or on IO, +a~[. We give necessary and sufficient conditions of algebraic type in order that 
the linear mapping h ++ f be well-defined and continuous from a Sobolev-type space (one may think 
to L2($)) into itself. A former analysis within the context of differentiable functions is due to Le 
Floch and Li Ta Tsien [l]. 
1. INTRODUCTION 
L’Qtude du probleme de Riemann g&-kralis6 mene a la resolution de l’equation fonctionnelle 
lineaire suivante 
l<iLn, 0 < z < 2s. (1) 
j=l 
Les nombres reels oij et rij sont don&, avec 0 < rij < 1. La borne superieure x0 peut 8tre 
finie (probkme local) ou infinie (problbme global). On s’interesse & l’existence et B l’unicite d’une 
solution f, ainsi qu’a la continuite de l’application h H f, car l’equation veritable est non lineaire 
et il s’agit de la traiter par le theoreme des fonctions implicites. 
Nous pouvons d’abord transformer (1) en posant x = expy et g(y) = f(exp y). Notant que 
CIij = - 10gTij > 0, on voit que (1) Bquivaut a 
Si(y) = 2 aij Sj(Y - Wj) + k(Y), 1 L i 5 n, y < yc. (2) 
j=l 
Commencons par le css ye = +oo. On se donnera k dans un espace de Sobolev HS(R) et on 
cherchera g dans le meme espace. Par transformation de Fourier, il revient au m6me de resoudre 
A(S) G(5) = &), E E R-7 (3) 
oh A(c) = In - ((ajk exp-iajkc ))i<j,k<n. On notera P(J) le determinant de A(<). 
2. ENON& DES RlkULTATS 
On munit o = {ojk; 1 5 j, k 5 n}, l’ensemble des longueurs d’ondes, de la relation d’equiv- 
alence E: 
vjk Eu~, SSi vjk E Q Vim. 
On choisit une famille 0 1, . . . , or de repr4sentants des classes d’equivalence de cy modulo E. 
Quitte a choisir les ud en dehors des longueurs d’ondes (c’est alors par abus de langage qu’on 
les appelle des “representants”), on peut supposer que chaque vjk est un multiple entier du 
representant de sa cl&we. 11 existe alors un unique polynbme Q E R[Xi, . . . , Xv] tel que 
P(t) ss Q(eiul$. . . , eiorE). (4) 
Le premier resultat de cette note concerne le cas ys = +oo. On note T, le tore Si x . . . x S1 
de dimension T. 
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TH~OR$ME 2.1. On suppose que 0 6 &(T,). Alors pour tout k E HS(R), il existe une et une 
seule solution g E HS(R) de (2). De plus, I’application k I-+ g est un endomorphisme de Ha(W). 
Le cas yc < -I-oc est plus delicat. On commence par exprimer P(c) comme un polynbme S des 
n2 variables eiaj*c. Chaque longueur d’onde ~jk s’kcrit de manikre unique sous la forme pjkbd, 
avec d convenable et pjk entier positif. On considere alors l’application 
(t’zl~ -. . 7 &> H R(t, 21, *. . 7 %) = s(((t”‘kZdP’k))l<j,k<n), - 
remarquons que R( 1, ~1, . . . , z,) = Q( zr , . . . , zr). 
TH$OR$ME 2.2. On suppose que 0 @ R([O, l] x T,). Alors pour tout k E L2(-co,yo), il existe 
une et une seule solution g E L2( -co, yo) de et k I--+ est un 
de L2(-cm, 
3. LA DU THEOREME (2.1) 
s’agit de montrer pour tout E (L2(pd<))“, oh = 1 IEj", il un et seul 
g tel Ag = JJ et we 11gll L C(s)llkll P our une constante convenable C(s) ne 
dependant que de s. La norme ci-dessus designe celle de ( L2(p@))“. 
Une condition necessaire et suffisante est bien stir que A(J) soit inversible en tout point et que 
son inverse soit bornee sur R. 11 revient au meme de prouver que P ne s’annule pas et que l/P 
est une fraction bornke, c’est-a-dire que 0 n’appartient pas a l’adherence de P(R). 
Comme les o,j sont deux & deux non commensurables, l’image de R par l’application c H 
(eiOIS,. . . , eiu’-t ) est un sous-groupe 8. un paranktre, dense dans T,.. L’adherence de P(R) est 
done simplement &gale a Q(TT). I 
On notera que la condition 0 $ Q(TT) est done necessaire et suffisante. 
4. LA PREUVE DU THEOREME (2.2) 
On a maintenant yc < +co. Un moyen de construire g, &ant don& k E (L2(-co, ~0))” est de 
se ramener au cas precedent en prolongeant k par 0 sur (ye, +ao). Notons k* ce prolongement. 
L’hypothese 0 # R([O, l] x TT) implique celle du theoreme (2.2) puisque R(l x TT) = Q(T,). 
I1 existe done un et un seul g* E (L2(W))” solution de (2) sur I[$. La restriction g de g* a 
(-co, yu) convient. De plus, l’application k +-+ g est bien definie et c’est un endomorphisme de 
L2(R)“. I1 reste & considerer l’unicite. Nous allons done montrer que si k c 0 et si g est solution 
de (2), alors g z 0. Bien entendu, le probleme peut etre ramen par une translation au cas 
90 = 0. Prolongeons g, defini sur (--co, 0), iL R tout entier par g* = 0 sur (0, +oo). Posons alors 
k;(x) = gt (x) - Cj mij g; (X - aij), ce qui definit k* comme element de (L2(IR))n, dont le support 
est inclus dans un intervalle borne [O, max oij]. La transformee de Fourier complexe k* est une 
fonction entiere, verifiant de plus 
De son c&5, 2(z) est defini sur le demi-plan II+ d’equation Ima 2 0 et satisfait 
2(z) = A(z)-%(z), Imz 2 0. (6) 
Pour t = E + iv, on a P(z) = S(((t”jke-iajkE))jk) avec t = expr,?. Pour r) 5 0, c’est-a-dire 
aEn-) on a 0 < t < 1, de sorte que l’hypothkse du theoreme signifie que l/P est borne sur III-. 
Comme les coefficients de A(r) restent aussi born& sur III-, il en est de meme de A(z)-‘. On 
peut done prolonger 9 en une fonction entiere G, verifiant 
D’apres le theoreme de Paley-Wiener, le support de g* est contenu dans R+, c’est-a-dire que 
g = 0. I 
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Contrairement au cas yo = +oo, on ne sait pas si la condition suffisante 0 $z’ R([q, l] x Z’,.) est 
ici nrkessaire. En revanche: 
PROPOSITION 4.1. Soit yo < +oo. Pour que I’&quation (2) soit bien poke (existence, unicite!, 
continuitr5J de L2(-w, yo) dans lui-mime, il est rkessaire que 0 9 Q(TT). 
Dhmonstration: Si (2) est bien posk pour une valeur de yo, il l’est pour toutes les valeurs, et la 
norme C de l’endomorphisme h H g ne depend pas de yo, ceci puisque 1’6quation est invariante 
par translation. Supposons done que (2) soit bien pose pour yo < +oo (probkme local). Si 
h E L2(IR), les probkmes locaux correspondant aux donnees h I~_oo,yO) ont chacun une solution 
ggO. La propriCtC d’unicitb montre que si yo < ~1, alors gY” est la restriction de gY1 & gyo, de sorte 
qu’il existe g E ,&(W) tel que gyO = g Il-m,yo). La continuit6 dans le problkme local fournit 
l’in6galit6 
llgyoII  WYoII 5 Cllhll- (7) 
Le th&or&me de convergence monotone fournit alors llgjl 5 Cljhll. Done g E L2(R). De plus, g 
est clairement une solution de (2). Le probkme global a done une solution. Celle-ci est unique, 
car si h = 0 et g E L2(R) satisfait (2), alors g I(-oo,yo) est solution du probkme local, done est 
nulle. 
Le probkme global est done bien pose dans L2(Iw), et on a vu que cela Gquivaut B 
0 G Q(TT). I 
5. COMMENTAIRES 
Les critkres donrks ici pour la rkolubilitk de l’kquation (1) sont Qvidemment diffkrents de 
ceux de Li Ta Tsien et Le Floch puisque nous considkons le probkme dans des espaces de 
Sobolev associ& B la variable y = log a: au lieu d’espaces CN en variable 5. En particulier, nos 
fonctions h et f s’annulent & un certain ordre en x = 0. Nous ne sommes done pas concern& par 
la condition (3.5) de [l] (q ui s’kcrit det A(-iN) # 0,ViV < NO) et qui assure la rksolubilitk de (1) 
dans les espaces de polyn6mes. 
Le critkre (3.2) de [l], concernant la rkolubilitk dans Co, entraine la condition de nos th6orkmes 1 
et 2. De m6me, le critbre (3.4) pour la r&olubilitk dans CNo implique 
inf{ I det A([ - iN,-,)l; E E R} > 0. 
11 permet done de faire une thborie de l’kquation (2) dans des espaces de Sobolev B poids, en 
suivant la procedure adoptke ici. 
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