Abstract A family of fourth-order iterative methods without memory, for solving nonlinear systems, and its seventh-order extension, are analyzed. By using complex dynamics tools, their stability and reliability are studied by means of the properties of the rational function obtained when they are applied on quadratic polynomials. The stability of their fixed points, in terms of the value of the parameter, its critical points and their associated parameter planes, etc. give us important information about which members of the family have good properties of stability and whether in any of them appear chaos in the iterative process. The conclusions obtained in this dynamical analysis are used in the numerical section, where an academical problem and also the chemical problem of predicting the diffusion and reaction in a porous catalyst pellet are solved.
Introduction
To find the solution x * of a nonlinear equation f (x) = 0, f : I ⊆ R → R, or a nonlinear system F(x) = 0, F : D ⊆ R n → R n , is a classical and difficult problem with many applications in Science, specifically in Chemistry, and Engineering. The design and analysis of the stability properties of fixed point iterative schemes for solving equations and systems of nonlinear equations is an important and challenging task in the field of Numerical Analysis. Many problems from Chemistry consist in finding chemical potentials that are basic for studying other thermodynamic properties: the modeling of such potential leads to nonlinear integral equations that can be reduced to a set of nonlinear algebraic equations (see [16] for example). In the reaction-diffusion equations that arise in autocatalytic chemical reactions (see [15] ), iterative methods can be applied; also in the analysis of electronic structure of the hydrogen atom inside strong magnetic fields (see [12] ). Moreover, numerical performance of some chemical problems allows us to check the models of observable phenomena [13] .
Recently, many researchers have dedicated their effort to design iterative methods for solving these type of problems, see for example [1] and [18] and the references therein. However, when a whole family of iterative procedures have similar numerical characteristics, as the order of convergence, optimality, …, one important aspect to be taken into account is the stability of the involved schemes, that is, their dependence on the initial estimations and their tendency to be "attracted" by false solutions. These aims can be managed by analyzing the dynamical behavior of the rational operator associated to the iterative method on low degree polynomials, as have been done by other authors in, for example [2] [3] [4] [5] 8, 14, 17] .
Our goal in this paper is to carry out a dynamical study of a parametric family of iterative methods designed for solving nonlinear systems of equations F(x) = 0, where F : D ⊆ R n → R n , n ≥ 1. The idea for constructing this class appears in [9] where by using the method of undetermined parameters, a method of order 5 with three steps is presented. Also a general extension of order p + 3, where p ≥ 5 is demonstrated when successive steps are added with the same structure. In this manuscript, we present a parametric family including that fifth-order scheme and a class of order of convergence seven including the family of order eighth from [9] . By using tools of complex dynamics, we analyze the stability of the fixed points of the rational operator that appears when our families are applied on an arbitrary second degree polynomial. The parameter plane associated to each critical point gives us important information about the stability of the elements of the family and which of them have unstable behavior.
Many problems in chemical engineering are described by means of ordinary differential equations or partial differential equations with initial or boundary conditions [19, 20] . In the numerical section, we transform, by means of divided differences, a nonlinear boundary value problem with non-Dirichlet conditions in a nonlinear system, whose solution is an approximation of the solution of the boundary value problem in a set of discrete points of the domain. This problem allows us to predict the diffusion and reaction in a porous catalyst pellet.
In this manuscript we separate the analysis of the stability of two high-order families of iterative methods in two distinct sections: in Sect. 2, the behavior of the rational function related to the fourth-order family is made, by calculating their fixed and critical points, studying the stability of these fixed points, calculating the parameter plane associated to the family and representing some dynamical planes describing different behavior: stability, periodic orbits, …. In Sect. 3, a seventh-order parametric family with one element of order eight is proposed and their stability properties are analyzed in a analogous way. All this information will allows us to select those members of both classes with better stability properties, in order to be checked with a chemical problem on a porous catalyst pellet. Finally, some conclusions are stated.
Fourth-order class: convergence and stability
By adding a new step to Newton's method, we construct the following two-step scheme
where α 1 , α 2 and α 3 are free parameters.
The following result establishes the convergence of family (1), whose proof is similar to that presented in [9] . [9] it is proved that the error equation of this class is, under the hypothesis of the system and by using Taylor expansion of the involved functional evaluations around x * ,
where
In order to achieve order of convergence four, the coefficients of e (k) 2 and e (k) 3 must be simultaneously null and then parameters α 1 , α 2 and α 3 must satisfy
From this system, it is straightforward that α 2 = 2 − 2α 1 and α 3 = α 1 − 1 and the thesis is proved.
Once we know that all the methods of these class have, at least, order of convergence four, we want to analyze which is the relation between the values of the free parameter α 1 and the stability of the corresponding iterative method? By using the tools of complex discrete dynamics, we are going to study the general convergence of the families on quadratic polynomials. To get this aim, we firstly recall some dynamical concepts (a wider revision of these aspects can be found in [6, 11] ). Given a rational function R :Ĉ →Ĉ, whereĈ is the Riemann sphere, the orbit of a point z 0 ∈Ĉ is defined as:
We analyze the phase plane of the map R by classifying the starting points from the asymptotic behavior of their orbits.
However, a pre-periodic point is a point z 0 that is not periodic but there exists a k > 0 such that R k (z 0 ) is periodic. Also a critical point z 0 is a point where the derivative of the rational function vanishes,
The basin of attraction of an attractor z * is defined as:
The immediate basin of attraction of an attractor is the connected component of its basin of attraction that holds the attractor. The Fatou set of the rational function R, F (R), is the set of points z ∈Ĉ whose orbits tend to an attractor (fixed point, periodic orbit or infinity). Its complement in C is the Julia set, J (R). That means that the basin of attraction of any fixed point belongs to the Fatou set and the boundaries of these basins of attraction belong to the Julia set.
The following theorem establishes a classical result of Fatou and Julia that we use in the study of parameter space associated to the family. By using this result, one can be sure to find all the stable behavior associated to a rational function R, by analyzing the performance of R on the set of critical points.
It is known that, if the iterative method satisfies the Scaling Theorem (and family (1) does, as it used first-order derivatives [2] ), the roots of a polynomial can be transformed by an affine map with no qualitative changes on the dynamics of the family. So, we can use a generic quadratic polynomial p(z) = (z − a)(z − b). The rational operator obtained when family (1) is applied on p(z) has the expression:
depending on parameter α 1 and also on the roots of the polynomial a and b.
, (a Möbius transformation) with the following properties:
and proved that, for quadratic polynomials, Newton's operator is conjugate to the rational map z 2 , that is it satisfies Cayley's test (see [5] ). In an analogous way, operator
We observe that parameters a and b have been obviated in O α 1 (z).
Analysis of the fixed and critical points
Firstly, we study the fixed points of the rational function O α 1 (z) that are not related with the original roots of the polynomial p(z) (called strange fixed points), and the free critical points, that is, the critical points of O α 1 (z) different from 0 and ∞, which are associated to the roots of p(z).
Fixed points of O α 1 (z) are the roots of equation O α 1 (z) = z, that is, z = 0, z = ∞ and the strange fixed points ex 1 (α 1 ) = 1 and the roots of the polynomial
By analyzing the common roots of the polynomials involved in numerator and denominator of rational function O α 1 (z), it can be also stated which are the values of parameter α 1 such that the number of fixed points decreases, as these are possible elements of the family with better stability, to be analyzed later deeply. These results are summarized in the following result. 
1+2z 2 +13z 4 and there are only five strange fixed point (as ex 2 
Of course, as the order of the iterative method is greater than two, z = 0 and z = ∞ are superattracting fixed points but, which is the character of the rest of fixed points? To answer this question,
, so the following result can be stated.
Theorem 3 The character of the strange fixed point ex
1 (α 1 ) = 1 of the rational function O α 1 (z), α 1 = 2,
is as follows:
In Fig. 1 , the stability function |O α 1 (1)| is represented in the complex plane, showing a circle where this strange fixed point is repulsive, that is, where the original methods will not diverge. Moreover, it can be checked that strange fixed points ex i (α 1 ), i = 2, 3, 4, 5 are repulsive for all complex values of α 1 and ex 6 (α 1 ) and ex 7 (α 1 ) are simultaneously attracting in a region close to the origin. The analysis of the stability of strange fixed points ex i (α 1 ), i = 2, 3, 4, 5 shows that they are repulsive for any value of the parameter. As they have not explicit expressions, we plot in Fig. 2 , their stability regions of all strange fixed points ex i (α 1 ), i = 1, 2, . . . , 7.
As we have stated previously, a classical result from Julia and Fatou establishes that there is, at least, one critical point associated with each invariant Fatou component. Due to the order of convergence of the methods under study, it is clear that z = 0 and z = ∞ (related to the roots of the polynomial by means of Möbius map) are critical points and give rise to their respective Fatou components, but there exist in the family some free critical points, some of them depending on the value of the parameter, that can be held in other components of Fatou set and give rise to other attracting behavior.
By analyzing the equation O α 1 (z) = 0, we obtain that it can be reduced to 
Theorem, as both are pre-images of z = 1, that is a strange fixed point. As both critical points "converge" to z = 1, they will be the responsible of its attractive behavior, when it happens (see Theorem 3).
On the other hand, other four free critical points appear as roots of polynomial 4 that can be immediately obtained by the change of variables t = z 2 , as 1 and
resulting the rest of free critical points z = ± √ t 1 and z = ± √ t 2 . These results have been summarized in the following proposition. 
Proposition 2 The number of free critical points of rational function O
,
.
Let us remark that cr 1 (α 1 ) and cr 2 (α 1 ) are pre-images of z = 1 and cr 3 (α 1 ) and cr 5 (α 1 ) are conjugated, as well as cr 4 (α 1 ) and cr 6 (α 1 ). Moreover, the rational function O α 1 (z) has only even powers and it is satisfied cr 6 (α 1 ) = −cr 5 (α 1 ) and cr 3 (α 1 ) = −cr 4 (α 1 ). So, we only have one independent free critical point, whose asymptotic behavior will determine if can be some attracting elements in the phase space, apart from those coming from the roots of the polynomial.
The parameter and dynamical planes
The parameter space associated with an independent free critical point of operator is obtained by associating each point of the complex plane with a value of α 1 , i.e., with an element of family. Every value of the parameter belonging to the same connected component of the parameter space gives rise to subsets of schemes of the family with similar dynamical behavior. So, it is interesting to find regions of the parameter plane as much stable as possible, because these values of the parameter will give us the best members of the family in terms of numerical stability.
When we consider the independent free critical point of operator O α 1 (z) as a starting point of the iterative scheme of the family associated to each complex value of α 1 , we paint this point of the complex plane in red if the method converges to any of the roots (zero and infinity) and they are black in other cases. The color used is brighter when the number of iterations is lower. Then, the parameter plane P 1 is obtained. A mesh of 1000 × 1000 points has been used, 500 has been the maximum number of iterations involved and 10 −3 the tolerance used as a stopping criterium (see [7] ).
We obtain an only parameter plane due to the fact that cr 4 (α 1 ) is equal in module to cr 6 (α 1 ) and the operator's powers are even numbers (Fig. 3) . We can observe that the best real values of the parameter α 1 are between 1 and 2, as the only allowed convergence of the methods is to the roots of the original polynomial (to 0 and ∞ after Möbius transformation), and a complex region of values of the parameter associated to stable elements of the family (in red in the parameter plane) is identified. Now we show, by means of dynamical planes, the qualitative behavior of the different elements of the family. We select these elements by using the conclusions obtained by analyzing the parameter plane and the stability analysis made on fixed points.
The dynamical plane associated to a value of the parameter, that is, obtained by iterating an element of family, is generated by using each point of the complex plane as initial estimation (we have used a mesh of 400 × 400 points). We paint in blue the points whose orbit converges to infinity, in orange the points converging to zero (with a tolerance of 10 −3 ), in other colors (green, red, etc.) those points whose orbit converges to one of the strange fixed points (all fixed points appear marked as a white star in the figures) and in black if it reaches the maximum number of 40 iterations without converging to any of the fixed points. In Fig. 4 (obtained by using the software in [7] ), we show the dynamical planes corresponding to stable values of the parameter, specifically α 1 = 1, α 1 = 2 and α 1 = 0.5.
On the other hand, unstable behavior is found when we choose values of α 1 in the black region of parameter plane. In Fig. 5 , dynamical planes corresponding to values of parameter α 1 = 3, α 1 = 3.5 and α 1 = −1.5 are presented. In Fig. 5a , b we can observe periodic orbits of period two, while in Fig. 5c four basins of attraction appear, two of them corresponding to 0 and ∞ (associated to the roots of p(z)) and the other ones are the basins of attraction of the strange fixed points ex i (α 1 ), i = 5, 6, that are attracting for this value of the parameter, as α 1 = 0.5 has been selecting in size of the disk defined by the stability function of these fixed points (see Fig. 2a ). Now, our aim is to improve the order of convergence of family (1) with a new step with a similar structure as the last one of fourth-order. Once its order is stated, we analyze its stability and compare with that obtained in the previous section. We take α 1 = 5 4 in (1) (fifth-order of convergence for any nonlinear function and only two critical points in the dynamical analysis that are pre-images of the strange fixed point z = 1, on quadratic polynomials) and add one step to increase the order of the method to seven or eight, obtaining the following expression
for k = 0, 1, . . ., where
and t (k) are the first and second steps, respectively, of class (1). The following result gives us the values of the parameter that highly improve the order of convergence. (z − a)(z − b) is denoted by T p,β 1 ,a,b (z) and it depends on parameter β 1 and also on the roots of the polynomial a and b. However, by means of the Möbius map
Theorem 4 Let F
polynomials, where
where the parameters a and b have been obviated. Let us remark that, although the order of convergence of the members of the family is, in general, seven, the eighthpower of the rational function shows us that, on quadratic polynomials, the order is at least, eight. In an analogous way as it has been done for the fourth-order family in the previous section, we analyze in the following the fixed and critical points, in order to detect those elements of the class with better stability properties and compare the obtained results.
Analysis of the fixed and critical points
In this case, the fixed points of the operator are the roots of equation , the rational function is there are sixteen strange fixed points.
In order to classify them depending on their asymptotic behavior, we calculate the first derivative of O β 1 (z):
which has only even powers, as in the fourth-order case.
As it is proven in the following result, the stability of the first strange fixed point of O β 1 (z) depends on the value of the parameter, existing a disk in the complex plane where it is repulsive and, therefore, the original methods will not diverge (see Fig. 6 ). Let us remark that this area is much bigger than that obtained in case of order four. 
. . , 14, 15}, f union of the stability functions (Color figure online)
In Fig. 7 , we represent the stability regions of the rest of strange fixed points ex i (β 1 ), i = 2, 3, . . . , 19. We observe that strange points ex i (β 1 ), i = 2, 3, . . . , 14, 15 are repulsive for any value of the parameter β 1 , and only four of them can be attracting in an area surrounding β 1 = −15, with approximate radius 5. They are shown in different colors (grey for ex 16 (β 1 ), blue for ex 17 (β 1 ), orange for ex 18 (β 1 ) and purple for ex 19 (β 1 ). In this way, it is easy to observe that ex 16 (β 1 ) is simultaneously attracting with only one of the other three points, whose union of their respective stability functions coincide with the stability function of ex 16 (β 1 ).
On the other hand, it is clear that z = 0 and z = ∞ (related to the roots of the polynomial) are critical points. The rest of critical points are found by solving the equation O β 1 (z) = 0, that is, the roots of (1 + z 2 ) 8 19z 2 + 10z 4 + 19z 6 + 8z 8 )) . Some of them coincide with those of the fourth-order family, as the roots of (1 + z 2 ) , that are again pre-images of z = 1 and then do not have independent stability to be considered in the parameter planes. These and the rest of critical points are summarized in the following result.
Proposition 3
For the family of order seven (3), the free critical points are:
, Let us also remark that cr 1 (β 1 ) and cr 2 (β 1 ) are pre-images of z = 1 and the following pairs are conjugated: cr 3 (β 1 ) and cr 5 (β 1 ), cr 4 (β 1 ) and cr 6 (β 1 ), cr 7 (β 1 ) and cr 9 (β 1 ), cr 8 (β 1 ) and cr 10 (β 1 ). Therefore, due to the fact that the operator of the family has only pair powers, there are only two independent free critical points.
The parameter and dynamical planes
When we consider the free independent critical points of the family, we obtain the parameter plane P 2 (for cr i (β 1 ), i = 3, 4, 5, 6) in Fig. 8a, b and P 3 for cr i (β 1 ) , i = 7, 8, 9, 10, in Fig. 8c, d . As it has been stated in the previous section, a mesh of On the other hand, unstable behavior is found when we choose values of β 1 in some of the black regions of parameter planes.
Different kinds of unstable behavior can be found in Fig. 10 : in Fig. 10a , two strange fixed points (whose basins of attraction appear in red and green, respectively) are attracting, meanwhile in Fig. 10e the parameter is inside the area of the complex plane where ex 1 (β 1 ) = 1 is slightly attracting and its basin is shown in green. The black color around the green one means that the initial estimations in this area need more that 40 iterations to reach the attracting strange fixed point. The rest of figures correspond to different periodic orbits painted in yellow color: in Fig. 10b the black region corresponds to the basin of attraction of a 2-periodic orbit; in Fig. 10c, d two orbits of period 5 and 6, respectively, are shown. In the dynamical plane appearing in Fig. 10f a periodic orbit of period 3 appears; by applying Sharkovskii's Theorem, it is proved that there exist orbits of any period. We show, for each method, the number of iterations, the residual of the function at the last iteration, F(x (k+1) ) , the difference in norm between the two last iterations x (k+1) − x (k) and the approximated computational order of convergence AC OC defined in [10] by
The value of AC OC that appears in Tables 1 and 2 is the last coordinate of vector AC OC when the variation between its values is small. Otherwise, it is marked with −.
Example 1 Let us consider the nonlinear system of size n × n, n = 20, 
The solution of this system obtained in any convergent case is x * ≈ (0.575, 0.575, . . . , 0.575) T .
In Table 1 we show the numerical results obtained for Example 1 by using some members of the fourth-order family (1) that have been presented in Sect. 2 as stable and unstable elements. Let us observe the bad numerical behavior for α 1 = −3/2, 10, −20.
Similar results have been obtained for some members of seventh-order family (3) that correspond to stable (β 1 = 3/2, 2, 6) and unstable (β 1 = −15, 40, −20) cases, as can be seen in Table 2 .
In the following, we will show the performance of the best element of the fourthorder family (1) on a relevant chemical problem.
Example 2 An important problem in chemical engineering is to predict the diffusion and reaction in a porous catalyst pellet. The goal is to predict the overall reaction rate of the catalyst pellet. The conservation of mass in a spherical domain gives
where r is the radial coordinate, D the diffusivity, c is the concentration of a given chemical, k the rate constant and f (c) the reaction rate function, and the conditions dc dr (0) = 0 and c(r p ) = c 0 .
Now consider a sphere (5 mm in diameter) of γ -alumina upon which Pt is dispersed in order to catalyze the dehydrogenation of cyclohexane. At 700 K, the rate constant 
k is 4 s −1 , and the diffusivity D is 5 × 10 −2 cm 2 /s. Set up the equations necessary to calculate the concentration profile of cyclohexane within the pellet and also the effectiveness factor for a general f (c). Next, solve these equations for f (c) = c 2 .
We define C = concentration of cyclohexane concentration of cyclohexane at the surface of the sphere and R = dimensionless radial coordinate based on the radius of the sphere (r p = 2.5 mm).
Let us assume that the spherical pellet is isothermal. The conservation of mass equation for cyclohexane is
with conditions
that, in this case is Φ = 2.236.
By using central divided differences, we transform the boundary value problem (4) in a system of nonlinear equations, which will be solved by applying the methods object of this work. We use
where h = 1 n+1 is the mesh spacing. If we denote by C i = C(R i ), with R i = 0 + ih, i = 0, 1, . . . , n +1, the mesh points, the boundary value problem can be approximated by the nonlinear system
. . , n with C n+1 = 1. For R = 0, the second term in the differential equation is evaluating taking into account that
so, the differential equation becomes 3C − Φ 2 C 2 = 0. Therefore, the corresponding difference replacement is
Using central divided differences in the boundary condition C (0) = 0 we obtain that C 1 = C −1 , so the first equation of our system is C 1 − C 0 − 1 6 h 2 Φ 2 C 2 0 = 0. Problem (4) has been approximated by the nonlinear system F(C) = 0, where F : R n+1 → R n+1 is defined by In Table 3 , we show the approximated result for some values of R, using the element of family (1) corresponding to α 1 = 5/4 and different sizes of the system. We use the initial estimation x (0) = (0.5, 0.5, . . . , 0.5) T and in any case the method has converged to the presented solution in three iterations.
Conclusions
A dynamical study on quadratic polynomials of two parametric families of iterative methods for solving nonlinear problems has been presented, in order to detect their most stable elements or those with bad stability properties. From the parameter planes associated to both classes, it has been proved that there are more values of the parameter, that is, elements of the family, with good stability properties when we increase the order of this family. About the family of order seven, we have observed in the parameter plane that unstable values of the parameter are located in small and sparse regions of the complex plane. Except in these small regions of the parameter planes, the behavior of schemes in the class is very stable. These results have been numerically checked on an academic example and on the chemical problem of predicting the diffusion and reaction in a porous catalyst pellet.
