ABSTRACT This paper presents a cloud theory-based iterated greedy (CTIG) algorithm for solving the no-wait flowshop scheduling problem (NWFSP) with the objective of minimizing the sum of makespan and total weighted tardiness. The performance of the proposed CTIG algorithm is evaluated by comparing its computational results to those of the best-to-date meta-heuristic algorithm, particle swarm optimization (PSO), as presented in this paper. The experimental results concerning two sets of benchmark problem instances in this paper demonstrate that the CTIG algorithm obtains more (near) optimal solution in less computational time than the PSO algorithm. The computational results in this paper fill the research gap in the development of a novel algorithm to improve the solution quality in the case of the NWFSP with the objective of minimizing the sum of makespan and total weighted tardiness.
I. INTRODUCTION
The no-wait flowshop scheduling problem (NWFSP) is one of the most important subclasses of the permutation flowshop scheduling problem [1] . The significance of the NWFSP is not only theoretical but also a result of a wide range of applications in a variety of industries, including the plastic, chemical, metal, electronic, pharmaceutical, and food-processing industries [2] - [4] . The no-wait constraint in scheduling means that in-process waiting is prohibited between or on consecutive operations/machines of a particular job. Restated, once the processing of a job begins on the first machine, its subsequent operations have to be continuously performed on succeeding machines until its completion at the last machine without any interruptions or preemptions. To satisfy the no-wait constraint, a delay may arise in the processing of the job on the first machine such that the completion of the operation on any machine is immediately followed by the operation on the next machine [5] .
Since the pioneering work of Piehler [6] , scheduling problems, such as flowshop, hybrid flowshop, jobshop, and openshop scheduling problems, which involve no wait in-process, have attracted the attention of many researchers. Due to its wide range of practical applications, many approaches have been proposed to solve various no-wait scheduling problems in the past few decades. Hall and Sriskandarajah [7] and Allahverdi [8] have provided excellent and detailed literature reviews since the 1970s until mid-1993, and from mid-1993 to the beginning of 2016, respectively. Since NWFSPs have been extensively examined, the works that are discussed herein focus on the m-machine NWFSP with the objective of minimizing the makespan, which is, without any doubt, the most extensively used performance criterion in scheduling literature. Using the 3-tuple notation of Graham et al. [9] , the problem can be denoted as F m |nwt|C max , where F m denotes the fact that the shop environment is a flowshop with m machines; nwt indicates a scheduling problem with the no-wait processing characteristic, and C max indicates that the performance measure is the makespan, which is to be minimized.
To the best of the authors' knowledge, Wismer [10] was the first to address the NWFSP with three or more machines. Since Wismer's pioneering work, many algorithms, including constructive heuristics, meta-heuristics, and exact methods, have been proposed to solve the F m |nwt|C max problem. Since the problem is notably strongly NP-hard [11] , the vast majority of proposed methodologies for solving the F m |nwt|C max problem involve meta-heuristic algorithms to yield approximate solutions in a reasonable time. The remarkable meta-heuristics in literature include simulated annealing (SA) [12] , genetic algorithm (GA) [12] , Tabu search (TS) [13] , discrete particle swarm optimization (DPSO) [14] , iterated greedy (IG) [15] , discrete self-organizing migrating algorithm (DSOMA) [16] , ant colony optimization (ACO) [17] , discrete optimization [18] - [20] , and hybrid meta-heuristics [21] - [30] . A comparative analysis of various meta-heuristic algorithms for solving the F m |nwt|C max problem can be found in Bewoor, Prakash, and Sapkal [31] . Recently, Lin and Ying [4] formulated the F m |nwt|C max problem as a traveling salesman problem, and then, proposed two three-phase algorithms to solve it. To the best of our knowledge, these algorithms are by far the best for solving this problem. The three-phase algorithms not only outperformed all existing algorithms, but also effectively solved all tested instances to optimality in a reasonable computational time, including a set of 2000-job and 20-machine instances. Although NWFSPs have attracted considerable attention in past decades, only a small fraction of relevant studies have considered due date constraints.
Due date constraints is one of the most relevant constraints of NWFSPs, as real-world jobs more often than not have due dates for completion. Therefore, this work focuses on minimizing the sum of makespan and total weighted tardiness for the NWFSP. Industrial applications regarding this problem include chemical industries, food industries, steel production, pharmaceutical industries, and the production of concrete products [32] . The problem is NP-hard in the strong sense for three or more machines [32] . Using the 3-tuple notation of Graham et al. [9] , the problem can be denoted as F m |nwt|C max + w j T j , where the notation is the same as that of the F m |nwt|C max problem mentioned above, with the exception that C max + w j T j in the third field indicates that the scheduling problem with the objective of minimizing the sum of makespan and total weighted tardiness. Although NWFSPs and the flowshop scheduling problem with due date constraints received attention many years ago [33] , [34] , the F m |nwt|C max + w j T j problem was not studied before 2015.
Samarghandi [32] , the first to study the F m |nwt|C max + w j T j problem, proposed a mixed integer linear programming (MILP) model and a particle swarm optimization (PSO) meta-heuristic algorithm to solve it. The PSO algorithm used the smallest position value (SPV) coding system for efficiently generating a timetable from a specified sequence of jobs, and coupled it with PSO to explore the region of feasible solutions to the F m |nwt|C max + w j T j problem. In addition, a very efficient local search was embedded in the PSO algorithm to further improve its computational results. The computational results concerning a large number of benchmark problem instances with different deadline settings show that the MILP model could solve a number of small-sized test instances to optimality, while the PSO algorithm outperformed the most competitive algorithms that were specifically designed for solving NWFSPs in the literature, including a hybrid meta-heuristic of the Tabu search and PSO [27] , which can generate the best solutions for most of the considered test instances without due date constraints.
Samarghandi and Behroozi [35] further developed five exact methods and an enumeration algorithm for solving the F m |nwt|C max + w j T j problem. Experimental results reveal that some small-sized test instances can be solved to optimality by using the proposed methods; however, finding a feasible solution becomes increasingly difficult as the size of the F m |nwt|C max + w j T j problem grows. To the best of our knowledge, in existing literature, only the above two studies have addressed the F m |nwt|C max + w j T j problem, thus, there is still a lack of effective meta-heuristics to effectively solve it in a reasonable time.
To enhance scheduling performance, this work proposes an effective and efficient cloud theory-based iterated greedy (CTIG) algorithm to solve the F m |nwt|C max + w j T j problem. The rest of the paper is organized as follows. Section 2 formulates the F m |nwt|C max + w j T j problem that is considered herein. Section 3 demonstrates in detail the proposed cloud theory-based iterated greedy (CTIG) algorithm. Section 4 analyzes and discusses computational experiments). Section 5 draws conclusions and suggests avenues for further research.
II. PROBLEM FORMULATION
The F m |nwt|C max + w j T j problem can be defined as follows. A set of n jobs is to be processed on a set of m machines. The process sequences for all jobs involve the same ordering of m machines and the process sequences on each machine are identical. Every job must be processed on each of the machines exactly once without interruption, pre-emption, or in-process waiting on or between successive operations. Accordingly, when the processing of a job has been initiated on the first machine, it must be continued without interruption on all machines until completion. The processing time of the job j on the machine k, p j,k (j = 1, 2, . . . , n;k = 1, 2, . . . , m), is given and the processing times for each job on different machines are typically dissimilar. Each job j (j = 1, 2, . . . , n) has a given due date d j , which is assigned in advance. If the completion time, C j , of job j is larger than its due date d j , there will be a weighted tardiness penalty w j T j , where T j = max{C j − T j , 0} denotes the tardiness of job j. The goal of this investigation is to find a feasible schedule for the n jobs that minimizes the sum of makespan and total weighted tardiness.
The critical assumptions in the F m |nwt|C max + w j T j are as follows.
• All jobs' release dates are at the beginning of the planning horizon.
• Every machine can execute no more than one job at a time.
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• At any moment, every job is being processed by no more than one machine.
• Each job is independent of other jobs.
• The setup time of the machine is negligible.
• All machines are available throughout the planning horizon. The F m |nwt|C max + w j T j problem that is described above can be defined formally as an MILP mathematical model. The following notation is used. The mixed integer linear programming (MILP) models of the jobshop [36] , [37] and flowshop [38] scheduling problems are expanded to formulate the MILP model of the F m |nwt|C max + w j T j problem, as follows.
Constraint set (1) is not functional constraints but upper bound constraints of the surplus variable q i,j,k . Constraint set (2) is the disjunctive constraint to satisfy the requirement that only one job may be processed on a machine at any point of time. It is rewritten from the inequalities
by adding the surplus variable q i,j,k . The purpose of using the surplus variable q i,j,k in constraint sets (1) and (2) is to reduce the number of functional constraints, which means the MILP model can be solved more efficiently. Detailed discussions of constraint sets (1) and (2) can be found in Liao and You [37] and Pan [38] . Constraint set (3) is the no-wait constraints. Constraint set (4) defines the makespan. Constraint set (5) is the due date constraints of the jobs. Constraint sets (6), (7), (8), and (9) define the domains of the relevant decision variables.
III. PROPOSED CLOUD-BASED ITERATED GREEDY ALGORITHM
The iterated greedy (IG) algorithm, as proposed by Ruiz and Stützle [39] , is a simple but effective and efficient stochastic search algorithm. The IG algorithm creates a solution by iteratively executing the destruction and construction phases. During the destruction phase, some elements of the incumbent solution are removed. Then, in the construction phase, a greedy constructive heuristic is implemented to sequentially insert the removed elements into the partial solution until a new complete solution is reconstructed. After that, an acceptance criterion is used to decide whether or not the newly constructed solution will replace the incumbent solution. The searching process iterates through these steps until one of the termination conditions is met. Due to its simplicity and excellent performance, many modified IG algorithms have been developed to cope with different scheduling problems, such as permutation flowshop scheduling problems [39] , [40] , non-permutation flowshop scheduling problems [41] , single-machine scheduling problems [42] , hybrid flowshop scheduling problems [43] , [44] , parallel machine scheduling problems [45] - [47] , and distributed flowshop scheduling problems [48] - [50] .
This work presents a CTIG algorithm that uses the cloud theory-based mechanism [40] . The cloud theory is a cognitive model that was proposed based on the probability theory and fuzzy sets theory to describe uncertain knowledge by using natural language [51] . The normal cloud model uses three digital characteristics (µ, En, He) to represent the uncertain transition between quantitative and qualitative descriptions, where µ is the expected value used to determine the center position of the normal cloud, En denotes the standard variance (entropy) used to determine the range of the normal cloud, He represents the hyper-entropy (the entropy of the standard variance En) used to determine the degree of cloud drops' dispersive. In the proposed CTIG algorithm, the normal cloud model is used to determine the probability of accepting a worse solution, as found in the searching process, to replace the incumbent solution. The cloud theory has the characteristics of randomness and stable tendency, thus, the cloud theory-based mechanism can improve the ability of the proposed algorithm to escape from a local optimum and converge to a good solution.
The flow chart of the CTIG algorithm is depicted in Fig. 1 . The following subsections discuss in detail the representation of the solution, the initial solution, the neighborhood of solutions, the parameters of the CTIG algorithm, and the steps of the proposed CTIG algorithm.
A. SOLUTION REPRESENTATION AND INITIAL SOLUTION
In this study, a solution is represented as a permutation of numbers that refer to n jobs. For example, the solution representation [3 8 6 10 9 7 2 4 5 1] is interpreted as follows; ten jobs are to be processed sequentially and the process sequence on each machine is 3-8-6-10-9-7-2-4-5-1.
An algorithm that is based on the NEH algorithm [52] is developed to generate an initial solution. The steps of the proposed NEH-based algorithm are as follows.
Step 1: Arrange the jobs in non-decreasing order of their due dates to generate a job list. In case of a tie, the job with the smaller processing time is processed first.
Step 2: Select the first two jobs from the job list. Find the better partial sequence with the lowest sum of makespan and total weighted tardiness from the two possible partial sequences of the two jobs.
Step 3: Select the job in the next position in the job list and insert it at all possible positions in the current partial sequence to find the best sequence with the lowest sum of makespan and total weighted tardiness.
Step 4: Repeat step 3 until all jobs have been inserted in the sequence.
B. CTIG PROCEDURE
The main steps of the proposed CTIG algorithm are as follows.
Step 1: Initialization Phase Execute the NEH-based algorithm, as described in Section III.A, to generate an initial solution π. Set the incumbent solution π * and the best solution π * best to the obtained initial solution π, and set the current temperature T to the initial temperature T 0 .
Step 2: Iteration Phase (a) Destruction: Select α out of n jobs in the incumbent solution π * . Delete the selected jobs from π * and move them to π * D in the order in which they were chosen, where π * D is a list of the α removed jobs. The value of α is randomly determined in the range [α min , α max ], where α min is the minimal number of jobs to be removed, and α max is the maximal number of jobs to be removed. If some jobs in π * violate the due date constraints, then at least one of the tardy jobs will be selected and removed. Denote the list of the remaining jobs in π * as π * P . (b) Construction: Sequentially reinsert the jobs in π * D into π * P until a whole solution π * New is obtained. When a job is inserted into π * P , all possible positions in π * P are considered. The position that , then π * will be set to π * new only when r < exp(− E/T ), where r ∈ [0, 1] is a random number, E = 1000 * (OFV (π * new ) − OFV (π * ))/OFV (π * ), and T is the temperature that is used to compute the probability of accepting a worse solution, which is determined by the cloud theory-based mechanism [40] that is depicted in Fig. 2 . (d) Temperature reduction: T is the current temperature, which starting from the initial temperature T 0 and reduced whenever a fixed number of iterations (I iter ) have been executed, according to the formula T ← λT , where 0 < λ < 1.
Step 3: Termination criterion
If the computational time exceeds a specified threshold, MaxT, then stop the algorithm; otherwise, repeat the Step 2. In Step 1, an initial solution π is generated using the NEH-based algorithm and the parameters of the CTIG algorithm are set. Steps 2(a) and 2(b) are the destruction and construction phase, which are perturbation mechanisms. In Step 2(c), the Boltzmann function, which is frequently applied in the annealing process in SA algorithms, is used to help the proposed CTIG algorithm to escape from a local minimum, where the temperature is calculated as the cloud theory-based mechanism. This escape from a minimum is achieved by generating a random number r ∈ [0, 1] and substituting the incumbent solution π * with π * new if r < exp(− E/T ). If OFV (π * new ) ≤ OFV (π * ); the probability of substituting π * with π * new is set to 100%. Subsequently, the incumbent solution π * undergoes the destruction and construction phases in Step 2 iteratively until the termination criterion is satisfied. The computational complexity of the proposed CTIG algorithm is as follows. In Step 1, the time complexity of sorting the n jobs in order of ascending due date is O(n log 2 n). In the destruction phase of Step 2, α jobs are removed from the n jobs in the current solution. The computational complexity is linear. In Step 2 of each iteration, α jobs are reinserted into the partial solution in the construction phase. In finding the best position for reinserting the first of α removed jobs, (n−α +1) possible positions are tested. Therefore, the objective function value is calculated (n − α + 1) times. Similarly, in finding the best position for reinserting the i th job of α removed jobs, (n − α + i) possible positions are tested. Therefore, the total number in evaluating the objective function is
To clearly illustrate the process of the proposed CTIG algorithm, Table 1 gives a small F m |nwt|C max + w j T j problem with ten jobs and three machines. Columns 2 to 4 provide the processing times of each job on the three machines. Column 5 presents the due dates of the jobs, and Column 6 presents the unit penalties of jobs when tardiness occurs. Figure 3 presents an iteration of the proposed CTIG algorithm.
IV. EXPERIMENTAL RESULTS
This section describes the experimental results obtained when the proposed CTIG algorithm is used to solve the F m |nwt|C max + w j T j problems. The test instances, selected parameter selection, and experimental results obtained using the proposed CTIG algorithm, the IG algorithm (the CTIG algorithm that is not cloud theory-based) and the PSO algorithms [32] are discussed below.
A. TEST INSTANCES
Two sets of benchmark problem instances from the literature are used here. The first benchmark problem set is taken from Samarghandi and Behroozi [35] . There are two subsets in this problem set. For the first sub-problem set ''Car# + DD,'' the number of jobs varies from four to nine and the number of machines varies from seven to 14. For VOLUME 6, 2018 the second sub-problem sets ''Rec# + DD,'' the number of jobs varies from 20 to 75 and the number of machines varies from five to 20. The processing times of the first and second sub-problem sets are integers generated from the uniform distribution in the ranges [1, 999] and [1, 99] , respectively. The due dates of the two sub-problem sets are generated using the following formula.
where TF is the tightness factor.
The first benchmark problem set consists of 15 test instances, each of which involves four due date settings that are generated using the tightness factor TF = 1, 2, 3, and 4, respectively. Therefore, the first benchmark problem set includes a total of 70 test instances of the F m |nwt|C max + w j T j problem. In this problem set, Car01 + DD through Car08 + DD have fewer jobs than the Rec + DD problems. Therefore, the optimal solutions of Car01 + DD through Car08 + DD can be obtained.
The second benchmark problem set was expanded from the 120 benchmark instances of flowshop scheduling problems of Taillard [52] . The processing time, p j,k (j = 1, . . . , n; k = 1, . . . , m), is an integer that is generated from the uniform distribution [1, 99] . Twelve combinations of the number of jobs, n = {20, 50, 100, 200, 500} and the number of machines, m = {5, 10, 20}, were generated, and each combination has ten test instances. Each instance involves four due date settings that are generated using formula (9) with the tightness factor TF = 1, 2, 3, 4. Therefore, the second problem set comprises a total of 480 test instances of the F m |nwt|C max + w j T j problem.
B. SETTING OF ALGORITHM PARAMETERS
The five key parameters of the proposed CTIG are the initial temperature (T 0 ), the number of iterations at a particular temperature (I iter ), the cooling rate (λ), the pair of the minimum number and the maximum number of jobs to be removed (α min , α max ), and the maximal time allowed (MaxT). Each of the five parameters has four levels, as shown in Table 2 . Therefore, there are 4 5 possible combinations of parameter values. In order to more effectively determine the best combination of parameter values, the Taguchi method design of experiment (DOE) [53] is applied to 12 randomly selected test instances. Since there are five factors, where each factor has four levels, the Taguchi L16 (Type B) orthogonal design (see https://www.york.ac.uk/depts/maths/tables/l16b.htm), which has 16 parameter combinations, is selected. It is noted that this design is equivalent to a 4 (5−3) fractional factorial design. In order to obtain a reliable set of parameter values that consider the required computational time and solution quality, for each parameter combination, the CTIG algorithm VOLUME 6, 2018 is executed independently 30 times for each of the 12 selected instances. The average relative percentage deviation from the best solution, as obtained using the design of experiment, is given in Table 3 as the response variable. Table 2 reveals that T 0 , I iter , λ, and (α min , α max ) are relatively small while MaxT are relatively large. Table 4 presents the significance value of each parameter. MaxT is the most significant parameter of the five parameters. Therefore, as more computing time used, a better solution is obtained. Other factors also affect the quality of the solution. To balance computational time with solution quality, T 0 , I iter , λ, (α min , α max ), and MaxT, are set to 0.9, 2500, 0.975, (4, 7), and 0.03n, respectively.
C. RESULTS AND DISCUSSION
The proposed CTIG algorithm was implemented in Microsoft Visual C++ 2012. To evaluate its performance, five trials were run with each of the test instances and this performance was compared with that of IG and that of PSO [32] . All numerical experiments were performed on an Ultrabook Windows 10 (64 bits) operating system, with an Intel R Core TM i7 @ 2.67 GHz processor and 4 GB of RAM.
The first benchmark problem set is solved using the PSO, IG, and CTIG algorithms in five runs, and is solved using the MILP models proposed in this study (denoted as MILP LLY ) and Samarghandi [32] (denoted as MILP S ) in one run. The MILP LLY and MILP S are implemented using Gurobi 7.0, and the maximal computing time is set as 7200 seconds. Table 5 presents the computational results of Car01 + DD through Car08 + DD. The optimum objective function value (Opt. OFV), best objective function value (Best OFV), average objective function value (Ave. OFV), and computational time (CPU time in seconds) are reported. To evaluate the performance of the compared algorithms, according to Samarghandi [32] , the objective function value of each compared algorithm is computed using a unit tardiness penalty w j = 3, ∀j. Therefore, the optimum objective function value in Table 5 can be yielded by using the proposed MILP model, and setting the objective function as C max +3× T j and Constrain set (5) as s j,m + p j,m − T j = d j , j = 1, . . . , n. As revealed in Table 5 , the proposed MILP LLY obtains optimal solutions for all 32 test instances by using less computational times than that of MILP S , while the compared MILP S obtains optimal solutions for 30 test instances within the maximal computing time (7200 seconds). On the other hand, PSO, IG, and CTIG yield 20, 31, and 31 optimum solutions, respectively. Table 6 summarizes the computational results obtained by using the PSO, IG and CTIG to solve the test instances with unknown optimal solutions. Table 6 lists the best OFV, makespan, total tardiness (TT), and computational time yielded by PSO, IG and CTIG. Since the test instances, as listed in Table 6 , cannot obtain the optimum solutions using the MILP model, the lower bounds (LBs) of the makespan without due date considerations, as obtained by using a matheuristic [4] , are used to evaluate the performance of all compared algorithms. As revealed in Table 6 , both the IG and the CTIG algorithms outperform PSO. In addition, the best makespan values, as obtained by the IG and CTIG algorithms, are very close to the lower bounds of the makespan.
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For each test instance of the second problem set, the RPD values of the PSO, IG, and CTIG algorithms were calculated using the best solution that was obtained by each, according to the following equation.
where OFV best represents the OFV value of the best solution that was obtained in five runs of the PSO, IG, and CTIG algorithms. The minimum (Min.), average (Ave.), and maximum (Max.) RPD statistics that were obtained in five runs of the PSO, IG, and CTIG algorithms are grouped by the values of n and m and summarized in Table 7 . As revealed in Table 7 To verify the effectiveness of the proposed CTIG algorithm, a group of one-sided paired t-tests in terms of the minimum, average, and maximum RPD values were carried out to compare the proposed CTIG algorithm with the PSO and IG algorithms. The analytical results in Table 8 demonstrated that the proposed CTIG algorithm significantly outperformed the PSO and IG algorithms in terms of minimum, average, and maximum RPD values at confidence level α = 0.05.
V. CONCLUSIONS AND RECOMMENDATIONS FOR FUTURE STUDIES
This study concerns the F m |nwt|C max + w j T j problem, which is not only theoretically interesting owing to its notable characteristic of being strongly NP-hard, but also practically interesting because of its numerous practical applications. Nevertheless, the literature on it is limited. In view of the strongly NP-hard nature of this problem, a CTIG algorithm is proposed to solve it effectively and efficiently. The computational results demonstrate that the proposed CTIG algorithm can find high-quality solutions to test instances in an acceptable time, and so it significantly outperforms the PSO metaheuristic algorithm. The efficiency of the proposed CTIG algorithm reflects its ability to improve upon the best-known solutions to the test instances in the literature.
Since this work is only the third to address the F m |nwt|C max + w j T j problem, it can be extended to many other problems in the future. First, more research is needed to develop meta-heuristic algorithms and exact methods for solving the F m |nwt|C max + w j T j problem. Second, other performance criteria, such as the total completion time and lateness, could be considered. Third, the multiple-criteria NWFSP with deadline constraints is complex, but certainly warrants further research. Fourth, further investigations of problem variants with additional realistic constraints, such as sequence-dependent setup times and release times, would support a rich body of future studies. Finally, the mixed NWFSP with due date considerations is a more commonly used in practice and should also be the target of further research.
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