Introduction
The study of non-linear time series models has recently received a great deal of attention (e.g. see Jones (1978) , Priestley (1980) , and Tong and Lim (1980) ). One class of non-linear models which appears to be particularly useful is the class of threshold autoregressive (TAR) models introduced by Tong (1978) and discussed comprehensively in Tong and Lim (1980) . Several examples are given by these authors which show that TAR models provide better fits than linear models. In addition, TAR models are shown to exhibit strictly non-linear behavior (e.g. limit cycles) which linear models cannot duplicate.
In Tong and Lim (1980) , the problem of model identification and model fitting was considered and the methods of Klimko and Nelson (1978) were suggested to obtain sampling properties for the parameter estimators. In addition, only sufficient conditions were established for the ergodicity of the TAR model.
The present paper deals with these issues for the simplest of the TAR models, namely (1.1) Zl = #J,Z:-, + #J2Z;-, + an t = 1,2,. .., where x' = max (x, 0) and x-= min (x, 0). Equivalently, (1.1) may be written where and I ( A )is the indicator function for the set A. In both (1.1) and (1.2) above, we take and 4~~to be real constants and assume that {a,;t 2 1) is a sequence of independent, identically distributed (i.i.d) random variables, each having a strictly positive density, f ( . ), on R, and mean 0. We note that even if the at's are symmetrically distributed, the marginal stationary distribution for Z, (when it exists) will be symmetric about 0 if and only if 4, = 42. Hence, we could also refer to (1.1) as an asymmetric autoregressive model. The analogous asymmetric moving average model was considered by Wecker (1977) in an attempt to describe the behavior of industrial prices.
In Section 2, we obtain necessary and sufficient conditions on 41and 42for the process defined by (1.1) to be ergodic. These conditions are seen to be much broader than the sufficient conditions obtained by Tong and Lim (1980) for the TAR and by Jones (1978) for the non-linear autoregressive process (1.2) (see also Remark 2 in Section 2).
In Sectign 3, we assume that E(I a, 12") < m, for some 6 > 0. This allows us to establish the consistency of the least squares estimators for 4Iand 42as well as for the estimator for a 2= E(a:). In addition, a central limit theorem is shown to hold for the estimators of 4Iand 42. An hypothesis test, to test whether 4I= 42, is developed in Section 4. The asymptotic distribution of the associated test statistic is also obtained. Finally, in Section 5, we study, via simulation, the general behavior of model (1.1) and the small-sample performance of the parameter estimators and of the hypothesis test when the error terms, {a,}, are normally distributed.
Ergodicity
We note that {Z,;t 2 0), as defined in (1.1) is a Markov chain with state space (R, B ) , where B is the Borel a-algebra on the real numbers R. The transition density is given by
If p is Lebesgue measure on R, then {Z,;t 2 0} is p-irreducible and aperiodic (see Orey (1971) for the relevant definitions).
The following theorem gives necessary and sufficient conditions on the parameters 4I and 42for the process {Zt} to be ergodic. (2.2) 1 4 2 < 1 and 4 1~2 < 1 .
The region of ergodicity described by (2.2) is illustrated in Figure 2 .1 below. The proof of Theorem 2.1 is divided into the following four lemmas, the first of which proves the sufficiency of Condition (2.2).
Lemma 2.1. If 4, and 42satisfy (2.2), then the process {Z, ; t 2 0) is ergodic. Proof. Defining the transition function for the Markov chain {Zt}by then it is easy to show that the transition law {P(x,. )} is strongly continuous (see Tweedie (1975), p. 393) . The result of the lemma will follow from Theorem 4.2 of Tweedie (1975) if we can find a compact set K C 93, having positive Lebesgue measure, and a non-negative measurable function g on R such that
From (2.2) it is possible to find positive constants a and b such that 1 > > -(ab-') and 1 > 4z> -( b a ' ) . Then, by choosing it can be shown that there is an M > O such that Conditions (i) and (ii) hold for
The proof of the necessity of (2.2) in Theorem 2.1 is divided into three lemmas. These lemmas, labelled 2.2-2.4 below, prove the non-ergodicity of the 
Then, whenever Zl > M, (2.3) implies that which in turn implies that In addition, whenever Z1-2 >0, E(I Z, -E(2,I Z14)) 1 Z1-2)5 6 <CQ for t 2 2. By choosing M large enough so that (2.5) holds and 25[(7/ -1 )~] -' < 1, an argument similar to that used in the proof of Lemma 2.1 implies that (2.4) holds. Since the chain {Z2,) is not ergodic, neither is (2,). (1975) were applied to our model (1.1).
3. The sufficiency of (2.2) may be easily shown to apply for any error term distribution such that E(I a, I") <m, some 0 < a < 1, by taking in Lemma 2.1. When (2.2) holds, Theorem 2.1 implies the existence of an invariant probability distribution for { Z , ) .Additionally, we obtain the following result, which will be used in Sections 3 and 4 and the proof of which appears in Appendix 1.
Theorem 2.2. Assume E(I a, 12") < w for some 5 > 0. Then if 4, and 42 satisfy (2.2), the invariant probability distribution for the chain { Z , ) has a finite second moment.
Remark. By using methods similar to those in the proof of Theorem 2.2, we can show that if E(I a, I b " ) <w, for some 5 > 0 and any 0 5 b I m, then the invariant probability distribution for the chain { Z , )has moments of order 6 or less.
We are now able to consider estimators for the parameters 4Iand 42and the properties of these estimators.
Estimation of model parameters
In this section, we assume that the error sequence { a , )has a finite absolute moment of order 2 + 5, for some 5 >0, so that the stationary distribution for { Z 1 ) has a finite second moment. Let u 2 denote the common variance of the error terms. In what follows we shall also take Z to be a random variable, having as its distribution the invariant probability distribution for { Z , ) ,and will denote ( z ? )~ and (z:)~ by z Z k andZTk. The least squares estimators for the parameters + I and 42are and the corresponding natural estimator of u Z is We note that d l , d2and k 2are also the maximum likelihood estimators for d l , d2,and k 2 ,respectively, under the assumption of a normal error distribution.
The next two theorems establish consistency and asymptotic normality, for the estimators in (3.1)-(3.3) , when the process { Z , )is ergodic. Asymptotically, the distribution of -21n A is independent of the distribution of the {a,)provided that E(I a, 12") < m, for some 6 > 0, as the following shows. This last quantity converges in law to (Ylwhich has ,y2 Y~)~E ( z~) /~~~ a distribution with one degree of freedom. Hence we conclude that P(-21n A 5 x ) converges in law to a ,y2 distribution function with one degree of freedom, as n -+m, under the null hypothesis.
Small-sample properties
Simulations of model (1.1) were run to determine the small-sample properties of the estimators defined in Section 3 and the hypothesis test defined in Section 4. In all simulations, the distribution of the {a,}was taken to be N(0,l). For $,, (Table 5 .1) and again with 100 observations (Table 5. 2). The sample values generated by each simulation were used to obtain estimators for $,, ~$ 3ãnd a2via (3.1)-(3.3) and -21n A was calculated from (4.1). The quantities recorded in Tables 5.1 to estimate the AR to such a series using coefficient ($, would be set to 0). However, for the purpose of simulation, this causes MESE(&) and SESE($~) to be infinite. To avoid this problem, our results in Table 5 .1, corresponding to simulations with + I = 0.9, were obtained by using 1000 simulations for which there were both positive and negative observations. We note that this situation did not occur for the longer series represented in Table 5 .2.
Among the properties observed in Tables 5.1 and 5 .2 are the following: 1. In general, and d2exhibit better overall performance when 4Iand 42
are both negative. This may be a result of a fairly even distribution of positive and negative observations occurring for the negative values of + I and +2 tested. 2. As ~$ 4 4~) 1, while remains fixed, the parameter approaches estimates for 42(41) become unstable. This is not true as the parameter values approach the hyperbolic lower boundary of the region of ergodicity. In fact, as the last three entries in each table indicate, the behavior of the parameter estimators $I and $2 is better when 4, and 42are on that lower boundary than when r$l and c$~ are near the boundary but in the ergodic region. One possible explanation for this phenomenon may be that, for relatively short series, values of + I and 42in Region I11 of Figure 2 .1 result in a greater separation of negative and positive observations, a situation which generally seems to result in more accurate estimation.
3. On average, the expected standard error, MESE(. ), tends to underestimate the corresponding sample standard error, SE( .). 4. The performance of 6 is consistent throughout and does not seem to be affected by the performance of $I or $2.
Concluding remarks
Extensions of these results to the more general SETAR (1 ;1,. 1) model (see a , Tong and Lim (1980) ), for both the known and unknown threshold case, are currently being investigated.
