Kinetic modeling of PET data derived from mouse models remains hampered by the technical inaccessibility of an accurate input function (IF). In this work, we tested the feasibility of IF measurement with an arteriovenous shunt and a coincidence counter in mice and compared the method with an imagederived IF (IDIF) obtained by ensemble-learning independent component analysis of the heart region. Methods: 18 F-FDG brain kinetics were quantified in 2 mouse strains, CD1 and C57BL/6, using the standard 2-tissue-compartment model. Fits obtained with the 2 IFs were compared regarding their goodness of fit as assessed by the residuals, fit parameter SD, and Bland-Altman analysis. Results: On average, cerebral glucose metabolic rate was 10% higher for IDIF-based quantification. The precision of model parameter fitting was significantly higher using the shunt-based IF, rendering the quantification of single process rate constants feasible. Conclusion: We demonstrated that the arterial IF can be measured in mice with a femoral arteriovenous shunt. This technique resulted in higher precision for kinetic modeling parameters than did use of the IDIF. However, for longitudinal or high-throughput studies, the use of a minimally invasive IDIF based on ensemble-learning independent component analysis represents a suitable alternative.
termine glucose metabolism in animal and human tissues (1) . Full quantification of 18 F-FDG kinetics can be achieved by applying a 2-tissue-compartment model (2) . The model requires the time course of the 18 F-FDG concentration in the target organ (tissue time-activity curve) and in arterial plasma (input function, IF). In human brain PET, the IF is commonly measured from a catheter placed in the radial artery. An alternative is derivation of the IF from PET images via values measured in a volume of interest placed over the cardiac ventricles or a large vessel. A prerequisite of image-derived IFs (IDIFs) is the location of the blood pool and the organ of interest in the same field of view. In general, one or more arterial blood samples are measured to calibrate the IDIF. In a recent review article for human PET (3), the authors concluded that arterial blood sampling remains the preferred method to define the IF, because invasiveness is hardly reduced by the use of an IDIF.
In small animals, the small blood volume is the major constraint for manual blood sampling. This constraint prompted the development of several alternative methods, such as the sampling of very small volumes via a microfluidic chip (4) or the use of b-probes for measuring the blood radioactivity (5, 6) . Despite these new physical methods, the main research focus has been on developing the use of IDIFs, where blood radioactivity is estimated directly from the dynamic PET images. IDIF generation from simple analysis of blood pool volumes such as the liver or the heart ventricles is flawed by 18 F-FDG uptake by the liver or spillover from surrounding myocardium, cardiac motion, and partial-volume effects. Compensation can be achieved to varying degrees by image processing methods such as factor analysis (7), modelbased techniques (8) , independent component analysis (9), so-called hybrid IDIFs (e.g., 10,11), and cardiac gating combined with improved image reconstruction algorithms (12) . Most of these methods rely on at least 1 measure from a blood sample for scaling of the IDIF. Hence, blood sampling is not entirely obviated.
To our knowledge, there is currently no gold standard to define the real-time 18 F-FDG arterial IF in mice in a reliable and easily accessible manner. In this study, we adapted a method for direct blood radioactivity measurements and an approach for the generation of IDIFs for use in mice. We acquired real-time blood radioactivity curves by means of a new coincidence counter in combination with an arteriovenous shunt and compared the findings to IDIFs generated from PET data of the cardiac region with an ensemblelearning independent component analysis (EL-ICA) algorithm (13) . We used 2 different mouse strains to explore the possible strain dependency of our methods: C57BL/6 mice, because they are relevant for studies of genetically modified animals, and CD1 mice, because they are valuable as disease models, such as cerebral ischemia (14) . The purpose of this work was 2-fold. First, we evaluated whether the arteriovenous-shunt/ counter technique, which was previously demonstrated in rats (15) , is also feasible in mice. Second, we compared 18 F-FDG kinetic parameters and fit precisions obtained with the experimental shunt IF and the IDIF.
MATERIALS AND METHODS

Animal Preparation
All animal experiments were performed by licensed investigators, and the experimental procedures were reviewed by an ethical committee and authorized by the veterinary authority of the canton Zurich. Methods conformed to the guidelines of the Swiss Animal Protection Law (Act of Animal Protection, December 16, 2005 , and Animal Protection Ordinances, April 23, 2008 , and April 12, 2010). Male CD1 mice (n 5 10; weight, 37.2 6 2.6 g) and male C57BL/6 mice (n 5 5; 26.1 6 1.4 g) were obtained from Charles River. The mice were housed under approved conditions with no special husbandry and had free access to food and water before the experiments.
For surgery, the animals were anesthetized with isoflurane at approximately a 2% maintenance dose in a 2:1 mixture of air and oxygen. Body temperature was maintained at 37°C by means of a heating pad (Harvard Apparatus). Polyethylene catheters (PE10 with an internal diameter of 0.28 mm; Smiths Medical) filled with heparinized (20 IU/mL) saline were inserted into the right femoral artery and vein with the help of a stereomicroscope and securely fastened with ligatures (6-0 silk thread). Additionally, catheters were held in place with tape. The animals were kept under anesthesia for all subsequent procedures.
Data Acquisition
After the animal had been placed on the PET/CT scanner (VISTA eXplore [GE Healthcare]; axial FOV of 4.8 cm), a CT scout image was acquired and the bed position was adjusted for the subsequent PET scan to include the heart and the brain in the FOV. The arterial and venous catheters were connected to an arteriovenous shunt running through a coincidence counter (twilite; Swisstrace GmbH) positioned next to the scanner bed. The volume inside the counter was approximately 6 mL (10 cm of PE10). The arteriovenous shunt was also used for radiotracer injection (Fig. 1) . The total volume of the tube system was approximately 60 mL. Counter data were recorded with the acquisition tool of the imaging software, PMOD, version 3.3 (PMOD Technologies Inc.). A constant flow of 120 mL/min was maintained by a peristaltic pump (Ismatec; Wertheim-Mondfeld). This corresponds to about half the average velocity we, as well as Yu et al. (16) , observed in a short piece of PE10 tube driven by the animal's blood pressure and was chosen because it can be expected not to influence the overall and thus brain physiology within a normal blood pressure range.
For PET acquisition, the respiration rate was monitored (1025 L; SA Instruments) and maintained at 90 bpm by adjusting the isoflurane dose if required. Body temperature was kept at 37°C by a fan controlled by a rectal temperature probe. A dynamic listmode PET scan (45 min), recording of the blood coincidence counter, and infusion of 18 F-FDG (routine production for clinical use; University Hospital Zurich) were started simultaneously. 18 F-FDG was infused in 100-150 mL of saline over a period of 4-6 min with a syringe pump (Harvard Apparatus). Injected activities were between 10 and 16 MBq. Immediately after the PET acquisition, an arterial blood sample was collected in a heparinized vial, and plasma was separated by centrifugation. Plasma glucose was measured with a glucose oxidase/reflectance system (Vitros DT60 II; Ortho Clinical Diagnostics). Meanwhile, a CT scan was acquired for anatomic orientation. The anesthetized animals were then sacrificed by decapitation.
The coincidence counter and PET scanner were calibrated to kBq/cm 3 once per day by means of a phantom scan: A 5-mL syringe and a piece of PE10 tube were filled with the same 18 F-FDG solution of known radioactivity concentration (;1 MBq/mL), mimicking the conditions of a PET mouse scan. A static scan of 5 min was acquired in parallel with a coincidence counter measurement of the PE10 tube.
Image Analysis
PET images were reconstructed to a nominal voxel size of 0.3875 · 0.3875 · 0.775 mm (actual resolution of 0.9 mm in full width at half maximum in the center of the FOV (17)) with a 3-dimensional FORE/2-dimensional OSEM algorithm and userdefined time frames. Scatter correction was applied. Data were not corrected for attenuation, as suggested for mice by our recent system evaluation (17) . The shortest frames had a duration of 10 s and were grouped around the time when infusion was stopped, that is, when plasma 18 F-FDG concentration changed most rapidly. The maximum frame lengths toward the end of the scan were 4 min (Fig. 2) . The software package PMOD (PMOD Technologies Ltd.) was used for PET data analysis and kinetic modeling. For each mouse, a brain volume of interest was defined manually corresponding to the cerebrum, guided by the coregistered CT scan (Supplemental Fig. 1 ; supplemental materials are available online only at http://jnm.snmjournals.org). The brain time-activity curve was generated from this volume of interest and converted to kBq/cm 3 .
Shunt/Coincidence Counter IF
The whole-blood radioactivity measurements from the coincidence counter were corrected for counter crystal background counts. Background counts were about 125 cps, that is, 18%-25% of the maximum value around the infusion stop and 25%-70% of the total value at 45 min. The remaining coincidence counts were then corrected for 18 F decay before conversion to plasma radioactivity by applying a correction for erythrocyte uptake, given by Equation 1 (16),
where A plasma and A whole blood are the radioactivity in plasma and whole blood, respectively, at time t in minutes after the start of 18 F-FDG infusion. To reduce statistical noise caused by the random nature of radioactive decay, a moving average over 5 s was used to smooth the IF. The experimentally determined dispersion of a 5-s step function in the coincidence counter tube was used to evaluate the influence of dispersion on the experimental IF. The simulated effect was negligible (Supplemental Fig. 2 ).
IDIF A cuboid volume of interest was defined around the whole heart of each animal. A representative transversal cross-section is shown in Figure 3 . PET image data within the volume of interest were transformed to a matrix with the format voxel · time frame with MATLAB (The MathWorks Inc.). The data matrix was processed by EL-ICA. The algorithm was developed by Naganawa et al. for human brain PET (13) . The original EL-ICA framework was created at Cambridge University (18) . We adjusted the set of initial options to match the convergence criteria and the initially assumed noise variance to our data. A rectified gaussian and a Laplacian-shaped distribution were used as priors for the mixing matrix and source image, respectively.
All time frames of the reconstructed PET data were included in the analysis. Analogous to the analysis by Naganawa et al. (13), we assumed 2 components to be estimated by the EL-ICA, representing the radioactivity in the blood and tissue compartments, respectively. The resulting time curve corresponding to the blood component was scaled with two 20-s averages from the decaycorrected coincidence counter data, one at roughly 1,000 s and the other at the middle of the last frame at 2,600 s. Scaling included multiplication by a factor and addition of a constant. The scaled curves were then translated to plasma radioactivity, that is, to the IDIF, as described in Equation 1.
Kinetic Modeling
The standard 18 F-FDG 2-tissue-compartment model (2) was fitted to the brain time-activity curve, with either the IDIF or the shunt IF. For the latter, a delay corresponding to the transfer time of blood (approximately 10 s) from the femoral artery to the counter was included in the model. Fitting was performed using the LevenbergMarquardt algorithm. A blood fraction of 5.5% was assumed for the brain time-activity curve, as indicated by recent micro-CT findings in mice (19) . The 2-tissue-compartment model is defined by the following rate constants: K 1 (apparent influx rate constant), k 2 (efflux rate constant), k 3 (phosphorylation rate constant), and k 4 (rate constant of dephosphorylation). The hybrid 18 F-FDG uptake constant (K FDG ) and cerebral glucose metabolic rate (CMR glc ) were calculated as shown in Equations 2 and 3, respectively:
where C p denotes the glucose concentration in plasma and LC the lumped constant. The lumped constant was set to 0.6 to allow for direct comparison of our results with those of Yu et al. (16) . For comparison
Statistical Analysis
To compare the 2 methods, that is, 18 F-FDG kinetic modeling with the shunt IF and the IDIF, correlations were calculated for estimates of K FDG and CMR glc , respectively, each estimated with either IF type. Bland-Altman plots (20) were generated to further visualize the comparison. Correlations of the single rate constants K 1 -k 4 as estimated with either IF type were calculated. The SDs of the fit of individual rate constants with either counter IF or IDIF were compared with F tests, and the results were corrected for multiple comparisons with the Bonferroni adjustment. Fit parameters of the 2 mouse strains were compared with 2-tailed homoscedastic t tests. Data are presented as mean 6 SD.
RESULTS
Plasma glucose levels ranged from normal to high glycemic values in C57BL/6 mice (11.8 6 4.1 mmol/L; range, 6.7-16.9 mmol/L; n 5 5), whereas CD1 mice showed a wider range (8.
IFs
For all animals, the source images corresponding to the estimated independent components separated the lumina of the ventricles, that is, the blood pool, from the myocardium, that is, the tissue compartment. Figure 3 shows an example of a representative set of images. IDIFs were generated from the EL-ICA results as described above. Agreement with the respective real-time shunt IF was good (Fig. 2) ; all R 2 obtained with linear correlation of the 2 IFs were greater than 0.89, suggesting no major differences in shape. Differences were present mostly around the peak at the end of the infusion, when PET frame lengths were shortest. For comparison, residuals were normalized to injected dose per gram of body weight. The mean of the residuals of all datasets was not significantly different from zero (0.0087 6 0.227, P . 0.38; Fig. 2B) .
Compartment Modeling of 18 F-FDG Uptake in the Brain
Brain (cerebrum) PET data were fitted with the 18 F-FDG 2-tissue-compartment model with both IDIFs and shunt IFs (Fig. 4) . A typical PET/CT image is shown in Supplemental Figure 1 . Excellent fits were obtained in all animals with both IFs (all R 2 . 0.99 for both mouse strains and types of IF). The 2 fits of a representative dataset are shown in Figure 4 . Of the 10 CD1 mice, the 2 animals with the lowest and highest plasma glucose concentrations were excluded from the following statistical tests because the fit with the IDIF did not converge to a solution with physiologic K 1 and k 2 .
The mean value for the K FDG achieved with the shunt IF was 0.035 6 0.013 mL/cm 3 /min and 61 6 11 mmol/min/ 100 g for CMR glc in C57BL/6 mice, which is higher than the 40.6 6 13.3 mmol/min/100 g in the cerebral cortex published previously by Yu et al. (16) . The respective values in CD1 mice were higher (0.057 6 0.019 mL/cm 3 /min and 75 6 24 mmol/min/100 g, n 5 8), but the differences between strains were not statistically significant (P . 0.05 and P . 0.25). Table 1 provides an overview of the rate constants and metabolic rates. Good correlations were obtained for K FDG and CMR glc , respectively, comparing their estimations with the IDIF and shunt IF (Fig. 5) . Plotting K FDG values from the fits with shunt IF versus IDIF resulted in a slope of 0.932, indicating a tendency toward estimating higher values when IDIFs are used (Fig. 5A) . The slope was 0.902 for CMR glc (Fig. 5B) . This discrepancy between the 2 methods is also reflected by the Bland-Altman plots in Figures 5C (K FDG ) and 5D (CMR glc ).
Rate constants K 1 , k 2 , and k 3 were higher by trend for the IDIF. Correlations comparing the single process rate constants applying IDIF and shunt IF were moderate for K 1 (K 1,shunt 5 0.31 · K 1,IDIF 1 0.17, R 2 5 0.47, and K 1,shunt 5 0.57 · K 1,IDIF 1 0.08, R 2 5 0.38, for CD1 and C57BL/6, respectively) and significant only for CD1 mice (P , 0.05), for which n was higher (8 vs. 5). No significant correlation was found for k 2 in either strain. Correlations significantly different from zero were found for k 3 (k 3,shunt 5 0.38 · k 3,IDIF 1 0.08, R 2 5 0.65, and k 3,shunt 5 1.33 · k 3,IDIF 1 0.07, R 2 5 0.94, for the 2 strains) and k 4 (k 4,shunt 5 0.52 · k 4,IDIF 1 0.02, R 2 5 0.65, and k 4,shunt 5 0.89 · k 4,IDIF 1 0.003, R 2 5 0.69, respectively), with P , 0.05 for CD1 but not C57BL/6.
Patlak Analysis
Graphical analysis yielded CMR glc values of 38 6 10 and 39 6 17 mmol/min/100 g in C57BL/6 mice with the shunt IF and IDIF, respectively, and 43 6 20 vs. 42 6 18 mmol/min/100 g in CD1 mice. These values were significantly (both P , 0.05) lower than those obtained by the 2-tissue-compartment model for both strains. No significant differences were found between the fit precision obtained with either IF type.
Influence of the Type of IF on the Goodness of Fit
To evaluate the influence of the type of IF on the goodness of fit of the 2-compartment model, the relative SDs of the single fit parameters as revealed by PMOD with the Levenberg-Marquardt algorithm were compared via F tests ( Table 2 ). The use of the shunt IF resulted in significantly more precise (smaller SD) fits of K 1 and k 2 in all animals, as well as of k 3 in most and k 4 in some animals. The alternative hypothesis (s 2 shunt IF . s 2 IDIF ) had no significant results for any rate constant in any dataset. The model fit residuals (x 2 ) were not markedly different for the 2 methods. F tests, corrected for multiple comparisons, showed a significantly (P , 0.001) smaller fit SD for K FDG and CMR glc when the shunt IF was used in all C57BL/6 mice and 5 of the 8 CD1 mice.
DISCUSSION
In this work, we demonstrated that the measurement of the input curve with a coincidence counter in mice is feasible with practically real-time resolution and no blood loss. The measurement of the blood time-radioactivity curve with the shunt/coincidence counter system resulted in a high precision of the kinetic model fit.
The question arises as to the gold standard with which to compare our measurements. In general, the gold standard would be manual blood sampling. However, it is not possible to obtain a time-resolved IF by manual sampling in mice because of the small overall blood volume. We believe that the measurement in the shunt has no disadvantages compared with manual sampling and provides a suitable alternative standard. This was demonstrated in rats, where manual sampling and shunt measurements yielded practically identical results (15) . The shunt features additional relevant benefits such as minimal blood loss, real-time temporal input curve resolution, and a practical means for infusion of tracer and pharmacologic agents. It provides high signal linearity and reliability and is independent of surrounding electromagnetic fields, in contrast to b-probe systems (6, 21) , which constitute the only alternative approach currently available with a similar temporal resolution yielding full input curves. The b-probe approach depends heavily on the positioning of the detector and suffers from a lower sensitivity.
The model values obtained using the IDIF are higher by a 7% and 10% mean difference for K FDG and CMR glc , respectively, with a relatively high variability in the mean differences, as seen in the Bland-Altman plots. The nonsystematic deviations could result from the differences in height and temporal distribution of the residuals comparing the 2 types of IF around the peak period. Another likely explanation is the lower temporal resolution of the IDIF and an associated overfitting. Despite these average differences, the estimations correlated strongly between the 2 methods used. This is in line with previous publications reporting decent agreement even for input curves with highly incon- Values are mean 6 SD. gruous shapes (e.g., 16, 22) . IDIFs are, therefore, a valid alternative for the estimation of CMR glc , in particular in cases where a shunt surgery is not possible, for example, in longitudinal studies.
In general, 2-tissue-compartment modeling of K FDG and CMR glc based on the shunt IF yielded smaller SDs, most probably because of the higher sampling rate and greater precision in the rate constants achieved with the shunt and counter. This interpretation is supported by the lack of difference in the CMR glc estimated with either IF type by Patlak analysis, which is less sensitive to the shape of the IF than the 2-tissue-compartment model.
Several methods exist to compute IDIFs. The EL-ICA algorithm was chosen because it uses a high amount of information present in the image data and features a nonnegativity constraint that prevents physically meaningless results and makes the method more robust (13) . The use of EL-ICA allowed us to filter out spillover of the myocardium and partial-volume effects. We further optimized the data quality by applying a relatively slow infusion protocol for 18 F-FDG to avoid the unphysiologic mixing conditions in the blood and the corresponding overshoot in plasma radioactivity that occur after bolus injection. Furthermore, we included the fractional cerebral blood volume into the kinetic model, a correction that was not done by Yu et al. (16) . The combination of the above precautions resulted in model fits with high R 2 values and meaningful estimates of the single rate constants.
With both IF methods, we found a significant contribution of 18 F-FDG-6-phosphate dephosphorylation to the kinetics. This contribution was indicated by k 4 , which is not negligible in the fits, in good agreement with the observations by Yu et al. (16) . For this reason, we did not further develop the results obtained by Patlak analysis since it assumes irreversible phosphorylation. Dephosphorylation, which is considered by k 4 in the 2-tissue-compartment model, results in an underestimation of CMR glc in the Patlak analysis, as observed in our study and that by Yu et al. (16) . The results of our Patlak analysis were higher (P , 0.05) by a factor of about 2 than those of Wong et al. (23) . Possible influencing factors that may have differed between the 2 studies include the duration of anesthesia, which in our study included the time for the surgery; the depth of anesthesia; and the oxygen content of the inhaled gas mix. Isoflurane anesthesia increases plasma glucose and with it CMR glc , as demonstrated by Saha et al. (24) . The authors showed an increase in blood glucose levels in nonfasted rats during an experimental period of 180 min of isoflurane anesthesia (2.5%). The increase was highest within the first 60 min. In our experiments, the PET scan started 45-60 min after the induction of anesthesia, and isoflurane doses were lower (;2%). We therefore assume that the plasma glucose concentrations measured after the scan are representative of the complete scan duration in our study. Finally, this may explain why our values are higher than those reported by Yu et al. (16) , who measured plasma glucose before the scan. Intersubject variability in plasma glucose concentration and hence the shape of the IF may hamper the use of population-based standard IFs in mice, for which it is currently impossible to reliably clamp plasma glucose to a standard normoglycemic value.
A drawback of our IDIF and most other image-derived methods previously proposed is the need for scaling with blood Original data from C57BL/6 mice used in this study. F tests revealed significantly (*P , 0.01, corrected for multiple comparisons, with df depending on number of image frames in respective PET dataset) larger variances in fitted parameters using IDIF than using shunt IF. Pattern was similar in CD1 mice, for which K 1 and k 2 could be estimated with significantly (P , 0.01) higher precision in all animals, and k 3 , k 4 , and K FDG in 6, 3, and 4 of 8 animals, respectively.
samples. In our case, because of the Bayesian nature of the IDIF-generating algorithm, at least 2 samples were required for correct scaling. Furthermore, to achieve an accurate scaling, the 2 samples have to be temporally separated by at least several minutes and ideally have a significantly different activity concentration. Also, at least at time points before steady state is reached, arterial samples are clearly preferable.
No positive correlation was found between the efflux rate constants k 2 based on the IDIF and the shunt IF model fits. This is not surprising considering the high relative SD of k 2 in the fits with the IDIFs. Compared with the shunt IF, the IDIF is poorly defined around its maximum where plasma 18 F-FDG concentration changes most. Although the shunt method allows for sufficient temporal resolution in this region, the IDIF suffers from a compromise between duration of time frames and counting precision. The efflux rate constant k 2 affects the early time points of the tissue timeactivity curve and is, therefore, more sensitive to this early part of the IF while k 3 and k 4 are more dependent on later time points. This emphasizes the necessity for IFs with adequate time resolution and accurate counting precision for the determination of the single process rate constants. Both conditions are met with the shunt method.
CONCLUSION
We showed that the IF can be measured with high temporal resolution in mice using a femoral arteriovenous shunt. The single process rate constants K 1 -k 4 can be determined with higher precision with the shunt/counter IF than with the IDIF. The shunt method represents a step forward toward more conclusive, quantitative analysis of PET studies in mouse models of, for example, glucose transporter deficiency or mutant and knock-out variants of other proteins relevant for energy metabolism. It also opens new avenues for investigations of disease models of diabetes and possibly ischemic stroke. Quantification of 18 F-FDG kinetics in mouse brain PET using an IDIF leads to a less precise estimation of individual parameters and, therefore, values for glucose consumption than the shunt method. However, keeping its limitations in mind, the use of an IDIF-based method on EL-ICA represents an appropriate alternative for longitudinal or high-throughput studies, when the invasive measurement of blood activity is not feasible.
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