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Abstract
This paper presents an overview of computational biology approaches and surveys
some of the natural computing models using, in both cases, a formal language-based
approach. Copyright  2004 John Wiley & Sons, Ltd.
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Introduction
The scope of ‘computational biology’ covers
mostly all aspects of computational modelling
(including mathematical models) that refer to biol-
ogy, especially molecular biology. The Interna-
tional Society for Computational Biology (http://
www.iscb.org) emphasizes ‘the role of com-
puting and informatics in advancing molecular
biology’. The models that can be used cover
a wide spectrum: continuous and discrete-based
approaches, deterministic vs. stochastic ones, and
integrative complex hybrid methods. The range
of discrete models used in biology contains Petri
nets, CCS, formal languages, discrete probabilistic
approaches, and so forth.
The so called ‘modern era’ of both formal lan-
guage theory and biology started approximately in
the same period, the 1950s, when Noam Chomsky
introduced the concept of formal grammar [6] (a
revolutionary approach in linguistics, which further
on led to the well-established ﬁeld of formal lan-
guage theory) and Watson and Crick discovered the
double helical structure of the DNA molecule [40].
Chomsky’s hierarchy of languages has been inten-
sively studied for its formal properties [30], but also
led to important applications, not only in compu-
tational linguistics [7] but also in syntactic pattern
processing, speech recognition [21], programming
language syntax, etc. Although biologists have long
made use of linguistic metaphors in describing pro-
cesses involving nucleic acids, protein sequences
and cellular phenomena, since the 1980s molecu-
lar sequences started to be investigated with the
methods and tools derived from Chomsky’s legacy
[14,33–35]. Some surveys present various appli-
cations of Chomsky grammars or derivatives of
them in biology [36,37]. On the other hand, com-
putational biology led, in the context of formal
language-based modelling, to the emergent area of
natural computing, which investigates new compu-
tational paradigms rooted in biology [28].
This review presents an overview of computa-
tional biology and natural computing, using in both
cases a formal language-based approach.
Computational biology and formal
languages
Around the 1970s and even before this date, for-
mal grammars had been considered as models of
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heredity. Pawlak [26] used dependency grammars
as an approach in the study of protein forma-
tion. In this approach sequences of codons formed
by three nucleotides were considered as the basic
constituents of proteins, and associated strings of
codons with proteins. For similar purposes, Mar-
cus [24] considered so-called semi-Lindenmayer
systems; moreover, an isomorphism between the
genetic and natural language was also discussed.
Treating chromosomes and genomes as lan-
guages raises the possibility that the structural
information contained in biological sequences can
be generalized and investigated by formal language
theory methods. A pioneering work describes
very simple genes by means of regular gram-
mars, although different features of nucleic acids
cannot be modelled by regular expressions [4].
Other biological phenomena, such as gene structure
and expression [34] and conformation of macro-
molecules [33], are modelled by using formal
grammars. Generative grammars have been used
to construct an integrative paradigm of the organi-
zation and regulation of gene expression [8,9]. The
application of a phrase-structure grammar is jus-
tiﬁed by the existence of lexical categories. Four
transformational rules applied in accordance with
two principles are used to represent loops of reg-
ulation. Speciﬁcally, such a grammar generates all
and only those arrays that are consistent with the
principles of the system of regulation of σ70 pro-
moters in Escherichia coli [10]. This grammatical
model is naturally extended to include qualitative
dynamic descriptions of the operons [11].
Stochastic context-free grammars constructed
from sample sets of sequences were considered
in order to model RNA sequences [18,31]. Deﬁ-
nite clause grammars and cut grammars were used
to investigate the gene structure and expression
of various DNA sequences or different forms of
chromosomal mutation and rearrangement [34,35].
It is suggested [35] that both the syntactical and
the functional structure of formal grammars can be
modelled by sets of nucleotides and hybridization
experiments, respectively.
Based on Chomsky’s hierarchy, and Kolmogorov
and Chaitin complexity concepts, a grammatical
approach to the syntactical analysis of polypeptides
and polynucleotides has been developed [15]. It is
shown that the derivational length has a tendency
to increase along phylogenetic pathways.
Yokomori and Kobayashi use local language
learning and its applications on an important com-
binatorial problem: sequence analysis [42]. Fur-
thermore, haemoglobin amino acid sequences are
modelled by means of local automata. A formal
language theoretical framework is employed to
investigate the primitive constructs that are min-
imally required for obtaining a genetic language
of a certain complexity [41]. Further, this work,
as well as another study [39], shows that another
grammar formalism, that of tree-adjoining gram-
mars (which is intensively investigated in mathe-
matical linguistics), has great potential to predict
various RNA structures (loop, pseudo-knot, etc.)
for different biological data.
A computational model, similar in a certain
sense to a generative grammar since it is based
on multiset rewriting, is used to simulate the
emergence of autocatalytic cycles, which are often
found in living systems [38]. The use of X-
machines, a variant of ﬁnite state machines with
much more computational power, is used to model
immunological pathways [20].
Similarities between cellular processes or DNA
sequences and textual and literary approaches are
investigated in order to deepen our understanding
of some fundamental issues of the nature of bioin-
formation [37,25]. Some studies involve statistical
analysis at the level of vocabularies similar to those
of comparative linguistics [5,29].
Natural computing models
Although the idea of natural computing is relatively
new [28], it may be traced back to the ﬁrst gener-
ative models of simple algal growth. The idea of
sequential rewriting used in the theory of formal
languages was very productively modiﬁed for the
purposes of describing such processes. A complete
parallel rewriting paradigm was introduced by Lin-
denmayer [23] in order to model the growth pro-
cess. From the biological point of view, it cannot
be expected that the components of any biological
organism evolve sequentially or that cell reproduc-
tion may be modelled within a sequential approach.
It is more likely that the cells that can reproduce
simultaneously would be modelled by a mechanism
that behaves the same. In the theory of L systems, a
colony of biological cells is represented by a string
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of symbols: for each individual cell one appear-
ance of a symbol is associated with it, and different
states of cells are represented by different symbols.
Cell state changes are modelled by rewriting rules
replacing each symbol by another symbol or by
several symbols (in the case of reproduction), as
in formal grammars. The parallel nature of the cell
state changes and cell division is modelled by the
parallel execution of the symbols rewriting accord-
ing to the rules applied.
The fundamental mechanism by which genetic
material is merged is called ‘recombination’ —
DNA sequences are recombined under the effect
of enzymatic activities. Head [19] introduced
the splicing operation as a language theoreti-
cal approach of the recombinant behaviour of
DNA sequences under the inﬂuence of restriction
enzymes and ligases. According to this approach,
a splicing operation consists of cutting two DNA
sequences at speciﬁed sites, and then the ﬁrst sub-
string of one sequence and the second segment of
the other are linked at their sticky ends, and vice
versa. A new type of computability model called H
systems, based on the splicing operations, has been
considered. Many variants of H systems have been
invented and investigated (regulated H systems,
distributed H systems, H systems with multisets,
etc.). Under certain circumstances, the H systems
are computationally complete and universal [30].
These results suggest the possibility of considering
H systems as theoretical models of programmable
universal DNA computers based on the splicing
operation.
The bio-operations of gene (un)scrambling in cil-
iates have been considered as formal operations on
strings and languages. First, a computational model
based on one intermolecular and one intramolecular
operation has been considered [22]. Another model
suggested by the intricate process that transforms
the DNA in the micronucleus of some hypotric-
hous ciliates into that of the macronucleus, based
upon three intra-molecular operations, has been
devised [16] and then investigated for various prop-
erties. Many other transformations, besides DNA
unscrambling, are part of the global process of
transforming the micronucleus into the macronu-
cleus that led to the concept of macronuclear strings
and language [17].
Chromosomal rearrangements, including peri-
centric and paracentric inversions, intrachromo-
somal and interchromosomal transpositions, and
translocations are modelled as operations on lan-
guages [12,32,41]. A language-generating mecha-
nism based on the operations suggested by all of
the mutations mentioned above is introduced [13]
and some properties studied [2].
A supercell system (also called P system) is a
theoretical model of the behaviour and function-
ing of the cell membrane, which serves as an
interface between various inner layers and the cell
interior and the exterior environment, within a mul-
ticellular structure [27]. P systems are distributed
parallel computing devices of a biochemical inspi-
ration, incorporating complex chemical reactions
involving various molecules, catalysts, promoters
or inhibitors, electrical charges, etc. and borrowing
ideas from Lindenmayer systems, grammar sys-
tems, chemical abstract machines and multisets
rewriting. A sound theory of P systems and P
algorithms has been emerging during recent years.
Simulations of P systems as X machines or com-
municating X machines [1] and investigations into
combining P systems with X-machines as a tissue
theoretical model have been reported recently [3].
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