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INTRODUCTION
The real spectrum SpecRA of a commutative ring with unit A is the
setP;≤  P is a prime ideal of A and ≤ is a total (ring-)order on A/P}
endowed with the topology generated by the sets
Ha1; : : : ; an = P;≤ ∈ SpecRA  0 < a1/P ∧ · · · ∧ 0 < an/P
for arbitrary finite sequences a1; : : : ; an ∈ A, as a basis of open sets.
1 Daniel Gluschankof died tragically on February 13, 1998, following a climbing accident at
the Cirque de Gavarnie in the French Pyrenees. This paper was completed and written up,
essentially in the submitted version, a few days before his passing away. Publication of the
results—which owe so much to his talent, initiative, and powerful mathematical intuition—is
a most appropriate homage to the memory of our dear friend and colleague.
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This construct turned out to be a fundamental and powerful tool in
real algebraic geometry. For the basic properties of the real spectrum, see
Bochnak et al. [2, Chap. 7], Becker [1], and Dickmann [9; 10, Chap. 5].
The real spectrum is a spectral space (cf. [12]) which, under the special-
ization order, constitutes a root system, that is, a partial order such that the
final section of every point is totally ordered.
The specialization partial order of any spectral space, X, enjoys the fol-
lowing additional properties:
(Jump-density)
∀st s < t ⇒
∃s′t ′∀us ≤ s′ < t ′ ≤ t and (s′ ≤ u ≤ t ′ ⇒ u = s′ or u = t ′:




C belong to X.
These follow easily from: (1) Hochster’s theorem [12] that every spectral
space is homeomorphic to the Zariski spectrum of a commutative ring (i.e.,
the set of prime ideals with the Zariski topology) and (2) the fact that the
specialization order in the Zariski spectrum is complete and jump-dense,
as proved in Kaplansky [13, Theorems 9 and 11].
At the end of the 1970s Coste and Roy [6] introduced the topology above
on the real spectrum, and they showed it to be spectral and a root system.
It became an outstanding problem to decide whether, conversely, every
spectral space whose order of specialization is a root system with the two
properties above can be realized as (i.e., is homeomorphic to) the real
spectrum of some commutative unitary ring. In 1994, Delzell and Madden
[8] gave a counterexample, after which the relevant problem turned into
giving an “intrinsic” characterization of those spectral spaces that occur as
real spectra of rings.
In this paper we deal with a purely order-theoretic aspect of these prob-
lems, showing that any jump-dense, complete root system is order-isomorphic
to the real spectrum of a commutative unitary ring.
Along the way we produce several classes of rings having certain natural
finiteness properties and other pleasant features such as a lattice structure
in which every positive element has a square root. We think that some of
the classes of rings introduced below merit further examination.
A problem analogous to the one solved here for the real spectra of
rings arises for the spectrum of prime, convex, `-subgroups of an abelian
`-group. In [5] Cignoli and Torrens gave an affirmative answer to this ques-
tion; their results gave substantial impetus to the research leading to the
present paper.
On the other hand, the order structure of the Zariski spectrum SpecA
of a (commutative, unitary) ring A was investigated in the 1970s by Lewis
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and Ohm [14, 15]; initial results appear also in [12, Section 15]. These re-
sults show that the situation is radically different in this case. For example,
the reverse order of SpecA is order-isomorphic to that of SpecA′, for
some ringA′ [12, Prop. 8]; this fails for SpecR unless the set of predecessors
of any maximal element is totally ordered. However, our result, together
with that of Hochster just mentioned, gives another proof of (part of) Theo-
rem 4.2 of [15] that a jump-dense, complete tree (i.e., a partial order whose
reverse is a root system) is order-isomorphic to SpecR for some ring R
(they prove that R can be chosen, in addition, to be a Be´zout ring).
The paper is organized as follows. In Section 1 we present two construc-
tions of rings having as real spectra any given (jump-dense, complete) total
order. While the first is well-known (and only briefly reviewed here), the
second yields certain subrings GA of the ring G of formal power
series with coefficients in the field  of real numbers and exponents in a
totally ordered abelian group G, whose behaviour is reminiscent of that of
polynomials.
The main step of our construction is carried out in Section 2. Given a
jump-dense, complete root system S, we construct, first, a ring AS by
suitably “glueing together” rings of the type GT A for some chains T
of S (GT  is a certain group of functions on (a part of) T with values in
, taking only finitely many values different from 0); this is achieved by a
projective limit process. Then, we consider the subring AS consisting of
the elements of AS having “finite support” in a suitable sense.
In Section 3 we prove that SpecRAS is order-isomorphic to S. How-
ever, the rings AS do not give a satisfactory answer to our representation
problem, as they lack, in general, a multiplicative identity; these rings are
unitary only if the root system S has a finite number of maximal elements.
We remedy this insufficiency by constructing yet another class of subrings
of AS, obtained by a sort of “one-point compactification” of the set of
maximal elements of S, and forcing them to contain the identity of AS;
these rings are unitary and their real spectrum is order-isomorphic to S.
Research leading to the results presented in this paper was partially sup-
ported by a programme of cooperative research between CNRS (France)
and CONICET (Argentina), and by the Equipe de Logique Mathe´matique,
CNRS–University of Paris VII. The authors express their gratitude to these
institutions for their support.
1. THE TOTALLY ORDERED CASE
In the particular case of totally ordered sets, the following result is
known:
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Proposition 1.1. Given a jump-dense, complete totally ordered set
T;≤, there exists a commutative unitary ring A such that, as ordered sets,
SpecRA ∼= T;≤.
For lack of a ready reference we briefly sketch below the main points of
a classical construction which proves this result. We start with:
Notation and Preliminaries 1.2. (1) All groups considered in this pa-
per are abelian, without further mention.
(2) We call a root system Dedekind complete if each of its maximal chains
is Dedekind complete as a totally ordered set. Clearly, a complete root system
is Dedekind complete. If, in addition, S is jump-dense, we denote by S∗ the
sub-root system of elements of S which have an immediate successor or are
maximal. Then, S is the Dedekind completion of S∗, in the sense that S∗ is
dense in S (between two comparable distinct points of S lies one of S∗); see
also [5, Lemma 2.1].
(3) The field of formal power series G with real coefficients and ex-
ponents in a totally ordered group G will be of constant use. For a detailed
account of this standard construction see, for example, [7, Chaps. 1 and 2]
(cf., especially, items 2.8, 2.12, and 2.15). For ready reference we register
the following well-known facts (elements in G will be written in the
form
P
g∈G rgXg, with rg ∈ ; recall that the support of such an element,
g ∈ G  rg 6= 0, is well-ordered):
(a) If G is a divisible, totally ordered group, then G is a real closed
field whose order is given ( for non-zero series) byX
g∈G
rgX
g > 0 if and only if h = ming  rg 6= 0 ⇒ rh > 0:







= ming ∈ G  rg 6= 0
( for a non-zero series) defines a valuation of G.
(ii) Furthermore this valuation is convex for the order above, i.e., for
a; b ∈ G, a 6= 0,
va < vb H⇒ b < a:
Equivalently, the corresponding valuation ring, denoted by G, is convex
for the order in (a). It follows that:
(iii) G is a real closed ring in the sense of Cherlin and Dickmann
[4] (and hence also in Schwartz’s sense [17]). In particular,
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(c) the Zariski spectrum of G is homeomorphic (hence order-
isomorphic) to its real spectrum (by the map that sends P;≤ ∈ SpecR
G to P).
(d) For any convex subgroup C of G, the set
IC = a ∈ G  va > g for all g ∈ C
is a (convex) prime ideal of G. Conversely, every prime ideal of G
is of this form. The correspondence IC ↔ C establishes an order anti-
isomorphism between the Zariski spectrum of G and the set of convex
subgroups of G (both ordered by inclusion).
The classical proof of Proposition 1.1 runs as follows: given a jump-dense,
complete totally ordered set T;≤, let G x= GT  = T ∗ be the group of
all functions from T ∗ into  taking a finite number of non-zero values, with
the order that declares a function positive iff its value on the least element
of its support is positive in . The map
t 7→ g ∈ G  ∀s ∈ T ∗s < t ⇒ gs = 0}
is an order anti-isomorphism between T;≤ and the set of proper convex
subgroups of G different from 0, ordered by inclusion (recall that T is
the Dedekind completion of T ∗). Composing this map with that of (d)
and using (c) gives the required order-isomorphism between T;≤ and
SpecRGT .
1.A. An Alternative Construction
Continuing with the case of totally ordered sets, we present now an al-
ternative construction of a ring with the properties of Proposition 1.1. This
ring will be crucial for our purposes; it may not be real closed (even in the
sense of [17]).
Recall that two elements g; h of a totally ordered group G;≤ are called
archimedean equivalent, g ∼ h, if there exists n ∈  such that ng ≥ h and
nh ≥ g. This is an equivalence relation on G. The quotient G/∼ will be
endowed with the order  induced by the order of G:
g/∼ ≺ h/∼ iff g 6∼ h and g < h  in G:
The totally ordered set thus obtained is called the archimedean spectrum of
G, denoted ArG;.
We can represent the elements of G as formal power series indexed
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Definition 1.3. Given a totally ordered group G, we denote by GA
the subset of G consisting of all formal “polynomials” on ArG with






where F is any finite subset of ArG. We shall say that an element of
GA is a monomial if it is zero or of the form
P
g∈s rgXg for exactly
one archimedean class s ∈ ArG. We shall say that a non-zero monomial (as
above) belongs to the archimedean class s.
Definition and Notation 1.4. (a) It will be convenient to write the
elements of G in the form a = Ps∈ArG as where, for each s ∈ ArG,
we set as =Pg∈s rgXg for the monomial of a =Pg∈G rgXg belonging to
s, if non-zero, and as = 0 otherwise. We shall denote by as the elementP
t∈ArGy ts at of G.
(b) For a ∈ G we shall call the set
suppAra = s ∈ ArG  as 6= 0
the archimedean support of a. With this notation,
GA = a ∈ G  suppAra is finite:
(c) The multiplicative identity 1 of G is the series X0; hence it
belongs to GA.
(d) The valuation of G (cf. 1.2(3.b.i)) restricts to a valuation
of the subset (indeed, subring, cf. below) GA; we call it the canonical
valuation of GA.
Lemma 1.5. Let a; b ∈ G and s ∈ ArG. Then:
(1) a± bs = as ± bs.
(2) suppAra± b ⊆ suppAra ∪ suppArb.
(3) abs = asbs + bsas − asbs.
(4) suppArab ⊆ suppAra ∪ suppArb.
(5) abs = asbs and a± bs = as ± bs.
(6) For t ∈ ArG,
ast =

at if t  s
as if s  t:
(7) as = 0 if and only if at = 0 for all t ∈ ArG; t  s:
(8) If a 6= 0 and s  minsuppAra = t, then in the order of G
as > 0 if and only if at > 0:
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Proof. Parts (1) and (2) are straightforward, and (4) follows easily from
Part (3).
(3) Note first that, if g; h ∈ G, g; h ≥ 0, then, in the order of ArG, we
have:
g + h/∼ = maxg/∼; h/∼:
It follows at once that the product of two (non-zero) monomials belonging,
respectively, to s; t ∈ ArG, is a monomial belonging to maxs; t. Hence,
asbs =
P
ts ct, where each monomial ct x= asbt either vanishes
or belongs to the archimedean class s. Likewise, bsas =
P
ts dt, where
dt x= bsat is either zero or is a monomial belonging to s. Thus,




and the right-hand side of Part 3 equals
asbs +X
t≺s
asbt + bsat: ∗
Next we compute the left-hand side of Part 3. If a = Pg∈G rgXg, b =P
h∈G shXh, then abs =
P
k∈s tkXk, with tk =
P
g+h=k rgsh. Observe
that, if k ∈ s and g + h = k, then (by the above) maxg/∼; h/∼ = s.
This means that, with notation a =Pt∈ArG at; b =Pt∈ArG bt, we have
abs = X
maxt1; t2=s








(5) This follows from Parts 3 and 1 by a simple computation.
(6) By definition, ast =
P
rt asr. Since as =
P
s′s as′, asr is
either zero or a monomial belonging to the archimedean class r of the
(possibly infinite) sum of monomials as =
P
s′s as′; hence asr = ar if
r  s, and asr = 0 if s ≺ r. It follows that ast =
P
rt ar = at if t  s,
and ast =
P
rs ar = as if s  t.
(7) For the non-trivial implication (⇒), if 0 = as =
P
ts at and
not all the at’s vanish, then at0 = −
P
tsy t 6=t0 at 6= 0 for some t0  s.
If t1 denotes the archimedean class of the value of the sum, then t1 6= t0,
contradicting the preceding equality.
(8) With a = Pg∈G rgXg, let g0 be the least g ∈ G such that rg 6= 0
and t = g0/∼. Clearly, we have t = minsuppAra and
as > 0⇔ rg0 > 0 in  ⇔ at > 0:
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Lemma 1.5 (2, 4) show that GA is closed under subtraction and mul-
tiplication. Clearly, suppAr1 = 0/∼ (= the smallest element of ArG un-
der ), and suppAr0 = Z. Hence, GA is a unitary subring of G.
Lemma 1.6. Suppose G is a totally ordered divisible group and a ∈ GA
is positive relative to the unique order on G. Then, the two square roots
of a in G are already in GA.
Proof. Let x ∈ G, x 6= 0. Lemma 1.5(4) shows that suppArx2 ⊆
suppArx. We shall show that these supports are equal. We may assume
x > 0 in G. Lemma 1.5(3) gives, for s ∈ ArG,




If s ∈ suppArx, we claim that the second summand on the right-hand
side of the preceding identity is (if non-zero) strictly greater than the first
in absolute value; it will then follow that x2s 6= 0.
Indeed, we may assume that xt 6= 0 for some t ≺ s. Let Pt≺s xt =P
h∈G phXh, with ph ∈  and h0 = minh ∈ G  ph 6= 0. Then, h0 ∈ t0
for some t0 ≺ s, which implies that h0 < g for every positive g ∈ s. Hence,
the sign of Pt≺s xt − xs in the order of G is positive. Thus
Pt≺s xt > xs, which clearly implies the claim.
Consider now a ∈ GA, a > 0. Let b be a square root of a in G.
By the argument above, suppAra = suppArb2 = suppArb, a finite set.
This proves that b ∈ GA, as asserted.
Observe that for the lemma above it suffices that G be 2-divisible.
Corollary 1.7. Let G be a totally ordered divisible group. Then
(i) The ring GA admits only one ring- order: the restriction of the
total order of G.
(ii) Any real prime ideal of GA is convex.
Proof. (i) By Lemma 1.6, each element of GA is either a square or
the opposite of a square, implying that this ring admits only one total order.
Since the restriction of the order of G is total, both orders coincide.
(ii) This follows from Fact 1.8 below.
Fact 1.8. Let A be a partially ordered ring where an element is positive
iff it is a square and I be a radical ideal of A. Then I is real iff I is convex.
Proof. The proof is by straightforward verification.
Lemma 1.9. Let J be a real prime ideal of GA. Let
I = a ∈ G  ∃b ∈ Jva ≥ vb}:
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Then:
(i) I is a real prime ideal of G.
(ii) I is the smallest convex ideal of G containing J.
Proof. The only delicate point is to show that I is prime in (i).
Let a; b ∈ G be such that ab ∈ I, that is, there exists c ∈ J (which
we may assume positive) such that vab ≥ vc. Since each positive g ∈ G
is the value of some monomial, there exist positive d; e ∈ GA such that
va = vd and vb = ve. Let x = de. Then vx ≥ vc.
If vx > vc, then 0 ≤ x < c in GA, and convexity of J gives x ∈ J.
If vx = vc > 0, then vx2 = 2vx > vc, whence 0 ≤ x2 < c, which
implies x ∈ J.
Assume vx = vc = 0. Then, as formal power series, x = r0X0 + x′,
c = s0X0 + c′, with r0; s0 ∈ y r0; s0 > 0y x′; c′ ∈ GA; and vx′; vc′ >
0. For a sufficiently large integer k, we have ks0 > r0. Then kc > x in
GA and the convexity of J gives x ∈ J.
From x ∈ J follows d ∈ J or e ∈ J, and hence a ∈ I or b ∈ I, which
shows that I is prime.
Lemma 1.10. For G a totally ordered divisible group, the real spectra
SpecRGA and SpecRG are homeomorphic.
Proof. Corollary 1.7 shows that SpecR of both rings are totally ordered.
Since any totally ordered set admits at most one spectral topology whose
specialization order is the given order, we need only show that both spectra
are order-isomorphic.
The inclusion GA
i→ G induces a spectral map
SpecRG SpecRGA
SpecRi
given by SpecRiI = I ∩ GA. (Throughout this proof we identify an
element I;≤ of SpecRG with I; cf. Section 1.2(3.c).) Given two
different ideals I and J in SpecRG, there exists a monomial a such
that a ∈ I \ J or a ∈ J \ I (take a = Xg, where g ∈ CI \ CJ or g ∈ CJ \ CI ,
CI being the convex subgroup of G associated to I, as in 1.2(3.d)); we
have that I ∩GA 6= J ∩GA, implying that SpecRi is one-to-one (it
obviously preserves the inclusion order).
Given J ∈ SpecRGA, the ideal I ∈ SpecRG constructed in
Lemma 1.9 satisfies I ∩ GA = J, showing that SpecRi is surjective.
1.B. Relations between Rings and Total Orders
For a jump-dense, complete totally ordered set T;≤, we set
AT  = GT A; where GT  = T
∗:
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Henceforth, we shall identify the totally ordered sets T ∗;≤ and




1 if t ′ = t
0 if t ′ 6= t.
(Note that we have reversed the order of ArGT .)
Thus, any subset X ⊆ ArGT  corresponds in a bijective way to a subset
f−1X ⊆ T ∗. For a ∈ AT  we write suppa = f−1suppAra, a finite
subset of T ∗. With notation as introduced in 1.4, we have:
a > 0 in AT  iff at > 0 (in the order of GT 
for t = maxsuppa:
With this notation, the identity 1T of AT  satisfies 1T t = 1 if t is a
maximal element of T , and 1T t = 0 otherwise.
A final section T ′ of T is always jump-dense and is complete if and only if
there exists t ′ ∈ T such that T ′ = t ′↑ (i.e., is principal). In this case GT ′
can be identified with a convex subgroup of GT  by the map sending a
function g ∈ GT ′ = T ′∗ to the function gˆ ∈ GT  that coincides with
g on T ′∗ and is zero on T ∗ \ T ′∗. As in Section 1.2(3.d), GT ′ induces a
prime ideal IT ′ of AT  given by






 ∀s ∈ T ′∗as = 0:









Thus, fTT ′ truncates a series of AT  to the final section T ′. It is clear that
this map is a surjective homomorphism and it preserves the order given by
the squares. Its kernel is




 ∀s ∈ T ′∗as = 0 = IT ′ :
Then, fTT ′ induces a ring isomorphism AT /IT ′ ∼= AT ′.








a′s; where a′s =

as if s ∈ T ′∗
0 if s 6∈ T ′∗:
Thus, gT ′T is the natural inclusion of AT ′ into AT , an injective ring
homomorphism.
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We register the following simple properties of the maps fTT ′ and gT ′T :
Lemma 1.12. With notation as above, we have:
(i) If t ′ ≤ t ′′ in T , T ′ = t ′↑ , and T ′′ = t ′′↑ , then fTT ′′ = fT ′T ′′ ◦
fTT ′ and gT ′′T = gT ′T ◦ gT ′′T ′ .
(ii) If s ∈ T ∗, a ∈ AT , and b ∈ AT ′, then fTT ′ as = fTT ′ as
and gT ′T bs = gT ′T bs; i.e., “evaluation at s” commutes with each of
the maps fTT ′ and gT ′T .
Proof. (i) This is clear.
(ii) Let a = Pt∈T ∗ at; b = Pr∈T ′∗ br. The definition of fTT ′ and
Lemma 1.5(1) give (since the sum is finite):








Since at is (if non-zero) a monomial belonging to the archimedean class





as if s ∈ T ′∗
0 if s 6∈ T ′∗:
On the other hand,
fTT ′ as =

as if s ∈ T ′∗
0 if s 6∈ T ′∗,
which proves the first identity. Likewise,







b′rs = b′s =

bs if s ∈ T ′∗
0 if s 6∈ T ′∗
and gT ′T bs = b′s, which proves the second identity.
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Remark 1.13. For a jump-dense, complete totally ordered set T;≤, the
ring AT  is isomorphic to the projective limit of the projective system of
rings 〈
At↑ ; ft↑t ′↑

t; t ′∈T ∗
t≤t ′
ordered by set-theoretic inclusion of the final sections. In fact, completeness
implies that T has a smallest element, say t0, and AT  = At0↑ .
Summarizing, if T ′ = t ′↑ is a principal final section of T , the ring
AT ′ is both a quotient of AT  (by the ideal IT ′ , with fTT ′ as canonical
quotient map) and a subring of AT  (with inclusion map gT ′T ).
(To keep notation straight in dealing, below, with the case of an arbi-
trary root system, we shall systematically use the maps gT ′T rather than an
(unnamed) inclusion of AT ′ into AT .)
2. THE GENERAL CASE
Consider now a jump-dense, complete root system S;≤. For each t ∈ S,
the final section t↑ is a jump-dense, complete totally ordered set. Thus,
we can consider the ring At x = At↑  and, for any two elements of S∗,
t ≤ t ′, the canonical homomorphisms
ftt ′ x= ft↑ t ′↑ x At → At ′ and gt ′t x= gt ′↑ t↑ x At ′ → At:
We shall consider the (non-filtering) projective system At; ftt ′ t; t ′∈S∗; t≤t ′ ,
where the index set S∗ is ordered by inclusion of the final sections t↑ of
elements of S∗ (equivalently, by the reverse of the given order in S∗).
For ease of notation we shall continue using t ≤ t ′ instead of the more
cumbersome t ′↑ ⊆ t↑ and write t↑ instead of t↑ .
Since the category of unitary rings is closed under projective limits,
AS x= lim←−At; ftt ′ t≤t ′t; t ′∈S∗
is a unitary ring. Following standard usage, we shall denote the elements
of AS by at  t ∈ S∗ or att∈S∗ . Remark 1.13 shows that this notation is
consistent with that used in Section 1.A when S is a totally ordered set.
We partially order the set AS coordinatewise: att∈S∗ ≤ btt∈S∗ if and
only if at ≤ bt holds in At , for every t ∈ S∗.
Lemma 2.1. AS is a lattice-ordered ring.
Proof. Straightforward computation shows that the positive cone a ∈
AS  a ≥ 0 is closed under sums and products.
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Since each ring At is totally ordered, the join (∨) and the meet (∧) of
two elements exist. Setting, for a; b ∈ AS and t ∈ S∗,
a ∨ bt = at ∨ bt and a ∧ bt = at ∧ bt in At;
the fact that the maps ftt ′ are non-decreasing for t ≤ t ′ proves that the
elements a ∨ btt∈S∗ and a ∧ btt∈S∗ belong to AS.
Define now a family of maps γtt ′ :At → At ′ t; t ′∈S∗ by
γtt ′ x =
n
gtt ′ x if t ′ ≤ t
0 otherwise.
Remark 2.2. Since for each t; t ′ ∈ S∗, gtt ′ is a ring homomorphism, it
is clear that γtt ′ preserves subtraction and multiplication and sends 0 to
0. However, it is not a homomorphism of unitary rings, as the identity of
(indeed the whole ring) At is sent to zero in At ′ whenever t ′ 6≤ t. Further-
more, since the non-negative elements of both At , At ′ are the squares
(Lemma 1.6), the maps γtt ′ are non-decreasing: x ≥ 0 (in At) implies
γtt ′ x ≥ 0 (in At ′).
Lemma 2.3. Given s ∈ S∗ and a monomial x in As, the element
γst ′ xt ′∈S∗ of
Q
t ′∈S∗ At ′ belongs to the projective limit AS.
Proof. We may assume x 6= 0 and x = xtt with t ∈ S∗, t ≥ s (i.e., with
notation as in 1.3, x belongs to t). We have to show that, given t ′; t ′′ ∈ S∗
such that t ′ ≤ t ′′, ft ′t ′′ γtt ′ x = γtt ′′ x. Consider the following cases:
• t ′ ≤ t ′′ ≤ t. In this case γtt ′ x = gtt ′ x and the similar case with t ′′
replacing t ′. From Lemmas 1.11 and 1.12(i) we obtain
ft ′t ′′ gtt ′ x = ft ′t ′′ ◦ gt ′′t ′ gtt ′′ x = gtt ′′ x;
as required.
• t ′ ≤ t < t ′′. In this case γtt ′′ x = 0. Using Lemmas 1.11 and 1.12,
ft ′t ′′ γtt ′ x = ft ′t ′′ gtt ′ x = ftt ′′ ◦ ft ′tgtt ′ x = ftt ′′ xy
the last term vanishes as the series x has t as its support in At and
t 6∈ t ′′↑ .
• t ′ is not comparable with t and (t < t ′′ or t ′′ is not comparable with
t): Since γtt ′ x = γtt ′′ x = 0, the identity holds.
For a ∈ AS and t ∈ S∗, the element γtt ′ attt ′∈S∗ will be denoted
at. Define now, for any a ∈ AS, its support as the following subset of S∗:
suppa = t ∈ S∗  at 6= 0:
(When the ring constructed in the totally ordered case is considered as a
projective limit, both notions of support coincide, justifying the use of the
same notation.)
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Definition 2.4. We denote by MS the set of maximal elements of
S. For a ∈ AS, the set t ∈ S  t is maximal in suppa is called the
maximal support of a, denoted msa.
Note that MS ⊆ S∗ (see 1.2(2)), whence MS = MS∗, which is an
antichain of S (and S∗). By definition, msa is an antichain of S.
Lemma 2.5. Let a ∈ AS and t ∈ S∗. Then:
(1) at 6= 0 (in AS; i.e., t ∈ suppa) iff att 6= 0 (in At , i.e.,
t ∈ suppat).
(2) at 6= 0 (in AS; i.e., t ∈ suppa implies at 6= 0 (in At).
(3) For every s ∈ suppa there exists m ∈ S∗, m ∈ msa, such that
m ≥ s.
In particular,
(4) msa ⊆ S∗.
(5) t ∈ msa implies at > 0 (in AS) iff att > 0 (in At).
(6) t ∈ msa iff at 6= 0 and ∀t ′ ∈ S∗ t ′ > t ⇒ at ′ = 0 in At.
(7) t ∈ msa in AS implies t ∈ msat in At.
(8) For s ∈ S, we have ∀s′ ∈ S∗ s′ ≥ s ⇒ as′ = 0 in AS if and
only if ∀s′ ∈ S∗ s′ ≥ s⇒ as′ = 0 in As′ .
(9) t ∈ suppat iff ∀t ′ ∈ S∗t ′ ≤ t ⇒ t ∈ suppat ′ .
Proof. By definition, at = γtt ′ attt ′∈S∗ .
(1) at 6= 0 iff there is t ′ ∈ S∗ such that γtt ′ att 6= 0, which clearly
implies att 6= 0. Conversely, if att 6= 0, then γttatt 6= 0 and at 6= 0.
(2) From (1) we have att 6= 0 which, by 1.5(7) applied to at ∈ At
and 1.5(6), gives att = at 6= 0.
(3) By (1), s ∈ suppa implies s ∈ suppas. Since as ∈ As = As↑ ,
suppas is a finite subset of the chain s↑ of S∗ and therefore has a
(unique) maximal element m ∈ S∗, m ≥ s. Thus, asm 6= 0 and ass′ = 0
for s′ ∈ S∗, s′ > m. By 1.12(ii), gmsamm = asm 6= 0, which entails
amm 6= 0 (in Am). For s′ > m, gs′sas′ s′ = ass′ = 0, which implies
as′ s′ = 0 (in As′), as gs′s is injective. Using (1), we have am 6= 0 and
as′ = 0 for s′ ∈ S∗, s′ > m, which proves that m ∈ msa.
(5) Let t ∈ msa. If at > 0, then γtt ′ att ≥ 0 (in At ′) for all
t ′ ∈ S∗ and γtt ′′ att > 0 (in At ′′) for some t ′′ ∈ S∗. Since γtt ′′ is non-
decreasing, we get att > 0 (in At). Conversely, by the same argument,
att > 0 (in At) implies γtt ′ att ≥ 0 (in At ′) for all t ′ ∈ S∗, whence
at ≥ 0 (in AS). Since t ∈ suppa, we get at > 0.
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(6) (⇒) By assumption at 6= 0 and at ′ = 0 for t ′ > t. By
(2), at 6= 0, and by (1), at ′ t ′ = 0. Hence, for t ′′ ≥ t ′ > t, at ′ t ′′ =
gt ′′t ′ at ′′ t ′′ = 0, which shows that at ′ =
P
t ′′≥t ′ at ′ t ′′ = 0.
(⇐) at 6= 0 implies that att ′ 6= 0 for some t ′ ≥ t (1.5(7)). If t ′ > t,
then by assumption and 1.5(7), at ′ t ′ = 0; hence gt ′tat ′ t ′ = att ′ = 0,
a contradiction. Therefore, t ′ = t and hence att 6= 0, which, by (1), gives
t ∈ suppa. Next, let t ′ > t, t ′ ∈ S∗. By assumption, at ′ = 0 and (by 1.5(7))
at ′ t ′ = 0, which, by (1), gives at ′ = 0, thus proving t ∈ msa.
(7) This is an immediate consequence of (6) upon conceiving At itself
as a projective limit (see Remark 1.13).
(8) Item (2) yields the implication (⇐). The converse follows from
(1): if as′ 6= 0 for some s′ ∈ S∗; s′ ≥ s, replacing, if necessary, s′ by a larger
element, we have as′ s′ 6= 0. By (1), as′ 6= 0.
(9) For the non-trivial implication, let t ∈ suppa and t ′ ≤ t. Then,
at ′ t = gtt ′ att, which gives at ′ t 6= 0, as att 6= 0 (by (1)) and gtt ′ is
injective.
Lemma 2.6. Given a jump-dense, complete root system S;≤, for each
antichain m of S∗ there exists an element a ∈ AS such that m = msa =
suppa.
Proof. In the totally ordered case, for each t ∈ T ∗ there exists a mono-
mial at ∈ AT  such that suppat = t (take at = Xg, with g any positive
element of the archimedean class corresponding to t). Consider the element
a ∈ Qt∈S∗ At given by
at =

gt ′tat ′  if ∃t ′ ∈ mt ≤ t ′
0 otherwise.
We show next that ftt ′ at = at ′ for t ≤ t ′, which proves that a ∈ AS. Since
S is a root system, if t ≤ t1 for some t1 ∈ m, then t ′ and t1 are comparable;
hence, the following three cases prove our assertion:
(1) There is no element t1 ∈ m such that t ≤ t1.
In this case at = at ′ = 0.
(2) t ≤ t ′ ≤ t1 for some t1 ∈ m.
Then at = gt1tat1, at ′ = gt1t ′ at1, and we have ftt ′ at = ftt ′ gt1tat1 =
ftt ′ ◦ gt ′t ◦ gt1t ′ at1 = gt1t ′ at1 = at ′ .
(3) There is t1 ∈ m such that t ≤ t1 < t ′.
Then at = gt1tat1, at ′ = 0, and we have ftt ′ at = ftt ′ ◦ gt1tat1 =
ft1t ′ ◦ ftt1 ◦ gt1tat1 = ft1t ′ at1. Since at1 is a monomial with support t1,
ft1t ′ at1 = 0 = at ′ .
Next we show that t ∈ m iff att = at 6= 0 (in At). By 2.5 (1) this entails
suppa = m and hence msa = m, since m is an antichain. Since at ′
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is a monomial with support t ′, t ∈ m implies at = gttat = at , whence
att = at 6= 0. Conversely, if t 6∈ m, either: (i) there is no t ′ ∈ m such that
t ′ ≥ t, whence at = 0 and att = 0, or (ii) there is a t ′ ∈ m, t ′ ≥ t, whence
at = gt ′tat ′ ; in this case, t ′ > t and (as suppat ′  = t ′) then att = 0.
Remark 2.7. In [11, 16] it is proved that the set of antichains of a root
system is a distributive lattice with smallest element Z, ordered by
m ≤ m′ ⇔ ∀t ∈ m∃t ′ ∈ m′t ≤ t ′:
The lattice-theoretic meet of two elements is
m ∧m′ = s ∈ m  ∃t ∈ m′t ≥ s} ∪ s ∈ m′  ∃t ∈ mt ≥ s:
Lemma 2.8. With notation and definitions as above:
(1) The identity 1 of the ring AS satisfies
1st =

1t in At if s ∈MS and t ≤ s
0 otherwise.
In particular, supp1 =MS.
For a; b ∈ AS and t; t ′ ∈ S∗, we have:
(2) If t is not comparable with t ′, then atbt ′ = 0.
Further,
(3) If msa ∧msb = Z, then ab = 0.
(4) For any a; b ∈ AS and t ∈ S, a± bt = at ± bt, and hence
suppa± b ⊆ suppa ∪ suppb.
(5) suppab ⊆ suppa ∩ suppb↓  ∪ suppb ∩ suppa↓ :
(6) If suppa = s and suppb = t where s ≤ t, then
suppab = s.
Proof. (1) By definition, 1s = γst1sst∈S∗ and
γst1ss =

gst1ss if t ≤ s
0 otherwise.
But if t ≤ s,
gst1ss =

1 (in At) if s ∈MS
0 otherwise,
wherefrom assertion (1) follows.
(2) Let at = γtt ′′ attt ′′∈S∗ , bt ′ = γt ′t ′′ bt ′ t ′t ′′∈S∗ . Then, the
t ′′th coordinate of atbt ′ is γtt ′′ attγt ′ t ′′ bt ′ t ′. Since S∗ is a root sys-
tem and t; t ′ are incomparable, they have no common lower bound in S∗.
In other words, for all t ′′ ∈ S∗ one of γtt ′′ att or γt ′t ′′ bt ′ t ′ is zero.
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(3) Assume abt ′′ = at ′′bt ′′ 6= 0 for some t ′′ ∈ S∗. By taking a maximal
t ≥ t ′′ such that at 6= 0 (in At ′′), Lemma 2.5(6) shows that t ∈ msa. Sim-
ilarly, there is t ′ ∈ msb such that t ′ ≥ t ′′. This contradicts the assumption
msa ∧msb = Z.
(4) This follows easily from the additivity of the maps γtt ′ .
(5) Let t ∈ suppab. From Lemma 2.5(1), we have abtt =
atbtt 6= 0. Working in the totally ordered ring At , Lemma 1.5(3) gives
the identity atbtt = attbt + bttat − attbtt, which implies that
at least one of the terms on the right-hand side is not zero. For example,
if attbt 6= 0, then t ∈ suppat (in At) and there exists s ≥ t such that
s ∈ suppbt (in At). Hence t ∈ suppat ∩ suppbt↓  (in At). A simi-
lar analysis works for the other two terms. Then Lemma 2.5(1) gives the
result.
(6) From (5), suppab ⊆ s. Working in the totally ordered ring As,
we have as; bs 6= 0, and then asbs 6= 0, which implies (2.5(8)) abs 6= 0
(in AS), and hence s ⊆ suppab.
Lemma 2.9. For a non-zero element a ∈ AS, the following are equiva-
lent:
(a) a > 0 in AS.
(b) For each t ∈ msa, at > 0 in AS.
(c) For each t ∈ msa, at > 0 in At.
Proof. By definition, a ≥ 0 (in AS) iff at ≥ 0 (in At) for all t ∈ S∗.
(a) ⇒ (b). If t ∈ msa, then at 6= 0. From at ≥ 0 we get att ≥ 0
(in At) (Lemma 1.5(8)). Since γtt ′ is non-decreasing, γtt ′ att ≥ 0 (in At ′)
for all t ′ ∈ S∗; hence at = γtt ′ attt ′∈S∗ ≥ 0 and at > 0.
(b) ⇒ (c). Assumption (b) and Lemma 2.5(5) imply att > 0 (in
At); 2.5(7) gives att ′ = 0 for t ′ > t. Then at =
P
t ′≥t att ′ = att > 0 (in
At).
(c) ⇒ (a). If at 6= 0, then there is t ′ ≥ t such that t ′ ∈ msa. By
assumption (c), at ′ > 0 (in At ′). Then ftt ′ at = at ′ > 0, which implies
at > 0 since ftt ′ is non-decreasing. This shows that at ≥ 0 (in At) for all
t ∈ S∗, and hence a ≥ 0 (in AS). Since a 6= 0, we get a > 0 in AS.
Lemma 2.10. Let a; b ∈ AS.
(i) msab = msa ∧msb.
(ii) If 0 ≤ a ≤ b, then msa ≤ msb.
(iii) If a; b > 0, then msa ∧ b = msa ∧msb.
Proof. We shall repeatedly use Lemma 2.5(6) without explicit reference.
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(i) (⊇) If t ∈ msa ∧msb, we may suppose t ∈ msa and that
there is t ′ ∈ msb such that t ≤ t ′. This implies (using 2.5(7, 9)) at 6= 0 6= bt
(and then abt 6= 0) and, for each t ′′ > t, that the element at ′′ is zero (and
then at ′′bt ′′ = abt ′′ = 0). We conclude that t ∈ msab.
(⊆) If t ∈ msab, then at 6= 0 6= bt , which implies that there exist
t ′; t ′′ ≥ t such that t ′ ∈ msa and t ′′ ∈ msb, and then msab ≤ msa ∧
msb. Since t↑ is totally ordered, we have, for example, t ′ ≤ t ′′; since
gt ′′t ′ is injective and bt ′′ 6= 0, we get bt ′ = gt ′′t ′ bt ′′  6= 0, and then abt ′ 6= 0.
By the maximality of t, t = t ′, which implies msab = msa ∧msb.
(ii) We assume 0 < a < b. Let t ∈ msa. By Lemma 2.9, a > 0
implies at > 0. From b > a, we get bt ≥ at > 0 (in At). Let t ′ be maximal in
the support of bt in At ; then btt ′′ = 0 for t ′′ > t ′ and (by Lemma 1.5(8))
btt ′ > 0. Using 1.5(6) in At , bt ′ = btt ′ =
P
r≥t ′ btr = btt ′ > 0: A
similar argument yields bt ′′ = btt ′′ = 0 for t ′′ > t ′. Thus, t ′ ∈ msb,
which proves msa ≤ msb.
(iii) Since a ∧ b ≤ a; b, from (ii) we have msa ∧ b ≤ msa ∧
msb. Consider now t ∈ msa ∧msb. Without loss of generality, we
may suppose that t ∈ msa and there exists t′ ∈ msb such that t ≤ t ′. If
t ′ = t, then (since At is totally ordered) a ∧ bt = at ∧ bt 6= 0, and for all
t ′′ > t, at ′′ = bt ′′ = 0, which yields a∧ bt ′′ = 0, implying that t ∈ msa∧ b.
Let t ′ > t. We have att ′ = 0, btt ′ > 0 (whence bt − att ′ > 0), and
for t ′′ > t ′, bt − att ′′ = 0. This shows bt > at . Hence a ∧ bt = at 6= 0.
As before we get a ∧ bt ′′ = 0 for t ′′ > t. Hence, t ∈ msa ∧ b.
Corollary 2.11. Let a; b ∈ AS and s ∈ S. Then, the following are
equivalent:
(i) suppa ∩ s↑  6= Z and suppb ∩ s↑  6= Z:
(ii) suppab ∩ s↑  6= Z:
Proof. (i) ⇒ (ii). Let s′; s′′ ∈ S∗, s′; s′′ ≥ s, be such that s′ ∈
suppa; s′′ ∈ suppb. By 2.5(3), there are t ′; t ′′ ∈ S∗, t ′ ≥ s′, t ′′ ≥ s′′,
such that t ′ ∈ msa; t ′′ ∈ msb. Since t ′; t ′′ ≥ s they are comparable,
and hence one of them is in msa ∧msb. By 2.10(i), one of t ′; t ′′ is in
msab, proving (ii).
(ii) ⇒ (i). Let s′ ∈ S∗, s′ ≥ s; be in suppab. By 2.5(2), 0 6= abs′ =
as′bs′ ; whence as′ and bs′ are not zero, and (i) follows from Lemma 2.5(8).
Now we set
AS = a ∈ AS  suppa is finite}:
Lemma 2.12. AS is a subring of AS.
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Proof. Lemma 2.8 (4, 5) implies that suppa ± b; suppab ⊆
suppa ∪ suppb, and hence that AS is closed under differences
and products.
We do not claim that the identity of AS belongs to AS (or that the
latter has an identity at all). In the following we shall consider AS as an
ordered subring of AS endowed with the induced order.
Remark 2.13. (1) Since supp1 = MS, 1 belongs to AS if and
only if MS is finite.
(2) If S is trivially ordered (s ≤ t ⇒ s = t), then AS ∼= S∗.
(3) If S is totally ordered, 1.13 shows that AS is identical to the ring
GSA; thus, our new notation is consistent with that of Section 1.A.
Lemma 2.14. If a; b ∈ AS are such that a; b > 0 in AS and
msb ≤ msa, then there are k; l ∈  \ 0 such that bk < la in AS.
Proof. Let msb = m1; : : : ;mn. The assumption msb ≤ msa
means that, for all i = 1; : : : ; n, there exists ti ∈ msa such that ti ≥ mi.
Let vmi denote the canonical valuation of the totally ordered ring Ami (in-
troduced in Section 1.4). The archimedean classes of the values of the mi-
components bmi of b and ami of a in Ami are as follows (cf. Section 1.B):
vmibmi/∼ = mi; vmiami/∼ = ti:
Since the chain mi↑ is anti-isomorphic to the set of archimedean classes
of the value group 0i of vmi (see Section 1.B) and ti ≥ mi, we get
vmibmi/∼  vmiami/∼:
We consider three cases:
(1) vmibmi > vmiami (in 0i). Then, by 1.2(3.b.ii), 0 < bmi < ami
(in Ami).
(2) vmibmi ∼ vmiami and these values are different from 0 (in 0i).
(Note that this just says that mi is not maximal in S.) Then, there is an
integer ki ∈  such that kivmibmi > vmiami, i.e., vmibmiki > vmiami
in 0i. Then, 0 < bmiki < ami in Ami .
(3) vmibmi = vmiami = 0. In this case mi is maximal in S; hence
Ami
∼=  and bmi; ami ∈ + \ 0 (up to isomorphism), as b; a > 0. Then,
there is an integer li ∈  such that bmi < liami .
Now let
M0 = i ∈ 1; : : : ; n  mi 6∈MS; M1 = i ∈ 1; : : : ; n  mi ∈MS:
Let k = maxki  i ∈M0 if M0 6= Z, and k = 1 if M0 = Z. We remark that
msbk = msb = m1; : : : ;mn and vmibkmi = kvmibmi ∼ vmibmi.
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The preceding case analysis can then be carried out with bk instead of b,
without changing the sets M0;M1, and we have
0 < bmik < ami in Ami ∗
for i ∈M0.
In case i ∈ M1, we also have vmibkmi = vmibmi = vmiami = 0,
and the argument of (3) above yields, for each i ∈ M1, an integer li ∈ 
(depending on a; b, and k) such that
bmik < liami in Ami:
Setting l = maxli  i ∈M1 if M1 6= Z and l = 1 if M1 = Z gives
0 < bmik < lami in Ami ∗∗
for i ∈M1.
Summing up, ∗ and ∗∗ yield bmik < lami (in Ami) for all i =
1; : : : ; n. From Fact 2.15 below we conclude that bk < la (in AS).
Fact 2.15. Let a; b ∈ AS, a > 0. If bm < am in Am for all m ∈
msb, then b < a in AS.
Proof. By Lemma 2.9 it suffices to check that bt < at (in At) for all
t ∈ msa− b. Fix such a t.
(a) t is incomparable with every m ∈ msb.
Then bt = 0 and a − bt = at − bt = at 6= 0. Since a > 0 (in AS),
at > 0 = bt (in At) (Lemma 2.9), as required.
(b) t is comparable with some m1 ∈ msb.
If t > m1, then bt = 0, and the preceding argument applies. If t = m1, then
bt < at (in At) by assumption. If t < m1, then (by 2.5(6)) am1 = bm1 , a
contradiction.
Proposition 2.16. (i) For a; b ∈ AS and t ∈ S∗,
a ∨ bt =

at if at ≥ bt in At
bt if bt ≥ at in At.
(ii) With its natural order, AS is an f -ring.
(iii) AS is a sub-f -ring of AS.
Proof. (i) Since At is totally ordered, a ∨ bt = at ∨ bt is the larger
of at; bt . Hence, in At ,
at ∨ btt =

att if at ≥ bt
btt if bt ≥ at .
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Then,
a ∨ bt = γtt ′ a ∨ bttt ′∈S∗
=
 γtt ′ attt ′∈S∗ if at ≥ bt (in At)
γtt ′ bttt ′∈S∗ if bt ≥ at (in At)
=

at if at ≥ bt (in At)
bt if bt ≥ at (in At),
as required.
(ii) Let a; b; c ∈ AS be positive elements and suppose a ∧ b = 0.
By Lemma 2.10(iii, i), we have msa ∧msb = Z and msbc ≤ msb,
whence msa ∧msbc = Z. This implies a∧ bc = 0. Similarly, ac∧ b = 0,
which proves that AS is an f -ring (cf. [3, Theorem 9.1.2]).
(iii) It suffices to prove that for a ∈ AS the positive part a+ = a ∨ 0
(computed in AS, cf. Lemma 2.1) is in AS (cf. [3, 9.1.4, p. 174]). In
fact, (i) proves that suppa+ ⊆ suppa, and hence a+ ∈ AS.
Lemma 2.17. For any a ∈ AS, suppa2 = suppa.
Proof. From Lemma 2.8(5) we know that suppa2 ⊆ suppa. For the
other inclusion, let t ∈ suppa. By Lemma 2.5(1, 2), at; att 6= 0 (in At).
This implies 2attat; att2 6= 0 (in At). Lemma 1.5(3) gives
at2t = 2attat − att2 = att2at − att;
which can be zero only if att = 0 (contradicting our hypothesis) or 2at −
att = 0. Let us compute this difference,











A valuation-theoretic argument similar to that employed in the proof of
Lemma 1.5(3), together with att 6= 0, shows that 2at − att 6= 0. Hence
t ∈ suppa2, concluding our proof.
Lemma 2.18. Every positive element of AS has a square root.
Proof. Let a ∈ AS, a > 0. For each t ∈ S∗ the element at (≥ 0) has
a unique non-negative square root in At , say bt . Since for each t ∈ S∗ the
equation b2t = at holds and the ftt ′ ’s are non-decreasing homomorphisms,
we have ftt ′ bt = bt ′ . Therefore, the element b x = btt∈S∗ belongs to AS
and b2 = a. Lemma 2.17 gives suppb = suppa, implying that b ∈ AS.
From Fact 1.8 we obtain:
Corollary 2.19. A prime ideal of AS is real iff it is convex.
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3. THE REAL SPECTRUM
Let S;≤ be a jump-dense, complete root system. For each s ∈ S define
Is = a ∈ AS  ∀s′ ∈ S∗s′ ≥ s ⇒ as′ = 0 in AS
= a ∈ AS  suppa ∩ s↑  = Z
= a ∈ AS  ∀s′ ∈ S∗s′ ≥ s ⇒ as′ = 0 in As:
(The second equality is obvious, and the last is true by Lemma 2.5(8).)
Observe that if s ∈ S∗, then Is = a ∈ AS  as = 0 (Lemma 1.5(7)),






Clearly, s ≤ s′ implies Is ⊆ Is′ , for s; s′ ∈ S. Conversely, if s 6≤ s′, a simple
argument using jump-density and completeness of the root system S shows
that there is t ∈ S∗ such that s 6≤ t and s′ ≤ t. If a ∈ AS is an element
such that suppa = t (Lemma 2.6), then a ∈ Is \ It , which shows that
Is 6⊆ It , and hence Is 6⊆ Is′ .
Proposition 3.1. For s ∈ S, the set Is is a real prime ideal of AS.
Proof. Is is closed under subtraction, by Lemma 2.8(4). That Is is closed
under multiplication by any element of AS and is prime both follow easily
from Corollary 2.11.
Is is convex. Let 0 ≤ a ≤ b ∈ Is; this implies that, for all t ∈ S∗, the
inequalities 0 ≤ at ≤ bt hold. Since b ∈ Is, we have bt = 0 for all t ≥ s,
t ∈ S∗, which implies at = 0 for all t ≥ s, t ∈ S∗, and then a ∈ Is.
Is is real. See Corollary 2.19.
Proposition 3.2. For s ∈ S, AS/Is ∼= As↑ .
Proof. For t ∈ S∗, the projective limit construction gives a (unitary) ring
homomorphism ft x AS −→ At . For s ∈ S, As is, as remarked in 1.13, the
projective limit of
At; ft ′tt; t ′∈S∗
s≤t ′≤t
:
The universal property of projective limits gives, then, a (unitary) ring ho-
momorphism fsx AS −→ As that, in addition, satisfies fst ◦ fs = ft for
s ≤ t, t ∈ S∗.
Now we consider the restriction ϕs = fs AS. Note that ϕs is a ho-
momorphism of non-unitary rings (AS may not have an identity). For
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a ∈ AS we have:
(i) For t ∈ S∗, t ≥ s, using Lemma 2.5(1), and t ∈ suppa iff
t ∈ suppat, which implies t ∈ suppas. Conversely, if t ∈ suppas,
then t ∈ suppast, and Lemma 1.5(6) shows that at = ast . Hence
suppϕsa = suppa ∩ s↑ , a finite set, i.e., ϕsa ∈ As↑ .
(ii) kerϕs = Is. Indeed, by the above, ϕsa = 0 iff suppa ∩ s↑ =
Z iff a ∈ Is.
(iii) Imϕs = As↑ . Any element of As↑  is an element of As
with finite support, hence a finite sum of monomials. It suffices to show
that every monomial x ∈ As is in Imϕs. Let t ≥ s, t ∈ S∗, be such that
suppx = t. Let a = γtt ′ xt ′∈S∗ . By Lemma 2.3, a ∈ AS and ϕta =
at = γttx = x. Next we check that ϕsa = x. Let t ′ ≥ s, t ′ ∈ S∗; if t ′ ≤ t,
then fst ′ ϕsa = ϕt ′ a = xt ′ ; if t < t ′, then fst ′ ϕsa = ϕt ′ a = 0 = xt ′ .
This shows that
ϕsa = fst ′ ϕsat ′∈S∗
s≤t ′




Remark 3.3. For s ∈MS we have As↑  = As ∼= ; hence Propo-
sition 3.2 implies that, for such s, Is is a maximal ideal of AS.
Theorem 3.4. For each real prime ideal I of AS there exists s ∈ S such
that I = Is.
Proof. By the preceding remark the three cases considered below ex-
haust all possible cases.
(i) If I is not comparable with any Im m ∈ MS, for each such
m there exists am ∈ I \ Im. Consider a strictly positive element b ∈ AS.
Since suppb is finite, so is MS ∩ suppb↑ , say m1; : : : ;mn. Take
positive elements a1; : : : ; an such that ai ∈ I \ Imi , that is, mi ∈ msai for
i = 1; : : : ; n. Let a = Pni=1 ai. Since the ai’s are positive, Lemma 2.10(ii)
proves msa ⊇ m1; : : : ;mn. Note that every t ∈ msb is below some mi,
which shows that msb ≤ msa (2.7). By Lemma 2.14 there are positive
integers k; l such that 0 < bk ≤ la in AS. Since a ∈ I and I is prime and
convex, it follows that b ∈ I. Since b is arbitrary, I is not proper.
(ii) If there exist s; t ∈ S such that Is ⊆ I ⊆ It , since our root sys-
tem is complete we can suppose that Is is the largest ideal of this form
contained in I and It is the smallest containing I. Suppose, for the sake of
argument, Is 6= I 6= It . Consider the quotient AS/Is ∼= As↑ , which is to-
tally ordered. From the study of the totally ordered case we know that the
real spectrum of As↑  is isomorphic to s↑ , which proves that It/Is is the
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minimal non-zero ideal in the totally ordered ring AS/Is; this contradicts
the assumption that there exists an ideal strictly between Is and It .
(iii) There is s ∈ S such that I ⊆ Is, and for every t ∈ S, It 6⊆ I.
Since our root system S is complete, it suffices to consider an s ∈ S such
that Is is minimal containing I. We shall prove I = Is.
Let b ∈ Is, b > 0. Let msb = t1; : : : ; tn. From msb ∩ s↑ = Z we
have ti 6≥ s for i = 1; : : : ; n. We claim that I is incomparable with each Iti .
In fact, Iti 6⊆ I by the present case assumption. If I ⊆ Iti , since I ⊆ Is and
the inclusion order of prime ideals is a root system, then either Is ⊆ Iti ,
implying s ≤ ti (which contradicts the data above), or Iti ⊂ Is, Iti 6= Is,
which contradicts minimality of Is.




msai ∩ ti↑ 6= Z, there is si ≥ ti such that si ∈ msai. As in Case (i) we
get msb ≤ msa and, likewise, we conclude that b ∈ I using Lemma 2.14.
Remark 3.5. Since for each s; t ∈ S we have Is ⊆ It if and only if s ≤ t,
and each quotient AS/Is admits exactly one total order (given by the
squares), we have proved that, given a jump-dense, complete root system
S;≤, the real spectrum of the commutative ring AS is order-isomorphic
to S;≤. However, if the set of maximal elements of S;≤ is infinite, the
ring AS is not unitary (and the induced topology on S;≤ may not be
quasi-compact). The rest of the paper is devoted to remedying this situation.
From now on we consider a jump-dense, complete root system S;≤
such that MS is infinite. Choose arbitrarily m0 ∈ MS. Denote by
ASym0 the -vector subspace of the projective limit AS spanned by
1 and the set Im0 = x ∈ AS  xm0 = 0. Since 1 does not belong to
AS, each element of ASym0 admits a unique expression of the form
r1+ x r ∈ ; x ∈ Im0. Hence, its support is included in suppx ∪MS
(2.8(4, 1)).
Lemma 3.6. ASym0 is a unitary subring of AS.
Proof. By definition ASym0 is a subgroup of AS. Consider two el-
ements r1 + x; r ′1 + x′ ∈ ASym0 in their canonical representation. The
product in AS is r1+ xr ′1+ x′ = rr ′1+ xx′ + rx′ + r ′x; since xx′ +
rx′ + r ′xm0 = 0, it belongs to ASym0. An immediate consequence is that
1 is the identity of ASym0.
Lemma 3.7. Each positive element of ASym0 for the order inherited
from AS has a square root.
Proof. Consider a positive element a ∈ ASym0. The proof of
Lemma 2.18 shows that, for each s ∈ S∗, as has a unique non-negative
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square root bs in As, and then b = bss∈S∗ is a (non-negative) square root
of a (in AS). Consider two possible cases:
(i) am0 = 0. This implies bm0 = 0, and then b ∈ Im0 ⊆ ASym0.
(ii) am0 6= 0. Then, a = r1+ x with r ∈ + \ 0, xm0 = 0. We look
for an element y ∈ Im0 such that
√r1+ y2 = r1+ x:
Clearly, y x = −√r1 + b = −√r1 + √r1+ x is in AS and satisfies this
identity. By Lemma 2.17, supp√c = suppc for any positive c ∈ AS.
Hence, using Lemma 2.8 (1, 4),
suppy ⊆ supp−√r1 ∪ suppx =MS ∪ suppx:




r1t + xt and xt = 0,
from Lemma 2.5(8) we conclude xt = 0, and hence yt = 0 which, by 2.5(2),
entails yt = 0. Thus, suppy ⊆ suppx, whence y ∈ AS and y ∈ Im0 .
This implies that each real prime ideal of ASym0 is convex. Our next
goal is to prove:
Proposition 3.8. The map I 7→ Iˆ = a ∈ AS  ∃b ∈ Ia ≤
bin AS is an order-isomorphism between the set of real prime ideals of
ASym0 and the set of real prime ideals of AS.
Note that this, together with Theorem 3.4, establishes our main result:
Corollary 3.9. Given a jump-dense, complete root system S;≤ there
exists a unitary commutative ring A such that, as ordered sets, SpecRA ∼=
S;≤.
For the proof of Proposition 3.8 we will need some preliminary notation
and results.
Definition 3.10. A m0-finite partition of MS is a partition M0;M1
of MS into two sets such that m0 ∈M0 and M0 is finite.
Notation 3.11. For a ∈ AS and M ⊆ MS we denote by aM↓  the
element of
Q
s∈S∗ As defined by
aM↓ t =

at if t ∈M↓
0 if t 6∈M↓ .
Lemma 3.12. Let a ∈ AS and M ⊆MS. Then:
(i) aM↓  ∈ AS.
(ii) suppaM↓  ⊆ suppa ∩M↓ .
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Proof. (i) Let t ≤ t ′ in S∗. Then, either t; t ′ ∈M↓ and ftt ′ aM↓ t =
ftt ′ at = at ′ = aM↓ t ′ , or t; t ′ 6∈ M↓ and ftt ′ aM↓ t = ftt ′ 0 = 0 =
aM↓ t ′ .
(ii) Let t ∈ suppaM↓ , i.e., aM↓ t 6= 0, i.e., aM↓ tt 6= 0.
Then aM↓ t 6= 0 (Lemma 2.5(2)). It follows that t ∈ M↓ and aM↓ t =
at 6= 0, which yield att 6= 0, i.e., t ∈ suppa, by 2.5 (1).
Fact 3.13. Let a ∈ AS and let M0;M1 be a(n arbitrary) partition of
MS. Then aM0↓  is orthogonal to aM1↓  i.e., aM0↓  · aM1↓  = 0.
In particular, aM0↓  + aM1↓  = aM0↓  + aM1↓ .
Proof. From 3.11 and M0↓  ∩ M1↓  = Z we get aM0↓ t 6= 0 ⇒
aM1↓ t = 0, and conversely, exchanging the indices 0 and 1, for t ∈ S∗.
Since At is totally ordered, aM0↓ + aM1↓ t equals one of aMi↓ t
(and the other vanishes), which proves the second assertion.
Lemma 3.14. Let a ∈ ASym0 and let M0;M1 be an m0-finite partition
of MS. Then aM0↓  ∈ AS.
Proof. Let a = r1 + x, with x ∈ AS, x ∈ Im0 , and a0 = aM0↓ . We
know that suppa0 ⊆ suppa ⊆MS ∪ suppx. If a0t 6= 0, then a0t 6=
0 (Lemma 2.5(2)), and t ∈ M0↓ by 3.11; hence MS ∩ suppa0 ⊆M0. It
follows that suppa0 ⊆M0 ∪ suppx, which is finite.
Lemma 3.15. For each a = r1 + x ∈ ASym0 there exists an m0-
finite partition M0;M1 of MS such that a = r1M1↓  + aM0↓  and
aM0↓  ∈ AS.
Proof. Let M0 = suppx↑  ∩MS ∪ m0 and M1 = MS \M0.
Since x ∈ AS, suppx is finite, and so is M0, as S is a root system.
If r = 0, clearly aM0↓  = x = a ∈ AS. If r 6= 0, we compute
r1M1↓  + aM0↓ t : If t ∈ M1↓ , then aM0↓ t = 0 = xt , whence
r1M1↓  + aM0↓ t = r1M1↓ t = r1t and at = r1t + xt = r1t . If
t ∈M0↓ , then r1M1↓ t = 0 and r1M1↓ t + aM0↓ t = aM0↓ t = at .
The last assertion follows from Lemma 3.14.
Notation 3.16. For m ∈ MS, the ring Am is (canonically) isomorphic
to  (Remark 3.3). For a ∈ AS we denote by am the image of the mono-
mial am = amm in  under this isomorphism.
The next result is a sort of converse of Lemma 3.15.
Lemma 3.17. Let a ∈ AS, am0 6= 0. Let M0 be a finite subset of
MS such that M0 ⊇ MS ∩ suppa↑ and M1 = MS \ M0. Then
b = am0 1M1↓  + a ∈ ASym0.
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Proof. Clearly b = am01− 1M0↓  + a = am0 1+ a− am0 1M0↓ .
Let x = a − am0 1M0↓ . We must prove that suppx is finite and
xm0 = 0. We have
suppx ⊆ suppa ∪ supp1M0↓  = suppa ∪M0;
a finite set. Also,
xm0 = am0 − am0 1M0↓ m0 = am0 − am0 1m0 = am0 − am0 = 0:
Now, for each s ∈ S define
I ′s =

y ∈ ASym0  ∀t ∈ S∗; s ≤ tyt = 0
}
:
The proof that these sets are prime ideals of ASym0 is similar to that for
the corresponding sets Is in AS (Corollary 2.11). We also have s ≤ t if
and only if I ′s ⊆ I ′t . Indeed, if s 6≤ t and a ∈ AS is such that suppa = t
(2.6), then either am0 = 0 (whence a ∈ ASym0) and we have a ∈ I ′s \ I ′t ,
or am0 6= 0 and then b ∈ I ′s \ I ′t , where b is the element constructed in
Lemma 3.17 by setting M0 = MS ∩ t↑  ∪ MS ∩ s↑ . Although Is and
I ′s lie in different rings, namely AS and ASym0, respectively, in the case
s ≤ m0 it is easily checked that Is = I ′s.
Lemma 3.18. For s ∈ S, ASym0/I ′s ∼= As↑ . In particular as As↑ 
has a unique total order given by the squares, I ′s is a real prime ideal that
determines a unique element of SpecRASym0.
Proof. Let ψsx ASym0 −→ As↑  be given by ψsr1 + xt = r1 +
xt (t ∈ S∗ ∩ s↑ ). As in item (i) in the proof of Proposition 3.2 it is shown
that suppψsr1 + x = suppr1 + x ∩ s↑ , which is a finite set; whence
Imψs ⊆ As↑ . Clearly, kerψs = I ′s.
It only remains to be shown that Imψs = As↑ . By Proposition 3.2,
every element of As↑  is of the form ϕsa for some a ∈ AS. If a ∈ Im0
we are done. So we assume am0 6= 0 and consider two cases:
(A) s 6≤ m0. Let M0 = m0, M1 = MS \M0, and b = aM1↓ .
Lemma 3.12 (i, ii) prove b ∈ AS. Clearly, s ∈ M1↓ , and hence t ∈ M1↓ ,
for s ≤ t, t ∈ S∗. Using 3.11 and the definition of ϕs in Proposition 3.2, we
have ψsbt = bt = aM1↓ t = ϕsaM1↓ t = at , for t ≥ s, t ∈ S∗,
whence ψsb = ϕsa.
(B) s ≤ m0. Set M0 = MS ∩ suppa↑ , M1 = MS \ M0. By
Lemma 3.17, b = am0 1M1↓ + a ∈ ASym0. If t ∈ S∗ ∩ s↑ , then t 6∈M1↓ ,
and hence bt = at , proving our claim.
Lemma 3.19. Iˆ ′s = Is, for s ∈ S.
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Proof. (⊆) If a ∈ Iˆ ′s, there is b ∈ I ′s such that a ≤ b. Then at  ≤ bt =
0 for all t ∈ S∗; t ≥ s, which shows a ∈ Is.
(⊇) Let a ∈ Is. If s ≤ m0, then am0 = 0, i.e., a ∈ Im0 ⊆ ASym0,
and hence a ∈ Iˆ ′s. If s 6≤ m0, we define M0 = MS ∩ s ∪ suppa↑ ,
M1 = MS \M0, and b = am0 1M1↓  + a ∈ ASym0 (Lemma 3.17). By
Fact 3.13, a ≤ b; if t ′ ∈ S∗ ∩ s↑ , then t ′ ∈M0↓ , and we get bt ′ = at ′ = 0,
whence b ∈ I ′s, and a ∈ Iˆ ′s.
Proof of Proposition 3.8. (1) Iˆ is a (proper) real prime ideal.
(1.a) Clearly, Iˆ is closed under subtraction. As for product, let a ∈ Iˆ
and a′ ∈ AS, and let b ∈ I be such that a ≤ b. Then a′a ≤ a′b.
We define an m0-finite partition of MS by M0 = MS ∩ suppa′↑  ∪
m0, M1 = MS \M0, and b′ = a′m0 1M1↓  + a′ (in ASym0, by 3.17).
We have a′a ≤ b′b; indeed, if t ∈ M0↓ , then b′t bt = a′t bt ≥ a′tat  (in
At); if t ∈ M1↓ , then b′t bt = a′m0 1tbt ≥ 0 · at = a′tat . We have proved
that aa′ ∈ Iˆ.
(1.b) Iˆ is proper. Assuming otherwise, there is b0 ∈ I so that
1m0 ≤ b0. Hence, with b0 = r1+ x, we have r ≥ 1. Let m1; : : : ;mn =
suppx↑ ∩MS \ m0. We have 1mim0 = 0, i.e., 1mi ∈ Im0 ⊆
ASym0 for i ∈ 1; : : : ; n. Since 1mi ∈ Iˆ, there is bi ∈ I such that
1mi ≤ bi, i ∈ 1; : : : ; n; since I is convex, 1mi ∈ I. We claim that,
for a sufficiently large integer k, we have x+ kPni=1 1mi ≥ 0 and hence
b0 + kPni=1 1mi ≥ 1, which gives 1 ∈ I, a contradiction.
Indeed, take k > −xmi for all i ∈ 1; : : : ; n (in ); cf. 3.16.
Hence, in each of the rings Ami we have xmi + k1mi > 0, whencex + kPni=1 1mimj = xmj + k1mj > 0 for j = 1; : : : ; n. Since msx +
k
Pn
i=1 1mi = m1; : : : ;mn, Lemma 2.9 proves our claim.
(1.c) Iˆ is prime. Let a; a′ ∈ AS be such that aa′ ∈ Iˆ; let c ∈ I be
such that aa′ ≤ c. We set
M0 = m0 ∪ MS ∩ suppa↑ ∪ suppa′↑ 
∪ m ∈MS  cm 6= cm0 1m;
M1 =MS \M0; b = am0 1M1↓  + a; b′ = a′m0 1M1↓  + a′:
Since c ∈ ASym0, c − cm0 1 ∈ AS and cm takes on the constant value
cm0 1m outside a finite set of m’s m ∈MS; hence M0 is finite.
Next, if t ∈ M0↓ , then btb′t  = ata′t  ≤ ct . If t ∈ M1↓ , then btb′t  =
am0a′m0 1t ≤ cm0 1t . If m is the maximal element of S greater or equal than
t, then m ∈M1 and cm = cm0 1m; taking images of both sides by gmt , we get
ct = cm0 1t , whence btb′t  ≤ ct . Thus bb′ ≤ c (in ASym0).
The last assertion of Fact 3.13 gives a ≤ b and a′ ≤ b′.
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Convexity of I yields bb′ ∈ I, and primeness of I gives b ∈ I or b′ ∈ I,
which entails a ∈ Iˆ or a′ ∈ Iˆ, showing that Iˆ is prime.
(1.d) The very definition of Iˆ shows that it is convex. Since positive
elements of AS have square roots, Iˆ is real, proving (1).
(2) I 6= J implies Iˆ 6= Jˆ. Since the real prime ideals of AS are all
of the form Is (Theorem 3.4), by Lemma 3.19 it suffices to show Iˆ = Is ⇒
I = I ′s. Otherwise, pick b ∈ ASym0 so that b ∈ I and bt ′ > 0 for some
t ′ ≥ s. Let m ∈ MS be such that s ≤ m, and a = bm↓ . By 3.12(i),
a ∈ AS, and by 3.12(ii), suppa ⊆ suppb ∩ m↓ . If b = r1+ x with
x ∈ AS, x ∈ Im0 , then suppb ∩ m↓ ⊆ suppx ∪ m, a finite set; this
shows that a ∈ AS. It is clear that a ≤ b ∈ I (3.13) and at ′ = bt ′ > 0
(3.11), which gives a ∈ Iˆ \ Is, a contradiction.
The fact that the map I 7→ Iˆ is surjective follows at once from
Lemma 3.19 and Theorem 3.4. A last use of Lemma 3.19, together
with the definition of I′s shows, then, that it is an order-isomorphism,
completing the proof of Proposition 3.8.
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