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CHAPTER 1

INTRODUCTION

To acquire knowledge, one must study; but
to acquire wisdom, one must observe.
—Marilyn vos Savant
Structured knowledge representations attempt to acquire knowledge from realworld sources and create structures that support information retrieval and reasoning.
While each representation attempts to maximize the flexibility with which such knowledge may be expressed, there must exist some underpinning metadata that provides
the primitives from which valid knowledge assertions are created. Such metadata is
often called a support for the knowledge representation [1].
Carl Sagan famously claimed ”If you wish to make an apple pie from scratch,
you must first invent the universe.” The same is true for acquiring knowledge in some
representation: you must first generate the support.
Whence does this support come? Frequently, it is manually generated by
analysts who wish to document knowledge within a domain. However, such documentation is a labor-intensive, non-deterministic, and error-prone activity. Worse,
it is difficult to know exactly what supporting knowledge is needed to fully cover
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modeling the domain a priori. Clearly, there exists a need to generate some support
automatically or with minimal assistance.
One problem addressed by support is that of synonymy. This problem occurs
when knowledge structures from different sources use different labels to represent the
same concept in a domain. In these cases, concepts that are closely related may exist
in distant, unconnected locations in the knowledge base. Queries over the data may
not uncover related concepts when traversing the knowledge base since they are not
connected.
Synonymy support associates the distant, synonymous concepts, thus bringing
related concepts closer together and affording a query the opportunity to provide a
more complete response. While there are many different representations that may
be used for synonym support, this research uses a collection of mathematical sets to
contain synonymy information. The contents of each set are considered synonymous.
At this point, it is important to establish the meaning of the term synonym.
In this thesis, two entries in a knowledge base are considered synonymous if they
represent the same concept within a target domain and may be used interchangeably.
Synonyms are thus implied to exist at the same level of abstraction.
This thesis explores the semi-automatic identification of synonyms in existing
structured knowledge representations to generate support. This is valuable when
knowledge structures are provided without sufficient support for reasoning or when
combining two separate structured knowledge bases into a single knowledge base.
Correctly identifying synonyms and associating them in the support will simplify the
knowledge base while providing more complete results from queries.
2

The research presented here makes four primary contributions to the state of
the art with respect to this problem. They are as follows:

• Prescribe an architecture for identifying synonyms in structured knowledge representations
• Integrate a heterogeneous set of knowledge sources as an ensemble approach for
synonym identification
• Identify a method to determine relative value among knowledge sources as applied to this problem
• Provide a case study with an implementation of the prescribed approach

The knowledge representation used in this thesis is simple conceptual graphs
using an extension of category labels associated with concepts [1–5]. Conceptual
graphs (CGs) are a good knowledge representation for acquiring knowledge from
domain experts, though research in dealing with synonyms across CGs is scant.
There are three assumptions that are used moving forward. First, the analysis
should be mostly automatic, meaning that minimal human input is acceptable so
long as the other assumptions are met. Next, the number of concepts in the CGs for
analysis are not expected to exceed ten thousand concepts total for a single analysis
run. Finally, the analysis to generate the synonym sets runs in a reasonably short
amount of time, about that of a coffee break. These assumptions are reasonable in
the setting of a team-oriented knowledge acquisition event that is time-boxed to a

3

short period, say half an hour. The requirements are intentionally loosely defined;
they are used to guide performance trade-off decisions.
This proposal continues as follows. Chapter 2 provides background information relevant to the research, specifically regarding conceptual graphs and machine
learning. It also provides an overview of existing research in the area. Chapter 3
describes the technical approach and introduces a case study. Chapter 4 presents
the results from the case study, and Chapter 5 provides discussion about the results.
Finally, Chapter 6 contains conclusions and points to future work.

4

CHAPTER 2

BACKGROUND INFORMATION

This chapter introduces the background information on conceptual graphs,
machine learning, and existing research upon which the technical approach presented
in Chapter 3 is built.

2.1

Conceptual graphs

Conceptual graphs are the expressions of a meta-language used to describe
concepts and their relationships, and thus they serve as a knowledge representation.
Conceptual graphs, henceforth CGs, can therefore be used to model anything that decomposes into related concepts, ranging from system processes to sentence diagrams.
CGs are compelling because they are both simple and flexible and when unconstrained
can be used to model a wide variety of domains.

2.1.1

Introduction
CGs were introduced by Sowa in [2], wherein they were used to provide a

computable, intermediate knowledge representation understood by both humans and
computers as a database query. Concepts are represented as a box containing a

5

Figure 2.1: CG of In 1492, Columbus sailed the ocean blue.

symbol that identifies the concept name, and there exists some sense of hierarchical
relations via a construct called subsorts. Conceptual relations are represented as a
circle containing a symbol identifying the type of the relationship as well as some
non-zero number of input and output links.
Concepts and relations are primitives used to construct increasingly complex
concepts. Figure 2.1 depicts the sentence ”In 1492, Columbus sailed the ocean blue.”
as a conceptual graph. The concepts are Columbus, sail, 1492, ocean, and blue, and
the relations are agent, patient, attr, and in. Each relation in this example is binary,
meaning it contains one input and one output link. However, this is not a limitation
to any given relation; it may have as many input and output links as is appropriate.
As aforementioned, [2] introduced the idea of subsorts, a kind of hierarchical
relationship among concepts. This was achieved by creating lists of related words
using the < and ≤ operators. For example Columbus < P erson, and Ocean <
Body of W ater < Geological F eature. Modern terminology labels a concept that is
a subsort of another concept a subtype, and the concept for which it is a subsort is
its supertype [3].

6

Figure 2.2: CG including Types and Referents

Today, CGs make the existence of subsorts more apparent by optionally including a type and a referent in the concept symbol. The type specifies a classification
of the concept and the referent specifies the instance of the type that the concept represents. Using the example from Figure 2.1, the concept Columbus could also be
presented as person : Columbus, with person representing the type and Columbus
representing the referent. Figure 2.2 presents the resulting CG. [4] relies on this
feature heavily.
These features do not limit the flexibility of CGs. Since concepts and relations
can be freely defined as necessary, CGs are very expressive and can be used to model
a wide variety of domains.
These features are also simple, and so it is a relatively easy task to train people
not already familiar with CGs to author and examine them. Software tools such as
CharGer [5] exist to ease the process even further. Authoring a CG is a knowledge
acquisition activity.

7

Figure 2.3: CG of the Query Who sailed the ocean, and in what year?

2.1.2

Computability
The previous section focused on the expressiveness of CGs, but is also impor-

tant to show that CGs are useful for computation; otherwise, they are only useful as
a means of communication among humans.
One manner in which CGs are useful is that they may be translated into
conjunctive phrases [6]. The encoding of the CG presented in Figure 2.1 is presented
in Equation 2.1. Once in this form, the data can easily be added as a fact to some
existing knowledge base.

P erson(Columbus) ∧ Agent(Columbus, Sail) ∧ P atient(Sail, Ocean)
∧ In(Sail, 1492) ∧ Attr(Blue, Ocean) (2.1)

Similarly, a CG without fully-qualified types and referents may be used to
form a query against the same knowledge base. Figure 2.3 shows a simple query.
Note that additional results may be returned from this query, such as [{person :
Columbus, year : 1492}, {person : Cousteau, year : 1943}].
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CGs also serve as a knowledge representation unto themselves. A CG is a
finite directed bipartite graph whose vertices are the concept and relation nodes, and
the edges are the directed links among concepts and relations. The graph may be
traversed or searched using well-known algorithms. However, the drawbacks of those
algorithms still apply; searching for isomorphic subgraphs in graphs G and H - and
thus comparing conceptual graphs [4] - is an NP-complete problem [7].

2.1.3

Conceptual graph composition
While it may be useful to consider CGs in isolation, it is also useful to compose

CGs within the same domain into a single CG. The goal of this activity is to produce
a common model that incorporates all the knowledge contained within the individual
CG inputs [8]. The product graph, which is the result of composing the individual
CGs, provides a team-based view of the domain modeled.
In order to compose the CGs, one must analyze and compare each CG with an
initially empty product CG and identify concepts that exist in both graphs. These
concepts may be joined by moving all the links from the concept in the individual
graph to the associated concept in the product graph. This is the join operation
as described in [2]. Assuming that the individual graph and the product graph are
well-formed before the join operation, the resulting product graph is also well-formed.
It is important to note that more than one join operation may be required to fully
integrate an individual graph into the product graph, and that the remaining nodes
will simply be copied into the product graph when all possible joins have been made.

9

Figure 2.4: CG of Columbus discovered the West Indies.

Figure 2.5: Product CG

Figure 2.5 shows the product graph that results from joining Figure 2.2 and
Figure 2.4. In the first step, the first CG was compared with an empty product graph.
Since no concepts existed in both graphs, no joins were performed, and all remaining
nodes and relations were moved into the product graph. Next, the second graph
was compared with the product graph and Columbus was found to be in common.
The Columbus node was removed from the second graph, and the links to it were
tied to the Columbus node in the product graph. Since all matching concepts were
joined and since there were no additional CGs to incorporate, the product graph was
complete.
While CGs provide a flexible knowledge representation with little expressive
restriction, that flexibility comes at a cost. Referents are often free-form text, and
concept types and relationships may not be limited to predefined sets. In light of these
facts, conducting the analysis required to build a common model is challenging [4,8,9].
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Conducting the analysis, particularly on large-sized or many CGs, is a complex activity. Given little restriction, CG authors may produce a wide range of CGs
that are expressed differently though they are semantically similar. As an example,
consider the CG in Figure 2.4. If another author created a CG that stated that
Columbus found the West Indies, the two graphs would be semantically similar because discover and found are intended to have the same meaning. Having a human
performing the analysis to identify synonyms under these circumstances can be a
costly and error-prone venture, so automatic methods are needed.
However, there is a major hurdle that must be overcome before such automatic
methods can be expected to perform well: conceptual synonymy.

2.1.4

Conceptual synonymy
As stated several times in previous sections, CGs provide an extremely flexible

knowledge representation. Concepts and relations are created in an ad hoc fashion
using free text; thus, CGs are infinitely variable and may be used to describe the
meaning of concepts at several levels of abstraction.
When composing CGs, it is possible for two authors to have used different
terms to represent the same concept. Some concepts may be trivially different (e.g.,
Chris and Christopher), while others may be more difficult to determine and may
even be based on the author’s intent (e.g., Agile and Scrum).
If composing CGs without synonyms is difficult and error-prone, then composing CGs with synonyms is even more so, and the activity becomes increasingly
difficult as the number or size of individual contributing CGs grows.
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Automatically identifying synonyms is an important problem that needs to be
addressed for comparing and composing CGs. However, not much research exists on
this topic. Current research assumes that such support has already been generated
[4] or does not consider synonymy at all. When comparing CGs from independent
sources, a lack of synonym support will drive down comparison scores, rewarding CGs
that are exact matches and penalizing all others. However, using a thesaurus does not
fare much better; a simple thesaurus does not group words based on word sense, and
some words may be incorrectly identified as synonyms. This creates false positives
and incorrectly drives up comparison scores.

2.1.5

Simple conceptual graphs and extensions
[1] introduces the concept of simple conceptual graphs, which are defined

over a structure containing ontological knowledge and called a support. The support
defines a hierarchy of valid concept and relation types, and it may be used to determine
the validity of a CG defined over it.
Defining a CG over a support clearly restricts the expressiveness of the CG
author. However, support is needed to constrain the CGs in a way to keep them computable. Therefore, a careful balance must be struck in order to maximize flexibility
while maintaining computability.
To find this balance, this thesis uses two extensions to the simple CGs defined
in [1]. One is the introduction of a closed set of types, and the other is a limited, but
general, set of relationships. All CGs for this research were created using CharGer [5],
which implements both extensions.

12

Each concept in a CG must be assigned a concept type, and new concept types
cannot be created by CG authors. Some examples include TeamMember, Product,
Task / Activity, and a catch-all Entity. From the perspective of this research, the
concept types may exist in a hierarchy; however, that is not a feature explored in this
thesis. At any rate, it is important that the set of concept types be specified before
authors build CGs that are intended to be composed.
CharGer also provides a finite set of relationships that can be used when
connecting any two concepts as an additional constraint. The relationships defined
during the period of this research include Uses, Performs, Goes To, Comes From,
Follows, Attribute Of, and Has Role.
It should be noted that the types can be tailored; they are simply defined
with a canonical graph in the support. However, the types should be fixed before a
knowledge acquisition event occurs. In order to provide a consistent environment in
which knowledge may be acquired and analyzed over the course of several knowledge
acquisition events, the types should change relatively infrequently within any given
domain.
These extensions are useful in the general sense - not just for this case - because
they help provide additional context for any computation that may be made on the
CGs. These extensions also help orient human interpreters and aid in categorizing
concepts quickly.
The goal of this research is to automatically build a support containing synonymy information for CGs expressed using the simple conceptual graph extensions
presented in this section.
13

Figure 2.6: A Terse Visual CG Representation

2.1.6

Visual representation
This thesis will take liberty in its visual representation of CGs. It will represent

concepts as nodes in a graph and a relation as an arc between two concepts. This
representation is made possible due to the fact that the closed set of possible relations
contains only binary relations, and it creates a 1:1 mapping to a CG while being more
terse. Figure 2.6 shows how the CG from Figure 2.5 would be displayed with this
representation.

2.2

Machine learning

Machine learning is defined as a machine’s ability to ”adapt to new circumstances and to detect and extrapolate patterns.” [10] Machine learning has gained
much momentum and is a heavily researched area. It is particularly useful for solving
problems for which no good direct solutions exist (e.g., N P -complete problems).
14

2.2.1

Natural language processing
Since a CG author labels concepts with free-form text, it is important to be

able to parse and understand the content provided in the label. Natural language
processing (NLP) is a collection of tools and techniques that can be used to translate
text in a natural language (e.g., English) into a data structure that unambiguously
conveys its meaning in a way that is computable. This section introduces some of the
common tools and techniques used in the various approaches described later in this
section as well as the technical approach described in Chapter 3.
Some of the interesting NLP algorithms pertinent to this research are tokenization, stop-word removal, and part-of-speech tagging.
Tokenization is the process of splitting a text sample input into a series of
tokens that can later be analyzed. The tokens may be words, numbers, or punctuation. The tokens are then filtered to remove stop words, which are words that do not
contribute any meaning to the text. [11] provides a set of commonly-used stop words,
and some examples are an, the, and with. Finally, the remaining tokens are fed to a
part-of-speech (POS) tagger.
The POS tagger determines the part of speech represented by each token. The
tokens are then tagged with a string value that represents the part of speech, and
each of the potential values are defined in [12]. For example, the word ’cart’ may be
tagged with ’NN’, meaning that the word is a singular or mass noun. It could also
be tagged ’VB’, indicating that it is the base form of a verb. Both of the algorithms
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are general and readily available in software packages such as OpenNLP [13] and
WordNet.Net [14].
Once each of the words have been tagged with the correct part of speech,
a meaning must be assigned to each word. However, many words in the English
language are polysemous; that is, they have more than one meaning. Word-sense
disambiguation addresses this problem.
Word-sense disambiguation [14–16] is a dictionary-based approach to determining the intended meaning, or sense, of a word. The original approach to determining the correct sense of a word is presented in [15]. It begins by taking a window of
words around the word in question and performs a look-up to get the definitions of all
those words. The algorithm then looks for overlapping terms in the definitions. The
definition with the highest degree of overlap ”wins” and is selected as the intended
sense.
[16] updates the algorithm to exploit the hierarchical relationships defined
in WordNet, which is described next. Overlap is defined as words that exist in the
glosses of both input words. In this case, the longest sequence of overlapping terms
”wins”. This is the approach used in [14].
WordNet [17] is a database that contains relationships between senses of English words. Word senses exist within synsets, collections of word senses that are
synonymous. A synset is associated to a word via a defined relationship, such as
hypernymity and hyponymity. These relationships link words together throughout
the database. In this way, WordNet is like a thesaurus based on the semantics of the
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word looked up. As discussed in later sections, the senses and their relationships can
be used to determine the similarity between two words.

2.2.2

Clustering
Clustering is a machine learning classification technique that identifies groups

of similar data points, or clusters, from a collection of data. It is an unsupervised
learning technique, meaning that it does not have to be trained with pre-classified
samples before being applied to a data set. [18]
The similarity of two data points is determined by calculating the distance
between them. Each data point is represented by a real-valued n-dimensional vector
where each dimension corresponds to an attribute of the data point. Similarity is
a relative measure and is related to the inverse of the Euclidean distance between
the vectors. This means that pairs of vectors that are close to each other in the
n-dimensional space are more similar than the vectors that are not close to each
other.
Since similar vectors are in close proximity, groups of similar vectors will tend
to form clusters in the n-dimensional space. A clustering algorithm simply identifies
these clusters.
One of the challenges of clustering is determining the appropriate number of
clusters for a given data set. Much research has been done in this area (e.g., [19–21]).
However, a common approach - the one taken by the author for the purposes of this
research - is to manually determine the number of clusters.
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Following is an illustrative example. Assume an analyst has provided a number of expected clusters, x. A clustering algorithm initially selects x vectors, each a
representative of one of the target clusters. It then iterates over the remaining vectors
and groups each with the representative with which it is most similar. The algorithm
keeps a total distance sum between the vectors and their corresponding cluster representatives. After all the vectors are assigned to the clusters, a representative is
changed and the process repeats. If the total distance sum of the new solution is
lower than the old, it is used. Otherwise, it is discarded. This process repeats until
no improvement is made or a maximum iteration count is reached.
In order to find the optimal number of clusters in a given data set, an analyst
may try to minimize the total distance sum by adjusting the number of clusters. This
allows the analyst to work around outlying data points, which would optimally exist
in a cluster containing only the one data point.

2.2.3

Latent semantic analysis
Latent semantic analysis (LSA) [22–24], also known as latent semantic index-

ing, is a matrix decomposition approach to classifying texts. The theory is that the
algorithm maps the contents of documents to a latent semantic space, where documents can be compared with a distance measure such as cosine similiarity. The result
is a transformation function into the latent semantic space and a matrix by which
comparisons can be made within that space.
LSA simulates how humans learn language, and it learns words based on the
context in which they are used [22]. It accomplishes this by calculating the singular
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value decomposition (SVD) of a matrix generated from the documents. Each column
in the matrix represents a single document and each row represents a single word
that belongs to at least one of the documents. The value of a cell within the matrix
is equal to the number of times the row word exists in the column document.
The SVD accepts a matrix and factors it into three matrices, A = U · S · V T .
U contains the mapping of the documents into a latent word space, and V T contains
the mapping of the words into a latent document space. S is a diagonal matrix that
is the mapping between U and V T , and it is important to note that the diagonal
values are sorted from largest to smallest, from most influential to least influential.
The original matrix can be re-created by multiplying the three matrices.
Since the most influential factors in the transformation into latent semantic
space are upper-left portion of the matrices, the resulting space can be estimated
by taking some rank-n of the resulting matrices. There are different approaches to
determining what rank should be taken. One approach is to pre-determine a rank,
such as rank-2, while another is to take some percentage of the energy of the matrix,
where the energy is the sum of squared singular values. Basing the rank on the
energy ensures that the statistically significant factors always participate in grouping
documents.
To generate a similarity score between documents, one generates a query q
from an input document, transforms the vector into the latent semantic space, and
then compares the resulting vector with other vectors in that space. q is a vector
of the counts of the individual words from the input document, with the rows of
the vector matching the rows of the original matrix A. To transform the vector into
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latent semantic space, the transform of q must be multiplied by the reduced rank-k U
matrix and the inverse of the reduced S diagonal matrix, result = q T Uk Sk−1 . Finally,
the resulting vector can be compared to other vectors in the same space (e.g., the
vectors in U ) by using a distance metric.
It should be noted that LSA does not apply semantic values to words. Rather,
it learns to recognize words that are frequently used together. This means that LSA
may determine that phrases containing different forms of the same word are radically
different (e.g., car is not directly related to cars). Likewise, phrases with similar
words like ’a blue car’ and ’not a blue car’ will have vectors similar, ignoring the
semantic negation. Such a limitation may be acceptable for some problems and not
for others.

2.2.4

Artificial neural networks
An artificial neural network (ANN) is intended to be a simple learning machine

that models the way that human brains work. An ANN is composed of several simple
computational elements that represent neurons. Several neurons that are independent
of each other are organized into a layer, and the outputs of each neuron in a layer is
connected to an input in another layer or serves as an output of the system. [3, 10]
In a simple feedforward ANN, the layers are organized in a linear fashion, with
one layer following another. While other ANN structures (e.g., recurrent networks)
exist, they are not used in this research.
Each neuron has at least one input connection, at least one output connection,
a bias weight, and an activation function. When data is received on its inputs, the
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neuron applies its activation function to the sum of the inputs and bias weight, and if
the result is positive it sends a +1 value to each of its outputs. One can see that the
bias weight serves as a threshold value that must be exceeded in order for the neuron
to ”fire.”
It should be noted that the activation function must be nonlinear, or else the
entire network can be expressed as the composition of linear functions and is thus
also a linear function. [10]
Finding the appropriate weights for a given network is the most difficult part
of applying neural networks to a problem. A technique called backpropagation is
frequently used to find the weight for each neuron by examining a set of pre-classified
examples called a training set, estimating the error from classifying the entries in
the training set, and using the error and a learning rate to determine how to adjust
the weights of the neurons in each layer, starting with the output layer and working
toward the input layer.
One final consideration is how to deal with an input whose quality varies,
with quality being indicated by how well an input can be classified based on the
features that the ANN emulates. Such a situation might arise when processing natural
language to determine the meanings of words. The meaning of one word might be very
clear, but for another it could be muddled because of the sheer number of definitions
for it.
To address this problem, the learning rate used during training should be
adaptive. [25] presents several methods to apply adaptive learning rates to ANNs
globally and locally. One of the more interesting global methods discussed that is
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applicable to the problem at hand is the Conjugate Gradient Method, which adjusts
the learning rate based upon the gradient as well as previous data. The result is that
the learning rate adjusts more slowly due to change. This would allow the ANN to
adapt to change, but not so quickly that it makes large strides away from optimality
due to poor data. Also, it provides a mechanism to recover if it does begin responding
too much to an outlying data point.

2.2.5

Particle swarm optimization
The particle swarm optimization (PSO) algorithm is a nonlinear function op-

timization algorithm, and it is inspired by flocking behavior exhibited in nature [26].
The concept is that a swarm of particles ”fly” through a hyper-dimensional problem
space searching for a solution. Each particle has its own position and velocity vectors,
and these values are updated with each iteration as the particle looks for an optimal
solution. Each particle maintains its personal best solution (pbest), the solution in
its history with the best fitness. A global best solution (gbest) is also maintained and
is used to update the particle velocities.
[27] presents the swarm as a composition of three N × k matrices, where N is
the number of particles in the swarm and k is the dimension of the search space. The
first matrix is the current position matrix X, and each particle is indexed such that
~ i is the position vector of the ith particle. The individual best positions are stored
X
in the matrix X # . Likewise, the current velocities are stored in matrix V . Finally,
~ ∗ . Note that each value
the algorithm also stores the global best position vector as X
~ i of particle i is the value of the potential solution in dimension j.
Xij in X
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During each iteration, the matrices are updated in the following order: V , X,
~ ∗ vector. This means that the velocities are updated based on
X # , and finally the X
previous results, and then the positions are updated based on the new velocities. A
fitness value is then assigned for each position, and the best values are updated last.
To update the velocity, the following equations are used [27]:

vij (t + 1) = wvij (t) + c1 r1 (Xij# − Xij (t)) + c2 r2 (Xj∗ (t) − Xij (t))

(2.2)

Xij (t + 1) = Xij (t) + Vij (t + 1)

(2.3)

where w is an inertia factor, c1 is the coefficient of the self-recognition component,
c2 is the coefficient of the social component, and r1 and r2 are normalized random
values [27]. t indicates the previous iteration, and t+1 indicates the current iteration.
This is a more robust representation than presented in [26]. To mimic the
behavior of the algorithm exhibited in that paper, the inertia weight w should be
set to 1 and c1 and c2 should be equal. [27] does just this for c1 and c2 ; it sets both
values to 1.49. The inertia weight did not exist in the original algorithm, and the
component coefficients were simply known as an acceleration constant. The additional
parameters allow the designer to have more control in tuning the PSO for a particular
problem.
The algorithm also requires that a k-dimensional vector of maximum velocities
be provided. Each index represents a dimension in the search space and the value
is the maximum allowable velocity in that dimension. The purpose of clamping the
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velocities is to prevent the search from taking too large steps and overlooking an
interesting part of the solution landscape.
Finally, the PSO algorithm requires the designer to provide a fitness function,
which calculates a value that represents the quality of solution. A higher fitness
value represents a better solution [10], but the difference between minimization and
maximization is simply a factor of −1. The initial population is randomly generated
to search large areas of the solution space before narrowing the search to a smaller
area with a higher chance of containing the global maximum. The population size is
generally small (e.g., 20 - 40).
Algorithm 1 Particle Swarm Optimization Algorithm
function PSO(X, V , max iters, FITNESS-FN)
X# ← 0
~ ∗ ← max{∀i FITNESS-FN(X
~ i )}
X
iters ← 0
repeat
V ← (w ⊗ V ) ⊕ (c1 ∗ r1 ) ⊗ (X # X) ⊕ (c2 ∗ r2 ) ⊗ (X ∗
X ←X +V
~ # ), FITNESS-FN(X
~ i )}
X # ← ∀i max{FITNESS-FN(X
i
~ ∗ ← max{∀i FITNESS-FN(X
~ # )}
X
i
iters ← iters + 1
until desired fitness or iters ≥ max iters

X)

~∗
return X
end function

Algorithm 1 provides a basic framework for a particle swarm optimization
implementation. Note that the ⊗, ⊕, and
addition, and subtraction, respectively.
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symbols represent matrix multiplication,

2.3

Synonym identification

Several attempts have been made to identify synonyms in bodies of text and
in CGs. This section describes several approaches and examines the various benefits
and drawbacks of each.

2.3.1

Manual inspection
The first and most obvious method for identifying synonyms is to do so man-

ually. An analyst essentially serves as an oracle and can identify synonyms using
whatever knowledge and cognitive processes he or she possesses. However, there are
some issues with this approach. First, a human is certainly non-deterministic and
fallible; there is no guarantee that a person will produce a consistent set of synonyms
across several runs of graph composition. The process is also likely time-consuming,
which is taxing to the analyst and expensive to the proprietor. Automatic methods
should strive to make the process more consistent and reduce time spent by using
advances in areas of natural language processing and machine learning.

2.3.2

Thesaurus-based identification
Another approach is to use a thesaurus to compare concept labels [4]. The idea

behind this approach is that CG authors will create concepts that are very specific
and therefore use similar terminology. This approach seems reasonable on the surface,
but the CGs used for this research show that authors create concepts that wildly vary
in terminology and abstraction.
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It is also possible to mine for synonyms in a technical domain, but this requires
access to many documents within that domain [28] or an existing thesaurus for that
domain, such as Emtree for medical terms [29].

2.3.3

Direct semantic comparison
Direct semantic comparison is an attempt to use NLP techniques to create a

similarity score from two short phrases [15, 16, 30, 31].
A direct semantic comparison approach might utilize part-of-speech (POS)
tagging, word-sense disambiguation, and a WordNet-based semantic distance metric
to generate a score of how closely two phrases are in meaning. The score is a value on
the interval [0, 1], where 0 means the phrases are semantically dissimilar and 1 means
the phrases are semantically equivalent.
The problem with this approach with respect to the problem studied here
is that the phrases that are provided as concept labels are so short that there is
very little context within which the different algorithms operate. Specifically, POS
tagging has very poor performance in short phrases because it relies on several phrase
structures to identify individual parts of speech. Further, some concept labels can be
ambiguous. Consider the word cart which can be used as a noun or a verb.
Concept types may be used to provide some additional context and help resolve POS classification problems, but they do not provide additional information to
support word-sense disambiguation.
In lieu of POS tagging, one may perform a comparison for each word pair
between the phrases for each type of speech (e.g., nouns, verbs, adjectives) and keep
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the highest score of the three. This approach is needed because too little context exists
to specify the proper POS for each term, and it provides a best guess by assuming
that the score between a pair of words treated is highest when treated as the correct
POS.
Once sense disambiguation is completed, the next step is to create a WordNetbased semantic distance score. To create the distance score, one first finds paths
between the input words in WordNet by using each word as a starting point and
traversing the hypernym and hyponym relations. The score is simply 1/d, where d
is the length of the shortest discovered path. A distance score is calculated for each
pair of words in the phrases, with each pair containing one word from each phrase.
The algorithm is more fully described in [31].
The final similarity score for the two phrases is computed by taking the highest
distance scores for the word pairs and combining a matching average formula and the
Dice coefficient of similarity [32] with a threshold of 0.5. The result describes the
degree of similarity of word pairs across the input phrases.
However, there is a final problem with this approach: the algorithm used for
comparing nouns is not a good algorithm for comparing adjectives [30]. Research
has been done to compare adjectives using WordNet [30, 33], but the research has
been concerned with determining the orientation of an adjective with respect to a
predefined set of adjectives. These approaches do well to classify adjectives as being
most closely related to one of the adjectives in the set. However, since CGs can
be used to model a wide range of domains, there exists no initial set of categorical
adjectives by which an algorithm can make comparisons.
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To address the problems outlined above, the following approach was used while
conducting the research for this thesis. Each word in the first phrase was compared
to every word in the second phrase, and each combination was treated like a noun,
a verb, and an adjective in turn. The best distance score was the one associated
with that word. The process was repeated for each word in the first phrase. This
approach bypasses the benefits of word-sense disambiguation; however, there is too
little context in short phrases for POS tagging and word-sense disambiguation to
effectively apply semantic meaning to the phrases.
Assuming that similar words have short paths between them within WordNet,
a maximum path length of ten was used to reduce search times. A pair of words
whose shortest connecting path was greater than ten was considered unrelated. It
should be noted that the maximum length of ten was chosen arbitrarily; other values
may be selected.
The method for calculating the distance score is determined by the part of
speech of the words currently being considered, given some maximum distance m. In
the case of nouns and verbs, the distance is calculated to be m minus the number
of nodes between the concepts in the hierarchy tree, divided by m. This provides a
linear step and cuts off words that are very distantly related. Adjectives were treated
similarly; the distance is max minus the number of steps between concepts linked by
shared synsets, divided by m.
It should be clear from the discussion here that there is some value in calculating semantic similarity scores, but the result is not so valuable as to provide
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a complete solution. This approach will be used as part of the technical approach
presented in Chapter 3.

2.3.4

Text summarization
Some research has been done in text summarization and comparison [23, 33].

These papers generally aim to determine the orientation of the adjectives in the
text with respect to a predefined set of adjectives. For example, [33] performs text
summarization on movie reviews and attempts to determine whether the reviews are
positive or negative based on the language used within the reviews. This approach
is applicable when categories of terms are known a priori, but there is no set of
synonyms against which such analysis may be made when composing CGs. Defining
such a set would too tightly constrain CGs and would significantly restrict the range
of expressions available to the CG authors.
However, this approach is useful when generating a support from existing natural language documentation, such as recorded communications among teammates.
Text summarization would be a valuable addition to the technical approach for this
research, but it is not included because such materials are not available at this time.

2.3.5

Clustered LSA queries
Another approach to automatically identifying synonyms in CGs is to use la-

tent semantic analysis (LSA) with clustering algorithms. This is similar to approaches
used in text classification, e.g., [22–24].
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Using each concept as a document and applying LSA to the set of concepts
yields a matrix that describes the transformation into the latent semantic space in
which comparisons may be made. If each document is then compared to every other
document in the latent semantic space, one can find distance measures between all
documents.
The result of querying similarity on the Cartesian product of the documents
against themselves yields vectors in a multidimensional space where the distance
between vectors is determined by the angle between them. Using cosine similarity
as a distance measure, one may then apply a clustering algorithm to group similar
documents, and these groups represent sets of synonyms.
The problem with this approach is again a lack of context. LSA performs
better with longer concept names, but building a good CG means using names as
short and specific as possible. We conducted some exploratory work to extend the LSA
algorithm to overcome this limitation by providing additional synonymy information
in the original matrix; however, this was without any significant results. Future work
is required to find more productive extensions.

2.3.6

Transductive inference
Transductive inference is a supervised machine learning technique that applies

a small set of training samples to make local decisions about new samples [34–37].
Note that this is different from induction. Induction creates general rules from specific
cases and then applies those rules, but transduction uses specific training cases to
make determinations about specific samples.
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Most of the research around transductive learning has been in classifying texts
in pre-defined categories and does not support solving the problem at hand.

2.3.7

Relaxation technique
[38] suggests an iterative relaxation approach that estimates the likelihood of

each node pair in a product graph (Section 2.1.3) to be synonymous. A completely
connected analysis graph is generated from the concepts in the product graph, and
each edge in the analysis graph is assigned a weight that indicates the likelihood that
the connected nodes are synonyms.
During each iteration, edges whose weights fall below a given threshold are
removed from the graph and weights are recalculated based on the remaining information. The idea is that edge weights will quickly rise or fall, revealing the nature of
the terms connected.
The problem with this approach is that it does not utilize the structure of
the graph to provide any additional information, so analysis is limited to the set
of algorithms that perform semantic comparisons on phrases alone. However, the
research for this paper suggests that exploiting the structure of the graph is important
in achieving a low error rate, so the relaxation approach is not used. Further, it is not
immediately apparent how relaxation could be used in concert with other approaches.
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2.3.8

Propagators
Propagators [39, 40] provide a similar approach to the relaxation technique

while adding the capability of consulting an oracle into the process. Again, a complete
analysis graph of the nodes is created and weights are assigned to each edge.
However, the algorithm may prompt an analyst to provide a value indicating
whether a specific node pair are synonymous. The result is immediately applied to
the graph, and the change in weight propagates to other edges across the map. As
edges fall below a given threshold, they are removed from the graph.
Both the relaxation and propagator approaches have high algorithmic complexity and do not use all information provided, specifically the node types and structure
of the graph.

2.3.9

OWL and RDF
OWL [41] and RDF [42] are structured knowledge representations generally

associated with the web, and both are heavily researched as part of the effort to build
the Semantic Web.
OWL, which builds upon RDF, supports the concept of synonymy with the
owl:sameAs and owl:differentFrom relationships [43] with the aim of reducing the
number of triples that must be explicitly stated in a given ontology. The owl:sameAs
relationship is both transitive and symmetric.
However, creating an ontology still requires manual processing [44] or access
to a large set of documents, such as the web. Further, the definition of a synonym
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is defined by the ontology builder in an ad hoc fashion [45] or examining term cooccurrence given a large document set [46].
WordNet and DBpedia have RDF representations, and some work has been
done to provide an RDF representation of ConceptNet [47]. Each of these knowledge
sources are used in the technical approach described in Chapter 3.
It is also possible to take an ontology expressed in OWL and generate synonymy concepts in the CG support by converting OWL to CG [48]. This would
serve as a starting point upon which additional analysis occurs. However, it should
be noted that ontologies used to generate support should be domain-specific to avoid
generating a very large support. In this thesis, the ontologies used are queried directly
as part of the analysis process presented in Chapter 3.

2.4

Summary

This chapter introduced the background information for the technical approach
constructed in Chapter 3. It also presented several existing approaches to automatic
identification of synonyms. Each approach has benefits and drawbacks, though none
solve the problem alone. Table 2.1 summarizes the information for each approach.
Given the nature of the results of this research, additional effort is required to improve
the automation of synonym identification.
The next chapter will present a framework for an ensemble approach that
combines several of the approaches presented here in order to utilize the benefit of
each approach while minimizing the impact of its drawbacks.
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Table 2.1: Approach Summary
Approach
Manual inspection
Thesaurus-based identification
Direct semantic comparison

Text summarization

Clustered LSA queries

Transductive inference
Relaxation technique

Propagators
OWL and RDF

Sources

Comments
Time- and resource-intensive, nondeterministic
[4, 28, 29]
Automatic approach, quality of results dependent upon contents of thesaurus, generating thesaurus left to analyst
[15, 16, 30, 31, Good when provided enough context to de33]
termine POS and word sense, additional
context frequently needed given a CG
[23, 33]
Determines orientation of adjectives from
a given set, does not support working with
an undefined set of adjectives
[22–24]
Good performance when provided natural language documents, does not receive
much context with CGs
[34–37]
Requires natural language text and predefined categories
[38]
Quickly converges on potential synonyms,
does not exploit metadata contained
within the structure of the CG, highly algorithmic complexity
[39, 40]
Incorporates human input, high algorithmic complexity
[41–48]
Can be used to generate CG support directly, suffers from same input issues as CG
support, heavily research and lots of data
available
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CHAPTER 3

TECHNICAL APPROACH

The approaches described in Chapter 2 are not sufficient to automatically identify synonyms individually. A novel approach is to combine many of the approaches
as an ensemble to draw upon the strengths of each individual approach to cover the
weaknesses of others.
This chapter describes a framework for semi-automatically identifying synonyms in a structured knowledge base. The framework is designed to be open for
extension so that additional research on the performance of individual approaches
may continue to be examined in future research. The approaches assembled are a
sampling that covers the breadth of previously researched techniques.
This chapter also introduces a case study that implements the framework and
utilizes several knowledge bases built from CGs. It presents the inputs and parameters
of the case study, and Chapter 4 presents the results.

3.1

A solution framework

A framework for identifying synonymous pairs of nodes within a knowledge
base includes several key elements: a method for identifying pairs of nodes that have
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the potential to be synonyms, analysis methods for determining the likelihood that a
pair of nodes is synonymous, and a method to weigh and combine the outputs of the
analysis methods to reach a final conclusion.
The framework encompasses an ensemble approach by incorporating several
existing analysis methods with the aim of minimizing the impact of the drawbacks of
each approach.
A process that implements the framework from the preceding description is
presented in Figure 3.1. Each activity and decision in the process is general and may
be implemented in a manner befitting the target domain. Section 3.2 contains details
of the implementations used during the case study.
The process begins by accepting an analysis graph as input. An analysis graph
is the target knowledge base in graph form, and the process will update the contents
of the analysis graph through several iterations. The process updates collections
of synonymous and non-synonymous pairs during each iteration, and it begins with
empty collections for each type.
The first step is to attempt to identify pairs of nodes in the analysis graph
that have the potential to be synonyms. Such pairs are deemed interesting. If no
interesting pair is found, the algorithm exits and returns the collection of synonyms.
Otherwise, the first interesting pair is provided to the collection of analyzers, each of
which approximates a previously researched analysis technique and produces a probability that the pair is synonymous. If an analyzer cannot determine a probability, it
may return a don’t know response. Each analyzer output is assigned a weight used
in calculating a final probability that indicates whether the pair is synonymous.
36

Start

Analysis Graph
Section 3.2.2
Stop

Synonyms

Interesting
Pair?
Section 3.2.3

no

yes
Execute Analyzers
Section 3.2.4

Create Score
Section 3.2.5
Join Concepts

Update Synonym Set

yes

Synonyms?

no

Update Non-Synonym Set

indeterminate
Consult Oracle
Section 3.2.6
Figure 3.1: Synonym Identification Process
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If a pair of concepts has a probability exceeding some specified threshold τS ,
the concepts are determined to be synonyms. If the probability falls below some
threshold τN , the concepts are deemed non-synonymous. However, if the probability
falls between τN and τS or if all analyzers yield a don’t know response, then the pair
is considered indeterminate and must be presented to an oracle, usually a human
analyst, for a final decision.
It is this step that makes the process semi-automatic. Every effort is made by
the analyzers to produce a decision as to the synonymy of a concept pair. However, the
analyzers have limited context with which to work, and they may ultimately need an
outside perspective. The obvious goal is to reduce the number of oracle consultations
to zero, yielding a fully automatic process. If an oracle makes a decision on every
node pair, then the process is essentially the same as the manual process described
in the previous chapter.
To automatically identify all synonyms within a knowledge base is a tall order.
While the analyzers indicate the likelihood of two nodes being synonymous, it is not and never will be - possible to automatically identify all synonyms. This is apparent
when one considers searching for synonyms in a knowledge base that describes an
emerging domain.
In the cases in which no strong determination can be made, the process should
defer the decision to the oracle. The oracle can use the context in which the nodes
were determined to be interesting to support its decision. The advantage of consulting
an oracle is apparent: humans are much better equipped to understand context and
make complex decisions than computers.
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However, consulting a human oracle is expensive with respect to performance
since humans make decisions considerably slower than computers. It is for this reason
that it is desirable to minimize the number of oracle consultations while maintaining
a lower error rate, and these are metrics used to measure effectiveness of an implementation of the process in Figure 3.1.
If an interesting pair is determined to be synonymous, whether automatically
or via an oracle, the pair is added to the collection of synonyms and the analysis graph
is updated by joining the two nodes as described in Section 2.1.3. If the concepts are
deemed non-synonymous, the pair is added to the collection of non-synonyms, and the
analysis graph is not updated. The process the begins the next iteration by searching
for an interesting pair. The collection of non-synonyms are used to ensure each pair
is analyzed exactly once and thus prevent the process from looping infinitely.
It is important to note that each iteration identifies only a single pair of interesting concepts because each decision has the potential to significantly change
the analysis graph by revealing some new interesting pairs, eliminating others, and
providing additional evidence for existing interesting pairs.
When all interesting pairs have been identified and labeled, the algorithm
exits, returning the collection of synonyms.
The following section discusses each activity and decision in the process in
greater detail as applied to a case study.
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3.2

Case study: Modeling team processes

In order to study the viability of the framework described in the previous
section, the author conducted a case study by implementing the process and examining the performance of the resulting system given data collected to model team
processes. This section describes the implementation details and the data used to
conduct experiments. The results of the case study are presented in Chapter 4.

3.2.1

Domain description
The cases study focuses on the identification of synonyms in a composite con-

ceptual graph comprised of CGs from individuals modeling a single domain. An
experiment was conducted in which teams of participants constructed a product out
of toy bricks as an assembly line, with each team member controlling a station along
the line. After executing the assembly line for a period of time, each team member
was asked to build a conceptual graph that models the process using CharGer. When
available, an independent observer also produced a conceptual graph. The composition of the conceptual graphs from each team can be considered a knowledge base
that contains the combined knowledge the team members. After all the experiments
were run, a group of analysts identified all pairs of synonyms manually.
The goal of the case study is to identify several analyzers and estimate weights
that minimize the number of errors and oracle consultations in discovering the synonyms for the sets of CGs gathered and to determine which analytic techniques contribute most positively toward automatically identifying synonyms.
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3.2.2

Creating an analysis graph
Before implementing the process in Figure 3.1, the conceptual graphs must

be used to generate an analysis graph. To achieve this, the algorithm presented in
Section 2.1.3 was used, and it combines the CGs by joining concepts that are exact
matches in both type and name.
The identification of interesting pairs as presented in Section 3.2.3 is very
sensitive to the initial analysis graph, so it is important that the graph be as complete
as possible before beginning the analysis iterations.
When creating an analysis graph from several CGs within the same domain,
it is likely but not guaranteed that any concepts will match exactly. For example,
given a collection of CGs representing team processes, the concepts containing team
member names will frequently match. However, a match will not be discovered if one
CG author uses a teammate’s nickname while others do not. Such a situation may
result in the analysis graph containing two similar subgraphs that are potentially too
distant for their shared concepts to be considered interesting.
Priming the initial analysis graph with a set of quickly identified synonyms
reduces the likelihood that this occurs. With this approach, the algorithm provides
the oracle the ability to identify pairs of concepts that are easily identified as synonyms. The identified pairs are used to condense the analysis graph, and the iterative
analysis process begins with those pairs in the synonym collection.
Since the examples presented in Chapter 2 were fairly simple, let us examine
one that is more complex. Consider the CGs presented in Figure 3.2 which represent
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Figure 3.2: Case Study: Sample Conceptual Graphs

Figure 3.3: Case Study: Initial Analysis Graph
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a team process for building software. These CGs are composed to form the initial
analysis graph as presented in Figure 3.3.

3.2.3

Identifying interesting pairs
Identifying interesting pairs represents a critical part of the process, and it is in

this step that a trade-off that must be made between performance and completeness.
On the one hand, the algorithm should strive to minimize the number of interesting
concept pairs to be compared. However, minimizing the set too conservatively will
miss opportunities to find synonyms.
The approach used for the case study was to classify a concept pair as interesting if the two concepts have a common type and share a common upstream
or downstream concept within a small number of hops, where upstream and downstream are dictated by the directed relations between nodes. The terms upstream
and downstream form an arbitrary construct that is useful for discussion positional
relationships among nodes.
The concepts reachable within n hops of a starting concept form an interesting
neighborhood, and this is the smallest context that should be presented to an oracle.
Without this context, the oracle must consult the full analysis graph in order to make
a decision. However, an interesting neighborhood is not guaranteed to provide enough
information to make the decision, in which case the full analysis graph may be used.
The value 5 was used for n during the case study.
Figure 3.4 depicts an interesting neighborhood identified from the initial analysis graph in Figure 3.3.
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Figure 3.4: Interesting Neighborhood for Testing and Testing Lead

3.2.4

Analyzing concept pairs
An analyzer is a process that accepts two concepts and calculates a probability

that they are synonyms. This probability can be thought of as a similarity score. The
output of each analyzer contributes to an overall probability calculation from which
a final determination is made.
An analyzer represents a single approach to determining whether two concepts
are synonyms, and it may access the current analysis graph and the collections of
synonyms and non-synonyms in order to make a decision. If a decision cannot be
reached, it is acceptable for an analyzer to return a don’t know response, represented
by a nil value.
An analyzer may use a previously researched approach to this problem, and
several of the analyzers for this thesis do. Section 3.3 presents the specifics of the
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analyzers were constructed for the case study, and they represent only a sampling of
the possible analyzer implementations.

3.2.5

Determining a final synonymy score
All analyzers have benefits and drawbacks, and, in general, some will perform

better than others. For this reason, it is important to apply a weight to the output
of each analyzer according to its performance. Analyzers that consistently provide
accurate responses should be considered important and be weighted heavily when
making the final determination.
A weighted mean was calculated as the final score. The sum of the weighted
scores was divided by the sum of the weights. don’t know answers were discarded
since they do not contribute positively or negatively toward the final probability.

Pi
s=

wi fi (n1, n2)
∀{i : fi (n1, n2) 6∈ ∅}
Pi
wi

(3.1)

Equation 3.1 provides the formula for calculating the weighted mean. It is
important to note that if an analyzer does not provide an output probability, then it
does not influence the final score.
If the final score exceeded a threshold τS , set to 0.8, the pair was determined
to by synonymous. If the score fell below a threshold τN , set to 0.2, then the pair
were deemed non-synonymous. However, if the score fell between the two values, or
if all analyzers reported don’t know, then the pair were labeled indeterminate and
presented to an oracle for a final decision.
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The challenging part of this activity is determining appropriate weights for
the analyzers. Section 3.2.7 describes the process used to estimate those weights.

3.2.6

Consulting an oracle
For the case study, all the synonym pairs were identified a priori. After the

CGs were collected from the experiment, a group of analysts manually scoured them
to find and document all the synonyms.
Using this collection, defining an oracle simply consisted of performing a lookup to determine whether a target pair had been identified manually. It is important
to note that the synonym collection was considered truth, regardless of any errors it
may have contained. Any incorrectly labeled or missing pairs introduce imprecision
that affects weight estimation, but this source of potential error is not considered
further in this thesis.

3.2.7

Estimating analyzer weights
Estimating analyzer weights is the most complex part of the case study. Since

no information exists about the relative performance of the analyzers, the effort began
without a heuristic to use for starting weights.
We used a particle swarm optimization to search for the optimal weights. A
dimension in the search space represented the potential weight of a single analyzer.
The PSO minimized a fitness that was the sum of the number of false positives, false
negatives, and oracle consultations from the validation of the results generated by
applying a potential solution to a set of analysis graphs.
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A single experiment consisted of a subset of the analyzers presented in Section 3.3, a set of input analysis graphs, the collection of synonym pairs, and parameters for the PSO, including the particle count and number of iterations. The
output from an experiment included the global best found set of analyzer weights
that minimized the results from the fitness function.
During the initialization of the PSO, the rows in the particle position and
velocity matrices were set to random numbers on the interval [0, 1), but they were
not bounded to that interval in subsequent iterations. This provided the ability for
a negative weight, which indicated that the opposite response from an analyzer is
better than the response provided.
An artificial neural network (ANN) was originally considered for accepting
analyzer outputs and generating a final score. However, there were two issues encountered that led us to seek other solutions. The first issue was the challenge in
defining an ANN structure that would correctly model a don’t know response, and
the second issue was that both single- and multilayer ANN architectures presented
undesirable qualities. The two issues are interrelated.
Two options were considered for modeling a don’t know response. The first
was to spread the analyzer scores out to cover the range [−1, 1] and use 0 to represent don’t know. The problem with this option is that a don’t know response still
contributes to the final score. Consider a situation in which most analyzers report
don’t know and relatively few analyzers report a high probability for a pair to be
synonymous. If all the analyzers performed similarly within the knowledge base domain, then it is desirable for the score to be lowered by the large number of analyzers
47

without a response. However, this is an assumption that cannot currently be made;
an assessment of relative performance of analyzers across several domains has not
been conducted. Therefore, modeling don’t know with a value in the target range is
not a suitable solution.
The second option was to provide two inputs to the ANN for each analyzer,
one for the analyzer output and the other to indicate a don’t know. This requires the
use of a multilayer ANN, which comes with certain drawbacks and will be examined
next.
The second issue was determining the best ANN architecture for the problem,
single-layer or multilayer. If the network consists of only a single layer, then all the
analyzers are treated as independent and weight interpretation is straightforward.
However, one is limited to specifying a don’t know value within the analyzer output
range. If a multilayer network is used instead, then all the knowledge sources are
treated as interdependent and the ANN can support more complex relationships
among them. It also opens the opportunity to model don’t know explicitly with a
second input for each analyzer. The drawback is that the weights become much more
difficult to interpret.
Due to the challenges of using an ANN to estimate analyzer weights, the
approach was eventually discarded in favor of the approach using PSO.

3.2.8

Assessing analyzer performance
k-fold cross-validation was applied to each experiment, and k was set to 10

throughout the case study. The cross-validation function divided the set of input
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analysis graphs into k subsets, and trained with every combination of (k − 1) analysis
graphs. The PSO searched each subset independently, and the results were validated with the analysis graphs not used during training. The results were stored
for comparison and contained the final weights, the number of times each analyzer
contributed to the final score, the total number of node comparisons, and the fitness
data calculated from the validation run.
We looked for relationships among the final weights for each run as well as
trends for the weight of a single analyzer across many runs. We also examined the
contribution frequency of each analyzer to determine which analyzers exhibited low
participation. Finally, we calculated relative values that compared the number of
false positives, false negatives, and oracle contributions to the total number of nodes
analyzed. These final values indicate a relative fitness that can be used for cross-run
analysis.

3.3

Analyzers

This section details the analyzers were developed during the case study, and
it presents the implementation details, estimated complexity, and benefits of each.
As discussed earlier in the chapter, analyzers return values on [0, 1] or nil that
describe the estimated likelihood that the two concepts compared are synonyms. A
nil value is a don’t know response. The weights were not bounded to [0, 1] for the
study.
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3.3.1

String match
The string match analyzer performs a case-insensitive comparison on two con-

cept labels. If the labels match it returns a value of 1, otherwise it returns nil. The
estimated complexity is linear with respect to the string lengths.

3.3.2

Word match percentage
The word match percentage analyzer splits the two concept labels into sets of

the individual words and returns the percentage of overlap between the two sets. The
complexity is in O(n2 ), where n is the number of words in the smallest set. This uses
the same theory backing LSA as presented in Section 2.2.3.

3.3.3

Transitivity
Since the process tracks all synonymous and non-synonymous pairs through

each iteration, it is easy to consult both sets to determine whether a transitive relationship exists between the two nodes and another node.
The analyzer only looks for transitivity through a single hop, meaning that
A → B∧B → C =⇒ A → C is satisfied, but A → B∧B → C ∧C → D =⇒ A → D
is not satisfied. The algorithm executes in O(n), where n is the number of decisions
that have been made prior to the current iteration of the algorithm. Adding support
for additional hops would increase the algorithmic complexity.
If the two nodes are determined to be both synonymous and non-synonymous,
the analyzer returns nil because of the ambiguity. It also returns nil when no appropriate antecedents are found.
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3.3.4

Type match
The type match analyzer determines the similarity of the concepts based on

the concept type. This is a simple operation that runs in constant time. If the concept
types are the same, it returns a value of 1, and returns a value of 0 if they are not.
The idea behind this analyzer is that only concepts of similar types are similar. The
analyzer was anticipated to have a low weight and would contribute only slightly to
the final score.
The analyzer could support a hierarchy of types, where the output value would
be based on the distance between concept types in the hierarchy. However, no type
hierarchy was defined during data collection for the case study, so the analyzer was
implemented with a binary output.

3.3.5

Direct semantic comparison
The direct semantic comparison analyzer uses the WordNet-based approach

described in Section 2.3.3, with the exception that POS tagging was discarded.
POS tagging was not used for the reasons provided in Section 2.3.3. Instead,
all terms in the first concept name of an interesting pair were compared to all terms
in the second concept name, and the highest score for each word was used.
It is difficult to determine the algorithmic complexity because the cost of the
lookup in WordNet is driven by the branching factor for each term. When a term has
more synonyms that must be expanded, the algorithmic complexity is increased.
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3.3.6

Interesting neighbors
The interesting neighbors analyzer is used to determine whether the concepts

are considered interesting by the criteria defined in the previous section. Like the
type match analyzer, the analyzer was anticipated to have a low weight and would
contribute only slightly to the final score. The idea behind this analyzer is that similar
concepts should be near each other in an analysis graph.
The algorithmic complexity is related to the branching factor among the nodes
in the neighborhood, but the average branching factor and thus cost is expected to
be low.

3.3.7

DBpedia redirect queries
DBpedia is a ”crowd-sourced community effort to extract structured infor-

mation from Wikipedia” [49], and it provides the structured information as a set of
datasets on its website. One such dataset is the ”Redirects” dataset, which documents
redirect pages and the pages to which they direct requests.
Wikipedia lists many reasons to create a redirect, and some examples include
to account for alternative names, common misspellings, and closely related words.
Since Wikipedia is a crowd-sourced effort to structure human knowledge, it is a good
target for consulting as a knowledge base.
The data was imported into a database table with two columns representing
the from and to terms from a redirect relation. A composite index was created with
both columns in order to speed lookup times.
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The algorithmic complexity is approximately constant, as the analyzer executes a single query with a conditional clause with two parts, one for each orientation
of the terms; i.e., (from=x AND to=y) OR (from=y AND to=x).
If the query finds a matching row, the analyzer returns a value of 1; otherwise,
it returns nil.

3.3.8

ConceptNet synonymy queries
According to [50, 51], ConceptNet is a ”semantic network containing lots of

things computers should know about the world, especially when understanding text
written by people.” It provides a dataset of structured information including relationships among related concepts. The most pertinent relationships are the Synonym
and Antonym relationships, and they were used to build an analyzer.
ConceptNet provides an application programming interface (API) for searching for specific relationships among concepts. The data is compiled from various
knowledge sources, including WordNet, DBpedia, and others. The API can perform
transitive searches throughout its knowledge base. However, such queries are very
expensive and can take several seconds to complete.
As an intermediate solution, the synonyms and antonyms were imported into
tables in the same manner as the DBpedia redirects in Section 3.3.7. The analyzer
performs lookups to find direct relations between concepts and does not perform
transitive searches. The algorithmic cost is approximately constant.
The analyzer returns a 1 value if the terms are synonyms, a 0 value if they are
antonyms, and nil otherwise.
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3.4

Summary

This chapter presented a framework for semi-automatically identifying synonyms in a structured knowledge base, expressed as a process in Figure 3.1. The
framework is general and extensible, supporting implementations to be constructed
in the form most appropriate for the representation to be analyzed.
In order to study the the framework, a case study was introduced that utilizes
real data collected as CGs during knowledge acquisition events. A group of analysts
identified the synonyms in the CGs, and the resulting sets are used for validating
results. The implementation details for each decision and activity were designed for
the case study, and each implementation was discussed in turn.
Finally, this chapter described the eight analyzers that are used for the case
study. The analyzers are a sample that covers the breadth of the previously researched
approached presented in Chapter 2.
The results of the case study are presented in the next chapter.
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CHAPTER 4

RESULTS

This chapter presents the results of the case study described in Chapter 3.
Several experiments were run that varied the parameters of the PSO, the number
of analysis graphs analyzed and validated, and the analyzers that were used during
the process. Data were collected for each experiment, including the final analyzer
scores, the number of oracle consultations, false positives, and false negatives, level
of analyzer participation, and execution time. The details of each of these items are
presented in Section 3.2.
Each experiment consisted of a k-fold cross-validated set of runs, with k set
to 10 throughout the case study. The graphs that were chosen represent a random
sample of the entire data set, and experiments were conducted with 10, 30, and 87
graphs. There were 87 total analysis graphs in the sample data set used to conduct
this case study.
The following sections present different aspects of the data collected during
the experiments.
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Table 4.1: Analyzer participation
String match
0.000
Word match percentage 1.000
Transitivity
0.379
DBpedia redirect
0.000
4.1

Type check
1.000
Interesting neighbors 1.000
WordNet
1.000
ConceptNet
0.014

Analyzer participation

Analyzer participation is measured as the percentage of nodes for which an
analyzer provides an output probability during a run. Table 4.1 presents the average
analyzer participation for each analyzer. These values are averaged over runs of 10,
30, and 87 graphs, and the maximum variance was on the order of 10−5 .
The string match analyzer never participated in the output and always returned a don’t know response. This is because the nodes whose concept type and
label matched exactly were joined during the analysis graph creation, which occurred
before the analysis process began.
It should also be noted that the type check and interesting neighbors analyzers
always provided an output value of 1. The criteria for selecting interesting nodes
included the features examined by each, so only pairs that would be identified as
synonymous by these analyzers were provided to them.
The ConceptNet and DBpedia redirect analyzers unexpectedly had very low
participation scores. Discussion about why this occurred will be provided in Chapter 5.
The remaining analyzers, WordNet, word match percentage, and transitivity,
demonstrated reasonable participation. WordNet and word match percentage always
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Table 4.2: Single-Experiment Weight Average and Variance
Analyzer
Average weight
String match
0.639
Type check
0.573
Word match percentage
0.324
Interesting neighbors
0.360
Transitivity
0.469
WordNet
0.697
DBpedia redirects
0.640
ConceptNet
0.422

Variance
0.396
0.835
0.207
0.355
0.428
0.547
0.390
0.285

provide an output value because they only depend on the concept labels, and the
transitivity analyzer would be expected to participate more often as its history of
synonyms and non-synonyms grows from the decisions made during every iteration
of the process. Due to their reasonable behavior, these analyzers were selected as the
focus for additional experiments.

4.2

Analyzer weights

The purpose of performing k-fold cross validation during an experiment is to
provide many solutions that may be compared internally; that is, the results of each
run would be expected to be consistent with the other runs. Since optimization is
a stochastic approach, the results may exhibit some variability, especially if a poor
solution was found during a run.
There are a number of ways to compare the analyzer weights, and this section
will focus on two. The first method is to examine the average value and variance of
the weights for each analyzer across all the runs of a single experiment. One would
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Table 4.3: Cross-run Weight Comparisons
Run
1
2
3
4
5
6
7
8
9
10

WMP vs. T
0.408
2.846
0.261
-0.068
0.447
-0.394
0.132
0.407
0.631
0.597

WMP vs. WN
-1.735
3.776
-2.284
-1.627
-1.785
-1.808
-2.198
-1.767
-2.402
-1.719

T vs. WN
-4.254
1.327
-8.745
23.766
-3.989
4.591
-16.596
-4.346
-3.804
-2.877

expect the average weight to vary based upon the overall quality of the analyzer and
the variance to be small.
Table 4.2 shows the average weight and variance for each analyzer across all
runs in a single experiment consisting of ten graphs and the PSO using five particles
and five iterations. Note that the variance is high for all the analyzers. This indicates
large variations in weight values for each analyzer across the runs of the experiment.
The reader should note that the weight is independent of the participation and that
analyzers with both high participation and weight are considered important when
making the final determination.
The other method is to compute a relative weight between analyzers for a single
run and compare the resulting values across several runs. This measure describes the
relative value of pairs of analyzers, and one should expect these values to be consistent
across runs. Table 4.3 shows these values across runs for the transitivity analyzer (T),
word match percentage analyzer (WMP), and the WordNet analyzer (WN). These
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Table 4.4: Single-Experiment Responses
Run
1
2
3
4
5
6
7
8
9
10

Analyzed Pairs Oracle Count False Positives False Negatives
79
19
11
14
124
45
1
6
67
20
2
4
31
9
1
0
12
5
0
34
51
23
1
4
43
10
7
18
25
9
1
6
66
20
0
6
30
3
1
6

analyzers were selected for particular focus due to their participation levels and output
variability.
While the relative values were expected to be consistent across runs, Table 4.3
clearly shows this is not the case. The weight comparisons vary by order of magnitudes
and signs. The reasons driving this behavior are discussed in Section 5.3.

4.3

Solution fitness

In order to determine the effectiveness of the system, data were collected that
describe the fitness of the best found solution when validating that solution with an
analysis graph not used during weight estimation. These values were the number of
oracle consultations, the number of false positives, and the number of false negatives.
Table 4.4 shows these values from one of the experiments.
An oracle consultation occurred when the system asked the oracle to make a
decision for an interesting pair. A false positive was the result of the system incorrectly
labeling an interesting pair as synonymous. Two situations lead to a false negative. In
59

Table 4.5: Average Experiment Responses
Analyzer Set
T
WMP
WN
All analyzers
T, WMP, WN
T, WMP, WN*

Oracle Consultation False Positive False Negative
0.619
0.000
0.422
0.306
0.047
0.415
0.476
0.037
0.420
0.503
0.050
0.356
0.226
0.047
0.416
0.152
0.105
0.408

the first case, the system incorrectly labeled an interesting pair as non-synonymous.
In the other case, the synonymous pair was never enumerated for the system to
examine due to the node selection criteria.
However, since the analysis graphs vary across runs, one must condense the
responses into a common form that can be used for comparison. To achieve this,
one may simply divide the value of each response by the number of interesting pairs
analyzed. This gives a rate for each response for a given run.
The reader should note that the number of false negatives may exceed the
total number of pairs analyzed. This is important to remember when examining the
rate of false negatives for a given experiment; the number may exceed 1.0.
Table 4.5 shows the average response rates for experiments with different analyzer sets. Each experiment was conducted with ten graphs, five particles, and five
iterations with the exception of the last experiment, which used ten particles. The
experiment with the greater number of particles is denoted with an asterisk.
All three responses are equal to zero given an ideal solution, and an optimal
solution minimizes them. Therefore, lower numbers are considered better. The oracle
consultation rate decreases significantly when the transitivity, word match percentage,
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Table 4.6: Analyzer Execution Times
Analyzer
Execution Time (min)
Type check
3.4
Interesting neighbors
4.5
Word match percentage
17.6
Transitivity
18.8
String match
19.4
DBpedia
22.4
ConceptNet
25.8
WordNet
153.7
All analyzers
161.8
and WordNet analyzers form an ensemble. However, there is a negative effect on the
false positive rate. The false negative rate does not vary much among the experiments.
These will be discussed in greater detail in Chapter 5.

4.4

Analyzer execution times

A final aspect that is important to consider is the execution time of each
analyzer and combinations of analyzers as well as with various combinations of input
system parameters. Tables 4.6 and 4.7 contain the related information collected while
conducting experiments. All runs were conducted with a 2.66 GHz Intel Core 2 Duo
processor.
Table 4.6 shows the amount of time in minutes taken to run an experiment
with ten graphs, five particles, and five iterations for each of the analyzers. The
execution times are sorted in ascending order to support additional analysis. It is
important to note that every experiment had a constant execution time dedicated to
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Table 4.7: Experiment Execution Times
Graph Count Particle Count Iterations Execution Time (min)
10
5
5
30.7
10
10
5
56.4
10
5
10
53.9
10
25
5
144.8
10
5
25
141.3
validation. This is why the execution time for the ensemble of all the analyzers was
not greater than the value for WordNet, the most time-intensive individual analyzer.
The execution times observed varied wildly among the analyzers, but the
WordNet analyzer was considerably more expensive than the rest, and the execution time of all analyzers was dominated by WordNet.
Table 4.7 presents the execution times of several experiments conducted with
an ensemble of all analyzers except WordNet and with varied input parameters. The
number of iterations for the PSO was set to low numbers each time due to the running
time of each experiment.
The execution times scale approximately linearly with variations in particle
count and iterations. This information is useful in estimating the amount of time to
conduct an experiment given a set of input parameters.

4.5

Summary

This chapter presented the results from the case study introduced in Chapter 3. The data collected were concerned with analyzer participation, weights, and
performance with respect to solution fitness and execution time.
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Some of the results were unexpected, such as those that show low DBpedia
and ConceptNet analyzer participation. Other results, such as the reduced oracle
consultation with an ensemble of analyzers, were anticipated and welcome. While
the results expose some issues with the implementation, they provide evidence that
the system performs relatively well. Chapter 5 includes further discussion on these
topics.
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CHAPTER 5

DISCUSSION

While the results from the case study were largely positive, several interesting
questions arise from the results. This chapter explores those questions and further
analyzes the data presented in Chapter 4.

5.1

High false negative rates

One of the most immediate concerns with the data collected is the high false
negative rate. Table 4.5 shows the rate to be in excess of 40% across several experiments. There are two distinct reasons for such high rates: noisy input data
and unreachable synonymous pairs. The following subsections examine each of these
issues in turn.
The reader should note that an imperfect oracle could also introduce false
positives. For the purpose of this thesis, the oracle was assumed to be perfect. Future research regarding correcting errors, including those introduced by an oracle, is
outlined in Chapter 6.
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5.1.1

Improving analysis graph quality
Data collected from humans is notoriously noisy, and the data used during

the case study is no exception. The data was rife with abbreviations of common
words, misspelled words, punctuation, and compound phrases. Each of these issues
contribute to the difficulty of analyzing the concept labels.
The performance of an analyzer when dealing with abbreviations is heavily
dependent upon the amount of knowledge encoded within the source of the analyzer.
For example, ConceptNet maps the term w/ to with, but WordNet does not. While
composing several analyzers help to cover these kinds of shortcomings, it would be
best if such abbreviations were removed from the input source altogether.
Misspelled words are detrimental to the performance of every analyzer, and
this was a very common occurrence in the data set. For example, a few misspellings
of the term assembler were collected in the following forms: asemble, asembler, assembes, assemler, assmebler. These terms are not found in WordNet, ConceptNet,
or DBpedia, and are incorrectly labeled as non-synonymous by the analyzers used in
the case study.
Compound phrasing is a different kind of issue than the other two. The analyzers used in the case study are intended to make a decision about the similarity of
two concepts based on very little context. As the concept labels grow in length, the
similarity is likely to decrease as the meaning of the label becomes muddled. Concept phrases should be short, but the input data frequently had long phrases. One
example is as follows: if there is over production of small component parts then when
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Figure 5.1: False Negative from Distant Pairs

time crunches down start help assembling the final products along with the assemblers.
This concept label conflates several concepts and the meaning as a single concept is
very difficult for a human, much less a machine, to understand.
False negatives often beget false negatives with the current approach to identifying interesting node pairs because a join operation that would have otherwise
occurred does not occur, and nodes that would have become close neighbors remain
distant. This reduces the opportunity to find all interesting pairs in the graph.
As an example, consider Figure 5.1. The nodes Columbus and Christopher
Columbus are intended to represent the same person. If these nodes are joined,
then discover and found become interesting neighbors and are analyzed. However, if
Columbus and Christopher Columbus are incorrectly labeled as non-synonyms, then
the discover and found remain a distant, unreachable synonymous pair and will likely
result in a false negative during validation. This shows how one false negative can
yield additional false negatives.
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It would obviously be ideal to identify and correct these issues as close to the
source as possible. Therefore a set of guidelines to improve the quality of the input
knowledge sources is very important to improving the performance of the system.
Some guidelines may be gleaned from this section, but future research on identifying
guidelines and measuring the effect to system performance is certainly warranted.

5.1.2

Optimizing interesting pair selection
In the experiments that performed k-fold cross validation over ten graphs, the

number of false negatives showed some degree of consistency across the various runs,
regardless of the set of analyzers used during the run. An example of one such run
is provided in Table 4.4. The results imply that there were a number of interesting
node pairs that were not examined during execution.
One cause for this is defined within the node selection criteria. Interesting node
pairs were identified in Section 3.2.3 as those being close together, having common
upstream or downstream nodes, and sharing the same concept type. The idea was
that similar concepts are located close together in the analysis graph. However, the
high false negative rates across several experiments expose this idea as false.
Complete validation of the final analysis graph updated during the process
requires examining the Cartesian product of the set of nodes within the graph with
itself to ensure that all synonymous node pairs are identified to generate the fitness
score. This approach was not used for selecting interesting pairs because it requires
a much greater number of node comparisons.
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Based on these results, it is important to establish a set of metrics by which
the quality of a node selector may be evaluated. Two such metrics would measure the
number of total synonymous pairs in the analysis graph against the number of pairs
analyzed and the number of synonymous pairs not reached. Using an oracle with
perfect knowledge of the analysis graph, the ideal results would be that the number
of nodes analyzed exactly matched the total number of synonymous nodes and that
the number of unreachable synonymous pairs is zero.

5.2

Low DBpedia and ConceptNet analyzer participation

Table 4.1 shows that the DBpedia redirect and ConceptNet analyzers had very
low participation in the final result. This was unexpected since the amount of data
and the quality of the knowledge sources were thought to be very high.
The reason the DBpedia redirect analyzer always returned a don’t know response is due to the nature of the input. The reader should recall that the DBpedia
contains data mined from Wikipedia, and in this case includes the redirect information. Wikipedia redirects are created to model a close relationship between two
very specific topics. In the set of data that was provided, none of the concept labels
provided matched any of the specific Wikipedia topics.
This outcome is not surprising in retrospect. However, it does beg the question of whether the DBpedia redirects will ever provide any additional value over
the features of other analyzers, such as the word match percentage and ConceptNet
analyzers. For example, a pair in the DBpedia table maps ”Cities of Quatar” to ”List
of cities in Qatar”. The word match percentage analyzer gives this pair a probabil68

ity of 1. Similarly, both DBpedia and ConceptNet map ”ad hominem” to ”personal
attack”.
While the DBpedia redirect analyzer never contributed an output probability,
the ConceptNet analyzer did, though very infrequently. This was a surprising situation initially because ConceptNet is advertised as being built to understand human
language. However, in an experiment with ten graphs, it only provided values for the
word pairs short/long and blue/purple.
The reason for low participation is built into the implementation of the analyzer. Originally, the analyzer used the ConceptNet library to perform queries over
the contents of the knowledge source. However, the queries were very expensive, often taking several seconds to complete. This performance is unacceptable during the
training to determine analyzer weights.
To address this issue, the ConceptNet synonym and antonym data were directly imported into a database table against which lookups would occur quickly.
However, this approach did not take into account that the ConceptNet library performed queries across transitive relations.
For example, in ConceptNet the terms ant bear and anteater are each synonymous with the term aardvark but are not synonymous with each other. The database
query for the ConceptNet implementation only queries for direct synonymy relations.
Since neither is found, ConceptNet returns a don’t know response. Adding support for
querying across transitive relations would likely increase ConceptNet participation.
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5.3

Weight variation

Several aspects of the data collected for the case study were surprising, though
perhaps the most surprising was the large weight variance across the runs in an
experiment. It was expected that the PSO would discover good weight values for the
analyzers, and that the optimal values would occupy a small portion of the solution
space.
However, the weight average and variance for the experiment presented in
Table 4.2 suggest this is not the case. The variance values are very large; all exceed
0.2 and cover a large part of the observed range of values. Additionally, Table 4.3
demonstrates that the sign of the weights can change from run to run.
Weights were not bounded to [0, 1] so that an analyzer may have a negative
weight if the opposite of its output probabilities were more likely to be true, and this
score could be used to identify problematic analyzers that had some potential to be
improved. It was never anticipated that the estimated weights would sometimes be
positive and other times negative for a single analyzer.
In order to better understand that behavior, additional runs were made to
determine the fitness of different solution vectors for pairs of analyzers. Figure 5.2
shows the results of those runs as heat maps. Each heat map shows the fitness value
as a color for the weight vector defined by the (x, y) position on the graph. Lower
scores are blue and indicate better performance, and higher scores are red.
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It is clear from the results that the optimal weight region is not small and is
represented in all four quadrants about the origin. This also explains why there can
be so much variance in the weights.
Additional research is required to determine the reason for the shape of the
solution space, but one contributing factor may be the fact that a weighted average
is used to make a final determination. In the implementation for the case study, the
weighted average took the sum of the weighted scores and divided them by the sum
of the weights. This approach works well when all the weights are positive.
However, this breaks down when some of the weights are negative. Negative
values detract from the total score and can artificially drive up the resulting ratio.
Since weights were not anticipated to be negative often and would quickly be identified
and resolved, this was not taken into account during the experiment design.

5.4

Evaluating analyzer quality

During the course of analyzing the data collected for the case study, information about the quality of the knowledge sources emerged.
First, it was discovered that the string match, type match, and interesting
neighbors analyzers did not provide any additional value when making determinations
about the likelihood of synonymy. This is because the structure of the experimental
design incorporated the the features examined by these analyzers into previous activities in the process and therefore precluded these from having any value in the final
synonymy score.
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Figure 5.2: Fitness Scores for Analyzer Pairs
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An exact string match was used to join nodes across the input conceptual
graphs in order to make the initial analysis graph. Therefore, there were no exactly
matching concept labels remaining in the node set for consideration.
Similarly, the type match and interesting neighbors analyzers always provide
a value of 1 because the criteria used to define the analyzers are also built included in
the node selection criteria. Further, the interesting neighbor analyzer subsumes the
information analyzed by the type match analyzer, making the type match analyzer
redundant.
It is important to note that in each of these cases, the analyzer does not provide
any additional information because of the implementation details chosen for the case
study. In other situations, the decisions may be made differently. For example, if
the node selection criteria for identifying interesting pairs was changed to be based
on the Cartesian product of the inputs nodes, then the type match and interesting
neighbors analyzers would begin to provide additional value.
The value of the DBpedia and ConceptNet analyzers were low due to very low
participation. This topic was discussed in Section 5.2.
The remaining three analyzers are more interesting to discuss: transitivity,
word match percentage, and WordNet. Each is discussed in turn.
The transitivity analyzer is conservative in that it has moderately low participation and made no false positive identifications across all experiments exclusive to
it. These features exist due to the fact that the transitivity analyzer slowly collects
data throughout a run and uses that data to make decisions later. As the analyzer
gains knowledge, it is better equipped to make decisions.
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The drawback of the transitivity analyzer is that, as the most conservative
analyzer, it is also the most reliant on the oracle. Since it only makes decisions when
it has sufficient data to do so, its default response is don’t know.
Due to these features, the transitivity analyzer is a general analyzer that will
perform well in any given domain, but it does not provide much value until it has
collected sufficient data to make decisions. Thus it will always play a minor part and
should be used to augment the capabilities of other analyzers.
If the transitivity analyzer is conservative, then the word match percentage
analyzer is decidedly not. It always provides a response when given a pair of concepts
to analyze and leads to an oracle consultation about half as often as the transitivity
analyzer. However, it creates false positives much more frequently.
The word match percentage analyzer does not rely upon any specialized knowledge to make a decision, nor does it need to collect information during the course of
the run like the transitivity analyzer. All decisions it makes are local and immediate.
Therefore, it is also a general analyzer that will be useful in any domain.
Finally, the WordNet analyzer is more moderate than either the transitivity
and word match percentage analyzers. As shown in Table 4.5, the WordNet analyzer
consults the oracle at a rate between the other analyzers, and it has a lower false
positive rate than the word match percentage analyzer.
The combination of these three analyzers provide the best results. Since the
benefits of one analyzer offsets the weakness of another, the ensemble of all three work
together to perform at worst as bad as any individual. The primary benefit realized
from the ensemble is the significantly reduced oracle consultation rate.
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While the analysis conducted for this section centered primarily around oracle
consultation rate and false positive rate, these are certainly not the only criteria for
determining the quality of an analyzer. Future work should investigate additional
criteria.

5.5

Analyzer execution time

The experiment execution times in Table 4.7 show that searching for weights
is a time-intensive activity, even with each parameter being set to a small number.
However, as previously discussed, additional training appears to yield better results,
at least with the configurations tested for the case study.
It is clear from the individual analyzer experiments listed in Table 4.6 that
WordNet is the most expensive, yet one of the better performing analyzers. It is
therefore a good target for optimization.
WordNet is a set of database files that contain references to data records
amongst themselves. Searches over the data as described in Section 2.3.3 cause several I/O operations to occur. Those I/O operations were profiled to be among the
most time-consuming functions within the system during training. Reducing the I/O
overhead would be a boon to overall system execution time.
Improving the system execution time would also allow for additional experimentation. The number of iterations for each experiment was held to a very low
number because the time for each iteration scaled the amount of time of the experiment almost linearly. If the cost of each iteration can be reduced, then additional
iterations may be used to search for optimal weights.
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It should be noted, however, that analyzer execution time only significantly
affected the time used to search for weights. When analyzing a single analysis graph,
the differences are negligible, and the system evaluated analysis graphs in less than
one second on average, which easily meets the requirement of running in the time of
a coffee break as specified in Chapter 1.

5.6

Summary

Despite finding several issues with the analyzers throughout the case study,
the results from it are largely positive. They show that a good set of analyzers
sufficiently trained do provide value over individual approaches. The set of analyzers
found to contribute the most include the transitivity, word match percentage, and
WordNet analyzers. These three analyzers outperformed the entire set of analyzers
when trained and validated with the same parameters.
However, there are several issues that should be addressed in future research,
including the improving the false negative rate, increasing analyzer participation,
applying alternate weighting strategies, and reducing analyzer execution time. These
and other future work are discussed in Chapter 6.
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CHAPTER 6

CONCLUSIONS AND FUTURE WORK

This thesis defined an ensemble approach for semi-automatic identification of
synonyms in structured knowledge representations and made four primary contributions to the state of the art with respect to the problem:

• Prescribed an architecture for identifying synonyms in structured knowledge
representations
• Integrated a heterogeneous set of knowledge sources as an ensemble approach
for synonym identification
• Identified a method to determine relative value among knowledge sources as
applied to this problem
• Provided a case study with an implementation of the prescribed approach

The results of the case study show that the technical approach introduced in
Chapter 3 does provide value over the individual approaches described in Section 2.3,
but they also show that additional work is required to improve its performance.
Based on the discussion in Chapter 5, there are several areas that would benefit from
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additional research. Following are some areas that would benefit from additional
research.
The first area is to identify and apply additional constraints to the input analysis graphs. As discussed thoroughly in Chapter 2, CGs are a very flexible knowledge
representation and performing direct semantic analysis on concept labels is a difficult
task. Additional constraints need not limit the flexibility of the representation, but
may provide more consistency among analysis graphs and thus provide better inputs
to the analyzers. This would likely yield positive responses from the word match
percentage and WordNet analyzers since they depend so heavily on the terminology
used as input.
The next area for future research is to identify alternate node selection criteria.
As discussed in Chapter 5, the node selection criteria used for this thesis limited the
usefulness of several of the analyzers. Also, analyzing only interesting pairs within
the same neighborhood decreases the likelihood that distant synonyms will ever be
analyzed. Additionally, it may be useful to examine multiple passes over the analysis
graphs using different node selection criteria and analyzer sets. This would increase
the amount of time taken to analyze the graphs but would provide a method to reduce
the number of false negatives.
Reducing the execution time of the WordNet analyzer would be another area
for future improvement. The WordNet analyzer was an order of magnitude more
expensive to execute than any other analyzer, and this cost prevented experiments
from using a large number of iterations for training. The results in Chapter 4 showed
that additional training greatly reduced the number of oracle consultations.
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Reintroducing transitive search within the ConceptNet analyzer may provide
better performance from the analyzer. The transitive search was removed for performance reasons during the case study, as its execution time was very high even
compared to the WordNet analyzer. However, it is possible that this is what reduced
the participation of ConceptNet to its near-zero level. Some effort should be made in
improving the performance of querying ConceptNet so that more complete searches
can be made. This would likely greatly increase the value of the analyzer.
Another consideration is the application of evidence theory to the process. The
decision made during an iteration has the potential to change the analysis graph and
thus provide additional evidence for future decisions. Because of this ripple effect it
is valuable to make the decisions with the most supporting evidence first. It is anticipated that more evidence yields a more accurate score. This is particularly important
when building analyzers that rely on the context provided by the analysis graph to
make a decision. Future research would be to examine whether existing evidencebased approaches such as Dempster-Schafer can be applied to improve overall system
performance.
The approach examined thus far treats all input as strings of dictionary words
and does not consider dealing with abbreviations, proper names, or acronyms specifically. However, such types of words do not have any intrinsic semantic value and will
not contribute positively to the determination of whether two concepts are synonymous. Further, different concepts with the same label may refer to two very different
concepts [52]. Concepts containing these types of terms in the label should be treated
specially, pre-processed for identification by an oracle. This may be achieved through
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execution of the prescribed process with a different set of node selection criteria and
analyzers, and these should be subjects of future research.
The case study only collected knowledge about a single domain and analyzed
the performance of the analyzers within that domain. It should not be assumed
that the analyzers will perform equally well in any given domain. In fact, it may be
necessary to define analyzers and weights uniquely to a given domain. Research should
be done with knowledge collected from several different domains. The methodology
used for the case study could be used to analyze and compare the weights across
domains.
While the focus of this study has been on the application of the process to
determining synonyms in knowledge bases, it could be applicable to other areas as
well, particularly in the area of program understanding. Future research should be
done to determine whether the process can be used to improve existing approaches
to creating accurate computable representations of program meaning from the source
code and accompanying contents, such as PATRicia [53]. Improving program understanding may lead to reduced maintenance costs through identification of redundant
design and locations where the comments do not accurately described the associated
code.
Finally, some study should be dedicated to error resolution. As the results
show, the analyzers will incorrectly identify some pairs as synonymous. Additionally,
nodes whose labels are homographs are certain cause invalid joins within the initial
analysis graphs. For example, the label screen can be used as a noun or a verb.
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Identifying these cases early in the process is ideal, but effort in correcting these
errors after occurrence is also warranted.
While there is much research yet to be done, the results of this study are
promising. The author anticipates that additional research in the areas described
earlier in this chapter will improve the performance of the implementation described
in Chapter 3, and that the identification and application of additional input constraints would provide the best and most immediate return. He eagerly awaits new
developments in this area and continues the research started here.
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