Approaches for computing small molecule binding free energies based on molecular simula- 24 tions are now regularly being employed by academic and industry practitioners to study receptor-ligand 25 systems and prioritize the synthesis of small molecules for ligand design. Given the variety of methods 26 and implementations available, it is natural to ask how the convergence rates and final predictions of 27 these methods compare. In this study, we describe the concept and results for the SAMPL6 SAMPLing 28 challenge, the first challenge from the SAMPL series focusing on the assessment of convergence properties 29 and reproducibility of binding free energy methodologies. We provided parameter files, partial charges, 30 and multiple initial geometries for two octa-acid (OA) and one cucurbit[8]uril (CB8) host-guest systems. 31 Participants submitted binding free energy predictions as a function of the number of force and energy 32 evaluations for seven different alchemical and physical-pathway (i.e., potential of mean force and weighted 33 ensemble of trajectories) methodologies implemented with the GROMACS, AMBER, NAMD, or OpenMM 34 simulation engines. To rank the methods, we developed an efficiency statistic based on bias and variance 35 of the free energy estimates. For the two small OA binders, the free energy estimates computed with 36 alchemical and potential of mean force approaches show relatively similar variance and bias as a function of 37 the number of energy/force evaluations, with the attach-pull-release (APR), GROMACS expanded ensemble, 38 and NAMD double decoupling submissions obtaining the greatest efficiency. The differences between 39 the methods increase when analyzing the CB8-quinine system, where both the guest size and correlation 40 1 of 39 times for system dynamics are greater. For this system, nonequilibrium switching (GROMACS/NS-DS/SB) 41 obtained the overall highest efficiency. Surprisingly, the results suggest that specifying force field parameters 42 and partial charges is insufficient to generally ensure reproducibility, and we observe differences between 43 seemingly converged predictions ranging approximately from 0.3 to 1.0 kcal/mol, even with almost identical 44 simulations parameters and system setup (e.g., Lennard-Jones cutoff, ionic composition). Further work will 45 be required to completely identify the exact source of these discrepancies. Among the conclusions emerging 46 from the data, we found that Hamiltonian replica exchange-while displaying very small variance-can be 47 affected by a slowly-decaying bias that depends on the initial population of the replicas, that bidirectional 48 estimators are significantly more efficient than unidirectional estimators for nonequilibrium free energy 49 calculations for systems considered, and that the Berendsen barostat introduces non-negligible artifacts in 50 expanded ensemble simulations. 51 52 1 Introduction 53
The three-dimensional structures of the two hosts (i.e. CB8 and OA) are shown with carbon atoms represented in black, oxygens in red, nitrogens in blue, and hydrogens in white. Both the two-dimensional chemical structures of the guest molecules and the three-dimensional structures of the hosts entering the SAMPLing challenge are shown in the protonation state used for the molecular simulations. We generated five different initial conformations for each of the three host-guest pairs through docking, followed by a short equilibration with Langevin dynamics. The three-dimensional structure overlays of the five conformations for CB8-G3, OA-G3, and OA-G6 are shown from left to right in the figure with the guests' carbon atoms colored by conformation. Participants used the resulting input files to run their methods in five replicates and submitted the free energy trajectories as a function of the computational cost. We analyzed the submissions in terms of uncertainty of the mean binding free energy Δ estimate and its bias with respect to the asymptotic free energy Δ . affinity estimates. At the same time, this class of systems provides several well-understood challenges 186 for standard simulation techniques. Hosts in the cucurbituril and octa-acid families have been found 187 to bind ions and undergo wetting/dewetting processes governed by timescales on the order of a few 188 nanoseconds [59, 60] . Moreover, the symmetry of CB8 and OA results in multiple equivalent (and often 189 kinetically-separated) binding modes that have to be sampled appropriately or accounted for by applying 190 a correction term [61] . Finally, ligands with net charges can introduce artifacts in alchemical free energy 191 calculations when Ewald methods are used to model long-range electrostatic interactions. There are several 192 approaches for eliminating these errors, but disagreements about the optimal strategy persist [62-65]. 193 2.2 Challenge overview 194 As illustrated in Figure 1 , we asked the participants to run five replicate free energy calculations for each of the 195 three host-guest systems using predetermined force field and simulation parameters and starting from five 196 different conformations that we made available in a GitHub repository (https://github.com/samplchallenges/ 197 SAMPL6/tree/master/host_guest/SAMPLing) in the form of input files compatible with common molecular 198 simulation packages (i.e., AMBER, CHARMM, DESMOND, GROMACS, LAMMPS, and OpenMM). Participants 199 were asked to submit binding free energy estimates and, optionally, associated uncertainty estimates as 200 a function of the computational cost of their methodologies. More specifically, the submitted data was 201 required to report 100 free energy estimates computed at regular intervals using the first 1%, . . . , 100% of 202 the samples, which was defined as the amount of samples collected after 1%, . . . , 100% of the combined 203 total number of force and energy evaluations performed for the calculation. 204 To rank the performance of methods, we used a measure of efficiency developed in this work (described 205 in the next section) based on estimates of bias and uncertainty of the predictions obtained from the replicate 206 data. To facilitate the analysis, participants were asked to run the same number of force and energy 207 evaluations for all the five replicate calculations of the same system, although the total number of force 208 and energy evaluations could be different for different systems and different methods. Besides the total 209 number of force and energy evaluations, the submissions included also wall-clock time and, optionally, total 210 CPU/GPU time for each replicate as measures of the computational cost. However, due to the significant 211 differences in the hardware employed to run the simulations, this information was not considered for the 212 purpose of comparing the performance of different methods. 213 2.3 Development of an efficiency statistic for free energy methods 214 In order to rank performance of methods using standard statistical inference tools, we developed a statistic 215 that captures our meaning of efficiency. Unlike what standardly used in the literature (see Section 1.3), we 216 require a measure of the (in)efficiency of a free energy methodology that can simultaneously (1) take into 217 account both bias and variance of the free energy estimate, (2) summarize the performance of a method 218 over a range of computational costs of interest, (3) easily be computed without previous system-specific 219 knowledge (e.g. knowledge of the slowest degrees of freedom). 220 Mean error as an inefficiency statistic 221 In this section, we propose a measure of efficiency of method X based on the time-averaged root mean 222 square error (RMSE) of the bidning free energy predicted by method X, Δ , with respect to the theoretical 223 binding free energy determined by the model, Δ (1) where [ min , max ] is the range of computational cost of interest, and 225 RMSE(Δ X ( )) = √ Δ X ( ) − Δ 2 = √ std(Δ X ( )) 2 + bias(Δ X ( )) 2 (2)
where the expected value, standard deviation, and bias functions are intended over all possible realizations 226 (i.e. replicates) of the free energy calculation after investing a computational cost . This metric satisfies all 227 6 of 39 our requirements. Given the large differences in hardware among the submissions, we chose to measure 228 the computational cost in number of force/energy evaluations rather than CPU or wall-clock time. 229 More generally, we can consider the mean error [err(Δ X ( ))] = ∫ ∞ 0 ( ) err(Δ X ( )) (3)
where the normalized weight function ( ) can be chosen to limit the average over a finite range of (i.e. setting ( ) = 0 outside some interval), or based on the uncertainty of the estimate of the error statistic err, or also to satisfy other constraints such as the inclination of investing to obtain a free energy prediction within a workflow. In the analysis, we always chose a uniform weight function as in Eq. (1), but we also report the statistics computed using the standard deviation and absolute bias error functions
The relative efficiency is a robust statistic when data span different ranges of computational cost 230 The mean error of two methods is sensitive to the interval [ min , max ] considered, and thus it can be directly 231 compared only if computed for the same interval of computational cost (see Appendix 1 and SI Figure 4 in 232 the supporting information). However, the calculations submitted by participants have very different lengths, 233 and computing the statistic on the largest range of computational cost shared by all methods would mean 234 discarding between 50% and 75% of the data points for most submissions. 235 Instead, if we have free energy trajectories from a collection of methods A, B, ... spanning different ranges 236 of , but there is one method Z for which we have data covering the whole range, we can compute the relative 237 efficiency of all methodologies with respect to Z starting from the ratio of the mean errors 
where err is std, bias, or RMSE, X = A, B, ..., and the weight function is uniform on the interval [ min, , max, ] 239 covered by the data available for method X. The base 10 logarithm ensures err, ∕ = − err, ∕ and facilitates 240 interpretation of the statistic: A relative efficiency ∕ of +1 (-1) means that the total error of X is one order 241 of magnitude smaller (greater) than the total error of Z over the same range of computational cost. We call 242 this the relative efficiency of method X as it increases inversely proportional to its mean error. Note that 243 the mean error of Z entering the definition is computed with the same weight function (i.e. over the same 244 interval), which cancels out with the numerator to leave the ratio of the error function areas. 245 If the methods error decay proportionally to the same function of , the relative efficiency in Eq. (5) is 246 robust to the range of computational cost considered (see Appendix 1 in the supporting information for 247 details). In practice, the statistic seem to be relatively robust to differences in computational cost ranges 248 for most methods (SI Figure 5 ) with fluctuations that are within the statistical uncertainty of the estimates 249 (SI Figure 6 ). We thus use the relative efficiency to compare and rank the performance of the methods 250 entering the challenge. 251 252 The protocol used to prepare the input files is described in the Detailed Methods section. Briefly, for with Na+ and Cl-ions added to neutralize the host-guest net charge and reach a 150 mM ionic strength for 260 CB8 and 60 mM for OA-G3/G6. Finally, we relaxed each replicate with 1 ns of Langevin dynamics to obtain 261 the initial conformations shown in Figure 1 . The five conformations of each host-guest pair generally differ 262 both in their positioning within the symmetric binding site and torsion angles. In particular, all rotatable 263 bonds in the guests adopt at least two different dihedral conformations, with the exception of the bonds 264 connecting the carbon in position 4 in OA-G6 to the two methyl groups, and the two carbon-carbon rotatable 265 bonds composing the secondary alcohol linkage connecting the quinoline moiety and the quinuclidine 266 ring of CB8. The input files for different simulation programs were generated and validated with InterMol. 267 Similarly to what was found in [29] , the potential energies computed with different packages for the same 268 structures were generally within 1 kJ/mol from each other, except for those computed with AMBER and 269 CHARMM, which differed by about 2-4 kJ/mol from the others. These results were obtained after tampering 270 with the default settings to make the options as similar as possible. 286 Initially, the SAMPL6 SAMPLing Challenge was designed as a blind challenge with deadline Jan 19, 2018. This 287 round included data for the methods referred to below as OpenMM/HREX, GROMACS/EE, OpenMM/SOMD, 288 and OpenMM/REVO. However, OpenMM/SOMD and OpenMM/REVO submissions were affected by two 289 trivial bugs in the calculation setup and the analysis respectively that were corrected after the deadline. 290 Moreover, initial disagreement between OpenMM/HREX and GROMACS/EE, which were originally designated 291 to serve as reference calculations to determine eventual systematic biases arising from methodological 292 issues, prompted us to perform additional calculations. For these reasons, and to further increase the 293 opportunities for learning, we elected to extend the study to more methodologies after the initial results of 294 the calculations were made public and to focus the analysis on the non-blind calculations. converge to a set of expanded ensemble weights that were then used and kept fixed in the production 339 stage. The data generated using the Wang-Landau algorithm is out-of-equilibrium and non-stationary data, 340 so only the samples generated in the production phase were used for the estimation of the free energy 341 through MBAR, which requires equilibrium samples. The equilibration stage was carried out only for a 342 single replicate, and the same equilibrated weights were used to initialize the other four calculations. We 343 analyzed two separate submissions, identified as GROMACS/EE and GROMACS/EE-fullequil, which differ 344 exclusively in whether the computational cost of the equilibration is "amortized" among the 5 replicas (i.e. 345 the cost is added to each replicate after dividing it by 5) or added fully to each of the 5 replicates respectively. 346 The alchemical protocol uses 20 states to annihilate the electrostatic interactions followed by 20 states to 347 annihilate Lennard-Jones. Two restraints attached to the center of mass of host and guest were used in the 348 initial conformation was instead estimated by computing the standard error from the ten independent free 395 energy estimates. Because this approach required two copies of the guest and a box large enough to sample 396 distances between host and guest of 25 Å, the complexes were re-solvated. The force field parameters were 397 taken from the challenge input files. However, both with CB8-G3 and OA-G3/G6, the ion concentration was 398 set to 100 mM, which is different than the reference input files. Unfortunately, we realized this after the 399 calculations were already completed. 400 Potential of mean force 401 AMBER/APR followed the attach-pull-release (APR) [93, 94] methodology to build a potential of mean force 402 profile along a predetermined path of unbinding. The method was implemented in the pAPRika software 403 package based on AMBER [72] . Briefly, the method is divided into three stages. In the "attach" stage, the 404 guest in the binding pocket is gradually rigidified and oriented with respect to the pulling direction in 14 405 intermediate states through the use of 3 restraints. An additional 46 umbrella sampling windows were 406 used to pull the host and guest apart to a distance of 18 Å. A final semi-analytical correction was applied to 407 compute the cost of releasing the restraints and obtain the binding free energy at standard concentration. 408 The analysis was carried out using thermodynamic integration, and the uncertainties were determined using 409 an approach based on blocking and bootstrap analysis. As in the case of GROMACS/NS-DS/SB, the method 410 required larger solvation boxes than the cubic ones provided by the challenge organizers, in order to reach 411 sufficiently large distances between host and guest. Therefore, the initial five complex conformations were 412 re-solvated in an orthorhombic box, elongated in the pulling direction, of TIP3P waters with Na+ and Cl-ions. 413 The resulting ionic strength differed from the provided files by about 2-5 mM, but the force field parameters 414 were identical. 415 Weighted ensemble of trajectories 416 The OpenMM/REVO method predicted binding and unbinding kinetic rates with a particular weighted ensem- OA-G6 (see also SI Table 3 ). All methods achieved this level of convergence for the two octa-acid systems 453 in less than 400 ⋅ 10 6 force/energy evaluations (i.e. the equivalent of 800 ns of aggregate MD simulations 454 with a 2 fs integration time step) that can be parallelized over more than 40 processes in all methods with the exception of GROMACS expanded ensemble (see Discussion for more details on parallelization). 456 The agreement between replicates of the same method is generally worse for CB8-G3. Nevertheless, all 457 CB8-G3 predictions of OpenMM/HREX and GROMACS/NS-DS/SB-long are within 0.4 kcal/mol after 2000 ⋅ 10 6 458 force/energy evaluations (i.e. the equivalent of 4 s of MD with a 2 fs time step), which suggests that absolute 459 free energy calculations can indeed achieve convergence for this class of systems in reasonable time given 460 widely available computational resources. 461 Identical force field parameters and charges do not guarantee agreement among methods 462 Although the predictions of different methods are roughly within 1 kcal/mol, the methods sometimes 463 yield statistically distinguishable free energies. For example, OpenMM/REVO tended towards significantly 464 more negative binding free energies than those predicted by the other methods by about 5-6 kcal/mol, 465 and the final predictions of OpenMM/SOMD for OA-G3 were between 0.5 and 1.0 kcal/mol more positive 466 than the other alchemical and PMF methods. NAMD/BAR and OpenMM/SOMD also generally obtained 467 very negative binding free energies for CB8-G3, but in these two cases, the large statistical uncertainty 468 suggests that the calculations are not close to convergence (i.e. the replicate calculations do not agree). 469 This could be a reflection of the smaller number of energy evaluations used for these submissions (see 470 Table 1 ). AMBER/APR also obtained free energy predictions for OA-G3 and OA-G6 that are significantly 471 different than the predictions from OpenMM/HREX, GROMACS/EE, and NAMD/BAR by 0.2-0.5 kcal/mol. 472 Finally, GROMACS/NS-DS/SB-long and AMBER/APR differ in their predictions for CB8-G3 by 0.8 ± 0.6 kcal/mol. 473 The origin of the discrepancies between free energy predictions is unclear 474 In several cases, the interpretation of these results is confounded by differences in simulation parameters 475 and setups. For example, without more data, it is impossible to distinguish whether the systematic bias 476 observed in OpenMM/SOMD is due to sampling issues or the use of reaction field instead of PME or a family of force fields was fit with a truncated cutoff. As a consequence, APR calculations were run using 481 a truncated 9 Å cutoff. In principle, the default values and the algorithms used to determine parameters 482 such as the PME grid spacing and error tolerance can also have an impact on the free energies. Secondly, 483 discrepancies may arise from small differences in the model. Specifically, in order to allow for sufficiently 484 great distances between host and guest in the unbound state, the solvation boxes for APR and NS-DS/SB 485 were regenerated and have a slightly different ionic strength, which is known to affect the binding free 486 energy of host-guest systems. Finally, even for these relatively simple systems, differences in sampling, such 487 as those arising from unsurmounted energetic barriers and different numerical integration schemes, could 488 have affected the convergence of the calculations and introduced non-negligible biases respectively. 489 We investigated most of these hypotheses focusing on APR and HREX, which showed systematic and 490 statistically distinguishable differences of 0.3-0.4 kcal/mol in the final free energies for all systems. The 491 choice of focusing on these two methods was mainly due to technical feasibility as we considered it possible 492 to run further HREX calculations after minimizing the differences in setups and other simulation parameters. 493 However, switching to a truncated 9 Å caused the HREX calculations to increase even further the discrepancies 494 from 0.4 ± 0.1 to 0.7 ± 0.1, while the HREX calculations resulted insensitive to differences in PME parameters, shaded areas in the top row represent the mean binding free energies and 95% t-based confidence intervals computed from the 5 replicate predictions for CB8-G3 (left column), OA-G3 (center), and OA-G6 (right) for all submissions, excluding OpenMM/REVO. The same plot including OpenMM/REVO can be found in SI Figure 7 . The second and third rows show the standard deviation and bias, respectively, as a function of the computational effort. Given the differences in the simulation parameters between different methods, the finite-time bias is estimated assuming the theoretical binding free energy of the calculation to be the final value of its mean free energy. This means that the bias eventually goes to zero, but also that the bias can be underestimated if the simulation is not converged.
File preparation and information available to participants

Timeline and organization
Further work will be required to establish the exact source of the persistent deviation between seemingly 504 well-converged calculations. Final average binding free energy predictions in kcal/mol computed from the five independent replicate calculations with 95% t-based confidence intervals. The computational cost is reported in millions of force and energy evaluations per replicate calculation. Relative efficiencies of a method are reported with respect to OpenMM/HREX as err, ∕OpenMM/HREX as defined by Eq. (5). The lower and upper bound of the 95% confidence intervals bootstrap estimates for the relative efficiencies are reported as subscript and superscript respectively.
in Table 1 . 514 The methods displayed system-dependent performance 515 Overall, no method emerged as a superior choice in all three systems, but double decoupling, potential of 516 mean force, and nonequilibrium switching all proved to be solid approaches to obtained precise binding 517 free energy estimates for the host-guest systems considered. Indeed, GROMACS/NS-DS/SB (nonequilibrium 518 switching with double-system/single box), NAMD/BAR (double decoupling), and AMBER/APR (potential of 519 mean force) obtained the greatest RMSD efficiency for CB8-G3, OA-G3, and OA-G6 respectively. In general, 520 however, all methods showed larger uncertainty and slower convergence for CB8-G3 than for OA-G3/G6 521 ( Figure 2 ), and the differences among the methods' performance, which were relatively small for the two 522 octa-acid systems, increased for CB8-G3. For example, with GROMACS/EE, it was not possible to equilibrate 523 the expanded ensemble weights within the same time used for OA-G3/G6. Moreover, OpenMM/SOMD 524 and NAMD/BAR replicate calculations could not converge the average free energy to uncertainties below 525 1 kcal/mol, and OpenMM/HREX and AMBER/APR displayed a significant and slowly decaying bias. Contrarily, 526 GROMACS/NS-DS/SB, which generally obtained a slightly negative relative efficiency in OA-G3/G6, performed 527 significantly better than any other methods with CB8-G3 and obtained variance similar to OpenMM/HREX 528 but smaller total bias. 529 Enhanced-sampling strategies can increase convergence rates in systems with long correlation 530 times 531 The four double decoupling methods performed similarly for the two octa-acid systems, while differences 532 in performance widened with CB8-G3, which featured the largest guest molecule in the set and generally 533 proved to be more challenging for free energy methods than OA-G3/G6. OpenMM/HREX obtained much 534 smaller uncertainties and bias with CB8-G3 than both OpenMM/SOMD and NAMD/BAR, whose replicates 535 seem far from converging to a single prediction. Looking at the individual replicate free energy trajectories 536 for CB8-G3 (SI Figure 9 ), one notices that both OpenMM/SOMD and NAMD/BAR produced a few relatively 537 flat trajectories that differ by 3-4 kcal/mol. Further OpenMM/SOMD repeats suggest that the replicate 538 disagreement is not determined by the initial conformations, and it is more likely caused by long mixing 539 times of the system (SI Table 5 relative efficiencies for OA-G3/G6, and, while their difference in efficiency is not statistically significant, it is 543 worth noticing that NAMD/BAR did not employ enhanced sampling methodologies. This suggests that the 544 impact of enhanced sampling strategies based on Hamiltonian exchange might be significant in absolute 545 free energy calculations only for transformations and systems with long correlation times. 546 Nonequilibrium switching trajectories (the NS protocol) also seemed to be effective in working around 547 problematic energetic barriers in CB8-G3 associated with the alchemical transformation. In particular, 548 NS-DS/SB-long, which used longer nonequilibrium switching trajectories, slightly improved the efficiency of 549 the method in CB8-G3. This suggests that collecting fewer nonequilibrium switching trajectories to achieve a 550 narrower nonequilibrium work distribution can be advantageous in some regimes. 551 As a final note, NAMD/BAR generally obtained a greater efficiency than OpenMM/SOMD in OA-G3/G6, 552 which also did not use any enhanced sampling approach. It is unclear whether this difference is due to should allow obtaining reasonably robust statistics for the binding process, whose mean first passage time 593 (MFPT) estimated by the method for the three systems was between 36±6 and 150±50 ns [77] . On the other 594 hand, the MFPT estimates for the unbinding process yielded by the method were 6±4 s for OA-G3, 2.1±0.5 s 595 for OA-G6, and 800±200 s for CB8-G3, which is significantly beyond the reach of the data accumulated for 596 the prediction, and suggests that further simulation is required to obtain a better estimate of k off and Δ . 597 Another possible element that may have affected the asymptotic free energies is the size of the simulation 598 box, which was relatively small for this type of calculation and made it difficult to sample long distances 599 between host and guest in the unbound state, which can artificially lower the unbinding rate. Despite the 600 smaller efficiency in predicting the binding free energy, this method was the only one among the submissions 601 capable of providing information on the kinetics of binding. 629 Initially, the GROMACS/EE free energy calculations were performed in the NPT ensemble, but these converged 630 to different binding free energies than the reference OpenMM/HREX calculations performed with YANK. In 631 order to understand the origin of this discrepancy, we looked into the differences in the protocols adopted by 632 the two methods that could have affected the asymptotic binding free energies. In particular, we examined 633 the robustness of the reweighting step used by YANK at the end points to remove the bias introduced by 634 the harmonic restraint (see also Detailed methods section), the sensitivity of the calculations to the PME 635 parameters (i.e. FFT grid, error tolerance, and spline order), and the barostat employed. 636 After verifying that the reweighting step and the PME parameters did not impact significantly the free 637 energies predicted by the two methods (SI Figure 2 and SI be expected to be essentially unaffected. We thus re-ran both methods in NVT, first with different and 645 then identical PME parameters. If the NVT calculation is run at the average NPT volume, we expect the 646 NVT and NPT binding free energy predictions to be essentially identical as, in the thermodynamic limit, for the NVT calculations were selected from the OpenMM/HREX NPT trajectories in order to obtain the 650 volume closest to the average NPT volume. The changes introduced by the different PME parameters were 651 not statistically significant (SI Table 6 ), but we found that the discrepancies between the methods vanished 652 without the barostats. In particular, OpenMM/HREX yielded free energies identical to those obtained at 653 NPT, whereas the expanded ensemble predictions for OA-G3 decreased by 0.6 kcal/mol, suggesting that the 654 Berendsen barostat was responsible for generating artifacts in the simulation. 655 To obtain further insight, we performed molecular dynamics simulations of OA-G3 at 1 atm and 100 atm 656 in NPT using the GROMACS Berendsen barostat and the OpenMM Monte Carlo barostat. We found that the 657 Berendsen barostat generated volume distributions with much smaller fluctuations and slightly different 
The Berendsen barostat introduces artifacts in expanded ensemble calculations
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Under this statistical analysis, the single-replicate trajectories of most methods are within the confidence 693 interval of̂ (Δ ) (SI Figure 9 ). In particular, the standard deviations of the single GROMACS/NS-DS/SB 694 replicate calculations generally agree within statistical uncertainty to our best estimate. This is probably 695 expected as both are based on independent calculations. The AMBER/APR uncertainty estimates based on 696 bootstrapping also agree well with the replicate-based estimate, especially in the final part of the trajectory. 697 We note, however, that the MBAR standard deviation estimate based on autocorrelation analysis statistically The initial conformation can bias the free energy in systems with long correlation times 721 In all three host-guest systems, we noticed that the OpenMM/HREX free energy trajectories were significantly 722 biased at the beginning of the calculation. The problem was particularly evident for the CB8-G3 system, for 723 which the performance of methods was generally poorer, and a lot of computational effort was required 724 for the bias to decay in comparison to OA-G3 and OA-G6. Figure 5 shows that the initial bias of CB8-G3 725 gradually disappears when an increasing amount of data from the initial portion of the calculation is ignored 726 during the analysis. This suggests the initial conditions to be the cause of the bias. This becomes apparent 727 when realizing that the HREX free energy trajectory in OA-G3 and OA-G6, although the correlation times governing the equilibration process appear much smaller 733 in these two cases than with CB8-G3. 734 Initializing all replicas with a bound structure might be the cause of the negative sign of the bias 735 Decomposing the free energy in terms of contributions from complex and solvent legs of the HREX calculation 736 shows that the finite-time bias is entirely attributable to the complex phase (SI Figure 13 ). As it is common to 737 do with multiple-replica methodologies, all HREX replicas were seeded with the same initial conformation, 738 which, for the complex phase, was obtained by equilibrating the docked structures for 1 ns in the bound state. this last fact can be found in Appendix 3 in the supporting information. 746 An alternative explanation for the negative sign of the bias relies on the increase in entropy that often 747 accompany the transformation from the bound to the decoupled state. This is usually attributed to the 748 larger phase space available to receptor and ligand and to solvent reorganization [110] , and, in this instance, 749 it is confirmed by the entropy/enthalpy decomposition of the predicted free energy (SI Figure 14) . The 750 hypothesis relies on the assumption that the larger phase space available in the decoupled state would 751 require thorough sampling to be estimated correctly, which would be impossible at the beginning of the 752 calculation when the estimate would be computed from a small number of correlated samples. As a result, 753 the difference in entropy between the end states would initially be underestimated, and the binding free methods show an initial upward trend in all three host-guest systems that may be due to one of these 765 two explanations. In fact, the bias of HREX in CB8-G3 seems to decay faster than other multiple-replica 766 double decoupling methods (i.e., NAMD/BAR and OpenMM/SOMD), whose free energy estimates are still 767 significantly more negative when compared to more converged estimates (e.g., APR, HREX, NS-DS/SB) at 768 the same computational cost (Figure 2) . This is consistent with our hypothesis as the enhanced sampling OA-G3/G6 (Figure 6) . 773 The data suggest that cheap methods for the determination of sensible initial conformations for the (Figure 6A) . This contrasts with the discharging step, where the only evident change is a change in the mode 790 of the bound water histogram from 2 to 0. The shift in mode is consistent with the observed distribution of 791 restrained distance between host and guest (SI Figure 2) , which suggests that the guest tends to crawl into 792 the hydrophobic binding site in the discharged state to compensate for the loss of the polar interactions with 793 water. Histograms of the number of bound waters for OA-G3 and OA-G6 (SI Figure 16) binding affinities. The sign of the shift for CB8-G3 described above is not consistent with the hypothesis, 834 and a negative mean error was very consistent across GAFF submissions employing different buffer models. 835 Nevertheless, the order of magnitude of these shifts suggests that ionic strengths cannot be neglected. 857 The results show that quantifying not only the variance but also the bias of a binding free energy method is 858 important to draw a complete picture of the efficiency of a method. The bias of the free energy predictions 859 varied substantially depending on the method and the system, and for calculations that are short with 860 respect to the correlation times, the bias can be greater or have the same order of magnitude of the variance. 861 For example, in CB8-G3, NS-DS/SB-long obtained a greater RMSE efficiency than HREX in spite of the similar 862 variance because the bias of OpenMM/HREX for CB8-G3 remained non-negligible for a substantial portion of 863 the calculation. This suggests that looking at the variance of the free energy estimate alone is insufficient to 864 capture the efficiency of a method, and the RMSE relative to the asymptotic binding free energy prediction 865 should be favored as the main statistic used in studies focusing on exploring and testing methodological 866 improvements. 867 Estimating the RMSE and bias is a more complicated problem than estimating the variance as it requires 868 the value of asymptotic free energy given by the model and thus to ascertain that the calculation has 869 converged. Visual inspection of the free energy trajectory is useful, but it can be misleading. Besides the 870 presence of unexplored relevant areas of configurational space, the noise in the trajectory can hide very 871 slow decays (see YANK calculation in CB8-G3). More recommendations about how to detect convergence 872 issues can be found in [114, 115] . 873 On the other hand, a focus on quantifying the efficiency of free energy calculations in terms of RMSE could 874 increase the attention paid to convergence issues as well as incentivize the creation of reference datasets 875 that could provide asymptotic free energies associated to specific input files without always requiring long 876 and expensive calculations. The latter would particularly benefit the field when the efficiency of a method 877 would need to be evaluated only for very short protocols (e.g. overnight predictions). This is, however, 878 conditional on identifying the source of the discrepancies between the predictions of different methods and 879 an asymptotic value can be agreed upon in the first place. from a single trajectory simply cannot contain sufficient information to estimate the uncertainty accurately. 885 An example is given by the CB8-G3 calculations performed by OpenMM/SOMD and NAMD/BAR, for which the 886 uncertainty estimates were underestimated by more than 1 kcal/mol. In these cases, replicate calculations 887 starting from independent conformations can offer a solution to or compensate for the problem. Relaxed 888 docked conformations can be a viable method to generate the independent conformations, although this 889 is not, in general, an easy task and multiple short replicates starting from the same or very similar initial 890 conformations can still cause the uncertainty to be underestimated. Moreover, given a limited amount 891 of computational resources, the number of replicate calculations should not be large enough to prevent 892 sampling of all the relevant time scales, which are strongly system-dependent. 893 In addition to a more accurate estimate of the free energy estimate, it has been argued that predictions 894 computed from an ensemble of independent calculations lead to more robust estimates [32, 116] . In 895 agreement with these results, the simple average of the five independent free energies is surprisingly robust 896 even when the single-replicate predictions do not agree quite well (SI Figures 9,11 ). solvent stages of the calculation, while REVO, APR, and NS-DS/SB ran only in one stage using a box of the 934 same or greater size of the complex so that one force evaluation for the latter methods on average is 935 practically more expensive than a force evaluation for double decoupling. 936 In future challenges, it might be useful to collect another simple but more precise measure of the 937 computational cost of a method based on a scaled version of the number of energy/force evaluations, with 938 the scaling factor depending on the number of particles that enters the evaluation. Moreover, instead 939 of requesting exactly 100 free energy estimates for each replicate, requesting free energy estimates that 940 are roughly equally spaced by a predetermined number of force/energy evaluations could make it simpler 941 to perform direct comparisons between all methods without requiring the comparison to a reference 942 calculation. 943 A larger and more varied test set is necessary to obtain a more comprehensive picture of the 944 methods' efficiency 945 This first round of the challenge was created as a component of the SAMPL6 host-guest challenge, and we 946 created a minimal test set including both fragment-like and drug-like compounds. We believe this was a 947 beneficial decision. Fragment-like guests that converged relatively quickly such as OA-G3/G6 proved very 948 useful to debug systematic differences between methods while most of the methods problems or strengths 949 were unveiled from the calculations targeting CB8-G3, which has a greater size and generally proved to be 950 more challenging for free energy methods than the two octa-acid guests. 951 Expanding the test set to include one trivial system and a few more challenging systems could increase 952 the potential for learning and provide a more complete picture of the problems to address and the domain 953 of applicability of the different methods, especially as different approaches may have different strengths and have to be the same for all the tested systems. 968 Finally, we point out that the selection of systems for such convergence studies is not limited by the lack 969 of experimental data or a chemical synthesis route, and one is free to craft an optimal test system. Unfortunately, we did not receive any relative free energy submission for this round of the challenge. 996 However, the data reported here has implications for relative calculations as well. Given that enhanced 997 sampling strategies based on Hamiltonian exchange had little or no impact on efficiency for the octa-acid 998 systems, we expect a relative calculation to be significantly more efficient than two absolute calculations in 999 computing a ΔΔ value for the simple OA-G3 to OA-G6 transformation that we set up. For the same reason, 1000 we would expect enhanced and non-enhanced relative methods to perform similarly for the OA-G3 to OA-G6 1001 transformation. On the contrary, a relative transformation involving a system with long correlation times such 1002 as CB8-G3 might benefit more from enhanced sampling strategies and be less sensitive to the initial bound 1003 conformation. Finally, while cancellation of error might help, we expect to observe discrepancies between 1004 different packages and/or methods also for relative calculations as, with the exception of OpenMM/HREX 1005 and AMBER/APR, the ΔΔ between methods does not appear to be systematic. 1006 In future rounds of the challenge, we are interested in probing the boundaries of applicability of this We have presented the results of the first round of the SAMPLing challenge from the SAMPL challenge series. 1022 The design and execution of the challenge made apparent the need for a measure of efficiency for free 1023 energy calculations capable of capturing both bias and uncertainty of the finite-length free energy estimates Dec 11, 2017).
Bias is critical when comparing the efficiency of different methodologies
Free energy methodologies
1082 AMBER/APR 1083 We used the attach-pull-release (APR) [93, 94] method to calculate absolute binding free energies of each 1084 host-guest complex. We used 14 "attach" umbrella sampling windows, during which time host-guest complex 1085 restraints are gradually applied, and 46 "pull" umbrella sampling windows to separate the host and guest. A 1086 final, analytic "release" phase was applied to adjust the effective guest concentration to standard conditions 1087 (1 M). Since CB8 has two symmetrically equivalent openings, and the APR method only pulls the guest out of 1088 one opening, we have added an additional −RT ln(2) = −0.41 kcal/mol to the calculated binding free energy 1089 to adjust for this additional equivalent entropic state. 1090 The restraints were setup using our in-development Python package: pAPRika 0.0.3 (commit hash 1091 e69f053). Six restraints (1 distance, 2 angles, and 3 dihedrals) were used to restrain the translational and 1092 orientational degrees of freedom of the host relative to three positionally restrained dummy anchor atoms. 1093 These restraints, which were constant throughout all APR windows, did not perturb the internal degrees of 1094 freedom of the host. The distance force constant was set to 5.0 kcal/mol-Å 2 and the angle force constant 1095 to 100.0 kcal/mol-rad 2 . Three additional restraints were added, during the attach phase of APR, between 1096 the dummy atoms and two guest atoms in order to orient the guest relative to the host and then separate 1097 the two molecules by 18 Å, which was sufficient for reaching a plateau in the potential of mean force. The 1098 distance and angle force constants for these restraints were the same as before. 1099 All equilibration and production simulations were carried out with the GPU-capable pmemd.cuda MD 1100 engine in the AMBER 18 package [72] . The OA systems were re-solvated with 3000 waters and the CB8 1101 systems were re-solvated with 2500 waters in a orthorhombic box elongated in the pulling direction to 1102 enable distances between the host and guest necessary to carry out the potential of mean force calculation. 1103 Force field parameters and charges of the host-guest systems were not altered in the operation. Equilibration 10000 steps of steepest descent. The re-solvation was a necessary step to enable sufficient distance between 1130 the host and guest in the unbound state and did not alter the force field parameters of hosts and guests. 1131 However, differently from the challenge input files, Cl-and Na+ ions were added to the simulation to reach a 1132 100 mM concentration. 1133 For the OA systems, 50 frames were extracted from each of the equilibrium simulations at an interval 1134 of 400 ps. Thus, in total 500 frames were extracted from the equilibrium simulations of each of the two The expanded ensemble calculation was divided into two stages: an equilibration stage, in which the 1182 expanded ensemble weights were adaptively estimated, and a production stage that generated the data 1183 used to compute the submitted free energy estimates and in which the weights were kept fixed. In the 1184 equilibration stage, the weights are adaptively estimated using the Wang-Landau algorithm [83, 84] . For all 1185 systems an absolute value of the initial Wang-Landau incrementor was set to 2 k T. Weights were updated at 1186 each step, and the increment amount was reduced by a factor of 0. in the bound state as well, we also used MBAR to reweight the samples to remove the bias introduced 1260 by the harmonic potential. Samples whose restrained distance (i.e. the distance between the host and 1261 guest centers of mass) was above a specific threshold were discarded. This is equivalent to reweighting 1262 the data to a state having a restraint following a square well potential, where the energy is either zero 1263 or infinity, with a radius equal to the distance threshold. The distance threshold was determined by 1264 selecting the 99.99-percentile distance sampled in the bound state, which resulted in 4.5830673 Åfor CB8-G3, 
where trapz(⋅) represent the quadrature integral of the error function performed with the trapezoidal rule 1284 over the considered interval of . The denominator does not affect the relative efficiency as it cancels out in 1285 Eq. (5). 1286 The population mean [Δ ( )] and standard deviation std(Δ ( )) of the binding free energy predictions at computational cost were estimated as usual with the sample mean Δ ( ) and the sample standard deviation ( ) respectively calculated using the five independent replicates
where = 5 is the number of independent measures at computational cost . 1287 However, estimating the error statistics defined in Eq. (2, 4) requires estimates of the asymptotic free 1288 energy Δ , which is necessary for the bias. This is problematic due to the different levels of convergence 1289 and the lack of agreement between methods. We estimated the bias assuming Δ ,X = Δ X ( max, ), where 1290 max, is the total computational cost of the calculation for method , which is equivalent to assuming that 1291 the free energy estimate has converged. As a consequence, the bias is generally underestimated, and longer 1292 calculations are penalized in computing the relative absolute bias and RMSE efficiency. 1293 To estimate 95% confidence intervals for the relative efficiency measures we used the arch 4. 
