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Abstract 
Although there is a rich literature on modelling the effects of broad spectrum gravity 
waves (GW) in General circulation Models (GeM), the effect of a coupled interactive 
broad spectrum and monochromatic GW has not been studied in detail. Such a study 
is of paramount importance as it could conclusively demonstrate that the coupled inter-
active broad spectrum and monochromatic GW can be parameterized in a GeM and its 
effects on atmospheric circulations can be studied. 
The main objective of this thesis is to investigate how the climate simulated by the Unified 
Model (UM), a state-of-the-art GeM, responds to more physically realistic gravity wave 
parameterizations, beginning with the addition of a spectral gravity wave scheme, and 
then progressing to a scheme which couples both orographic and spectral gravity waves. 
Behaviour of the schemes are analyzed using a set of four idealized experiments in a single 
column test-bed based on the architecture of the UM. Results from these experiments are 
discussed before implementing the schemes in the UM. These findings provide the neces-
sary backdrop around which more complex interactions modelled by the UM are discussed. 
The UM is run for six years with the two GW schemes. Monthly means of a range 
of diagnostic fields results are compared qualitatively with the U.K. Met. Office global 
assimilated data. Both schemes simulate the overall structure of the atmospheric circu-
lation. The simulations based on the two GW schemes are also compared against each 
other to observe any potential effect on the climatology of the UM due to their different 
underlying assumptions. The results show sensitivity of the model in the dynamics of 
middle atmosphere. Some degree of variability is also exhibited in tropospheric circula-
tion. A major conclusion that emerges from the extension of the spectral gravity wave 
scheme to the coupled interactive scheme is that the latter is equivalent to a change in 
the global mean gravity wave strength. 
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Chapter 1 
Introduction 
The last two hundred years have seen the ever increasing industrialization of the human 
civilization. Although such industrialization has indeed made our life more prosperous, 
its negative influence on our environment can not be ignored. Our atmosphere is ex-
posed to a large amount of chemical pollutants and the resultant ill-effects are growing at 
an alarming rate. The effect of pollutants in the atmosphere with respect to ozone was 
first predicted by Molina and Rowland (1974) who suggested that stratospheric ozone 1 
could be destroyed by the chlorofluorocarbons (CFCs) widely used in everyday life. This 
prediction was echoed in Far'man et al. (1985) when they observed the ozone 'hole' over 
Antarctica. This discovery has played a crucial role in providing the impetus for further 
studies of the atmosphere to ensure a safe environment for support of our very existence. 
Mathematical models of the atmosphere are an important tool for the study of the human 
impact on climate. Studies of past, present and future climate can be performed using 
atmospheric models or General Circulation Models (GCMs). In addition, the possible im-
pact of various anthropogenic changes in future climate can be predicted by performing 
various sensitivity studies using GCMs. 
The concept of mathematical modelling of the atmosphere was introduced by Richardson 
(1922) and after the development of electronic computers, a successful forecast was pro-
vided by Charney et al. (1950), With the advancement of powerful computing systems, 
mathematical modelling of the climate has improved immensely in recent times. Some 
examples of the various GCMs used world wide include: the National Centre for Atm<r 
spheric Research (NCAR) Community Climate Model (CCM), the Geophysical Fluid Dy-
namics Laboratory (GFDL) SKYHI model, the Goddard Institute of Space Studies (GISS) 
Global Climate Model (GCM), the Canadian Middle Atmosphere Model (CMAM), the 
European Centre-Hamburg Model ECHAM, the United Kingdom Meteorological Office 
(UKMO) Unified Model (UM). 
1 It should be noted here that ozone works as a shield and protects the biosphere from the sun's harmful 
ultraviolet radiation. 
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The modern GCMs address different physical properties of the atmosphere such as cloud 
formation, convection, radiation, diffusion etc. These processes cannot be adequately re-
solved in a numerical simulation. As a result, the physical effects of these processes are 
represented based on simplified parameters which are predicted by invoking basic physics 
contained within the modeL 
The World Climate Research Programme is supporting a project titled 'Stratospheric Pro-
cesses and their Role in Climate' to test the performance of various GCMs used around the 
world. Pawson et al. (2000) have compared 13 state-of-the-art GCMs and have produced 
some preliminary results. Their results indicate that all models have shortcomings in 
their present-day simulation of climate, which limit their accuracy of predictions. Gravity 
wave drag parameterization is one of the major issues reported by Pawson et al. (2000). 
GCMs that do not have gravity wave drag parameterization are reportedly deficient in 
simulating many important features of the atmosphere, such as, the strength and position 
of the major stratospheric jet streams are misrepresented, and a cold bias is found in all 
locations. 
Gravity waves (GWs) are disturbances in which buoyancy acts as restoring force. The 
momentum flux deposition from a spectrum of upward propagating GWs play an impor-
tant role in the dynamical driving of the atmosphere (Manzini and McFarlane, 1998). 
GWs transport horizontal momentum and energy from the ground to the upper levels 
of the atmosphere or, more generally, from one layer of the atmosphere to another. The 
scales of GWs are smaller2 than that resolved by a traditional GCM and hence they are 
parameterized. 
The objective of this thesis is to study the effects of GW parameterization schemes, based 
on different physical regimes, in a GCM. In order to achieve this goal, the UM has been 
used to incorporate the gravity wave parameterization schemes to develop insight about 
the effect of their differences in climate simulations. 
The Unified Model (UM) is developed and maintained by the UKMO, (Unified Model 
User Guide, 1998). The model supports both global and regional domains and is applica-
ble to a wide range of spatial and temporal scales. The major features of the UM include 
2Horizontal wavelength of these waves extend from tens to hundreds of kilometers and vertical wave-
length extend from 5 to 15 km. 
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the consistency of its solutions for long integrations which is highly desirable for climate 
change experiments. The UM has its own customized GW parameterization schemes. 
The model simulates orographic ally induced GW up to a height of 25 km; beyond that 
height, it uses a Rayleigh friction. 
In this thesis, two additional physically realistic gravity wave parameterization schemes, 
developed on different physical principles, are incorporated in the UM. These are the 
Doppler Spread Parameterization (DSP) scheme following Hines (1997a) and the coupled 
interactive broad spectrum and monochromatic wave scheme based on Hines (1997b). The 
purpose of this thesis is to investigate the sensitivity of the UM to the different underlying 
assumptions of th€'.Be schemes, rather than attempting to establish the superiority of one 
over the other. 
This thesis is structured as follows. Chapter 2 begins with the description of the basic 
equations governing the atmosphere. The role of GW s in these equations and the need 
for simulating their effects in GCMs are established. The GW parameterization schemes 
are constructed on the grounds of much observational evidence. A short literature survey 
on the results of different observational studies is presented before describing the param-
eterization schemes used in the GCMs. The effect of the gravity wave parameterization 
on the model's atmosphere can be identified in different dynamical processes and these 
processes are explained in detail at the end of the chapter. 
The version of the UM used in the present work, is introduced in Chapter 3. The GW 
parameterization scheme originally employed in the UM is presented in detail including 
the implementation of the scheme in the UM. The technical details of incorporating the 
DSP scheme in the UM is presented next. Finally, the implementation of the 'coupled 
interactive' broad spectrum and monochromatic waves scheme in the model is explained. 
Before implementing the new schemes in the UM, their performance was tested in a single 
column test-bed. The test-bed is based on the UM's architecture but it includes fewer 
parameter spaces than the UM. A description of the test bed is provided at the begin-
ning of Chapter 4. Four idealized test cases were designed to provide insight into the 
behaviour of the schemes in an environment similar to that of the UM. The propagation 
of GW under different physical regimes inside the test-bed was studied extensively, and 
is discussed in Chapter 4. 
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Having tested the perfonuance of the schemes in the simple test-bed and analyzed the re-
sultant effects: the schemes were incorporated in the UM to study their effects on a global 
climate. The UM simulations employing both schemes covered a period of six years. 
Although studies incorporating the DSP and 'coupled interactive' schemes in the models 
have been reported by Osprey and Lawrence (2001), troposphere was not included in their 
model. The inclusion of a troposphere within the UM has contributed to the uniqueness 
of this study. Hence, in Chapter 5, the effect of different GW parameterization schemes 
on the tropospheric circulation is discussed. 
The effect of gravity wave forcing has been largely felt in the middle atmosphere where it 
plays an important role in the circulation. In Chapter 6, simulations of the middle atmo-
sphere dynamics in both the hemispheres is examined and the differences are explained 
in tenus of the difference in the GW acceleration of the two simulations. 
Although GWs contribute to the climatology of the global circulation, their effects can 
also be identified in the circulations that take place at a daily scale. To study these fea-
tures, daily data for an arbitrary simulation year is examined extensively. The direct and 
indirect effects of forcing produced by GW acceleration on these features are discussed in 
Chapter 7. 
Finally, in Chapter 8, a comprehensive summary of the major contributions of the present 
research is provided and a few potential extensions of the work are discussed. 
Chapter 2 
Mathematical Modelling and Atmospheric Processes 
2.1 Introduction 
GCMs, such as the UM, attempt to provide detailed simulation of the observed atmo-
sphere. Within the UM, atmospheric circulation is governed by primitive equations which 
are introduced in this chapter. The formulation of GWs in the primitive equations and 
the importance of parameterization of GW is briefly explained. A literature review de-
scribing recent developments on the subject of GW and the different parameterization 
schemes used in the GCMs is then presented. Finally, the atmospheric processes driven 
by GWs are described. 
2.2 Modelling and the primitive equations 
The atmospheric motion is governed by the fundamental laws of physics. The primitive 
equations are an approximation of these laws which can be represented by a set of five 
equations. They may be expressed in terms of spherical polar coordinates (Andrews et ai. 
(1987), Holton (1979) and Holton (1992)). The UM is based on a discrete representation 
of the primitive equations also represented using spherical polar coordinates, as shown in 
Appendix A (Cullen et al., 1993). 
2.2.1 The primitive equations 
The primitive equations consist of the zonal and meridional momentum equations, the 
vertical momentum equation subject to the hydrostatic approximation, the continuity 
equation and the thermodynamic energy equation. In spherical polar coordinates these 
may be written as follows: 
Du/ Dt (f + tL tan ¢/a)v + (l/a cos ¢)8i.JJ/8)" 
Dv/ Dt + (f + utan¢/a)u + (1/a)8i.JJ/8¢ Y, 
(2.1) 
(2.2) 
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8iJJ/8z = H- 1 RT, (2.3) 
(1/acos¢)8u/8). + (1/acos¢)8(vcos¢)/8¢ + Pr/8(Pow)/8z 0, (2.4) 
DT/dt+ (K,T/H)w = J/cp , (2.5) 
where 
D/ Dt 8/at + (u/acos ¢)8/8). + (v/a)8/8¢ + w8/8z 
Here u is the zonal wind, v is the meridional wind, w is the vertical wind, a is the ra-
dius of the earth, z is the 'log-pressure' height; z = -Hln(P/Ps )' ). is the longitude, f 
is the Coriolis parameter; f 2f! sin ¢, ¢ is latitude; n is the angular velocity of the 
earth, iJJ is the geopotential1 which is given by iJJ == It gdz*, Po is the basic state density, 
Po psexp( -z/ H), Ps is the standard reference density, J is diabatic heating rate per unit 
mass, Cp is specific heat of air at constant pressure, R is the gas constant 287 J / J( / kg 
for dry air), H RTs/g is the scale height, K, = R/cp , T is the temperature, Ts is the 
reference standard temperature. X and Yare of special importance in the present con-
text. They are the zonal and meridional components of friction, or other nonconservative 
mechanical forcing due to small-scale eddies, such as, turbulent activities and GWs. It is 
the form of these two variables that vary based on the choice of parameterizations of the 
unresolved physical processes. 
2.3 Gravity waves 
GWs can exist only when the atmosphere is stably stratified so that an air parcel dis-
placed vertically will undergo buoyancy oscillations. Buoyancy force is the restoring force 
responsible for GWs. GVVs can be excited in a number of ways such as : wind flowing 
over orography, convective processes and jet stream activities in the troposphere. As the 
waves travel upward in the atmosphere, their amplitudes grow due to the decrease in 
density. When the amplitudes become too large, the waves start dissipating transferring 
momentum and energy into the background wind field. 
The breaking GW have a noticeable impact on the atmospheric circulation. However, 
their associated scales of motion are smaller than that resolved by the current numerical 
grids of the GCMs and therefore the effects of GWs must be parameterized. The impor-
tance of GW parameterization in a climate model was shown by Mayr et ai. (1997). They 
lwork done to lift an air parcel of unit mass from sea level to geometric height z* 
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conducted simulations using a two dimensional Numerical Spectral Model (NSM) with 
and without a GW parameterization scheme. The results obtained from the model with 
the parameterization scheme showed a more realistic circulation of the middle atmosphere 
which was not displayed by the latter. 
To simulate GWs in a climate model, it is necessary to have an estimation of parameters 
sueh as source strength, form and energy of the waves based on observations. Information 
on these parameters are obtained from observational data from balloons, radar, lidar and 
radiosondes. Some recent results from the observational studies are outlined below. 
2.3.1 Observations of gravity waves in the atmosphere 
To model GW s, it is very important to know the sources of GW and the geographical 
distribution of these sources. It is believed that orography or mountains eontribute sig-
nificantly to the origin of GW. The proof of the existence of 'orographically indueed' 
gravity waves was provided by Lilly et al. (1982) who analyzed wind and temperature 
data obtained from aircraft measurements over the Roekies and found that GWs in that 
region were generated due to the interaction of the wind field with the mountains. 
Studies by Epsy and Huppi (1997) with an aircraft-borne Michelson Interferometer within 
the inter tropical convergence zone (ITCZ2), and by Sato et al. (1995) and Sato (1996) 
with UHF/VHF radars and radiosondes in equatorial regions, showed that tropospheric 
convection is another major source of GW. 
Allen and Vincent (1995) took radiosonde observations from 18 meteorological stations 
within Australia and Antarctica covering a latitude range of 12° S - 68 0 S and a longitude 
range of 78° E 1590 They found strong seasonal variations of wave activity in the 
stratosphere. At lower latitudes (100 S - 20° S) a clear annual variation was observed 
with wave energy peaking during the monsoon months of December to February. At mid-
latitudes (300 S 40° S) a maximum was seen during the winter months when cold fronts 
swept across that region. A transition between these two regimes occurred at interme-
diate latitudes (200 S 30° S') where a semiannual variation was observed. However, the 
seasonal variations of wave activity in the troposphere were less clear. 
2The region of low-level convergence toward the upward branch of the Hadley cell (Washington and 
Parkinson, 1986) 
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In another report, Gavrilov (1996) analyzed the height, seasonal and latitudinal varia-
tions of the parameters of GWs using a ground-ba'led radar, it was suggest that one of 
the important sources of the continual generation of GWs in the atmosphere is nonlinear 
interaction of different atmospheric motions. These studies gave evidence of the source 
strength and geographical variation of the sources of GW. 
In addition to determining the sources of GWs and their geographical variation, studies 
have also been conducted on the propagation of these waves to the upper atmosphere. 
Observations with UHF !VHF radars by Sato (1996) revealed that in equatorial regions, 
strong vertical motion assodated with cumulus convection plays an important role in 
the transport of GW energy from the troposphere to the stratosphere. Satellite obser-
vations by Wu and Waters (1996) at a height range of 30 to 80 km indicated that the 
background wind fields also plays a major role in determining the amplitudes of the GWs. 
Results presented by Vincent et al. (1996), suggest that the directions of propagation of 
GW are limited. It was suggested that this might be related to dominant forcing mech-
anisms responsible for wave generation, or to filtering of waves by the background wind. 
Their radar data of wind and temperature fluctuations produced evidence of G\Vs that 
are quasi-monochromatic (QMC) in nature. 
As discussed earlier, the vertically propagating GW generated in the troposphere dissi-
pate as a result of wave breaking. The resulting absorption of the wave energy by the 
background wind field plays a major role in middle atmosphere dynamics, as reported by 
Gavrilov (1996). He deduced from his ground-based radar data that the convective and 
dynamical instability generated by the dissipating GWs could cause turbulence in the 
upper atmosphere, as high as 100 km and above. This was also supported by Yu and She 
(1995), who observed the meso pause region, at altitudes of approximately 90 km, using a 
lidar. Their analysis of the results revealed that heating in the mesopause is dominated 
by dynamical forcing GWs. 
2.3.2 Gravity wave parameterization in General Circulation Models 
The observational evidence provides grounds on which gravity wave parameterization 
schemes can be formulated. Most of the sehemes make certain initial assumptions on 
the basis of these observations, as to the source of the waves and how they propagate. 
The exact way in which these processes are represented, however, varies from scheme to 
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scheme. A few examples of different schemes developed in time are stated below. 
Rayleigh friction 
Rayleigh friction assumes that due to dissipation of GWs, momentum flux is deposited 
linearly with height in the background wind. The scheme was first introduced by Leavy 
(1964) to calculate the zonal mean circulation of the mesosphere. In the zonal momentum 
equation (equation 2.1) the forcing by Rayleigh friction is expressed as 
x = -K(z*)U, (2.6) 
where K(z*) is a pre-defined damping rate depending upon altitude z*, and U is the 
zonal wind speed. Rayleigh friction is used to prescribe a momentum source such that 
it is substantially larger in the upper mesosphere and lower thermosphere, and negligible 
elsewhere. It turns out to be negative in the winter hemisphere and positive in the sum-
mer hemisphere. The presence of such a force supports a non-zero steady-state meridional 
wind in the mesosphere that is directed from the summer pole to the winter pole. 
In many GCMs, realistic effects of radiative and dynamical processes are obtained using 
a Rayleigh friction coefficient, K(z*), that increases with height. For example, Holton 
and Wehrbein (1980) and Schoeberl and Strobel (1978) used the Rayleigh friction scheme 
in order to obtain realistic zonal mean winds and temperatures in the upper stratosphere 
and mesosphere. Pawson et al. (1998) and Butchart and Austin (1998) have also used 
this scheme in the UM to simulate the circulation of the middle atmosphere. 
However, it is also reported by Holton and Wehrbein (1980) and Schoeberl and Stro-
bel (1978) that simulations using Rayleigh friction cannot generate either extra-tropical 
zonal mean winds that change sign in the mesosphere, or tropical oscillations such as 
the mesospheric semiannual oscillation. Hence, it is not extensively used in the climate 
models nowadays. 
Lindzen parameterization 
The assumption that GWs deposit their momentum and energy linearly with height leads 
to an inaccurate simulation of winds and temperatures in a GCM (McLandress, 1998) 
and (Lindzen, 1981). 
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GWs are treated as linear and monochromatic disturbances that propagate energy upward 
in a slowly varying background wind, and do not interact with one another, implying that 
the waves are discrete in nature. The wave amplitudes grow exponentially with height and 
at some height an individual wave becomes convectively unstable. This height is known 
as the 'breaking height' where convective overturning is assumed to generate small-scale 
turbulence that damp the waves. Above the 'breaking height', the wave is assumed to be 
saturated, that is, the vertical wave number of the waves remain roughly unchanging in 
amplitude with height. The eddy diffusion required to maintain neutral stability causes 
a momentum flux that decays with height. The momentum flux is described by 
k(c - U)3 
Tu = P1] 2N ' (2.7) 
where P is the density, 1] is the efficiency factor varying from 0 to 1, k is the zonal 
wavenumber, c is the ground based zonal phase speed, U is the eastward wind, N is the 
static stability (see Appendix C). Above the breaking height the resulting zonal force 
obtained is given by 
x = 1]k(c - U)3 [~+ _3_dU] , 
2N H c- U dz (2.8) 
Below the breaking height X = O. This parameterization can also be used for GWs gen-
erated by flow over topography 3. 
Application of the Lindzen parameterization in a two dimensional mechanistic model of 
the middle atmosphere showed the scheme to be superior to the Rayleigh friction scheme 
(Holton, 1982). Garcia and Solomon (1985) also reported that the use of discrete waves 
with different phase speeds in the Lindzen parameterization resulted in a better simula-
tion of middle atmospheric circulation than was possible using Rayleigh friction. 
Orographically induced gravity wave drag parameterization 
Orographically induced GW has been parameterized by McFarlane (1987), Milton and 
Wilson (1996), Bacmiester et al. (1994), Shutts and Gadian (1999) and Medvedev et al. 
(1998). The orographically induced GW scheme in the UM is based on the premises of 
Palmer et al. (1986) and is incorporated by Gregory et al. (1998). A brief description of 
the scheme is given below and a detailed description is presented in Chapter 3. 
3It can be coupled with continuous spectral schemes which are described later in this chapter 
2.3. Gravity waves 11 
The parameterization is done in two parts. First, a formulation is developed for surface 
stress due to orography and the surface stress is oriented in the direction of the surface 
wind. 
Secondly, a separate computation is performed for the vertical distribution of GW stress 
accompanying the surface value. Some GWs are damped by the 'hydraulic jump' phe-
nomenon that may form on the lee slopes of mountains under certain conditions (Holton, 
1992). However, these waves are not totally dissipated at the 'jump height', which is the 
altitude at which the 'hydraulic jump' takes place. The remaining stress is carried higher 
up in the atmosphere, breaking at what is called the 'critical level'. 
Wave propagation in the vertical may also occur in a 'trapped lee-wave regime', which also 
involves wave damping due to reflection of these waves in the lower atmosphere (Holton, 
1992). The waves are totally dissipated in this regime and the stress associated with these 
is deposited in the background wind. 
The remaining wave energy including that from the 'hydraulic jump' regime is dissipated 
via a 'saturation' regime. The vertically propagating GWs in the 'saturation' regime are 
assumed to break at a level where a suitably defined Richardson number [.Hz 
for a wave falls below a critical value of 0.25. The identification of the critical level is 
based upon a combination of shearing and convective instability. 
The total stress is calculated by adding all the stress generated by the above physical 
processes. The acceleration produced by the overall stress is calculated as: 
F 8u/fit g(87/8p) , (2.9) 
where 8u/8t is the acceleration, 87 is the difference bet\veen the stress for two consecutive 
levels, 8p is the difference in pressure between two levels and 9 is the acceleration due to 
gravity. 
The UM simulations with this scheme reveal that, at some places, the forcing due to GW 
is overestimated (Gregory et al., 1998). Also, the behaviour of the scheme was not found 
to be smooth in space and time at higher altitudes above approximately 20 hPa (Swinbank 
et al., 1998). These are some common disadvantages of an orographic ally induced GW 
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schemes. 
Doppler spread parameterization 
It should be worth noting here that observational studies conducted using radar by Fritts 
and Chou (1987), Tsuda et al. (1989) and Vincent et al. (1996) indicated that GW may 
have continuous spectrum and their results show excellent agreement with the hypothesis 
which is explained below. 
It was assumed by Dewan and Good (1986) that.the threshold amplitudes ofinstahilities 
that produced a saturated spectrum of GWs were functions of vertical wave number 
m. Hence, a universal vertical wave number spectrum (M) of horizontal wind can be 
formulated as a function of m. Dewan and Good (1986) followed by Smith et al. (1987) 
formulated the 'power spectral densiti, lI.l(m), of a saturated GW spectrum as: 
(2.10) 
where m* is the characteristic vertical wavenumber of the GW spectrum. 
At the low wavenumber end of the spectrum, .M(m), is assumed to be proportional to 
m S , where s is a positive number (frequently chosen to be 1). Between the high and the 
low wave numbers is the region known as the 'knee' of the spectrum, where M(m) is 
maximum and the associated horizontal wind is the strongest. The wavenumber corre-
sponding to the knee is referred to as the characteristic vertical wavenumber (m*) and 
observations indicate that it decreases with increasing height which implies that the m~3 
tail commences at smaller wave numbers at greater heights. 
The DSP scheme assumes that GWs are spectral in nature. According to the scheme, 
a broad spectrum of GWs can be characterized by a unique power spectral density of 
horizontal winds it produces at certain height and it depends on the values of vertical 
wave-numbers mj at that height. The spectrum of waves is characterized by a height-
varying cutoff value of mj, denoted as mc. The waves are destroyed if; 
• waves with substantially small mj values retain their current m values, 
• waves with mj values exceeding the current me are thought to be dissipated as they 
have approached a critical layer and 
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• waves having mj near to but less than me contribute to the characteristic 'm-3 tail' 
of the middle-atmosphere spectrum. 
The diminution of the value of vertical wavenumber m with increase in height is used 
to determine the rate of horizontal momentum deposition. The vertical flux of the hor-
izontal momentum is taken to be conserved until dissipation of waves occur. With the 
obliteration of waves, horizontal momentum flux is deposited which generate energy on 
the mean flow of background wind (Hines, 1997a) and (Hines, 1997b). 
Implementation of the DSP scheme has been carried out by Manzini and McFarlane 
(1998), Mayr et al. (1998a) and Lawrence (1997a) in their respective models. The results 
show that the models have successfully simulated the dynamics of the atmosphere using 
this scheme. This scheme is implemented in the UM for the present study and a detailed 
mathematical description is provided in Chapter 3. 
Coupling the broad spectrum and the monochromatic waves 
~When the monochromatic waves are superimposed on the broad spectrum waves, the 
Doppler spreading of the waves are modified with inclusion of the RMS wind variance of 
the monochromatic wave. As a result, the atmosphere becomes predisposed to instability 
and the height varying cut-off vertical wavenumber (me) is reduced by a certain factor. 
When the monochromatic part of the spectrum break-down, that part of momentum flux 
is added to the momentum flux of the broad spectrum and the total change in the mo-
mentum flux is used to calculate the overall acceleration on the background wind (Hines, 
1997b). 
In this thesis, a 'coupled' interactive broad spectrum and monochromatic wave param-
eterization is also incorporated in the UM. A detailed mathematical description of the 
schemes is provided in Chapter 3. The orographically excited GW of the UM are com-
bined with the DSP scheme following the theory in Hines (1997b) to analyze the potential 
effect in the model's dynamics. 
Incorporating alternative GW parameterization schemes in a GCM has certain implica-
tions and in particular, this thesis focuses on the effects of GWs on atmospheric dynamics 
from the ground up to 80 km. It should be mentioned here that the atmosphere's dy-
namic processes vary with altitude owing to its underlying thermal structure. Hence, 
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before discussing the dynamics, a brief introduction to the different layers of the Earth's 
atmosphere is provided. 
2.4 The atmosphere 
From the ground to 100 km, the atmosphere can be divided into four different layers ac-
cording to its global-mean thermal structure which also determines the dynamic properties 
of individual layers. Figure 2.1 depicts the typical temperature profile of the atmosphere 
at mid-latitudes. 
The lowest 10 to 15 km of the earth's surface is known as the troposphere, where tem-
perature normally decreases with altitude. Temperature in the troposphere is maximum 
near the equator and is minimum near the poles. 
The layer immediately above the troposphere is the stratosphere, which extends from 
approximately 12 km to 50 km above the surface. The temperature in the stratosphere 
increases with height to a maximum at the stratopause, near 50 km. This layer plays an 
important role in the dynamical processes of the atmosphere due to the presence of ozone. 
The next layer above is called the mesosphere. The temperature decreases with height in 
the mesospheric region which extends up to 90 km. The region including the stratosphere 
and the mesosphere is known as the middle atmosphere, and is the focus of this thesis. 
The layer above this is the thermosphere where temperature steadily increases with height 
(Holton, 1979; Trenberth, 1992). 
In the following section, those aspects of the atmosphere's dynamics that may be affected 
by the presence of GW are discussed in detail. 
2.5 Dynamics of the atmosphere 
2.5.1 Diabatic circulation 
The temperature distribution of the atmosphere, as described before, is dependent upon 
the seasonal variation in solar heating. Under solstice conditions, the summer pole above 
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Figure 2.1: Mid-latitude Mean Temperature Profile (U. S. Standard Atmosphere, 1976). 
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the stratosphere is the region of maximum radiative heating and the winter pole is the 
region of minimum heating. At the equinoxes, there is a cooling at both poles and the 
maximum radiative heating is seen in the equator. A radiatively-driven atmosphere at 
solstice condition is shown in figure 2.2. 
However, the temperature profile of the real atmosphere at solstice condition, shown in 
figure 2.3, differs significantly from that of the radiatively determined temperature profile 
of the atmosphere. Figures 2.2 and 2.3 are provided as a gross reference to the tempera-
ture profiles of the atmosphere. It should be noted that the temperature and wind profiles 
change seasonally and are also different in the two hemispheres. 
The largest departure of the real atmosphere from a radiatively-driven atmCk"lphere is ob-
served in the mesosphere, above approximately 60 km. It has been observed that the 
mesosphere in summer is colder by 50 t.o 60 K compared to the mesosphere in winter, 
although the latter does not receive any direct solar radiation. 
The zonal mean temperature is directly linked with the zonal mean wind through the 
thermal balance equation (explained in Appendix B). Figure 2.4 shows the zonal mean 
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Figure 2.2: Zonal mean time-dependent radiatively determined temperature (K) for January (Fels, 
1985). 
0.01 80 
210 
10 
0.' 2~Q 
. 2'0 60 
,.... ~'~~ .n E 
210 SO III 40~ L 2~0 ~2SO :> .. 
.. ==-------210 (l) III 2~' 230 L 'd Q.. lD ~o .~ '''~ w :< 20 
100 " <?~~S 
-220 1O ~230 
'000 290 0 
80S 70s 60S SOS 10$ 90S 20S ,OS 0 ION 20N ,ON 10N SON ~OII 70N 8011 
Figure 2.3: Zonal mean temperature (K) for January (Fleming et al., 1990). 
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zonal wind profile for the same month. The closing of zonal mean wind jets in the lower 
mesosphere and change in the shear of the same in the upper mesosphere is directly linked 
with the change in the temperature gradient seen in figure 2.3. 
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Figure 2.4: Zonal mean zonal wind for the month of January (Holton, 1992). 
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Figure 2.5: Mean meridional circulation in troposphere and middle atmosphere for Northern Hemisphere 
winter. 
If the atmosphere was solely radiatively driven, as depicted in figure 2.2, then the jet 
streams in the middle atmosphere would be very large and they would continue to grow 
with height contrary to the observations, (Geller, 1997). Instead, the overall latitudinally 
dependent temperature distribution in the middle atmosphere (figure 2.3) arises from a 
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balance between the net radiative equilibrium and dynamical heating or cooling induced 
by atmospheric waves. 
It has already been discussed that the net radiative heating distribution has a strong 
seasonal dependence with the maximum heating at the summer pole and the maximum 
cooling at the winter pole. The circulation in the meridional plane dynamically balances 
this differential heating and is called 'diabatic circulation'. This circulation is driven by 
eddy forcing produced by atmospheric waves such as GW. At the solstice, the diabatic 
circulation consists of a rising motion near the summer pole, meridional drift into the 
winter hemisphere and sinking near the winter pole. The Coriolis torque exerted by this 
meridional drift tends to generate mean zonal westerlies in the winter hemisphere, and 
easterlies in the summer hemispheres that are in approximate geostrophic balance with 
the meridional pressure gradient (Andrews et al., 1987). 
The diabatic circulation as discussed above can be represented by figure 2.5. At lower 
levels, two cells exist with a motion from the equator to the pole, with a single cell cir-
culation at higher altitudes, approximately at 65 km. This circulation from summer pole 
to winter pole is believed to be driven by upward propagating GWs directionally filtered 
by mean wind structure. The vertical motion accompanying this circulation produces 
compressional heating, where the motion is downward and expansion cooling where the 
motion is upward (Haynes et al., 1991). This explains the warm winter and cold summer 
mesopause and is the basis of downward control produced by drag created by atmospheric 
waves, such as GWs, on the mean zonal flow (Geller, 1997). 
Haynes et al. (1991) derived an equation describing the amount of vertical motion due 
to GW forcing at extra-tropical latitudes. According to their calculation, the amount of 
vertical motion wp(zo) due to GW parameterization at height Zo is given by a downward 
control integral 
-1 8 cos <p l zT 
wp(zo) = () <p 8)-f- Ps(z)F(z)dz], Ps Zo a cos If' zo (2.11) 
where <p is the latitude, Ps is a standard density, f is the Coriolis parameter, a is the 
radius of the Earth and F is the body force per unit mass due to the parameterization. 
Observational and modelling studies by McIntyre (1989), Seol and Yamazaki (1999), 
Rosenlof (1995) and Lawrence (1997b) have demonstrated the effect of the eddy-driven or 
GW forcing on the diabatic circulation of the middle atmosphere. 
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2.5.2 Stratospheric sudden warming 
It is explained in the preceding section how GW driven diabatic circulation can induce 
dynamical changes in the mesosphere. In this section, another feature of the middle at-
mosphere driven by GWs is described. 
Climatological zonal mean zonal winds in the winter stratosphere during solstice are gen-
erally westerly and increase with height (figure 2.4), while the zonal mean temperature 
decreases towards the winter pole along constant pressure surfaces in the stratosphere 
(figure 2.3). This can be explained in terms of the thermal balance equations discussed 
in Appendix B. 
However, an interesting phenomenon is observed in the northern hemisphere between lat-
itude 60° and the pole. During some winters, the zonal mean stratospheric temperature 
increases rapidly with time leading to a poleward increase of the zonal mean temperature. 
This, consequently, reverses the zonal mean wind from westerly to easterly. This leads to 
the break down of the stratospheric polar night vortex which disrupts the circulation in 
that region, and giving an impression of a descending stratopause. This phenomenon is 
commonly known as 'Stratospheric Sudden Warming' (SSW) (Andrews et al., 1987). 
These events can be catagorised as either 'major' or 'minor' warmings. A 'major' warm-
ing is one in which the reversal of the poleward zonal mean temperature gradient (from 
negative to positive) and the zonal mean zonal wind (from westerly to easterly) penetrates 
down to the altitude of the 10 hPa surface, or lower. If the temperature gradient reverses 
at that level but the circulation does not, it is known as a 'minor' warming. A 'ma-
jor' warming is further classified as: 'wave-2' warmings, where the polar winter vortex 
splits completely into two halves and 'wave-1) warmings, where the Aleutian anti-cyclone 
strengthens and moves longitudinally, finally replacing the vortex over the pole. Major 
warming events have been noted as occurring once or twice during every northern hemi-
sphere winter, while 'minor' warmings are observed more frequently (Andrews et al., 1987). 
Observations of SSW events have been reported by Rosier et ai. (1994), Rosier and 
Lawrence (1999) and R1tth et al. (1994), who studied the data collected by the ISAMS 
instrument for the northern hemisphere winter of 1991/92. From these reports it is 
ferred that, at all levels in the stratosphere, the atmospheric circulation was generally 
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dominated by a cold cyclonic vortex that was mostly centered over or near the pole. This 
vortex pulsated between roughly circular and somewhat elongated shapes and the vortex 
was perturbed intermittently by a strong anticyclonic circulation near longitude 1800 E. 
This circulation in the lower stratosphere is commonly known as the Aleutian high. It 
sometimes appeared to spilt into a lower stratospheric part and an upper-stratospheric 
part with a weak coupling between the two. In between the near major warming in 
mid-January, the strength of the Aleutian high increased considerably. The low pressure 
vortex then moved off the pole, forming a wave-1 structure in the geopotential height 
field. However, this pattern broke down at higher altitude of 48 km. 
The very first attempt at modelling this process was undertaken by Matsuno (1971) who 
demonstrated that unusual amplification of tropospheric planetary waves could provide 
dynamical forcing for SSWs. Successful simulations of SSW events were also reported 
by Eriebach et al. (1996), Yoden et al. (1999) and Braesicke and Langematz (2000) with 
two-dimensional mechanistic models and GeMs. 
However, results from an observational study carried out by Whiteway and Carswell (1994) 
with a Rayleigh lidar at the northern hemisphere pole during winter suggested that the 
temperature fluctuations in that region were caused by GW forcing. Lawrence (1997a) ha..'l 
also reported that GWs play an important role in SSW. It was suggested that in addition 
to any direct effect of GW parameterization in the climate models one also had to take 
into account the secondary effect of GW forcing in the evolution of stratospheric warming. 
Transient planetary waves that propagate from the troposphere to the stratosphere also 
play an important role during SSvV events (Andrews et al., 1987). Prior to a SSW event, 
these waves, which generally focus equatorwards, change their direction of propagation 
and focus towards the north pole. This is accompanied by large negative values of diver-
gence of the Eliassen-Palm (EP) flux (see Appendia; C). The negative values of 
divergence is associated with the rapid rise in temperature in the northem hemisphere 
stratosphere during the SSW events (Andrews et al., 1987). This feature was demon-
strated by the numerical studies of Dunkerton and Baldwin (1991), Yoden et al. (1999) 
and Kodera (1991), which showed a strong convergence of EP-flux in the upper strato-
sphere during the SSVV phenomenon. 
In addition to playing an important role in successful simulation of SSW events, forcing 
due to GW have been found by Dunkerton (1997) to contribute in the simulation of equa-
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torial circulation. 
2.5.3 Equatorial circulations 
The global annual cycle in the equatorial region of the stratosphere is different from that 
of the extra-tropics in terms of the mean zonal wind and temperature profiles. At an 
altitude below 35 km, a long term oscillation is observed that is not directly related to 
the change of season. This oscillation is known as the quasi-biennial oscillation (QBO) 
and was first reported to be observed in 1961 by Reed et al. (1961). Above 35 km, another 
seasonal variation of the zonal wind occurs which is commonly known as the 'semi-annual 
oscillation' (SAO). Since the discovery of these oscillations, a few studies have been con-
ducted to understand the driving forces behind them. 
The characteristics of the QBO were reported by Labitzke and vaan Loon (1997). The 
main features include persistent east-west winds that have an average period of 27.7 
months. The amplitude of the QBO was also variable, with the largest occurring between 
altitudes of 25 to 30 km where the mean velocity was 30 to 40 m/s. The QBO propagated 
downwards with the westerlies descending faster than the easterlies. It was noted that 
the SAO consists of two separate oscillations centered at the stratopause and one at the 
mesopause, that have opposite phases. The SAO appeared at first in the mesosphere and 
then propagated downward in the stratosphere. However, the downward propagation was 
mainly in the westerly phase of QBO, figure 2.6. 
Earlier theory suggested that the SAO and the QBO might be caused by radiative forc-
ing. More recently Andrews et al. (1987) have postulated that the easterly phase of the 
SAO is forced by residual mean meridional circulation or diabatic circulation (explained 
in section 2.5.1), while a recent analysis of UKMO data by Ray et al. (1998) illustrates 
that GWs are the primary source of momentum for westerly phase of the SAO. 
Some observational and theoretical studies have stated that mesoscale GWs contribute 
10 - 20% of the observed QBO accelerations. Canziani and Holton (1998) reported af-
ter analyzing various satellite, radar and simulated data that for the occurrence of the 
westerly phase of the QBO, an enhanced westerly forcing was needed that was appar-
ently provided by GWs. In another study, Dunkerton (1997) simulated the QBO using a 
two-dimensional model. The results showed that GWs have an important role to play in 
driving the QBO and the majority of these waves have critical levels in descending QBO 
22 Chapter 2. Mathematical Modelling and Atmospheric Processes 
.,. . 
.... 
~. ~~~~~~~,~ .. ~_~.~,~u~~~-*~~~. --~":~~ .~,· 
f' I'WVf'G1e-'I1 
Figure 2.6: Time-series of zonal winds over the equator, analysed using stratospheric configuration of 
the Unified Model. The winds show a clear QBO in the stratosphere and a SAO near the stratopause 
(Unified Model User Guide, 1998). 
shear zones. The study also illustrated that the local spectrum of GvV phase speeds in 
the middle atmosphere is modulated by the mean fiow at the underlying levels. Hence, 
at cl'rtain phases of the QBO, when the vvinds are easterly or westerly over a deep layer, 
waves with phase speeds of opposite sign escape to higher altitudes and contribute to 
shear-zone descent of the SAO at the stratospause or the rnesopause. 
Mayr- et al. (1997) also simulated both the QBO and SAO in a two dimensional model 
with a broad spectrum GvV drag parameterization. Without the GvV drag , the SAO 
feature was not reproduced by the model while the same feature was reproduced with 
the G\V parameterization. The model also simulated the QBO with a periodicity of 21 
months and an amplitude of 8 m/s. A broad spectrum GvV drag parameterization scheme 
has also been lIsed by Scaife pt al. (2000) in the UJ\I wi th a G W source strength of 1. 75 
mls to simulate the QBO with satisfactory results. In another study, Mayr- et al. (1998b) 
showed that, filtering of GvVs by the zonal wind could produce the observed equatorial 
variability. Yet another successful simulation of both the SAO and QBO was reported by 
Takahashi (1999). 
Independent studies by, Dunker-ton and Baldwin (1991), Kodem (1991) and Yaden et al. 
(2001) demonstrated that there was a link between the occurrence of SSW and QBO in 
the tropical Imver stratosphere. Dunker-ton and Baldwin (1991) also stated that a weaker 
than normal polar night jet and a warmer than normal polar temperature could be asso-
ciated with an easterly phase of QBO at 27 km altitude. 
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2.6 Summary 
This chapter started with an introduction to the primitive equations which are used to rep-
resent the atmospheric processes within GCMs. The importance of GW in these equations 
and hence the need for their parameterization was established. Different GW parameteri-
zation schemes have been discussed in detail including the DSP scheme, and the 'conpled' 
broad spectrum and monochromatic wave scheme, both of which are incorporated in the 
Unified Model (UM) in the present research. Some potential consequences of incorporat-
ing GW parameterization in a GCM can be observed in the middle atmosphere dynamics, 
which was discussed in the final section along with the relevant literature. 
In the next chapter, the UM, which is used as a tool to investigate the effect of different 
GW parameterization schemes, is described, and implementation of the DSP and 'cou-
pled' broad spectrum and monochromatic schemes in the UM are discussed in detail. 
Chapter 3 
Gravity Wave Parameterization Schemes in the 
Unified Model 
3.1 Introduction 
This chapter focuses on the incorporation of the gravity wave parameterization based on 
different physical regimes into the UM. The chapter is laid out in the following manner. A 
description of the UM with the different parameterization employed is presented. Then, 
a detailed explanation of the GW parameterization in the UM is provided. The chapter 
is concluded with a discussion of the implementation of the DSP scheme and the coupled 
interactive broad spectrum and monochromatic GW scheme in the UM. 
3.1.1 Introduction and description of the Unified Model (UM) 
The UM is developed and maintained by the UKMO. It is an atmospheric General Cir-
culation Model (GCM) and can be used to simulate the ~tmosphere over a wide range 
of spatial and temporal scales. The UM can be run either as a mesoscale model or as a 
global scale model, which implies that it can be used as a Numerical Weather Prediction 
(NWP) model and also as a climate modeL For details see the Unified Model U8er Guide 
(1998) . 
The equations of motion, or 'primitive equations', used in the model include a full 3-
dimensional representation of the Earth's rotation which also accounts for planetary scale 
motions (Cullen, 1993) (detailed equations are provided in Appendix A). 
The UM uses a hybrid scale to represent the vertical coordinate system (Swinbank, 1989). 
It is terrain-following near the surface and llses constant pressure surfaces higher up. The 
horizontal scale is arranged according to Arakawa B-grid (Gadd, 1985). At the corner 
points of the horizontal grid boxes, the parameters such as surface pressure (Ps), poten-
tial temperature (0) and humidity mixing ratio (q) are provided, and geopotential (<I» 
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and vertical velocity ('W) are diagnosed. At the centre of the horizontal grid boxes, the 
horizontal components of wind velocity (u, v) are provided (details in Appendix A). 
The UM uses a finite difference scheme for forecasting wind, temperature and other di-
agnostic fields. The finite difference scheme has a modified split-explicit method which 
conserves the mass-weighted temperature and moisture, and treats the energy conserva-
tion term consistently (Cullen and Davies, 1991). 
This thesis uses the 'atmosphere' module ofthe UM in its 'climate mode'. The horizontal 
resolution used is 2.50° x 3.75° with 96 x 73 points in east-west and north -south direc-
tions, respectively. The vertical scale has 55 levels ranging from ground to 10 hPa, which 
corresponds approximately to an altitude of 80 km. 
3.1.2 Parameterization schemes used in the UM 
The UM contains different parameterization schemes to handle the sub-grid scale physics 
(as explained in Chapter 2) and hence to realistically simulate the atmospheric circulation. 
The physical processes that are parameterized in the UM are given below: 
• land-surface interaction 
• boundary layer 
• large scale eloud and precipitation 
• convection 
• radiation 
• horizontal eddy diffusion 
• vertical eddy diffusion and 
• GW drag 
GW parameterization scheme is the central focus here because this research deals primar-
ily with implementing different GW parameterization schemes in the UM. In the following 
sections the gravity wave parameterization scheme of the UM is discussed in detail, and 
the incorporation of the DSP and 'coupled' broad spectrum and monochromatic wave 
schemes is discussed. 
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3.2 Gravity wave drag parameterization in the Unified Model 
3.2.1 Introduction 
As discussed briefly in Chapter 2, the GW drag parameterization in the UM is based 
on the assumption that the waves are orographically generated monochromatic. This 
scheme is based upon the study of Palmer et al. (1986), who examined data from aircraft 
measurements, near-surface wind speed measurements and zonally averaged momentum 
budget. Based on their results, they proposed a parameterization scheme in which it was 
assumed that the surface stress was proportional to near-surface wind speed, Uo, static 
stability N, and to the variance of the sub-grid scale orography (Y. The sub-grid scale 
orography was assumed to be isotropic. The vertically propagating waves were assumed 
to break depending on a particular Richardson number [~ = N 2jry2, N =static stability, 
ry au / oz and U is the mean horizontal wind and z is the thickness of a level in the 
atmosphere]. 
On the basis of theoretical studies, Shutts (1990), Milton and Wilson (1996) and Gregory 
et al. (1998) have proposed some modifications to the scheme to produce low and mid 
level acceleration on the background wind speed. Milton and Wilson (1996) studied its 
impact on a 5-day forecast using a Numerical Weather Prediction (NWP) model that had 
a similar configuration to the UM, while Gregory et al. (1998) studied its effects on the 
UM's climate model with 19 vertical levels. The proposed changes over the scheme of 
Palmer et al. (1986) included 
• anisotropy in the subgrid-scale orography into the expression for surface GW stress 
• low level wave breaking mechanisms such as trapped lee waves and hydraulic jump 
of waves 
Following Gregory et al. (1998) and Webster (1997) the schemes may be summarized as 
follows. The basic elements of this scheme are the determination of the surface stress and 
distribution of the stress through surface column via 'hydraulic jump', 'saturation' and 
'trapped lee waves and reflection of hydrostatic waves' regimes. 
3.2.2 Determination of gravity wave surface layer 
The surface layer is defined as a layer which is raised over sub-grid scale orography and 
is capable of generating GWs. The depth of surface layer is henceforth calculated using 
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the following equations. 
The top of the layer can be expressed as 
h = min( ")28, 750m), (3.1) 
where 8 = root mean square of subgrid-scale variance of topography evaluated from grid-
ded terrian-height data-sets. The bottom of the surface layer is also the top of the blocked 
layer (if one exists). It is the top of the layer of air going around the mountains and is 
given by 
(3.2) 
The depth of the model levels (for level k) is calculated as 
(3.3) 
where .6II is the difference in exner function and 
(3.4) 
where II is the exner function and K, = R. hb in equation 3.2 is evaluated using the wind 
Cp 
and static stability at level 2. The finite difference form used for the static stability N, 
at level k is 
N'i, = (.6IIh-l/2,kN 'i,+1/2 + (.6IIh,k+l/2NL1/2 
(.6II) k-1/2,k+ 1/2 (3.5) 
(3.6) 
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3.2.3 Calculation of hydrostatic surface stress 
The components of the linear hydrostatic stress are given by 
PsUJ A A • ~ = ................ - hI h2 (6 COSX + 8 sznX) 
xs K,62 Ns xx xy (3.7) 
(3.8) 
ps and Ns are the surface values of the density and static stability, respectively. Uo 
is the component of the wind in the direction of the surface stress, K, is a typical wave-
length for the spectrum of GWs being parameterized, X is the phase of the surface layer 
wind relative to westerly direction and 6 is the standard deviation of orography. Jxx , 6xy 
and 6yy are the squared gradient of the elevation of the sub-grid scale orography. For 
example, if 6xx (t::;.h/ t::;.X)2, where h is height of the sub-grid scale orography dataset, 
then 6xx is simply the grid-box mean of the square of t::;.h/ t::;.x. From the above equations, 
3.7 and 3.8, it is evident that surface stress is dependent on the degree of anisotropy of 
the subgrid-scale orography. The values of hI and h2 are calculated as 
if < 1 (3.9) 
otherwise 
A ~ifo if<l h2 = 
1 otherwise 
(3.10) 
where 0:' and fJ are constants. In the present implementation, 0:' is set at 0.4 and fJ is set 
at 1. Values of hI and h2 are height dependent and are calculated based on the Froude 
number, N8/Uo. 
The terms hI, h2 , 0:' and fJ are very important because they determine which physical 
regime is to be invoked (for a given Froude number Fr) for vertical propagation of the 
waves. 
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3.2.4 Calculation of hydrostatic drag profile 
Hydraulic jump profile 
When Fr ~ a the waves are dissipated through a 'hydraulic jump' regime. The height 
of the hydraulic jump layer, Ho, is taken as 3/4 of the mean vertical wavelength of the 
waves. Ho is defined as the level where 
(3.11) 
where hb is the depth of the blocked layer (defined above). 
After the jump height has been diagnosed, the vertical profile of the atmospheric stress 
can be determined, once a check for the 'critical level' is made. A critical level is the 
level where orographic GW s dissipate. The critical level is determined by the value of the 
Richardson number 14 at that level. If 14 falls below a critical value of 0.25, critical level 
is assumed to have been reached and the waves dissipate at thatlevel. If UTs < 0, where 
U is the wind at that level, then the jump height is lowered to that level. 
If a critical level is not found below the jump height, 2/3 of the surface stress is deposited 
at the jump height. It should be added here that if critical level is found below the jump 
height, total atmospheric stress is deposited there. 
The stress profile below the jump height decreases linearly from the bottom of the surface 
layer up to the jump height. Above the jump height, for those points where the critical 
level is not found below the jump height, the remaining stress is deposited by 'saturation 
mechanism', as discussed in the following section. 
Linear hydrostatic profile or saturation mechanism 
For the points where Fr > a and for hydraulic jump points above their jump height, the 
vertical profile of atmospheric stress is determined by using the 'saturation mechanism'. 
At each layer boundary, maximum stress or the 'critical stress' that can be supported by 
the background wind is calculated according to Ri at that level. 
The components of the critical stress can be written as 
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(3.12) 
(3.13) 
If the 'critical stress' exceeds the stress in the layer below, there is no forcing between the 
two layers. However, when the stress carried upward exceeds the critical stress, then it 
is assumed that the wave is unstable and it breaks. The difference in stress between two 
consecutive levels for the 'hydrostatic regime', JT, equates to a drag or acceleration on 
the large scale flow given by the following equation 
Xsaturation = 6uj 6t = g(6T j 6p) (3.14) 
Trapped lee waves and the reflection of the hydrostatic waves 
This regime is invoked when Fr > l. The generation of short wavelength non-hydrostatic 
0: 
lee waves and reflection of hydrostatic GWs at the tropopause are assumed to be caused 
by abrupt changes in the vertical profile of a term called the Scorer parameter, l, 
l= U2 U JZ2 (3.15) 
To calculate the GW stress for trapped lee waves and transmission coefficient for reflected 
hydrostatic waves, the atmospheric column is split into two halves of equal depth. This 
involves finding the optimum height L of the layer interface for the trapped lee wave 
modes. The optimum height L is determined such that it satisfies the following equation 
alVlr -I~L 
-r=====---- + 1 = 0 Vi + artan- 1(al) , (3.16) 
where h is the mean Scorer parameter of the bottom layer and I2 is the mean Scorer 
parameter for the top layer, tan(at) = tan-1(m1L) = -(md~), ml is the vertical 
wavenumber of the trapped lee waves in the bottom layer and m2 is the inverse decay 
rate of the trapped waves in the top layer. Once the height L (the layer interface for 
the trapped lee wave) is found, the trapped lee wave surface stress, , is calculated and 
added to already determined surface stress values in equations 3.7 and 3.8. 
The waves are dissipated as follows. The momentum flux at the layer interface L is 
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determined first by the following expression 
(If + Q;ll'§)(ML + 1)' (3.17) 
(l2 12) 
where M2 = (~T~i). The lee-wave surface stress linearly reduces to the value at L and the 
remaining stress is again reduced linearly at a rate of (11m2) up to the top of the upper 
layer. The reduction in stress (87) is used for the calculation of drag due to lee waves 
with the following equation 
(3.18) 
To determine the reflection of hydrostatic waves, a 'transmission coefficient' is calculated. 
The calculation of the vertical transmission coefficient is done by splitting the atmospheric 
column again from the ground up to the tropopause into two layers of equal thickness. 
The transmission coefficient T is given by 
T l'§ + (li - l'§)cos(2hLt) , (3.19) 
where H t is the height above the ground of the interface of the two layers. In the present 
model, the transmission coefficient is used only to reduce the GW stress due to internal 
reflection. 
The acceleration due to different regimes, XSaturation and Xlee , are added together at each 
layer and the total acceleration on the background wind at each layer is calculated. 
3.2.5 Rayleigh friction in the Unified Model 
It has been stated by Gregory et al. (1998) and Swinbank et al. (1998) that the orograph-
ically induced GW drag scheme did not produce the expected results above a certain 
height. Hence, to reproduce physically realistic dynamics of the middle atmosphere, the 
orographic GW drag scheme is replaced by a Rayleigh friction above approximately 25 to 
27 km in the UM. The Rayleigh friction applies an acceleration in the lower mesosphere 
such that it provides snfficient descent of the upper stratosphere over the poles. The GW 
acceleration, XRayleigh, within the Rayleigh friction scheme is given by 
(3.20) 
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where, Zo 36 km, Zl = 80 km and Dl = 1/1.5 days. The above equation suggests 
that between approximately 27km (20 hPa) and 36 km (5 hPa), no GW acceleration is 
applied. Figure 3.1 shows the implementation of the original in the UM with a flow-chart. 
Vertical divergence of stress or 
acceleration due to orography 
Calculate the Scorer parameter 
Find out Lee-Level, 
Wave transmission and reflection 
Acceleration due to orography and acceleration 
ue to Rayleigh friction added to the wind U and V 
U and V are interpolated back to UV points 
Vertical divergence of stress 
or acceleration due to Rayleigh friction 
Figure 3.1: Flow chart of the UM's original parameterization scheme. 
It has been suggested by Gregory et al. (1998) that the orographic waves are overly em-
phasized in the scheme to provide damping on the upper-level flow of the mid-latitudes. 
It was possible that other sources of GWs could also playa crucial role in the dynamical 
processes of the model's atmosphere and there was a necessity for further refinement of 
the scheme. 
Therefore, as a part of this study, the DSP scheme and coupled interactive broad spec-
trum and monochromatic GW schemes, (Hines, 1997a,b), have been incorporated into 
the UM. 
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3.3 Incorporation of DSP scheme in the Unified Model 
The DSP scheme has already been discussed in Chapter 2 of this thesis. A detailed math-
ematical description along with the technicalities of implementation of this scheme in the 
UM is provided in this section. 
DSP scheme (Hines (1997a) and Hines (1997b)) is based on the assumption that gravity 
waves have a continuous spectrum. At a certain initial height, a GW spectrum of hori-
zontal winds is assumed to be a function of vertical wave number m, whicb terminates at 
some high wavenumber known as the cutoff wavenumber mc. 
The initial spectrum is assumed to be of sufficiently weak intensity that waves can 
be assumed to be linear in nature. The intensity of the waves grows exponentially with 
height. When the 'root mean square' (RlV1S) strength of the GW-induced wind 0', be-
comes comparable to the smallest horizontal phase speed, given by N fmc! the linearity 
and the non-interacting behaviour of the waves breaks down and nonlinearity comes into 
play. Nonlinear effects resulting from horizontal advection alter the shape of the spec-
trum and form the tail. If the tail becomes sufficiently long and extends beyond 
some maximum value mM, then all waves with m > mM are assumed to be completely 
dissipated as a result of the critical level filtering by GW induced horizontal winds. 
The parameterization is constructed by first discretizing the spectrum into J horizontal 
azimuths (value of J should be minimnm 4 for two-dimensional models and 8 for three-
dimensional models, (Hines, 1997a)) and assuming a separable horizontal wind power 
spectrum in each azimuth. The initial spectrum for the lh azimuth can be expressed as 
( ) (-s-l) S S··L 1 m·· m· r J2 ~, (3.21) 
where s is positive and assumed to be 1 and lvlji is assumed to vanish for all m > mji. 
The square of the horizontal wind variance O'j resulting from waves in the lh azimuth can 
be expressed as 
dJ{z) (3.22) 
where mm is a minimum vertical wave number and mAl is a maximum vertical wave 
number. The horizontal background wind gives rise to an azimuthally varying vertical 
wave number mji, also known as the initial 'cut-off' vertical wave number, expressed as 
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(3.23) 
The azimuthally varying vertical wave number mj decreases with height along with M j . 
The decrease in M j can give rise to momentum deposition. Hence the values of M j and 
mj need to be related at a given height to the corresponding values at the initial height. 
To achieve this, an individual GW in the spectrum is expressed with a dispersion equation 
(3.24) 
where h is the horizontal wave number, N is the static stability and n is the local intrinsic 
frequency. For a wave with intrinsic propagation into the ph azimuth, the ground-based 
frequency, w, is Doppler-shifted from the intrinsic frequency by 
(3.25) 
where Uj is the horizontal background wind velocity at the lh azimuth and Uj is the 
superimposed wave induced coordinate. 
Assuming that IUjil ~ IUjil (where Uji and Uji are the initial horizontal background wind 
velocity and initial superimposed wave induced velocity, respectively) the cut-off vertical 
wave number at a given height is calculated as 
(3.26) 
where Uj ~ <Pl(jj, Nm/J ~ <P2(j, (jj is the total horizontal wind variance in the ph az-
imuth, (j2 = 2.:,f=1 (j), <PI is the first fudge factor (1.2 ::::; <PI ::::; 1.9) and <P2 is the second 
fudge factor (0.1 ::::; <PI ::::; 0.4). <PI and <P2 are constants and their values do not change 
with height. 
Once the value for mj is calculated, and the horizontal wind variance resulting from waves 
in the ph direction is calculated as 
A A p' N 2( ) _ 2 2 I (j, Z - (j, '---I J' J xJ N- , P i (3.27) 
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where 
(3.28) 
The vertical flux density (flux per unit area) of horizontal momentum at the /h azimuth 
is thus calculated as 
(3.29) 
At each grid point, the vertical flux densities of eastward (TE) and northward (TN) mo-
mentum are given by 
(3.30) 
and 
(3.31) 
The rate of intrinsic energy deposition per unit volume is, therefore, expressed as 
(3.32) 
In this study, the DSP scheme has been incorporated into the UM. The DSP scheme can 
be further extended to facilitate 'coupling' of broad spectrum waves with monochromatic 
or orographic ally induced GWs, which is discussed in the next section. 
Initial implementations of the DSP scheme have been carried out by a number of people, 
for example Manzini and McFarlane (1998), Mayr et al. (1998a) and Lawr-ence (1997a). 
Lawrence (1997a) implemented the scheme in the Stratosphere Mesosphere Model (SMM), 
which is a mechanistic model without a tropopshere. That scheme has been extensively 
modified and implemented in the UM. 
The orographically-induced GW scheme of the UM, in the current implementation, works 
from ground to 25 - 27 km in the UM and the DSP scheme is set to operate from ground to 
the top of the model. Unlike the UM's orographic GW parameterization which produces 
momentum flux only on the grid points representing land, the DSP scheme is applied over 
the entire globe, that is, at all the grid points. It should be noted here that the inclusion of 
the DSP scheme in the UM has obviated the need to include the Rayleigh friction scheme. 
The monochromatic waves produced by the model's orography and the broad spectrum 
waves in the DSP scheme do not interact with each other and the waves break down 
according to their characteristic physical regimes. The schemes both independently cal-
culate momentum flux and acceleration. The acceleration produced by orographic waves 
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and the DSP scheme are added at each layer and the total acceleration on the background 
wind is determined. Although the phenomenon of diminution of momentum flux contin-
ues up to the altitude of the mesopause, here the overall momentum flux is dumped at 
80 km (the model's upper most level) to stimulate the residual mean circulation, (Haynes 
et al., 1991). The incorporation ofthe DSP scheme in the UM is shown in figure 3.2 with 
a flow chart. 
U and V are interpolated from UV-polnls to the P-polnts 
Vertical divergence of stress or acceleration due 
to orography 
on both land and sea points 
Hines's Spectra parameterisation 
Assumes gravity waves as broad 
spectrum of waves. (DSP) 
Vertical divergence of stress or acceleration 
ue 10 breaking of broad spectrum gravity 
U and V are interpolated back to UV points 
Figure 3.2: Flow chart of DSP scheme in the UM. 
3.4 Incorporation of coupled broad spectrum and monochro-
matic gravity wave scheme in the UM 
An overview of the coupled monochromatic and broad spectrum wave scheme has also 
been given in Chapter 2. In this section a mathematical description of the scheme and 
details of its implementation in the UM are provided. 
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In the scheme, it is assumed that GvVs comprise a broad spectrum of waves. How-
ever, an observational study using radar by Ecker-mann and Hocking (1989) suggested 
that a GW field might be a mixture of quasi-monochromatic (QMC) and broad spectrum 
waves. It is, therefore, important to study the coupling of those broad spectrum and 
QMC waves that are able to interact with each other. The theory underlying the param-
eterization is described as follows (Hines, 1997b). 
A single QMC wave is constrained to propagate into a certain single azimuth, Q, that can 
be identified in the intrinsic, wind-borne frame of reference. The QMC wave at an initial 
height is assumed to have a horizontal wavenumber kQ that it retains at all overlying 
heights. It also has an initial vertical wavenumber mi that is subject to change under 
certain conditions. 
Its intensity is characterized by its initial-height horizontal wind variance, o-~i' and its 
initial vertical flux density of horizontal momentum (FQi), which is directed into the Q 
azimuth and is given by 
(3.33) 
Upward propagating waves in the absence of any dissipation have a wind variance of 
A2 -1 J\TN-1 A2 [1 + N-1(U. U.) ]-1 (YQ = P Pi 1V i (YQi i Qi - Q mi . (3.34) 
It is assumed that the wind or shear variance produced by the QMC waves is N 2 /3nQ, 
where nQ is the number of waves included in some grid point of a model. It is also asslllied 
that the Doppler shifting of the broad spectrum waves has an effect on the propagation 
of QMC waves. When the QMC waves start dissipating, the wind variance is given by 
(3.35) 
where 
(3.36) 
The term o-J is the horizontal wind variance associated with waves of the background 
spectrum propagating in the lh azimuth. 
When the value of o-~M decreases to zero with an increase in height, the monochromatic 
waves are destroyed. It should also be noted that the presence of monochromatic waves 
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predisposes the atmosphere to instability, so the broad background spectra need not ex-
tend in vertical wave number m as far as before to induce instability. The maximum wave 
number mM is reduced from N(<P20"h)-1 by a factor of exp(1fN-1 LQ[m~iT~]). The for-
mulation and the analysis of the broad spectrum of waves can be performed as discussed 
before in the context of DSP. 
The momentum flux density that is deposited on the background wind as the waves break 
is given by 
~ N-1 ~2 k U. TQ = -p O"Q Q Q. (3.37) 
The flux density is separated into eastward (cosaQ) and northward (sinaQ) components, 
then combined with the flux densities contributed by the broad spectrum of waves. Using 
this formulation, Hines (1997b) showed that the QMC and broad spectrum of waves are 
interactive. 
The implementation used by Lawrence (1997a) and extended by Osprey (2001) is used 
here to include coupling between the DSP and the monochromatic waves. This scheme 
was primarily developed to be implemented in the Stratosphere Mesosphere Model (SMM) 
Lawrence (1997a), although Osprey (2001) used off-line tropospheric analyses to calcu-
late monochromatic wave amplitudes to simulate middle atmospheric circulations. This 
scheme has also been modified significantly in order to be incorporated in the UM, as 
discussed below. 
The contribution of the monochromatic part in the broad spectrum waves is calculated 
from the UM's 'hydrostatic surface stress' regime. Information regarding momentum flux, 
phase and vertical wave number a..<Jsociated with the monochromatic wave are included in 
the broad spectrum. 
If a 'hydraulic jump' regime is encountered, 2/3 of the momentum flux of the monochro-
matic waves is deposited at the jump height. The remaining spectrum follows the cTiteria 
for propagation and obliteration of 'coupled interactive' broad spectrum and monochro-
matic waves. The major modifications in this scheme are the exclusion of the Rayleigh 
friction scheme, inclusion of monochromatic waves in the broad spectrum and replacement 
of the 'saturation' regime of wave breaking with 'coupled interactive' regime. 
The contribution from lee waves is not included in the broad spectrum waves for the 
following reasons. When a lee-wave regime is identified in the UM, an extra 'lee wave 
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surface stress' is added to the already calculated 'hydrostatic surface stress', which might 
change the initial phase of the stress at a later stage. However, for the operation of 
the coupled-interactive scheme, the initial stress and the phase of a monochromatic wave 
has to be pre-defined prior to the simulation. Also, according to the lee wave regime, 
the lee waves are totally dissipated by the time they reach the top of the upper layer 
of the level in which they are detected. The upper layer is obtained by splitting the 
atmosphere in two parts with an interface L. This implies that there are no remaining 
lee waves above the upper layer which can be carried upwards with broad spectrum waves. 
Considering all the above features of the lee-wave regime it was found that coupling the lee . 
waves with the broad-spectrum waves would complicate the coupled-interactive scheme 
without significantly affecting the overall parameterization. Hence, the waves from the 
lee wave regime are not included in coupled-interactive regime. However, the lee wave 
regime works separately in the model and the acceleration produced due to dissipating 
waves is added to the acceleration from the coupled interactive regime to calculate 
the total acceleration on the background wind. Incorporation of the coupled interactive 
broad spectrum and monochromatic waves in the UM is shown with a flow chart in figure 
3.3. 
3.5 Summary 
Incorporation of the UM's orographically induced G\iV parameterization scheme, the DSP 
scheme and 'coupled interactive' monochromatic and broad spectrum waves scheme are 
discussed in this chapter. 
This scheme works only on the grid points representing land, up to a height of 25 to 27 
km in the UM. Above that height a Rayleigh friction scheme is used to damp the strato-
spheric jets. 
The UM's orographic ally induced GW scheme aims at determining the surface stress and 
vertical propagation of the gravity waves through different physical regimes such as, hy-
draulic jump, saturation and trapped lee waves. These regimes are invoked based on the 
value of the Froude number) Fr. 
The DSP scheme has been customized so that it works on all the grid points and also 
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Gravity wave drag routine 
(on both land and sea points) 
U and V are interpolated from UV to 
P-points 
Calculate the surface stress, surface wind and 
surface density with GW surface stress routine 
on land and sea points on land points 
Coupled orographic and broad spectrum code 
(includes Hydraulic Jump criterion and 
excludes Saturation code) 
Total stress produced by the Coupled routine Stress produced by Lee-waves if any 
Total stress produced by the two schemes 
Vertical divergence of the tolal stress or acceleration 
on the wind U and V 
Figure 3.3: Flow chart of coupled monochromatic and broad spectrum GWs in the UM. 
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extends up to the top of the model. The DSP scheme and the orographic ally excited 
GW scheme do not interact with each other and independently produce acceleration on 
the background wind. The Rayleigh friction scheme is not needed in the UM with the 
incorporation of the DSP scheme. 
The DSP scheme has been further extended to couple orographically induced monochro-
matic waves with the broad spectrum waves. As a consequence, the atmosphere is pre-
disposed to instability and the corresponding parameters in the DSP have been changed 
accordingly. However, the contribution from the trapped lee waves is not included in the 
regimes, as lee waves are entirely dissipated inside the layer they are trapped in. 
In the next chapter, case studies based on the DSP and coupled interactive schemes are 
presented on the basis of varying physical parameters. The case studies were carried with 
the aid of an off-line test bed based on the premises of the UM, to gain insight into the 
performance of the DSP and coupled interactive schemes in the UM. 
Chapter 4 
Comparative Study of the UM's Original GWD with 
the New Schemes in a Single Column Test bed 
4.1 Introduction 
In this chapter, implementation of the the DSP and 'coupled interactive' broad spectrum 
and monochromatic (CIBM) wave schemes in a single column test bed based on the UM's 
architecture is discussed. In addition to that, UM's orographic GWD, DSP and CIBM 
schemes are compared with the UM's original GWD scheme. The simplicity of the test 
bed offers the freedom to change various parameters within the schemes for a better un-
derstanding of the behaviour of GW propagation modelled on different physical regimes. 
Results from the test bed are analyzed to compare the effect of different launching heights 
and varied sources of GW on model simulations. 
The chapter is arranged in the following order. A brief discussion of the test bed is 
provided at the beginning, followed by a design of the experiments. Results are then pre-
sented for experiments using varying horizontal wind speeds and GW launehing heights 
·with the DSP scheme. Results are then presented for the various comparative studies. 
The chapter is concluded with the summary of results. 
4.2 The single-column test bed 
The theory and implementation of the UM's original GWD scheme, DSP scheme and the 
CIBM scheme are discussed in Chapters 2 and 3. 
Prior to implementing the new schemes in the UM, a simple test bed was developed so 
that the framework of each scheme could be tested without having to deal with the UM's 
user interface and code modification suite. With the aid of an off-line test bed, the evo-
lution and then dissipation of the spectral and coupled waves can be studied in detail. 
These results can then be used to interpret the results off full UM simulations with the 
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new schemes. It should be mentioned here that the UM, being a climate model, has many 
parameterization schemes which makes the operation of the model complex. Because of 
its complexity, any additional parameterization scheme can induce chaotic response to 
the model results which may not be easily traced and corrected. 
In addition to providing a useful tool for code development, construction of the test bed 
is also an important step toward understanding the UM architecture. The test bed, like 
the original UM, has a staggered Arakawa-B horizontal grid as shown in figure 4.1, and 
like the original model, uses a hybrid pressure-sigma coordinates with 55 levels. 
u~ U,v 0 
P 8,q 
Ijl (j 
u;g U,v 0 
Figure 4.1: Grid structure to show the positions of the variables 
In the present work, a single-column test bed was used to evaluate new GW parameteriza-
tion schemes; therefore, only a selected part of the model, which performs this operation 
was incorporated in the test bed. In this framework, the response of a GW parameter-
ization to arbitrary input parameters, such as, the background model fields and local 
topography, can be studied with a temporal resolution equal to the model's initial time 
step. 
To carry out idealized test cases, realistic values of zonal and meridional winds, poten-
tial temperature and specific humidity were used in the test bed. A description of the 
experiments is given below. 
4.3 Design of experiments 
The experiments are designed to compare the new GWD schemes with the UM's original 
GWD scheme. The original GWD scheme of the UM (henceforth CTL) has an orographic 
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GWD scheme up to an altitude of 25 km and from 36 km and above Rayleigh friction is 
used. Implementation of this scheme has been discussed in Chapter 3. 
The first experiment compares the behaviour of UM's orographic scheme alone (hence-
forth ORO) with CTL. Orography is represented at one grid point of the test-bed by 
using information based on UM's standard orographic data. A mountain height of 5500 
m was chosen for the experiment. 
Next, DSP scheme is incorporated in the test-bed. According to the available literature, 
for example Hirota (1996), the primary sources of GWs are believed to be in the tro-
posphere. To elucidate the effects of tropospheric filtering of broad spectrum GW using 
the DSP scheme, two GW configurations are presented, which differ in their launching 
heights for broad spectrum waves. The configurations are referred to as: 
• SUR: waves launched from the surface, 
• TRO: waves launched from the tropopause (200 hpa or approximately 12 km from 
the surface). 
In the third experiment, SUR and ORO are combined together and their effect is com-
pared with CTL. The fourth experiment comprises a comparative study of SUR and CTL. 
To study the importance of orographically induced GW s and their interaction with the 
broad spectrum waves the CIBM scheme is tested in the presence of mountains. These 
are introduced to two grid points. The following two configurations were constructed with 
differing mountain heights: 
• HIM: High mountains (elevation approximately 5000 to 5500 mY, 
• LOM: Low mountains (elevation approximately 700 to 800 m) 
The fifth experiment presents a comparison between HIM and CTL. Lastly, HIM and 
SUR are compared and contrasted for both summer and winter wind profiles. 
The total RMS wind speed (O'T) associated with the launching height for SUR and TRO 
were set at 1.414 m/s and 2.0 m/s respectively, which correspond to O'T2 2 and O'T2 = 4. 
These values were calculated such that the values of O'T are approximately equal at 200 
hpa for both cases 1. For HIM and LOM the value of O'T is set at 1.414 m/s. 
laT increases as density decreases (Hines, 1997a). 
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Other parameters within the DSP and CIBM schemes that were kept fixed over the four 
cases are: horizontal wave number of broad spectrum GWs given by 2n"/(900 km), mini-
mum vertical wave number of the spectra, mmin = 1/3000 m, the adjustable parameters 
q>1 1.5 and 4>2 004. 
Three different zonal wind patterns; a typical QBO profile on the tropics, mid-latitude 
summer and mid-latitude winter are used for the study (figure 4.2). The meridional wind, 
BV frequency, and the temperature profiles were kept constant for all cases (08prey and 
Lawrence, 2001), as shown in figure 4.3. 
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Figure 4.2: Standard profiles of tropical, winter and summer hemisphere wind profiles used TIl the test 
bed (m/s). 
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Figure 4.3: Standard profiles of meridional wind, temperature and BV frequency as a function of height; 
(km). 
It should also be mentioned here that to capture the effects of residual mean circulation 
or diabatic circulation in the mesosphere, the test bed was configured such that entire 
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momentum flux due to GWs was deposited at the top-most level of the model. 
4.4 Results and Discussion 
4.4.1 Effects of orography 
To study the effect of orography only ORO and CTL configurations are compared with 
each other. Orography is represented in one grid point in both the configurations. Zonal 
wind profile chosen for this experiment is winter zonal wind profile, because effect of orog-
raphy is found to be more magnified during winter than summer (Gregory et al., 1998). 
Figure 4.4 shows momentum flux or stress due to ORO and CTL. The orographic GWD 
scheme in the UM extends only up to an altitude of approximately 25 km and that is 
shown in figure 4.4. The direction of ORO momentum flux depends upon the gradient of 
orography and is positive in this case. It reduces slowly below the tropopause and above 
the tropopause the rate of reduction is faster. However, there is no momentum flux due to 
Rayleigh friction in CTL. Therefore, only momentum flux due to orography is represented 
in this case. 
The ORO shows a significant amount of drag at tropopause (-3 mis/day). This value 
agrees with the one in (Lilly et al., 1982). The drag due to Rayleigh friction in the UM 
is calculated as; 
X = -(z - zo)4/(Zl - zo)4 * Dl * U, 
where, Zo = 36 km, Zl = 80 km, Dl = 1/1.5 days and U = zonal wind. It should also 
be mentioned here that there is no GWD between 25 to 36 km in the UM. This is shown 
in the CTL drag. The drag in CTL is due to orography up to 25 km and above 36 km 
it is due to Rayleigh friction. The value in the upper stratosphere and lower mesosphere 
is around -40 mis/day. Hence with only orography, ORO the zonal wind in the tro-
posphere and the lower stratosphere is damped whereas with the inclusion of Rayleigh 
friction, CTL, the damping is extended to the mesosphere. 
4.4.2 Tropospheric filtering of broad spectrum GW 
Figure 4.5 shows a zonal wind profile depicting a typical QBO signal, zonal momentum 
flux and acceleration due to momentum flux for a GW spectrum launched at the ground 
(SUR). A strong deposition of momentum flux in the troposphere is evident which is 
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Figure 4.4: Momentum flux (N/m2 ) and acceleration (m/s/day) for ORO (above) and CTL (below). 
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caused by the filtering of the spectrum by the tropospheric wind. As the wind shear 
changes in the lower stratosphere (at an altitude of approximately 15 to 20 km), the part 
of spectrum which is not in phase with it is filtered through and the remaining momentum 
flux is gradually deposited at higher altitudes. 
The dissipation of waves in the troposphere is not evident from the zonal acceleration (fig-
ure 4.5) due to the relatively higher density of the atmosphere2 • However, a small spike in 
the zonal acceleration profile can be observed at approximately 15 km altitude. should 
also be noticed from the zonal acceleration profile that the spectrum starts dissipating at 
about 55 km altitude. A sudden change in the zonal acceleration can be observed at the 
top-most layer due to the deposition of momentum flux in that region. 
Zonal Wind (m/s) E-W Mom. Flux (Pascal x1 e-3) Zonal Acceleration (m/s/d) 
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Figure 4.5: Zonal wind (m/s), momentum flux*1O-3 (N/m2 ) and acceleration (m/s/day) when broad 
spectrum waves are launched from the ground. 
It is obvious from figure 4.6 that the spectrum launched from the tropopause (TRO) does 
not get filtered through the tropospheric wind and hence there is no instability in the 
spectrum at the tropopause. The spectrum, in this case, gets filtered through the strato-
sphere where a strong deposition of negative momentum flux can be observed. The rest 
of the spectrum is dissipated in the mesosphere. The zonal acceleration profile does not 
show any spike at the tropopause and indicates a stable spectrum, as evidenced by the 
2The zonal acceleration depends upon the density of the atmosphere which decreases exponentially 
with increasing altitude, as shown in the following equation. 
DF (4.1) 
where is the vertical divergence of the horizontal momentum flux, Tiz and Tiz-l are the momentum 
fluxes at consecutive levels, Piz is the density of air at that level and dz is the difference in altitude 
between the two levels. 
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lack of significant change in its value up to the stratopause. As the rest of the spectrum 
is forced to dissipate at the top layer of the model, a strong zonal acceleration can be 
observed at that point which is larger than that of SUR. 
From the above experiment it can be stated that tropospheric filtering of the broad 
spectrum of waves reduces the strength of zonal momentum flux in the stratosphere, as 
reported by Manzini and McFarlane (1998). The zonal acceleration in TRO is much 
larger than that of SUR, figure 4.6. 
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Figure 4.6: Zonal wind (m/s), momentum flux*1O-3 (N/m2) and acceleration (m/s/day) whf'~ waves 
are launched at tropopause. 
The SUR and TRO configurations were also applied to typical summer and winter hemi-
sphere mid-latitude wind profiles. The results, presented in detail in Appendix D, show 
that dissipation of waves in the SUR configuration commences at a lower altitude than 
in TRO. Hence, the GW acceleration in the top-most model layer is larger in the case of 
TRO configuration when compared to SUR. 
The results from the above experiments indicate that tropospheric filtering of a broad 
spectrum of GWs leads to a spectral imbalance within the tropopause which results in 
the breaking down of the GW spectrum at a much lower altitude in the SUR configura-
tion as compared to TRO. The differences in the process of wave dissipation effectively 
changes the GW acceleration in the upper atmosphere (Manzini and McFarlane, 1998). 
These results can also be analyzed in terms of 'vertical wave number' which is a key factor 
in the DSP. As discussed in Chapter 2, the broad spectrum of waves is equally divided 
into J azimuths with J 8 for a three-dimensional model such as the UM. Hence, J = 8 
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in this simulation and the mj values vary for each (j) azimuth. At each height the cut-off 
wave number for lh azimuth is given by 
(4.2) 
where j is the azimuthal direction of the isotropic wave spectrum, aj is the total horizon-
tal wind variance in the lh azimuth, at is the total RMS wind variance, and 1>1 and ¢>.2 
are constants. Uj is the jtlt component of the background wind and Uji is its value at the 
initial height. me.1 is constrained to be positive and non-increasing with height. 
The above equation implies that mej diminishes as any of aj, at or Uj Uji increases with 
the increase in height. "fhe values of both aj and at will be expected to rise with height 
as the density decreases. It should also be mentioned here that the value of Uj - U,ii is 
zero at the initial leveL Thus, the momentum flux will generally diminish with increasing 
altitude as shown by the following equation 
2k -1 
'Tj = PWt mj , (4.3) 
where'Tj is the momentum flux at the lit azimuth, af is the square of the total wind vari-
ance, k is the horizontal wave number of the waves and mj is the vertical wave number 
at the ph azimuth. Figures 4.7 and 4.8 show the changes in at, mj and the corresponding 
value of'Tj with height, for the SUR and TRO configurations, re..'lpectively. Figure 4.7 
shows at, mj and 'Tj at 0° and at 1800 which is the complementary angle, for spectrum 
launched from the ground, SUR. 
In the SUR configuration (figure 4.7), at increases with increasing altitude; however, its 
uniform increase is damped at around 60 km altitude indicating the location where the 
spectrum commences to dissipate. The value of mj at 0° (the first azimuth) shows a 
rapid change at around the tropopause level, 15 to 20 km, above which mj value remains 
constant. The zonal momentum flux behaves in a similar way, decreasing rapidly at the 
tropopause then remaining constant in height. 
On the other hand, mj at 1800 (the fourth azimuth) gradually decreases with height. 
The magnitude of corresponding momentum flux also decreases gradually, establishing 
the relationship between the vertical wavenumber and the momentum flux. Evolution of 
mj at 0° and 180° show how the different parts of the spectrum are chopped off when it 
is filtering through the background wind profile. 
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Figure 4.7: Total wind variance, cutoff vertical wave number for first and the fourth azimuths, and 
momentum flux for first and fourth azimuths when waves are launched from the ground, SUR. 
In the TRO configuration (figure 4.7), (It increases uniformly with altitude indicating that 
the spectrum has not been attenuated at lower levels. 
The value of mj at 0° decreases very rapidly up to the tropopause level, remaining un-
changed above that. A similar trend is seen for the corresponding momentum :flux which 
diminishes initially and then remains unchanged. The value of mj at 1800 is constant up 
to 30 km then gradually decreases to zero. The zonal momentum :flux for this particu-
lar azimuth has also approaehes zero, although there is an initial increa"le in its maguitude. 
These results demonstrate that a differences in the evolution of mj at 1800 for the two 
configurations have effectively changed the momentum :flux at that azimuth. Changes 
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Figure 4.8: Total wind cutoff vertical wave number for first and fourth azimuths, and momen-
tum flux for the first and I,he fourth azimuths when waves are launched from tropopause, TRO. 
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in the momentum flux values at other azimuths have also contributed to the changes in 
the total momentum flux of the spectrum and, as a result, the total acceleration differs 
significantly between the two configurations. 
From the above analysis it can be inferred that the tropospheric zonal wind shear (west-
erly for all cases) filters out a part of the GW spectrum creating a spectral imbalance 
witbin the troposphere of the model - an effect that has been discussed earlier. The 
filtering has resulted in the GW spectrum breaking down earlier in the SUR configura-
tion than in TRO. The change in momentum flux due to this process contributes to a 
change in the zonal acceleration, which can induce further changes in the zonal mean flow. 
In addition to the above experiments, the SUR was also applied to a high mountain case, 
which was achieved by changing the orographic information at two grid points. The re-
sults are the same as those obtained without mountains, because the DSP scheme does 
not have an orographic GW component. This experiment was conducted to compare 
the results from the SUR configuration with those from the GTL, ORO, HIM and LaM 
configurations. 
4.4.3 Effect of combination of the DSP and the UM's orographic schemes 
The previous section shows that tropospheric filtering of GWs plays a major role in deter-
mining the acceleration produced by them in the upper atmosphere and launching GW 
spectra from the ground allows the incorporation of these effects. Hence, to demonstrate 
the effect of both DSP and the UM's orographic schemes together, SUR was chosen. The 
stres..<; and drag of SUR and ORO are added with each other. Zonal mean wind for winter 
hemisphere is used to obtain results, similar to the first experiment. 
The stress due to SUR + ORO, figure 4.9 shows negative values. The change in stress 
below the tropopause is contributed mainly by the stress due to ORO. In the upper strato-
sphere, the reduction in the amount of stress is caused by the filtering of spectra by winter 
zonal mean wind as explained in the previous section. It should also be noted that the di-
rection of stress in SUR is dependent on the direction of the zonal wind. When comapred 
to the stress in CTL, figure 4.9, it is obvious that stress in CTL has no contribution above 
25 km. 
The amount of drag in SUR ORO and CTL, figure 4.9, both have contribution from 
54 Chapter 4. Comparative Study of the UM's Original GWD with the New Schemes in a Single Column Test bed 
EWMom. ftJl :IIR ... QfP 
HW .tI::t:ln.! SlR+Of'lC) 
m 
10 
0;0 
5Il 
!II 
>II 
2IJ 
ID 
0 
"", -II; -0, os 
.~~------------~~--~ 
,s 2.5 
&OW Mo)m. AUJ :CT L E-W All h. :CT L 
.. 
~ 
l "" "" -. '" ~ .. . 
""'" 
-... ~~ ~ ... = 
Figure 4.9: Stress or momentum flux (*10-3 N/m2 ) and drag (m/s/ day) for SUR and ORO added 
together (above) and stress (*10- 3 N/m2 ) and drag (m/s/ day) for CTL (below). 
4.4. Results and Discussion 55 
orography at the lower stratosphere level. However, the amount of drag in CTL at the 
upper stratosphere and lower mesosphere altitude is far less than SUR and ORO com-
bined together (approximately, 260 mis/day). This value is in agreement with the values 
suggested by (Allen and Vincent, 1995). 
Hence, the combination of SUR and ORO not only has a damping at the lower strato-
sphere equal to the value of CTL, but is also has almost six times stronger damping of 
the zonal wind at the model's top-most levels. 
4.4.4 Effect of broad spectrum GW 
In addition to the combination of SUR and ORO, the effect of SUR only is also studied 
and the results are discussed in this section. Similar to the last section, zonal mean wind 
for the winteT hemispheTe is used to generate the results. 
Figure 4.10 shows stress and drag due to SUR and CTL. The stress in SUR shows no 
significant change in the tTOposphere and the lower stratospheTe as compared to the stress 
for SUR+ ORO in figure 4.9. The amount of stress starts decTeasing (figure 4.10) at the 
same level as SUR ORO (figure 4.9). This indicates that the significant amount of 
stress contTibuted by the orography is absent in the case of SUR alone. When compaTed 
to CTL (figure 4.10), it is obvious that the stress in CTL exists only up to the tropopause 
whereas, the stress in SUR does not have any contribution to the model's lower level and 
works only at the model's topmost levels. 
The drag due to SUR does not have a contribution from the orography. It differs from 
the value of drag by SUR and ORO combined together (figure 4.9) CTL (figure 4.9) at 
the tropopause. HoweveT, the amount of drag due to SUR is equal to the amount due to 
SUR + ORO and is much stronger than that of CTL at the model's top-most levels, as 
shown in figure 4.9 and 4.10. 
It can therefore be inferred that although there is no sufficient damping of zonal wind at 
the troposphere and the lower stratosphere due to SUR, SUR contributes to significant 
damping in the upper stratosphere and lower mesosphere levels. 
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4.4.5 Effect of CIBM scheme in the presence of high mountains 
To observe the effects due to coupling of orographic waves with broad spectrum waves, 
the topography of the grids was varied so that they represent high mountains on one 
grid point, referred to as HIM. The values of height and standard deviation of orography 
were obtained from the UM's existing data for the Andes mountains with an altitude of 
approximately 5000 to 5500 m. 
For ClEM simulations using the HIM configuration, the initial spectrum of GWs are 
launched from the ground. This is because the observational studies, for example, (Allen 
and Vincent, 1995), suggest that gravity waves are generated in the troposphere. 
The depth of the surface layer of orographically-induced GWs, j~, in the UM is assumed 
to be related to the height of sub-grid-scale orography and is calculated as: 
h min( ../20', 750m), (4.4) 
where 8 is the standard deviation of the sub-grid-scale orography (Webster, 1997). The 
value of ../28 for both configurations was calculated and are found to be larger than 750 
m. Therefore, the surface stress due to orographically-induced GWs is calculated at a 
height of 750 m above ground level. The GWs were launched at this height with a source 
strength of 2 m2/s~2 and 8t of 1.414 m/s. Similar to the previous case zonal mean wind 
for winter hemisphere is used for the study. 
The stress in HIM has a negative value because of the filtering of waves through the west-
erly wind profile. The stress contributed by the HIM shows a change at the tropopause 
level (figure 4.11) indicating dissipation of ClBM waves at that leveL A slow reduction 
in the value of stress is also seen in CTL from that level. 
It should be noted that the stress in SUR (figure 4.10) does not show any change in stress 
near the tropopause level. Also, the amount of momentum flux in HIM starts reducing 
from a lower level, approximately 45 km, (figure 4.11) than SUR, 60 km (figure 4.10), 
which indicates that the ClEM waves have started dissipating at lower altitudes than the 
broad spectrum waves. This point is discussed in detail in the following section. 
The stress in SUR+ORO (figure 4.9) shows a more magnified change in its value in the 
tropopause compared to HIM (figure 4.11). However, the reduction in the value of stress 
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Figure 4.11: Stress or momentum flux (*10- 3 N/m2 ) and drag (m/s/day) for HIM (above) and for 
CTL (below). 
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occurs at much lower level in HIM than SUR+ORO. It should be mentioned here that 
in SUR+ ORO the broad spectrum and orographic waves contribute individually to the 
overall stress whereas, in HIM the stress is produced due to an interaction between the 
broad spectrum and orographic waves. 
HIM produces a drag of -0.1 mis/day near the tropopause (which is not shown in figure 
due to scaling). It is weaker than the drag in CTL at the same level, -3 mis/day. 
It is important to remember that orographic drag in CTL is dumped at 25 km. However, 
in HIM, the quasi-monochromatic waves are carried higher up in the atmosphere where 
they start dissipating at higher levels compared to CTL. 
HIM produces a damping of -170 m/s/ day at the top of the model which is much stronger 
than that produced by CTL, -40 mis/day. It should also be noted that, in comparison to 
SUR and SUR+ ORO, the HIM starts damping the zonal wind at a lower altitude. The 
amount of drag deposited by HIM is also less at the top-most model level than both SUR 
(figure 4.10) and SUR+ORO (figure 4.9). This is due to the dissipation of CIBM waves 
at a lower altitude than the broad spectrum waves. This point is discussed in detail in 
the next section. 
4.4.6 Comparison of CIBM and DSP schemes 
A comparison between the CIBM and the DSP schemes are presented in this section. In 
addition to the high mountains, the effect of low mountains have also been studied. The 
same grid points were changed again to represent low mountains of approximately 700 to 
800 m altitude, referred to as the LOM. The values are again obtained from the UM's 
standard orographic data for the Wales region. 
Both the HIM and LOM configurations were applied to typical mid-latitude summer and 
mid-latitude winter zonal wind profiles. To illustrate the effect of coupling the DSP and 
QMC GWs, the results are compared with the SUR configuration, as described in the 
previous section. 
For the HIM configuration, the initial orientation of the orographically-induced stress and 
its value in both zonal and meridional directions are given in table 4.1, for a typical mid-
latitude summer hemisphere wind profile. Similar values for the LOM configuration are 
shown in table The orographieally-induced stress and orientation were added to the 
values associated with the broad spectrum part of the wave, when the wave is launched 
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1 2 
4.156 X 10- 1.0 X 10-
9.74 X 10- 1.99 X 10-
SSjS-X-STRESS 0.234 0.199 
13.18 11.25 
Table 4.1: Zonal and meridional stress (N/m2) and orientation due to orography (HIM) with a typical 
summer hemisphere wind profile at the model bottom. 
from the 750 m level. 
Land-points 1 
S-X-STRESS 2.67 X 10-8 
S-Y-STRESS 1,48 X 10-9 
i tanO =S-Y-STRESSjS-X-STRESS 0.0553 
3.17 
Table 4.2: Zonal and meridional stress (N/m2) and orientation due to orography (LOM) with a typical 
summer hemisphere wind profile at the model bottom. 
It should be noted that the orographic stress in LOM configuration is much smaller than 
that of HIM, consistent with the expectation that lower mountains will induce weaker 
orographic GW stress than higher mountains. 
The momentum flux in the troposphere for both SUR (figure 4.12(a)) and HIM (figure 
4.12(c)) are negative because of filtering of the GW spectrum by the strong westerly tro-
pospheric jet streams. In the stratosphere and mesosphere regions there is a net positive 
momentum flux deposition due to the easterly jet streams which filter out the remaining 
part of the spectrum. In terms of magnitude of the zonal momentum flux, these schemes 
are similar, indicating that the stress due to orographic GWs alone (figure 4.12(b) )is small 
compared to the broad spectrum waves in the presence of a typical mid-latitude summer 
hemisphere wind profile. 
It should be repeated here that the orographic GW scheme in the UM extends only 
up to an altitude of 25 to 27 km. However, the difference in momentum flux between 
SUR and HIM (figure 4.12(d)) shows a sudden positive stress near the tropopause. This 
suggests that the presence of orographic waves in the broad spectrum has modified the 
spectrum in such a way that a significant part of it is filtered out in the tropopause region. 
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Figure 4.12: Zonal momentum flux (10-3N/m2 ) due to (a) broad spectrum waves in DSP scheme 
SUR, (b) due to orography only, (c) due to coupled interactive broad spectrum and monochromatic 
waves HIM, (d) due to difference between coupled interactive and DSP, (e) difference between zonal 
acceleration (m/s/day) for coupled interactive and DSP (HIM ~SUR) for a summer hemisphere zonal 
wind profile, summer mid-latitude zonal acceleration when spectra are (e) launched from ground for SUR 
(m/s/day) and (f) in t;he presence of high mountains HIM (m/s/day). 
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The zonal acceleration profiles for SUR (figure 4.12(f)) and HIM (figure 4.12(g)) suggest 
that the waves in HIM configuration start breaking down at a lower altitude, resulting in 
zonal acceleration also at a lower altitude than that of the SUR. Although the difference 
(figure 4.12(e)) is small when compared to the amount of total acceleration produced by 
both at the model's topmost leveL It can be inferred that the coupling of orographic and 
broad spectrum can induce very small changes in the zonal acceleration during summer. 
Zonal momentum flux and acceleration for LOM are also studied. They are found similar 
to that of HIM for mid-latitude summer wind profile and hence are not discussed sepa-
rately. The results indicate that varying topography has no effect in the mesosphere of 
the CIBM scheme during summer. Detailed results for this case are presented in Appendix 
D. 
A similar experiment using the HIM and LOM configurations was performed in the 
presence of a typical mid-latitude winter hemisphere wind profile to study the effect of 
orography in the winter hemisphere. Initial values of stress and their orientation at the 
model's lowest level are shown in tables 4.3 and 4.4 for HIM and LOM, respectively. 
These are very similar to their summer hemisphere counterparts. This may be due to the 
low level tropospheric wind, which has approximately similar values during summer and 
winter. 
Land-points 1 2 
S-X-STRESS 5.75 x 10-
S-Y-STRESS 1.34 X 10-6 
tanO =S-Y-STRESS/S-X-STRESS 0.233 
13.1 
Table 4.3: Zonal and meridional stress (N/m2 ) and orientation due to orography (HIM) with a typical 
winter hemisphere wind profile at the model bottom. 
Zonal momentum flux values for SUR (figure 4.13{a)), HIM (figure 4.13{c)) and LOM 
(figure 4.13(h)) are negative from troposphere through to stratosphere (50 km) due to 
filtering of the waves through the westerly wind profile. However, the zonal momentum 
flux in HIM and LOM have started reducing in magnitude at a lower level than SUR. 
This indicates an attenuation of CIBM spectrum earlier than the broad spectrum GWs. 
Furthermore, the event has taken place earlier in LOM as compared to HIM dne to rel-
atively weaker CIBM GW spectrum in LOM. Contribution from GW due to orography 
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Land-points 
S-X-STRESS 
S-Y-STRESS 
tan () =S-Y-STRESS/S-X-STRESS 
Table 4.4: Zonal and meridional stress (N/m2 ) and orientation due to orography (LOM) with a typical 
winter hemisphere wind profile at the model bottom. 
only (figure 4.13(b)) shows that zonal stress in troposphere is larger in magnitude with 
a winter hemisphere wind profile than that of summer wind profile as shown in figure 
4.12(b). 
The evidence of an earlier dissipation of CIBM GW can also be noticed in the zonal ac-
celeration profiles of HIM (figure 4.13(g)) and LOM as compared to SUR (figure 4.13(i)) 
where the acceleration can be observed at a lower altitude. The difference between zonal 
acceleration of HIM and SUR (figure 4.13(e)) also shows that the zonal acceleration for 
HIM is less than SUR at the topmost layer of the model. Also, zonal acceleration in LOM 
(figure 4.13(i))are exhibited at an even lower altitude than HIM (figure 4.13(g))and the 
magnitude is smaller than that of HIM at the topmost level of the model. This indicates 
the dissipation of the spectrum in LOM configuration at a lower level than that of HIM. 
The results suggest that the orographic part of the spectrum in HIM configuration has 
evolved through troposphere and has destabilized the spectrum at a lower altitude than 
that of SUR. As a result, the spectrum has started to dissipate by depositing momentum 
flux and acceleration at a lower altitude than SUR. When the spectrum in HIM finally 
reaches the mesosphere, it is much weaker than the spectrum in SUR with lower zonal 
acceleration at the model's upper most level. Also, with a weaker orographic part of 
CIBM spectrum in LOM the waves break down at a relatively lower altitude compared 
to HIM in the presence of a typical mid-latitude winter zonal wind profile. 
The zonal momentum flux produced by orography with the summer hemisphere wind 
profiles is smaller than that reported in the literature (Lilly et al., 1982), (McFarlane, 
1987) and (Milton and Wilson, 1996). However, zonal momentum flux obtained for the 
winter hemisphere wind profile is comparable with those reported in the literature. N ev-
erlheless, it should be mentioned here that the UM, as a climate model, has much lower 
resolution than the mesoscale models used by McFarlane (1987) and Milton and Wilson 
(1996) for the studies. Furthermore, the results shown in the citations are restricted to 
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Figure 4.13: Zonal momentum flux (lO-3N/m2) due (a) broad spectrum waves in DSP scheme SUR, 
(b) orography only, (c) coupled interactive waves HIM, (d) coupled interactive-DSP (HIM-SUR), (e) 
zonal acceleration (m/s/day) for coupled interactive-DSP (HIM-SUR) for a typical winter hemisphere 
zonal wind profile, typical winter mid-latitude zonal acceleration when spectra are (f) launched from 
ground for SUR, (g) in the presence of high mountains HIM (m/s/day), (h) zonal moment,um flux and 
(f) acceleration in the presence of low mountains LOM. 
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lower stratosphere only. 
It is also obvious from the results that, with the typical winter hemisphere wind profile 
the effect of coupled orographic GWs is magnified as compared to the summer hemisphere 
wind profile, which is also suggested by Osprey (2001). It will be therefore interesting to 
study the effect of these schemes in the UM to determine if a similar trend is also observed 
on a global scale. 
4.5 Summary 
The results presented in this chapter are obtained from a single-column test bed based 
on the UM architecture. Two different physically realistic GW parameterization schemes, 
namely, DSP and CIBM schemes, (Hines, 1997a) and (Hines, 1997b), were assessed within 
this test bed prior to being incorporated in the original UM. The DSP and CIBM schemes 
were also compared to the UM's original GWD scheme. The experiments described in this 
chapter emphasize the effects of: the orography only, tropospheric filtering of broad spec-
trum GWs, combination of the broad spectrum and orographic waves working in parallel, 
broad spectrumonly and the effect of coupled-interactive broad spectrum and orographic 
waves over varying topography. 
The evolution of GW in the schemes were studied using different configurations. The 
UM's original GWD scheme with orographic GWD and Rayleigh friction (CTL) and 
the orographic GWD scheme alone (ORO). The DSP scheme was tested with different 
launching heights of the broad spectrum of waves: 
• SUR: The surface, and 
• TRO: The tropopause, 200 hpa or appro:cimately 12 km. 
Combination of SUR and ORO was compared with CTL. 
The CIBM scheme was tested with different orography: 
• HIM: High mountains, and 
• LOM: Low mountains. 
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Physical parameters such as meridional wind, temperature and BV frequency were set 
constant for all the tests, which made use of the following zonal wind profiles: a typi-
cal QBO profile in the tropics, mid-latitude summer hemisphere and mid-latitude winter 
hemisphere. 
From the studies of CTL and ORO configurations it can be summarized that ORO only 
contributes to zonal wind damping up to a height of approximately 25 km. The drag due 
to CTL not only damps the zonal wind up to 80 km, it also contributes to equal amount 
of drag in the troposphere and the lower stratosphere as ORO. 
Comparison of results for the SUR and TRO configurations implies that local shear in 
the troposphere generates a spectral imbalance when broad spectrum GWs are launched 
from the ground (SUR). Due to this bias, the spectrum destabilizes and starts dissipating 
at a lower altitude as compared to the configuration where the waves are launched from 
the tropopause (TRO). Evidence ofthis process is also seen in zonal acceleration profiles 
for the two cases where it is weaker in magnitude at the model's top-most level for SUR 
than that of TRO. A similar behaviour of broad spectrum waves has also been reported 
by Manzini and McFarlane (1998). 
The effect of combination of SUR and ORO was also studied against CTL. The results 
show that in SUR+ORO the orographic GWD scheme produce stress and resultant drag 
near the tropopause and the DSP scheme produces damping of the zonal wind at the 
lower mesosphere. Although the amount of drag at the troposphere is same as that of 
CTL, SUR+ORO produces far stronger drag at the lower mesosphere as compared to 
CTL. 
SUR was also compared with CTL. The results show that unlike CTL and SUR+ORO, 
SUR does not show any damping in the tropopause, as there is no orographic GWD 
scheme in SUR configuration. However, the drag produced by SUR+ORO and SUR are 
equal in magnitude in the lower mesosphere and is stronger than that produced by CTL 
at the same levels. 
To simulate the effect of coupling QMC waves to the broad spectrum waves, the stress 
and orientation due to orographic ally-induced GWs (tables 4.1 and 4.3) were added to 
the broad spectrum information. When HIM was compared with CTL, a change in the 
value of stress in HIM was seen in the tropopause region. However, the resultant drag 
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was found to be weaker than that produced by CTL at the same level. However, the 
amount of drag contributed by HIM is stronger than CTL at the upper stratosphere and 
lower mesosphere. It is also noticed that deposition of momentum flux and the resultant 
drag in HIM occurs at a lower altitude than SUR, indicating dissipation of ClBM waves 
at a lower altitude in HIM compared to SUR. 
With a mid-latitude summer hemisphere wind profile, it was found that the zonal momen-
tum flux was not strongly affected by the introduction of orographic waves. Furthermore, 
changes in the height of mountains did not significantly affect the CIBM GW acceleration 
in the mesosphere. 
With a mid-latitude winter zonal wind profile, the momentum flux starts reducing in 
maguitude at lower altitudes in HIM and LOM as compared to SUR. The results show 
that the ClBM spectrum is supported by a background westerly wind up to the winter 
stratopause where it starts dissipating in the presence of mountains. The main reason 
behind this is that the spectrum becomes predisposed to instability when orographic 
spectrum is included in broad spectrum waves (Hines, 1997b). As the CIBM spectrum 
reaches the upper most level of the model its strength reduces considerably. As a result, 
the acceleration produced at the top level is also weaker than when broad spectrum waves 
are launched from the surface. 
It should also be noted here that with a mid-latitude winter wind profile, the GW spectrum 
in the presence of low mountains starts dissipating earlier than the spectrum generated by 
high mountains, which is seen in their respective zonal momentum flux and acceleration 
profiles. This is due to relatively weaker orographic spectrum associated with the low 
mountains as compared to that associated with the high mountains. The results further 
indicate that the effect of CIBM scheme is greatly pronounced with the mid-latitude win-
ter wind profile than with summer wind profile which has also been discussed by Osprey 
(2001). 
Single column test bed results give useful insights about the propagation and obliteration 
of GW simulated in different physical regimes. The effects on an atmosphere consisting 
of fewer parameter spaces than a GCM is identified. It is of paramount importance to 
explore if such effects are also reflected in a global scale. Hence, the parameterization 
schemes are further incorporated in the UM. The model results simulated with the DSP 
scheme and 'coupled interactive' broad spectrum monochromatic wave scheme are dis-
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cussed in detail in the next chapter. 
Chapter 5 
Tropospheric Sensitivity to Coupling Orographic and 
Spectral GW Parameterizations 
5.1 Introduction 
The DSP (henceforth spectral) and coupled interactive monochromatic and spectral (hence-
forth coupled) schemes have been incorporated in the UM. The use of these schemes in 
the simple model test-bed was outlined in the foregoing chapter and in this chapter we 
progress to the application of these schemes in a sophisticated GCM that includes a tro-
posphere. Previous applications of the DSP have either not used a coupled scheme, e.g., 
Manzini and McFarlane (1998), or have not used a model with a complete representation 
of the troposphere Osprey (2001). Here, we examine the sensitivity of the tropospheric 
climate to the different schemes and in the next chapter we examine the influence of the 
coupling on middle atmosphere dynamics. 
To examine the climate sensitivity in the model the UM was run for two six years sim-
ulations, incorporating the spectral and coupled parameterizations, respectively. In each 
case, the spectrum of waves was launched at the model's ground level. In both cases, 
the source has equal strength and other parameters are kept similar to the values already 
discussed in the test-bed, as discussed in Chapter 4. In addition to the above specifica-
tions, orographic GWD of the original UM has been changed with the introduction of an 
interacting broad spectrum and quasi-monochromatic waves. 
In addition to spectral and coupled schemes, the UM is also run for 6 years with its 
original GWD scheme (henceforth original). The results from the troposphere and lower 
stratosphere for the original is compared qualitatively with UKMO assimilated data at 
the begining of this chapter. 
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5.2 Comparison of the original GWD scheme and UKMO as-
similated data 
It should be mentioned before comparing the results of original with the UKMO data 
that the UKMO assimilated data system, (Swinbank and O'Neill, 1994), produces a self 
consistent sequence of three-dimensional grid-point analyses of the atmosphere, using ob-
servations (from radiosondes and satellites) to constrain the evolution ofthe model (UM's 
level model). It consists of daily global fields oftemperature, geopotential height and 
three component of winds. Studies performed by (Coy and Swinbank, 1997) have found 
that the UKMO analyses agree quite reasonably with Goddard Space Flight Center strato-
spheric analyses and that the results are not biased by the UKMO modeL Also, studies 
by (Manney et al., 1996) have revealed the fact that UKMO analyses are realistic and 
have been successfully used by (Manney et al., 1994) in studies ofthe stratospheric polar 
vortex. For our purpose, only the monthly mean fields of the above mentioned diagnostics 
are compared qualitatively with the results of original simulation. 
(Swinbank et al., 1998) also reported a similar comparison of the model results, their 
model's lid height was different from the one used in this case. They used the climate 
version of the UM with 49 levels which extends up to an altitude of 64 km. The UM in 
this case has 55 levels and the model lid height extends up to 80 km. 
5.2.1 Northern hemisphere winter 
Six year monthly average of zonal mean zonal wind for the months of December, January 
and February (top to bottom) are presented in figure E.1. Results from the original sim-
ulations are presented on the left and the UKMO assimilated data are plotted on the right. 
An external comparison of the results shows that there are considerable similarities be-
tween them in the position and the shear of the jets. The main differences are the strength 
of the tropospheric westerly jets in both the hemispheres. The original displays stronger 
jets compared to the UKMO data for all three months. The westerly jet in northern 
hemisphere lower stratosphere is also stronger in original than UKMO assimilated data. 
In addition to the above the easterly jet in the southern hemisphere lower stratosphere is 
weaker in the UKMO assimilated data than the original. 
This consistent difference in the strength of zonal mean zonal wind may indicate a weak 
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damping by gravity waves which is a motivation for a better GWD scheme for the UM. 
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Figure 5.1: Zonal mean zonal wind for original (left) and UKMO (right) data for (top to bottom) 
December, January and February. Coutour int,!:'xval is 5 m/s. 
Figure represents 6 years average of monthly mean zonal temperature for both spectral 
and UKMO data. The plots exhibit similarities in the temperature profiles in showing 
the cold tropical troposphere and the cold polar stratosphere in the Northern hemisphere. 
However, the main difference between the plots is the persistent lower temperature in the 
stratosphere of the original in both the hemispheres compared to the UKMO fields. The 
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lower temperature seen in the Northern Hemisphere polar stratosphere compares well in 
January between the original and UKMO data. However, the temperature in the same 
region is much lower in the original than in that of the latter. This is a common dis-
crepancy which has been detected in many GeMs, (Pawson et al., 2000), and has been 
attributed to a weak GW forcing. 
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Figure 5.2: Zonal mean temperature for original (left) and UKMO (right) data for (top to bottom) 
December, January and February. Contour interval is 5 K. 
6 years average of monthly mean values of zonal mean meridional (top) and vertical (bot-
tom) velocities for the month of January are presented in the figure E.4 for the originsl 
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and UKMO assimilated data. An overview of the figureE.4 for the meridional and vertical 
velocities show similarities in the features for the original and the UKMO data. How-
ever, both meridional and vertical velocities are stronger in the original than that of the 
UKMO fields. An interesting feature in the vertical wind plots can be identified in both 
cases. There is an up welling of the zonal mean vertical wind in the northern hemisphere 
polar lower stratosphere. This might be due to SSW causing an adiabatic motion at that 
region during the Northern Hemisphere winter (Ruth et al., 1994). It should be noted 
here that the strength of the vertical motion in the original is stronger than the UKMO 
fields. 
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Figure 5.3: Zonal mean meridional and vertical wind for original (left) and UKMO (right) data for 
January only. Contour interval for meridional wind profiles is 3 decim/s and vertical wind is 1 mm/s. 
5.2.2 Southern hemisphere winter 
Figure represents six year monthly average of zonal mean zonal velocities for both 
the original and UKMO assimilated data fields for June, July and August. The strength 
and the position of the jets in both the hemispheres are similar in both cases as opposed 
to those of the Northern Hemisphere winter months. 
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However, strength of the easterly jets in the northern hemisphere lower stratosphere is 
more in original than the UKMO assimilated data which might again indicate a nessecity 
for stronger GW damping. 
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Figure 5.4: Zonal mean zonal wind for original (left) and UKMO (right) data for (top to bottom) June, 
July and August. Contour interval is 5 m/s. 
Figure E.7 shows the zonal mean temperature for the original and UKMO assimilated 
data fields. The lower polar temperature in the Southern Hemisphere lower stratosphere 
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similar to each other. However, the rest of the lower stratosphere is colder in the original 
than in the UKMO fields as seen during December, January and February. 
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Figure 5.5: Zonal mean zonal wind for original (left) and UKMO (right) data for (top to bottom) June, 
July and August. Contour interval is 5 K. 
The zonal mean meridional and vertical velocities for, July only, are shown in figure E.8. 
Comparison between the original and the UKMO data shows that the meridional wind in 
the tropical tropopause is much weaker in the latter. Also, the positive meridional wind 
shear in original at the tropical stratosphere is not observed. The features of the zonal 
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mean vertical velocity are well reproduced by original in comparison with UKMO data 
fields. However, the strength of the zonal mean vertical wind is greater in the original 
than the UKM 0 data. 
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Figure 5.6: Zonal mean meridional and vertical wind for original (left) and UKMO (right) data for July 
only. Contour interval for meridional wind profiles is 3 decim/s and vertical wind is 1 mm/s. 
Comparison of the original and the UKMO assimilated data shows that the tropospheric 
jets in both hemispberes are stronger in the original than that of the actual data. The 
soutbern hemisphere winter zonal mean zonal wind in the original up to an altitude of 
lower stratosphere compare very well with the assimilated data. However, the temperature 
fields from the model results show a persistent lower temperature in original compared 
to the assimilated data, a feature observed in most of the GCMs. The meridional and 
the vertical winds are very similar in both cases. The above study therefore indicates a 
nessecity for the incorporation and further studies of new GWD schemes in the UM. The 
results are presented in the following sections. 
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5.3 Comparison of Spectral and Coupled during northern hemi-
sphere winter 
In this section, the tropospheric zonal mean wind and temperature simulated by the two 
schemes are compared. As expected, the main differences in these fields are attributed to 
the difference in parameterized GW acceleration. In addition, changes in resolved waves 
and stationary planetary wave processes are also discussed. 
Figure 5.7 shows the tropospheric and lower stratospheric zonal mean zonal wind for the 
coupled and spectral runs, and their difference, averaged over the month of January for 
six year simulation period. In this chapter, all figures use a vertical coordinate that is an 
effective height in km. While the model domain extends to near 80 km, the panels are 
limited to the lower 30 km so that tropospheric features are highlighted. 
The main differences that can be seen in the northern (winter) hemisphere and the tropics 
are: a weaker stratospheric polar night jet in the coupled simulation (discussed in more 
detail in chapters 7 and 8); there is a stronger mid-latitude jet stream in the coupled 
scheme, and the tropical jet structure is different. It can be seen that the polar night jet 
is rather more distinct from the mid-latitude jet in the spectral simulation. 
In addition to that, when zonal mean zonal wind in spectral and coupled, fig. 5.7 are 
compared with the same parameter in original, fig. E.1, it is found that, original has a 
stronger polar night jet compared to the other two cases. However, coupled has a stronger 
midlatitude jet-stream than spectral and original. It should be noted that the difference 
in contour intervals are accounted for while describing these features. 
Figure 5.8 shows the zonal-mean temperature fields for the spectral and coupled runs and 
spectral-coupled differences, again averaged over the month of January for the six year 
period. The main features are a much cooler northern stratosphere, warmer polar upper 
troposphere (> 5K), and the warmer northern middle latitude stratosphere (all in the 
spectral simulation, in comparison with the coupled simulation). vVhile these features 
are clearly in thermal wind balance with what is seen in the zonal-mean winds, the 
temperature differences also highlight the additional feature in the southern hemisphere, 
where the upper troposphere is also> 1K warmer in the co'upled simulation. The wind 
perturbation in balance with this is not obvious due to the contour intervals chosen which 
highlight the large northern hemisphere differences. 
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Figure 5.7: Zonal-mean zonal-wind for the spectral (top), coupled (middle) and their difference for the 
six-year January average (bottom). The contour interval is 10 mls in the top two panels and 4 mls for 
the lower panel. 
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Zonal mean zonal temperature of spectral and coupled are compared with the original. 
It is clear from fig. 5.8 and fig. 11 that the tropical tropopause in the original is much 
colder than the other two cases, which may be indicative of an improvement in the GWD 
scheme. However, spectral and original show warmer temperatures in the midlatitude 
tropopause and the lower statosphere. 
Given that the external difference between the simulations is the GW acceleration, this 
acceleration is examined in an effort to explain these results. The key difference between 
the two simulations is that in the spectral simulation there are two independent gravity 
wave parameterizations operating, the UM's original orographically-induced GW scheme 
and the DSP scheme. In the coupled case the two are intimately linked. The total forcing 
on the background wind, in this case, is contributed by broad spectrum GW modified by 
the orographically induced waves. 
The GW zonal acceleration contributed by the 'broad spectrum' or DSP part of the spec-
tral simulation and the total zonal acceleration of the coupled simulation are compared 
with each other for the month of January in figures 5.9 and 5.10. It can be observed 
from figure 5.10 that there is no significant difference in GW acceleration in the northern 
hemisphere mid-latitudes up to an altitude of around 15 km. This difference is not strong 
enough to damp the zonal mean wind in the spectral simulation which does not explain 
the observed values obtained by Lilly et al. (1982). 
It should be recalled from the test-bed results in Chapter 4, that independently propa-
gating orographically-induced GWs produce strong momentum flux (1 X 10-3 N/m2) in 
the troposphere and lower stratosphere level in the presence of high mountains during 
winter. It was also discussed that the orographic part of the spectrum in the coupled 
scheme propagates high in the middle atmosphere and starts breaking down in the strato-
sphere. Hence, the contribution from orographically-induced gravity waves in the spectral 
simulation is studied next. As noted in Chapter 4, this component of GW acceleration 
extends only up to 27 km of the model. 
The contribution to orographic drag from various phenomena, such as, hydraulic jump, 
lee waves and saturation of waves are calculated. It is found that forcing due to hydraulic 
jump and lee wave phenomena extends only up to an altitude of 750 hPa and their am-
plitudes are considerably weaker than the saturation process. Hence, the six year average 
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Figure 5.8: Zonal-mean temperature for the spectral (top), and coupled (middle) runs and their difference 
(bottom) for January averaged over six years. The contour interval is 10 K for the top two panels and 2 
K for the last panel. 
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Figure 5.9: GW acceleration in January for spectral (top) and coupled (bottom) due to DSP. Contour 
interval is 0.05 mis/day. 
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Figure 5.10: Difference in GW acceleration in January between spectral and coupled due to DSP. 
Contour interval is 0.02 mis/day. 
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of zonal acceleration due to saturation of the orographically induced GWs for January is 
quantified in figure 5.11. 
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Figure 5.11: Zonal mean forcing due to 'saturation' of orographically induced GWs in spectral averaged 
over six years. Contour interval 0.5 mis/day. . 
Figure 5.11 demonstrates that the forcing produced due to saturation of independently 
propagating orographic GWs in the spectral is quite substantial, amounting to -2 mis/day. 
The value is also comparable to the values reported by (Lilly et al., 1982). The relatively 
strong orographic gravity wave forcing acting independently in the spectral scheme damps 
the zonal mean wind. 
A similar calculation for the original was also done to show that the 'saturation' of the 
orographic GWs produced the same amount of drag as compared to the spectral, as shown 
in fig. E.2. 
This drag observed in both spectral and original is responsible for the damping of zonal 
mean zonal wind and also warmer temperatures in the midlatitude tropopause, which is 
absent in the coupled. 
The stronger orographically-indllced GW forcing in the spectral parameterization near the 
tropopause, in comparison to the coupled scheme, gives rise to a stronger residual mean 
circulation in that region. is because of Coriolis forcing which drives the residual 
mean circulation, and plays an important role in momentum balance in the extratropical 
troposphere, as shown in table 5.1. 
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Figure 5.12: 6 years monthly mean of zonal mean GW acceleration produced due to 'saturation' in 
original for January. Contour interval is 0.5 mis/day. 
Latitudes ~ v(u cos "')</>. -fv ~ wUz X acos¢ a cos </> acosd> 
0° o ± 0.13 0.3 ± 0.36 0.02 ± 15 0.0 ± 14 -0.1 ± 0 -0.22± 0 
50° o ± 0.652 -0.37 ± 0.96 ± 12.7 o ± 12.6 0.15 ± 0.25 -0.74±0.3 
0.32 
Table 5.1: Zonal momentum budget at 15 km km at 00 and 500 latitude for northern hemisphere winter. 
The units are 86400 mis/day, values less than 0.01 mis/day are omitted. 
Thus, the difference in GW acceleration is expected to bring a difference in the residual 
mean circulation in the troposphere between the two simulations. This is displayed in 
figure 5.13 which presents the six year average residual mean circulation for January for 
both the spectral and coupled simulations, and the difference between them. 
From figure 5.13 it can be observed that both the spectral and coupled simulations show 
two thermally direct cells in the northern hemisphere troposphere, which is also discussed 
by Holton (1992). The difference in residual mean circulation, or diabatic circulation, 
between the two simulations not only shows a stronger circulation in the spectral at the 
lower troposphere but, a stronger sinking motion in the upper troposphere region can also 
be identified in it. 
Due to its stronger residual mean circulation in the extratropical troposphere, the spectral 
simulation displays a warmer temperature than the coupled. A similar feature has also 
been observed by McFarlane (1987), Milton and Wilson (1996), Gregory et al. (1998) and 
Yang et al. (2000) by applying an orographic GW parameterization in their respective 
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Figure 5.13: Mean meridional circulation for the month of January in spectral (left) and coupled (right) 
simulations and their difference (bottom). The vertical winds have been scaled by 100.0 and maximum 
components appear below each plot. 
models. 
The difference in GW acceleration between the spectral and coupled simulations, as shown 
in the previous section, affects tropospheric diabatic circulation. In addition, it can also 
induce changes in the meridional circulation, which can be verified by analyzing the terms 
of the zonal momentum balance equation from table 5.1. This reveals that the zonal mo-
mentum in the upper troposphere at the tropics and mid-latitudes is balanced by the 
CorioUs force (- jv), mean meridional drift (v(:~:::)d> and wUz) and zonal acceleration 
(X) contributed by GWs, transient waves, and eddy forcings. 
Hence, a change in X can also influence the meridional and vertical circulation in the tro-
posphere, which can be represented by the Hadley and Ferrel cells (Holton, 1992) shown 
in figure 5.14. reason behind studying the diagnostics for the month of January is 
that the meridional circulation in winter is much stronger than in summer, especially in 
the northern hemisphere (Holton, 1992). Also, saturation of orographic GWs produces 
the strongest acceleration during this period in the northern hemisphere. 
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Figure 5.14: i\!lean meridional circulation for the month of .J anumy in .spectral (left) and c01lpled (right) 
simulations. The vertical winds have been scaled by 100.0 and maximum components appear in the figure 
legend. 
Figure 5.14 shows the presence of a thermally direct cell, also known as the Hadley cell, 
in the northern hemisphere tropics of both spectml and coupled simulations. Thermally 
indirect Ferrel cells can also be identified in the mid-latitudes of both simulations. It is 
noted that the Ferrel cell in the coupled simulation is s tronger than that in the spectml. 
Similar circulations are also displayed in the southern hemisphere, although their strength 
is less than their northern hemisphere counterparts. 
It is stated by Holton (1992) and GrotJahn (1993) that the tropical Hadley cell and mid-
latitude Ferrel cell are driven mainly by diabatic heating, and eddy heat and momentum 
flux. The eddy heat and momentum flux can be quantified by calculating the divergence 
of EP-flux (explained in Appendix C). The EP-flux divergence for both the spectml and 
coupled simulations is presented in figure 5.15. 
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Figure 5.15: EP-flux divergence in .spectral (left) and c01J.pled (right) for the month of January. The 
contours are in logarithmic scale with contour intervals ranging from -20, -15, -10, -5, -2, -1, 
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Monthly mean EP-flux divergence, in figure 5.15, is calculated by averaging daily EP-flux 
divergence values for the month of January. Figure 5.15 displays a strong convergence of 
EP-flux (negative values) that can be identified below 15 km in the northern hemisphere 
mid-latitudes in both the spectral and coupled simulations. Comparison of the values in 
that region show that the spectral simulation has a stronger convergence than that of the 
coupled. 
The stronger EP-flux convergence value of the spectral simulation is linked with the 
stronger residual mean circulation, as on a seasonal time scale the zonal force due to 
the EP-flux divergence is nearly balanced by the Coriolis force part of the residual mean 
meridional function (Holton, 1992). 
The GW acceleration in the northern hemisphere winter troposphere has induced dif-
ferences in the tropospheric circulation between the spectral and coupled simulation. A 
detailed study has also been done on the southern hemisphere summer region. Due to 
the absence of land-sea contrast no noticeable difference has been found. 
5.4 Comparison of Spectral and Coupled during southern hemi-
sphere winter 
To identify similar features during the southern hemisphere winter the zonal mean wind 
and temperature for both the spectral and coupled simulations are studied for July. Zonal 
mean wind and temperature for the spectral scheme and difference between the spectral 
and the coupled simulations for July are presented in figures 5.16 and 5.17. 
It is apparent that there is no difference in the southern hemisphere zonal mean wind. 
However, a difference of approximately 3 K in temperature at the northern hemisphere 
polar latitudes can be seen in figure 5.17. This is again due to the saturation of orographic 
GWs in the spectral simulation as shown in figure 5.18. It is noteworthy that the oro-
graphic GW acceleration has decreased considerably during July at the same latitudes. 
The forcing produced by orographic GWs depends upon the background wind that filters 
them out (Gregory et al., 1998). Hence, due to the weaker westerly jets in the troposphere 
during summer, the G\'V forcing has also weakened considerably. A similar feature has 
also been identified by Osp1'ey (2001). 
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Figure 5.16: Zonal mean zonal wind for the spectral (top) and difference between spectral and coupled 
(bottom) for July averaged over six years. Contour interval is 10 mls and 4 mls respectively. 
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Figure 5.17: Zonal mean zonal temperature for the spectral (top) and difference between spectral and 
coupled for July (bottom) averaged over six years. Contour interval is 10 K and 2 K respectively. 
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Figure 5.18: Zonal mean forcing due to 'saturation' of orographically induced GWs in spectral averaged 
over six years. Contour interval 0.5 mis/day. 
However, no difference in the zonal wind and temperature fields is identified in the south-
ern hemisphere due to the scarcity of orographic features and very little land-sea contra.."lt 
(Gel, 1992). 
5.5 Summary 
A qualitative comparison of the results from the original simulation and UKMO assim-
ilated data has indicated a need for a better parameterization of GW s in the UM than 
the present one. The spectral and conpled schemes are incorporated in the UM and their 
effect in the troposphere and the lower stratosphere of the UM are studied in detail. 
It can be summarized from the above study that GW acceleration differs considerably 
between the spectral and conpled schemes. In the northern hemisphere mid-latitudes, a 
damping of zonal wind and warmer temperature is observed in the spectral simulation 
during winter. The results show that this damping of zonal mean wind is caused by accel-
eration due to 'saturation regime' of independently acting orographic GWs in the spectral 
parameterization scheme. 
The orographic part of the coupled orographic and broad spectrum waves breaks down 
at a relatively higher altitude, as shown in the the previous chapter with the aid of the 
test-bed. Hence, a similar effect in the tropospheric circulation is not identified in the 
90 Chapter 5. Tropospheric Sensitivity to Coupliug Orographic and Spectral GW Parameterizations 
coupled simulation. 
The stronger GvV drag in the 8pectm,l scheme induces a stronger residual mean circulation 
in the mid-latitude troposphere in the 8pectral which increases the temperature at that 
region. The change in GW forcing in the troposphere also changes the forcing produced by 
resolved waves, which is observed to be stronger in the 8pectral as compared to the coupled 
scheme. No significant differences between the spectral and coupled schemes were seen 
during summer, nor were any differences observed in the southern hemisphere simulatioI1."l. 
It can therefore be inferred that the dynamics of the troposphere in the UM is sensitive to 
the two different GW parameterization schemes. In the following chapter the sensitivity 
of the middle atmosphere to GW parameterizations is discussed in detaiL 
Chapter 6 
The Sensitivity of the Unified Model's Stratosphere 
6 .1 Introduction 
The sensitivity of the UM's troposphere to changes in GW parameterization has been 
studied in the previous chapter, using spectral and coupled schemes. In this chapter, the 
behaviour of the model's middle atmosphere is analyzed using these parameterization 
schemes. 
The results obtained from the spectral simulation are compared and contrasted qualita-
tively with the UKMO assimilated data in the next section before moving on to subtler 
differences between simulations using the different schemes. It should be noted in this 
context that UKMO assimilated data is one of the standard sets of data which has been 
used by, Swinbank et al. (1998), Butchart and Austin (1998), Randel et al. (1999), Rep 
(2001) and Gregory et al. (1998), to compare their respective model results. It is worth 
mentioning here that the UKMO assimilated data extends approximately only up to the 
stratopause, 56 km or 0.3 hPa. 
The seasonal variation of the zonal mean wind and temperature in the middle atmosphere, 
as obtained from simulations using the two schemes are compared in section 2. The effect 
of differences in GW acceleration on model behaviour are also discussed, in the context 
of dynamical processes such as the Stratospheric Sudden Warming (SSW), equatorial os-
cillations and residual mean circulation. 
Sensitivity results for the UM have already been presented by Swinbank et al. (1998), 
Gregory et al. (1998) and Butchart and Austin (1998). In these studies, the UM was 
simulated with different model lid heights and vertical resolutions. They used GW pa-
rameterization schemes based on Gregory et aI. (1998) that extend up to 27 km; and above 
that height the Rayleigh friction scheme was used. The present work also reports results 
from the simulation of the UM with similar GW parameterization schemes in Appendix 
D. However, the main difference between these reports and the present work is the height 
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of the model lid, which extends up to 80 km, and the different GW parameterization 
schemes used. 
The UM has been run over a period of six years with each parameterization scheme. 
Although this is a relatively short integration period for a GeM, it was reported by Swin-
bank et al. (1998), based on a 5 year model run, that the UM can successfully simulate 
the dynamic characteristics of the middle atmosphere within that span of time. 
6.2 Comparison of the UKMO data with the results of spectral 
simulations 
The results of the six year UM integration with spectral scheme, are compared with 
the UKMO assimilated data, (Swinbank and O'Neill, 1994). The UKMO data used for 
this study is also a year average monthly mean data set. Diagnostic fields such as, 
zonal mean zonal wind, zonal mean temperature, zonal mean meridional wind, and zonal 
mean vertical wind for the months of January and July are qualitatively compared in the 
present section. As the UKMO assimilated data extends approximately only up to the 
stratopause, 56 km or 0.3 hPa, many features of the model which appear above 56 km 
cannot be compared with the data set. 
The zonal mean zonal velocities for the months of January (the left hand side) and July 
(the right hand side) for UKMO data and spectral simulations (top to bottom) are shown 
in figure 6.1, respectively. This order has been maintained for all subsequent figures in 
the present section. 
The zonal mean zonal wind in January and July show reasonably similar westerly wind 
shear in the troposphere in both hemispheres. However, the polar night jets in the north-
ern hemisphere winter stratosphere show differences. The spectral simulation shows a 
stronger and more vertically upright jet compared to the UKMO data. This indicates 
a more stable stratosphere in the spectral simulation and hence lesser GW activity than 
that of the assimilated data. 
One of the features of the spectral simulation in figure 6.1 is that polar stratospheric jet 
closes off in the mesosphere. This feature is produced by a successful representation of 
GW acceleration which induces a diabatic circulation in the polar middle atmosphere of 
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the spectral simulation. Another interesting feature that is not observed in the UKMO 
assimilated data is the alternating easterly and westerly wind in the tropics. This feature 
may be linked with the model's representation of QBO and SAO, which are discussed in 
detail in Chapter 8. 
The strength of the January easterly jets in the southern hemisphere are similar for both 
cases. The zonal mean wind fields for the spectral simulation in July compare very well 
with the {JKMO zonal wind fields in both hemispheres. 
Model Zonal Wind ModeJ Zonal Wind 
'" 
~50.00 0.00 50.00 ·50.00 0.00 50.00 
Latitude (deg) 
Zonal Mean Jan 1999 
latitude {ceg} 
lena! Mean Jul19GG 
Figure 6.1: Zonal mean zonal wind for (top to bottom) UKMO data, spectral simulation for January 
(left) and July (right). The plots extend up to 80 kIn in y- axis. Contour interval 10 m/s. 
The zonal mean temperature fields are shown in figure 6.2. The temperature for the 
northern hemisphere lower stratosphere shows marked differences in January across the 
two cases. In comparison to the assimilated data, the minimum lower stratosphere tem-
perature occurs higher in the atmosphere in the spectral simulation. The southern hemi-
sphere January temperature fields agree very well with each other. There is a temperature 
inversion in the mesosphere observed in the spectral simulation which is again induced by 
the model's GW drag. 
The temperature fields for july in the simulated results compare well with the assimi-
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lated data, though the stratosphere is colder in the spectral simulation. This feature has 
been observed in many GeMs and has been reported widely by Swinbank et al. (1998), 
Butchart and Austin (1998), Pawson et al. (1998), Langematz and Pawson (1997), Pope 
et ai. (2000), McLandress (1998) and Yang et al. (2000). The colder stratosphere in the 
model might be related to radiative heating of the model. Pope et al. (2000) have per-
formed some experiments to improve this feature in the UM. 
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Figure 6.2: Zonal mean temperature for (top to bottom) UKMO data, spectral simulation for January 
(left) and July (right). Contour interval 10 K. 
Figure 6.3 shows the mean meridional velocity for the UKMO data and the spectral simu-
lation for the months of January and July. The January northern hemisphere polar region 
in assimilated data shows a positive wind shear that is not observed in the spectral sim-
ulation. Another difference between the two cases is the strength of the mean meridional 
velocity, which is greater in the assimilated data sets. This can again be related to the 
weaker GW acceleration in the middle atmosphere of the spectral. 
The other features such as the positive wind shear in the tropical troposphere and 
stratopause region, observed in the UKMO data, is well represented in the spectral sim-
ulation. It also demonstrates a positive wind shear in the mesosphere from the southern 
hemisphere polar region to the northern hemisphere pole for the month of January and a 
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negative meridional flow from the northern hemisphere pole to the southern hemisphere 
pole for the month of July. This motion in the middle atmosphere is related to the dia-
batic circulation as described in Chapter 2. 
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Figure 6.3: Zonal mean meridional wind for (top to bottom) UKMO data, spectral simulation for 
January (left) and July (right). Contour interval for the UKMO data is 5 decimeter/s and spectral is 10 
decimeter/so 
The diabatic circulation as diagnosed using the zonal mean meridional velocity can also 
be identified in the zonal mean vertical velocity. Zonal mean vertical velocity for January 
and July are shown in figure 6.4 for the UKMO a.."lsimilated data and the spectral simu-
lation. The contour intervals for the UKMO vertical velocity fields are 1 mm/s, while for 
the the spectral simulation is 5 mm/s. 
The upwelling and the sinking features in the stratosphere, seen in the northern and 
southern hemispheres during both January and July, are related to the diabatic circula-
tion. This feature can not be identified in the UKMO data as it extends only up to a 
height of 56 km. 
However, a careful examination of these fields shows that the negative vertical velocity 
of the UKMO data in the northern and southern hemispheres during January and July 
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Figure 6.4: Zonal mean vertical wind for (top to bottom) UKMO data, spectral simulation for January 
(left) and July (right). Contour interval for UKMO assimilated data is 1 mmjs and for spectral is 5 
mmjs. 
is stronger than its counterpart in the spectral simulation. It can be related again to 
the weak G\'V acceleration in the model which is unable to induce strong vertical motion 
connected to the downward control process. 
In January, there is an upward motion in the northern hemisphere polar stratosphere in 
all three cases which may be connected to a Statospheric Sudden Warming (SSW) event 
in the northern hemisphere winter stratosphere. 
This qualitative study has revealed that there are several features in the spectral simula-
tion that concur with the CKMO assimilated data. There are a few other features, such 
as the strength of zonal mean zonal wind speed and alternating easterlies and westerlies 
which do not agree very well with the UKMO assimilated data. Due to the lack of avail-
ability of assimilated data fields above 56 km, dynamical features in the mesosphere, such 
as the diabatic circulation, could not be compared with the model results. 
It can be summarized here that the overall dynamic characteristics of the middle at-
mosphere are well represented by the model when simulated with the spectral scheme. 
Although the effect of a weak GW acceleration can be identified in a weak diabatic cir-
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culation in the spectml simulation, the results successfully demonstrate the closing of 
easterly and westerly jets in both hemispheres during summer and winter. 
In the next section, we move on to compare the results from the spectml nm with the 
more complex coupled simulation to identify whether a change in GW acceleration (as 
reported in Chapter 4) has any effect on dynamical processes in the middle atmosphere. 
6.3 Sensitivity of the Unified Model's middle atmosphere 
6.3.1 Northern hemisphere winter 
Figure 6.5 shows a six year average of monthly mean zonal wind climatology ba..sed on 
the spectral and coupled simulations and the difference between them for January. Pre-
liminary examination of the results shows that the northern hemisphere winter westerly 
is much stronger in the spectml simulation than that of the coupled. The values of the 
easterly wind fields in the southern hemisphere summer are similar for both cases. 
The polar night jets have also moved towards the North pole in the spectml simulation 
which can be identified from the dipole feature in January at an altitude of approximately 
60 km. A stronger westerly in the coupled simulation at lower stratosphere and upper 
troposphere is also noticed during the same time in the northern hemisphere. 
The six-year climatological average zonal mean temperature for the spectml and the cou-
pled simulations, and their differences, are shown in figure 6.6. On initial examination of 
figures 6.6, the only apparent difference that can be noticed is that the coupled simula-
tion is relatively warmer in the northern hemisphere stratosphere. Also, the equatorward 
gradient of the temperature above the stratosphere in the spectml simulation is greater 
than that of coupled. This explains the stronger polar night jet in the spectral simulation 
via the thermal wind relation as explained in Appendix 2. 
The difference between the spectral and coupled simulations shows a dipole feature in the 
winter middle atmosphere. This suggests that the stratosphere has warmed up consid-
erably and the mesosphere has cooled down in the coupled simulation compared to the 
spectral, producing an effect of descending stratopause. This feature indicates that the 
winter middle atmosphere in coupled simulation is more disturbed or unstable than that 
of spectral. 
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Figure 6.5: Zonal mean zonal wind for the spectral (top left), coupled (top right) run averaged over six 
years and the difference (bottom) between them for January. Contour interval is 10 m/s and 5 m/s for 
the difference. 
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Figure 6.6: Zonal mean zonal temperature for the spectral (top left) and coupled (top right) runs 
averaged over six years and difference (bottom) between them for January. Contour interval is 10 K and 
3 K for the difference. 
THE LIBRARY 
U~IIVERSITY OF C{l,NTERBlIRY 
~..,. 
100 Chapter 6. The Sensitivity of the Unified Model's Stratosphere 
In order to verify that the disturbance in the middle atmosphere of the coupled simulation 
is greater than the spectral simulation, standard deviations of the zonal mean wind for 
both simulations during January are studied. A similar test has also been reported by 
Lawr'ence (1997b). Figure 6.7 shows the standard deviation of the zonal mean wind for 
both the spectral and coupled simulations for the month of January. 
Figure 6.7 clearly demonstrates the differing nature of the simulations. The spectral sim-
ulation shows a much lesser variability than that of the coupled simulation. The spectral 
simulation also shows maximum variability around the single polar night jet and at the 
tropics, whereas the inter-annual variability in the coupled simulation displays two peaks 
of variability in the northern hemisphere. The less prominent variability in the spectral 
simulation compared to the coupled simulation indicates a lack of early and midwinter 
warmings in the spectral simulation which has also been observed by Butchart and Austin 
(1998). It should be pointed out, in this context, that the SSW events for both the sim-
ulations are studied in detail in the next chapter. 
Figure 6.7: Standard Deviation of January zonal mean wind for spectral (left) and coupled (right) 
simulation. Contour interval is 3 m/s. 
Hence, it can be interpreted that the north em hemisphere polar middle atmosphere shows 
maximum interannual variability in zonal mean wind compared to the southern hemi-
sphere for both the spectral and coupled simulations. It should also be noted that 
prominent variability in the spectral simulation, compared to the coupled simulation, in 
the northern hemisphere, may indicate a relative lack of early and midwinter warmings 
in the spectral (Butchart and Austin, 1998). 
The characteristics of the zonal mean wind and temperature in both the spectral and 
coupled simulations, as well as their differences, are caused by their parameterized GW 
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accelerations. However, before analyzing the difference in GW acceleration between the 
spectral and coupled simulations, it is necessary to know the processes that balance the 
forcing induced by GW acceleration in the extratropical middle atmosphere. 
Table 6.1 shows zonal momentum balance terms for the northern and the southern hemi-
sphere mid-latitudes during January for the spectral simulation. It should be clarified here 
that table 6.1 is provided only to show the dynamical processes that balance the forcing 
induced by GW acceleration in summer and winter middle atmosphere extratropics, and 
not to compare the difference in GW acceleration between the two simulations. 
Latitude ~ vlucos<P)!£ -fv ~ WUz X acos'di acosq, acos'di 
500 N O± 0.12 -8.23±0.1 16.1 ± 11.0 0±6.5 7.84±0.03 -15.71 ± 
3.95 
50u S 0 ± 
... _--... _ ...... 
0.61 10.1 ± o ± 12.7 0.34 ± 9.83 ± 0.3 
0.15 12.6 0.025 
Table 6.1: Zonal momentum budget at 75 km and 50° N and 50° S during Jannary for spectral simulation. 
The units are 86400 mIs/day, values less than 0.01 are omitted. 
It is obvious from the terms in table 6.1 that foreing due to GWs in the middle atmosphere 
extratropics is mainly balanced by Coriolis forcing in both summer and winter. However, 
meridional and vertical advection terms also play an important role in maintaining the 
zonal momentum balance. 
Another important point to note, here, is that the acceleration produced by GWs in the 
extratropical winter hemisphere middle atmosphere is easterly (negative). This accelera-
tion induces a forcing opposite to the zonal westerly flow and is responsible for weakening 
of polar night jet in the winter hemisphere as shown in figures 6.5. GW acceleration in the 
middle atmosphere extratropical summer hemisphere is westerly (positive), which is again 
opposite to the direction of easterly zonal mean wind. This forcing due to this acceleration 
contributes to the weakening of easterly zonal wind jets in the mesosphere during summer. 
These features are exhibited in figure 6.8 which shows zonal mean GW acceleration for 
the spectral and coupled simulations, and the difference between them, respectively, m 
logarithmic scale during January. 
In figure 6.8, a striking difference in the strength and position of GW acceleration be-
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Figure 6.8: GW acceleration in spectral (top left), coupled (top right) and the difference (bottom) 
between them for the month of .January. The contours are in logarithmic scale with contour intervals 
for the first two plots going from (-100, -75, -50, -25, -10, -5, -2, -1, 1, 2, 5, 10,25,50,75,100) 
mIs/day. The contour interval for the final (difference) plot going from (-20, -15, -1,1, 
2, 5, 10, 15, 20) mIs/day. The dotted lines indicate negative numbers. 
tween the spectral and coupled simulations is observed. The GW acceleration is stronger 
towards the northern hemisphere polar region but is weaker in the extra-tropics for the 
spectral simulation. In the southern hemisphere, the coupled simulation shows a uni-
formly stronger acceleration than the spectral. However, the difference in the southern 
hemisphere is negligible in comparison to the differences in the northern hemisphere. 
These features have been noted in the discussion of the single column test bed in Chapter 
4. The waves in the coupled simulation start dissipating at a relatively lower altitude in 
the presence of orography than the spectml simulation. As a result, the magnitude of 
GW acceleration in coupled at the model's mesosphere is less compared to the spectral 
simulation. The GW acceleration in the coupled simulation at stratospheric levels is not 
evident from figure 6.8, due to the relatively higher density of the atmosphere in strato-
spheric levels than mesospheric levels (explained in Chapter 4, equation 4.1). 
Residual mean circulation or diabatic circulation, as discussed in Chapter 2, is intimately 
connected to the GW circulation and causes a warm winter mesosphere and a cold summer 
mesosphere when solstice conditions prevail. This feature is displayed in both the spectml 
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and coupled simulations with the aid of figures 6.6. During January, both simulations 
show a warm mesosphere in the northern hemisphere polar latitudes and cold mesosphere 
in the southern hemisphere polar latitudes. 
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Figure 6.9: Residual mean circulation for the month of January in spectral (left) and coupled (right) 
simulations. The vertical winds have been scaled by 250.0 and maximum components appear in the figure 
legend. 
Figure 6.9 shows the residual mean circulation for the spectral and coupled simulations for 
the month of January. The upward motion observed in the southern hemisphere meso-
sphere induces adiabatic cooling and the downward motion in the northern hemisphere 
induces adiabatic heating. This circulation plays an important role in altering the horizon-
tal temperature gradient in the mesosphere of both the spectral and coupled simulations, 
which also contributes to the closing of polar jets in the mesosphere, (Geller, 1997). 
The stratosphere in the spectral simulation (figure 6.9) exhibits a rising motion in the 
northern hemisphere pole. A similar feature is, however, not identified in the northern 
hemisphere stratosphere of the coupled simulation. This feature in spectral simulation 
may be associated with a SSW event during mid-January (which is explained in the next 
chapter), inducing an adiabatic motion in the northern hemisphere polar stratosphere 
(Rosier et al., 1994). 
The effect of stronger GW acceleration in the spectral simulation in the middle atmo-
sphere of the northern hemisphere polar region can be perceived in the difference between 
the mean flow (zonal mean temperature and zonal mean wind) of the spectral and coupled 
simulations. change in the mean flow of the middle atmosphere further affects large 
scale planetary waves in the atmosphere (Andrews et al. (1987) and OWeili and Pope 
(1988)). Hence, apart from residual mean circulation, GW acceleration has a bearing on 
large scale planetary wave circulation. 
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According to linear wave theory (Matsuno, 1970) and (Andrews et al., 1987), planetary 
waves propagate on a refractive index that is governed by background wind. Background 
wind can therefore be assumed as a wave guide that plays an important role in changing 
the direction of propagation of the planetary waves. Lawrence (1997a) also suggested that 
the effect of GWs can be interpreted as a 'damping' on the non-linear planetary waves. 
Although this feature has not been studied in detail in the present context, an interesting 
result is presented below. 
To study the effect of GW acceleration on the planetary waves in the spectral and cou-
pled simulations, the signature of planetary wave-1 is calculated based on monthly mean 
geopotential heights for January. A one-dimensional Fourier analysis is perfonned on the 
zonal mean geopotential height for the month of January. 
The wave-1 signature in the geopotential height fields of the spectr'al and coupled simu-
lations is presented in figure 6.10. The spectral simulation shows a smaller amplitude of 
wave-l than the coupled simulation. 
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Figure 6.10: Wave-1 amplitude in geopotential height field for the month of January for spectral (left) 
and coupled (right) simulations respectively. Contour interval 100. 
It should be further noted that the planetary wave amplitude in the southern hemisphere 
summer is negligible compared to the northern hemisphere winter middle atmosphere. The 
difference in planetary wave amplitudes in the spectral and coupled simulations critically 
affect the evolution of SSW events in the northern hemisphere winter middle atmosphere. 
A detailed analysis of the SSW is presented in Chapter 7. 
It has been demonstrated in this section, that the difference in GW acceleration in the 
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winter hemisphere has affected the middle atmosphere circulation in the two simulations. 
The position of the GW acceleration and its strength for the coupled simulation (figure 
6.8) has made the winter middle atmosphere more disturbed and unstable compared to 
the spectral simulation. The coupling of the broad spectrum and orographic GW has led 
to the dissipation of the coupled waves at a lower level compared to the uncoupled waves 
in the spectral simulation. 
The summer hemisphere in this section has not displayed any noticeable difference. This 
can be attributed to the lack of orographic features and land-sea contrast in the Southern 
hemisphere. The orographic parts of the spectra in the spectral and coupled schemes have 
not played any important role in the southern hemisphere GW acceleration, and thus 
have not significantly affected the middle atmosphere circulation. 
The next section discusses results from the southern hemisphere winter middle atmo-
sphere. They have been studied in detail to analyze the effect of differences in GW 
acceleration between the two schemes. 
6.3.2 Southern hemisphere winter 
The strength and the position of the westerly wind fields in the southern hemisphere win-
ter do not show much difference between the spectral and coupled simulations, as shown in 
figure 6.11. Once again this is due to the absence of orographic features in the southern 
hemisphere, which effectively limits the role of the orographic part of the spectrum in 
both schemes. 
The easterly wind field in the summer hemisphere (figure 6.11) does not show any notice-
able difference across the two schemes, in spite of the presence of orography. This feature 
has been discussed in Chapter 4 with the aid of test-bed. 
The only difference in zonal mean zonal wind is seen in the tropical mesosphere, where 
a stronger westerly wind in the spectral simulation above an altitude of 70 km can be 
noticed. The seasonal variability in the wind fields of both the schemes can again be 
shown by using the six-year year mean standard deviation for July (figure 6.12). 
Although the maximum variability in July simulations is displayed in the upper strato-
sphere at 500S, it is not as strong as that of the northern hemisphere winter variability, 
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Figure 6.11: Zonal mean zonal wind for the spectral (top left), coupled (top right) run averaged over 
six years and the difference (bottom) between them for July. Contour interval is 10 mls and 5 mls for 
the difference. 
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Figure 6.12: Standard Deviation of July zonal mean wind for spectral (left) and coupled (right) simu-
lation. Contour interval is 3 m/s. 
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shown in figure "6.7. Also, unlike the northern hemisphere winter, there is no difference 
in the variability of the two simulations. It can therefore be stated that the southern 
hemisphere winter middle atmosphere is much more stable than that of the northern 
hemisphere's. 
Temperature 
-50.00 0.00 50.00 
Latitude (deg) 
Zonal Mean Jul 1999 
.<:: 
.9 
'" I 
!!! 40 
::J 
~ 
a. 
0, 20 
.3 
·50.00 0.00 50.00 
Latitude (deg) 
Zonal Mean Jul 1999 
-50.00 0.00 50.00 
Latitude (deg) 
Zonal Mean Jul1999 
Figure 6.13: Zonal mean zonal temperature for the 8pectral (top left) and coupled (top right) simulations 
averaged over six years and difference (bottom) between them for July. Contour interval is 10 K and 3 
K for the difference. 
The zonal mean temperature for the two simulations, along with the difference between 
the two, for the month of July is shown in figure 6.13. The temperature field does not 
show any marked difference between the schemes; however, the mesosphere in the cou-
pled simulation is colder in the mid-latitudes compared to the spectral simulation. The 
difference in temperature is also seen in the tropical mesosphere. This feature has been 
studied and is explained in the next chapter. 
Zonal mean GW acceleration for the spectral simulation and the difference between the 
same fields for the spectral and coupled simulations are shown in figure 6.14. It is evident 
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from that the zonal GW acceleration in the southern hemisphere winter mesosphere is 
stronger for the spectral simulation than that of the coupled. The coupling of orographic 
and broad spectrum GWs has induced instability in the coupled waves at a much lower 
altitude than when uncoupled. In the spectral simulation: the GWs start depositing their 
momentum at a higher altitude than coupled simulation, and its effect gets magnified due 
to the reduced density in the atmosphere at that height. It is worth pointing out here 
that a similar feature has also been observed in the northern hemisphere winter and has 
been explained in the 'single column test-bed' in Chapter 4. 
It has already been discussed that GW acceleration and diabatic circulation are closely 
related. A difference in GW acceleration in the winter mesosphere between the spectral 
and c07Lpled simulations (figure 6.14) can therefore induce a difference in the residual 
mean circulation. Furthermore, the residual mean circulation is associated with adiabatic 
heating and cooling at the poles, which may lead to differences in the gradual warming 
of the mesosphere from winter to summer. 
To study these effects, the residual mean circulation for both the spectral and coupled 
simulations during June is discussed in detail. The results for the other winter months 
are not displayed to avoid repetition. Figure 6.15 shows the six-year mean residual mean 
circulation for the two simulations and the differences between them. 
It is evident that a rising motion in the northern hemisphere mesosphere is associated 
with the deposition of positive zonal acceleration, and a sinking motion in the southern 
hemisphere mesosphere is associated with the negative values of zonal acceleration, as 
shown in figure 6.15. The difference in the residual mean circulations of the two sim-
ulations is identified in the southern hemisphere middle atmosphere, where the spectral 
simulation shows a stronger downward motion than the coupled simulation. 
This stronger downward motion (w*) is associated with the stronger GW acceleration in 
the spectral simulation, as shown in figure 6.14, and can be expressed by the following 
equation (McIntyre (1989) and Haynes et al. (1991)): 
w*(zo) 1 [) [COS <P lZT ] () <p !:lA, -f- Ps(z)X(z)dz , Ps Zo a cos U'f' • zo (6.1) 
where w*(zo) is the vertical motion due to GW parameterization at a height Zo, <p is the 
latitude, Ps is the standard density, f is the Coriolis parameter, a is the radius of the 
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Figure 6.14: The plots in the left are the monthly mean GW zonal acceleration for the months of June, 
July and August, averaged over 6 years for spectral plotted in a logarithmic scale. Contour intervals are: 
-150, -100, -50, -10, -5, -2, -1, 1, 2, 5, 10, 25, 50, 75, 100, 125, 150 mis/day 
The right hand side plots are the difference in GW zonal acceleration for the months of June, July and 
August, between spectral and coupled simulations averaged over 6 years. Contour intervals are : -30, 
-20, 1, 2, 5, 10, 15, 20, 25, 30 mis/day, The plots from top to bottom are 
for the months of June, July and August. . 
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Figure 6.15: Residual mean circulation for the month of .June in the spectral (top left) and coupled (top 
right) simulations and the difference between them (bottom) for the same month. The vertical winds 
for the first two plots have been scaled by 150.0 and the last plot has been scaled by 250.0. Maximum 
component;s appear in the figure legend. 
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earth and X is the body force per unit mass due to parameterization and other numeri-
cally resolved tendencies. Hence, the stronger GW acceleration in the spectral simulation 
produces a stronger w* than the coupled simulation. 
The effect of stronger residual mean vertical motion in the southern hemisphere winter 
polar mesosphere of the spectral simulation compared to the coupled simulation is re-
flected in the adiabatic heating of the same region. 
The adiabatic heating can be calculated from the thermal balance equation as explained 
in Chapter 2: 
DT 
Dt =Q, (6.2) 
where .!!... + u..!L + v..!L + w (J.. T is the temperature in Kelvin Q is the diabatic at Ox Oy Oz' , 
heating term, which in the middle atmosphere is net radiative heating rate per unit mass 
Q (Jjcp)eK:z/H (Andrews et al., 1987) and the term w~~ is the vertical component of 
the adiabatic heating rate. 
This equation has to be solved to calculate the adiabatic heating rate, which requires both 
short wave and long wave radiation data to calculate the terms of the equation. In the 
present work, these data have not been directly accessed from the model. Instead, the 
model diagnostics have been re-gridded to accommodate input the data from MADPO 
(Lawrence, 1997a), an external module, in order to calculate components of adiabatic 
heating rate. 
The vertical component of the adiabatic heating rate for the spectral simulation for the 
months of June, July, August and September are shown in figure 6.16. The difference in 
adiabatic heating rate between the spectral and coupled simulations are shown in figure 
6.17. 
If the horizontal and meridional component of adiabatic heating is considered negligible, 
the terms in the equation 5.3 can be rewritten as, 
or or 
-=Q-w-
at {)z (6.3) 
Hence, it can be easily identified from equation 6.3 that heating is associated with neg-
ative values of the vert.ical component of adiabatic heating, while cooling is associated 
with positive values of the same field. 
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Figure 6.16: Adiabatic heat,ing in spectral for the months of June (top left), July (top right), August 
(bottom left) and September (bottom right). Contour interval is 40C/day. 
Figure 6.17 shows that the southern hemisphere middle atmosphere in the spectral sim-
ulation is receiving a considerably larger amount of adiabatic heating than that of the 
coupled simulation. 
The stronger vertical advection of temperature in the middle atmosphere of the spectral 
simulation throughout its southern hemisphere winter causes a gradual increase in the 
polar temperature which becomes evident in the spring, as shown in figure 6.18. The in-
crease in temperature in the southern hemisphere middle atmosphere gradually progresses 
down from the mesosphere to the stratosphere in the spectral simulation (Swinbank et aI" 
1998). This increase in temperature weakens the polar night jet (via the thermal balance 
as explained in Appendix B) in the spectral simulation much earlier than the coupled sim-
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Figure 6.17: Difference between spectral and coupled in adiabatic heating for the months of June (top 
left), July (top right), August (bottom left) and September (bottom right). Contour interval is 30 C/day. 
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ulation which is displayed in figure 6.19. 
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Figure 6.18: Zonal mean zonal temperature for the spectral (top left) and coupled (top right) runs 
averaged over six: years and difference between them (bottom) for July. Contour interval is 10 K and 3 
K for the difference. 
It can therefore be summarized from these results that the GW acceleration at the model's 
uppermost levels in the spectral simulation is comparatively stronger than that of the 
coupled simulation. This leads to a deeper vertical advection in the spectral simulation 
between the pole and mid-latitudes in the southern hemisphere. The stronger vertical 
velocity causes the winter stratosphere in the spectral simulation to warm earlier in the 
spring compared to the CO'upled simulation. 
6.4 Summary 
The preceding sections discuss the effects of GWs in the middle atmosphere of both the 
spectral and coupled simulations, which is the major thrust of the present research. Dif-
ferences in various dynamical processes are analyzed in view of the differences in GW 
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Figure 6.19: Zonal mean zonal wind for the spectral (top left), coupled (top right) simulation averaged 
over six years and the difference between them (bottom) for July. Contour interval is 10 m/s and 5 m/s 
for the difference. 
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acceleration across the two simulations. 
Differences in the northern hemisphere summer have not been very noticeable across the 
two cases. However, during winter a relatively unstable middle atmosphere is exhibited 
by the coupled simulation compared to the spectral simulation. This is caused by the 
dissipation of GW s at different altitudes, and also at different latitudes in the two simu-
lations. The relatively more unstable middle atmosphere in the coupled simulation may 
also indicate more frequent SSW events. 
The southern hemisphere summer and winter have not shown much difference between 
each other in the context of the different schemes. However, earlier progress towards 
spring with the change in temperature gradient and corresponding change in the wind 
shear in the spectral simulation compared to the coupled simulation has been attributed 
to the difference in GW acceleration of the two schemes. 
The next chapter focuses on high frequency data from an arbitrary year (1991 - 1992) 
northern hemisphere winter. This study can assist in understanding the difference in the 
northern hemisphere winter middle atmosphere circulation between the spectral and cou-
pled simulations induced by the different GW parameterization schemes. 
Chapter 7 
Case Study of the Northern Hemisphere Winter 
Middle Atmosphere 
7.1 Introduction 
In this chapter a case study of the northern hemisphere winter middle atmosphere from 
an arbitrary year 1992 1993 has been studied using both the spectral and coupled pa-
rameterization schemes. It has been noted in Chapter 6 that, due to the difference in 
GW acceleration between the two simulations, the winter middle atmosphere in coupled 
simulation is more unstable than that of the spectral simulation. 
This chapter looks at the events in the northern hemisphere winter middle atmosphere 
in both the simulations that may potentially cause the disturbances, such as SSW. The 
dynamical features that can play an important role during the SSW events, such as the 
behaviour of transient planetary waves and equatorial oscillations (as already explained 
in Chapter 2) are studied in detail. 
7.2 Monthly mean time series of zonal mean zonal wind 
The frequency of the occurrence of SSW events in the spectral and coupled simulations 
can be seen by studying the monthly mean time series of zonal mean wind. Time-series 
of the vertical structure of monthly mean zonal mean wind for both simulations at 63.75° 
N are expressed in figure 7.1. It is evident that zonal mean westerly wind in the spectral 
simulation is stronger and more prominent than that in the coupled, which is consistent 
over all 6 years of the simulation. 
This evidence supports the argument that stronger GW acceleration in the spectral sim-
ulation in the mesosphere has indirectly reduced the SSW events resulting in a stronger 
westerly wind jet structure during northern hemisphere winter (Lawrence, 1997a). This 
also applies to the northern hemisphere winter of the coupled simulation, where weaker 
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gravity wave acceleration in the northern hemisphere winter mesosphere has produced a 
stronger planetary wave activity. This has increased the frequency of the SSW events and 
has eventually rendered the westerly jets weaker than those observed in the spectral sim-
ulation. It has also made the middle atmosphere of the coupled simulation more unstable 
than the spectral simulation. 
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Figure 7.1: Time-series of the vertical structure of monthly mean zonal mean wind at 63.75° N for 
spectral (top) and coupled (bottom). Shaded regions represent easterly wind jets (negative values). 
Contour interval is 15 m/s. 
To analyze SSW events in both the spectral and coupled simulations, daily data for a 
single year, 1992 - 1993, are studied. It should be mentioned here that 1992 - 1993 is a 
notional year associated with the UM's simulation and does not correspond to the actual 
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calendar year. Another noteworthy point is that daily data for all six years could not be 
stored due to the lack of computer disk space. However, it is evident from figure 7.1 that 
weaker and less prominent zonal mean westerly wind feature of coupled simulation is re-
peated for all years. It must also be mentioned in this context that there is no one-to-one 
comparison between the two simulations for any given year. 
7.2.1 SSW events from daily data 
The SSW events in 1992 for both spectral and coupled simulations are shown in figures 7.2 
and 7.3. Output of the model diagnostics, zonal mean wind and zonal mean temperature, 
have been collected every six hours and averaged over a day. 
Figure 7.2 shows the time-series of the vertical structure of temperature at 83.75° Nand 
that of the zonal mean wind at 68.75° N for the spectral simulation. A significant warming 
of stratospheric temperature during January, which also changes the westerly jets at that 
altitude to easterly, is displayed in figure 7.2. It should also be noted that the temperature 
and the wind are both restored to their typical winter values after the event. 
Figure 7.3 shows the time-series of the vertical structure of temperature at 83.75° N 
and that of the zonal mean wind at 68.75° N for the coupled simulation. There are three 
significant warming events one in December and the other two in February. The warming 
in December does not show a reversal of wind at 10 hPa pressure level (32 km) however, 
there is a change in the shear of westerly wind above that. The second event shows a 
reversal of the wind shear above 32 km during the warming period, while the warming 
during the end of February shows a full reversal of the phase of westerly zonal wind to 
easterly below 32 km. 
It is evident that the spectral simulation shows only one 'major' warming (see section 
2.5.2) in the month of January, figure 7.3. The coupled simulation shows three warmings, 
one in December and the others in February. The first two warmings can be termed 
'minor', while the last one is a 'major' warming which is associated with the reversal of 
zonal mean zonal wind at 32 km (figure7.2). 
Although the occurrence of the SSW events is displayed in the time-series plots of daily 
zonal mean zonal wind and zonal mean temperature, they do not reveal the synoptic 
structure of the vortex breakdown and restoration. To obtain a deeper insight into the 
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Figure 7.2: Time-series of the vertical structure of temperature at 83.75° N (top) and zonal wind at 
68.75° N (bottom) for spectral simulation. Note the change in the change in zonal wind shear during the 
warming of temparture in January. Contour intervals are 5 K for temperature and 10 m/s for the zonal 
wind. 
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Figure 7.3: Time-series of the vertical structure of temperature at 83.75° N (top) and zonal wind at 
68.75° N (bottom) for coupled simulation. Note the change in zonal wind shear during the warming in 
the end of February. Contour intervals are 5 K for temperature and 10 m/s. 
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dynamics of SSW events, isentropic maps of Ertel's potential vorticity (Andr'ews et al., 
1987) and geopotential height fields need to be studied. Ertel's potential vorticity and 
potential temperatme fields represent quasi-Lagrangian tracers over periods of a few days, 
and both are conserved by ail' parcels in an adiabatic frictionless flow (Andrews et al., 
1987). 
In the following sections, synoptic maps of isentropic potential vorticity, geopotential 
height and temperatme fields for the spectral and coupled simulations are studied in de-
tail to identify polar vortex breakdown during SSW events. 
7.3 SSW events seen in synoptic plots of temperature and geopo-
tential fields 
7.3.1 The spectral simulation 
It may be recalled that figme 7.2 shows a SSW event in the time-series of zonal mean 
wind and zonal mean temperatme around day 9 to day 18 in January 1993 in the spectral 
simulation. Isentropic potential vorticity maps at the 850 K isentrope or approximately 
10 hPa, shown in figme 7.4, are used to study this event. 
It is observed in figure 7.4 that the high potential vorticity has moved away from the pole 
and has become elongated on day 8. On day 11 it has split into two parts and has started 
an eastward rotation. Further propagation of the vortex towards the east can be observed 
on day 12. By the end of the warming event on day 17, the vortex is seen to have moved 
fmther eastward and exhibits a reduction in strength. 
The change in atmospheric circulation dming the same period is also reflected in the 
geopotential height at the 10 hPa level (figme 7.5). The geopotential height fields are cal-
culated using the MADPO module (Lawrence, 1997a) based on temperatme and geopo-
tential height fields at 10 hPa. The results are presented for days 8, 11, 12 and 17 of 
January 1993. 
Day 8 of figme 7.5 shows the formation of a small region of high pressme along the east-
ern side of the low pressme region. The high pressme starts moving longitudinally and 
pushes the low pressure region away from the pole by day 11. The high pressme region 
has fmther moved longitudinally on day 12. On day 17 the shape of the low pressme 
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Figure 7.5: Polar-stereographic map of the simulated spectral geopotential height at 32 km. The circles 
extend up to 60° N and contour interval is 200 m. The plots are for clays 8 (top left), 11 (top right), 12 
(bottom left) and 17 (bottom right) of January 1993. 
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region has elongated and the model simulates a secondary anticyclone I, However, the 
geopotential height fails to reproduce departure of the low-pressure region from the pole 
during the warming event. A similar feature has also heen identified hy Swinbank et al. 
(1998) using the UM during early January. 
In addition to the isentropic potential vorticity and the geopotential height, SSW events 
can also he diagnosed using synoptic maps of temperature. The synoptic maps of tem-
perature at the 10 hPa level for the present SSW event are presented in figure 7.6 for days 
8, 11, 12 and 17 of January 1993. 
It can be observed in figure 7.6 that a high temperature region has pushed the low tem-
perature region away from the pole on day 8. On days 11 and 12, the low temperature 
region has moved further away from the polar latitudes. On day 17 the low temperature 
. region shows a warming effect and the high temperature region also shows a considerable 
reduction in its size. 
7.3.2 The coupled simulation 
The coupled simulation also shows SSW events; however, the occurrence of the SSW in 
the coupled simulation is more frequent than that of the spectral simulation. The first 
warming is observed to start in mid-December and extends to almost the end of Decem-
ber, as opposed to the early January SSW event in the spectral simulation. However, this 
warming has not reversed the westerly wind shear below 10 hPa. In the second event, 
observed in late January, the temperature in the polar region does not revert to typical 
polar winter temperature values. This is followed by a 'major' warming event in late 
February which reverses the polar night jet shear as in figure 7.3. 
The first SSW event of the coupled simulation is studied in detail using synoptic maps 
of isentropic potential vorticity, geopotential height and temperature fields in this section. 
The potential vorticity fields at the 850 K isentrope for the days 24, 25, 26 and 28 of 
December 1992 are shown in figure 7.7. On day 24 of December, the high vorticity region 
of the pole is visibly elongated and rotating eastward. The high vorticity region elongates 
even more and starts rotating on day 25. A further elongation and rotation of the vortex 
IThis secondary ant;icyclone is often advected around the polar vortex to merge with the Aleutian 
High (O'Neill et al., 1994) 
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towards the east is noticed on day 26. On day 28 the high potential vorticity region is 
split into two parts and a reduction in its strength is observed. 
Synoptic maps of geopotential height at 32 km, for the above-mentioned days, are pre-
sented in figure 7.8. An anticyclonic region is observed to have pushed the cyclonic core 
away from the north pole on day 24. On the following day, the anticyclone has grown 
stronger and has pushed the cyclonic vortex even further away from the pole. The cy-
clonic vortex has also elongated in shape. The low pressure cyclonic vortex is split into 
two parts and the high pressure anticyclone grows stronger on day 26. Finally, on day 28 
it is observed that the anticyclone has pushed the vortex towards the east from its initial 
position and it stays away from the pole. 
Synoptic maps of temperature at 32 km for the days 24, 25, 26 and 28 of December 1992 
are also studied in figure 7.9. On day 24 the low temperature zone is pushed away from 
the pole by a high temperature zone. An increase in temperature in the high temperature 
zone is displayed on day 25. On day 26 the low temperature core starts rotating towards 
the west. Finally, day 28 shows a considerable warming at the pole. The high temperature 
region is seen to be covering most of the polar region and the low temperature zone is 
pushed away from the pole. 
Studies of the SSW events from the two simulations have revealed that the coupled simula-
tion shows more frequent SSW events compared to the spectml simulation. The difference 
in GW acceleration in the two simulations is the main reason behind this. The synoptic 
behaviour of the formation of the event and subsequent breakdown of the polar vortex 
has been noticed in both simulations. It can be noted here that GW acceleration has not 
only changed the middle atmosphere circulation in a climatological time frame, but it has 
also affeeted the circulation at daily time scales. 
The transient planetary waves have been identified in Andrews et al. (1987) as playing an 
important role in the SSW events in the northern hemisphere winter. In the next section, 
behaviour of these waves during the SSW events is studied. 
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Figure 7.7: Polar-stereographic map of potential vorticity of co'upled (10- 4 Km 2 /s/kg) on 850 K isen-
trope_ The circles extend up to 60° N and contour in terval is 1 Km2 Is/kg. The plots a re (from left to 
right) for clays 24 (top left), 25 (top right), 26 (bottom left) and 28 (bottom right) of December 1992. 
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Figure 7.8 : Polar-s t.ereo-graphic map of the simulated cov,pled geopotential height at 32 km. The circles 
extend up to 60° N and contour interval is 200 m. The plots (from left to right) are for days 24 (top left) , 
25 (top right), 26 (bottom left) and 28 (bottom right) of December 1992 . 
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Figure 7.9: Polar-stereo-graphic map of the simulated co'upled temperature at 32 km. The circles extend 
up to 60° N and contour interval is 5 K. Days 24 (top left), 25 (top right), 26 (bottom left) and 28 (bottom 
right) of December 1992 are presented (from left to right). 
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7.4 Behaviour of transient planetary waves during SSW events 
It has been reported by Andrews et al. (1987) that a change in the behaviour of transient 
planetary waves can be observed prior to and after a SS\N event, as explained in Chapter 
2. The waves propagate and converge at the northern polar lmver stratosphere just before 
the warming. Divergence of the ,vaves can be observed in the same region immediately 
after the warming. 
These features can be identified by studying the divergence of Eliassen-Palm ftux (EP-ftux, 
described in Appendix C). In the following figures, positive values represent divergence 
and negative values represent convergence of EP-ftux. 
Figures 7.10 and 7.11 show values of EP-ftux divergence during the SSVV events in the 
spectral and coupled simulations. The days in figures 7.10 and 7.11 are selected because 
they demonstrate the change in the behaviour of transient planetary waves before and 
after the SSW events. It should be noted that the y-axis (height) of the figures range 
from ground to 32 km in the atmosphere. 
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Figure 7.10: EP-f!ux divergence for spectral. Days 8 (top left), 10 (top right), 12 (bottom left) ancl 
15 (bottom right) in January 1993 are shown here. The contours are in logarithmic scale with contour 
intervals going from -60, -50, -40, -30, -20, -10, -5, -2, -I, 1,2,5,10,20,30,40,50 mis/clay. 
Figure 7.10 shows EP-ftux divergence for days 8, 10, 12 and 15 of January 1993 for the 
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spectral simulation during the first warming. Day 8 shows a significant convergence of 
the EP-ftux from troposphere to the lower stratosphere and this repeats itself on day 10. 
On day 12 the strength of the convergence of EP-ftux in the northern hemisphere lower 
stratosphere (15 to 25 km) is considerably reduced and a divergence zone is beginning to 
form. The results of day 15 clearly show a strong divergence zone observed before the 
warming at the same latitude and height (15 to 25 km). 
A similar trend in EP-ftux divergence is also displayed in the coupled simulation in figure 
7.11. The days selected are 18 and 19 of December 1992 and days 1 and 2 of January 
1993 from the first SSvV event in the coupled simulation. 
A strong convergence is observed in figure 7.11 on days 18 and 19 in the northern hemi-
sphere polar lower stratosphere (15 to 30 km) before the warming. Immediately after the 
warming event, OIl days 2 and 3, a divergence zone is observed to develop at the same 
latitude in the lower stratosphere (20 to 30 km). 
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Figure 7 .11: EP-Aux divergence for coupled for the days 18 (top left) and 19 (top right) in December 
1992, and days 1 (bottom left) and 2 (bottom right) in January 1993 are shown here. The contours are 
in logarithmic scale with contour intervals going from -60, -50 , -40, -.30, -20 , -10, -5, -2, -1, 1, 2, 
5, 10,20,30, 40, 50 mi s/ day. 
Hence, it is evident from the results that a significant change in the transient wave ac-
tivity occurs immediately before and after the SSW event, which supports the theory of 
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Andrews et al. (1987) among others. It can also be deduced that as the frequency of SSW 
events are more frequent in the coupled simulation compared to the spectral simulation, 
the change in the transient wave activity is greater in the coupled simulation than the 
spectral simulation. This may be an indirect effect of the difference in GW acceleration 
in the lower stratosphere between the two simulations. 
In addition to transient wave activity, equatorial circulation has also been considered to 
have a bearing on SSW events (Dunkerton and Baldwin, 1991). The equatorial circula-
tions of both the spectral and coupled simulations are studied in the following section. 
7.5 The equatorial oscillations and SSW 
Figure 7.12 and figure 7.13 show the time-series of the vertical structure of zonal mean 
zonal wind for both simulations at 1.250 South. As noted in Chapter 6, neither simula-
tion exhibit the presence of QBO or SAO. The difference between these fields for the two 
simulations is shown in figure 7.12. It is obvious from figure 7.14 that the easterly wind 
shear in the coupled is stronger than in the spectral between 25 to 30 km altitude. 
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Figure 7.12: Time-series of vertical structure of zonal mean zonal wind at 1.250 South in spectral. Note 
the absence of QBO and the descent of westerly shear zone early in the simulation. Contour interval 5 
m/s. 
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Figure 7.13: Time-series of vertical structure of zonal mean zonal wind at 1.250 South in coupled. 
Absence of QBO is noticed. Contour interval 5 m/s. 
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Figure 7.14: Time-series of the difference between the zonal mean zonal wind in spectral and coupled. 
Note the difference in zonal wind between 25 - 30 km. Contour interval 5 m/s. 
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This difference in the zonal mean zonal wind supports the study by Dunkerton and Bald-
win (1991). They found that a weaker than normal polar night jet and a warmer than 
normal polar night temperature could be associated with an easterly phase of QBO at 
27 km. Thus the results in this section might provide an additional indication of higher 
temperature and weaker polar night jet in the coupled simulation than in the spectral 
simulation. 
However, it should be noted that the simulation of QBO has been deliberately avoided 
here by not including a large amplitude gravity wave flux, because the effects of QBO 
might contaminate the analysis of other physical phenomena of the middle atmosphere. 
Further work with the same GW parameterization schemes needs be performed to simu-
late QBO and analyze its effect on the middle atmosphere dynamics. 
7.6 Summary 
The SSW events of both the spectral and coupled simulations have been studied in detail 
in this chapter with the aid of daily time-series and synoptic data. It has been revealed 
that the frequency of the SSW events in the coupled simulation is higher than that of the 
spectral simulation. This is explained by the GW acceleration, which is stronger in the 
mesosphere of the spectral simulation compared to the coupled. 
Due to the dissipation of waves at a comparatively lower altitude in the coupled simu-
lation than the spectral, a difference in the transient wave activity has also been noted 
between the two schemes. The transient wave activity is also closely connected to the 
SSW events, as discussed in Chapter 2. In addition to transient wave activity, differences 
have also been noted in the equatorial oscillations. Although QBO has not been observed 
in either of the cases, a difference in wind shear has been observed which may indicate a 
more unstable winter in the coupled simulation than that of the spectral. 
It can therefore be stated that, in addition to changes in the climatological scales, the 
GW drag has also induced changes in the daily scale circulation. In addition to the di-
rect effect, such as residual mean circulation, it has indirectly affected the winter middle 
atmosphere by inducing changes in the equatorial circulation and transient wave activity. 
Chapter 8 
Summary 
In this chapter, a comprehensive summary of all the major contributions of the present 
work is provided along with discussions on further work. 
The main objective of this thesis is to investigate how the simulated climate of the Uni-
fied Model (UM), a state-of-the-art General Circulation Model (GCM), responds to more 
physically realistic gravity wave parameterization, beginning with the addition of a broad 
spectrum gravity wave scheme then progressing to a scheme which couples orographic and 
broad spectrum gravity waves. The UM simulates gravity waves with an orographically 
induced gravity wave scheme that works up to an altitude of 27 km in the model; and 
above that, it uses a Rayleigh friction scheme. 
To achieve the goal, two gravity wave parameterization schemes (in addition to the ex-
isting gravity wave scheme in the UM) working on different physical assumptions have 
been incorporated in the UM to simulate their effects in the model's climatology. The 
two schemes are: the DSP scheme (based in the premise that gravity waves form a broad 
spectrum waves) and 'coupled interactive' broad spectrum and orographic scheme (based 
on the premise that broad spectrum and monochromatic gravity waves interact with each 
other (Hines, 1997a,b). Although, many modelling studies have been performed by incor-
porating the DSP scheme in GCMs, results from simulations using a 'coupled interactive' 
scheme in GCMs have not been reported. 
Using these two schemes, several key aspects of GW behaviour have been simulated in the 
UM, which has led to model sensitivity results that have not been previously reported. 
However, it should be noted that no attempt has been made to asses the superiority of 
one scheme or the other. 
Before incorporating the gravity wave parameterization schemes in the UM, they were 
tested in a single column test bed. The test bed was developed on the basis of the UM's 
architecture but with fewer parameter spaces than the original model. The results ob-
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tained from the test bed throw light on the evolution and subsequent dissipation of the 
gravity waves of the two schemes in an ideal atmosphere. Tbe results have been analyzed 
to determine if they reasonably reproduce the conventional gravity wave breaking phe-
nomena. The differences between propagation of gravity waves within the two schemes 
has also been analyzed. 
8.1 Summary of test bed results 
To analyze gravity wave propagation as represented by these physical regimes, six ideal-
ized experiments were conducted with the UM's original GWD scheme and the two new 
schemes in the test bed. The zonal mean winds were changed for each case to represent a 
typical quasi-biennial profile, a typical mid-latitude summer hemisphere wind profile, and 
a typical mid-latitude winter hemisphere wind profile. The other atmospheric parameters 
such as meridional wind, temperature, static stability and humidity were kept constant 
for all experiments. 
The study showed that the orographic GW s in the UM contributed to damping in the 
tropopshere and the lower stratosphere. While with the UM's original GWD scheme, the 
damping of zonal wind is extended up to the model's upper most levels. 
The next experiments were conducted to analyze the effect of the troposphere on a ver-
tically propagating broad spectrum of gravity waves. The gravity wave spectrum was 
launched from two different altitudes, corresponding to the model surface level and the 
tropopause. The results show that when gravity waves are launched from the ground, 
local wind shear in the troposphere induces a spectral imbalance by filtering some part 
of the spectrum. Therefore, the forcing produced by gravity waves launched at ground 
level is different from that produced when the waves are launched at the tropopause. The 
broad spectrum waves were also launched in the presence of high mountains; however, 
the results do not show any change. 
In addition to that, effects of broad spectrum wave launched from ground is also studied 
with and without the combination of orography. It is seen that when orographic waves 
work parallely with the broad spectrum wave, there is a deposition of stress and resultant 
drag at both tropopause and lower mesosphere. The amount of drag at the tropopause 
is equal to that produced by the UM's original GWD, while the drag at the model's top 
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levels are much stronger than the original GWD scheme. Without orography, the broad 
spectrum waves produce drag only in the lower mesosphere of the model. The amount 
produced by the broad spectrum waves alone at the lower mesosphere is equal to that 
generated by the combination of both broad sectrum and orographic waves. 
This scheme was then extended to couple the UM's built-in orographic gravity waves 
with the broad spectrum waves. The last experiments on the test bed were conducted 
to analyze the effect of orography on propagation of coupled interactive broad spectrum 
and monochromatic gravity waves. These waves were launched from the ground in the 
presence of high and low mountains. Results from these experiments were compared with 
the UM's original GWD scheme and the broad spectrum gravity waves launched from the 
ground. It can be summarised from the study that the coupled waves generated drag at 
the tropapause level similar to the UM's original GWD scheme, however it is weaker than 
that of the UM's original GWD scheme. The damping due to the coupled waves were far 
stronger than the original GWD. However, the drag produced by the coupled waves were 
generated from a lower altitude than the broad spectrum waves. Also, the drag at the 
model's top most level in the coupled scheme is weaker than that of the broad spectrum 
scheme at the same levels. 
It was also found that the coupled interactive scheme in the summer hemisphere does 
not induce any significant change in gravity wave zonal acceleration, as compared to the 
broad spectrum gravity wave scheme. 
However, during winter the spectrum of coupled interactive waves starts dissipating at 
lower altitudes, which leads to the conclusion that the spectrum is predisposed towards 
instability with the inclusion of orographic gravity waves that are monochromatic in na-
ture. This is equivalent to using a different global mean gravity wave source. 
To examine if these features are also reflected in a GeM, the schemes were incorporated 
in the UM and run for six years each. Results from the two simulations were analyzed 
and compared to see if the change in their respective gravity wave forcing has any direct, 
or indirect effect in the global circulation. 
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8.2 Summary of results from the Unified Model 
Simulations with the spectral and coupled gravity wave schemes in middle atmosphere 
models have been extensively reported, for example, Manzini and McFarlane (1998) and 
Osprey and Lawrence (2001). However, the models in both these cases did not have a 
troposphere, which is the main difference between these reports and the present work. 
Detailed study of the effects of both spectral and coupled schemes has shown differences 
in the model's tropospheric circulation arise from differences in GW parameterization. 
The tropospheric westerly wind in the winter northern hemisphere is seen to be weaker 
in the broad spectrum simulation than the coupled interactive simulation. This can be 
attributed to the acceleration produced by independently propagating orographically in-
duced gravity waves of the UM. A similar phenomenon due to orographic waves h&'3 also 
been reported by Gregory et al. (1998) and Milton and Wilson (1996). 
The difference in gravity wave acceleration in the troposphere between the two schemes 
also induces changes in the forcing of resolved waves in the northern hemisphere extrat-
ropies dnring winter. A stronger forcing due to resolved waves is identified in the broad 
spectrum simulation compared to the coupled interactive simulation. This results in a 
stronger residual mean circulation in the extratropical troposphere of the broad spectrum 
simulation, which leads to a warming of the tropopause in spectral simulation in compar-
ison to the coupled interactive simulation. 
The effects of gravity waves were then studied in the middle atmosphere of the modeL 
The results obtained from the spectral simulation were initially compared with a standard 
set of UKMO assimilated data. A qualitative comparison of zonal mean wind, meridional 
wind, vertical wind and temperature fields with the UKMO data shows that the model 
can resolve the main features of the middle atmosphere dynamics. However, the tem-
perature fields in the winter stratosphere of both simulations have lower values than the 
UKMO data, which might indicate the necessity for using a stronger global mean gravity 
wave source. This featiure has also been identified by Swinbank et al. (1998); Pope et al. 
(2000). 
The broad spectrum simulations are then compared with the more complex coupled in-
teractive simulations. The study indicates that the effective gravity wave acceleration in 
the northern hemisphere mesosphere during winter for the coupled interactive simulation 
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is smaller than that of the broad spectrum simulation, as identified in the test bed. 
The difference in gravity wave acceleration between the scllemes induces changes in the 
zonal mean wind, zonal mean temperature and the strength of stationary planetary waves 
in the northern hemisphere middle atmosphere. The coupled simulation was found to have 
a more unstable middle atmosphere compared to the spectral simulation. 
The southern hemisphere stratosphere also shows differences in gravity wave acceleration 
between the two schemes during winter. This is demonstrated by an earlier breakdown of 
the westerly jet in the southern hemisphere pole in the broad spectrum simulation during 
spring. The stronger gravity wave acceleration in the broad spectrum simulation forces a 
stronger residual mean circulation in the southern hemisphere middle atmosphere, induces 
a stronger vertical advection of temperature in the winter middle atmosphere compared 
to that of the coupled interactive simulation. The stronger advection gradually warms 
the middle atmosphere in the broad spectrum simulation and effectively breaks down the 
zonal westerly jet earlier than that predicted in the coupled interactive simulation. 
Further studies of the daily synoptic data during northern hemisphere winter have revealed 
that the SSW events have varying frequencies across the two schemes. The coupled 
active simulation shows more frequent warming events in the northern hemisphere winter 
than produced by the broad spectrum simulation. The daily data have also shown an 
indirect effect of gravity wave acceleration on the model's resolved waves and equatorial 
circulation. 
It can therefore be suggested that the difference in gravity wave forcing between the two 
schemes not only has induces changes on climatological time scales, it also affects the 
middle atmosphere circulation on daily scales. 
Although QBO was not simulated in the lower stratosphere by either scheme, the broad 
spectrum simulation shows a stronger westerly in the tropical lower stratosphere than 
that displayed by the coupled interactive simulation. 
The results of these studies are quite encouraging, and it can be concluded that it is 
not only possible to parameterize broad spectrum gravity waves in a GeM, but param-
eterization of coupled interactive broad spectrum and monochromatic gravity waves can 
also be performed. The results of the two schemes successfully simulate atmospheric cir-
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culation, and demonstrate sensitivity in the atmospheric dynamics due to difference in 
forcing induced by the gravity wave acceleration of the two schemes. Nevertheless, more 
experiments could be carried out to further refine the results, which were restricted due 
to limitations in computational resources available for the present work. 
8.3 Further work 
There are a number of areas in which the present work could be usefully extended. The 
behaviour of the two parameterization schemes could be further explored by varying val-
ues of tunable parameters used in the schemes, different source strengths of gravity waves, 
etc. These experiments could be useful in resolving a critical issue as to the superiority 
of the schemes. This implies some verification against observations. 
Further work could be performed to study SSW events in the northern hemisphere polar 
winter across the two simulations. Gravity wave acceleration in both simulations could 
also be varied to validate their effects with the results presented in this thesis. 
New experiments could also be performed by changing the parameters of the two schemes 
to simulate equatorial oscillations such as quasi-biennial oscillations and semiannual os-
cillations. It would he interesting to investigate whether one scheme can reproduce these 
oscillations better than the other, due to the differing nature of dissipation of gravity 
waves. Effects of these oscillations in the climatology could be studied and contrasted. 
Differences in gravity wave parameterization clearly affect tropospheric circulation as 
has been discussed before. F11l'ther studies could be performed to analyze differences 
in tropospheric circulation and interactions between troposphere and middle atmosphere 
circulations induced by employing different gravity wave parameterization schemes in the 
UM. 
It is clear that gravity wave parameterization schemes play a major role in simulating 
the troposphere as well as middle atmosphere dynamics in GCMs. With continued ad-
vancements in information technology, more powerful GCMs with higher resolution, are 
envisaged in the neal' fut 11l'e , which might be able to resolve gravity waves within their 
grids. Until then, gravity wave parameterization schemes are neces.."lary for simulation of a 
real atmosphere which justifies continuing studies on the effects of different gravity wave 
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parameterization schemes in the climatology of the Earth's atmosphere. 
Appendix A 
The Unified Model 
A.I Primitive equations in the UM 
The UM is a primitive equation model and all quantities are expressed in the SI units. 
The lower boundary of the model is defined as p = p*. The equations are expressed in the 
spherical polar coordinates (A,cP), longitude and latitude respectively. The global models 
are based on the earth's axis of rotation and A = 0 at the North and the South Poles. 
In order to use the same model for limited area, the equations are written for a general 
position of the coordinate pole. (AA,cPA) are actual latitude and longitude. (AO,cPO) are 
the actual longitude and latitude of the coordinate pole; (Cullen et al., 1993). 
The horizontal wind components in 'actual' latitude and longitude are given by (UA,VA) 
and the same relative to the coordinate pole. The conversion between these components 
is expressed as: 
or 
where, 
U = cos(ROT)UA + sin (ROT) VA 
v = cos(ROT)VA - sin(ROT)uA 
UA = cos(ROT)u - sin(ROT)v 
VA = cos(ROT)v + sin(ROT)u 
cos(ROT) sin A sin(AA - AO) sin cPo + 
+ cos A COS(AA - AO) 
(A.1) 
(A.2) 
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sin (ROT) - COS ¢o sin (A A - Ao) I cos ¢ (A.3) 
The above mentioned equations only appear in the Coriolis terms given by: 
it 2D cos ¢A sin (ROT) 
= -2D sin A cos ¢o 
12 2D cos ¢A cos (ROT) 
= 2D( cos ¢ sin ¢o - sin ¢ cos A cos ¢o) 
h 2D(sin ¢ sin ¢o + cos ¢ cos A cos ¢o) 
= 2D sin ¢A (A.4) 
The zonal and meridional momentum balance, hydrostatic, thermal balance and continu-
ity equations are then written as: 
oulat + (ulrs cos ¢)8UIOA + (vlrs)oulo¢ + ijoulory + 
+ (l/rs cos ¢) [o<I> I OA + R(Tv + f-lTs) oploAl -
p 
- hv + 12w - (ulrs)(vtan ¢ - w) = F;L 
ov lot + (ulr s cos ¢ )ov I OA + (vir s)ov I o¢ + ijov I ory + 
+ (l/rs) [o<I>lo¢ + R(Tv + f-lTs) oplo¢l + 
p 
(A.5) 
+ hu - itw + (u2 Irs) tan ¢ + vwlrs = Fv (A.6) 
o(hlat + (ulrs cos ¢) o(h lOA + (vlrs)o(hlo¢ + ijo(hlory -
_ (l/,rr) (Lcq~) + (1:;, +Lf)q~ (RTwlcpP) = Fo (A.7) 
cp 
OqT I ot + (ulr s cos ¢ )OqT I OA + (vir s)OqT I o¢ + ijOqT I ory = Fq (A.8) 
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DjD7I(r;DpjDt) + (lj COS </J)DjDA(UrsDpjD7I) + DjD</J(vrs COS </JDpjD7I) + 
+ DjD7!(r,r;DpjD7I) 0 (A.9) 
The quantities Fv , FI) and Fq are source terms. They also include any diffusion term 
necessary for computational reasons. The hydrostatic relation is given by: 
-[R(Tv + j1Ts)jp]DpjD7I 
= -cp(Ov + j1()s)DnjD7I (A.I0) 
where n (pjl00000)" and ()v is the virtual potential temperature. The approximate 
vertical velocity ill is defined as: 
w 
- (RTsj gp) (ljr; cos </J) fon [DjDA(ursDpjD7!) + Dj D</J ( vrs cos </JDpjD7I)]dr} + 
+ (ujrs cos </J)DpjDA + (vjrs)DpjD</J] (A.11) 
The detailed derivation of the finite difference schemes, the advection scheme and diffu-
sion and divergence damping are given in (Cullen et al., 1993). 
A.2 Grid and coordinate system 
The vertical coordinate system of the UM is terrain-following near the surface but uses 
constant pressure surfaces higher up (Swinbank, 1989). The lower boundary follows the 
Earth's topography where the surface pressure is defined. Up to 100 hPa, the boundaries 
of these layers follow a generalized a coordinate. From 100 hPa upwards these coordinate 
surfaces are constant pressure surfaces. The lower layers have equal divisions in pressure 
p, and above 100 hPa the layers have equal divisions in log pressure, as in figure A.I. The 
a-coordinate system can be expressed as 
(A.12) 
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where Ps is the surface pressure. The idea of the hybrid pressure level was proposed by 
(Arakawa and Lamb, 1977). A suitable terrain-following coordinate 'TJ can be defined as 
the monotonic function of pressure p and depends on Ps. 
and 
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Figure A.1: Hybrid vertical coordinates of the UM. The vertical levels of the climate mode of the UM 
extends up to 0.01 hPa. 
The simple relation used to define pressure in 'TJ surface is 
p=Apo+Bps, (A.16) 
where A = 0 near the surface and B = 0 in the stratosphere. The transition from (J to 
pressure can be specified by choosing suitable values of A and B. The reference pressure 
Po = 1000 hPa and 'TJ is defined, for convenience, as 
A.2. Grid and coordinate system 147 
The horizontal grids are defined using spherical polar coordinates with latitude (phi) and 
longitude (lambda) (Gadd, 1985). The variables in the horizontal are arranged according 
to the Arakawa B-grid. The surface pressure (p*), potential temperature (0) and humid-
ity mixing ratio (q) are provided at the corner points, while the geopotential (1)) and the 
vertical velocity (w) are diagnosed at the corner points. The horizontal components of the 
wind velocity (u, v) are predicted at the centre of the grid boxes. Figure A.2 illustrates 
the distribution of the variables in the horizontal coordinates. 
lI,Y 
U'Vo 0 
Ps 8 
w <i 
lI,Y 
0 uij 
Figure A.2: Grid structure to show the positions of the variables 
Appendix B 
Geostrophic Assumption 
The scale analysis of the momentum equations, 2.1 and 2.2, indicates that the Coriolis 
force is approximately equal to the pressure gradient force which implies that they are in 
geostrophic balance. That is, U == ug and v == Vg where ug and Vg are geostrophic winds 
and can be expressed as; 
and 
1 a<]) 
v ----
9 - ia cos <fy a).. 
(B.l) 
(B.2) 
The above equations are called the geostrophic equations. The simplified equations, 2.6 
and 2.7, can be applied for large scale, low frequency extratropical flows. The geostrophic 
wind equations can be used to estimate the horizontal wind if geopotential fields are 
known. 
The geostrophic equations (above) can then be combined with the hydrostatic equation, 
equation 2.3, to obtain the thermal wind relation; 
a71g R aT R -KZ/ H ae 
-=-----=--e -
az Hia a<fy Hi ay (B.3) 
and 
R aT R -KZ/Hae 
=-e -Hia cos <fy a).. Hi ax (B.4) 
The thermal wind equations relate the shear of the geostrophic wind in a vertical layer to 
the horizontal gradient of the mean temperature of the layer. 
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Appendix C 
Zonal-Mean Theory and Eliassen-Palm Flux 
The atmospheric phenomena involve interactions of the mean flow with disturbances 
due to small scale waves and eddies which are superimposed on the mean flow. Hence, 
the primitive equations can be reformulated on the basis of a "mean flow" term and a 
"perturbation" term, such as 
u(>., </;, z, t) - 11 + u' (C.l) 
where 11 is the mean flow term, u' is the perturbation term and 
1 [27f 
11(</;, Z, t) = 27f 10 u(>., </;, z, t) (C.2) 
The above formulation is called 'quasi geostrophic formulation' and the primitive equa-
tions, equations A.l to A.5 can be reformulated with the above approximation. The 
equations are known as 'Eulerian-mean equations', (Andrews et al., 1987). It is useful 
for large-scale, slow moving dynamical structures. However, the quasi-geostrophic equa-
tions provide very little information about the behaviour of the system in the presence 
of small scale motions, such as, gravity waves. The response of the zonal mean flow 
due to a specified 'eddy momentum flux' v'1l or 'eddy heat flux' v'O' is limited with the 
quasi-geostrophic approximation. Also, the physical properties of the small scale waves 
which control these wave fluxes cannot be anticipated from the 'Eulerian-mean equations'. 
These drawbacks are dealt with by standard 'Transformed Eulerian Mean' (TEM) equa-
tions, (Andrews and McIntyre, 1976), at first by defining a 'residual mean meridional 
circulation' or 'diabatic circulation' (0, v*, '11*), as 
and 
_ R G v'T' 
v* = v - --(Po-) PoH GZ N2 
_ R G v'T' 
w* - ill - H </;~)... ( J\T2 cos</;) 
a cos U<p iv 
(C.3) 
(C.4) 
The values of v and ill in Eulerian-mean equations are substituted by v* and w* to produce 
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Transformed Eulerian Mean (TEM) equations, 
- - ou -
---_-'-::::---'--'- - fv* + w* - - X 
oz 
10Phi 
uU +utan¢/a) + ~~ G, 
o<I> RT 
--------=0 
OZ H ' 
oiJ* iJ* tan ¢ o(Pow*) 0 + + -o¢ a Pooz - , 
VF 
J 0 oTv'T' -
= -~[Po( ~--+. N2 + wIT')] 
cp PouZ u'P 
(C.5) 
(C.6) 
(C.7) 
(C.B) 
H 
(C.9) 
Here, G represents all the terms that lead to a departure from the gradient-wind balance 
between u and <I> , however, the dynamical effects of G are not primarily important (An-
drews et al., 1987). 
F _ (0, F<P, FZ) is the 'Eliassen-Palm Flux' (E-P flux), which has components, 
and 
--+.[ II R ou v'T', poacos'P -v U - ----j Hoz N2 
--+'[(f 1 o(ucos¢))RVITI; 
poa cos 'P - a cos ¢ o¢ H N2 J 
(C.10) 
(C.ll) 
N is the buoyancy frequency and can be defined as the frequency of oscillation of an air 
parcel displaced vertically from its equilibrium level to a stable stratified level. 
(C.12) 
Here, N 2 is the measure of static stability of the atmosphere; if N 2 < 0, the atmosphere 
is statically stable. () in the above equation is the potential temperature defined as the 
temperature a parcel of dry air at pressure p and temperature T would have if it were 
expanded or compressed adiabatically to a standard pressure Ps. The expression is given 
below 
(C.13) 
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The main advantage of the TEM formulation is that a wave driving conservation law can 
be applied such as 
8A 
- + \7. F = D + o(li) 
at 
(C.14) 
where, A is the wave action density and D represents diabatic frictionless effects. Ac-
cording to the above expression, the wave driving will be zero (\7 . F 0) if the waves 
present in the system are steady, (~: = 0) and conservative, (D = 0). For a linear steady 
conservative waves, the RES of the equation vanishes. 
Appendix D 
Extra Results from Single Column Test bed 
D.l Tropospheric filtering of gravity waves: A typical summer 
hemisphere wind profile 
D.l.l Zonal momentum flux and acceleration 
Figures D.1 and D.2 show a typical summer hemisphere zonal wind, total zonal momen-
tum flux and zonal acceleration for the gravity wave spectrum launched from the ground 
(SUR) and from the tropopause (TRO), respectively. 
The net zonal momentum flux in the troposphere is negative for SUR due to the west-
erly shear of the tropospheric zonal wind which filters out the waves with similar phase, 
(Manzini and McFarlane, 1998). In the upper tropospheric and the lower stratospheric 
regions, the value of the eastward momentum flux is strongly reduced and the value is 
even lower than TRO in a similar region, figure D.2. The zonal momentum flux is positive 
in the summer hemisphere above the tropopause, for both SUR and TRO. 
The zonal acceleration in SUR has a value (350m/s/day) much smaller than that of TRO 
(600m/s/day). 
The results are interpreted as follows. The gravity wave spectra gets filtered out by the 
tropospheric jets in SUR, as already suggested. Hence, when the zonal wind shear changes 
in the mesosphere, no change in the momentum flux is observed and the total zonal forc-
ing is experienced at the top most layer of the model. Whereas, for TRO, the gravity 
wave spectrum has not been filtered out by the westerly wind at the troposphere. Hence, 
when the change of the wind shear takes place in the mesosphere, the part of the spectra 
which has not been filtered out by tropospheric wind starts breaking down producing a 
forcing at a lower altitude than observed in SUR. It can be inferred from the results that 
tropospheric filtering of waves reduces zonal acceleration at the uppermost model level. 
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Figure D.l: Typical summer mid-latitude wind profile, zonal momentum flux and zonal acceleration 
when spectra are launched from ground 
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Figure D.2: Summer hemisphere zonal wind, zonal momentum flux and zonal acceleration with summer 
wind profile when spectra are launched from tropopause. 
154 Appendix D. Extra Results from Single Column Testbed 
D.1.2 Meridional momentum flux and acceleration 
Meridional momentum flux and acceleration due to broad spectrum of waves launched 
from the ground (SUR) and from the tropopause (TRO)are exhibited in figures D.3 and 
D.4, respectively. 
From the figure D.3, it is seen that a negative meridional momentum flux is deposited in 
the upper troposphere and lower stratosphere region for SUR due to filtering ofthe gravity 
wave spectrum by positive shear of meridional wind. In TRO, the meridional momentum 
flux in the lower stratosphere has a positive value. The spectrum gets directly filtered 
through the stratospheric wind which allows only the positive part of the spectrum to 
travel upwards, as shown in fig. D.4. Above that height, the magnitude of meridional 
momentum flux are similar in both cases while their signs are different, as shown in fig-
ures D.3 and D.4. The value of meridional acceleration in SUR is much smaller than TRO. 
Comparison between SUR and TRO shows that the meridional momentum and acceler-
ation values are negative in SUR due to low level filtering of broad spectrum waves by 
meridional wind. It should be emphasized here that momentum flux deposition of gravity 
waves can directly affect planetary waves either by damping or by providing a genera-
tion mechanism. It may even influence planetary waves indirectly through the changes it 
induces on zonal mean flow, (Manzini and McFarlane (1998) and Osprey and Lawrence 
(2001)). 
N-S Mom. Flux (Pascalx 1 e-3) 
80 
60 
40 
20 
0~~~~~~~~~=W 
-0.40 -0.30 -0.20 -0.10 0.00 0.10 
Meridional Acceleration (m/s/ d) 
80 
60 
40 
20 
o~~~~~~~~~~ 
-20 -10 o 10 20 
Figure D.3: Meridional momentum flux and acceleration with summer wind profile and spectra launched 
at ground. 
D.2. Tropospheric filtering of gravity waves: A typical winter hemisphere wind profile 
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Figure D.4: Meridional momentum flux and acceleration with summer wind profile and spectra launched 
at tropopause. 
D.2 Tropospheric filtering of gravity waves: A typical winter 
hemisphere wind profile 
D.2.1 Zonal momentum flux and acceleration 
Zonal momentum flux and acceleration due to a typical winter hemisphere wind profile is 
shown in figure D.5 and figure D.6. The zonal momentum flux for spectra launched from 
the ground in SUR is stronger than in TRO. The mid-latitude zonal momentum flux in 
the upper stratosphere and the lower mesosphere is negative as is expected in the winter 
hemisphere. This is because the westerly zonal wind in both troposphere and stratosphere 
filters out part of the incident spectrum which has the same phase as the zonal wind. 
It can also be observed from the figures D.5 and D.6 that zonal momentum flux deposition 
has commenced at a lower altitude in SUR than that of TRO. This is reflected in the 
zonal mean acceleration of both cases. 
The zonal acceleration in SUR initiates at a lower altitude than in TRO. The stronger 
acceleration due to gravity waves at a lower altitude in SUR can contribute to a stronger 
deceleration of the zonal mean flow as compared to TRO, Manzini and McFarlane (1998). 
Comparison of the figures D.1 and D.5, and D.2 and D.6 reveals that the tropospheric 
zonal wind shear (westerly in all the cases) filters out a part of the gravity wave spectrum 
creating a spectral imbalance right at the bottom of the model. A negative momentum 
flux is observed during both summer and winter,figures D.l and D.5, below l6km due to 
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Figure D.5: Mid-latitude winter hemisphere zonal wind, momentum flux and acceleration when spectra 
are launched from the ground. 
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Figure D.6: Zonal momentum flux and acceleration when spectra are launched from tropopause. 
D.2. Tropospherk filtering of gravHy waves: A typkal winter hemisphere wind profile 
the tropospheric filtering of the waves. 
D.2.2 Meridional momentum flux and acceleration 
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Figure D.7: Meridional momentum flux and acceleration with winter wind profile and spectra launched 
at ground. 
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Figure D.8: Meridional momentum flux and acceleration with winter wind profile and spectra launched 
at tropopause. 
Meridional momentum flux for SUR and TRO are shown in figures D.7 and D.S, respec-
tively. 
The meridional flux is negative in the upper troposphere and lower stratosphere region 
for SUR (-0.25 x 10-3 N 1m2 ). This value goes down to almost -0.01 x 10-3 N 1m2 above 
30km. In TRO, there is a deposition of negative meridional momentum flux in the lower 
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stratosphere region which is weaker (-0.03 * 10-3 N 1m2) than in SUR. The flux becomes 
positive with the change in the meridional wind shear, and above the stratopause the 
meridional momentum flux has a negative value till it reaches 80 km height. The values 
of meridional momentum flux in summer of SUR compares well with that of winter, fig-
ures D.3 and D.7. The same is true for TRO. 
However, the acceleration values at the mesospheric levels for SUR are much stronger 
than TRO. This may be caused due to rapid fluctuations in the meridional momentum 
flux at mesospheric altitudes. 
From the above analyses (figures D.1 and D.5, and D.2 and D.6) it can be inferred that 
the tropospheric zonal wind shear (westerly for all cases) filter out a part of gravity wave 
spectra creating a spectral imbalance right at the bottom of the model - an effect which 
has been discussed earlier. Due to tropospheric filtering of the waves, a negative zonal 
momentum flux is observed below 16 km in both figures D.l and D.5. The change in 
momentum flux due to tropospheric filtering of broad spectrum waves contributes to a 
change in the zonal acceleration which can induce changes in the zonal mean flow. 
D.3 Coupled-interactive gravity wave scheme in the presence of 
high mountains 
D.3.1 A typical summer hemisphere wind profile 
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Figure D.9: Mid-latitude summer hemisphere zonal wind, momentum flux and acceleration in the 
presence of high mountains. 
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Figure D.IO: Meridional momentum flux and acceleration with summer zonal wind profile in the pres-
ence of high mountains. 
D.4 Coupled-interactive gravity wave scheme in the presence of 
high mountains 
DA.l A typical winter hemisphere wind profile 
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Figure D.II: Mid-latitude winter hemisphere zonal wind, momentum flux and acceleration in the 
presence of high mountains. 
D.5 Coupled-interactive gravity wave scheme in the presence of 
high mountains 
D.5.1 A typical summer hemisphere wind profile 
The zonal wind depicting mid-latitude summer wind profile, zonal and meridional mo-
mentum fluxes and forcings are shown in the figure D.13. Values of zonal stress and 
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Figure D.12: Meridional momentum flux and acceleration with winter zonal wind profile in the presence 
of high mountains. 
acceleration in LOM is comparable to the values obtained in HIM, figure D.9. It is also 
comparable to the values in SUR, figure D.l. This may indicate that in the presence of 
low altitude mountains, there is not much variability in gravity wave induced zonal stress 
and acceleration among SUR, LOM and HIM. 
The zonal wind depicting mid-latitude summer wind profile, zonal and meridional mo-
mentum fluxes and forcings are shown in the figure D.13. Values of zonal stress and 
acceleration in LOM is comparable to the values obtained in HIM, figure D.9. It is also 
comparable to the values in SUR, figure D.l. This may indicate that in the presence of 
low altitude mountains, there is not much variability in gravity wave induced zonal stress 
and acceleration among SUR, LOM and HIM. 
The meridional momentum flux in LOM and HIM has similar value in the troposphere, 
although the value for HIM in stratosphere is more negative. The meridional forcing in 
LOM is very small as compared to the other cases and hence its effects in the upper 
atmosphere can be ignored. 
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Figure D.13: Mid-latitude winter hemisphere zonal wind, zonal and meridional momentum flux and 
zonal and meridional acceleration in the presence of low mountains. 
Appendix F 
List of Symbols 
a 
c 
f 
k 
m 
P 
Ps 
t 
u 
v 
w 
x, y,Z 
E 
F 
Fr 
II 
J 
M 
N 
Q 
R 
Ri 
T 
U 
X 
~ 
'f} 
() 
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Radius of the earth 
Ground based zonal phase speed of gravity waves 
Coriolis parameter 
Horizontal wave number 
Vertical wave number 
Pressure 
Standard constant pressure 
Time 
x component of velocity 
y component of velocity 
z component of velocity 
Eastward, northward and upward distance respectively 
Energy 
Flux 
Froude number 
Scale height 
Number of azimuths in a broad spctrum gravity wave 
Universal vertieal wave number spectrum 
Buoyancy frequency 
Azimuth of a monochromatic gravity wave 
Gas constant 
Richardson number 
Temperature 
Horizontal velocity scale 
Zonal turbulent drag force 
Standard deviation 
Efficiency factor in Lindzen parameterization 
Potential temperature 
Ratio of gas constant to specific heat at constant pressure 
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A Longitude 
p Density 
Ps Standard density 
r Orographic surface stress 
(J Root mean square wind variance 
<p Latitude 
<I> Geopotential 
II Exner function 
w Doppler shifted frequency of a broad spectrum gravity wave 
it Local intrinsic frequency of a broad spectrum gravity wave 
n Angular velocity of the earth 
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