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In this paper, we provide a scientific basis to adopt search engines’ hit counts, numbers returned as 
search result counts. Since many studies adopt search engines’ hit counts to estimate the popularity 
of a particular query, the reliability of hit counts is indispensable for archiving trustworthy studies. 
However, hit counts are unreliable because they will "dance," i.e., change, when a user clicks the 
"Search" button more than once or clicks the "Next" button on the search results page, or when a 
user queries the same term on a another day. In order to provide a scientific basis to adopt search 
engines’ hit counts, we have analyzed the characteristics of hit count transition by gathering various 
types of hit counts over two months by using 10,000 queries. On the basis of our experiment, we 
have concluded that the last hit counts, i.e., hit counts with the largest search offset just before search 
engines adjust, are more reliable than the hit counts obtained with the top 10 results. Moreover, hit 
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近年，手軽に Web から情報を取得するために，Web 検索エンジンが広く利用されるよう
になった．Web 検索エンジンは，検索フォームよりクエリキーワードを受け取り，そのク
エリキーワードを含む Web ページ集合とその数を検索結果として返すシステムである．従



























































考に全文型検索エンジンの構成についてまとめた図を図 1 に示す． 
「Crawler」とは，検索エンジンが索引を作成するための元となる Web ページを収集する
プログラムである．Web は管理された空間ではないため，世の中には Web ページの一覧と
いう情報は存在していない．そこで検索エンジンは Web ページの索引を作成するために，
独自に Web ページを収集する Crawler と呼ばれるプログラムを利用している．Crawler は，
シードとして与えられた Web ページからハイパーリンクを辿ることによって，Web ページ
を収集するプログラムである．全文検索型検索エンジンにおける Crawler の目的は全世界の








求めることが知られており，ハイパーリンクを辿る際にリンク先 Web ページの PageRank を
見積もりながら．PageRank の高いであろう Web ページを優先的にクロールするアルゴリズ
ムが考案されている． 




































2.2.1 Web コーパスとしての利用 
検索エンジンのヒット数は，検索エンジンが収集した全 Web ページにおいてクエリキー
ワードが出現する Web ページ数の概算とみなすことができる．それは同時に，検索エンジ
ンのヒット数は，検索クエリキーワードの Web に対する Document Frequency と見なせるこ
とを意味する．Kilgarriff[1]らは，Web 上には非常に多くの文章が存在しており，検索エン
ジンを利用することで Web をコーパスとして利用することが可能だと述べている． 
2.2.2 Google Similarity Distance 
Cilibrasi[2]らは検索エンジンのヒット数を利用した単語間の類似度 Google Similarity 
Distance を提案した．検索エンジンにおいて AND 検索を利用することで，単語間の共起度
































2.3.2 Thelwall による研究 
Thelwall[5]は，Google，Yahoo!，Live Search から得られるヒット数をそれぞれ比較するこ
とでヒット数の正確さについて検証を行った．実験は 1 つの単語からなる 1,587 個のクエリ




















2.3.3 Uyar による研究 





で Web ページを返す．Uyar は，実際に取得することのできた Web ページ数が 1000 件以下
の場合，実際に得られた Web ページ数が正確なヒット数であると仮定を行った．その上で，
得られたヒット数と正確なヒット数の間の誤差を定義した．正確なヒット数を
ReturnedDocuments，ヒット数を Estimate とした時の誤差 Error の定義を数式 2.3.3.1 に示す． 
𝐸𝑟𝑟𝑜𝑟 = 𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑒 − 𝑅𝑒𝑡𝑢𝑟𝑛𝑒𝑑𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡 … (数式 2.3.3.1) 
加えてUyarらは，Errorを元にエラー率 Percentage of Error を数式 2.3.3.2のように定義した． 
𝑃𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒 𝑜𝑓 𝐸𝑟𝑟𝑜𝑟 = 100 ×
𝐸𝑟𝑟𝑜𝑟
𝑅𝑒𝑡𝑢𝑟𝑛𝑒𝑑𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡
… (数式 2.3.3.2) 
このエラー率を利用し，Uyar は Hit 数の誤差について検証を行った結果，Google では 78%
のクエリにおいてエラー率が 10%以下，Yahoo!では 43%のクエリにおいてエラー率が 10%
以下となった．しかしながら，Yahoo!においては 53%のクエリにおいてエラー率が 50%以











Uyar は検索結果として表れた Web ページを利用してヒット数の特徴分析を行うとともに，
時間経過によってヒット数がどの程度変化をするのかについても調査を行っている．調査
を行った結果，平均的には Google の変化量が最も尐ないこと，Yahoo!ではヒット数の値が





ヒット数の変動傾向調査に関する研究についてまとめた表を，表 2.1 に示す． 
 
 
   
  着眼点 問題点 





























Google，Yahoo!，Bing が提供している検索 API に対して上記 10,000 個のクエリで検索す
ることにより，ヒット数の変動に対する特徴を検証する．検索 API を利用するにあたって，
各APIの設定はそれぞれの検索エンジンが設定をしているデフォルト設定を主に利用した．
検索時に利用した各検索 API の設定を表 3.2 に示す．表 3.2 中の赤文字は，デフォルト設
定を変更している項目を表す．ただし，ケース 2 における実験においては，一度に取得す




最後に本検証は，2009 年 10 月から 2009 年 12 月にかけて行った． 
  
表 3.1 クエリの単語長分布 
  Google Yahoo! Bing 
一度の取得する 
検索結果数 
8 50 50 
検索元の言語 日本 指定なし 日本 























実験では，全ての検索エンジンに対して，10,000 個のクエリ各々について 100 回ずつ，5



















を取得した後，Hit Count Dance の傾向を捉えるため Deep hit count Vector (DV)を定義する．
DV の定義を数式 3.3 に示す．DV の各要素は，要素の分子 HitCount(k, k+9)が HitCount(1,10)
と比べてどの程度変化をしているのか示す値（変動率）となる． 
短時間に，繰り返し「次へ」ボタンをクリックした場合に発生する変動に対する検証は，
Yahoo! と Bing においてのみ行う．なぜなら，Yahoo!と Bing の検索 API においては検索結
果をランキング上位 1,000 件まで取得できる一方，Google の検索 API では検索結果をラン
キング上位 64 件までしか取得することができないためである． 
DV を各検索エンジン，各クエリにおいて取得した後，検索エンジンの変動をより明確に




















2009 年 10 月 11 日から，12 月 12 日までの約２ヵ月間，10,000 個のクエリを利用してヒット
数の収集を行った． 
収集したヒット数がどのように変動をしているのか調査をするために，Vectors of 
Variational ratio (VV) を定義する．VV の定義を数式 3.4 に示す．VV のそれぞれの要素は，
10/11 に取得したヒット数に対する変化率を表す． 
VV を各検索エンジン，各クエリにおいて取得した後，ヒット数の変動を明らかにするた
めに k-means クラスタリングを行う．3.3 においてクラスタリングを行う際と同様に，クラ
























に，時間経過により発生する変動に対する検証結果は 4.3 に記す． 
4.1 短時間に，同じクエリを利用して検索した場合に発生する変動 
3.2 に示した検証方法に従い，CV を求めた結果を表 4.1 に示す．表 4.1 においてクエリ
の合計数が 10,000 となっていないのは，検索時においてエラーが発生したクエリを取り除
いているためである．表 4.1 より，Google は常にほぼ同一のヒット数を返すことが読み取
れる．Google において CV の値が 0.0%にならなかったのは 9986 回のうち 9 回のみであり，
その 9 回も CV の範囲が 0.0% < CV <= 0.1%と小さな範囲の中に収まっている．Yahoo!では，
99.4%のクエリにおいて CV の範囲が 0.1%以下となっている．さらに，最大でも CV が 5%
以下に収まっている．Bing では，Google，Yahoo!と比べるとヒット数の変動が激しい．し
かしながら，97.5%のクエリにおいて CV は 0.5%以下であり，また CV が 20%を超えるクエ





用して検索し場合に発生する変動」が発生をするとしても，多くの場合において CV が 5%
以下となっているためである． 
 
表 4.1 短時間に，繰り返し同じクエリを利用して検索し場合に発生する変動の分布 
範囲 
頻度 
Google Bing Yahoo! 
CV = 0.0% 9977 699 9096 
0.0% < CV <= 0.1% 9 2555 730 
0.1% < CV <= 0.5% 0 6191 46 
0.5% < CV <= 1% 0 171 4 
1% < CV <= 5% 0 56 1 
5% < CV <= 10% 0 12 0 
10% < CV <= 20% 0 4 0 
20% < CV <= 100% 0 1 0 
100% < CV 0 0 0 














図 2．繰り返し「次へ」ボタンをクリックしたときのヒット数の変動結果 (Bing)  
 




イズは 2 となった．それぞれの結果のクラスタ平均値を図 2，図 3 に示す．また，クラス
タリングを行った全ての結果を付録のⅡ，Ⅲに示す． 
Bing における解析結果 
Bing において唯一のクラスタである cluster 1 は，要素数が 3,152 個であった．クラスタ数






Yahoo!の結果に表れた cluster 1 は cluster 2 よりも多い 7462 クエリを含んでいる．cluster 1
は検索開始オフセットが増加するのに伴って，徐々に減尐する傾向をもっている．cluster 2


































その結果，Google において最もよいクラスタサイズは 4，Bing において最もよいクラスタ
サイズは 5，Yahoo!において最もよいクラスタサイズは 3 となった．それぞれの結果のクラ






Google において，cluster1 が最も大きなクラスタとなる．cluster1 は，10/11 のヒット数と
比べて大きな変化がなく，ほぼ１の変動率を保っている．２番目に大きなクラスタである
cluster2 は，10/20 から 10/22 の間に１度ヒット数が急上昇した後，再び変動率が 1 に戻って
いる．次に大きなクラスタである clulster3 は，日が経つにつれてヒット数が徐々に増加をし
ている．最後に，もっとも小さなクラスタである cluster4 は，12/2 を境にヒット数が急上昇
をし，10/11 に対して約 8 倍に増加している． 
 
図 6．検索日時の変化によるヒット数の変動（Yahoo!） 
表 4.2 表各クラスタに含まれるクエリ数 
  cluster1 cluster2 cluster3 cluster4 cluster5 合計 
Google 7,167  979  644  133    8,923  
Bing 4,998  1,640  1,279  478  67  8,462  





Bing では，全てのクラスタにおいてヒット数が 10/25 を境に大きく変化をしている．これ
は，Bing の検索インデックスが 10/25 に更新されたためではないかと推定される．その後，




Yahoo!では，11/13 から 11/20 にかけて変動が起こっていることを除いて，変動率がほぼ




























返し「次へ」ボタンを押すことによって発生する Hit Count Dance の中からより信頼できる






ット数が 1 週間以上，観測開始日に対して 30%以上増減しなければヒット数は安定期に入
っている． 
信頼できるヒット数についてまとめた表を表 5.1 に示す． 
  
表 5.1 信頼できるヒット数 
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I. ． 検証に利用したクエリのサンプル 
 
mixi マシェリ 自民党 kids 
youtube ebank 802 hi-ho 
年賀状 音泉 人事院 マカロン 
楽天 東京マルイ サントノーレ 京都観光 
you tube ゲゲゲの鬼太郎 八方尾根 アントワン式 
2 jal カード ffftp ハローワークインターネットサービス 
2 ちゃんねる 明治 クライシスコア ntn 
郵便番号 下着 年賀素材 ジャパンレンタカー 
google 和光堂 スギ薬局 賃貸情報 
ニコニコ動画 魔法の i ランド fujitsu 美輪明宏 
goo ガンバ大阪 銀行コード duga 
2ch - 優木まおみ お財布 
ユーチューブ 鈴木えみ http://www.aeoncredit.co.jp 9205 
jal xbox360 小林製薬 ラベンハム 
ニコニコ 新築マンション ピアノ jeanasis 
msn フレッツ ポインセチア nicovideo 
amazon 広島 hotjam 池袋西武 
ana 東京スター銀行 sh905i ダウニー 





jr mk2 松田聖子 ピル 
脳内メーカー くら寿司 真鍋かをり 大きく振りかぶって 
au 浅草 国会図書館 ozoc 
郵便局 2008 ひぐらしのなく頃に解 サロモン 
ハンゲーム マジコン アンリシャルパンティエ 河村隆一 
cpz c型肝炎 八景島 丸三証券 
dmm マフラー 投資 バック 
gyao 火山 アラド 社会福祉士 
じゃらん ペーパークラフト スニーカー 不動産投資 
jra monex 軽自動車 major 
 29 
 
hotmail 鉄拳 6 シナモン sophia 
ぐるなび 脳内メーカ audi winamp 
nhk 西野公論 スペースワールド amzon 
ユニクロ コート エコキュート rf 
えろつべ abc クッキング national 資産運用 
docomo ラクーア 窓の社 zero 
アダルト jsg セントラル マレーシア 
ハローワーク 野沢温泉 モノノ怪 愛媛県 
ドコモ ドラベース ハチ北 テレビ大阪 
価格 ユニバーサル ero p-line 
地図 イリュージョン 福島県 長谷川潤 
フジテレビ ケンタッキーフライドチキン goo 地図 歌詞画像 
99bb jfa カーメイト dragon ash 
ウィキペディア 手帳 イエティ radiohead 
価格.com ロックマン アントワン定数 バレエ 
宝くじ ディオール チョコレート 西川史子 
メディアプロダクション ロゴ お取り寄せ esp たからくじ 
ホットペッパー 伊丹空港 ポケモンカード ストレイテナー 
郵便 ハニカム 里田まい 東京ウォーカー 









図 Ⅱ.2 クラスタサイズが 2 の時の結果 
 
 
図 Ⅱ.1 クラスタサイズが１の時の結果 
 
図 Ⅱ.3 クラスタサイズが 3 の時の結果 
 
図 Ⅱ.4 クラスタサイズが 4 の時の結果 
 
図 Ⅱ.5 クラスタサイズが 5 の時の結果 
 
図 Ⅱ.6 クラスタサイズが 6 の時の結果 
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図Ⅲ.2 クラスタサイズが 2 のときの結果 
 
 
図Ⅲ.1 クラスタサイズが 1 のときの結果 
 
図Ⅲ.3 クラスタサイズが 3 のときの結果 
 
図Ⅲ.4 クラスタサイズが 4 のときの結果 
 
 
図Ⅲ.5 クラスタサイズが 5 のときの結果 
 
図Ⅲ.6 クラスタサイズが 6 のときの結果 
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IV. ． 付録Ⅰ，Ⅱにおける各クラスタリングの要素数 
  
表Ⅳ．1 各クラスタの要素数（Bing） 
  cluster1 cluster2 cluster3 cluster4 cluster5 cluster6 sum 
k=1 3154           3154 
k=2 2481 673         3154 
k=3 2758 273 123       3154 
k=4 2087 673 271 123     3154 
k=5 2074 670 221 141 48   3154 
k=6 2073 670 221 141 48 1 3154 
 
表Ⅳ．2 各クラスタの要素数（Yahoo!） 
  cluster1 cluster2 cluster3 cluster4 cluster5 cluster6 sum 
k=1 8671           8671 
k=2 7467 1204         8671 
k=3 7266 747 658       8671 
k=4 7127 600 541 403     8671 
k=5 6346 1026 518 476 305   8671 







図Ⅴ.2 クラスタサイズが 2 のときの結果 
 
図Ⅴ.1 クラスタサイズが 1 のときの結果 
 
 
図Ⅴ.3 クラスタサイズが 3 のときの結果 
 
 
図Ⅴ.4 クラスタサイズが 4 のときの結果 
 
図Ⅴ.5 クラスタサイズが 5 のときの結果 
 







図Ⅵ.1 クラスタサイズが 1 のときの結果 
 
図Ⅵ.2 クラスタサイズが 2 のときの結果 
 
図Ⅵ.3 クラスタサイズが 3 のときの結果 
 
図Ⅵ.4 クラスタサイズが 4 のときの結果 
 
図Ⅵ.5 クラスタサイズが 5 のときの結果 
 






図Ⅶ.2 クラスタサイズが 2 のときの結果 
 
図Ⅶ.1 クラスタサイズが 1 のときの結果 
 
図Ⅶ.3 クラスタサイズが 3 のときの結果 
 
図Ⅶ.4 クラスタサイズが 4 のときの結果 
 
図Ⅶ.5 クラスタサイズが 5 のときの結果 
 






















表 Ⅶ.1 各クラスタの要素数（Google） 
  cluster1 cluster2 cluster3 cluster4 cluster5 cluster6 Sum 
k=1 8923           8923 
k=2 7934 989         8923 
k=3 7737 984 202       8923 
k=4 7167 979 644 133     8923 
k=5 7128 828 546 289 132   8923 
k=6 7106 647 455 301 286 128 8923 
 
表 Ⅶ.1 各クラスタの要素数（Bing） 
  cluster1 cluster2 cluster3 cluster4 cluster5 cluster6 Sum 
k=1 8462           8462 
k=2 7233 1229         8462 
k=3 5987 1493 982       8462 
k=4 1355 1061 810 5236     8462 
k=5 4998 1640 1279 478 67   8462 
k=6 4395 1441 1157 962 441 66 8462 
 
 
  cluster1 cluster2 cluster3 cluster4 cluster5 cluster6 Sum 
k=1 6824           6824 
k=2 4868 1956         6824 
k=3 4587 2020 217       6824 
k=4 3668 1739 1214 203     6824 
k=5 2378 1596 2293 358 199   6824 
k=6 2569 2062 1479 301 275 138 6824 
 
