Abstract. We prove an incidence theorem for points and planes in the projective threespace P G(3, F ), valid, in particular, over fields F with odd characteristic p. An incidence is viewed as an intersection of a pair of different type two-planes in the Klein quadric over P G(3, F ), and then restricted to a sub-quadric by fixing one variable. This associates with every incidence problem between points and planes in F 3 a line-line incidence problem in G = SL 2 (F ) and conversely. The latter problem is easier than a line-line incidence problem in F 3 , because the space of lines in SL 2 (F ) is three-dimensional, rather than four-dimensional, and can be solved by an algebraic application of the polynomial method.
where k denotes the maximum number of collinear points or planes. There is a natural restriction in the finite field case that m, n = O(p 2 ). The upper bound is followed by an example, with m = n, showing that it is tight, without additional assumptions.
The paper ends with a few applications of the above estimate, proving new results over Fq, somewhat analogous to those attainable over R via the Szemerédi-Trotter theorem. For any non-collinear point set S ⊆ F 2 q , the number of distinct vector products generated by pairs of points in S is Ω min |S| We also show an application, which yields a new result for the Erdős distance problem in F 3 q , showing that a set S of m points, not supported on a single isotropic line in F 3 q , contains a point, from which Ω min m
Introduction
The Szemerédi-Trotter theorem, [21] , on the number of incidences between lines and points in the Euclidean plane has many applications in geometric and arithmetic combinatorics. The theorem is also valid over the complex field, yet the proofs known, [24] , are much harder than over R. In the finite field or other contexts, however, no universal satisfactory for applications incidence estimate is available. See [14] for what can be regarded as a current "world record."
It turns out that if one goes into three, rather than two dimensions, one can prove an incidence estimate between a set P of m points and a set Π of n planes, which is valid in the projective three-space P G(3, F ) over, to say the least, F = R, C, or F q , where F q is a finite field of an odd characteristic p, and m, n are small enough relative to p.
The set of incidences is defined as I(P, Π) = {(p, π) ∈ P × Π : p ∈ π}.
As usual, in this paper we use the notation | · | for cardinalities of finite sets. Symbols ≪, ≫, suppress absolute constants in inequalities, as well as respectively do the symbols O and Ω. Besides, X = Θ(Y ) means that X = O(Y ) and X = Ω(Y ). The symbols C and c stand for absolute constants, which may change from line to line. When we turn to sum-products, we use the standard notation A + A = {a 1 + a 2 : a 1 , a 2 ∈ A} for the sumset A + A of A ⊆ F , and similarly for the product set AA. The notations p, q stand, respectively, both for the odd prime characteristic and size of the finite field F q , as well as points in a point set: whenever the two come near, we've tried to re-state the meaning of p and q to avoid confusion.
By duality, the ultimate bound for the number of incidences between planes and points in P G(3, F ) has to be symmetric in their numbers n and m. It is clear that in principle one can have all the points and planes to be incident to the same line in space. Hence, a non-trivial estimate would involve some non-degeneracy parameter, e.g., the maximum number of collinear points or planes.
The best known bounds for the number of incidences between m points and n planes in R 3 have been established in a rather old paper of Elekes et al., [6] . Given that no three planes are collinear, This bound was shown to be tight in a rather particular case of rather different m and n = O(m 3 ), [3] . See [1] for a compendium of what is known about the problem and its generalisations.
More recently, more research in this direction has been stimulated by the introduction of the polynomial partitioning technique by Guth and Katz, which enabled them to solve the long-standing Erdős distance conjecture in R 2 -see [7] and the references contained therein. In particular, there has been a "continuous" in k improvement of the bound (1) by Basit and Sheffer, [2] , as follows: where k is the maximum number of collinear planes. For any ǫ > 0, the constant hidden in the O-symbol depends on ǫ. The above estimate is unlikely to be optimal for close values of m and n and small k. Its proof relies heavily on the order properties of reals and is therefore valid in R 3 only. The breakthrough work of Guth and Katz was based on two theorems. Both rested on the polynomial Nullstellensatz principle, which was shown to be so efficient a tool for discrete geometry problems by Dvir, who used it to resolve the finite field Kakeya conjecture, [5] . The first Guth-Katz theorem, Theorem 2.10 in [7] , was in essence algebraic. Its key building blocks are the (possibly early) XIX century Cayley-Salmon theorem, see e.g. [18] , on flechnodal points and some basic properties of ruled surfaces in three dimensions. See [16] for the exposition of the algebraic-geometric aspects of the method in the incidence theory context.
The second Guth-Katz theorem, Theorem 2.11 in [7] , brought in the method of polynomial partitioning of the real space. It is the latter theorem that appears to have recently attracted more attention and follow-ups. See, e.g., [17] for one the latest developments, and the references contained therein.
The objective of this paper is to demonstrate a basic universal estimate for point-plane incidences in three-space, which would hold in a variety of geometries. The two pillars underlying this are the Klein quadric formalism, which is valid for any skew-field, and a variant of Theorem 2.10 from [7] , which we henceforth refer to as the Guth-Katz theorem. So we pick for our purposes the first one of the two theorems in [7] , mentioned above. The theorem goes as follows. where k is the maximum number of lines, contained in a plane or doubly-ruled surface.
Note that there are only two types of doubly-ruled surfaces in R 3 , both quadric.
By inspection of the proof of Theorem 1, one can modify and generalise its statement slightly, as follows.
where F is R, C, or F q , with q = p s , for an odd prime p. In the latter case, assume m ≤ cp 2 , for some absolute c. Suppose, no lines within each family are concurrent. Then the number of incident pairs of lines
where k is the maximum number of lines in a plane or ruled quadric.
The proof of this generalisation would repeat the Guth-Katz proof largely line by line 1 . The key building block in the Guth-Katz proof of Theorem 1 is an old result of Salmon ([18] , pg. 278) that the flechnodal points of a polynomial projective surface Z of degree d are cut out by a homogeneous polynomial of degree 11d − 24. Flechnodes were rediscovered for discrete geometers working on incidence problems by Guth and Katz. One can nonetheless find references to them in modern literature with rather similar algebraic-geometric flavour. For instance, Voloch, [22] , states that the proof of the Salmon theorem is valid in arbitrary characteristic, and it does not have to be a prime residue field -this fact becomes handy here. Within the Guth-Katz proof, Salmon's theorem takes one to considering ruled surfaces, and as far as the required, and rather coarse, properties of ruled surfaces are concerned, there is no difference between the cases of zero and positive characteristic. See, e.g. [15] for general discussion of algebraic surfaces over finite fields.
We will prove a slightly more technical version of Theorem 2, Theorem 9 in the sequel to suit exactly our purposes in the main body of the paper.
1 For a reader not familiar with the proof of Theorem 1, that is Theorem 2.10 in [7] , we strongly recommend [16] for what is more than an outline of the proof. The subject has been also given much exposition by Tao in a series of blogs: see www.terrytao.wordpress.com/2014/03/28/the-cayley-salmon-theorem-via-classicaldifferential-geometry/, see also the links contained therein.
Main result
It appears to be natural and useful to interpret incidence problems between points and planes in P G(3, F ) as line-line incidence problems in a projective three-quadric. This is the main geometric content of this paper. This interpretation enables one to see that the parameter k in the point-plane incidence estimate (2) and Theorem 1 about line-line incidences is for our purposes essentially the same quantity. Our main result is as follows.
Theorem 3. Let P, Π be sets of points and planes, of cardinalities respectively m and n, in P G(3, F ), where F is R, C, or F q , q = p s , for an odd p. Let k m , k n be the maximum number of points or planes, respectively, incident to a single line.
Suppose, m ≥ n. If F = F q , where q is a power of an odd prime p, assume n Then
The assumption m ≥ n can be reversed in an obvious way, using duality. If m = n, one can easily spot similarity in the numerology of the estimates of Theorems 1 and 3.
The estimate (3) of Theorem 3 a basic universal estimate, which may be compared to the one for the number of incidences between lines and points in P G(2, F ), obtained merely by the Cauchy-Schwarz inequality. Any improvement over the estimate (3), such as (2) (which is stronger than (3), provided that m = n and k < m 4 , the estimate (3) becomes the best known one, and valid beyond just over R.
We support the above heuristic claim by presenting further in Section 6.1 an example, where an explicit calculation shows that in the case n = m and k = m 1 2 , the estimate (3) is the best one possible.
We then proceed with two applications of the geometric method constituting the foundation of Theorem 3. We show how this approach easily gives a reasonably strong sum-product type estimate over finite fields. The forthcoming Theorem 11 claims that any set S of N non-collinear points in the plane over the finite field F q of odd characteristic p determines Ω min N 2 3 , p distinct pair-wise vector products, with respect to any origin. The estimate gets better if S is a Cartesian product. For a set A ⊆ F q , we prove a sum-product type inequality
In the special case of A being a multiplicative subgroup of F * p , the same bound was proved by Heath-Brown and Konyagin, [9] and improved by V'jugin and Shkredov, [23] (for suitably small multiplicative subgroups) to Ω . Our result extends, in principle, the bound of Heath-Brown and Konyagin to approximate multiplicative subgroups as well. We do not explore quantitative aspects of the issue further here.
Note, that bounds with the exponents above have so far only been available for large enough, in terms of p, rather than small sets over finite fields, where they follow in essence by applications of the Cauchy-Schwarz inequality after the problem has been reformulated via an exponential sum. See, e.g., [8] .
The same can be said about the second application of Theorem 3 in the finite field context, which yields a new result for the Erdős distance problem in F [8] show that without additional assumptions on S, this estimate is the best possible one. One can easily construct a counter-bound by taking S to live in a semi-isotropic plane, that is a plane, spanned by two mutually perpendicular vectors, one of which has zero length.
Another somewhat curious application of Theorem 3, which appears in passing midway through the paper as Corollary 8, concerns the prime residue field F p . Given any family of Ω(p 2 ) straight lines in G = SL 2 (F p ), their union takes up a positive proportion of G. In Lie group-theoretical terminology these lines are known as generalised horocycles, that is right cosets of one-dimensional subgroups conjugate to one of the two one-dimensional subgroups of triangular matrices with ones on the main diagonal. Note that to ensure a similar claim in F 3 p via Theorem 1, one would have to require not having multiple intersections of the lines. Our result about G = SL 2 (F p ) may be compared to the well-known simple fact that Ω(p) straight lines in the plane F 2 p fill its positive proportion. In view of the above applications, we repeat the key heuristic observation that arithmetic problems over finite fields appear to be somewhat more approachable if lifted and treated by means of three, rather than two-dimensional geometry, using Theorem 3 in the way the Euclidean plane Szemerédi-Trotter theorem is used for these purposes. Not surprisingly, the new exponents we prove over finite fields coincide with those one gets after well-known applications of the Szemerédi-Trotter theorem in the Euclidean context.
Let us give an outline of the proof of Theorem 3. First off, Theorem 1 can be easily adjusted to the case of pair-wise intersections between two families of m and n lines, respectively. We will present explicitly the minor modifications in Theorem 9 below, and show how they affect the opening stage of the Guth-Katz proof, up to the point, from which it matches the original.
Let us proceed assuming that there is not much difference with the case m = n, also taking k m = k n = k. We henceforth write just P for the projective line over F . Let p ∈ P, π ∈ Π be a point and a plane in P 3 . Suppose, there is an incidence p ∈ π. Draw in the plane π all lines, incident to the point p. In the Klein quadric K, a four-dimensional hyperbolic projective quadric in P 5 , whose points are lines in P 3 , the family of all lines incident to p is a copy of P 2 , a so-called α-plane. The family of all lines incident to π is also a copy of P 2 , a so-called β-plane. There are no other two-planes in K, other than of one of the two types. A pair of random planes of two distinct types in K do not intersect each other; they do meet along a copy of P 1 , a line in K, if and only if p ∈ π. In K, the points on the line, along which the corresponding α-and β-plane meet each other are exactly those lines in the plane π through the point p we've drawn. See [19] or [4] as introductory texts on the subject, the latter presenting it in a more abstract way.
Thus the number of incidences I(P, Π) equals the number of lines at which the 2m corresponding α-and β-planes intersect each other in K. One can now restrict the arrangement of planes in K from P 5 on a subspace P 4 contained therein. That is, one goes one dimension down from K to its three-dimensional sub-quadric G. The subspace P 4 can be thought of as random. Or, one can fix the subspace P 4 and G but bear in mind that I(P, Π) is invariant with respect to projective transformations of the "configuration space" P 3 itself. The benefit of choosing a random subspace and restricting K on it, thus getting some three-quadric G is that the lines that the finite collection of α and β-planes restricts on in G intersect only if they are of different type. Indeed, planes of the same type intersect merely at a finite set of points in K. In the finite field F q setting, however, the latter finite set may appear to be sizeable in comparison with G itself. Yet nothing prevents one at this point to embed K in the Klein quadric over any extension of F q and work henceforth in the extension. For the only quantitative restriction in the applicability in the finite field case of the polynomial method in the body of the Guth-Katz Theorem 1 in this respect is that the degree of polynomials used not to exceed p, the field's characteristic. This is how we proceed, relegating the randomness required to projective transformation of P 3 and fixing a three-dimensional subquadric G of K on a certain subspace P 4 , such that G, without infinity, can be viewed as the affine hyperbolic quadric
, that is G = SL 2 (F ) (whose group structure we barely touch, what we do use instead is basic classification of quadric surfaces in three dimensions.) Throughout the actual proof we use projective arguments, which appear to be more natural from the formal viewpoint. Having restricted the α-and β-planes to G we end up with two families of lines there: m α-lines and n β-lines in G. The number of incidences I(P, Π) equals the number of pair-wise intersections of these lines. Lines within each family satisfy the input conditions of the Guth-Katz theorem.
At this point we can basically apply the original Theorem 2, only in G, but there is no principal difference between G and F 3 , as far as the polynomial method 2 of the proof of the theorem is concerned. Working in G is, in fact, easier than F 3 , for G contains no planes, and if three lines in it had two or more pair-wise intersections, they would lie in a quadric surface -the intersection of G with some affine three-subspace H.
All that remains is to show that the parameter k is, in fact, the same quantity as far as Theorems 1 and 3 are concerned. This is done by a trivial observation about planes in the Klein quadric, presented as the forthcoming Lemma 4. Whenever three or more points or planes in the original incidence arrangement {P, Π} in F 3 are collinear, the corresponding α-or β-planes in K lie in its intersection with some P 4 , and therefore the corresponding lines in G -in some affine three-space H. If so, G ∩ H is a quadric surface in H, and it will contain intersecting lines only if it is a doubly-ruled surface or a quadric cone. Hence one applies the m = n version of Theorem 1 and be done.
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Geometric set-up
4.1. Preliminaries. We begin with a brief introduction of the Klein quadric K, on an elementary level, see [19] for details.
The space of lines in P 3 is represented as a projective quadric in P 5 , with projective coordinates (p 01 , p 02 , p 03 , p 23 , p 31 , p 12 ), known as Plücker coordinates. The line through two points q = (q 1 , q 2 , q 3 ) and u = (u 1 , u 2 , u 3 ) in F 3 has Plücker coordinates
, and x 0 = y 0 = 1.
2 The reader familiar with the polynomial method would know that the technical difference of working in G, rather than F 3 is considering polynomials of four variables modulo x 1 y 1 − x 2 y 2 = 1, rather than those of three variables. Alternatively, one can simply project G on a random subspace F 3 in F 4 , in which case a finite number of quadric surfaces will project as surfaces of the same type.
Hence, for a line in F 3 , the Plücker coordinates acquire the meaning of a pair of threevectors (ω, v), where ω is a vector in the direction of the line and for any point q on the line, v = q × ω is the line's moment vector, with respect to some fixed origin.
Conversely, one can denote ω = (p 01 , p 02 , p 03 ), v = (p 23 , p 31 , p 12 ), the Plücker coordinates then become (ω, v), and treat ω and v as vectors in F 3 , bearing in mind that, in fact, as a pair they are projective quantities. E.g., lines in the plane at infinity are represented by (0, v). The equation of the Klein quadric K in P 5 is
The Klein quadric K contains a three-dimensional family of projective two-planes, called α-planes, whose points are lines, concurrent at some point q in P 3 . I.e, either v = q × ω, for some q ∈ F 3 or one is dealing with a set of parallel lines with Plücker coordinates (ω, v) for a fixed direction vector ω = 0, these lines meeting at a point q at infinity. Clearly, q = 0 means lines meet at the origin. Any two distinct α-planes intersect at a point in K: this is the line in P 3 incident to both concurrency points. The Klein quadric K also contains another three-dimensional family of two-planes, called β-planes, which represent co-planar lines in P 3 . I.e, either ω = u × v, for some u ∈ F 3 , the equation of the plane in F 3 being
or one is dealing with a set of lines with Plücker coordinates (ω, v), for a fixed moment vector v = 0 -these are lines in the plane through the origin, u being the point at infinity in the direction normal to the plane. Clearly, u = 0 means the plane at infinity. A α-and a β-plane typically do not meet; if they do this means that the point q, defining the α-plane lives in the plane π, defining the β-plane. The intersection is then a line in K, whose points are lines in P 3 , which are co-planar in π and concurrent at q. Given such a line in K, it identifies the pair (α-plane, β-plane) uniquely, as lines concurrent at some q do not intersect anywhere else.
Conversely, each straight line in K is the intersection of some fixed pair α-and β-plane. Points on this line in K are lines in P 3 , incident in some fixed plane π to some fixed point q ∈ π. We will need the following simple fact.
Lemma 4. Let q = q(t) or u = u(t) representing, respectively, α-or β-planes in K, lie on a line in P 3 . Then the corresponding α-or β-planes all lie in the intersection of K with some subspace P 4 in P 5 and all intersect at the same point.
Proof. It suffices to prove this in the case of α-planes, by duality. Furthermore, after a projective transformation, one can assume without loss of generality that the line q = q(t) is in the plane at infinity in P 3 . Without loss of generality, this is the line at infinity for the (xy)−plane in F 3 . In this case, the Plücker coordinates of the set of lines in P 3 , concurrent at some point q on the line q(t), is given by p 03 = 0.
Clearly, all these α-planes in question will intersect in K at a point, corresponding to the line q(t).
The converse of Lemma 4 is also true: having a set of α-planes concurrent at some point means having sets of all lines via, respectively, points q 1 , q 2 , . . . , all sharing a line in common: this line must be the one containing all the points q 1 , q 2 , . . .. Thus once again all these α-planes lie in some subspace P 4 in P 5 .
4.2.
Point-plane incidences in P 3 are line-line incidences in a three-quadric in P 4 . Let us embed G = SL 2 (F ), the set of 2 × 2 matrices
with elements in F and unit determinant into the Klein quadric K. We change x 1 to −x 1 and embed G in a projective quadric G: x 1 y 1 + x 2 y 2 + u 2 = 0 in P 4 , G corresponding to setting u = 1 and changing the sign of x 1 . By adding another projective variable v = 0 we embed G as a sub-quadric, obtained by setting v = 0 in the quadric K:
2 , the equation of K becomes Observe that each α-or β-plane in K intersects G. Indeed, G has been obtained from K by intersecting it with a subspace P 4 in P 5 . Moreover, G is just the union of G = SL 2 (F ) and the ruled quadric x 1 y 1 − x 2 y 2 = 0 at infinity.
We need the following rather coarse fact.
Lemma 5. The quadric G contains no planes. If its intersection with a subspace P 3 in P 4 contains more than two lines, it is either a ruled quadric or a quadric cone.
Proof. It suffices to show that G ⊂ F 4 has no affine planes. If G contained a plane, then the latter would be contained at the tangent space at some point. Since G is a group, this would be the case at the identity.
At the identity Id, the intersection of G with its tangent space can be expressed as the set of unideterminant matrices in the form
This means that x 2 1 = −x 2 y 2 , which is an equation of a quadric cone (and not a plane). Therefore, the space of lines in G is three-dimensional, and points of G at infinity are also vertices of cones (i.e. G contains a two-dimensional family of cylinders). Finally, if an intersection of G with a subspace P 3 in P 4 is not a cone and contains three or more lines, it cannot be a plane, and the basic classification of quadric surfaces (see, e.g., [10] for the positive characteristic case) suggests that this must be a ruled quadric.
Since G contains no planes, each α-or β-plane in K intersects G along a line. Thus, the arrangement {P, Π} of points and planes in P 3 projects from K onto G as a pair of families of lines {L α , L β }. The following lemma basically states that one can assume L α ∩ L β = ∅, as well as that the lines within each family do not meet each other.
Lemma 6. To every finite incidence problem {P, Π} in P 3 one can associate a problem of pair-wise intersections of two distinct families of lines {L α , L β } in G. Moreover, no two lines of the same type intersect, |L α | = m, |L β | = n, and |I(P,
is the set of pair-wise incidences between the lines in L α and L β .
Besides, if, respectively, k m , k n are the maximum numbers of, respectively, collinear points and planes in {P, Π}, they are now the maximum numbers of the lines in the families {L α , L β }, contained in the intersection of G with a projective three-subspace in P 4 .
Proof. Suppose, we have an incidence (p, π) ∈ P × Π. This means that the α− plane defined by the point p ∈ P and the β-plane defined by the plane π ∈ Π intersect along a line in K.
There are at most m 2 + n 2 points in K where lines of the same type meet. The space of all lines in G is three-dimensional, whereas the space of all lines, lying in α-or β-planes in K is five-dimensional. Hence, by applying a random projective transformation to the original arrangement of planes and points in P 3 , we can achieve that each line in K, corresponding to incidences in I(P, Π) intersects G at a point, i.e., none of the |I(P, Π)| lines lies itself in G. If F = F q , one can first lift the original incidence problem in any extension of F q , still keeping the same notation F q for it. So, q can be thought to be arbitrarily large versus m 2 + n 2 . That is the probability that two lines of the same type are concurrent in G is at most , and since q can be thought to be arbitrarily large, there is a projective transformation of the original arrangement, so that none of the m 2 + n 2 of the points in question lie in G. The same concerns the event that any of at most mn lines in K, corresponding to actual incidences itself lies in G.
The last claim follows from Lemma 4.
The converse of Lemma 6 is obviously true: just lift the lines from G into K by removing the restriction p 03 = p 12 in Plücker coordinates. Each line in G is a line in K and therefore corresponds to a unique pair α-and β-plane intersecting along this line, that is indexed by a pair (q, π(q)), where the point q lies in the plane π(q). Hence, given a family of m lines in G, the problem of counting their pair-wise intersections can be interpreted as that of counting incidences in I(P, Π), where P = {q} and Π = {π(q)}. Moreover, if k was the maximum number of lines in the intersection of G with a P 3 , then the same k stands for the maximum number of collinear points/planes. The explicit tautological calculations of how this is done are presented further in Section 6.1, cf. (15) . Moreover, by Lemma 4, the parameters k m,n in Theorem 3 will equal to the maximum number k of lines in the intersection of G with a projective three-space. Let us formulate this fact as the following proposition, to be used in the sequel. 
Proof. Lift the family L α from G to K as a family of α-planes, as described in the paragraph, preceding the formulation of the proposition, and the family L β as a family of β-planes. This results in an incidence problem {P, Π} in P 3 . Apply a random projective transformation to the latter arrangement in P 3 , passing to an extension of F q in the finite field case if necessary, and then use Lemma 6 to go back to G.
The dimensional reason for Proposition 7 to be true is that the space of lines in the three-quadric G is poor, only three dimensional, relative to the space of lines in F 3 , which is four-dimensional. Many pair-wise intersections may occur in G only at vertices of quadric cones or in doubly-ruled quadric surfaces, that is when many lines live in the intersection of G with the same three-space. The random projective transformation trick tells one that these are the line intersections inside doubly ruled surfaces that provide a generic scenario for having many line-line incidences in G. Note that lines from one single family, as they may not intersect each other, should then lie in one specific ruling of the doubly-ruled quadric.
Proposition 7 and Theorem 3 imply the following corollary.
Corollary 8. The union of any Ω(p
, that is takes up a positive proportion of G.
Proof. Either one can use the formula (3) with a suitably small k = k m = k n = cp, with c as small as necessary, or the following scenario occurs: there are Ω(p) quadric surfaces in G with Ω(p) lines in each. In the latter case, since two such quadric surfaces intersect along at most two lines, the union of Ω(p) of them has cardinality Ω(p 3 ), by the inclusion-exclusion principle applied to these surfaces. Then the claim follows.
In the former case one can use the inclusion-exclusion principle for the union of lines, since the number of their pair-wise intersections can be bounded by the formula (3) with m = n and k m = k n = o(m). The claim follows. So in both cases the union of lines takes up a positive proportion of G.
Proof of Theorem 3
We use Lemma 6 to pass to the incidence problem {L α , L β } in G, now using m = |L α |, n = |L β |.
All we need on the technical side is to adapt the proof of Theorem 2 to the case of G instead of P 3 , and non-equal m, n.
Theorem 9. Let {L α , L β } be two sets of respectively m, n straight lines each, in G. Suppose, m ≥ n and if F = F q , where q is a power of an odd prime p, then n Then
where k m , k n , respectively, are the maximum numbers of lines in L α , L β , contained in the intersection of G with some subspace P 3 in P 4 .
Proof. Let us write I for I(L α , L β ). First off, we use Proposition 7 to ensure that no lines within the same family are concurrent. We will still use the notations {L α , L β } for the new families of lines with no intersections within each family, and possibly living in the quadric G over the extension of F q in the finite field case. Suppose, one has, for contradiction (6) |I| ≥ C(mn) 3 4 , for some large C.
Also suppose, the example is optimal, that is for m, n of half their values, the result has already been proven: clearly it holds when m, n = O(1).
A large proportion of incidences must be supported on lines in L α , which are intersected more than average: by at least cCn Let us now delete lines from L β randomly, with probability 1 − ρ, to be chosen. By the law of large numbers, (we essentially only repeat the argument in the proof of Lemma 3.4, [7] , see also Lemma 10, [16] ) there is a L ′ β ⊂ L β , of size close to the expected one, say at least 
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Let Q be a nonzero (homogeneous, of five variables, modulo , which is too small in comparison with the supposed large total number of incidences, cf. (6), considering that n ≤ m. We can delete α-lines not in Z, because from the popularity argument at the outset they were meant to be responsible for an arbitrarily small fraction of all incidences. If the numbers of the rest of the lines of {L α , L β } in Z are less than, say m 2 , n 2 , respectively, we invoke the induction assumption and be done.
Otherwise we follow the arguments of the proof of Theorem 2.10 in [7] line by line, concluding that since a comparatively low degree polynomial surface Z has so many lines, it should contain a plane or doubly-ruled factor. There are no planes in G, while the doublyruled factor can only be a quadric, arising as the intersection of G with some projective three-space P 3 in P 4 . Hence, there should be one, containing Ω(
But we must have the latter quantities bounded by k m and k n , respectively. Therefore, under the assumption (6), one must have
. Substituting this C into (6) together with a bound arising as the converse of (6) conclude the proof of Theorem 9.
Theorem 9 together with the preceding it discussion in Section 4.2, expressed in Lemmas 6 and 4 result straight into the claim of our main Theorem 3.
Applications of Theorem 3
This section has three subsections. First, we take advantage of the geometric lifting mechanism from Section 4.2 to show that in a certain parameter regime Theorem 3 is tight. The construction is done over R, but that is not a constraint for it: for sets small enough it can be done in the prime residue field F p just as well. We then move on to a sum-product type inequality, which in the context of finite fields appears to be rather strong in comparison to what has been known. Finally, we use Theorem 3 to consider a "pinned" version of the Erdős distance problem on the number of distinct distances determined by a set of N points in three dimensions, where we get a new, and in some degenerate sense tight bound in the F q -context. is an integer.) Let A be the set of all signed areas of triangles Opq, with p, q ∈ S. These areas are the values of the cross products p × q of vectors in S, that is, in the standard sum-product notation,
[This, formally speaking, appears to need a proof, since |AA| = O |A| 2 log log |A| . One (and most likely not the best) way of doing this is as follows. Let E be the number of solutions of the equation
By the Cauchy-Schwarz inequality, |A| ≥
The number of realisations of every nonzero
On the other hand, it is easy to show that, E ≫ |A| 6 as well. One way of doing this is to change variables and rewrite (9) as (10) b It is well known that whenever a origin-centred 3-sphere in R 4 , of radius r, contains integer lattice points, it contains Θ(r 2 ) of them. In other words, the number of realisations of a positive proportion of triangle areas in A equals, up to a constant, |A| 2 , and hence E = Θ(|A| 6 ).] Let us restrict S to S ′ : p = (a, b) ∈ S is in S ′ only if a and b are coprime. One still has |S ′ | = Θ(|A| 2 ). In terms of the corresponding number E ′ of pairs of equal area triangles S ′ generates, one still has E ′ = Θ(|A| 6 ). Indeed, passing from S to S ′ restricts the equation (9) to co-prime pairs (a,
only. The number of lattice points in R 4 that is generated by the correspondingly restricted left-hand side of (10) Divide (9) by cd ′ . This yields
Every time there is a solution of (9), we get an incidence of a plane π, whose set we denote as Π, with the equation
with a point in the set P , as follows
Theorem 10. Let {P, Π} be an incidence arrangement of m = Θ(|A| 4 ) planes and points described by equations (11), (12) . Then no more than k = O m . Rather than showing this directly, we will go in a slightly circuitous way, along the lines of Section 4.2, by interpreting this as an incidence problem of lines in G = SL 2 (R) and deriving a bound on k by estimating the maximum number of lines in the intersection of G with a affine three-space, and then using Lemma 6.
Let p = (a, b) and q = (c, d) in S ′ . Whenever the triangles Opp ′ and Oqq ′ have the same area, there is a transformation g ∈ G, such that g(p) = q and g(p ′ ) = q ′ or g(p) = q ′ an g(p) = q, depending on orientation. It is easy to verify by direct calculation that the set (13) l pq = {g ∈ G : g(p) = q} can be written in coordinates (x 1 , x 2 , y 1 , y 2 ) in R 4 as follows:
Since (a, b) and (c, d) are coprime, the line l pq is identified by the two cotangents: ′ | lines l pq may be contained in a single affine three-space in R 4 . For this to happen, the normal vector (n 1 , n 2 , n 3 , n 4 ) to the three-space must be normal to a line's direction vector We are now going to lift the lines l pq in the Klein quadric K, each as a pair: α-and β-plane, following the procedure described just before Corollary 8. Define
A calculation shows that for all t,
Hence, (ω, v) are Plücker coordinates of the points on the line l pq , see Section 4.1, in particular (4). Each line l pq gets lifted to the Klein quadric K as a α-plane, defined by q and a β-plane, defined by u, by removing the condition ω 3 = v 3 . Moreover, no more than O(|A| 2 ) planes of the same type can lie in a single P G(4, R), since otherwise the corresponding lines l pq would lie in a affine three-space in G. The number of pair-wise intersections of lines in G becomes that of incidences in the incense problem {P, Π} in R 3 , see Lemma 6. An incidence is recorded by having a solution of the last equation in (16) . But this merely restates (11) , (12) , the number of incidences |I(P, Π)| being equal to the number of (p, q, p
, such that the areas of triangles Opp ′ and Oqq ′ are equal. Also note that the lines l pq themselves correspond to trivial solutions of the equation (9) .
By Lemma 4 we have the maximum number of q's or π(q)'s incident to a single line bounded as O(|A| 2 ). So, for the quantity E ′ we have, on the one hand, that E ′ = Ω(|A| 6 ), on the other, by Theorem 3, that E ′ = O(|A| 6 ). The same therefore applies to the original quantity E regarding the unpruned set S.
6.2. Application to problems of sum-product type. Established sum-product type inequalities over finite fields have been weaker than over R, where one could take advantage of the order structure. Here F q is a finite field of odd characteristic p. The problem discussed in this section is the one of proving that a set S of noncollinear points in the plane determines Ω(|S|) distinct vector (i.e., dot or cross) products. Over finite fields, this may clearly hold in full generality only if |S| = O(p). The problem was claimed to have been solved, up to the factor log |S| in R 2 in [12] . However, an error has been found, [13] .
In this section we prove the following theorem, whose claim for novelty is the case F = F q , for if F is R or C, the bound in question follows by an application of the Szemerédi-Trotter theorem, which, e.g., provides a (generally sharp) bound O(N 4 3 ) on the maximum number of realisations of a single nonzero vector product. We formulate our next theorem relative to the finite field case, even though throughout the proof mostly proceed with a general F , as a putative onset for stronger results over R and C, [13] . Proof. Clearly, if there is a line through the origin supporting Ω(N 2 3 ) points of S, there is nothing to prove. Hence we assume the converse for the rest of the proof, as well as that S has no elements on the coordinate axes or isotropic lines through the origin.
We prove the theorem dealing with cross products. Having done so, one can see that the proof equally applies to cross products of pairs of vectors, each one taken, respectively, from one of two sets S 1 , S 2 of the same size N . Then, to pass to dot products, one applies the result about cross products, with vertices in a pair of sets S ∪ S ⊥ . Also, for technical convenience at one instant, suppose that in the finite filed case, S is such that for every p = (a, b) ∈ S, a 2 + b 2 is a square in F q (this assumption is easy to dispense with, yet it can be achieved for at least half S of by scaling S). Consider the problem of finding the lower bound for the number of distinct areas of triangles Opp ′ , with p, p
In addition, we can assume that S is supported on at most N 2 3 distinct directions from the origin. For suppose there is a subset S ′ with cN elements, such that no line through the origin supports more than N 1 3 points in S ′ . Let A ′ be the set of all cross products, generated by S ′ . For each a ∈ A ′ and each p ∈ S ′ draw a line in the plane, corresponding to the equation p × q = a. Some lines may degenerate into a single line, but no more than N . The maximum number of the lines' weighted incidences with the set S ′ is bounded from above, by the Cauchy-Schwarz inequality, by
On the other hand, the bound from below will be the number of triangles rooted at the origin, generated by S ′ , i.e. Ω(N 2 ). Comparing the two bounds yields
, with nothing left to prove.
Thus we throw away from S all the points, supported on lines through the origin with fewer than N We once again aim to find an upper bound for the second moment E, that is the number of solutions of equation (9), now with (a, b),
, that is pairs of triangles with equal, and this time nonzero areas: this issue did not occur in Section 6.1, for there was at most one point of S in each direction from the origin. We will get the estimate E = O(N 10 3 ), with N small enough relative to p in the finite field case, and the claim of Theorem 11 will follow by the Cauchy-Schwarz inequality. It will be then made to embrace the field's characteristic p for the case of larger N by a simple random argument.
Let us consider the corresponding set of lines {l pq }, defined by equations (14), relative to the set S, in G = SL 2 (F q ).
We can, in fact, and will from now on, consider only non-collinear p and q. For every triangle Opp ′ , there are at most N triangles Oqq ′ with the same area, under the additional constraint that p and q are collinear. So the total maximum contribution of the lines l pq , with p = λq to the quantity E is N 3 , and we delete these lines in G. The problem is that lines l pq can have multiplicities: failure to recognise this constituted the error in [12] . A line {l pq } is defined not by a pair (p, q), but its equivalence class with respect to dilations.
Consider the set of nonzero line segments with endpoints p, q in S. Regard two segments (p, q) and (p ′ , q ′ ) as equivalent if (p, q) = λ(p ′ , q ′ ), for some λ ∈ F . Let m be the number of equivalence classes: this is the number of distinct lines we have in G. In other words, a line {l pq } is defined by (a, b, c, d) as projective variables. We therefore further write L = {l [pq] } for the set of these m lines. We can roughly estimate N 
We point out one important property of "heavy" lines: the higher w, the fewer of them can be contained in a single affine three-space, and therefore, they will potentially create fewer pair-wise intersections. 3 There are exceptional three-spaces, however: they contain many parallel lines, and they are subspaces of F 4 . Intersections of these parallel lines at infinity will not be counted, for they happen to correspond to zero triangle areas.
A line in {l pq } is defined by three projective variables, so they can be taken as c 1 = is a square in F q for every p = (a, b) ∈ S, so square roots can be taken.) One can verify -by somewhat cumbersome algebra or by re-calculating the SL 2 transformations given by equations (14) as a composition of (i) rotating p to the x-axis, (ii) dilating/contracting the coordinate axes by the factor r, (iii) multiplying by an element of the stabiliser of the x-axis:
this brings t in, and (iv) rotating to q -that the right-hand side of (14) can be expressed in terms of the above three projective quantities as follows:
One can see that the four-vectors composed of the components of the two matrices above are orthogonal to each other:
There is another zero linear combination to ensure that the determinant of the sum equals 1, for all t:
As long as c 1 = c 2 , which has been assumed, these two linear combinations are independent and determine a two-plane, orthogonal to the direction vector of the lines, given by the second matrix, with fixed (c 1 , c 2 ). Finally, the condition that the determinant of the first matrix equals one draws a quadratic curve in this plane, r becoming the parameter along the curve. Proof. A non-special affine three-space cannot contain three or more lines in common with any of the above-described special subspaces, for otherwise it will coincide with that subspace and be special. Fixing the normal vector to the subspace fixes a unique value of c 2 for every c 1 . Moreover, for each such pair (c 1 , c 2 (c 1 )), one may have only two possible values of r, for otherwise the subspace would contain three or more lines of the corresponding special subspace, identified by the pair (c 1 , c 2 (c 1 )). The claim follows.
We are now ready to estimate the quantity E, the number of pairs of equal nonzero area triangles with vertices in S. E is bounded as O(N 3 ) plus the quantity
where I(L) is the set of distinct pair-wise incidences of lines in L, occurring in G. Note that we do not count intersections at infinity, and therefore pairs of zero area triangles do not contribute to E. The quantity I w (L) is the number of weighted pair-wise incidences of lines in L, the weight of each line going up to N . Let us prove this formally, with a simple weight rearrangement argument, which was also used in [11] . Suppose, we have some set of incidences between m lines, with total weight W = Θ(N 2 ) and maximum weight w, so that the number weighted incidences is given by (17) . , by Lemma 12. This yields (18) I w = O w For every set S of N points we have the maximum weight w = w(S). We've proven so far that if N 2 ≪ wp 2 , with the constant hidden in the ≪ symbol ensuring the applicability of Theorem 9, the number of distinct vector products, generated by S is Ω(N We choose ρ = c p N , for some small enough c, to ensure that ρ 2 ≪ 1 w . Then the expected maximum weight is O(1), the expected size of the surviving part S ρ of S is cp, and there is a realisation of the random subset S ρ , such that the constraint of Theorem 9 is satisfied. The expected bound on E, by (18) , is then O(p 3 ). Since the expected size of S ρ is Θ(p), the bound Ω(p) for the number of distinct vector products generated by S ρ , and therefore by S, follows once again by the Cauchy-Schwarz inequality.
Theorem 11 and its proof yield an immediate corollary. Indeed, the only modification to the proof of Theorem 11 this brings is that one can simply use |B| as the upper bound for the maximum weight of lines in G. Proof. First off, let us restrict S, if necessary, to a subset of at most cp 2 points, where c is some small absolute constant, later to enable us to use Theorem 3. We keep using the notation S and N . Thereupon, we assume that S has at most O(N 1 2 ) collinear points or there is nothing to prove: even if the collinear points lie on an isotropic line, S has another point p * outside this line. Similarly, we can assume that S has at most O(N 1 2 ) points lying on a single circle.
Let E be the number of solutions of the equation (20) p − p 1 = p − p 2 , p, p 1 , p 2 ∈ S.
We will prove that under the assumptions on S we've made,
2 ). We will further assume that p 1 = p 2 , for otherwise we get N 2 trivial solutions to equation (20) .
The quantity E counts the number of equidistant pairs of points from each p ∈ S and sums over p. Hence, if we prove the claim, there is p = p * ∈ S, such that there are at most O(N 3 2 ) pairs of equidistant points from p, and therefore the number of distinct distances from p to other points of S is Ω(N 1 2 ). We now observe that to evaluate E, for each pair (p 1 , p 2 ) we draw a plane through the midpoint of the segment [p 1 p 2 ], normal to the vector p 1 − p 2 and count points p in this plane. (If p 1 − p 2 is an isotropic vector, this plane contains p 1 , p 2 , this does not matter.) Hence, we have an incidence problem {S, Π} between N points and a family of planes, but the planes have weights in the range [1, . . . , N ]: a plane can bisect more than one segment [p 1 p 2 ]. The number n of the planes is at least N and at most N 2 , the maximum weight per plane is N , the total weight of all the planes together is N 2 . We are now almost done: all we need is to adapt the formula (3) to the case of planes with weights. The adaptation to weights is done in the same way it was done in the previous section, by noticing that the worst possible case is having the minimum possible number of 4 The conjecture is often formulated more cautiously, that there are Ω * (N 2 3 ) distinct distances, the symbol Ω * swallowing constants and logarithmic terms in N . The best known bound is Ω * (N 3 5 ), due to Solymosi and Vu, [20] .
