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Ιθάκη
Κωνσταντίνος Π. Καβάφης (Costantino P. Kavafis) Poeta greco, 1863 – 1933.
Quando ti metterai in viaggio per Itaca Σὰ βγεῖς στὸν piηγαιμὸ γιὰ τὴν >Ιθάκη,devi augurarti che la strada sia lunga νὰ εὔχεσαι νά <ναι μακρὺς ὁ δρόμος,fertile in avventure e in esperienze. γεμάτος piεριpiέτειες, γεμάτος γνώσεις.I Lestrìgoni e i Ciclopi Τοὺς Λαιστρυγόνας καὶ τοὺς Κύκλωpiας,o la furia di Nettuno non temere, τὸν θυμωμένο Ποσειδῶνα μὴ φοβᾶσαι,non sarà questo il genere d’incontri τέτοια στὸν δρόμο σου piοτέ σου δὲν θὰ βρεῖς,se il pensiero resta alto e un sentimento ἂν μέν> ἡ σκέψις σου ὑψηλή, ἂν ἐκλεκτὴfermo guida il tuo spirito e il tuo corpo. συγκίνησις τὸ piνεῦμα καὶ τὸ σῶμα σου ἀγγίζει.I Ciclopi e Lestrìgoni, no certo Τοὺς Λαιστρυγόνας καὶ τοὺς Κύκλωpiας,nè nell’irato Nettuno incapperai τὸν ἄγριο Ποσειδῶνα δὲν θὰ συναντήσεις,se non li porti dentro ἂν δὲν τοὺς κουβανεῖς μὲς στὴν ψυχή σου,se l’anima non te li mette contro. ἂν ἡ ψυχή σου δὲν τοὺς στήνει ἐμpiρός σου.
Devi augurarti che la strada sia lunga. Νὰ εὔχεσαι νά <ναι μακρὺς ὁ δρόμος.Che i mattini d’estate siano tanti Πολλὰ τὰ καλοκαιρινὰ piρωινὰ νὰ εἶναιquando nei porti - finalmente, e con che gioia - piοῦ μὲ τί εὐχαρίστηση, μὲ τί χαρὰtoccherai terra tu per la prima volta: θὰ μpiαίνεις σὲ λιμένας piρωτοειδωμένους.negli empori fenici indugia e acquista Νὰ σταματήσεις σ> ἐμpiορεῖα Φοινικικά,madreperle, coralli, ebano e ambre καὶ τὲς καλὲς piραγμάτειες ν> ἀpiοκτήσεις,tutta merce fina, anche profumi σεντέφια καὶ κοράλλια, κεχριμpiάρια κ> ἔβενους,penetranti d’ogni sorta, più profumi καὶ ἡδονικὰ μυρωδικὰ κάθε λογῆς,inebrianti che puoi, ὅσο μpiορεῖς piιὸ ἄφθονα ἡδονικὰ μυρωδικά.va in molte città egizie Σὲ piόλεις Αἰγυpiτιακὲς piολλὲς νὰ piᾷς,impara una quantità di cose dai dotti. νὰ μάθεις καὶ νὰ μάθεις ἀpi> τοὺς σpiουδασμένους.
Sempre devi avere in mente Itaca - Πάντα στὸ νοῦ σου νά <χεις τὴν >Ιθάκη.raggiungerla sia il pensiero costante. Τὸ φθάσιμον ἐκεῖ εἶν> ὁ piροορισμός σου.Soprattutto, non affrettare il viaggio; >Αλλὰ μὴ βιάζεις τὸ ταξίδι διόλου.fa che duri a lungo, per anni, e che da vecchio Καλλίτερα χρόνια piολλὰ νὰ διαρκέσει.metta piede sull’isola, tu, ricco Καὶ γέρος piιὰ ν> ἀράξεις στὸ νησί,dei tesori accumulati per strada piλούσιος μὲ ὅσα κέρδισες στὸν δρόμο,senza aspettarti ricchezze da Itaca. μὴ piροσδοκώντας piλούτη νὰ σὲ δώσει ἡ >Ιθάκη.Itaca ti ha dato il bel viaggio, <Η >Ιθάκη σ> ἔδωσε τ> ὡραῖο ταξίδι.senza di lei mai ti saresti messo Χωρὶς αὐτὴν δὲν θά <βγαινες στὸν δρόμο.in viaggio: che cos’altro ti aspetti? Α^λλα δὲν ἔχει νὰ σὲ δώσει piιά.E se la trovi povera, non per questo Itaca ti avrà deluso. Κι ἂν piτωχικὴ τὴν βρεῖς, ἡ >Ιθάκη δὲν σὲ γέλασε.Fatto ormai savio, con tutta la tua esperienza addosso ^Ετσι σοφὸς piοὺ ἔγινες, μὲ τόση piεῖρα,già tu avrai capito ciò che Itaca vuole significare. ἤδη θὰ τὸ κατάλαβες οἱ >Ιθάκες τὶ σημαίνουν.
Traduzione italiana di Nelo Risi e Margherita Dalmati
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In questo numero
Il tema conduttore di questo numero di Ithaca
è costituito dal Calcolo delle Variazioni. Si trat-
ta di un tema classico tanto per la Matematica
quanto per la Fisica. Benché abbia la sua origine
nel Settecento con i lavori di Maupertuis, Euler e
Lagrange (tra gli altri), ha acquistato nuova vita
con il passare del tempo e ha continuato a affa-
scinare matematici e fisici; ne sia testimone la
lezione speciale di Richard Feynman nelle sue
Lectures [1]. Il lettore troverà articoli che mostra-
no la straordinaria vitalità che questo tema anco-
ra mostra, adattandosi perfettamente ai recenti
sviluppi. Brevemente
• Buttazzo ricerca il profilo di un corpo solido
che presenti la minima resistenza al moto,
un problema che risale a Newton;
• Carriero, Leaci e Tomarelli applicano il Cal-
colo delle Variazioni alla segmentazione
delle immagini;
• Figalli affronta da un punto di vista molto
moderno il problema antichissimo, noto tal-
volta come il problema di Didone, di trovare
per un perimetro di lunghezza fissata quello
che racchiude l’area massima;
• Beccaria se ne serve per mostrare come, uti-
lizzando il formalismo degli integrali di
Feynmann, sia possibile trattare i proble-
mi della meccanica quantistica mantenendo
uno stretto contatto con il suo limite classico;
• Co’ usa un principio variazionale per
descrivere sistemi quantistici a molti corpi;
• Bilò applica la teoria dei giochi a problemi
di scienze sociali: anche in questo caso si
tratta di trovare, fra tutte le possibili soluzio-
ni, quelle che rendano massima o minima
una predeterminata quantità.
Il numero è completato dall’articolo di Paparel-
la sulle fluttuazioni delle dimensioni della ban-
chisa dell’Artico, che non rientra nel tema prin-
cipale, ma offre un’informazione aggiornata su
un argomento di attualità. Chiude questo nume-
ro la lezione mancata di Chirivì che può servire
da introduzione per il lettore che non abbia mai
incontrato il calcolo delle variazioni.
Il numero si apre con una poesia di Kavafis su
Itaca, che, letta con gli occhi di chi è interessato
alla scienza, trasporta nel mito Omerico lo sforzo
e la tensione della ricerca scientifica, ponendo
l’accento sul momento della ricerca del risultato
piú che sul risultato stesso.
Z M Y
[1] R. P. Feynman, R. B. Leighton, M. Sands: The Feynman
Lectures on Physics, Cap. 19 - Vol.II, Addison Wesley,
London (1969).
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Il problema di Newton dei
profili aerodinamici ottimi
Giuseppe Buttazzo Dipartimento di Matematica, Università di Pisa
La ricerca del profilo di un corpo so-lido che presenta la minima resi-stenza al moto è uno dei primi pro-
blemi del calcolo delle variazioni e fu po-
sto da Newton nel 1685. Newton non
disponeva della teoria dei fluidi e delle
equazioni a derivate parziali della fluido-
dinamica, tuttavia sviluppò un modello
molto semplice per calcolare la resisten-
za al moto di un corpo solido in un fluido.
Nel suo Principia Mathematica Newton scrive:
Si globus & cylindrus æqualibus diametris de-scripti, in medio raro ex particulis æqualibus& ad æquales ab invicem distantias libere di-spositis constante, secundum plagam axis cy-lindri, æquali cum velocitate moveantur: eritresistentia globi duplo minor quam resisten-tia cylindri. [. . . ] Quam quidem propositio-nem in construendis navibus non inutilemfuturam esse censeo.1
1Libro II, Proposizione XXXIV, Teorema XXVIII: Una sfera
ed un cilindro di uguale diametro si muovano parallelamente
all’asse del cilindro, immersi in un mezzo rarefatto composto
di particelle identiche, disposte senza vincoli a distanza co-
stante l’una dall’altra: la resistenza della sfera sarà la metà
della resistenza del cilindro. Nel successivo scolio: Sen-
za dubbio ritengo che la proposizione non sarà inutile per
l’ingegneria navale.
Per capire quanto la resistenza incide sul moto
di un corpo partiamo da un semplice problema
di balistica: il lancio di un oggetto nel vuoto. Tale
fenomeno è governato dalla legge di Newton
massa · accelerazione = forze in gioco
dove le forze in gioco si riducono nel nostro caso
alla sola forza di gravità. Supponendo la gravità
costante, ipotesi ragionevole per lanci di breve
gittata, ma non per lanci balistici di migliaia di
km, con facili calcoli si ricava l’equazione della
traiettoria:
y = x tan θ − g(1 + tan
2 θ)
2v2
x2
La traiettoria è dunque un arco di parabola che
non dipende dalla massa del corpo lanciato;
nell’equazione precedente abbiamo indicato con
θ = angolo di tiro;
v = velocità iniziale;
g = accelerazione di gravità.
Ad esempio, usando i dati:
v ∼ 100 km/h∼ 27.78 m/sec;
g ∼ 9.8 m/sec2 (sulla terra)
si trovano le traiettorie riportate in Figura 1, con
gittata
L =
2v2 tan θ
g(1 + tan2 θ)
Ithaca: Viaggio nella Scienza II, 2013 • Il problema di Newton dei profili aerodinamici ottimi 7
0 10 20 30 40 50 60 70 80
Lunghezza (m)
0
5
10
15
20
25
30
Al
te
zz
a 
(m
)
Figura 1:
L ∼ 68.2 m con θ = 30◦,
L ∼ 68.2 m con θ = 60◦,
L ∼ 78.7 m con θ = 45◦.
Si trova, come è ben noto, che la gittata massima
Lmax vale
Lmax =
v2
g
in corrispondenza di θ = 45◦
Unmodello matematico più realistico (almeno
per lanci balistici sulla Terra) deve però tener
conto della resistenza dell’aria che è una forza R
che dipende dalla velocità:
R = c φ(v)
dove φ è una funzione che si ricava sperimental-
mente e c è una costante che dipende dalla forma
dell’oggetto lanciato.
Utilizzando ad esempio φ(v) = v l’equazione
del moto è un’equazione differenziale ordinaria
lineare del secondo ordine a coefficienti costanti e
si trova con facili calcoli un’espressione esplicita
della traiettoria, data da:
y = x tan θ +
gm
c
[
x
v cos θ
+
+
m
c
log
(
1− cx
mv cos θ
)]
Le traiettorie non sono più archi di parabola; inol-
tre esse dipendono dalla massa dell’oggetto lan-
ciato e dalla costante c, che a sua volta dipende
dalla forma dell’oggetto stesso. Alcune traietto-
rie sono riportate in Figura 2, dove si è usato
un coefficiente c piuttosto grande per evidenzia-
re meglio l’effetto della resistenza dell’aria e la
natura non parabolica delle curve.
Va notato che la gittata massima non si ottiene
più per θ = 45◦ ma per angoli più piccoli, dipen-
denti dai dati del problema. Inoltre, la resisten-
za dell’aria fa diminuire notevolmente la gittata
massima; la tabella in Figura 3 mostra l’effetto
della resistenza dell’aria sulla gittata massima di
alcuni proiettili comuni.
La resistenza aerodinamica di un oggetto è
data da
R =
1
2
ρSCv2
dove ρ è la densità del fluido in cui avvie-
ne il moto, v la velocità dell’oggetto, S l’area
della sezione ortogonale al moto, C il coeffi-
ciente aerodinamico dipendente dalla forma
dell’oggetto.
Nella pratica, si calcola la resistenza tramite
galleria del vento e si deduce il coefficiente C dalla
formula precedente. Qui di seguito, in Figura 4
alcuni coefficienti aerodinamici di alcune note
automobili, ed in Figura 5 alcuni altri coefficienti
aerodinamici.
Il modello di Newton per calcolare la resisten-
za aerodinamica di un corpo solido si ottiene
facilmente supponendo le condizioni seguenti:
• il fluido è supposto costituito da particel-
le indipendenti che si muovono con velocità
costante;
• la resistenza è dovuta soltanto agli urti del-
le particelle del fluido con la superficie del
corpo, urti che sono supposti perfettamente
elastici;
• ogni particella urta la superficie del corpo
solido al più una sola volta;
• si trascurano l’attrito tangenziale ed altri
effetti quali la vorticità e le turbolenze.
Notiamo cha la condizione di singolo urto si
ha ad esempio se il corpo solido in questione è
convesso.
Con facili argomenti di trigonometria elemen-
tare si trova allora che la pressione in un punto
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Figura 2:
θ = 30◦, θ = 60◦, θ = 45◦.
del profilo del corpo è proporzionale a sin2 θ, do-
ve θ è l’inclinazione del profilo del corpo rispetto
alla direzione del moto, come illustrato in Figura
6.
Descrivendo il profilo del corpo mediante
il grafico di una funzione u(x) definita sulla
sezione Ω ortogonale al moto, si trova
sin2 θ =
1
1 + tan2(pi/2− θ) =
1
1 + |∇u|2
e la resistenza totale sarà quindi proporzionale a
F (u) =
∫
Ω
1
1 + |∇u|2 dx
tramite il coefficiente di proporzionalità ρv2,
dove ρ è la densità del fluido e v la sua velocità.
Dividendo la resistenza totale per l’area della
sezione Ω otteniamo la resistenza relativa del
profilo u (spesso chiamata coefficiente Cx):
C(u) =
F (u)
|Ω|
Le seguenti osservazioni sono immediate:
• si ha sempre 0 ≤ C(u) ≤ 1;
• se il corpo ha un profilo piatto, cioè se u è
costante, si ha C(u) = 1;
• se il corpo è una semisfera di raggio R si ha
u(x) =
√
R2 − |x|2 e si trova
C(u) =
F (u)
piR2
=
2
R2
∫ R
0
R2 − r2
R2
r dr =
1
2
in accordo con quanto previsto da Newton
nel 1685.
Alcuni corpi con C(u) = 1/2 (o vicino a 1/2)
sono illustrati nelle Figure 7 e 8.
Studiamo ora il problema di trovare il profilo
ottimo in una classe di profili ammissibili:
min
{
F (u) : u profilo ammissibile
}
Calibro Velocità m/s Gittata in m. nel vuoto m.
4,5 mm aria compressa 120 100 1469
4,5 mm aria compressa 200 200 4082
6/9 mm Flobert 225 700 5166
.22 corto 260 1000 6898
.22 Long Rifle 350 1370 12500
.22 Long Rifle HS 370 1500 13969
.22 Winch. Magnum 610 1800 37969
243 Winch. 1070 3200 116827
6,35 mm 220 800 4939
7,65 mm 285 1300 8288
9 mm corto 285 1300 8288
9 mm Para 350 1700 12500
.45 ACP 300 1620 9184
30 M1Carb. 600 2000 36735
7x70 mm 830 3500 70296
8x57 mm JS 830 3500 70296
6,5x57 mm 1020 4000 106163
7x57 mm 850 4500 73724
6,5x68 mm 1150 5000 134949
Figura 3: Effetto della resistenza dell’aria sulla gittata di
alcuni proiettili.
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Alfa Romeo Giulia 1964 0,43
Alfa Romeo Alfetta 1972 0,42
Alfa Romeo 33 1983 0,36
Alfa Romeo 90 1984 0,37
Alfa Romeo 75 1985 0,32
Alfa Romeo 75 Turbo Evoluzione 1987 0,30
Alfa Romeo 164 1988 0,31
Alfa Romeo RZ/SZ 1989 0,30
Alfa Romeo 155 1992 0,29
Alfa Romeo 156 Berlina 1997 0,31
Alfa Romeo 156 Sportwagon 1999 0,30
Alfa Romeo 159 2006 0,32
Alfa Romeo Mi.To. 1.6 JTDm 120 cv 2008 0,29
Alfa Romeo Mi.To. 78 cv 2008 0,35
Figura 4: I coefficienti aerodinamici di alcune Alfa
Romeo.
Il problema considerato da Newton limitava la
classe dei profili ammissibili a quelli con simme-
tria radiale, verificanti inoltre l’ipotesi di conves-
sità in modo da verificare la condizione di urto
singolo delle particelle di fluido con la superficie
del corpo solido. La stessa limitazione veniva
imposta in tutti i trattati di calcolo delle variazio-
ni (Bliss, Bolza, Carathéodory, Cesari, Hestenes,
Miele, Tonelli, Young, . . . ).
La prima formulazione generale del problema
si trova in [1] ed in [2]. I problemi che si pongono
sono:
• individuazione di una classe “naturale” di
profili ammissibili;
• dimostrazione dell’esistenza di un profilo
ottimo;
• studio delle “condizioni necessarie di ottimali-
tà” che i profili ottimi verificano;
• questione della radialità dei profili ottimi nel
caso in cui la sezione Ω sia un cerchio;
• eventuale “rottura di simmetria” nel caso
in cui ciò non avvenga e conseguente non
unicità della soluzione ottima.
Il funzionale F non è convesso nè coercivo, per
cui imetodi diretti del calcolo delle variazioni non
sono applicabili. Inoltre, senza ulteriori restri-
zioni alla classe dei profili ammissibili, l’estremo
inferiore del funzionale F è zero, come si vede
subito considerando le funzioni
un(x) = n dist(x, ∂Ω)
Rumpler Tropfenwagen 1921 0,29
Volkswagen Maggiolino 1946 0,38
Volkswagen New Beetle 1999 0,38
Fiat 500 2009 0,32
Maserati Gran Sport 2009 0,33
Toyota Prius 2009 0,25
Mercedes Classe E Coupé 2009 0,24
Ferrari 360 Modena Novitec 2004 0,35
Aprilia RSV 1000 R 0,30
Go Kart 0,80
Formula Uno 0,90
Aereo leggero 0,12
Ciclista da turismo 1,00
Goccia d'acqua 0,05
Figura 5: Alcuni altri coefficienti aerodinamici.
(coni di base Ω ed altezza che tende a +∞), per
cui si ha
lim
n→+∞F (un) = 0
ed evidentemente nessun corpo solido ha resi-
stenza nulla. Dunque senza ulteriori restrizioni
sulle funzioni ammissibili il profilo ottimo non
esiste.
Si potrebbe erroneamente pensare che la non
esistenza del minimo di F sia dovuta al fatto
che le funzioni un non verificano limitazioni
uniformi. Tuttavia, anche imponendo ai profili
ammissibili un vincolo del tipo
0 ≤ u(x) ≤M ∀x ∈ Ω
si ottiene ancora che l’estremo inferiore di F è
P sin !2
P sin !
P
!
Figura 6: La legge di pressione di Newton.
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Figura 7: (a) semisfera; (b) cono.
zero, come mostrano ad esempio le funzioni
un(x) = M sin
2(n|x|)
per le quali si ha ancora
lim
n→+∞F (un) = 0
Tuttavia, per profili del tipo del grafico di
M sin2(n|x|) le particelle del fluido hanno urti
multipli con il corpo, ed il modello di Newton,
che considera solo il primo urto, non è più valido.
Consideriamo allora soltanto corpi convessi per
i quali gli urti sono sempre singoli; in altri termi-
ni, restringiamo l’analisi alle funzioni u(x) che
sono concave, e quindi il problema di Newton
diventa:
min
{
F (u) : 0 ≤ u ≤M, u concava in Ω
}
Figura 8: (c) una forma piramidale; (d) un’altra forma
piramidale.
Vedremo che questo problema risulta ben posto.
Condizioni più generali della convessità, che an-
cora assicurano un solo urto delle particelle di
fluido con il corpo solido, sono state considerate
ad esempio in [3], [4].
Nel caso unidimensionale (o quando il profilo
dipende solo da una dimensione)Ω è il segmento
[0, L] ed il problema diventa:
min
{∫ L
0
1
1 + |u′|2 dx : 0 ≤ u ≤M,
u concava in [0, L]
}
In tal caso le soluzioni ottime sono le seguenti,
illustrate in Figura 9:
• se M ≥ L/2 il profilo ottimo è dato dal
triangolo isoscele di altezzaM ;
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• seM < L/2 il profilo ottimo è dato dal trape-
zio isoscele di altezzaM e pendenza laterale
uguale ad 1.
Nel caso bidimensionale di Ω un cerchio di
raggio R, e restringendosi alle funzioni u(r) con
simmetria radiale, scrivendo la resistenza in
coordinate polari si trova
F (u) = 2pi
∫ R
0
r
1 + |u′(r)|2 dr
e di conseguenza il problema di Newton per
corpi a simmetria cilindrica diventa allora:
min
{∫ R
0
r
1 + |u′(r)|2 dr : u(0) = M,
u(R) = 0, u concava
}
Tale problema di minimo ammette l’equazione
di Eulero-Lagrange
ru′ = C
(
1 + u′2
)2 su {u′ 6= 0}
conC < 0 costante. La soluzione u si può calcola-
re esplicitamente in forma parametrica utilizzando
la funzione
f(t) =
t
(1 + t2)2
(
−7
4
+
3
4
t4+t2−log t
)
∀t ≥ 1
che risulta strettamente crescente, e le quantità
T = f−1(M/R), r0 =
4RT
(1 + T 2)2
Si trova allora che il profilo ottimo u è dato da
u(r) = M per r ∈ [0, r0] e ∀t ∈ [1, T ] r(t) =
r0
4t
(1 + t2)2
u(t) = M − r0
4
(
− 7
4
+
3
4
t4 + t2 − log t
)
Osserviamo che:
• il profilo radiale ottimo ha sempre una zona
piatta;
• la soluzione ottima radiale è lipschitziana ed
è unica;
• la soluzione ottima radiale si annulla su ∂Ω;
• |u′(r)| > 1 per ogni r > r0 ed |u′(r+0 )| = 1;
in particolare si ha |u′(r)| /∈]0, 1[.
Figura 9: Profili ottimi in dimensione uno: M ≥ L/2
(sinistra),M ≤ L/2 (destra).
Alcuni profili ottimi sono illustrati nelle Figure
10, 11, 12.
La resistenza relativa C(u) dei corpi radiali
ottimi, ed il raggio r0 della zona piatta superiore,
dipendono solo dal rapportoM/R. Ad esempio
si ha:
M/R = 1 M/R = 2 M/R = 3 M/R = 4
r0/R 0.35 0.12 0.048 0.023
C(u) 0.37 0.16 0.082 0.049
e perM/R→ +∞ si hanno le stime asintotiche:
r0/R ≈ 27
16
(M/R)−3 perM/R→ +∞
C(u) ≈ 27
32
(M/R)−2 perM/R→ +∞
Nel problema di Newton, di minimo per il
funzionale ∫
Ω
1
1 + |Du|2 dx
altri tipi di vincoli possono essere imposti
(sempre mantenendo la condizione di concavità):
• vincoli di volume
∫
Ω
u dx ≤ m;
• vincoli di superficie
∫
Ω
√
1 + |∇u|2 dx ≤ m.
Per un panorama sulle possibili applicazioni
del problema di Newton in aerodinamica si può
consultare ad esempio il libro di A. Miele [6].
Il risultati di esistenza di un profilo aerodina-
mico ottimo è il seguente
Teorema 1. Se la sezione Ω è convessa il problema
di Newton ha soluzione ottima nella classe dei profili
u(x, y) tali che
0 ≤ u ≤M, u è concava
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1Figura 10: La forma ottima radiale nel casoM = R.
2
Figura 11: La forma ottima radiale nel casoM = 2R.
Faremo ora vedere che nel caso in cui Ω è un
disco, non si ha una soluzione con simmetria ra-
diale. Mostreremo tale rottura di simmetria in vari
modi. Un primo modo, sviluppato in [5], consi-
ste nell’esibire un profilo con resistenza inferiore
al miglior profilo radiale. Considerando un pro-
filo del tipo illustrato in Figura 13 e scegliendo
opportunamente la lunghezza del segmento in
alto, cioè l’insieme {u = M}, si può calcolare la
resistenza del profilo così ottenuto e si trova per
M/R→ +∞:
C(u) ≈ 0.77(M/R)−2 < 27
32
(M/R)−2 ≈ C(urad)
1
Figura 12: La forma ottima radiale nel casoM = R/2.
0
2
Figura 13: Un profilo “a cacciavite”.
Dunque, per M/R abbastanza grande (mag-
giore di 2 nel calcolo fatto in [5]) la soluzione non
può essere radiale. Resta il casoM/Rpiccolo, che
si studia attraverso alcune condizioni necessarie
di ottimalità, cioè condizioni che una soluzione,
per il fatto che è ottima, deve verificare.
Teorema 2. Sia Ω un insieme convesso diRN e sia u
una soluzione del problema di Newton. Supponiamo
che in un aperto ω la funzione u sia di classe C2 e che
in ω sia u < M . Allora si ha
det∇2u ≡ 0 in ω
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Figura 14: Un profilo ottimo abbastanza alto (sinistra), un profilo ottimo più basso (destra).
Figura 15: Un profilo ottimo ancora più basso (sinistra), un profilo ottimo molto basso (destra).
Ithaca: Viaggio nella Scienza II, 2013 • Il problema di Newton dei profili aerodinamici ottimi 14
Corollario 3. Il problema di Newton non ha solu-
zioni radiali, per alcun valore di M . Infatti, appli-
cando il teorema precedente alla soluzione radiale,
in una regione dove essa è regolare, si trova una
contraddizione.
Caratterizzare le soluzioni del problema di
Newton è ancora una questione aperta. In parti-
colare non è noto come deve essere fatta la zona
superiore {u = M} e non si sa se u è regolare
nella zona {u < M}. Si hanno solo dei risulta-
ti numerici sulla forma dei profili ottimi; quelli
che mostriamo qui nelle Figure 14 e 15 sono stati
ottenuti da E. Oudet.
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Calcolo delle Variazioni e
segmentazione di
immagini
In sintesi, credo che il Calcolo delle Variazioni sia un settore
molto vasto e variegato [....]; esso costituisce un’ottima “pa-
lestra” per capire quali sono le radici etiche e culturali del
metodo scientifico.
Ennio De Giorgi
Michele Carriero Dipartimento di Matematica e Fisica “E. De Giorgi” - Università del Salento
Antonio Leaci Dipartimento di Matematica e Fisica “E. De Giorgi” - Università del Salento
Franco Tomarelli Dipartimento di Matematica - Politecnico di Milano
In questa presentazione esponiamo al-cuni problemi con discontinuità libererelativi alla segmentazione d’immagi-
ni, introducendo in particolare lo studio,
dal punto di vista analitico e numerico,
dei funzionali di Mumford & Shah e di
Blake & Zisserman.
Il Calcolo delle Variazioni è l’ambito in cui pro-
blemi di minimo o di massimo e nozioni di
equilibrio energetico trovano un linguaggio pre-
ciso e formalizzazioni per mezzo di principi
variazionali.
La segmentazione di immagini è un proble-
ma rilevante sia nella elaborazione di immagi-
ni digitali che nella comprensione della visione
biologica.
Qui presentiamo una breve rassegna di risulta-
ti recenti che sono collegati sia alla formulazione
e alla sperimentazione di algoritmi per la seg-
mentazione automatica di immagini digitali, sia
alla comprensione della percezione visiva. Per
un’ampia descrizione rinviamo al volume [1].
Una immagine digitale (che potremmo chia-
mare “discreta”) proviene da un contesto conti-
nuo, attraverso un processo di campionamento
spaziale e di quantizzazione della luminosità. In
pratica l’immagine reale (analogica) è suddivisa
in piccoli rettangoli (i pixels), a ciascuno dei qua-
li è assegnato un numero (o tre numeri, per le
immagini a colori) ottenuto utilizzando la media
della luminosità nel rettangolo.
A partire dalla metà degli anni ’80, nella elabora-
zione d’immagini sono stati utilizzati il Calcolo
delle Variazioni e le Equazioni alle Derivate Par-
ziali, settori della matematica già ben consolidati
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La misura di Hausdorff unidimensionale
La definizione formale è la seguente: per ogni sottoinsiemeK di R2,
H1(K) = lim
ε↓0
H1ε(K) = sup
ε>0
H1ε(K)
(possibilmente anche +∞) dove
H1ε(K) = inf
{ ∞∑
i=1
diamBi ; K⊂
∞⋃
i=1
Bi, diamBi < ε
}
È possibile definire le misure di Hausdorff Hs s-dimensionali per ogni numero reale s con
0 ≤ s ≤ 2, inserendo nella serie il termine cs(diamBi)s. Queste misure intervengono nella
teoria degli insiemi “frattali”. Per s = 0 si ottiene la misura che conta i punti, per s = 2 si
ottiene l’usuale misura di Lebesgue nel piano: H2(K) = meas(K).
per lo studio del mondo fisico. In questo conte-
sto sia l’immagine sia la sua elaborazione sono
definite in ogni punto del dominio. Una volta
formulato e risolto un problema di elaborazione
d’immagini nel modello continuo, la soluzione è
solitamente approssimata con metodi numerici,
che ci forniscono un’immagine “digitale”.
La descrizione si rivolge anche ai non speciali-
sti nel Calcolo delle Variazioni; per questo trala-
sciamo l’analisi in un contesto più generale e ci
limitiamo a casi modello: talvolta, al fine di sem-
plificare l’esposizione, i risultati sono espressi
con ipotesi che non sono minimali.
Esistono molti modi diversi per definire gli
obiettivi della segmentazione e non vi è alcuna
nozione universalmente accettata: questa espo-
sizione è limitata ad alcuni modelli di decom-
posizione di una immagine, in cui è assegnata
una funzione che descrive l’intensità del segnale
associata a ciascun punto (tipicamente l’intensità
della luce su uno schermo). In parole semplici, la
segmentazione di una immagine consiste nella
scomposizione dell’immagine per evidenziarne
le linee di maggiore discontinuità dell’intensità
luminosa.
La segmentazione può essere ottenutamedian-
te diverse tecniche (cfr. [1], [2]). Noi descriviamo
alcuni approcci basati su un principio variaziona-
le: la minimizzazione di una opportuna energia.
Evidenziamo che le funzioni che descrivono l’in-
tensità della luce in segmentazioni ammissibili
possono presentare discontinuità.
Questimodelli di segmentazione sono utili nel-
la descrizione della visione, e sono in grado di
fornire anche utili indicazioni su questioni rile-
vanti per la fisiologia della visione. Per esempio,
questi modelli possono aiutare nella compren-
sione di come l’enorme quantità di dati conte-
nuti in una singola immagine possa essere ri-
dotta e rapidamente trasformata, preservandone
la geometria essenziale che è fondamentale per
l’interpretazione dell’immagine stessa.
Le formalizzazioni variazionali dei modelli
per la segmentazione forniscono una più profon-
da comprensione dell’analisi di una immagine,
producono questioni matematiche interessanti
(alcune ancora aperte) la cui soluzione, con le sti-
me globali che ne derivano, contribuisce ad una
migliore interpretazione della percezione visiva.
Questi modelli si inquadrano nell’ampia classe
dei problemi con discontinuità libere, introdot-
ta da Ennio De Giorgi ([3]). In questo ambito,
strumenti moderni di teoria geometrica della mi-
sura, recenti sviluppi sulle superficie minime e
sulla regolarità delle estremali in Calcolo delle
Variazioni, consentono lo studio di problemi di
minimo per funzionali in cui sono presenti sia
termini di massa sia termini di superficie (di li-
nea, nel caso bidimensionale): in tale contesto
sono ammissibili funzioni discontinue (in sen-
so matematico), e talvolta le loro discontinuità
sono proprio le caratteristiche principali della
soluzione.
Qui delineiamo le principali proprietà di due
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modelli variazionali noti in letteratura come mo-
dello di Mumford & Shah (cfr. [4]) e modello
di Blake & Zisserman (cfr. [5]). Questi approcci
bilanciano simultaneamente la regolarizzazione
del segnale e la lunghezza della segmentazione;
spesso questi modelli sono più accurati nel rile-
vare le discontinuità, rispetto ad altre tecniche
di filtraggio.
Limitiamo la nostra discussione a immagini
bidimensionali monocromatiche. Per le imma-
gini a colori rimandiamo all’analisi di segnali a
valori vettoriali ([6]).
Il funzionale di Mumford & Shah
Dato un aperto limitato Ω ⊂ R2, consideria-
mo il seguente funzionale, introdotto in [4] da
Mumford & Shah,
MS(K,u) :=∫∫
Ω\K
(‖Du‖2 + µ|u− g|2) dx1dx2
+α length(K ∩ Ω)
(1)
dove K ⊂ R2 è l’unione di una famiglia di cur-
ve (a priori incognite), x = (x1, x2) indica un
punto in Ω, length(K ∩Ω) indica la somma delle
lunghezze di queste curve e u è una funzione
scalare differenziabile in Ω \K; ‖Du‖ denota la
norma euclidea del gradienteDu = ( ∂u∂x1 ,
∂u
∂x2
) di
u. Il dato g è una funzione limitata definita su
Ω. Chiariamo nel successivo riquadro il termi-
ne lunghezza (totale), richiamando la definizio-
ne dellamisura di Hausdorff unidimensionale
H1: in questo modo il funzionaleMS ha senso
per ogni insieme chiusoK ⊂ Ω.
Vogliamo minimizzare il funzionaleMS sulla
classe di tutte le coppie ammissibili (K,u), con
K chiuso e u regolare su Ω \K. Nel seguito chia-
meremo segmentazione ottimale ogni K che
corrisponde ad un minimo diMS e immagine
segmentata la funzione correlata u.
Il funzionaleMS è stato introdotto nell’ambi-
to della computer vision in [4]. L’insieme Ω rap-
presenta lo schermo, il dato g è un’immagine di-
gitale. Più precisamente, in tale contesto, g è l’im-
magine in ingresso e g(x1, x2) descrive il livello
di intensità della luce nel punto (x1, x2) ∈ Ω.
Nella minimizzazione del funzionaleMS, l’im-
magine in ingresso (input) g si trasforma in una
immagine in uscita (output) u regolare fuori del-
l’insieme incognito K: il funzionaleMS pena-
lizza grandi insiemi K e, al di fuori della loro
unione, si richiede che la funzione u sia regolare
(denoised) e “vicina” al dato g. Il primo termine
forza u ad essere il più regolare possibile in un
aperto di Ω, il secondo termine impone una pena-
lizzazione (in norma L2(Ω)) per la deviazione di
u da g, il terzo termine impedisce che l’insieme
singolareK sia troppo lungo.
La scelta dei due parametri µ e α corrisponde
a fissare soglie di scala e di contrasto. Più preci-
samente la sensibilità al contrasto è di (4α2µ)1/4,
la scala è di µ−1/2, il limite di pendenza è di
(α2µ/4)1/4 (valori di pendenza sopra questa so-
glia vengono recuperati in modo non corretto
introducendo una discontinuità artificiale) la
resistenza al rumore è αµ ([5]).
La difficoltà principale per minimizzare il fun-
zionaleMS è dovuta alla presenza dell’insieme
incognito K. Se l’insieme chiuso K fosse asse-
gnato, allora la funzione u per la qualeMS rag-
giunge il suo minimo, sarebbe l’unica soluzione
u(K) del seguente problema di Neumann
−∆u+ µ(u− g) = 0 in Ω \K
∂u
∂n
= 0 in ∂Ω ∪K
(2)
dove ∆u = ∂2u
∂x21
+ ∂
2u
∂x22
è l’operatore di Lapla-
ce di u, ∂Ω è la frontiera di Ω e ∂u∂n è la deri-
vata normale di u. Pertanto potremmo porre
MS(K) = MS(K,u(K)), sicché il funzionale
dipenderebbe dal solo insieme chiusoK.
D’altra parte, possiamo supporre meas(K) =
0, altrimenti MS(K,u) = +∞. In questo ca-
so la funzione u è definita quasi ovunque in
Ω e K contiene l’insieme di discontinuità K(u)
di u, quindi u è l’unica variabile significativa e
MS(u) = MS(K(u), u): in questo approccio
l’insiemeK(u) non è necessariamente chiuso.
Questa seconda strategia, proposta da DeGior-
gi ([3]) è molto generale, e ha portato a molti
risultati ([7], [8]), le cui dimostrazioni sono al-
quanto tecniche e la loro descrizione va oltre gli
scopi di questa esposizione. Tuttavia, per una
migliore comprensione, alcune definizioni e no-
zioni basilari sono richiamate nell’ultima sezio-
ne nell’ambito dei problemi con discontinuità
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La Γ-convergenza
Per chiarire la convergenza di tipo variazionale diMSε ricordiamo la nozione di Γ-convergenza
introdotta da Ennio De Giorgi (cfr. [11]): dato uno spazio metrico V e i funzionali
Fε : V → R ∪ {+∞} ε > 0
diciamo che Fε Γ-converge a un funzionale F definito su V se, per ogni v ∈ V :
∀(vε) : vε → v =⇒ F (v) ≤ lim inf
ε→0
Fε(vε)
∃(vε) : vε → v tale che F (v) ≥ lim sup
ε→0
Fε(vε)
La principale proprietà della Γ-convergenza è la seguente:
se Fε Γ-converge a F , vε sono minimizzanti di Fε e vε → v allora, sotto ipotesi generali sui
funzionali Fε, v è un punto di minimo di F e lim
ε→0
F (vε) = F (v).
libere.
Va osservato che non ci si può aspettare l’uni-
cità, considerata la dipendenza della segmenta-
zione ottimale dai parametri µ e α. Quando il
parametro α è molto grande, allora la segmen-
tazione ottimaleK risulta essere vuota. D’altra
parte, se α è molto piccola c’è un ampio insieme
singolare K, a meno che non siamo in un caso
banale (g costante). Un argomento di continuità
mostra che possiamo trovare un valore limite di
α che implica l’esistenza di una segmentazione
ottimaleK non vuota e allo stesso tempo mantie-
ne anche l’insieme vuoto come segmentazione
ottimale.
Proprietà dei minimi diMS
Il seguente teorema di esistenza è stato dimostra-
to in [8], [9].
Teorema (Esistenza di soluzioni). Sia Ω ⊂ R2
un aperto. Poniamo{
µ > 0, α > 0, Ω limitato,
g limitata e misurabile in Ω. (3)
Allora esiste almeno una coppia tra i sottoinsiemi
chiusi K di R2 e u ∈ C1(Ω \ K), che minimiz-
za il funzionale MS con energia finita. Inoltre
sup |u| ≤ sup |g| e l’insieme K ∩ Ω è l’unione (al
più numerabile) di archi regolari.
La dimostrazione del teorema, come già detto,
è piuttosto lunga e tecnica ed è stata ottenuta con
i metodi diretti del Calcolo delle Variazioni. Una
versione debole del problema di minimo posto,
precisamente la minimizzazione del funzionale
F che dipende solo da u (per la definizione di
F rinviamo all’ultima sezione), è risolta dimo-
strando semicontinuità inferiore e compattezza
nello spazio funzionale delle immagini con ener-
gia finita ([10]). Successivamente, provando la
maggiore regolarità dei minimi deboli (concetto
opportunamente affinato al fine di essere “essen-
ziale”) otteniamo una soluzione del problema
iniziale ([8], [9]).
Per descrivere le proprietà di una segmenta-
zione ottimaleK usiamo la seguente notazione:
per ogni x ∈ R2 e per ogni numero reale r > 0 in-
dichiamo con Br(x) il disco di centro x e raggio
r, ovvero
Br(x) = { y ∈ R2 : ‖y − x‖ < r }
Se (K,u) è una coppia minimizzante perMS ,
allora possiamo aggiungere a K ogni insieme
chiuso con lunghezza nulla ottenendo una nuo-
va coppia ottimale (K ′, u). Per questo motivo
è utile introdurre la nozione di coppia mini-
mizzate essenziale che ha la proprietà seguente:
H1(K ∩Br(x)) > 0 per ogni x ∈ K e Br(x) ⊂ Ω.
Le quattro proposizioni che seguono, relati-
ve a una coppia essenziale minimizzante (K,u),
possono essere dimostrate con l’ipotesi (3) ([2]).
Per semplicità consideriamo |g(x1, x2)| ≤ 1. Con
il termine densità media intendiamo il rapporto
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tra la misura della parte di insieme singolare
all’interno di un disco e il raggio del disco.
Limitazione dall’alto per la densità media
Per ogni x ∈ Ω, per ogni 0 < r ≤ 1, conBr(x) ⊂ Ω,
risulta
H1(K ∩Br(x)) ≤
(
2 +
µ
α
)
pir
Limitazione dal basso per la densità media.
Esiste δ > 0 tale che per ogni x ∈ K, per ogni
0 < r ≤ 1 con Br(x) ⊂ Ω risulta
H1(K ∩Br(x)) ≥ δr
Proprietà di concentrazione uniforme. Per ogni
ε > 0 esiste δ(ε) > 0 tale che per ogni x ∈ K, per
ogni R ≤ 1 con BR(x) ⊂ Ω, esiste Br(y) ⊂ BR(x)
con r ≥ δ(ε)R e
H1(K ∩Br(y)) ≥ (2− ε)r
Le precedenti proprietà esprimono il fatto che un
algoritmo idoneo può eliminare le parti diK che
sono essenzialmente isolate, dal momento che la
teoria garantisce che con questa eliminazione la
segmentazione migliora, nel senso (variazionale)
che il valore del funzionaleMS diminuisce.
Contenuto di Minkowski della segmentazio-
ne. Per ogni aperto Ω′ ⊂⊂ Ω vale la seguente
uguaglianza
lim
r→0
|{x ∈ Ω; d(x,K ∩ Ω′) < r }|
2r
= H1 (K ∩ Ω′)
La precedente uguaglianza esprime la relazio-
ne tra la misura di Hausdorff e il contenuto di
Minkowski di K. Questa è una informazione
utile per le applicazioni; permette, ad esempio,
di utilizzare lo schema di approssimazione intro-
dotto in [12] che produce gli algoritmi sviluppati
successivamente.
Approssimazione variazionale diMS
MinimizzareMS è abbastanza difficile a causa
della difficoltà dovuta alla presenza dell’insieme
di discontinuità libera K. Dal momento che K
è incognito, è stato necessario sviluppare nuovi
metodi per trovare soluzioni numeriche.
Il primo approccio alla minimizzazione nu-
merica di MS fu proposto e attuato da Bla-
ke & Zisserman nel libro [5]: “the Graduated
Non-Convexity algorithm”, che corrisponde ad
un rilassamento della parte non-convessa del
funzionale.
Qui descriviamo un altro metodo, proposto in
[12] e implementato numericamente in [13] e in
[14].
L’idea principale di questo metodo consiste
nell’introdurre una funzione ausiliaria z, che as-
sume valori prossimi a 1 lontano da K e valori
prossimi a 0 vicino a K. Consideriamo, allora,
i seguenti funzionali dipendenti da una coppia
di funzioni (funzionali più gestibili, dal punto di
vista numerico, di quanto lo siaMS): con ε > 0:
MSε(z, u) =
∫∫
Ω
(z2‖Du‖2 + µ|u− g|2)dx1dx2
+α
∫∫
Ω
(
ε‖Dz‖2 + (z − 1)
2
4ε
)
dx1dx2
(4)
L’ultimo addendo forza z a essere quasi ovunque
uguale a 1, mentre il secondo integrale approssi-
ma la lunghezza di K nella minimizzazione di
MSε, per ε che tende a 0.
Presi V = L2(Ω) × L2(Ω), Fε(z, u) =
MSε(z, u) e
F (z, u) =
{
F(u) se z = 1 q.o. in Ω
+∞ altrove
dove F è una versione debole del funzionale
MS (vedi ultima sezione), sussiste il seguente
risultato [12].
Teorema. Poniamo (3). Allora i funzionaliMSε
Γ-convergono a F per ε→ 0+.
Eseguendo variazioni regolari e con suppor-
to compatto in un intorno di una coppia mini-
mizzante (z, u) del funzionaleMSε troviamo le
equazioni di Eulero in Ω
z2∆u+ 2zDz ·Du = µ(u− g)
∆z =
z − 1
4ε2
+
z
εα
‖Du‖2
∂u
∂n
=
∂z
∂n
= 0, in ∂Ω
Questo sistema ora può essere risolto numerica-
mente con schemi alle differenze finite (vedi [13],
[14]).
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Figura 1: Segmentazione di una immagine ottenuta utilizzando il funzionaleMS
Equazioni di Eulero perMS, regolarità
dell’insieme singolare ottimale e una
congettura di E. De Giorgi
Oltre a (2), ulteriori condizioni di Eulero sono
state ottenute per i minimi diMS ([4], [15]).
Curvatura diK e salto del gradiente al quadra-
to. Sia (K,u) unminimo diMS inΩ, g ∈ C1(Ω)
e B ⊂ Ω un disco aperto tale che K ∩ B è il grafico
di una funzione C2 e sia B+ (risp. B−) l’epigrafico
(risp. sottografico) aperto connesso di tale funzione
in B. Posto u ∈ C1(B+) ∩ C1(B−), risulta[[ ‖Du‖2+µ|u−g|2 ]] = α curv(K) suK∩B
dove
[[ · ]] denota la differenza delle tracce su B+
e B−, e curv è la curvatura valutata orientando la
curva con la normale che punta verso B+.
Il seguente enunciato relativo a una Conget-
tura di Mumford & Shah ([4]) sulla regolarità
dell’insieme singolare ottimale perMS non è
stato ancora completamente dimostrato:
Sia (K,u) una coppia essenziale minimizzante
MS, allora K è localmente in Ω l’unione di un
numero finito di archi C1,1.
Ulteriori proprietà geometriche dei punti ter-
minali di una segmentazione ottimale sono state
studiate ([4], [15]): le condizioni ottenute ave-
vano suggerito la seguente congettura (per ora
parzialmente dimostrata, vedi [16])
Congettura (De Giorgi [3])
L’unica minimizzante locale non costante della parte
principale del funzionaleMS è la coppia (K,u), con
K = {(x1, 0); x1 ≤ 0 } e la funzione u, espressa in
coordinate polari, data da
u(ρ, θ) =
√
2αρ
pi
sin
θ
2
ρ ≥ 0, −pi < θ < pi (5)
(a meno del segno, di moti rigidi in R2 e di costanti
additive).
Il funzionale di Blake &
Zisserman
Lo studio di funzionali da minimizzare dipen-
denti da una energia dimassa del secondo ordine
e una discontinuità (incognita) di superficie (di
linea, nel caso bidimensionale) ha attirato l’inte-
resse in relazione a problemi di teoria della frat-
tura, partizioni ottimali, piastre elasto-plastiche
([17]) e nella segmentazione di immagini.
Consideriamo ora il funzionale dipendente
dalle derivate del secondo ordine ([5], [18])
BZ(K0,K1, u) :=∫∫
Ω\(K0∪K1)
(‖D2u‖2 + µ|u− g|2)dx1dx2
+ α length(K0 ∩ Ω)
+ β length((K1 \K0) ∩ Ω)
(6)
dove Ω ⊂ R2 è un aperto limitato e ‖D2u‖ de-
nota la norma euclidea della matrice Hessiana
D2u =
(
∂2u
∂xi∂xj
)
i,j=1,2
di u. I numeri reali positi-
vi α, β, µ e la funzione limitata g sono assegnati,
mentre K0, K1 ⊂ R2 sono insiemi chiusi e u è
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una funzione tale che u ∈ C2(Ω \ (K0 ∪K1)) ∩
C0(Ω \K0).
Gli insiemi chiusiK0,K1 e la funzione u sono
le incognite da trovare come minimi di (6) tra
tutte le possibili terne ammissibili.
Il funzionale BZ stima il grado di corrispon-
denza tra l’immagine g e una sua immagine seg-
mentata u;K0 ∪K1 è la relativa segmentazione.
Tale funzionale è stato introdotto da Blake & Zis-
serman (cfr. [5]) come una forma di energia da
minimizzare per realizzare una segmentazione
ottimale di un’immagine monocromatica.
La dipendenza dalle derivate secondeD2u (in-
vece che dalle derivate prime Du, come nel fun-
zionale di Munford-Shah) consente di rilevare
anche l’insieme delle pieghe. Inoltre questo fun-
zionale evita l’inconveniente dell’effetto rampa
causato dalla sovra-segmentazione dei salti (che
è la comparsa di una o più discontinuità spu-
rie nell’immagine di output u, manifestate inve-
ce dal funzionaleMS, quando il dato g ha una
pendenza abbastanza ripida).
Le discontinuità di u e di Du si evidenziano
rispettivamente con gli insiemi K0, K1 che so-
no “a priori” incogniti; per questo il problema di
minimo associato risulta essere essenzialmente
non-convesso, e per alcuni dati g può dar luogo a
non unicità dei minimi. Un’altra difficoltà nell’a-
nalisi matematica del funzionale BZ è il fatto che
(6) non controlla le derivate prime, e inoltre il
troncamento delle funzioni in competizione non
riduce l’ energia, mentre nel caso del funzionale
MS il troncamento riduce l’energia.
Proprietà dei minimi di BZ
In [18] è stato dimostrato il seguente risultato.
Teorema (Esistenza di soluzioni). Sia Ω ⊂ R2
un aperto. Poniamo{
µ > 0, 0 < β ≤ α ≤ 2β , Ω limitato,
g limitata e misurabile in Ω. (7)
Allora esiste almeno una terna tra i sottoinsiemi di
Borel K0,K1 ⊂ R2 con K0 ∪ K1 chiuso e u ∈
C2(Ω \ (K0 ∪ K1)), u continua in senso approssi-
mato su Ω \K0, che minimizza il funzionale BZ con
energia finita. Inoltre gli insiemi K0 ∩ Ω e K1 ∩ Ω
sono unione (al più numerabile) di archi regolari. La
dimostrazione è stata ottenuta con i metodi di-
retti del Calcolo delle Variazioni. Una versione
debole del problema posto, cioè la minimizza-
zione del funzionale G che dipende solo da u (la
definizione di G è rinviata all’ultima sezione) è
risolta, provando semicontinuità inferiore e com-
pattezza nello spazio funzionale di immagini con
energia finita ([19]). Una soluzione al problema
di partenza è ottenuta successivamente ([18]),
provando la maggiore regolarità dei minimi de-
boli (concetto opportunamente affinato al fine di
essere “essenziale”).
Le quattro proposizioni che seguono, relati-
ve a una terna essenziale minimizzante, sono
state dimostrate (cfr. [20]) con l’ipotesi (7). Per
semplicità assumiamo |g(x1, x2)| ≤ 1.
Limitazione dall’alto per la densità media. Per
ogni x ∈ Ω, per ogni 0 < r ≤ 1 con Br(x) ⊂ Ω,
risulta
H1 ((K0 ∪K1) ∩Br(x)) ≤
(
4 +
µ
β
)
pir
Limitazione dal basso per la densità media.
Esistono ε1 > 0, %1 > 0 tali che per ogni x ∈
K0 ∪ K1, per ogni 0 < r ≤ %1 con Br(x) ⊂ Ω,
risulta
H1 ((K0 ∪K1) ∩Br(x)) ≥ ε1r
Proprietà dell’eliminazione
Siano ε1 > 0, %1 > 0 come nel precedente enunciato
e 0 < r ≤ %1. Se x ∈ Ω e
H1 ((K0 ∪K1) ∩Br(x)) < ε1
2
r
allora
(K0 ∪K1) ∩Br/2(x) = ∅
Questa proprietà è un’informazione utile per
l’analisi numerica del problema, nel senso che un
idoneo algoritmo può eliminare tali parti isolate
diK0 ∪K1 ai fini di una segmentazione ottimale.
In considerazione di queste caratteristiche,
possiamo affermare che la segmentazione ottima-
le (K0,K1, u) ridisegna uno schema omogeneo
di linee essenziali dell’immagine iniziale g. In
questo modo la segmentazione ottimale porta
più chiaramente in luce il significato semantico
insito in g.
Contenuto di Minkowski della segmentazio-
ne. Per ogni insieme aperto Ω′ ⊂⊂ Ω vale la
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Figura 2: Segmentazione di una immagine artificiale ottenuta utilizzando i funzionaliMS e BZ . Nell’immagine centrale
è evidenziato solo l’insieme di discontinuitàK0, con un effetto di “sovrasegmentazione”. In quella a destra sono
evidenziate le discontinuitàK0 e anche le piegheK1.
seguente uguaglianza
lim
r→0
|{x ∈ Ω ; d(x, (K0 ∪K1) ∩ Ω′) < r }|
2r
=
H1 ((K0 ∪K1) ∩ Ω′)
Anche questa informazione è importante per
il calcolo numerico dei minimi, al fine di appros-
simare, nel senso della Γ–convergenza, il fun-
zionale BZ con funzionali ellittici per i quali si
possono trovare algoritmi numerici efficienti.
Approssimazione variazionale di BZ
In analogia a quanto sviluppato per l’appros-
simazione diMS, consideriamo due funzioni
ausiliarie s, σ e definiamo i funzionali ([21])
BZε(s, σ, u) =
∫∫
Ω
(
(σ2+ κε)‖D2u‖2
+ξε(s
2+ ζe)‖Du‖2 + µ|u− g|2
)
dx1dx2
+(α− β)
∫∫
Ω
(
ε‖Ds‖2 + (s− 1)
2
4ε
)
dx1dx2
+ β
∫∫
Ω
(
ε‖Dσ‖2 + (σ − 1)
2
4ε
)
dx1dx2
(8)
che approssimano BZ nel senso della Γ-
convergenza, per ε→ 0+, sotto opportune scelte
degli infinitesimi κε, ξε, ζε.
La minimizzazione dei funzionali BZε è sta-
ta implementata numericamente in alcuni casi
([21]).
Le pieghe sono evidenziate meglio da BZ
rispetto aMS, come mostrato in fig. 2.
Equazioni di Eulero per BZ e una
congettura sul candidato ottimale
Condizioni necessarie su K0. Assumiamo (7),
(K0,K1, u) sia un minimo locale di BZ , B ⊂ Ω un
disco aperto e, per semplicità ,K0∩B sia il diametro
di B parallelo all’asse x1, (K1 \K0) ∩B = ∅ e u ∈
C3(B+)∩C3(B−). Allora le condizioni sui due lati
diK0 sono:(
∂2u
∂x22
)±
= 0 ,
(
∂3u
∂x23
+ 2
∂3u
∂x12∂x2
)±
= 0
suK0 ∩B .
Curvatura di K0 e salto dell’Hessiano al qua-
drato. Sia (K0,K1, u) un minimo locale di BZ in
Ω, g ∈ C1(Ω) e B ⊂ Ω un disco aperto, tale che
K0 ∩ B è il grafico di una funzione C3 e B+ (risp.
B−) l’epigrafico (risp. sottografico) aperto connesso
di tale funzione in B. Assumiamo K1 ∩ B = ∅ e
u ∈ C3(B+) ∩ C3(B−). Allora[
‖D2u‖2+µ|u−g|2
]
= α curv(K0) suK0∩B
dove curv è la curvatura valutata orientando la curva
con la normale che punta verso B+.
Condizioni necessarie circa la curvatura diK1
sono anche provate in ([22]).
Una analisi fine del comportamento della seg-
mentazione ottimale nei punti terminali dell’in-
sieme singolare è stata fatta in [23], ottenendo
condizioni integrali e geometriche nei crack-tip
(cioè nei punti terminali interni di K0) e nei
crease-tip (punti terminali interni diK1).
Dall’analisi della parte principale del funzionale
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Figura 3: Inpainting di una immagine ottenuta utilizzando il funzionale BZ
di Blake & Zissermann in R2 è emerso ([22]) un
candidato minimizzante locale in R2, che ha un
insieme di salto non vuoto.
Tale candidato è (K0,K1,W ) con
K0 = {(x1, 0); x1 ≤ 0 }, K1 = ∅ (9)
e la funzioneW , espressa in coordinate polari in
R2 con θ ∈ (−pi, pi), è :
W =
√
αρ3
193pi
(√
21
(
sin θ2 − 53 sin
(
3
2θ
))
+
(
cos θ2 − 73 cos
(
3
2θ
))) (10)
Il seguente elenco di proprietà mostra esplici-
tamente cheW soddisfa tutte le condizioni ne-
cessarie provate e un principio variazionale di
equi-partizione dell’energia di massa e di linea:
∆2W = 0 su R2 \K0(
∂2W
∂x22
)±
= 0 ,
(
∂3W
∂x23
+ 2
∂3W
∂x12∂x2
)±
= 0
e W± = ±8
3
√
21αρ3
193pi
suK0
∫
Bρ(0)
‖D2W‖2dx1dx2 = αρ
= αH1(K0 ∩Bρ(0))
Congettura ([22]) La terna (K0,K1,W ), definita
in (9) (10) è un minimo locale della parte principa-
le del funzionale di Blake-Zissermann in R2 , e non
esistono altri minimi locali non banali (a meno del se-
gno, di moti rigidi in R2 e dell’aggiunta di funzioni
affini).
Cenno al problema
dell’inpainting
Il problema dell’inpainting consiste nel cercare
di ricostruire una parte deteriorata oppure man-
cante di un’immagine, in maniera visivamente
accettabile. Anche per questo problema è stata
utilizzata una opportuna versione del funzionale
MS ([24]) e del funzionale BZ ([25]). Nell’esem-
pio in Figura 3 è stato rimosso il testo sovrascritto
(l’immagine è a colori ed è stata trattata usando la
versione di BZ per le funzioni vettoriali). Per bre-
vità non ci soffermiamo ulteriormente su questo
problema.
Problemi con discontinuità libere
I problemi diminimoper i funzionaliMS eBZ si
inquadrano in una più ampia classe di problemi
del Calcolo delle Variazioni, quella dei Problemi
con discontinuità libere, in cui tra le incognite
figurano, oltre che funzioni, anche insiemi che
non sono necessariamente frontiere.
L’approccio generale introdotto da E. De Gior-
gi in [3] per risolvere i problemi con discontinuità
libere è una nuova applicazione deiMetodi Diret-
ti nel Calcolo delle Variazioni. L’idea iniziale è la
formulazione debole del problema di minimo
in una classe opportuna di funzioni, denominata
SBV (Ω), i cui elementi ammettono discontinuità
solo lungo insiemi di dimensione uno. I passi
successivi, più delicati, consistono nel dimostra-
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re la regolarità degli insiemi ottimali con discon-
tinuità libere, per recuperare una soluzione del
problema di minimo originario.
Riportiamo qui la definizione dello spazioBV
di funzioni con variazione limitata, le cui deri-
vate distribuzionali sono misure con variazione
limitata, e alcune proprietà :
v ∈ BV (Ω) se e solo se v ∈ L1(Ω) (i.e. v è som-
mabile secondo Lebesgue) e la sua variazione
totale
‖Dv‖M(Ω) :=
sup
{∫∫
Ω
v divφdx1dx2, φ ∈ C10 (Ω,R2), ‖φ‖ ≤ 1
}
è finita. Per ogni funzione con variazione limi-
tata v : Ω → R e x ∈ Ω, z ∈ R, poniamo
z = ap lim
y→x v(y) (z è il limite approssimato di
v in x) se
lim
ρ→0
1
piρ2
∫∫
Bρ(0)
v(x+ y) dy1dy2 = z
Per ν ∈ S1, denotiamo con v+ = tr+(x, v, ν) (e
v− = tr+(x, v,−ν)) se
lim
ρ→0
1
piρ2
∫∫
Bρ(0)∩{y·ν>0}
v(x+ y) dy1dy2 = v
+
L’insieme Sv = {x ∈ Ω :6∃ ap lim
y→x v(y)} è detto
l’insieme singolare di v; Dv denota il gradiente
distribuzionale di v e ∇v il gradiente appros-
simato di v (cioè la parte assolutamente conti-
nua di Dv). Quando ha significato, poniamo
∇2v = ∇(∇v). Ricordiamo inoltre le definizioni
di alcune classi di funzioni aventi derivate che
sono misure speciali nel senso di De Giorgi, e
alcune proprietà :
SBV (Ω) :=
{
v ∈ BV (Ω) : ‖Dv‖M(Ω) =∫∫
Ω
‖∇v‖ dy1dy2 +
∫
Sv
|v+ − v−| dH1
}
Per una generica funzione BV la variazione tota-
le avrebbe un terzo addendo, detto parte can-
toriana, che è escluso nel caso delle funzioni
SBV .
GSBV (Ω) :={
v : Ω→ R ;−k ∨ v ∧ k ∈ SBVloc(Ω) ∀k ∈ N
}
GSBV 2(Ω) :={
v ∈ GSBV (Ω), ∇v ∈ (GSBV (Ω))2}
Le classi di funzioni GSBV (Ω), GSBV 2(Ω) non
sono spazi vettoriali, e non sono sottoinsiemi di
distribuzioni in Ω, tuttavia variazioni regolari di
una funzione di GSBV 2(Ω) appartengono alla
stessa classe. Se v ∈ SBV (Ω) o GSBV (Ω), allora
Sv è l’unione (al più numerabile) di archi regolari
e ∇v esiste quasi ovunque in Ω.
Formulazione debole del funzionale di Mum-
ford & Shah ([10]).
Sia Ω ⊂ R2 un aperto; con l’ipotesi (3), definiamo il
funzionale F : SBV (Ω)→ [0,+∞] ponendo
F(u) :=
∫∫
Ω
(‖∇u‖2+µ|u−g|2) dx1dx2+αH1(Su)
La segmentazione ottimale per il modello
di Mumford e Shah viene recuperata con la
chiusura dell’insieme dei punti di discontinui-
tà (salti) di una funzione che minimizza F in
SBV (Ω). Infatti, una funzione u minimizzante
F fornisce la segmentazione ottimale K = Su
e F(u) = MS(K,u) = minMS. L’esistenza di
una segmentazione ottimale è stata dimostrata
in [8].
Formulazione debole del funzionale di Blake
& Zisserman ([19]).
Sia Ω ⊂ R2 un aperto; sotto l’ipotesi (7) definiamo il
funzionale G : GSBV 2(Ω)→ [0,+∞] ponendo
G(u) :=
∫∫
Ω
(‖∇2u‖2 + µ|u− g|2) dx1dx2
+αH1(Su) + βH1(S∇u \ Su)
La segmentazione ottimale per il modello di Bla-
ke e Zisserman viene recuperata con la chiusura
dell’insieme dei punti di discontinuità (salti) e
dell’insieme dei punti di discontinuità del gra-
diente (pieghe) di una funzione che minimizza G
in GSBV 2(Ω). L’esistenza di una segmentazione
ottimale è stata dimostrata in [18].
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Il problema
isoperimetrico
Alessio Figalli Department of Mathematics and Institute for Computational Engineering and Sciences
The University of Texas at Austin
Un riferimento al “problema isope-rimetrico”, anche detto delle “di-suguaglianze isoperimetriche”, si
trova già nella mitologia. Didone, regi-
na di Tiro, costretta all’esilio dal fratello
Pigmalione, si rifugiò in Nord Africa, nel-
le terre di Iarba, re dei Getuli, cui chie-
se non solo asilo ma anche della terra
per costruire una nuova città: la futura
Cartagine. Iarba, re ospitale ma piutto-
sto geloso dei suoi possedimenti, conces-
se alla regina tutta la terra che ella fos-
se riuscita a ricoprire con una pelle di
bue. Didone non si perse affatto d’animo:
presa una pelle di bue, iniziò a tagliar-
la a striscioline sottili, le legò tra di lo-
ro e costruì una lunga corda. Ora la que-
stione è: quale forma dare a questa cor-
da per racchiudere la maggior superficie
possibile?
Questo è un bel problema matematico, un pro-
blema di “isoperimetria”, e consiste nel trovare
la figura geometrica che, a parità di perimetro, ha
la massima area. È dunque un tipico problema
di “calcolo della variazioni”, ovvero di ricerca di
minimo o di massimo.
La soluzione di questi problemi dipende dalle
condizioni al contorno: ad esempio, se ci si trova
nell’entroterra allora la forma migliore è un cer-
chio, mentre, se come nel caso di Didone la terra
si affaccia sul mare, è molto meglio scegliere un
semicerchio.
Il problema di Didone può essere letto in due
modi. Infatti, si può scegliere se fissare la lun-
ghezza della corda e chiedersi quale sia l’area
massima che si vuole racchiudere dentro la figu-
ra, oppure se fissare l’area e cercare la lunghezza
minimadella corda che la racchiude. In questa se-
conda formulazione esso è un classico problema
di “ricerca del minimo”.
Lo stesso problema ha senso in dimensione
più alta: per esempio, nello spazio tridimensio-
nale, fissato un volume qual è la forma ottimale
per contenerlo usando una superficie la cui area
sia la più piccola possibile? Le bolle di sapone
forniscono la risposta, esse disegnano delle sfere.
Da un punto di vista matematico, formulare
questi problemi è non banale. Infatti ci sono mol-
ti punti delicati che bisogna affrontare. Innanzi-
tutto, come si misurano il volume di un insieme e
il suo perimetro (ossia l’area del suo bordo)? Inol-
tre, quando si parla di ricerca di un minimo, bi-
sogna definire una classe di elementi all’interno
della quale si ricerca tale mimimo.
Nel nostro caso, per insiemi regolari è facile
definire volume e perimetro, ma il problema è il
seguente: se cerchiamo un minimo in una classe
troppo ristretta, allora è molto difficile dimostra-
re che tale minimo esista. Fa quindi parte della
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teoria matematica trovare una classe abbastanza
grande di insiemi in modo che:
1. tale classe contenga tutti gli insiemi “ra-
gionevoli” che vorremmo ammettere come
competitori, per esempio gli insiemi regola-
ri, o quelli il cui bordo è almeno regolare a
tratti;
2. tutti gli insiemi della classe abbiano pro-
prietà sufficienti a definire una nozione di
perimetro;
3. sia possibile dimostrare che un minimo
esiste in questa classe;
4. sia possibile mostrare che, all’interno di tale
classe, la palla è il minimo per il problema
isoperimetrico.
I concetti adatti a rispondere alle domande qui
sopra poste sono stati introdotti da De Giorgi ne-
gli anni ’50, il quale ha dato una definizione ma-
tematicamente molto efficiente e maneggevole
di “perimetro” di un insieme.
L’idea è la seguente: se il bordo di un insieme
E è regolare in modo che sia possibile associare
una forma di volume dσ sul bordo di E, allora,
indicando con P (E) il perimetro di E e con νE
la normale esterna al bordo di E, per il Teorema
di Stokes si ha
P (E) =
∫
∂E dσ(y) ≥
∫
∂E X(y) · νE(y) dσ(y)
=
∫
E div(X(x)) dx
per ogni campo vettoriale regolare X : Rn → Rn
tale che ‖X‖∞ ≤ 1.
Inoltre, se si sceglie X tale che X(y) = νE(y)
su ∂E (come è sempre possibile fare se ∂E è ab-
bastanza regolare), allora nella formula sopra
abbiamo un’uguaglianza. Quindi
P (E) = sup
∫
E
div(X(x)) dx
dove il sup è calcolato sui campi vettoriali X
regolari con ‖X‖∞ ≤ 1.
Notiamo ora che per definire il membro di de-
stra non serve nessuna regolarità su ∂E, dato che
stiamo solo integrando una funzione regolare su
E. Quindi l’idea di De Giorgi è stata usare il
membro di destra per definire il perimetro di un
insieme E.
A questo punto il problema isoperimetrico si
può riformulare nella seguente maniera: fissata
una quantità di volume V > 0, l’obiettivo di-
venta minimizzare il perimetro P (E) tra tutti gli
insiemi E il cui volume |E| (più precisamente, la
cui misura di Lebesgue) è uguale a V . In altre
parole, si considera
min
|E|=V
P (E)
Con la definizione di perimetro di De Giorgi è
possibile usare tecniche classiche del Calcolo del-
la Variazioni per dimostrare l’esistenza di un mi-
nimo, che denotiamo con EˆV . Il problema isope-
rimetrico diventa quindi mostrare che EˆV è una
palla.
Un’osservazione interessante, anche se non
strettamente necessaria nel nostro seguito, è la
seguente: dato un insieme E di volume V , se
definiamo λV := V −1/n allora l’insieme λVE ot-
tenuto dilatando E del fattore λV ha volume 1.
Inoltre il suo perimetro è P (λVE) = λn−1V P (E).
In particolare P (EˆV ) ≤ P (E) è equivalente a
P (λV EˆV ) ≤ P (λVE), da cui λV EˆV è un minimo
del problema isoperimetro a volume 1.
Da ciò si deduce che è sufficiente studiare il
problema isoperimetrico solo per un fissato va-
lore di V , dato che i minimi per gli altri volumi
sono ottenuti semplicemente dilatando un mini-
mo di volume V . In particolare, per comodità,
sia Eˆ .= EˆV con V = 1.
Il nostro obiettivo è dimostrare che Eˆ è una pal-
la. Per mostrare ciò, uno strumento fondamenta-
le è la “simmetrizazione di Steiner”. L’idea è la
seguente: dato un insieme E, gli si applica una
trasformazione che lo rende “più simmetrico” e
che ha come proprietà fondamentali di preser-
varne il volume e farne decrescere il perimetro
(vedi la figura nella pagina successiva).
Questo fatto permette di dedurre che se si ap-
plica tale trasformazione a Eˆ, per minimalità il
perimetro deve rimanere costante e questa in-
formazione permetterà di dedurre che Eˆ è una
palla.
Definizione: Dato un insieme E ⊂ Rn e un
vettore unitario v ∈ Rn, si definisce il “sim-
metrizzato di Steiner di E nella direzione v”
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come
Ev :=
⋃
y ∈ piv,
E ∩ `vy 6= ∅
{
y + tv : |t| ≤ 1
2
|E ∩ `vy|
}
dove piv := {y ∈ Rn : y · v = 0} è il pia-
no perpendicolare a v passante per l’origine,
`vy := {y + tv : t ∈ R} è la retta parallela a
v passante per y, e |E ∩ `vy| denota la misura
1–dimensionale dell’insieme E ∩ `vy. (Vedi la
Figura 1, dove si utilizzano le notazioni della
dimostrazione seguente.)
v
f
g
v
E
Ev
Figura 1: Costruzione dell’insieme simmetrizzato di
Steiner.
Questa trasformazione soddisfa le seguenti
proprietà:
(a) |Ev| = |E| per ogni v;
(b) P (Ev) ≤ P (E) e se vale l’uguaglianza allora
E ∩ `vy è un segmento per ogni y ∈ piv;
(c) se E è convesso e P (Ev) = P (E) allora, per
ogni v, Ev = E + tvv per un certo tv ∈ R;
ossia Ev è semplicemente un traslato di E.
La dimostrazione di queste proprietà non
è troppo complicata. Per semplicità le verifi-
chiamo in un caso particolare: denotando con
{e1, . . . , en} la base canonica di Rn, supponiamo
che v = en e che E sia della forma
E = {(y, t) ∈ Rn : −g(y) ≤ t ≤ f(y)}
con f, g : Rn−1 → R funzioni regolari. Allora in
questo caso Ev è l’insieme dei vettori (y, t) ∈ Rn
per cui
−f(y) + g(y)
2
≤ t ≤ f(y) + g(y)
2
Notiamo quindi che (a) è immediata. Infatti
|E| = ∫Rn−1 [f(y) + g(y)] dy
= 2
∫
Rn−1
f(y) + g(y)
2 dy
= |Ev|
Per quanto riguarda (b), per il perimetro abbiamo
P (E) =
∫
Rn−1
(√
1 + |∇f(y)|2
+
√
1 + |∇g(y)|2
)
dy
P (Ev) = 2
∫
Rn−1
√
1 +
∣∣∣∣∇f(y) +∇g(y)2
∣∣∣∣2 dy
Allora, dato che la funzione Φ(s) :=
√
1 + s2 è
convessa e crescente otteniamo
Φ
(∣∣∣∣∇f(y) +∇g(y)2
∣∣∣∣)
≤ Φ
( |∇f(y)|+ |∇g(y)|
2
)
(1)
≤ Φ(|∇f(y)|) + Φ(|∇g(y)|)
2
e (b) segue integrando la disuguaglianza sopra
rispetto a y.
Infine, se vale P (Ev) = P (E), dato che Φ è
strettamente convessa usando (1) deduciamo che
∇f(y) = ∇g(y) per ogni y, da cui f = g + α per
una certa costante α ∈ R e quindi E = Ev +
(α/2)en, il che dimostra (c).
Il caso per insiemi generici si ottiene localizzan-
do opportunamente l’argomento appena descrit-
to e ragionando per approssimazione (vedere per
esempio [1, Sezione 3] per più dettagli).
Usando (a) e (b) otteniamo la proprietà seguen-
te: se Eˆ è un minimo allora Eˆ∩ `vy è un segmento
per ogni y ∈ piv e v ∈ Rn. Vogliamomostrare che
questo implica che Eˆ è convesso. Infatti, dati due
punti x, x′ ∈ Eˆ, prendiamo v parallelo a x′ − x
e consideriamo la retta `vy con y ∈ piv tale che
x, x′ ∈ `vy. Allora, dato che Eˆ ∩ `vy è un segmento
deduciamo in particolare che τx+ (1− τ)x′ ∈ E
per ogni τ ∈ [0, 1], dunque E è convesso.
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A questo punto applichiamo (c) per dedurre
che, per ogni v ∈ Rn con |v| = 1, Eˆv = Eˆ+tvv per
un certo tv ∈ R. Se potessimo dire che tv = 0 per
ogni v sarebbe facile concludere (come mostrere-
mo in un attimo). Purtroppo in generale questo
non è vero ma possiamo dimostrare che vale a
meno di traslare Eˆ. Più precisamente, definiamo
Eˆ′ := Eˆ −
n∑
i=1
teiei
Allora, usando la proprietà che i vettori ei sono
ortogonali, non è difficile verificare (ricordan-
do la definizione del simmetrizzato di Steiner)
che (Eˆ′)ei = Eˆ′ per ogni i = 1, . . . , n, ossia Eˆ′ è
esattamente uguale al suo simmetrizzato di Stei-
ner nelle direzioni ei senza bisogno di applicare
alcuna traslazione aggiuntiva. Dato che, per co-
struzione, (Eˆ′)ei è simmetrico rispetto al piano
{xi = 0}, deduciamo che
• Eˆ′ è simmetrico rispetto a tutti i piani
coordinati {xi = 0}, i = 1, . . . , n
In particolare segue che Eˆ′ = −Eˆ′, cioè Eˆ′ è
simmetrico rispetto all’origine.
Ora, grazie a (c) applicato a Eˆ′ abbiamo
(Eˆ′)v = Eˆ′ + tvv da cui, osservando che Eˆ′ è
simmetrico rispetto all’origine e che (Eˆ′)v è sim-
metrico rispetto al piano piv (per costruzione),
deduciamo che tv = 0.
Abbiamo dunque dimostrato che
(Eˆ′)v = Eˆ′ ∀ v ∈ Rn, |v| = 1
ossia Eˆ′ è simmetrico rispetto al piano piv per
ogni v.
Possiamo ora far vedere che Eˆ′ è una palla cen-
trata nell’origine. Infatti, prendiamo x ∈ Eˆ′ e
consideriamo il punto xv ∈ Eˆ′ ottenuto rifletten-
do x rispetto al piano piv. Al variare di v sulla
sfera unitaria i punti xv descrivono una sfera di
raggio |x|. Dunque abbiamo dimostrato che se
x ∈ Eˆ′ allora la sfera di raggio |x| centrata nel-
l’origine è contenuta in Eˆ′. Dato che Eˆ′ è con-
vesso, Eˆ′ (e quindi anche Eˆ) è una palla, come
desiderato.
Z M Y
[1] F. Maggi: “Some methods for studying stability in iso-
perimetric type problems”, Bull. Amer. Math. Soc 45
(2008) 367–408.
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Integrale di Feynman e
limite classico
Alice rise: «È inutile che ci provi», disse; «non si può credere
a una cosa impossibile.» «Oserei dire che non ti sei allenata
molto», ribatté la Regina. «Quando ero giovane, mi eserci-
tavo sempre mezz’ora al giorno. A volte riuscivo a credere
anche a sei cose impossibili prima di colazione.»
Alice nel paese delle meraviglie, Lewis Carrol, 1865
Matteo Beccaria Dipartimento di Matematica & Fisica “Ennio De Giorgi” - Università del Salento
Il formalismo basato sull’integrale diFeynman consente di trattare i proble-mi della meccanica quantistica mante-
nendo uno stretto contatto con il suo li-
mite classico. In particolare, le soluzio-
ni delle equazioni del moto che seguo-
no dal principio variazionale continua-
no a giocare un ruolo centrale favoren-
do l’intuizione fisica. Alcuni esempi sem-
plici illustrano questa caratteristica im-
portante dell’approccio di Feynman alla
quantizzazione.
Il principio di corrispondenza è stato introdotto da
Niels Bohr nel 1920 ed afferma che la meccani-
ca quantistica deve riprodurre i risultati della
meccanica classica per sistemi caratterizzati da
un’azione grande rispetto alla costante di Planck
(ridotta) ~.
Formulato in questi termini è un principio di
buon senso, ma solo qualitativo. È quindi impor-
tante capire come tradurlo in termini quantitati-
vi. Il problema non è banale poiché la meccanica
quantistica è basata su un formalismo completa-
mente diverso da quello della meccanica classica.
Infatti, la meccanica classica è basata su traiet-
torie (q(t), p(t)) nello spazio delle fasi che sod-
disfano le equazioni del moto non-lineari che
seguono dal principio variazionale
δS = 0 (1)
dove S è l’azione, un funzionale di q(t) e p(t). In
maniera del tutto differente, in meccanica quan-
tistica gli stati fisici sono descritti da uno spazio
di HilbertH (modulo trasformazioni di fase) e
le osservabili fisiche, ovvero le quantità misura-
bili, sono associate ad operatori lineari suH . In
quanto operatori, le osservabili in generale non
commutano. Questo fatto tecnico costituisce la
base matematica per il principio di indetermina-
zione di Heisenberg. L’esempio più semplice è la
celebre relazione tra l’operatore posizione q̂ e l’o-
peratore impulso p̂ di una particella puntiforme
in una dimensione spaziale:
[q̂, p̂] = i ~ (2)
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Questa relazione conduce direttamente alla cele-
bre relazione di indeterminazione di Heisenberg
∆q∆p ∼ ~. Nel limite formale ~ → 0 gli effetti
non commutativi scompaiono. In questo senso il
principio di corrispondenza è plausibile, ma ri-
mane ancora da capire quale sia il legame quanti-
tativo con i risultati della meccanica classica 1. In
particolare, quello che ci interessa chiarire è quale
sia il ruolo dell’azione S in un sistema quantistico.
Storicamente, Dirac 2 mostrò nel 1933 come la
meccanica classica possa emergere dalla mecca-
nica quantistica sotto certe condizioni [1]. Tra-
iettorie con azione grande S  ~ e che non sod-
disfano le equazioni del moto sono soppresse
dall’interferenza quantistica e sopravvivono solo
le traiettorie estremali per le quali δS = 0. La
trattazione di Dirac introduce già una somma
sulle traiettorie e l’idea viene sviluppata succes-
sivamente da R. P. Feynman 3 nella sua tesi di
dottorato del 1942. Il metodo di Dirac è oggi uni-
versalmente noto come tecnica dell’integrale sui
cammini (path-integral) di Feynman.
Prima di discutere l’approccio di Dirac-
Feynman al problema del limite classico in mec-
canica quantistica è utile concentrarci su due pro-
blemi che illustrano chiaramente le domande dif-
ficili alle quali vogliamo dare una risposta con
questa tecnica. Entrambi gli esempi possono es-
sere formulati in termini elementari per il sistema
costituito da un puntomateriale, ma le situazioni
che discuteremo sono il prototipo per analoghi
problemi in contesti più realistici 4.
Due problemi difficili
1Notiamo che il problema è molto più semplice in mec-
canica relativistica dove il parametro di deformazione
rispetto alla meccanica galileiana è il rapporto tra la ve-
locità caratteristica e la velocità della luce v/c. In questo
caso, la struttura delle equazioni non cambia in maniera
drastica in presenza di correzioni ∼ v/c.
2Premio Nobel per la fisica nel 1933 insieme a Erwin
Schrödinger.
3Premio Nobel per la Fisica nel 1965 insieme a Sin-Itiro
Tomonaga e Julian Schwinger.
4Altri problemi molto interessanti legati al limite classico
sono, ad esempio, il problema di sistemi a molti corpi o
l’emergere del comportamento classico nel passaggio da
sistemi microscopici a sistemi macroscopici. Altrettanto
interessanti sono i legami tra lo spettro dell’energia e le
proprietà ergodiche del moto classico.
Topologia e molteplicità di soluzioni
classiche
Il primo problema che consideriamo è quello
di una particella quantistica che si muova all’in-
terno di una striscia bidimensionale con pareti
riflettenti, comemostrato nella Figura 1. Classica-
mente, ci sono infinite traiettorie che soddisfano
δS = 0 e che portano dal punto A al punto B
nel tempo T. La più breve è rettilinea (1). Oltre a
questa ce ne sono infinite altre che si riflettono
sulle barriere come le traiettorie (2) e (3) della
figura. Dal punto di vista quantistico ci interessa
(1)
(3)
(2)
A
B
Figura 1: Propagazione classica da A a B nel tempo T in
presenza di barriere.
determinare la probabilità che la particella pre-
sente in A al tempo t = 0 si trovi in B al tempo
t = T . Inoltre, la domanda che vogliamo porci
è in che modo la molteplicità di soluzioni classiche si
riflette sulla propagazione quantistica. In generale,
un problema analogo si pone tutte le volte che la
propagazione classica avviene all’interno di geo-
metrie topologicamente non banali. In seguito,
mostreremo come l’approccio di Feynman possa
illustrare chiaramente il legame tra le traiettorie
classiche e la propagazione quantistica almeno
nel limite S/~ 1.
Effetti non perturbativi
Il secondo problema che consideriamo riguar-
da una particella che si muova nel potenziale
simmetrico unidimensionale V (x) = V (−x) con
due buche come in Figura 2. Gli stati classici di
minima energia corrispondono ad una particel-
la ferma in uno dei due minimi. In meccanica
quantistica ci si potrebbe aspettare ingenuamen-
te che a tali stati corrispondano funzioni d’onda
localizzate intorno ai minimi, come nella figura.
Come è noto questo non è possibile dato che lo
stato quantico di minima energia deve obbedire
alla simmetria del potenziale. Di fatto, esso risul-
ta essere una combinazione lineare simmetrica
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Figura 2: Particella unidimensionale che si muove nel
potenziale simmetrico V (x) = V (−x). La fi-
gura mostra due funzioni d’onda localizzate
intorno ai due minimi classici. Come discusso
nel testo, lo stato quantico di minima energia
è simmetrico a sua volta ed è costruito come
sovrapposizione quantistica simmetrica delle
due funzioni d’onda.
delle due funzioni d’onda localizzate mentre Il
primo stato eccitato è invece associato alla combi-
nazione antisimmetrica. La differenza di energia
tra i due stati ∆E = E1 − E0 dipende tipica-
mente dai parametri del potenziale in modo non-
perturbativo cioè si annulla a tutti gli ordini nello
sviluppo perturbativo in termini di questi para-
metri. La ragione è che esiste un’azione nascosta
S, caratteristica delle doppia buca, tale che ∆E è
espresso in termini di exp(−S/~). Chiaramente
lo sviluppo ingenuo in potenze di ~/S secondo le
tecniche elementari della meccanica quantistica
non è applicabile a questo problema. Di nuovo,
mostreremo come l’approccio di Feynman con-
senta di trattare questo problema in modo molto
semplice 5.
La formulazione di Feynman
Per capire in che cosa consista la formulazione di
Feynman della meccanica quantistica [2] è utile
considerare la quantità seguente
K(q′′, q′;T ) = 〈q′′|e− i~ T Ĥ |q′〉 (3)
5Dal punto di vista matematico, il problema nasce dal fatto
che il limite ~→ 0 è una perturbazione singolare. I contri-
buti legati ad ~ che compaiono nell’equazione d’onda
di Schrödinger sono associati ai termini con derivate
di ordine massimo. Per chi ha familiarità con la fluido-
dinamica, la situazione è analoga al limite di viscosità
zero delle equazioni di Navier-Stokes.
dove gli stati |q〉 sono autostati (generalizzati)
dell’operatore posizione e Ĥ è l’hamiltoniana
indipendente dal tempo del sistema. Feynman
chiama questa espressione propagatore ed il suo
significato fisico è quello di ampiezza di proba-
bilità perché una particella nel punto q′ al tempo
t sia osservata nel punto q′′ al tempo t + T . Il
problema è determinare in che modo il propa-
gatore veda le traiettorie classiche. La domanda
non è banale se si pensa alla risposta tipica che lo
studente dei corsi elementari di meccanica quan-
tistica fornisce per calcolare K. La procedura
standard è questa: supponiamo di conoscere lo
spettro di H che per semplicità assumeremo di-
screto con autovettori ortonormali |n〉 associati
agli autovalori En. Dunque possiamo scrivere
K(q′′, q′;T ) =
∑
n
〈q′′|n〉〈n|q′〉 e− i~ T En (4)
Supponendo di poter calcolare la somma infinita
otteniamo il risultato cercato che tuttavia è ben
lontano dall’essere fisicamente trasparente. In
particolare, non è chiaro dove siano le traiettorie
classiche. Aggiungiamo inoltre che in generale
lo spettro diH non è noto. L’idea di Feynman è
quella di riscrivere l’espressione di K in modo
differente, ma rigorosamente equivalente e più
efficace da vari punti di vista, incluso il recupero
del limite classico. Tralasciando la derivazione,
il risultato di Feynman può essere scritto come
integrale funzionale nella forma suggestiva:
K(q′′, q′;T ) =
∫
q(t′)=q′
q(t′+T )=q′′
Dq(t) e
i
~ S(q(t)) (5)
In questa espressione il tempo iniziale t′ è ar-
bitrario poiché H non dipende dal tempo. La
formula di Feynman è elegante, ma deve esse-
re presa cum grano salis. L’espressione in forma
di integrale sulle traiettorie è in realtà costrui-
ta attraverso una procedura di limite in modo
analogo alla costruzione elementare dell’integra-
le di Riemann. Il simbolo Dq non rappresenta
una misura nonostante la notazione, sebbene al-
cune proprietà siano quelle intuitive suggerite
dalla notazione 6. In termini descrittivi, la for-
6Una trattazione rigorosa dal punto di vista della costru-
zione di una misura funzionale è problematica poiché
le traiettorie dominanti sono tipicamente ovunque non
differenziabili e a causa della fase complessa nell’in-
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Figura 3: Rappresentazione schematica della formula di
Feynman come somma sui cammini classici pe-
sati con una fase che dipende dall’azione. I
cammini sono tutti quelli possibili senza ne-
cessariamente obbedire alle equazioni del moto
classiche.
mula di Feynman esprime il propagatore come
somma sui cammini classici pesati con una fase
che dipende dall’azione, vedi Figura 3. Il ruolo
di questa fase è quello di ricostruire i fenome-
ni di interferenza quantistica. Sottolineiamo che
per cammini classici intendiamo funzioni con-
tinue del tempo che non hanno a che fare con
gli operatori che agiscono suH , ma non stiamo
ancora parlando delle soluzioni delle equazioni
del moto classiche. Tuttavia, la presenza esplici-
ta dell’azione S(q(t)) nella formula di Feynman
suggerisce come procedere.
Il limite classico S/~ 1
Supponiamo di domandarci quale sia il compor-
tamento del propagatore per un sistema in cui
l’azione caratteristica sia grande rispetto alla co-
stante di Planck. Formalmente, questo significa
valutare la formula di Feynman nel limite ~→ 0.
Considerazioni elementari portano alla conget-
tura che l’integrale sia dominato dai punti in cui
la fase nel fattore e
i
~S è stazionaria. Ma questa
è esattamente la condizione (1) che definisce le
traiettorie classiche ! Le correzioni successive al
tegrazione. Con opportune continuazioni analitiche,
l’integrale di Feynman può essere trattato in modo ma-
tematicamente rigoroso e l’espressione del propagatore
è legata alla cosiddetta formula di Kac [3]. In questa
sede, questi aspetti non sono rilevanti dato che non cam-
biano la nostra discussione centrata sul legame con il
limite classico.
metodo della fase stazionaria portano al calcolo
delle correzioni quantistiche come fluttuazioni
intorno alle soluzioni classiche. Chiaramente, la
formulazione in termini di integrale di Feynman
suggerisce sviluppi legati alla teoria asintotica. Ad
esempio, l’esistenza di punti stazionari non fisici
è alla base del calcolo istantonico come vedremo
in seguito.
Mostriamo ora come il metodo di Feynman
possa trattare agevolmente i due problemi difficili
che abbiamo illustrato in precedenza.
La particella libera sulla
circonferenza
Riprendiamo in considerazione il primo proble-
ma discusso in precedenza. Vogliamo mostrare
come il metodo di Feynman, nel caso di sistemi
con molteplicità di soluzioni classiche, consenta
di ritrovare il loro contributo dettagliato almeno
nel regime quasi-classico in cui l’azione caratte-
ristica S del problema sia grande rispetto ad ~.
A questo scopo, analizziamo un problema molto
semplice, ma che illustra il meccanismo generale.
Si tratta di una particella di massa unitaria che
si muove liberamente su una circonferenza di
raggio R con traiettoria ϑ(t) ed azione
S =
∫
dt
1
2
R2 ϑ˙2 (6)
Poiché la circonferenza non è semplicemente con-
nessa, è possibile andare da ϑ1 a ϑ2 nel tempo
T in infiniti modi a seconda del numero di giri
che si compiono intorno alla circonferenza du-
rante il tragitto, come illustrato nella figura Figu-
ra 4 che mostra una coppia di traiettorie. Questa
molteplicità delle soluzioni classiche deve avere
una controparte quantistica come la formula di
Feynman mostrerà agevolmente. Il calcolo se-
condo la formula (4) è molto semplice per questo
problema. L’hamiltoniana della particella è
H =
p2ϑ
2R2
= − ~
2
2R2
d2
dϑ2
(7)
Consideriamo autofunzioni periodiche (in segui-
to commenteremo questa scelta). Esse sono onde
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Figura 4: Particella libera su una circonferenza. Classi-
camente è possibile andare da ϑ1 a ϑ2 nel tempo
T in infiniti modi a seconda del numero di gi-
ri che si compiono intorno alla circonferenza
durante il tragitto.
piane
ψn(ϑ) =
1√
2pi
ei n ϑ, En =
~2 n2
2R2
(8)
La formula (4) diventa
K(ϑ2, ϑ1;T ) =
1
2pi
∑
n∈Z
ei n (ϑ2−ϑ1)e−
i ~n2 T
2R2 (9)
In termini della funzione Θ3 di Jacobi [4]
Θ3(z|τ) =
∑
n∈Z
ei (2n z+pi n
2 τ) (10)
il propagatore si può scrivere
K(ϑ2, ϑ1;T ) =
1
2pi
Θ3
(
ϑ2 − ϑ1
2
∣∣∣∣− ~T2pi R2
)
(11)
Usando a questo punto la proprietà di trasforma-
zione modulare della funzione di Jacobi, ovvero
l’identità di Poisson
Θ3(z|τ) = (−i τ)−1/2 e z
2
i pi τ Θ3(z/τ | − 1/τ) (12)
la somma infinita può essere scritta
K(ϑ2, ϑ1;T ) =
∑
n∈Z
Kn(ϑ2, ϑ1;T ) (13)
A. Il propagatore per la particella libera
Il propagatore per la particella libera in
una dimensione è
K0(q
′′, q′;T ) = 〈q′′|e− i~ T p̂
2
2m |q′〉
dove l’operatore impulso è p̂ = −i~ ddq .
Data la forma semplice dell’hamiltoniana
il propagatore non è altro che il nucleo
dell’equazione del calore dopo un’oppor-
tuna continuazione analitica nella varia-
bile temporale. Come è noto il risultato si
scrive
K0(q
′′, q′;T ) =
( m
2pi i ~T
)1/2
e
im (q′′−q′)2
2 ~T
dove
Kn(ϑ2, ϑ1;T ) =
√
R2
2pi i ~T
e
i R2
2~
(ϑ2−ϑ1+2pi n)2
T
(14)
Notiamo che questa non è altro che la somma
dei propagatori della particella libera su R che
percorre nel tempo T la distanza ϑ2 − ϑ1 + 2pi n
(vedi Inserto A).
Dal punto di vista della formula di Feynman,
questo risultato è ovvio. Infatti il calcolo del pro-
pagatore con il metodo della fase stazionaria è
esatto per azioni quadratiche [5] e si riduce al-
la somma dei contributi indicati, praticamente
senza nessun calcolo. Più in generale, per un’a-
zione più complicata, come pure in dimensione
maggiore di uno, la struttura del propagatore è
simile e si ottiene analogamente sommando sulle
soluzioni classiche topologicamente non equiva-
lenti. Il metodo standard è inapplicabile in un
caso generale (non libero) perché lo spettro non
è noto e comunque manipolazioni come la tra-
sformazione modulare della funzione di Jacobi
sono state ad hoc.
Concludiamo commentando la scelta della pe-
riodicità ψn(0) = ψn(2pi). Più in generale, è con-
sistente con la Meccanica Quantistica, assumere
la condizione al contorno ψn(0) = ei ϕ ψn(2pi)
per valori reali generici di ϕ. La ragione è che la
periodicità fisica deve essere imposta su |ψn|2. Il
calcolo modificato porta semplicemente a modi-
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ficare la somma (13) introducendo un peso ei ϕ n
nel contributo Kn. Questa modifica è del tut-
to accettabile nel quadro della teoria della for-
mula di Feynman per sistemi con spazio delle
configurazioni topologicamente non banale.
Doppia buca e istantoni
Passiamo adesso a discutere il problema del com-
portamento di un sistema con potenziale a dop-
pia buca con il formalismo di Feynman. Consi-
deriamo un potenziale simmetrico V (x) con mi-
nimi in x = ±a come nella parte (a) della figura
Figura 5. Effettuando una continuazione analiti-
Figura 5: (a) Potenziale a doppia buca (b) il suo oppo-
sto, rilevante dopo continuazione analitica della
variabile tempo.
ca nella variabile tempo e passando al cosiddetto
tempo euclideo, le equazioni del moto diventano
quelle per il potenziale −V disegnato nella par-
te (b) di Figura 5. Una soluzione interessante è
quella che interpola tra i due massimi (vedi in-
serto B). Questa soluzione è detta istantone 7[6].
Naturalmente non si tratta di una soluzione fisi-
ca poiché è stata fatta una continuazione anali-
tica nel tempo. Dunque, la soluzione istantonica
è analoga ai punti sella nel piano complesso che in-
tervengono nella valutazione asintotica di integrali
dipendenti da parametro. Oltre a questa soluzione
ne esistono infinite altre che effettuano un nu-
mero arbitrario di salti tra a e −a connettendo
approssimativamente (ma correttamente nel li-
mite semiclassico) un certo numero di istantoni
elementari. Per esempio, nella Figura 6 è rappre-
sentata una soluzione costituita da un istantone
seguito da un anti-istantone. La soluzione parte
dal minimo del potenziale in −a per τ = −∞,
effettua una transizione al minimo in a al tempo
τ0, torna indietro al tempo τ1 finendo nel minimo
7Il nome inventato dal Nobel G. ’t Hooft indica che si tratta
di un solitone nella variabile tempo.
Figura 6: Soluzione costruita combinando un istantone
seguito da un anti-istantone.
in −a per τ → +∞. In prima approssimazione,
questa soluzione si ottiene giustapponendo due
soluzioni elementari che collegano −a con a e
viceversa.
Il calcolo del propagatore tra i punti x = ±a
nel tempo (euclideo) T può essere fatta calco-
lando le fluttuazioni previste dalla formula di
Feynman intorno alle soluzioni istantoniche. Il
risultato del calcolo è dato dalla formula
〈±a|e− Ĥ T~ | − a〉 =
( ω
pi~
)1/2
e−
1
2
ωT ×
exp
(
K e−
S
~ T
)
∓ exp
(
−K e−S~ T
)
2
(15)
dove ω è la pulsazione classica intorno ai minimi
di V , K è una combinazione di costanti (mas-
sa, parametri del potenziale, etc.), S è l’azione
della soluzione istantonica elementare. Confron-
tando questa espressione con la forma (4) del
propagatore concludiamo l’esistenza di uno sta-
to fondamentale |+〉 e di un primo stato eccitato
|−〉 con energie
E± =
~ω
2
∓ ~K e−S~ (16)
Dunque, la valutazione dell’integrale di Feyn-
man intorno al punto sella istantonico (che è di
fatto una soluzione del problema variazionale
classico, per quanto non fisica) prevede due stati
con energia pari all’energia di una particella che
vede solo uno dei due minimi più un contributo
esponenzialmente soppresso nel parametro che
regola il regime di quasi-classicità S/~ 1.
Come abbiamo già accennato, la valutazione
di questo splitting energetico è notoriamente mol-
to difficile con metodi perturbativi tradizionali,
vedi Inserto B. Il calcolo può essere effettuato
utilizzando il metodo WKB (Wentzel, Kramers,
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B. Un esempio esplicito di doppia buca
Consideriamo un esempio particolare di potenziale a doppia buca e cioè V (x) = λ (x2 − a2)2
per a, λ > 0. Introducendo il tempo euclideo τ = −i t, il fattore exp(iS/~) diventa exp(−SE/~)
con azione euclidea (le derivate sono ora rispetto a τ )
SE =
∫ τ2
τ1
dτ
(
m
2
x′2 + V (x)
)
Il principio variazionale porta alle equazioni del moto−mx′′+V ′(x) = 0. Si noti che il potenzia-
le euclideo ha segno opposto rispetto a quello in tempo reale. Le equazioni delmoto sono equiva-
lenti alla conservazione dell’energia che, per la soluzione istantonica x(τ) = a tanh
(
a
√
2λ
m τ
)
,
predice −m2 x′2 + V (x) = 0. Quindi, cambiando variabile, l’azione istantonica risulta
S =
∫ ∞
−∞
dτ 2V =
∫ a
−a
dx
√
2mV =
4
√
2
3
a3
√
mλ
Se ora introduciamo la pulsazione intorno ai minimi ω2 = V
′′(a)
m =
8a2λ
m , possiamo scrivere
l’azione istantonica come la seguente funzione di λ a ω fissato
SE =
m2ω3
12λ
Da questa formula risulta chiaro che l’approccio perturbativo in λ come piccola perturbazione
rispetto al potenziale armonico con pulsazione ω porta a correzioni exp(−SE/~) che sono zero
a tutti gli ordini in λ. Fisicamente, il limite λ→ 0 con ω fissato corrisponde ad un potenziale
descritto da due buche approssimativamente armoniche situate a grande distanza e separate
da una barriera di altezza ∼ 1/λ. Il fattore esponenzialmente soppresso exp(−SE/~) è legato
alla probabilità di penetrazione di questa barriera.
Brillouin) che tuttavia incontra notevoli proble-
mi nell’essere esteso a più di una dimensione.
La trattazione di Feynman è invece molto più
potente e non ha queste limitazioni.
Concludiamo ricordando che un sistema uni-
dimensionale con potenziale a doppia buca è
un buon modello per la molecola di ammonia-
ca NH3, Figura 7. Il fattore di correzione e−
S
~
è legato alla probabilità di transizione tra i due
stati della molecola (vedi ancora Inserto B). La
differenza di energia tra i due livelli più bassi è di
9.84 · 10−5 eV che corrisponde ad una frequenza
∆E/h di circa 24 GHz che caratterizza il MASER
all’ammoniaca.
Conclusioni
La formulazione di Feynman della meccanica
quantistica è rigorosamente equivalente all’ap-
proccio tradizionale, ma pone al centro dell’atten-
zione l’azione classica S. Di conseguenza, molte
proprietà di natura classica legate alla soluzio-
ne del problema variazionale δS = 0 hanno un
ruolo importante. Abbiamo visto due esempi di
questo aspetto generale. Nel primo, la topolo-
gia non-banale dello spazio delle configurazioni
implica l’esistenza di infinite soluzioni globali
del problema variazionale. Queste sono imme-
diatamente presenti nella formulazione di Feyn-
man e forniscono un’interpretazione a quanti-
tà quantistiche che sarebbero altrimenti decisa-
mente oscure. Nel secondo esempio, il problema
variazionale classico ammette soluzioni non fi-
siche ottenute per continuazione analitica. Di
nuovo, la formula di Feynman ne tiene conto in
maniera naturale e consente di calcolare in modo
estremamente semplice quantità che sarebbero
altrimenti elusive.
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Figura 7: Rappresentazione schematica della molecola di
ammoniaca nei due stati modellizzati dalle due
buche del potenziale discusso nel testo.
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Il principio variazionale
nella fisica dei sistemi
quantistici a molticorpi
Giampaolo Co’ Dipartimento di Matematica & Fisica “Ennio De Giorgi” - Università del Salento
Il problema quantistico a molticorpiè affrontato ricercando soluzioni ap-prossimate dell’equazione di Schrö-
dinger. In questo ambito, il principio va-
riazionale è uno dei metodi più usati. La
sua applicazione più conosciuta, e sem-
plice, è quella ad un sistema di particel-
le non interagenti. Questo conduce alla
formulazione delle equazioni di Hartree-
Fock. Il principio variazionale è utilizzato
anche per descrivere sistemi di particelle
in interazione tra loro. Le teorie che so-
no state sviluppate in questo ambito so-
no più elaborate e difficili da gestire, ma
hanno assunto una grande rilevanza per
la descrizione di liquidi quantistici.
Introduzione
Per descrivere un sistema composto è innanzitut-
to necessario scegliere le componenti fondamen-
tali sulle quali basare la descrizione. In questa
modellizzazione si trascurano le dimensioni e
soprattutto la struttura interna di tali componen-
ti. Ad esempio, la descrizione di un nucleo ato-
mico, si basa normalmente sui nucleoni, nome
generico per indicare protoni e neutroni, consi-
derandoli puntiformi, nonostante siano sistemi
estesi composti da quark e gluoni. Analogamen-
te, nella descrizione di un liquido quantistico si
trascura la struttura interna delle molecole che
lo compongono.
Una volta scelte le componenti fondamentali,
che d’ora in poi chiamerò particelle, è richiesta
la conoscenza della loro interazione reciproca.
Normalmente questa interazione viene ottenu-
ta dallo studio dei sistemi di due particelle, si-
stemi nucleone-nucleone per il caso nucleare e
bi-molecolari per quello del liquido quantistico.
A questo punto il problema a molticorpi è ben
definito. Nel caso in cui le energie cinetiche delle
singole particelle siano molto inferiori al valore
delle loro masse a riposo, il problema può es-
sere trattato in termini di meccanica quantistica
non relativistica, quindi si riduce alla ricerca di
soluzioni dell’equazione di Schrödinger a molti
corpi,
H(1, · · · , N)Ψ(1, · · · , N) = EΨ(1, · · · , N) (1)
Nell’equazione precedente, ho indicato con N il
numero di particelle che compongono il sistema,
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Il principio variazionale: parte prima
Il principio variazionale afferma che la ricerca del minimo del funzionale dell’energia (3) è
equivalente alla soluzione dell’equazione di Schrödinger (1). Possiamo riscrivere l’Eq. (3)
moltiplicando entrambi i membri per il denominatore e quindi applicare la variazione
(δE[Ψ]) < Ψ|Ψ > +E[Ψ] (δ < Ψ|Ψ >) = δ < Ψ|H|Ψ >
Imporre δE(Ψ) = 0 equivale quindi a richiedere che
δ < Ψ|(H − E)|Ψ >=< δΨ|(H − E)|Ψ > + < Ψ|(H − E)|δΨ >= 0
I due termini dell’equazione precedente sono, di fatto, indipendenti uno dall’altro perché si
possono far variare indipendentemente le parti reali ed immaginarie di Ψ. Questo implica che
dobbiamo imporre separatamente
< δΨ|(H − E)|Ψ >= 0 e < Ψ|(H − E)|δΨ >= 0
Dato che è sempre possibile trovare una variazione di |Ψ > diversa da zero, ognuna di queste
equazioni corrisponde separatamente all’equazione di Schrödinger (1).
e con H l’operatore hamiltoniano
H =
N∑
i=1
− ~
2
2mi
∇2i +
1
2
N∑
i,j=1
v(i, j) (2)
dove il primo termine rappresenta l’energia ci-
netica del sistema. Nell’equazione (1) Ψ è la
funzione d’onda che descrive lo stato delle N
particelle, e l’autovalore E rappresenta l’energia
totale, non relativistica, del sistema. Gli argo-
menti di H e Ψ rappresentano le variabili che
identificano ogni particella: posizione, spin ed,
eventualmente, altro.
Nucleo Z N − Z Nconf
3H 1 2 24
3He 2 1 24
4He 2 2 96
6He 2 4 960
6Li 3 3 1280
8He 2 6 7168
12C 6 6 3784704
16O 8 8 8.4 · 108
40Ca 20 20 1.5 · 1023
48Ca 20 28 4.7 · 1027
Tabella 1: Numero di configurazioni di spin e isospin per
alcuni nuclei.
Anche se ben definito, il problema è di difficile
soluzione. Un modo semplice per comprendere
le difficoltà nel risolvere l’equazione (1) consiste
nel moltiplicare l’equazione, a sinistra, per Ψ∗
e poi integrare e sommare su tutte le variabili
che identificano le particelle. In questo modo
otteniamo un’espressione per l’energia
E =
∫
d 1 · · · dN Ψ∗HΨ∫
d 1 · · · dN Ψ∗Ψ =
< Ψ|H|Ψ >
< Ψ|Ψ > (3)
dove nell’ultimo termine ho utilizzato la notazio-
ne di Dirac. Il simbolo di integrazione nell’equa-
zione precedente non indica solo l’integrazione
sulle coordinate spaziali, ma anche la somma
sulle coordinate discrete che definiscono le par-
ticelle. Ad esempio per i nucleoni sono spin, ed
isospin. Per ottenere il valore dell’energia biso-
gna effettuare il calcolo di tanti integrali spaziali
a 3N dimensioni quante sono le diverse possibili
configurazioni permesse dalle variabili discrete.
Nel caso di un nucleo composto da Z protoni e
N − Z neutroni, questo numero è
Nconf = 2N N !
Z!(N − Z)! (4)
Per esempio, per il nucleo di 3He questo significa
considerare che il primo nucleone è un protone
con spin allineato all’insù, il secondo un neutro-
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Il principio variazionale: parte seconda
Esprimiamo uno stato di prova |Φ > come combinazione lineare degli autostati |Ψn >
dell’hamiltoniana H
|Φ >=
∑
n
An|Ψn >
dove abbiamo indicato con An dei numeri complessi e
H|Ψ >n= En|Ψ >n
Il funzionale dell’energia dipendente dalle funzioni di prova |Φ > può essere scritto come
E[Φ] =
< Φ|H|Φ >
< Φ|Φ > =
∑
nn′ < Ψn′ |A∗n′HAn|Ψn >∑
nn′ < Ψn′ |A∗n′An|Ψn >
=
∑
nn′ A
∗
n′An < Ψn′ |H|Ψn >∑
n |An|2
dove, nell’ultimo passaggio, ho utilizzato l’ortonormalità delle funzioni d’onda |Ψn >. Con-
siderando l’equazione di Schrödinger posso riscrivere l’ultima equazione in funzione degli
autovalori dell’energia En.
E[Φ] =
∑
n |An|2En∑
n |An|2
≥
∑
n |An|2E0∑
n |An|2
= E0
Qui ho considerato che, in generale, i valori di En>0 sono maggiori del valore di E0, l’energia
nello stato fondamentale. Il segno di uguale è valido solo, nel caso molto raro, in cui tutti gli
autovalori dell’energia siano degeneri.
Il risultato ottenuto indica che la ricerca del minimo del funzionale E in uno spazio limita-
to a funzioni di prova permette di ottenere, al massimo, un limite superiore al vero valore
dell’energia ovvero all’autovalore dell’hamiltoniano H .
ne con spin allineato all’ingiù e il terzo un neu-
trone con spin all’insù, e quindi fare l’integrale a
9 dimensioni. Il processo continua scambiando
la terza componente dello spin ed i nucleoni per
formare le possibili 24 configurazioni ed effettua-
re gli integrali a 9 dimensioni per ognuna delle
configurazioni.
Nella Tabella 1 presento i valori del numero
di configurazioni di spin e isospin per alcuni nu-
clei. Per un nucleo medio-pesante come il 40Ca,
il numero di configurazioni è confrontabile con
il numero di Avogadro. Anche supponendo di
poter eseguire l’integrale a 120 dimensioni in un
millisecondo, il tempo di calcolo richiesto è cir-
ca dieci volte quella che si stima sia l’attuale età
dell’universo.
La tecnica oggi utilizzata per risolvere l’equa-
zione (3) senza fare alcuna approssimazione è
detta Green’s function Montecarlo [1]. Partendo da
una funzione d’onda di prova |ΨT (t) > definita
ad un certo tempo t, questa tecnica fa evolvere
nel tempo il valore di E e nel limite di tempi
molto grandi, infiniti teoricamente ma non nu-
mericamente, nella funzione d’onda |ΨT (t) >
rimane solo l’autostato di H con il valore più
basso dell’energia, lo stato fondamentale.
Al momento, l’applicazione di questi metodi è
stata possibile soltanto per studiare nuclei fino al
12C [2]. Si tratta di un grande successo dal punto
di vista tecnico, e anche teorico, perché ha verifi-
cato la validità delle ipotesi che soggiaciono alla
scelta di risolvere l’equazione di Schrödinger (1).
È comunque evidente che questa metodologia
non può essere utilizzata per svolgere uno stu-
dio sistematico della maggior parte dei nuclei,
ed in generale di sistemi con numero di particelle
superiore a poche decine.
Scopo delle teorie a molticorpi è quello di cer-
care delle soluzioni approssimate dell’equazio-
ne di Schrödinger (1). Le soluzioni sono tan-
to più valide quanto meglio sono controllate le
approssimazioni.
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Nella ricerca di soluzioni approssimate dell’e-
quazione (1) il principio variazionale svolge un
ruolo molto importante. L’idea fondamentale è
quella di considerare l’eq. (3) come la definizio-
ne del funzionale dell’energia che dipende dalle
funzioni d’onda Ψ. La soluzione del problema
consiste così nel trovare il minimo del funzionale.
Nei due riquadri presento in mariera un po’
più formale le due proprietà, a mio avviso, più
rilevanti del principio variazionale. La prima
indica che la ricerca del minimo del funzionale
(3) equivale a risolvere l’equazione di Schrödin-
ger (1). Questa proprietà è valida solo se, nella
ricerca del minimo, non si pone alcuna restri-
zione all’espressione che la funzione d’onda Ψ
deve assumere. In realtà il principio variazio-
nale viene utilizzato proprio ipotizzando che Ψ
abbia specifiche caratteristiche, quindi limitan-
do la ricerca del minimo in un sottoinsieme, o
meglio sottospazio, dell’insieme totale di tutte
le possibili soluzioni del problema variazionale.
A questo punto si inserisce la seconda proprietà
del principio variazionale, illustrata nel secondo
riquadro. L’energia ottenuta minimizzando il
funzionale dell’energia in un sottospazio dello
spazio delle funzioni d’onda Ψ fornisce un limite
superiore al vero valore dell’energia dello stato
fondamentale.
Le due proprietà che ho illustrato forniscono
delle regole pragmatiche che chi fa calcoli varia-
zionali ha sempre ben in mente. Di solito, am-
pliando il sottospazio delle Ψ nel quale si ricerca
il minimo si ottiene un valore inferiore dell’ener-
gia. Può succedere che si ottenga anche un valore
uguale, ma mai superiore. Dall’altro lato, un cal-
colo variazionale che ottiene un valore inferiore
dell’energia, è migliore, nel senso che si avvici-
na di più al valore vero. Normalmente, risultati
che non rispettano queste semplici regole empi-
riche hanno problemi, nel calcolo oppure nella
definizione stessa del problema variazionale.
Nella sezione seguente presenterò l’applicazio-
ne del principio variazionale più conosciuta, ed
utilizzata, quella ad un sistema di particelle non
interagenti. Nella sezione successiva presenterò
alcune applicazioni del principio variazionale al
caso di sistemi di particelle interagenti.
Particelle indipendenti
I sistemi fisici a molticorpi presentano alcu-
ne caratteristiche determinate quasi esclusiva-
mente dalle proprietà delle particelle che li
compongono, come se queste non interagisse-
ro tra loro. Queste evidenze empiriche hanno
spinto alla formulazione di modelli a particelle
indipendenti.
In questi modelli il sistema è descritto come
insieme di particelle che si muovono indipenden-
temente una dall’altra. Nei modelli più elaborati
le particelle sono soggette alla presenza di un
campo di forza con il quale interagiscono indivi-
dualmente e che serve a tenere legato il sistema.
Il principio variazionale dà fondamento teorico
a questi modelli.
Descrivere il sistema a molticorpi in termini di
particelle indipendenti significa considerare che
le caratteristiche del sistema sono ottenute come
somma delle proprietà di ogni particella. In altre
parole, l’operatore hamiltoniano H che descrive
il sistema è espresso come somma di operatori
hamiltoniani di ogni singola particella. Questo
modello implica la trasformazione
H −→ HMF =
∑
i
h(i) (5)
dove la somma è estesa a tutte le particelle, e
questa è la convenzione che userò da questo mo-
mento in poi, dove il suffisso MF significa mean-
field. Una possibile soluzione dell’equazione di
Schrödinger con l’hamiltonianoHMF è data dal
prodotto degli autostati degli hamiltoniani h di
singola particella
h(i)φνi(i) = iφνi(i) (6)
dove ν indica tutti i numeri quantici che
caratterizzano lo stato di singola particella.
Nel caso in cui le particelle siano fermioni, cioè
abbiano spin semi-intero, come elettroni o nu-
cleoni, la funzione d’onda totale deve essere to-
talmente antisimmetrica per lo scambio di due
particelle. Questo significa che la soluzione fisica-
mente accettabile del problema è data dalla com-
binazione lineare di prodotti antisimmetrizzati
di funzioni d’onda di singola particella. Matema-
ticamente queste funzioni d’onda a molticorpi
possono essere espresse come determinanti di
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prodotti di funzioni d’onda. Questi determinan-
ti sono noti in letteratura come determinanti di
Slater [3]
Φ(1 . . . N) =
1√
N !
∣∣∣∣∣∣∣
φν1(1) . . . φνN (1)
...
...
φν1(N) . . . φνN (N)
∣∣∣∣∣∣∣
Il fattore 1/
√
N ! è inserito in modo che la norma
di Φ sia 1.
Il principio variazionale è applicato cercando
il minimo del funzionale dell’energia nel sot-
tospazio formato dagli stati che sono singoli
determinanti di Slater
δ
< Φ|HMF|Φ >
< Φ|Φ > −
∑
i,j
λij < φνi |φνi >
 = 0
(7)
Il secondo termine nelle parentesi rappresenta
la condizione che le funzioni d’onda di singola
particella φνi devono essere ortonormali. Nell’e-
quazione (7) ho indicato con λij i moltiplicatori
di Lagrange.
Inserendo nella (7) esplicitamente l’espressio-
ne del determinante di Slater ed effettuando la
variazione sulle funzioni φνi , è possibile ricava-
re un sistema di equazioni integro-differenziali
non-lineari le cui incognite sono le φνi e λij
− ~
2
2mi
∇2φνi(r) + V (r)φνi(r)
−
∫
d3r′W (r, r′)φνi(r
′) =λijδijφνj (r) (8)
dove δij è il simbolo di Kronecker. Nell’equa-
zione precedente il potenziale locale V , detto di
Hartree [4], è definito come
V (r) =
∫
d3r′
∑
νi
v(r, r′)φ∗νi(r
′)φνi(r
′) (9)
e il potenziale non localeW , detto di Fock-Dirac
[5], ha l’espressione
W (r, r′) =
∑
νi
v(r, r′)φ∗νi(r)φνi(r
′) (10)
Si può dimostrare che gli autovalori i ≡
λij δij corrispondono all’energia necessaria per
estrarre la particella i dal sistema [6]. Questa è
la definizione empirica dell’energia di singola
particella.
Le equazioni Hartree-Fock sono normalmente
risolte numericamente con un metodo iterativo.
Utilizzando un insieme di funzioni d’onda di
prova φTνi si calcolano i potenziali V eW e si in-
seriscono nella (8) che viene risolta con tecniche
numeriche standard fornendo i valori di λ e φ
per ogni singola particella. Con questo nuovo
insieme di stati di singola particella si ripete il
processo fino a quando i risultati non convergo-
no. Normalmente la convergenza viene cercata
sui valori di λ.
Il metodo Hartree-Fock è quasi esclusivamen-
te utilizzato per la descrizione dello stato fon-
damentale di sistemi finiti, ovvero sistemi le cui
dimensioni globali sono confrontabili con le di-
stanze tra due particelle, quindi sistemi come
nuclei, atomi, molecole, cluster molecolari ecc.
Il confronto tra i risultati ottenuti con il meto-
do Hartree-Fock con numerosi dati sperimentali
è così soddisfacente da far spesso ritenere che il
modello a campo medio sia la soluzione del pro-
blema a molticorpi. Metto ancora una volta in
risalto che la scelta di applicare il principio varia-
zionale a funzioni d’onda a molticorpi che pos-
sono essere espresse come singoli determinanti
di Slater genera funzioni d’onda che non sono
autostati dell’hamiltoniano H , ma solo di quella
parte che può essere espressa come somma di
operatori ad un corpo come indica la trasforma-
zione (5). Il modello a particelle indipendenti
trasforma, semplificandolo, il problema a molti
corpi in molti problemi ad un corpo.
Particelle interagenti
La parte dell’operatore hamiltoniano trascurata
nel modello a particelle indipendenti fa interagi-
re le particelle tra loro ed è la sorgente di tutti i
fenomeni collettivi che il sistema presenta. L’ap-
plicazione del principio variazionale a sistemi
di particelle interagenti implica una ricerca del
minimo del funzionale dell’energia in un sotto-
spazio più ampio di quello definito da singoli
determinanti di Slater.
Un’espressione di funzioni d’onda di prova
molto utilizzata è [7]:
ΨT(1, · · · , N) = F (1, · · · , N)Φ(1, · · · , N) (11)
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Figura 1: La funzione φ indica la funzione d’onda relati-
va tra due particelle non interagenti, la funzio-
ne ψ quella tra due particelle che interagiscono
con il potenziale v.
dove Φ è un determinante di Slater e F è detta
funzione di correlazione a N corpi ed è definita
come prodotto di correlazioni a due corpi f(ij)
F (1, · · · , N) =
∏
i<j
f(ij) (12)
La motivazione fisica alla base di questa scelta
della funzione d’ondadi prova è legata alla forma
del potenziale di interazione tra due particelle,
che può essere schematizzata come indicato nella
Figura 1. A grandi distanze il potenziale è nul-
lo, a distanze intermedie è attrattivo e, a piccole
distanze, presenta un core fortemente repulsivo.
Questa forma del potenziale è comune a tutti i
casi in cui le particelle che interagiscono hanno
una struttura interna, indipendentemente dall’o-
rigine microscopica dell’interazione tra i compo-
nenti della particella. La forma del potenziale
tra due nucleoni, le cui distanze sono dell’ordine
di 10−15m, è analoga a quella del potenziale tra
due atomi o tra due molecole che interagiscono a
distanze centomila volte più grandi. Nonostante
la variazione della scala delle distanze, i proble-
mi del sistema a molticorpi da affrontare sono
analoghi nel nucleo, nelle molecole, nei liquidi,
e nei solidi.
Unmodo per rendere evidenti questi problemi
consiste nel far tendere all’infinito il valore del
potenziale nella regione del core repulsivo. Al-
cune parametrizzazioni dell’interazione tra due
nucleoni datate primi anni ’70 del secolo scorso
hanno questa caratteristica.
Affinché l’equazione di Schrödinger abbia si-
gnificato fisico in tutto lo spazio, il prodotto tra
operatore hamiltoniano, che contiene il potenzia-
le v, e la sua autofunzione ψ deve sempre essere
finito. Questo implica che se il potenziale ten-
de all’infinito la funzione d’onda deve tendere a
zero.
Le soluzioni dell’equazione di Schrödinger cer-
cate utilizzando il principio variazionale con fun-
zioni d’onda da modello a particelle indipenden-
ti non sono nulle nella regione dove il potenziale
tende all’infinito. La funzione di correlazione è
costruita in modo che
lim
rij→0
f(rij)φνi(ri)φνj (rj) = 0 (13)
dove rij è la distanza tra le due particelle. Questo
significa che tutte le funzioni d’onda di prova
(11) hanno il corretto comportamento a piccole
distanze.
Il funzionale dell’energia ottenuto utilizzando
la funzione di prova (11) è
E[ΨT] =
< Φ|F+HF |Φ >
< Φ|F+F |Φ > (14)
Confrontando questa espressione con quella
del funzionale di campo medio (7) possiamo
identificare
HMF = F
+HF (15)
Questo aspetto mette in evidenza un fatto troppo
spesso trascurato nelle presentazioni del metodo
Hartree-Fock. L’interazione da utilizzare nella
teoria Hartree-Fock non è quella che si ottiene
dall’analisi dei sistemi a due particelle. Inseren-
do un potenziale che tende all’infinito nelle equa-
zioni Hartree-Fock (8) ci si rende immediatamen-
te conto che non si producono soluzioni finite.
Il potenziale effettivo da usare in Hartree-Fock
non deve avere core fortemente repulsivo nella
zone delle piccole distanze di interazione.
Questo aspetto è ben noto in fisica nucleare
dove la differenza tra interazione nuda, quella
estratta dai sistemi a due particelle, ed effettiva,
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quella da usare in calcoli Hartree-Fock, è note-
vole. La differenza tra queste due interazioni
è legata alla rilevanza degli effetti prodotti dal-
la funzione di correlazione F . La funzione di
correlazione modifica la struttura della funzione
d’onda a piccole distanze relative tra le particelle.
Quanto più grande è il numero di particelle nel
volume caratterizzato dal core repulsivo, quanti-
tà detta densità relativa nel gergo della fisica a
molticorpi, tanto più importanti sono gli effetti
della funzione di correlazione.
La densità relativa di materia nucleare è 0.08
particelle, mentre quella dell’elio liquido di 2.4
particelle. L’elio liquido è relativamente più den-
so della materia nucleare. In atomi e molecole, le
densità relative delle nubi elettroniche sono così-
basse che l’uso in calcoli Hartree-Fock del poten-
ziale coulombiano nudo, anche se formalmente
incorretto, è, pragmaticamente, accettabile.
Nel caso delle particelle indipendenti, tratta-
to nella sezione precedente, la variazione av-
viene sulla forma delle funzioni d’onda φνi di
singola particella. Nel caso della funzione di
prova (11) la variazione viene effettuata anche
sull’espressione delle funzioni di correlazione f .
Come si può facilmente immaginare la ricerca
del minimo del funzionale (14) è molto più com-
plessa che nel caso della teoria Hartree-Fock. In
questo caso non è possibile ottenere un sistema
chiuso di equazioni che risolve il problema sen-
za alcuna approssimazione. Un metodo è quello
di risolvere il problema del calcolo dell’integra-
le multidimensionale dell’equazione (14) utiliz-
zando tecniche di integrazione numerica Monte
Carlo. In questo caso non ci sono approssima-
zioni, ma ci si scontra con le difficoltà illustrate
nell’introduzione, dovute al grande numero di
configurazioni di spin-isospin da considerare.
Il problema della soluzione approssimata del-
l’equazione (14) è stato affrontato in prima bat-
tuta per sistemi infiniti, ovvero quei sistemi a
molticorpi che hanno dimensioni totali molto
maggiori delle distanze medie tra le particelle in-
teragenti. Questi sistemi hanno invarianza trasla-
zionale e le funzioni d’onda di singola particella
sono autostati dell’impulso pi = ~ki, quindi la
loro espressione funzionale è quella dell’onda
piana
φνi(r) = e
iki·r (16)
In questi sistemi la variazione avviene solo sulla
funzione di correlazione e questo semplifica il
problema. La soluzione del problema variazio-
nale è stata affrontata sviluppando tecniche che
analizzano il funzionale di energia come somma
del contributo di gruppi di particelle legate dalla
funzione di correlazione a due corpi f . Un’a-
nalisi topologica di questi cluster permette di
scrivere un sistema chiuso di equazioni integrali
che somma tutti i diagrammi di una particolare
categoria.
La teoria, formulata inizialmente per sistemi
bosonici, prende il nome di Hypernetted Chain
(HNC), catene iperconnesse, ed è stata applicata
con successo ai liquidi quantistici come l’elio e
anche l’acqua [8]. La sua estensione a sistemi fer-
mionici, Fermi Hypernetted Chain (FHNC) [9],
è più recente ed ha permesso la sua applicazione
allo studio della materia nucleare infinita e del-
la materia di neutroni la cui equazione di stato
è necessaria per la comprensione della stabilità
delle stelle di neutroni. In anni più recenti la
teoria FHNC è stata estesa per essere applicata
a sistemi nucleari finiti, nello specifico a nuclei
doppio magici [10].
Teorie come HNC e FHNC permettono di uti-
lizzare le interazioni microscopiche tra due par-
ticelle perché sono costruite per gestire il proble-
ma del core repulsivo. Il confronto tra queste
teorie microscopiche e quelle effettive permette
di comprendere il ruolo delle correlazioni, ovve-
ro di tutti quei fenomeni che non possono essere
descritti dal modello a particelle indipendenti.
Conclusioni
Il problema quantistico a molticorpi è ben defi-
nito: si tratta di risolvere l’equazione di Schrö-
dinger che descrive il sistema. Dal punto di vista
pragmatico, quando il numero di particelle del si-
stema supera le poche decine, il problema non è
più risolvibile senza fare approssimazioni. Si cer-
cano, quindi, soluzioni approssimate che siano
il più possibile affidabili.
Rispetto ad altre metodologie, i vantaggi del
principio variazionale sono legati alla sua sem-
plicità concettuale, che, con poche e ben definite
ipotesi permette di definire il problema senza
ambiguità. Le difficoltà sono di carattere tecni-
co e computazionale, ma gli elementi con cui si
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lavora, funzioni d’onda e di correlazione, sono
ben definiti nell’ambito del formalismo e hanno
un significato fisico ben preciso.
L’applicazione del principio variazionale nel-
l’ipotesi che le particelle del sistema non intera-
giscano tra loro conduce alle equazioni Hartree-
Fock. La teoria Hartree-Fock è il fondamento
teorico sul quale si basano tutti i modelli a cam-
po medio, ampiamente utilizzati, con successo,
per la descrizione di molti osservabili.
D’altra parte, i modelli a campo medio non
riescono, per definizione, a descrivere fenome-
ni collettivi del sistema, e devono essere estesi
per considerare l’interazione tra le particelle. Le
tecniche più note, ed utilizzate, per descrivere
sistemi di particelle interagenti sono ispirate al-
la teoria dei campi [11], ma l’uso del principio
variazionale è una valida alternativa. Le teorie
HNC e FHNC, utilizzate per descrivere sistemi
infiniti come materia nucleare e neutronica ed
elio liquido, ma oggi sviluppate anche per si-
stemi finiti come nuclei e cluster metallici, sono
ottenute applicando il principio variazionale.
Il confronto tra diverse teorie che studiano lo
stesso problema da punti di vista differenti è
estremamente utile e proficuo.
È parte della storia della fisica nucleare che,
negli anni ’80 del secolo scorso, l’inconsistenza
tra i risultati ottenuti con il principio variazio-
nale e quelli di altre teorie abbia permesso di
evidenziare alcune inconsistenze nelle approssi-
mazioni comunemente adottate nei calcoli fatti
con queste ultime [12].
Ci sono altre importanti applicazioni del prin-
cipio variazionale nella fisica dei molti corpi che
non ho discusso, ad esempio la sua applicazione
nella descrizione di sistemi superfluidi e super-
conduttivi. Ho scelto esempi che mi hanno per-
messo di mettere in evidenza l’utilità del princi-
pio variazionale nell’affrontare i problemi chiave
di questo ambito di ricerca.
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Adam Smith, John Nash,
il prezzo dell’anarchia e la
decadenza della società
moderna
Vittorio Bilò Dipartimento di Matematica e Fisica “Ennio De Giorgi”, Università del Salento
È idea diffusa tra numerosi studiosidi antropologia che la civiltà occi-dentale abbia oramai imboccato la
strada senza ritorno del declino. Tra le
varie cause individuate, spiccano l’ecces-
sivo individualismo, l’indebolimento del-
la fibra morale, la spettacolarizzazione
dell’apparenza e dell’immagine a scapi-
to dell’intelletto e della cultura. In que-
sto articolo, proponiamo un’interpreta-
zione socio-economica di questo fenome-
no attraverso l’analisi di alcuni risultati
teorici recentemente dimostrati nell’am-
bito della Teoria dei Giochi Algoritmica:
una disciplina scientifica che si colloca al-
l’intersezione tra la Teoria dei Giochi e
l’Informatica Teorica.
Il mondo sta andando a rotoli. Chissà quanti
di voi avranno pronunciato, specie negli ultimi
tempi e in maniera più o meno convinta, queste
parole! A chi scrive, perlomeno, capita di farlo
molto spesso e cioè ogni qualvolta si ritrovi a
dover fronteggiare l’ennesima manifestazione di
decadenzamorale e culturale che oramai permea
irrimediabilmente la nostra società.
“Che sia una nuova, e più subdola, manifestazio-
ne del processo darwiniano di selezione natu-
rale?”. Intendo dire: “Ci stiamo, forse, incon-
sapevolmente trasformando negli individui più
adatti a sopravvivere sul pianeta Terra del terzo
millennio?”.
Con ogni probabilità sto traendo delle conclusio-
ni assurde o, giudicate con più indulgenza, sem-
plicemente simpatiche. Tuttavia, esse risultano
in maniera del tutto naturale da alcuni risultati
analitici dimostrati negli ultimi anni nell’ambito
della Teoria dei Giochi Algoritmica: una giova-
ne area scientifica che si colloca all’intersezione
tra la Teoria dei Giochi e l’Informatica Teorica.
E, seguendo quello “spirito di simpatia” che do-
vrebbe caratterizzare ogni rivista di divulgazione
scientifica che si rivolga a un pubblico ampio ed
eterogeneo, cercherò di spiegare perché le con-
clusioni raggiunte dal filosofo scozzese Adam
Smith nella sua teoria della “mano invisibile”,
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opportunamente rinquadrate in un ambiente di
applicazione più appropriato, possano ritenersi
corrette e, soprattutto, indicative di un livello di
degrado sociale che, pur già preoccupante di per
sé, risulta persino meno scoraggiante di quello
che potrebbe rivelarsi essere nella realtà.
Adam Smith e il comportamento
egoista
Adam Smith, filosofo scozzese del XVIII secolo, è
universalmente ritenuto il padre della moderna
Economia Politica e, in particolare, del Liberismo
economico. Egli, infatti, da fiero sostenitore del
libero mercato, asseriva che l’imposizione di una
qualsiasi regolamentazione sull’attività dei sin-
goli finisse con l’arrecare nocumento al fermento
economico di una comunità, frenandone a tutti
gli effetti la crescita, senza, per questo, apportar-
le alcun beneficio di rimando. A suggello del suo
pensiero, egli elaborò il seguente postulato, noto
col nome di teoria della mano invisibile:
Nel libero mercato, se ogni individuo si ado-
pera per massimizzare il proprio tornaconto
economico, allora anche il benessere di tutta
la collettività risulta massimizzato.
Tralasciando la visione machiavelliana, del fi-
ne che giustifica i mezzi, sulle modalità con le
quali si possa operare al fine di massimizzare
il proprio tornaconto, risulta subito lampante
come la chimera del benessere collettivo venga
degradata al ruolo di propulsore ed esaltatore
del comportamento egoista degli individui, il
tutto a scapito di ogni forma di sviluppo basata
sulla collaborazione e sul mutuo sostegno tra le
parti.
All’inizio del XX secolo, l’economista francese
Léon Walras fornì una prova formale del postu-
lato della mano invisibile dimostrando che, in
condizioni di concorrenza perfetta, è possibile de-
terminare un sistema di prezzi d’equilibrio che
comporta l’eguaglianza tra domanda e offerta in
tutti i mercati, nonché l’eguaglianza tra costo di
produzione e prezzo di vendita per ciascun bene
e per ciascun imprenditore.
Che il postulato proposto da Smith, poi, fosse
vero o, in qualche forma, approssimativamente
vero anche al di fuori del contesto del libero mer-
cato in regime di concorrenza perfetta non era
facile da stabilire a quei tempi, data la mancan-
za di un’appropriata teoria matematica in grado
di modellare e predire il comportamento strate-
gico di soggetti razionali portatori di interessi
socio-economici eterogenei. Soltanto nel secon-
do dopo guerra, la nascita della Teoria dei Giochi
avrebbe posto le basi per lo studio analitico di
tali situazioni.
La teoria dei giochi e l’equilibrio
di Nash
Quali saranno i percorsi scelti dagli abitanti di
una città per recarsi al lavoro? In quale pun-
to strategico conviene installare una nuova base
militare? Qual è la maniera più remunerativa
per vendere un bene a un’asta pubblica? Questi
sono soltanto alcuni dei tanti problemi studiati
nel tempo attraverso la Teoria dei Giochi. Essa
nacque nel 1944, con la pubblicazione del libro
“Theory of Games and Economic Behavior” di John
von Neumann e Oscar Morgestern, allo scopo
di modellare situazioni in cui dei soggetti razio-
nali (detti, per l’appunto, giocatori) si trovano
a dover prendere delle decisioni strategiche e il
risultato conseguito da ognuno di loro dipende
sia dalla propria scelta che da quelle effettuate
dagli altri. La teoria così sviluppata si limitava,
tuttavia, a considerare situazioni in cui i gioca-
tori potevano coordinare le proprie scelte al fine
di ottenere risultati migliori: i cosiddetti giochi
cooperativi.
Fu John F. Nash a introdurre, alla fine degli an-
ni ’40, la nozione di gioco non cooperativo [1], nel
quale ogni giocatore agisce egoisticamente al so-
lo scopo di ottenere il risultato migliore possibile
per se stesso, senza comunicare, né tantomeno
cooperare con nessun altro giocatore, o gruppi
di giocatori. Inizialmente, le idee di Nash furo-
no snobbate dallo stesso von Neumann, il quale
riteneva che il futuro della Teoria dei Giochi si
sarebbe basato sui giochi cooperativi, ma con il
passare degli anni l’attenzione del mondo eco-
nomico si riversò sempre più sullo studio della
variante proposta da Nash, tant’è che nel 1994
egli venne insignito del premio Nobel per l’e-
conomia per la sua “analisi pionieristica degli
equilibri nella teoria dei giochi non cooperativi”.
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Secondo la visione di Nash, che può essere a
tutti gli effetti riconosciuta come un’estensione di
quella teorizzata da Smith, il comportamento di
un giocatore è modellato sulla base di tre ipotesi
fondamentali:
1. egoismo: il giocatore ha come unico obiet-
tivo l’ottimizzazione del proprio tornacon-
to personale (massimizzazione dei propri
profitti o minimizzazione dei propri costi) e
non si preoccupa del fatto che il suo compor-
tamento possa andare a scapito degli altri
soggetti che partecipano al gioco;
2. razionalità: il giocatore, nel perseguire il
proprio obiettivo, si comporta in maniera
logica e intelligente, effettuando sempre le
scelte più ragionevoli;
3. non cooperativismo: il giocatore, nel per-
seguire il proprio obiettivo, non può creare
accordi né coalizioni con altri soggetti che
partecipano al gioco.
È chiaro che l’ipotesi di razionalità non possa
ammettere una formalizzazione rigorosa e che
la sua interpretazione debba essere demandata,
di volta in volta, all’intuizione del momento.
Formalmente, un gioco non cooperativo (in
forma strategica) è definito come segue.
Definizione 1. Un gioco non cooperativo in for-
ma strategica è una tripla SG =
(
[n],Σi∈[n],Ui∈[n]
)
,
dove [n] := {1, 2, . . . , n} è l’insieme dei giocatori e,
per ogni i ∈ [n], Σi è l’insieme delle scelte strategiche
a disposizione del giocatore i e Ui : ×i∈[n]Σi → R è
la sua funzione di utilità.
Chiamiamo insieme dei profili strategici l’in-
siemeΣ = ×i∈[n]Σi e, analogamente, chiamiamo
profilo strategico un qualsiasi elemento σ ∈ Σ.
Intuitivamente, un profilo strategico è il risultato
che si ottiene quando ogni giocatore ha effettuato
una scelta strategica. Ad esempio, scriveremo
σ = (σ1, . . . , σn) per modellare la situazione in
cui ogni giocatore i ∈ [n] ha scelto la strategia
σi ∈ Σi dando vita al profilo strategico σ. Com’è
possibile vedere, la definizione delle Ui, essendo
dipendente da Σ, fa sì che l’utilità ottenuta dal
giocatore i nel profilo strategico σ, ossia il valore
Ui(σ), non dipenda soltanto dalla sua scelta stra-
tegica, ma anche da quelle effettuate dagli altri.
Assumeremo implicitamente che ogni giocatore
cercherà di minimizzare la propria utilità, intesa
quindi, d’ora in avanti, come misura di un costo
che ognuno deve inevitabilmente sostenere.
Una volta stabilite quelle che sono le variabi-
li in gioco (il modo di dire è decisamente ap-
propriato in questo contesto), siamo interessa-
ti a predire, in maniera più o meno esatta, il
comportamento che verrà tenuto da ognuno dei
giocatori.
Siano dati un profilo strategico σ e una stra-
tegia τ ∈ Σi per il giocatore i. Con la nota-
zione σ−i  τ indichiamo il profilo strategico
(σ1, . . . , σi−1, τ, σi+1, . . . , σn) ottenuto da σ per
effetto del cambiamento di strategia da σi a τ da
parte del giocatore i. Si noti come il profilo stra-
tegico σ−i  τ differisca da σ solo per la scelta di
tale giocatore.
Definizione 2. Dato un profilo strategico σ ∈ Σ,
la strategia τ ∈ Σi è unamossa migliorativa per il
giocatore i in σ se Ui(σ−i  τ) < Ui(σ).
Una mossa migliorativa è, quindi, un cambio
di strategia che porta un beneficio al giocatore
che la effettua.
Siano dati ora un profilo strategico σ e una
mossa migliorativa τ per il giocatore i in σ. Sulla
base delle ipotesi fatte sulla natura dei giocatori,
diventa naturale aspettarsi che il profilo strate-
gico σ non sarà mai un risultato plausibile del
gioco in quanto il giocatore i vorrà sempre cam-
biare la propria scelta da σi a τ e migliorare la
propria situazione. Su questa semplice osserva-
zione si basa la definizione di Equilibrio di Nash
in strategie pure che è uno dei concetti che me-
glio di tutti incarnano la nozione di soluzione di
un gioco non cooperativo.
Definizione 3. Il profilo strategico σ ∈ Σ è un
Equilibrio di Nash in strategie pure se per ogni
i ∈ [n] e per ogni τ ∈ Σi, vale Ui(σ−i  τ) ≥ Ui(σ).
Un Equilibrio di Nash in strategie pure è quin-
di un profilo strategico in cui nessun giocatore
possiede una mossa migliorativa.
Un altro concetto fondamentale, fortemente
legato a quello di mossa migliorativa, è la nozio-
ne di contromossa migliore. Il modo più semplice
per illustrare questo concetto lo si ottiene pen-
sando che il gioco si svolga a turni (come per i
giochi da tavolo in genere) e che, a ogni turno, un
giocatore decida se e come cambiare la propria
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scelta strategica. Ovviamente, ci aspettiamo che
il giocatore modificherà la propria scelta se si tro-
va in un profilo strategico per il quale possiede
una mossa migliorativa, ma come si comporterà
quando le mosse migliorative a sua disposizione
sono più di una? L’ipotesi di razionalità ci porta
a pensare che egli vorrà effettuare la scelta che gli
dia il massimo beneficio nell’immediato, ossia
scegliere la mossa migliorativa che gli consenta
di migliorare la propria utilità il più possibile
(in questo caso si dice che il giocatore èmiope).
Formalmente, possiamo enunciare la seguente
definizione.
Definizione 4. Sia dato un profilo strategico σ ∈
Σ. Una strategia τ ∈ Σi è una contromossa mi-
gliore per il giocatore i in σ se Ui(σ−i  τ) =
min
τ ′∈Σi
{
Ui(σ−i  τ ′)
}
.
A volte si è tentati di pensare che una contro-
mossa migliore per il giocatore i in σ sia la mi-
gliore tra le sue mosse migliorative in σ. Questo,
tuttavia, risulta vero solo quando l’insieme delle
mosse migliorative a disposizione del giocatore
i in σ è non vuoto. Infatti, quando il giocatore i
non ha mosse migliorative in σ, questo erroneo
presupposto ci porterebbe a dire che egli non ha
una contromossa migliore in σ (l’insieme vuoto
non ha elementi), mentre la strategia σi da egli
correntemente adottata in σ costituisce una con-
tromossa migliore sulla base della Definizione 4.
Non è difficile vedere che un profilo strategico σ
è un Equilibrio di Nash in strategie pure se, per
ogni i ∈ [n], la strategia σi è una contromossa
migliore per il giocatore i in σ.
L’Equilibrio di Nash in strategie pure è un con-
cetto tanto semplice quanto efficace per caratte-
rizzare quelli che possono essere ritenuti com-
portamenti plausibili con le ipotesi di egoismo,
razionalità e non cooperativismo dei giocatori.
Tuttavia, esso non gode di alcune di quelle pro-
prietà fondamentali, quali esistenza e unicità, che,
di solito, ci si attende dal concetto di soluzione
di un dato problema.
Nash risolse la questione dell’esistenza di so-
luzioni all’equilibrio dando ai giocatori la possi-
bilità di utilizzare strategie probabilistiche (dette
strategie miste) e dimostrando che, sotto queste
nuove ipotesi, ogni gioco finito (ossia con un nu-
mero finito di giocatori e un numero finito di
strategie per giocatore) ammette sempre almeno
un Equilibrio di Nash in strategie miste [2].
L’Equilibrio di Nash in strategie miste, pur es-
sendo ormai universalmente riconosciuto e uti-
lizzato come concetto standard di soluzione per
i giochi non cooperativi, è stato da sempre og-
getto di forti critiche, sia per il fatto di assumere
strategie probabilistiche, sia perché esso richie-
de che ogni giocatore possegga un’informazione
completa su tutte le possibili strategie a disposi-
zione degli altri partecipanti al gioco. Per questi
motivi, l’Equilibrio di Nash in strategie pure, che
non necessita di alcuna di queste assunzioni, è
il concetto di soluzione da preferirsi in tutte le
situazioni in cui esso esiste.
Concludiamo questa sezione illustrando i con-
cetti appena introdotti attraverso quello che, con
ogni probabilità, risulta essere l’esempio più fa-
moso di gioco non cooperativo: il Dilemma del
Prigioniero.
Esempio 1. La polizia ha arrestato due noti pregiudi-
cati fortemente sospettati di aver commesso un omici-
dio. Gli inquirenti hanno prove schiaccianti per farli
condannare per traffico di stupefacenti, ma non han-
no abbastanza prove per ottenere una condanna per
omicidio, a meno che uno dei due non tradisca l’altro
confessando il reato commesso. Per questi motivi, gli
investigatori propongono a ognuno dei due sospettati
(che sono tenuti in celle separate e, quindi, non posso-
no fare patti preventivi) lo stesso tipo di accordo. Nel
caso in cui uno solo dei due confessasse, egli otterrebbe
un sensibile sconto di pena, venendo condannato a un
solo anno di carcere, mentre all’altro ne toccherebbero
venti. Tuttavia, se entrambi confessassero, lo sconto
sarebbe molto più modesto, così che entrambi finireb-
bero con lo scontare quindici anni di prigione. Infine,
nel caso in cui nessuno dei due parlasse, essi verreb-
bero condannati a due anni di carcere per traffico di
stupefacenti.
La rappresentazione grafica del gioco in
questione è riportata nella Figura 1.
Dall’analisi delle utilità riportate in figura,
è possibile notare come nel profilo strategico
(Tace, Confessa) il primo giocatore disponga di
una mossa migliorativa: la strategia di confessa-
re. In questo caso, infatti, la sua utilità scende da
20 a 15, anche se ciò comporta un peggioramento
dell’utilità del secondo giocatore che passa da 1 a
15. Tale strategia, essendo l’unica mossa miglio-
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Figura 1: Rappresentazione grafica del gioco del Dilemma
del Prigioniero.
rativa per il primo giocatore, costituisce anche
una contromossa migliore. Il secondo giocatore,
invece, non possiede alcuna mossa migliorativa,
ma possiede, ovviamente, una contromossa mi-
gliore, ossia la strategia di confessare che è quella
da lui correntemente utilizzata. Infine, il profi-
lo strategico (Confessa, Confessa) costituisce
l’unico Equilibrio di Nash in strategie pure del
gioco.
È interessante notare (e in questo risiede la
significatività di questo gioco) come il profilo
strategico (Tace, Tace), che costa a entrambi i
giocatori soltanto 2 anni di prigione, sia di gran
lunga migliore di quello all’equilibrio. Tuttavia,
le ipotesi di egoismo e razionalità non rendono
possibile il raggiungimento di una simile situa-
zione ideale. Infatti, anche se i due sospettati
si accordassero preventivamente sul comporta-
mento da tenere (possibilità che abbiamo escluso
a priori in quanto in presenza di giocatori non
cooperativi e che richiederebbe comunque che
essi siano informati delle condizioni proposte
prima di essere separati), l’idea di evitare un an-
no di prigione porterebbe comunque ognuno di
loro a tradire la parola data.
Il prezzo dell’anarchia
Come abbiamo visto alla fine della sezione pre-
cedente, il concetto di inefficienza delle soluzio-
ni all’equilibrio rispetto a soluzioni idealmente
ottimali, ma che non sono realizzabili in prati-
ca poiché in contrasto con le ipotesi di egoismo,
razionalità e non cooperativismo dei giocatori,
risulta noto sin dai tempi dell’introduzione del
gioco del Dilemma del Prigioniero: nella soluzio-
ne all’equilibrio i due prigionieri finiscono con
lo scontare molti più anni di carcere di quelli che
avrebbero fatto se si fossero accordati sulla strate-
gia comune di non confessare il loro reato. Ritor-
nando indietro alla visione della mano invisibile
di Adam Smith, in questo caso siamo in presenza
di una situazione in cui il comportamento egoi-
sta dei giocatori non porta alla massimizzazione
del loro benessere.
Gli economisti hanno da sempre accettato que-
sta situazione come un dato di fatto, senza porsi
ulteriori domande, in particolare sull’entità di
tale inefficienza nei vari giochi, specie in quel-
li che modellano situazioni di comportamento
reale. È stato a seguito dell’interessamento alla
Teoria dei Giochi da parte della comunità scien-
tifica degli informatici, da sempre preoccupati
delle prestazioni dei sistemi utilizzati nella prati-
ca, che il problema di quantificare la distanza tra
le soluzioni all’equilibrio e quelle ottimali che si
possono ottenere rilassando le ipotesi di egoismo,
razionalità e non cooperativismo dei giocatori è
diventato oggetto di studio sistematico.
Dato un gioco non cooperativo SG, una fun-
zione sociale per SG è una funzione SF : Σ→ R
che associa ad ogni profilo strategico σ ∈ Σ un
valore SF(σ), detto valore sociale diσ, che espri-
me il grado di soddisfazione percepito dall’in-
sieme dei giocatori in σ. La funzione sociale
più naturale per esprimere il benessere raggiun-
to dalla collettività dei giocatori è la funzione
SUM(σ) =
∑
i∈[n] Ui(σ), ossia la somma delle
utilità realizzate da tutti i giocatori nel profilo
strategico σ: tanto più basso sarà questo valo-
re, tanto più alto sarà il benessere sociale della
collettività.
Dato un gioco non cooperativo SG, detti
PNE(SG) l’insieme degli Equilibri di Nash in stra-
tegie pure di SG e σ∗(SG) il profilo strategico che
minimizza la funzione sociale SUM, si definisce
prezzo dell’anarchia (PoA) di SG il rapporto tra
il valore sociale del peggior Equilibrio di Nash
in strategie pure e il valore sociale dell’ottimo [3],
ossia
PoA(SG) = max
σ∈PNE(SG)
{
SUM(σ)
SUM(σ∗(SG))
}
Il prezzo dell’anarchia quantifica, quindi, la mas-
sima perdita in efficienza che i giocatori possono
subire a causa del loro comportamento egoista:
più esso cresce e più il benessere sociale garantito
dalla peggior soluzione all’equilibrio diminuisce.
Tale nozione si estende naturalmente a un’intera
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classe di giochi considerando il caso peggiore su
tutte le possibili istanze della classe. Data una
classe di giochi C, definiamo
PoA(C) = sup
SG∈C
{PoA(SG)}
I giochi di congestione
Introduciamo, in questa sezione, una classe di
giochi molto studiata in pratica: la classe dei
giochi di congestione.
Definizione 5. Un gioco di congestione è una
quadrupla SG =
(
[n], R,Σi∈[n], `j∈R
)
, dove [n] è
l’insieme dei giocatori, R è un insieme di risorse, e
l’insieme delle scelte strategiche a disposizione di ogni
giocatore i è un qualsiasi sottoinsieme non vuoto del-
l’insieme delle parti di R, ossia Σi ⊆ P(R) \ ∅. Dato
un profilo strategico σ, definiamo congestione della
risorsa rj in σ, e lo indichiamo con nj(σ), il numero
di giocatori che utilizzano rj quando σ viene realizza-
to. Formalmente, nj(σ) = |{i ∈ [n] : rj ∈ σi}|.
Ogni risorsa rj ∈ R ha una funzione di costo
`j : [n] → R≥0 che dipende esclusivamente dalla
propria congestione. L’utilità realizzata dal giocatore
i in σ è definita come Ui(σ) =
∑
rj∈σi
`j(nj(σ)).
I giochi di congestione costituiscono una classe
di giochi molto importante e molto studiata in
letteratura grazie al fatto che essi ammettono
sempre Equilibri di Nash in strategie pure [4].
Andremo, ora, a illustrare tre risultati teori-
ci, decisamente sorprendenti e controintuitivi,
che si manifestano nelle seguenti sottoclassi dei
giochi di congestione:
• giochi di congestione lineari,
• giochi di condivisione dei costi su reti
di comunicazione multicasting (ai quali
ci riferiremo d’ora in avanti come giochi
multicast),
• giochi di taglio.
Giocatori altruisti nei giochi di
congestione lineari
I giochi di congestione lineari corrispondono alla
sottoclasse dei giochi di congestione in cui, per
ogni risorsa rj ∈ R, la funzione di costo `j risul-
ta essere lineare nella sua congestione. È stato
dimostrato in [5] che il prezzo dell’anarchia di
questa classe di giochi è uguale a 5/2, il che vuol
dire che ogni possibile soluzione all’equilibrio
generata da giocatori egoisti risulta avere un gra-
do di benessere collettivo pari almeno al 40% di
quello ottimo. Una domanda che nasce sponta-
nea, quindi, è quella di capire se giocatori mag-
giormente altruistici e cooperativi, che abbiano
un occhio di riguardo anche al benessere collet-
tivo oltre che al proprio tornaconto personale,
possano produrre equilibri migliori abbassando
ulteriormente il prezzo dell’anarchia.
Diciamo che il giocatore i ∈ [n] è γ-altruista,
con γ ∈ [0, 1], se è interessato a minimizzare la
seguente funzione di utilità:
Ui(σ) = γ
∑
k∈[n]:k 6=i
∑
rj∈σk
`j(nj(σ))
+(1− γ)
∑
rj∈σi
`j(nj(σ))
Sulla base di tale definizione, un giocatore γ-
altruista vorrà minimizzare una combinazione li-
neare tra il suo costo personale e quello sostenuto
da tutti gli altri giocatori. In questa maniera, un
giocatore 0-altruista è un classico giocatore egoi-
sta, mentre un giocatore 1-altruista è un giocatore
puramente altruista che si adopera soltanto per
migliorare il benessere degli altri senza prendere
in considerazione il proprio costo personale.
È stato dimostrato in [6] che il prezzo dell’a-
narchia nei giochi di congestione lineari con gio-
catori γ-altruisti è uguale a 5−γ2−γ per γ ∈ [0, 1/2]
e 2−γ1−γ per γ ∈ [1/2, 1]. Com’è possibile notare,
quindi, il prezzo dell’anarchia cresce dal valore
5/2 al valore 3 per γ che cresce da 0 a 1/2, per poi
iniziare ad aumentare in maniera molto più mar-
cata fino a tendere verso l’infinito per γ che tende
a 1. Ne consegue che la situazione che produ-
ce equilibri aventi il miglior grado di benessere
sociale nel caso peggiore è quella in cui i gioca-
tori sono puramente egoisti. Abbiamo, quindi,
scoperto un nuovo contesto applicativo in cui la
teoria della mano invisibile di Adam Smith trova
una giustificazione analitica.
Giocatori ignoranti nei giochi multicast
I giochi multicast sono una sottoclasse dei giochi
di congestione che modellano la creazione spon-
Ithaca: Viaggio nella Scienza II, 2013 • Il prezzo dell’anarchia e la decadenza della società moderna 54
tanea di reti di comunicazione. Esiste un nodo
speciale nella rete, detto sorgente, che possiede
un’informazione appetita dai vari giocatori (ad
esempio, un film, un concerto, un aggiornamen-
to software). Ogni giocatore vuole connettersi
alla sorgente, in modo da ricevere l’informazione
desiderata, attraverso un insieme di link trasmis-
sivi che possono essere instaurati a un certo costo.
Quando uno stesso link risulta condiviso da più
giocatori, il suo costo viene ripartito equamente
tra ognuno di essi.
Il prezzo dell’anarchia di questa classe di gio-
chi è molto alto, essendo pari al numero di gio-
catori n. Ci chiediamo nuovamente se sussiste la
possibilità di ottenere equilibri migliori cambian-
do leggermente la natura dei giocatori. In questo
caso, ci concentreremo sul grado di conoscen-
za posseduta da ognuno di loro nella seguente
maniera: associamo, a ogni giocatore i ∈ [n],
l’insiemeKi ⊆ [n] di tutti i giocatori dei quali i
conosce la scelta strategica effettuata. Il giocatore
i, non disponendo di una conoscenza completa
del profilo strategico σ in cui si viene a trovare,
non è più in grado di valutare correttamente la
congestione ne(σ) per ogni arco e ∈ E, ma ne
potrà stimare soltanto un valore approssimato
nie(σ) ≤ ne(σ). In questo contesto, la sua utilità
in σ verrà, quindi, ridefinita come
Ui(σ) =
∑
e∈σi
`j(n
i
e(σ))
È stato dimostrato in [7] che, se ogni giocatore
i ∈ [n] conosce soltanto le scelte strategiche effet-
tuate dall’insieme dei giocatori Ki = {1, . . . , i},
allora il prezzo dell’anarchia scende a O(log2 n),
mostrando come il benessere sociale aumenti di
un fattore esponenziale in presenza di giocatori
ignoranti.
Giocatori lungimiranti nei giochi di
taglio
I giochi di taglio, infine, sono una sottoclasse dei
giochi di congestione che possono essere defi-
niti attraverso la seguente, semplice, metafora
politica. Ogni giocatore i ∈ [n] deve decidere
se schierarsi col partito di destra o con quello di
sinistra. Per ogni coppia di giocatori i, j ∈ [n], il
valore cij quantifica l’insoddisfazione che i e j
provano quando vengono a trovarsi nello stesso
partito (possiamo pensare al valore cij come al
livello di rivalità politica che intercorre tra i due
giocatori). La funzione di utilità del giocatore i è
dunque definita come
Ui(σ) =
∑
j∈[n]:σj=σi
cij
ossia, ogni giocatore vuole stare nel partito (non
importa se di destra o di sinistra) in cui incontra
il minor livello di rivalità politica.
Piuttosto che considerare gli Equilibri di Nash
in strategie pure per questo gioco, prendiamo
in esame le soluzioni che si generano nella se-
guente maniera: a partire dalla situazione in cui
nessuno ha ancora effettuato scelte strategiche,
ogni giocatore, a turno, decide a quale partito af-
ferire conoscendo le scelte già effettuate dai suoi
predecessori. Il primo giocatore potrà, quindi,
scegliere indifferentemente uno dei due schiera-
menti e supponiamo opti per quello di destra; il
secondo giocatore, nel caso in cui c12 > 0 sceglie-
rà il partito di sinistra; il terzo giocatore sceglierà
di andare a sinistra se c23 < c13, e così via. In
generale, ogni giocatore i ∈ [n] sceglierà la strate-
gia che costituisce una contromossa migliore nel
profilo strategico ristretto alle scelte effettuate dai
primi i− 1 giocatori (giocatore miope). Il prezzo
dell’anarchia delle soluzioni così generate è pari
a 2.
Un limite intrinseco dei giocatori miopi è che
ognuno di loro decide di effettuare la scelta stra-
tegica in grado di garantirgli il minor costo possi-
bile nell’immediato, senza ponderare il fatto che
la sua scelta potrebbe essere fortemente condi-
zionata da quelle effettuate dai suoi successori.
In quest’ottica, si possono prendere in conside-
razione giocatori lungimiranti che valutino tut-
te le possibili situazioni che si possono creare
a seguito della propria scelta strategica e, sulla
base di una tale analisi esaustiva, scelgano la loro
contromossa migliore.
È stato dimostrato in [8] che il prezzo dell’anar-
chia relativo alle soluzioni generate da giocatori
lungimiranti sale a 3, mostrando, quindi, come il
benessere sociale diminuisca all’aumentare del
livello di razionalità dei giocatori.
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Conclusioni
Dall’analisi di alcuni risultati teorici relativi al
prezzo dell’anarchia in tre giochi non cooperativi
di rilevante applicazione pratica, è possibile con-
cludere che nella società del terzo millennio, in
cui il faro guida dell’umanità è la ricerca spasmo-
dica del benessere personale e collettivo, trovi
piena esaltazione l’homo oeconomicus: l’evoluzio-
ne egoista, ignorante e miope dell’homo sapiens.
Ma non biasimiamoci: non è colpa nostra, ma sol-
tanto della mano invisibile teorizzata da Adam
Smith. Una mano invisibile che, nell’indicarci la
strada che porta a una fantomatica ricchezza di
massa, ci spinge inesorabilmente verso il baratro
della decadenza sociale.
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La fine del ghiaccio artico
ed il futuro del clima
Francesco Paparella Dipartimento di Matematica & Fisica “Ennio De Giorgi” - Università del Salento
Il dibattito riguardo ai cambiamenti cli-matici furoreggia sui mezzi di comu-nicazione di massa. All’indomani di
alluvioni, periodi di siccità, tempeste di
neve o ondate di calore c’è chi paventa i
cambiamenti climatici. Ma questo genere
di disastri è sempre esistito, e nessuno di
essi, preso singolarmente, può dare infor-
mazioni riguardo al clima. Esiste dunque
un evento che, se si verificasse, sarebbe
da solo la prova inconfutabile che il no-
stro pianeta sta per entrare in un nuovo
regime climatico? Un simile evento esi-
ste, ed il fatto che verosimilmente si veri-
ficherà entro qualche decennio non è una
buona notizia.
Riguardo all’uragano che ha investito New York
alla fine di Ottobre 2012, l’autorevolissimo New
York Times scrive: Sandy non può essere considera-
to un disastro stagionale o una coincidenza regionale,
ma è un ulteriore segnale delle calamità che ci aspetta-
no in un’epoca di cambiamenti climatici [1]. Siamo
abituati a sentire commenti analoghi dopo ogni
evento meteorologico estremo che abbia causa-
to vittime o ingenti danni. Nell’immediatezza
dell’evento può capitare che amministratori e
politici si autoassolvano da miopi scelte del pas-
sato usando i cambiamenti climatici come utile
capro espiatorio, salvo poi omettere di intrapren-
dere costose e forse impopolari decisioni sulla
gestione del territorio che mitighino i danni di
altri eventi del genere. Atteggiamenti di questo
tipo, privi di qualunque giustificazione scientifi-
ca, rendono forti le argomentazioni di coloro che
negano che sia davvero in atto un cambiamento
climatico: i clima-scettici. A New York nessuno
ha ancora dimenticato Sandy, ma tutti hanno os-
servato che durante quest’anno si sono formate
solo tredici grandi tempeste atlantiche (contro
diciannove nel 2012) e solo due di esse sono state
un uragano [2] (contro dieci dell’estate scorsa).
Quest’anno le notizie tragiche sono arrivate dalle
Filippine, dove il passaggio del tifone Haiyan /
Yolanda ha causato una orrenda catastrofe. Ma
se anche questo tifone, come molti altri prima
di lui avesse proseguito la sua corsa rimanendo
sul Pacifico, anziché attraversare una zona den-
samente popolata, di lui sarebbe rimasta solo
una riga negli annali della meteorologia. Per i
clima-scettici è facile dichiarare che il re è nudo,
e denunciare come ipocrite le campagne degli
attivisti ambientali [3].
In realtà, solo il lento accumularsi dell’eviden-
za statistica può mostrare se la frequenza degli
eventi meteorologici estremi stia aumentando
oppure no, e questo processo si scontra quoti-
dianamente con la necessità di confrontare le
statistiche relative al presente con quelle assai la-
cunose che riguardano il passato. Si tratta di un
lavoro certosino che non si adatta a essere stril-
lato sulle prime pagine dei giornali e che lascia
ampi margini alle critiche di chi chiede interval-
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Figura 1: Mappa dell’Oceano
Artico e delle sue principali
correnti. Tratta da http://www.
divediscover.whoi.edu/
arctic/circulation.html
li di fiducia più stretti e maggiori evidenze sui
rapporti tra cause ed effetti.
Eppure esistono ottime ragioni per sostenere
che il clima stia cambiando, e che lo stia facendo
per cause antropogeniche (cioè legate alle attività
degli esseri umani). Fra i segnali chemeno lascia-
no adito a dubbi sulla realtà del cambiamento ce
ne sono alcuni che sono molto evidenti, anche se
non molto pubblicizzati, in quanto non avvengo-
no a ridosso delle grandi città, ma in un luogo
remoto: l’Oceano Artico.
Il declino dei ghiacci artici
I due poli del nostro pianeta sono geografica-
mente assai diversi. Il Polo Sud è occupato da un
continente (l’Antartide) sulle cui terre si stende
una sterminata calotta glaciale. Solo una piccola
parte di essa si estende oltre la linea di costa e
galleggia sull’oceano, rimanendo precariamente
agganciata alla terra ferma. Il Polo Nord è oc-
cupato da un oceano (l’Oceano Artico), chiuso
a tenaglia fra il Nord America e l’Eurasia. Da
un lato esso è collegato con il Pacifico tramite lo
Stretto di Bering, dall’altro la Groenlandia e le
isole Svalbard delimitano lo stretto di Fram, che
collega l’Artico con l’Atlantico (Figura 1).
Gran parte della superficie dell’Artico è coper-
ta da ghiacci marini, la banchisa. Non si tratta,
nel suo complesso, di un singolo blocco rigido
che si estende per migliaia di chilometri, bensì di
un coacervo di innumerevoli lastroni di ghiaccio
che galleggiano a contatto gli uni con gli altri,
trasportati da venti e correnti, e che in continua-
zione si scontrano, si frammentano, si risaldano.
La copertura non èmai perfetta: anche durante il
più freddo degli inverni, i ghiacci occasionalmen-
te si separano fino a lasciare temporaneamente
libere superfici di acqua liquida.
I forti venti artici muovono grandi masse d’ac-
qua, che si auto-organizzano in complessi sistemi
di correnti, e trasportano la banchisa che fluttua
su di esse. La principale è la ricircolazione di
Beaufort (Beaufort gyre): una corrente che si ri-
chiude ad anello su sé stessa, localizzata fra le
coste del Canada e quelle della Siberia orientale.
I maggiori scambi d’acqua avvengono tra l’Ocea-
no Artico e l’Oceano Atlantico. Le ultime pro-
paggini della Corrente Nord Atlantica entrano
nell’Artico scorrendo lungo la Scandinavia e la
Siberia occidentale, mentre la Corrente Transpo-
lare si forma non lontano dal PoloNord dall’unio-
ne di più correnti minori e si getta nell’Atlantico
scorrendo lungo la Groenlandia. Questa corren-
te trasporta verso sud anche grandi quantità di
ghiaccio, che si sciolgono prontamente appena
raggiungono latitudini inferiori. Ciò vuol dire
che la quantità di ghiaccio presente nell’Artico
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Figura 2: Estensione media dei ghiacci artici durante il
mese di settembre (linea blu). La linea verde è
una interpolazione lineare dei dati e raggiunge
lo zero attorno al 2070. La linea rossa è una
interpolazione quadratica. Dati tratti da [4].
dipende anche dal modo in cui i venti modulano
le correnti marine che entrano ed escono da esso.
L’area coperta dai ghiacci artici è soggetta ad
una notevole escursione stagionale. La massima
estensione della banchisa si registra a marzo, la
minima a settembre, ed è meno della metà del-
la massima. A partire dal 1979 l’estensione dei
ghiacci marini artici è stata misurata, con notevo-
le accuratezza, sulla base di immagini satellitari.
Il minimo assoluto in questa serie di dati è stato
registrato nel settembre 2012, con una estensione
inferiore a quattro milioni di chilometri quadrati
(Figura 3). Nel 2013 il minimo non è stato così
pronunciato, pur rimanendomolto al di sotto del
valore medio.
La serie storica delle misure satellitari mostra
che l’estensione dei ghiacci artici ha avuto una ge-
nerale tendenza alla diminuzione. In particolare,
i valori dell’estensione media durante il mese di
settembre mostrano una tendenza accelerata al
ribasso (Figura 2). Una semplice interpolazione
lineare dei dati suggerisce che la banchisa estiva
sparirà non oltre il settembre 2070. Una più ac-
curata interpolazione quadratica sposta questa
data a poco dopo il 2030.
A rendere ancora più preoccupante la tenden-
za al ribasso c’è anche il fatto che la percentuale
di ghiaccio con età maggiore di un anno è an-
ch’essa in diminuzione. Il ghiaccio con meno di
un anno (poco spesso e facilmente frammenta-
bile) è passato dal 50% al 75% della copertura.
Il ghiaccio con più di quattro anni è passato dal
25% al 2% [4].
Figura 3: Estensione dei ghiacci artici nel 2012 (linea
tratteggiata) e fino al settembre 2013 linea con-
tinua marrone. La linea nera rappresenta l’e-
stensione media negli anni 1981-2010. L’area
grigia corrisponde a più o meno due deviazioni
standard intorno alla media. Tratto da [4].
È del tutto ovvio che previsioni effettuate estra-
polando in avanti nel tempo mere interpolazioni
dei dati si limitano a suggerire delle tendenze,
ma non hanno una base fisica. Una descrizione fi-
sica dei ghiacci artici deve includere tre elementi:
una parte termodinamica che descriva la forma-
zione e lo scioglimento del ghiaccio sulla base
della temperatura e dei flussi di calore locali; una
parte fluidodinamica, che descriva il trasporto
del ghiaccio da parte delle correnti e dei venti; ed
infine la retroazione ghiaccio-albedo. Quest’ulti-
mo punto è particolarmente importante. Poiché
il ghiaccio è bianco, esso riflette verso l’alto buo-
na parte della radiazione incidente: il ghiaccio ha
una alta albedo. Al contrario, l’acqua liquida la-
scia penetrare la maggior parte della radiazione
incidente, assorbendola e scaldandosi (la super-
ficie del mare infatti è blu scura): l’acqua liquida
ha una bassa albedo. Questo effetto apre la possi-
bilità di avere due stati stabili corrispondenti alla
stessa forzante termica: uno stato caldo, con ac-
qua liquida, in cui la radiazione solare è in gran
parte assorbita ed usata per scaldare l’ambiente;
ed uno freddo, con estesa copertura di ghiacci,
che riflette nello spazio una frazione consistente
della radiazione solare.
Un semplice modello climatico illustra bene
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Figura 4: Equilibri stabili (linea continua) ed instabili
(linea tratteggiata) in un semplice modello di
ghiaccio artico. La linea superiore si riferisce al-
l’inverno, quella inferiore all’estate. Le linee blu
corrispondono allo stato in cui è presente una
copertura perenne di ghiacci (situazione odier-
na), quelle rosse allo stato in cui la copertura
dei ghiacci appare solo d’inverno, quelle grigie
allo stato senza mai ghiacci. L’asse verticale
riporta lo spessore medio dei ghiacci (sotto lo
zero) o la temperatura media dell’acqua (sopra
lo zero). Il parametro ∆F0 (asse orizzontale)
è l’incremento del flusso superficiale di calore
rispetto ai livelli attuali. Tratto da [5].
questa idea. In Figura 4 le linee indicano lo
spessore dei ghiacci, o la temperatura dell’ac-
qua (quando i ghiacci sono assenti) in funzione
del parametro ∆F0 che misura l’incremento del
riscaldamento dell’Artico rispetto ai livelli attua-
li. Le due linee blu rappresentano la situazione
in cui la banchisa è perenne. All’aumentare del
riscaldamento si passa in un altro regime, in cui
il ghiaccio marino esiste solo d’inverno (linee
rosse). Questo cambio di regime è reversibile,
in quanto una diminuzione del riscaldamento ri-
porta subito il sistema allo stato con una banchisa
perenne. Tuttavia, aumentando ancora il riscal-
damento (quando ∆F0 ' 23 Wm−2), il sistema
salta in modo brusco nello stato del tutto privo
di ghiacci rappresentato dalle linee grigie. Que-
sta ulteriore transizione è irreversibile, nel senso
che, a quel punto, una piccola diminuzione del
riscaldamento non riporta il sistema nello stato
con ghiacci invernali, ma lo sposta a sinistra lun-
go le linee grigie: la retroazione ghiaccio-albedo
mantiene caldo l’Oceano Artico, e per riforma-
re i ghiacci è necessario una diminuzione del
riscaldamento fino a ∆F0 ' 18 Wm2, quando
il sistema ripiomba nello stato di copertura gla-
ciale perenne. L’impossibilità di recuperare lo
stato precedente ad un cambio di regime sempli-
cemente riportando il parametro di controllo al
suo valore originale, è ciò che, con gergo tecnico,
si chiama isteresi.
Modelli come quello appena discusso sono
utili perché indicano quali possano essere i cam-
biamenti di regime e suggeriscono la possibilità
di fenomeni di isteresi. Tuttavia, essi sono troppo
semplici per permettere di formulare previsioni
riguardo alla data in cui l’Artico potrebbe rima-
nere privo di ghiacci, sia perché i valori critici
del riscaldamento ai quali avvengono le varie
transizioni dipendono da parametri non noti con
esattezza, sia perché il valore stesso del riscal-
damento è una incognita che un modello com-
pleto dovrebbe poter prevedere. Per avere un
quadro più realistico e dettagliato, i climatologi
utilizzano modelli matematici costituiti da enor-
mi sistemi di equazioni che descrivono il mo-
to dell’atmosfera e dell’oceano, la dinamica dei
ghiacci, il trasporto degli aerosol, ed in alcuni ca-
si perfino l’evoluzione degli ecosistemi forestali
terrestri e la biogeochimicamarina. Questimodel-
li del sistema Terra, le cui equazioni sono risolte in
modo approssimato da programmi di simulazio-
ne che girano su potenti supercalcolatori, hanno
l’ambizione di descrivere in modo esauriente le
interazioni fra tutti i processi che influenzano il
clima, inclusi quelli di natura biologica.
Anche con modelli così complessi ed onnicom-
prensivi, per poter calcolare l’ammontare del
riscaldamento è necessario specificare quali sa-
ranno le concentrazioni future dei gas serra in
atmosfera. Da questo punto di vista previsioni
vere e proprie non se ne possono fare: la con-
centrazione futura dei gas serra sarà influenzata
da decisioni di tipo politico, economico e sociale,
che sono soggette al libero arbitrio degli esseri
umani. Pertanto, i climatologi hanno preparato
molti scenari diversi fra loro, corrispondenti a
diversi possibili andamenti della concentrazione
dei gas serra, ipotizzando molteplici futuri svi-
luppi socio-economici. Alcuni di questi scenari
sono stati codificati formalmente, e sono usati
dall’Intergovernmental Panel on Climate Change per
formulare valutazioni di rischio riguardo al cli-
ma del XXI secolo. In particolare, lo scenario
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RCP8.5 prescrive un continuo aumento dei gas
serra, con ritmi di crescita analoghi a quelli degli
ultimi decenni, mentre lo scenario RCP4.5 imma-
gina una crescita assai moderata dei gas serra
nella prima parte del secolo, seguita da una suc-
cessiva stabilizzazione su valori che, pur essendo
più alti degli attuali, si spera possano non essere
catastrofici.
La Figura 5 riporta l’estensione dei ghiacci ma-
rini artici a settembre ricostruita dal 1980 fino
al 2005 (linea nera tratteggiata), e quella previ-
sta dal 2006 fino al 2100 mediando fra loro i ri-
sultati di 39 diversi modelli (37 per lo scenario
RCP8.5, linee tratteggiate blu e rossa). Restrin-
gendo la media ai cinque modelli che individual-
mente meglio riproducono il passato, si otten-
gono gli andamenti mostrati dalle linee a tratto
continuo, mentre le aree ombreggiate mostrano
la banda entro cui fluttuano le simulazioni dei
cinque modelli.
Ciò che è immediatamente evidente è l’enor-
me incertezza insita in queste stime. Riguardo
all’estensione dei ghiacci artici, modelli diversi
tendenzialmentemostrano futuri diversi (ciò non
è vero per altre variabili climatologiche, per le
quali c’è un ottimo accordo fra i modelli). Ancor
più disarmante è che anche i modelli considerati
“migliori” sottostimano fortemente sia l’estensio-
ne dei ghiacci realmente osservata (linea viola),
sia il suo tasso di decrescita.
È pur vero che nell’ultimo decennio i modelli
climatici hanno mostrato enormi progressi nella
loro capacità di simulare una dinamica realistica
dei ghiacci artici. Purtuttavia, visti i risultati, è
necessario riconoscere che è ancora prematuro
considerare i modelli come guida affidabile ri-
guardo ai dettagli del futuro dei ghiacci artici [7].
In effetti, se una conclusione può essere tratta,
è che gli attuali modelli del sistema terra sovra-
stimano la data di sparizione del ghiaccio artico
[8].
Per capire se ciò che si osserva è una genuina
tendenza al ribasso che porterà in un futuro pros-
simo alla perdita completa della banchisa artica
durante l’estate, oppure se si tratta di una tem-
poranea fluttuazione insita nella naturale varia-
bilità del sistema climatico terrestre, è necessario
prendere in considerazione i dati osservativi rela-
tivi ad un passato progressivamente più lontano.
Infatti, per quanto strano possa sembrare, esisto-
Figura 6: Ricostruzione dell’estensione del ghiaccio ar-
tico negli ultimi 1450 anni (linea rossa). Le
bande rosa indicano il margine di confidenza
del 95%. La risoluzione nominale è di 40 anni.
Durata, in mesi all’anno, della copertura gla-
ciale nel mare di Chukchi (linea nera) e nello
stretto di Fram (linea grigia) ricostruite da ca-
rote di sedimento marino. Le linee tratteggiate
indicano osservazioni dirette.
no molti indicatori indiretti, ma misurabili accu-
ratamente, che possono fornirci indizi affidabili
riguardo allo stato dell’Artico nel passato.
L’Artico nel passato
È opinione comune che la promozione pubblici-
taria di un prodotto sia un fenomeno moderno.
In realtà, già intorno all’anno 985 lo scaltro capo
vichingo Erik il Rosso aveva impiegato tecniche
analoghe a quelle dei moderni pubblicitari per
convincere un gran numero di suoi concittadini
islandesi a seguirlo in una terra che egli inten-
deva colonizzare. Come è scritto nelle saghe,
Erik riteneva che “gli uomini sarebbero stati più
prontamente persuasi a seguirlo se la nuova terra
avesse avuto un nome attraente” [9]. Perciò nel,
linguaggio dei vichinghi, egli chiamò la colonia
Terra Verde: Groenlandia!
Preso alla lettera, Erik nonmentiva: oggi come
allora il racconto di fiordi costieri coperti di mor-
bidi prati verde smeraldo che digradano verso il
mare blu cobalto corrisponde alla realtà. Ciò che
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Figura 5: Estensione dei ghiac-
ci marini artici durante il mese
di settembre simulata da model-
li del sistema terra. In blu: sce-
nario RCP4.5; in rosso: scenario
RCP8.5; in nero: ricostruzione del
passato. Le linee tratteggiate so-
no la media fra tutti i modelli. Le
linee continue sono la media fra
i cinque modelli che meglio ripro-
ducono le osservazioni (linea con-
tinua viola). Le aree ombreggiate
indicano il margine di variabilità
dei cinque modelli. Le serie di dati
sono state smussate con una me-
dia mobile quinquennale. Tratto
da [6].
Erik aveva omesso, da bravo pubblicitario, era di
sottolineare che questo paesaggio idilliaco dura
al più per un paio di mesi, nel pieno dell’estate.
Durante il resto dell’anno, lungo le coste della
Groenlandia, il colore dominante nel paesaggio
non è certo il verde.
Che i vichinghi della fine del primo millennio
abbiano creduto a Erik il Rosso può far sorridere.
Ma che ci credano anche molte persone colte
del XXI secolo è sconcertante. Capita spesso,
infatti, di sentir dire che il declino osservato dei
ghiacci artici non è poi così preoccupante: mille
anni fa la Groenlandia era una “terra verde”, e
quindi sicuramente molto più calda di oggi (v.
per esempio [10]).
In realtà, quando si cerca di ricostruire il pas-
sato dell’Artico usando dati oggettivi, si ottengo-
no risultati simili a quelli della Figura 6. Lunghi
cilindri di fango (chiamati, in gergo, carote) estrat-
ti perforando i sedimenti del fondo dell’Artico,
contengono informazioni dettagliate sul clima
del passato. Esaminando una carota è possibile
misurare l’abbondanza degli scheletri calcarei e
silicei delle cellule fitoplanctoniche vissute molti
secoli fa e poi cadute sul fondo, sedimentando
in strati progressivamente più antichi, a mano a
mano che si segue la carota nella sua lunghezza.
Poiché il fitoplancton ha serie difficoltà a soprav-
vivere sotto la banchisa (per il semplice motivo
che il ghiaccio filtra buona parte della luce neces-
saria a questi organismi) una bassa quantità di
fitoplancton segnala una banchisa pressoché pe-
renne, grande abbondanza è indice di un luogo
libero dai ghiacci, e valori intermedi permettono
di calcolare per quanti mesi all’anno un certo trat-
to di mare era coperto dalla banchisa. La tecnica
del carotaggio è usata anche sui ghiacciai peren-
ni (presenti in Groenlandia e in molte altre isole
artiche). Le carote di ghiaccio mantengono infor-
mazioni concernenti la temperatura atmosferica,
l’umidità ed il livello di aereosol marini, tutti in-
dicatori che sono legati all’estensione dei ghiacci
artici. Tarando con le osservazioni moderne la
procedura di analisi dei dati è possibile ricostrui-
re con ragionevole affidabilità l’estensione dei
ghiacci artici negli ultimi millecinquecento anni.
La ricostruzione di Figura 6 mostra una ap-
prezzabile variabilità naturale. In particolare so-
no stati identificati tre periodi caratterizzati da
estensioni della banchisa relativamente ridotte
(le tre bande grigie). La colonizzazione della
Groenlandia da parte dei vichinghi effettivamen-
te avvenne poco dopo la fine del primo di questi
periodimiti, e la loro dipartita (poco dopo il 1450)
coincide con la massima espansione dei ghiac-
ci. Ma è evidentissimo che queste fluttuazioni
(pur ben evidenti) sono piccole se confrontate
con la fortissima e repentina diminuzione del-
l’estensione dei ghiacci osservata negli ultimi
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Figura 7: Ricostruzione della temperatura media globale
degli ultimi 11000 anni (linea viola) con bande
di incertezza larghe una deviazione standard
(area azzurra). La linea grigia è la ricostruzione
di Mann et al. relativa agli ultimi 2000 anni.
decenni.
Andando ancora più indietro nel tempo le evi-
denze diventano più indirette e frammentarie. È
certo che intorno ad 8000 anni fa, all’alba della
civiltà umana, la temperatura media globale fos-
se leggermente più alta che nel XX secolo. Una
recente ricostruzione, basata principalmente su
carote di sedimento marino, ma contenente an-
che fonti di dati di origine terrestre, mostra una
differenza di circa 0.4◦C (Figura 7) [12]. Restrin-
gendo l’attenzione solo all’Artico, è verosimile
che le differenze di temperatura fra quell’epoca
ed il XX secolo fossero più marcate: probabil-
mente l’Artico era più caldo di alcuni gradi. Per
valutare l’estensione dei ghiacci artici così indie-
tro nel tempo è stato trovato un metodo ingegno-
so: si cercano resti di ossa di balena e pezzi di
legno spiaggiati lungo le coste delle isole artiche.
Quando per buona parte dell’anno la banchisa
arriva a lambire la terra è quasi impossibile che
le onde portino a secco la carcassa di una bale-
na o un tronco galleggiante. Eventi del genere,
invece, sono relativamente comuni quando l’ac-
qua liquida spazza la battigia per tutto l’anno.
Integrando queste evidenze indirette con il con-
teggio del plancton nelle carote di sedimento è
stato possibile dedurre che tra 8500 e 6000 anni
fa il cosiddetto passaggio a Nord-Ovest (la rotta
che congiunge l’Atlantico al Pacifico passando a
nord del Canada) era spesso libero dai ghiacci,
ma l’ipotesi che l’intero Oceano Artico fosse to-
talmente privo di banchisa, sia pure solo d’estate,
non sembra essere sostenuta dai dati [13].
In effetti, più che la differenza tra la situazione
odierna ed il passato, ciò che davvero sbalordisce
nella ricostruzioni delle Figure 6 e 7 è la dram-
matica rapidità con cui una lenta tendenza al
raffreddamento arresta il suo corso e si trasfor-
ma in riscaldamento con ritmi di crescita senza
precedenti.
I geologi fissano a 11700 anni fa l’inizio dell’O-
locene (la più recente epoca geologica). L’evento
chemarca il confine con il precedente Pleistocene
è il termine dell’ultima fase glaciale. A partire
da circa tre milioni di anni fa il nostro pianeta
si trova in una era glaciale, durante la quale si
alternano delle fasi glaciali vere e proprie (come
quella terminata alla fine del Pleistocene) e delle
piùmiti fasi interglaciali (come quella che stiamo
vivendo).
Uno sguardo d’insieme all’alternanza di fasi
fredde e fasi più miti può essere ottenuto dalle
carote di ghiaccio dell’Antartide, le uniche così
profonde da permetterci di risalire con continui-
tà così indietro nel tempo da vedere l’alternanza
delle fasi glaciali. I paleoclimatologi misurano il
rapporto fra l’abbondanza nelle molecole d’ac-
qua di due isotopi stabili dell’ossigeno: 16O e
18O. Poiché le molecole contenenti 16O evapo-
rano un po’ più facilmente di quelle contenenti
18O, questo rapporto isotopico costituisce una
misura indiretta della temperatura dell’ambien-
te in cui si è formato il ghiaccio. Inoltre, piccole
bolle d’aria intrappolate nelle carote permettono
di misurare la concentrazione di CO2 presente
in atmosfera al momento della formazione della
bolla.
In questo modo si ottengono ricostruzioni co-
me quella mostrata in Figura 8, eseguita a partire
da carote di ghiaccio estratte da un altopiano
dell’Antartico chiamato Dome C. È evidente una
fortissima correlazione fra temperatura e concen-
trazione di CO2. Altrettanto evidente è l’alter-
nanza tra fasi glaciali ed interglaciali, con cicli
che durano approssimativamente centomila an-
ni. La ricostruzione mostra che durante alcuni
dei precedenti interglaciali i picchi di temperatu-
ra hanno raggiunto valori paragonabili a quelli
dell’Olocene. La domanda ovvia è se una ban-
chisa artica permanente fosse presente durante
quelle fasi interglaciali. La risposta non è affat-
to scontata. La ricostruzione delle temperature
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Figura 8: Differenze di tempera-
tura rispetto alla media dell’ulti-
mo millennio (linea superiore, sca-
la a destra) e concentrazione della
CO2 atmosferica (linea inferiore,
scala a sinistra) negli ultimi otto-
centomila anni, ricostruite dalle
carote di ghiaccio antartico del pro-
getto EPICA. La linea tratteggia-
ta quasi verticale mostra l’incre-
mento di CO2 dell’ultimo secolo.
Le “T” indicano il termine delle
fasi glaciali. I numeri indicano
la successione degli stadi marini
isotopici. Adattato da [14].
sulla base dei rapporti isotopici dell’ossigeno è
una procedura assai delicata, soggetta ad enormi
incertezze: molti altri fattori, oltre alla tempera-
tura, influenzano quel rapporto. Ma soprattutto
la ricostruzione si riferisce alle condizioni pre-
senti nel luogo dove si è formato il ghiaccio, ov-
vero l’Antartide. Ben pochi dettagli possiamo
dedurre sulle condizioni presenti agli antipodi,
nell’Artico.
Maggiori indizi possono essere ricavati dalle
evidenze geologiche sull’altezza del livello del
mare. Durante una fase glaciale si accumula così
tanta acqua nei ghiacciai che il livello del mare
si abbassa sensibilmente. Si stima che esso sia
calato di almeno 120 metri durante l’ultima fase
glaciale. Analogamente, evidenze geologiche di
un innalzamento del livello del mare segnalereb-
bero una fase con calotte glaciali più piccole di
quelle odierne. Si stima che se la calotta glacia-
le della Groenlandia si sciogliesse il livello del
mare potrebbe innalzarsi di quasi dieci metri. È
bene ricordare che il livello del mare non è in-
fluenzato dallo scioglimento della banchisa, in
quanto, galleggiando sull’acqua, essa già sposta
un volume di liquido pari a quello che avrebbe se
si sciogliesse (come è facile verificare osservando
un bicchiere contenente acqua e cubetti di ghiac-
cio: il livello rimane invariato mentre i cubetti si
sciolgono). Tuttavia, se la calotta di ghiaccio del-
la Groenlandia dovesse sciogliersi è impensabile
che nell’Oceano Artico possano mantenersi con-
dizioni tali da consentire la formazione di una
banchisa. Recenti studi [15] mostrano che duran-
te l’interglaciale 11 (Figura 8) il livello del mare
potrebbe essere salito proprio di una decina di
metri. Questo dato è soggetto a notevolissime
incertezze, e potrebbe essere smentito da studi
successivi. Di fatto, è l’unica evidenza che sugge-
risce uno scioglimento completo dei ghiacci artici
in uno dei precedenti interglaciali. L’ipotesi che
la copertura glaciale artica sia perdurata ininter-
rottamente per tutto il Pleistocene è sicuramente
ancora nell’ambito del possibile.
Che cosa ci riserva il futuro?
Il futuro è sempre nebuloso, ma chi sa leggere
il passato riesce a vedere più lontano degli altri.
Oscillazioni di circa cento parti per milione (fra
180 e 280 ppm) nella concentrazione atmosferica
di CO2 sono associate all’alternarsi delle fasi gla-
ciali ed interglaciali. Nell’ultimo secolo, a causa
delle emissioni legate al consumo di combustibili
fossili ed alle altre attività umane, la concentra-
zione di CO2 è balzata a 400 ppm (Figura 8). Ad
oggi, non ostante il Protocollo di Kyoto e gli altri
accordi internazionali, l’incremento dei gas ser-
ra non accenna ad arrestarsi. È evidente che ci
stiamo avventurando in una terra incognita.
Il primo segnale di un regime climatico senza
precedenti nell’Olocene sarà il completo sciogli-
mento estivo della banchisa artica. È del tutto
verosimile che ciò avverrà nell’arco delle nostre
vite. Già oggi l’Artico è un luogo molto diverso
rispetto a pochi decenni fa. In epoca sovietica
il passaggio a Nord-Est (cioè la rotta che collega
la Scandinavia allo Stretto di Bering passando
lungo la costa nord siberiana) era dominio di
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pochi rompighiaccio a propulsione nucleare. A
cominciare dal 2002, intermittentemente, il pas-
saggio è rimasto libero dai ghiacci alla fine del-
l’estate. Nel 2009 è cominciato lo sfruttamento
commerciale del passaggio. In estate decine di
navi mercantili, inizialmente in convoglio con un
rompighiaccio in testa, poi anche da sole, rispar-
miano migliaia di miglia marine viaggiando dal
Nord Europa all’Asia orientale attraverso l’Artico,
anziché passando per l’Oceano Indiano. Inoltre,
le condizioni assai meno rigide di un tempo han-
no permesso l’inizio di una intensa attività di
esplorazione petrolifera. La prima piattaforma
di trivellazione è stata inaugurata nel 2012 (su-
scitando le proteste di Greenpeace). Molte altre
la seguiranno.
Il ritiro della banchisa ha anche gravi conse-
guenze ecologiche. Quando un ambiente si tra-
sforma con questa rapidità le reti alimentari non
riescono ad adattarsi. La tundra Artica sta cam-
biando aspetto e comincia ad essere colonizzata
da alberi e cespugli. Fioriture estive di alghe fito-
planctoniche rendono disponibili grandi quanti-
tà di cibo per lo zooplancton e per consumatori
di rango superiore, ma in modo più intermitten-
te che in precedenza. La funzione regolatrice dei
mammiferi predatori (foche, volpi e orsi polari)
viene meno col declinare del loro numero [16].
Questi cambiamenti, tutti già in atto, possono
ancora essere considerati locali, limitati all’Ar-
tico. Dobbiamo preoccuparci? Gli orsi polari
e le foche sono animali interessanti e buffi, ma
pochi di noi riterrebbero giusto cambiare pro-
fondamente il proprio stile di vita per salvarli.
Ma se ciò che sta succedendo è solo l’inizio di
una catena di eventi che avranno ripercussioni
globali, l’intera questione deve essere vista sotto
una luce diversa.
Una primaminaccia risiede nel profondo della
tundra. Quando un organismo muore e viene
inglobato nel permafrost, il metano prodotto dai
processi di decomposizione rimane intrappolato
nel terreno ghiacciato. Analogamente, il meta-
no prodotto dai processi di decomposizione che
avvengono sul fondo delmare è sequestrato in so-
stanze gelatinose note come clatrati. Riscaldando
il permafrost o il fondo del mare, si produce un
rilascio di metano in atmosfera. Sfortunatamen-
te, il metano è un gas serra ancora più potente
della CO2. Questo costituisce una pericolosa re-
troazione positiva sul riscaldamento dell’Artico:
maggiore è il livello del riscaldamento, maggio-
re è la quantità di metano rilasciata in atmosfe-
ra, che, a sua volta, incrementa ulteriormente
il riscaldamento. Il livello di pericolo dipende
da quanto metano esattamente è immagazzinato
nella tundra e nell’oceano artico. Ma questo è un
dato assai difficile da stimare [17].
Sarebbe in un certo senso tranquillizzante po-
ter appurare con certezza che durante l’intergla-
ciale 11 la banchisa artica è davvero scomparsa e
che la calotta glaciale della Groenlandia si è sciol-
ta. Infatti, questo evento non ha impedito poi al
pianeta di ripiombare nella successiva fase glacia-
le, e quindi indicherebbe una relativamente facile
reversibilità degli effetti di un eventuale rilascio
dimetano. D’altra parte, le carote di ghiaccio non
mostrano bruschi aumenti delle concentrazioni
di metano all’apice dell’interglaciale 11, proba-
bilmente perché un processo di riscaldamento
diluito sull’arco di diecimila anni non può aver
prodotto concentrazioni di metano in atmosfera
altrettanto alte di quelle che potrebbe produrre
un riscaldamento di pari intensità che avvenga
in uno o due secoli. I pezzi di questo rompicapo
ancora non collimano bene insieme.
Una seconda minaccia è dovuta all’effetto del-
l’acqua dolce che si riverserebbe nell’Oceano
Atlantico in seguito ad un massiccio scioglimen-
to dei ghiacci. L’Atlantico si distingue nettamente
dal Pacifico in quanto al suo estremo settentrio-
nale l’acqua fredda e salata diviene così densa da
affondare e produrre masse d’acqua profonde,
che poi si spostano verso sud, in un viaggio che
dura molti secoli. Questa circolazione meridionale
potrebbe interrompersi in tempi relativamente
rapidi (qualche decennio) se un improvviso af-
flusso di acqua dolce dovesse diluire troppo la
salinità del Nord Atlantico. Il collasso della cir-
colazione meridionale produrrebbe una diminu-
zione del trasporto di calore dall’equatore ai poli
operato dall’Atlantico, ed un severa riorganizza-
zione della sua circolazione più superficiale, in
particolare la corrente del NordAtlantico, che è il
prolungamento della famosa corrente del Golfo
che riscalda le isole britanniche. Cambiamenti di
questa portata modificherebbero il clima dell’Eu-
ropa in modo drastico, e renderebbero i luoghi
in cui viviamo assai diversi da come sono oggi.
Per quanto ipotetica, la possibilità di un collasso
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della circolazionemeridionale dell’Atlantico è co-
sì verosimile che la ricerca di segnali precursori
è un attivo campo di studio [18].
La terza minaccia è legata all’innalzamento
del livello dei mari. Se si dovesse arrivare allo
stadio in cui i ghiacci artici fossero assenti an-
che d’estate, l’Artico salterebbe verso uno stato
molto più caldo dell’attuale (Figura 4). Lo scio-
glimento della calotta glaciale della Groenlan-
dia, che già oggi perde più ghiaccio di quanto
non se ne accumuli con le nevicate, accelerereb-
be fino a completarsi nel giro di qualche secolo.
Quand’anche si scoprisse che questo nuovo stato
è reversibile, il conseguente innalzamento dei
mari avrebbe comunque cambiato la geografia
del nostro pianeta.
In conclusione, se fra qualche decennio in esta-
te la banchisa artica si sarà sciolta completamen-
te, non si tratterà di una curiosità oceanografica.
Sarà il segnale che di lì a poco un nuovo mondo
potrebbe sostituirsi al vecchio.
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La lezione mancata
L’equazione di
Eulero–Lagrange
La teoria attrae la pratica come il magnete attrae il ferro.
Carl Friedrich Gauss
Rocco Chirivì Dipartimento di Matematica e Fisica “Ennio De Giorgi” - Università del Salento
L’equazione di Eulero–Lagrange èuno dei primi risultati del calco-lo delle variazioni classico. In
questa lezione la useremo per determina-
re l’espressione analitica della brachisto-
crona, della catenaria e per studiare le
geodetiche di semplici superfici.
Per illustrare di cosa si occupi la branca della ma-
tematica detta “calcolo delle variazioni” vedia-
mo per prima cosa tre fra i problemi che hanno
portato alla sua nascita. Si tratta di problemi di
ambito fisico, ma mentre i primi due sono stati
studiati nel periodo classico del calcolo delle va-
riazioni, l’ultimo è alquanto più complesso ed è
tipico della teoria del ventesimo secolo.
1. Qual è la curva che unisce due punti fissati,
lungo cui unamassa cade in tempominimo?
2. Quale forma assume una corda sospesa ai
suoi due estremi?
3. Se si immerge un filo di ferro, piegato lungo
una certa curva chiusa, in acqua saponata si
formauna superficie che ha il filo di ferro per
bordo; come si descrive questa superficie?
Vedremo in seguito che in tutti e tre i casi si
tratta della ricerca di un certo elemento, sia esso
una curva o una superficie, che rende minimo
un qualche valore. In questi termini il problema
è simile al calcolo del minimo di una funzione
su un intervallo. La differenza è che il valore
da minimizzare non dipende da una variabile
numerica ma da un oggetto più complesso: una
curva o una superficie. Questa differenza è es-
senziale e rende il calcolo delle variazioni così
interessante e difficile.
La brachistocrona
Il primo dei problemi sopra enunciati è detto
della brachistocrona ed è stato posto come sfida
alla comunità dei matematici, cosa usuale al tem-
po, da Johann Bernoulli nella rivista “Acta Eru-
ditorum” del 1696. Esso fu risolto da Newton,
Leibniz, L’Hospital, dallo stesso Johann Bernoul-
li e dal fratello Jakob Bernoulli; queste soluzioni
apparvero in un numero della stessa “Acta Eru-
ditorum” nell’anno successivo. Una curiosità: la
soluzione di Newton arrivò anonima, cosa giusti-
ficata dalla contesa in corso tra i matematici del
tempo per la paternità del calcolo infinitesimale;
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Johann Bernoulli parteggiava infatti per Leibniz
e Newton non voleva rispondergli direttamente.
La soluzione di Johann Bernoulli si basava sul-
la legge di Snell per la rifrazione e il principio di
Fermat secondo cui la luce viaggia lungo il cam-
mino più breve tra due punti. Quella di Jakob
Bernoulli, invece, era più geometrica e rappresen-
tò un primo approccio alla soluzione sistematica
di questo tipo di problemi.
x1 x2
b
a
f
Figura 1: Una brachistcrona.
Supponendo che i punti di arrivo e parten-
za abbiano coordinate (x1, a) e (x2, b) rispettiva-
mente e che la curva sia rappresentabile come il
grafico di una funzione derivabile f : [x1, x2] −→
R, il tempo impiegato a percorrere la curva sotto
la spinta della gravità è
J(f)
.
=
1√
2g
∫ x2
x1
(
1 + f ′(x)2
a− f(x)
)1/2
dx
dove g è l’accelerazione di gravità. Per ricavare
questa espressione osserviamo che in un generi-
co intervallo infinitesimale [x, x+ dx], la curva è
lunga (1+f ′(x)2)1/2 dxmentre la velocità a cui è
percorsa è (2g(a− f(x)))1/2 come si trova subito
dalla conservazione dell’energia.
Quindi, se Ω è l’insieme delle funzioni deri-
vabili su [x1, x2] con f(x1) = a e f(x2) = b,
abbiamo il funzionale su Ω
Ω 3 f J7−→ J(f) ∈ R
e il problema della brachistocrona è equivalente
a cercare un minimo per tale funzionale.
Si noti però che, sebbene dal punto di vista fi-
sico si possa intuire che esiste una traiettoria che
risolve il problema posto, non è assolutamente
chiaro come mai il funzionale ammetta un mini-
mo. E, inoltre, la scelta della classe delle funzioni
derivabili come insieme in cui cercare il minimo
potrebbe non essere quella naturale per il funzio-
nale J . Infatti tale funzionale potrebbe non avere
minimo in questa classe ed averne in una classe
più ampia, di funzioni meno regolari. D’altro
canto, in una classe più ampia J potrebbe avere
più minimi e questi potrebbero non essere accet-
tabili fisicamente. Torneremo su questo punto
ancora in seguito.
La catenaria
Il secondo dei problemi enunciati è detto del-
la catenaria. Il primo ad occuparsene fu Galileo
Galilei che diede una soluzione sbagliata, egli
pensava che la catenaria fosse un arco di conica.
Il problema venne poi risolto in maniera corretta
da Huygens, Leibniz e dai fratelli Bernoulli.
Anche questo problema è riconducibile alla
ricerca di un minimo. Supponiamo che la cor-
da sia appesa nei punti (x1, a) e (x2, b) e che la
sua forma sia rappresentabile come il grafico di
una funzione derivabile f : [x1, x2] −→ R. All’e-
quilibrio l’energia della corda sarà solo energia
potenziale e dovrà essere minima. Tale energia è
esprimibile, a meno di costanti, come
J(f)
.
=
∫ x2
x1
f(x)(1 + f ′(x)2)1/2 dx
Infatti, analogamente al caso precendete, abbia-
mo che in un intervallo infinitesimale [x, x+ dx]
la curva ha una massa proporzionale alla sua
lunghezza (1 + f ′(x)2)1/2 dx ed un’altezza data
da f(x).
Osserviamo però che, a differenza del pro-
blema precedente, la lunghezza della corda,
cioè
L(f)
.
=
∫ x2
x1
(1 + f ′(x)2)1/2 dx
è fissata, diciamo L(f) = `; abbiamo quindi un
vincolo che deve essere soddisfatto da f .
La catenaria è allora caratterizzata come la fun-
zione f dell’insieme Ω delle funzioni derivabili
su [x1, x2] tali che f(x1) = a e f(x2) = b per cui
L(f) = ` e che rende minimo J .
Come per la brachistocrona, non è per nulla
ovvio che J ammetta un (solo) minimo; benché,
anche qui, l’intuito fisico ci porta a pensare che
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x1 x2
b
a
f
Figura 2: Una catenaria.
la corda dovrà pur disporsi in qualche modo e
questa forma è necessariamente un minimo.
Il problema di Plateau
Il terzo problema prende il nome dal fisico belga
Joseph Plateau, che studiò la tensione superficia-
le. Un primo risultato fu ottenuto da Eulero nel
1744 che dimostrò come la superficie di rotazione
di area minima tra due circonferenze parallele si
ottenga da una catenaria.
In generale, data un’unione finita Γ di curve
chiuse in R3, consideriamo la classe Ω di tutte le
superfici S inR3 per cui: sia possibile definire l’a-
rea J(S), S abbia certe fissate condizioni di rego-
larità e tali che il bordo diS siaΓ. Possiamo allora
considerare il funzionale Ω 3 S 7−→ J(S) ∈ R
che associa ad S la sua area.
Una pellicola di acqua saponata che si formi
su un filo di ferro lungo Γ si svilupperà secondo
una superficie S che minimizza l’area J(S). Ma,
come visto con i problemi precedenti e, anzi, in
modo sostanzialmente più “selvaggio”, la super-
ficie S potrà essere molto poco regolare anche se
Γ è molto regolare.
D’altra parte, come al solito, se ammettiamo
superfici poco regolari in Ω allora potrebbero esi-
stere molti minimi per J . Ed ancora: la stessa
definizione di area J(S) per una superficie poco
regolare potrebbe essere problematica da defi-
nire (vedi l’articolo di Alessio Figalli in questo
stesso numero di Ithaca).
Come esempio di quanto detto consideriamo
la Figura 3: una superficie di area minima con
bordo Γ regolare (diffeomorfo ad una circonfe-
renza), ha una curva di punti singolari in cui
localmente si incontrano tre superfici ad ango-
lo di 2pi/3 radianti. (Si veda il sito [4] per al-
tre interessanti illustrazioni di superfici di area
minima.)
Questo esempio rende chiaro quanto la classe
delle possibili superfici tra cui cercare il mini-
mo sia problematica da definire; anzi, è questo
un punto centrale per i risultati sulle superfici
minime.
Come osservato per la prima volta da Meu-
snier nel 1785, una superficie minimizzante ha
curvatura media nulla. Non è però vero il vice-
versa, cioè non tutte le superfici con curvatura
media nulla di bordo Γ assegnato minimizzano
l’area. Infatti la condizione di avere curvatura
media è condizione necessaria per avere un mi-
nimo locale per J ma essa non è sufficiente. Tale
condizione è esattamente ciò che si ottiene im-
ponendo che la superficie considerata soddisfi
l’equazione di Eulero–Lagrange argomento della
prossima sezione.
Figura 3: Una superficie minima con punti singolari e
bordo regolare.
L’equazione di Eulero–Lagrange
In quanto segue ci poniamo un obiettivo molto
modesto: vogliamo dimostrare il primo risultato
classico del calcolo delle variazioni noto come
equazione di Eulero–Lagrange. Il teorema che
vedremo esprimerà una condizione necessaria
per avere un minimo di un funzionale definito
in termini integrali; tale condizione è data da
un’equazione differenziale.
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Sia [x1, x2] ⊂ R un intervallo fissato, con x1 <
x2 e sia
R3 3 (x, y, z) 7−→ F (x, y, z) ∈ R
di classe C2. Definiamo
J(f)
.
=
∫ x2
x1
F (x, f(x), f ′(x)) dx
e condideriamo il funzionale
Ω 3 f 7−→ J(f) ∈ R
sulla classe Ω delle funzioni f di classe C1 su
[x1, x2] per cui f(x1) = a e f(x2) = b. Ci propo-
niamo di trovare una condizione necessaria su f
per avere un minimo locale di J in Ω.
Il primo passo è dimostrare il seguente risulta-
to, detto lemma fondamentale del calcolo delle varia-
zioni. Esso garantisce che se una funzione annul-
la un’ampia classe di funzionali integrali allora
essa è identicamente nulla.
Lemma 1. Se f è continua in [x1, x2] e vale∫ x2
x1
f(x)h(x) dx = 0
per ogni h di classe C1 in [x1, x2] con h(x1) =
h(x2) = 0, allora f(x) = 0 per ogni x ∈ [x1, x2].
Dimostrazione. Supponiamo per assurdo che f
non sia identicamente nulla e sia x0 ∈ [x1, x2]
tale che f(x0) > 0 (il caso f(x0) < 0 è analogo,
basta considerare −f al posto di f ). Essendo f
continua, essa sarà positiva in un intorno di x0.
Questo ci permette di supporre che x1 < x0 < x2
senza perdita di generalità; inoltre, per lo stesso
motivo, esistono δ,  > 0 per cui f(x) >  per
ogni x ∈ (x0 − δ, x0 + δ) ⊂ [x1, x2].
Consideriamo ora la funzione h : [x1, x2] −→
R definita come (x − x0 + δ)2(x − x0 − δ)2 se
x0− δ < x < x0 + δ e 0 fuori da questo intervallo.
Essa rientra nelle ipotesi del lemma ma si vede
subito che∫ x2
x1
f(x)h(x) dx > 
∫ x0+δ
x0−δ
h(x)dx > 0
e abbiamo quindi un assurdo.
Prima di enunciare il teorema di questa lezione
vediamo una definizione: diciamo che f ∈ Ω è
un minimo locale di un funzionale J : Ω −→ R
se per ogni h : [x1, x2] −→ R di classe C1 con
h(a) = h(b) = 0 esiste un  > 0 per cui J(f +
th) ≥ J(f) per ogni 0 ≤ t < .
Teorema 2. Se la funzione f di classe C2 in [x1, x2]
è un minimo locale per il funzionale J allora f risolve
l’equazione di Eulero–Lagrange:
∂F
∂y
(x, f(x), f ′(x))− d
dx
∂F
∂z
(x, f(x), f ′(x)) = 0
Dimostrazione. Siahfissata di classeC1 in [x1, x2]
con h(x1) = h(x2) = 0; allora per ogni rea-
le t la funzione x 7−→ f(x) + th(x) è in Ω.
Consideriamo la funzione
R 3 t ϕ7−→ J(f + th) ∈ R
Essendo f unminimo locale di J ,ϕdeve avere un
minimo locale in 0. Inoltre J(f+th) è un integra-
le su un compatto di una funzione C1, quindi ϕ
è derivabile (rispetto a t); possiamo scambiare la
derivata e l’integrale per calcolare ϕ′. Abbiamo
quindi
0 = ϕ′(0)
= ddt |t=0
∫ x2
x1
F (x, f(x) + th(x),
f ′(x) + th′(x)) dx
=
∫ x2
x1
d
dt |t=0F (x, f(x) + th(x),
f ′(x) + th′(x)) dx
=
∫ x2
x1
(
∂F
∂y (x, f(x), f
′(x))h(x)+
∂F
∂z (x, f(x), f
′(x))h′(x)
)
dx
=
∫ x2
x1
(
∂F
∂y (x, f(x), f
′(x))+
− ddx ∂F∂z (x, f(x), f ′(x))
)
h(x) dx+[
∂F
∂z (x, f(x), f
′(x))h(x)
]x2
x1
=
∫ x2
x1
(
∂F
∂y (x, f(x), f
′(x))+
− ddx ∂F∂z (x, f(x), f ′(x))
)
h(x) dx
deve abbiamo usato l’integrazione per parti e os-
servato che le ipotesi suh(x) annullano il termine
fuori dall’integrale nell’ultimo passaggio.
Usando la generalità di h abbiamo la tesi dal
Lemma fondamentale.
Brachistocrona e cicloide
Vediamo ora come dall’equazione di Eulero–
Lagrange possiamo derivare che la brachistocro-
na è un arco di cicloide.
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Per questo problema il funzionale J è associato
alla funzione
F (x, y, z) =
(
1 + z2
y − a
)1/2
Possiamo supporre, a meno di una traslazione,
che x1 = 0 e a = 0. Allora l’equazione di Eulero–
Lagrange è, dopo varie semplificazioni,
f ′′(x) = −1 + f
′(x)2
2f(x)
Ora, una soluzione di questa equazione può
essere trovata in forma parametrica come{
x = λ(t− sin t)
y = λ(1− cos t)
con λ un numero reale fissato. È noto che que-
sta è la parametrizzazione di una cicloide. Il
valore della costante λ si determina imponen-
do la condizione che la curva passi per il punto
(x2 − x1, b− a).
Per verificare che abbiamo una soluzione con-
sideriamo la funzione t ϕ7−→ λ(t − cos t), osser-
viamo che ϕ è invertibile e che possiamo quindi
definire f(x) come λ(1− cosϕ−1(x)).
Usando la formula per la derivata della
funzione composta abbiamo
d
dxf|x0=ϕ(t0) = λ sin t0 · ddxϕ−1|x0=ϕ(t0)
= sin t01−cos t0
e analogamente troviamo
d2
dx2
f|x0=ϕ(t0) = −
1
λ(1− cos t0)
da ciò segue subito che la f così definita risol-
ve l’equazione differenziale di Eulero–Lagrange.
Per procedere osserviamo, senza dimostrazione,
che
1. la soluzione trovata è l’unica soluzione
dell’equazione differenziale in questione,
2. il funzionale J ammette almeno un minimo
locale.
Sebbene l’equazione di Eulero–Lagrange sia
solo una condizione necessaria, usando questi
due fatti possiamo concludere che la soluzione
data è il minimo cercato.
Catenaria e coseno iperbolico
L’equazione di Eulero–Lagrange permette di tro-
vare l’espressione analitica della catenaria e risol-
vere così il secondo problema. In realtà abbiamo
bisogno di una piccola variazione (che non di-
mostreremo) in quanto, come abbiamo notato, è
questo un problema con vincolo.
Analogamente a quanto visto per le funzioni,
introduciamo un moltiplicatore di Lagrange: sia
Φ(f)
.
= L(f)− `, in modo che il vincolo è Φ(f) =
0, e studiamo il funzionale senza vincoli
J˜(f)
.
= J(f)− λΦ(f)
=
∫ x2
x1
(f(x)− λ)(1 + f ′(x)2)1/2 dx+ λ`
dove λ sarà determinato nella soluzione impo-
nendo il vincolo (oltre ad imporre f(x1) = a e
f(x2) = b).
Il funzionale J˜ è associato alla funzione
F (x, y, z)
.
= (y − λ)(1 + z2)1/2
da cui ricaviamo subito che l’equazione di
Eulero–Lagrange è
(1 + f ′(x)2)1/2 =
d
dx
f ′(x)(f(x)− λ)
(1 + f ′(x)2)1/2
È possibile risolvere esplicitamente questa
equazione differenziale e trovare che
f(x) = α cosh
(x
α
+ β
)
+ λ
è una soluzione, dove α, β e λ sono tre costan-
ti; esse si ricavano imponendo le condizioni:
f(x1) = a, f(x2) = b e L(f) = `.
Non proviamo, come nel caso della brachisto-
crona, che si tratta dell’unica soluzione dell’e-
quazione di Eulero–Lagrange e che il funzionale
ammette almeno un minimo locale.
Usando ciò possiamo concludere che la
soluzione trovata è il minimo cercato, cioè
l’espressione analitica della catenaria.
Geodetiche
In questa ultima sezione vogliamo far vedere co-
me l’equazione di Eulero–Lagrange possa essere
usata per determinare le geodetiche di sempli-
ci superfici. Per ragioni di spazio saremo me-
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no rigorosi delle sezioni precedenti; il nostro
scopo è mostrare come l’equazione di Eulero–
Lagrange abbia applicazioni a problemi geome-
trici e non solo fisico–analitici come visto nelle
sezioni precedenti.
Sia Φ : R3 −→ R una funzione C∞ e sia
S
.
= {x ∈ R3 |Φ(x) = 0} la superficie di R3 de-
finita da Φ. Fissati due punti p, q di S sia Ω lo
spazio dei cammini da p a q, cioè l’insieme del-
le applicazioni γ di classe C∞ da [0, 1] in S con
γ(0) = p e γ(1) = q. Definiamo la lunghezza del
cammino γ come
L(γ)
.
=
∫ 1
0
|γ′(t)|dt
e l’energia del cammino γ come
E(γ)
.
=
∫ 1
0
|γ′(t)|2 dt
Diciamo che un cammino γ ∈ Ω è una geodeti-
ca di S da p a q se è un minimo locale in Ω del
funzionale lunghezza.
Come provato in [3] (Lemma 12.1) il funziona-
le energia assume il suo minimo sulle geodetiche
di lunghezza minima con parametro proporzio-
nale alla lunghezza d’arco (ciò segue essenzial-
mente dalla disuguaglianza di Schwarz). L’ener-
gia è un funzionale preferibile alla lunghezza in
quanto, di solito, porta ad equazioni differenziali
più semplici.
Si noti che siamo interessati al funzionale E in
Ω, cioè consideriamo solo i cammini da [0, 1] in
S e non tutte le applicazioni C∞ da [0, 1] in R3.
Dobbiamo quindi usare la versione dell’equazio-
ne di Eulero–Lagrange con vincolo come visto
nel caso della catenaria.
In particolare, osserviamo che il vincolo γ(t) ∈
S per ogni t ∈ [0, 1] può essere espresso come∫ 1
0
Φ2(γ(t)) dt = 0
Modifichiamo quindi il funzionale energia
definendo
E˜(γ)
.
=
∫ 1
0
(|γ′(t)|2 − λΦ2(γ(t))) dt
dove λ ∈ R è una costante da determinare. È
allora immediato verificare che l’equazione di
Eulero–Lagrange diventa
γ′′(t) = −λ
2
∇Φ(γ(t))
cioè, la derivata seconda di una geodetica è pa-
rallela al gradiente della funzione che definisce
la superficie, cioè è parallela alla normale alla
superficie. Si noti inoltre che γ′′ risulta quindi
essere parallela alla normale alla curva.
Vediamo ora alcuni esempi. Cominciamo con
il caso semplicissimo delle geodetiche del piano,
considerando il piano come l’ipersuperficie di
R3 definita da z = 0.
È chiaro che in questo caso le geodetiche so-
no segmenti, infatti l’equazione differenziale ora
scritta diventa
γ′′(t) = −λ(0, 0, 1)
e quindi γ(t) = −λ/2(0, 0, 1)t2+at+b. Imponen-
do che γ(t) sia nel piano definito z = 0 per ogni
t abbiamo λ = 0 e imponendo che il cammino
sia tra p e q abbiamo b = p e a = q − p. Abbiamo
quindi ritrovato che la curva più breve, e l’unica
geodetica, che congiunge p e q è il segmento.
Consideriamo ora il cilindro S =
{(x, y, z) |x2 + y2 = 1} con asse parallelo
all’asse z e raggio 1. Siano, ad esempio,
p = (1, 0, 0) e q = (1, 0, 1). L’equazione di
Eulero–Lagrange in questo caso diventa
γ′′x(t) = −λγx(t)
γ′′y (t) = −λγy(t)
γ′′z (t) = 0
e quindi abbiamo
γx(t) = A cos(ωt+ ϕ)
γy(t) = B sin(ωt+ ϕ)
γz(t) = at+ b
con ω = ±√λ e A, B, ϕ ∈ R. Imponendo le con-
dizioni γ(t) ∈ S, γ(0) = p e γ(1) = q otteniamo
a = 1, b = 0, ϕ = 0, A = B = 1 e λ = 4k2pi, k
naturale.
Si noti come in questo caso non abbiamo uni-
cità delle geodetiche: esistono infinite geodeti-
che date da eliche sul cilindro che partono da
p e compiono più giri intorno al cilindro prima
di raggiungere q. È però vero che c’è una so-
la geodetica di lunghezza (ed energia) minima
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corrispondente a k = 0, il segmento verticale
[0, 1] 3 t 7−→ (1, 0, t) ∈ S.
Come ultimo esempio consideriamo le geode-
tiche su una sfera S di raggio 1 in R3 tra i punti
p = (1, 0, 0) e q = (0, 1, 0). Il vincolo è dato da
Φ(x, y, z) = x2 + y2 + z2− 1 e il gradiente è quin-
di ∇Φ(x, y, z) = 2(x, y, z); l’equazione per una
geodetica è allora
γ′′(t) = −λγ(t)
le cui soluzioni sono
γx(t) = Ax cos(ωt+ ϕx)
γy(t) = Ay cos(ωt+ ϕy)
γz(t) = Az cos(ωt+ ϕz)
con ω = ±√λ. Imponendo le condizioni iniziali
e finali ricaviamo Ax = 1, Ay = 1, Az = 0, ϕx =
0, ϕy = pi/2 (ϕz qualsiasi) e λ = 4k2pi con k
naturale non nullo.
Vediamo che anche in questo caso non c’è unici-
tà per le geodetiche, ma tutte le geodetiche sono
circonferenze di raggio massimo, cioè nel piano
generato da p e q, che passano varie volte da p e
q in entrambi i sensi di rotazione.
Ovviamente c’è solo una geodetica di lunghez-
za minima assoluta, cioè l’arco [0, 1] 3 t 7−→
(cospit/2, sinpit/2, 0) ∈ S corrispondente a k =
1.
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