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Рассмотрим линейную автономную дифференциально-разностную систему ней-
трального типа с соизмеримыми запаздываниями ∑ : 
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где nx −  – вектор-столбец решения уравнения (1), ru − – вектор доступных измерению 
выходных величин, iii BAD ,, – постоянные матрицы соответствующих размеров, h<0  – 
постоянное запаздывание, начальная функция [ ] ),0,( nmh RD −∈ϕ , где [ ] ),0,( nmh RD −  – 
пространство абсолютно непрерывных функций.  
О п р е д е л е н и е  1 .  Начальную функцию ϕ  в (2) назовем полностью управляемой, 
если существуют момент времени 01 >t  и управление, ),(tu [ ]mhtt −∈ 1,0 , обеспечиваю-
щее ,0)( ≡tx 1tt ≥ , при ,0)( ≡tu mhtt −> 1 . 
Если полностью управляемы все начальные функции [ ] ),0,( nmh RD −∈ϕ , то систему 
∑  назовем полностью управляемой.  
Рассмотрим систему наблюдения 1∑  дифференциально-разностных уравнений ней-
трального типа: 
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где nz −  – вектор-столбец решения уравнения (3), my −  – вектор доступных измерению 
выходных величин, iiiiii BGACDQ ′=′=′= ,,  – постоянные матрицы соответствующих 
размеров, h<0  – постоянное запаздывание, 1t  – фиксированный достаточно большой 
момент времени. Начальная функция [ ] ),0,( nmh RD −∈η .  
О п р е д е л е н и е  2 .  Систему 1∑  назовем конструктивно идентифицируемой в на-
правлении ),( nHq RD −∈ , если найдутся момент времени 01 >t  и кусочно-непрерывная 
r – вектор-функция ],[),( 1tmhttv ∈ , для которой выполняется соотношение 
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каково бы ни было решение системы 1∑ , порожденное начальной функцией η . Если 
конструктивная идентифицируемость системы 1∑  возможна в любом направлении 
[ ] ),0,( nmhq RD −∈ , то систему 1∑  назовем полностью конструктивно идентифицируемой. 
Теорема 1. Если система наблюдения 1∑  конструктивно идентифицируема в направ-
лении p , то начальное состояние ϕ  двойственной системы управления ∑ , где 
]0,[),()( mhttqt −∈=ϕ , полностью управляемо посредством ],0[),()( 11 mhttttvtu −∈−−= . 
Если начальное состояние ϕ  системы ∑  полностью управляемо функцией 
],0[),( 1 mhtttu −∈ , то система 1∑  конструктивно идентифицируема в направлении 
),()( ttp η=  причем разрешающая функция ],[),()( 11 tmhtttutv ∈−−= . 
Теорема 2. Система Σ полностью конструктивно идентифицируема при достаточно 
большом тогда и только тогда, когда одновременно выполняются два условия: 
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где E  – еденичная матрица; C  – множество комплексных чисел,  
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Из теоремы 1 о двойственности задач полной управляемости и полной конструктив-
ной идентифицируемости вытекает критерий полной управляемости системы Σ. 
Теорема 3. Для полной управляемости Σ необходимо и достаточно, чтобы одновре-
менно выполнялись условия  
1) neBeDeCE
m
oi
ih
i
m
i
ih
i
m
i
ih
i =








+− ∑∑∑
=
−
=
−
=
− λλλ λλ ,rank
10
, C∈∀λ ,                    
2) [ ]=− LRRLL mn 1,...,,rank [ ].,,...,,rank 1 mnmn RLRRLL −  
В случае 1=m , 00 =B  теорема 3 совпадает с критерием полной управляемости, по-
лученным в [1]. 
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