Abstract. We develop a spectral factorization algorithm based on linear fractional transformations and on the Nevanlinna-Pick interpolation theory. The algorithm is recursive and depends on a choice of points (Zk, k 1, 2, ") inside the unit disk. Under a mild condition on the distribution of the zk's, the convergence of the algorithm is established. The algorithm is flexible and convergence can be influenced by the selection of Zk' S.
at least to the work of Caratheodory, Schur, Nevanlinna and Pick (see [7] ) and continues with the recent works of Adamjan, Arov and Krein [1], Sarason [24] , Sz. Nagy and Foias [20] , and Ball and Helton [3] which have extended the theory to a general operator theoretic setting. In engineering, interpolation theory has been used in a variety of problem areas. Passive circuit synthesis, optimal control, stability theory, representation and prediction theory for stochastic processes, and control theory are some of the engineering disciplines where interpolation theory of complex analytic functions has played a significant role. For these, see for example [10] , [11] , [18] , [19] , [25] , [26] and the references therein.
In the present work we use interpolation theoretic ideas and, in particular, linear fractional transformations to develop a general scheme for spectral factorization. Spectral factorization is a key problem in a variety of engineering fields, and has been investigated extensively. In particular, see [2] , [5] , [6] , [11] , [12] , [15] , [21] , [23] . The approach we have taken leads to a connection with ideas from interpolation theory and in particular to the use of linear fractional transformations. Our main contribution in this paper is a new and versatile theoretical algorithm for spectral factorization. However, numerical properties of this algorithm are not addressed here and will be pursued elsewhere.
(The case N 1 is known as Caratheodory-Schur interpolation.) The Nevanlinna-Pick recursion allows the solution, i.e., existence and characterization of all solutions, of this problem by iteratively reducing it to an equivalent one with fewer interpolation constraints. The general form of the solutions is then presented in is an arbitrary function in U that parametrizes the set of solutions.
With every function f in U, such that In Under fairly general conditions g can in fact be defined as a meromorphic function on the whole complex plane (see [8] ). This is certainly true for the important case where f is also a rational function, and this is precisely the case we consider in the present paper. [14] , [15] . The present work extends our earlier results to the Nevanlinna-Pick setting and gives rise to a general spectral factorization algorithm.
2. The Nevanlinna-Pick recursion. We begin with the following well-known lemma, which is simply an invariant formulation of Schwarz's lemma. This has provided an important tool in the theory of interpolation with complex analytic functions and was utilized in a masterful way in that context by Nevanlinna (see Garnett 13] 
valid throughout the complex plane.
Let now f be a rational U-function and j, k=2,3,..., be the sequence of U-functions obtained from fl and from a sequence of points (Zk, k 1, 2, ") via the Nevanlinna recursion. In view of (2.2), it is clear that fk+l is also a rational function.
Thus, the Nevanlinna recursion produces a sequence of rational functions fk, k 2, 3, o.
We now express the recurrence formulas (2.2, 2.4) in terms of fractional representations ak/bk for the functions fk, k 1, 2,"" ". First 
Zbk(Z)
Starting from a coprime fraction for fl al/bl, i.e., al and bl are polynomials with no common factor, define a sequence of pairs of functions (that will turn out to be polynomials) ( The maximum degree of the polynomials (ak, bk) never exceeds the maximum degree of the polynomials (a, bl). It follows immediately by comparison of (4.4) with (4.7). This property is known as J-unitarity; e.g., see [9] . (It follows directly by algebraic manipulations and the use of (4.5) and (4. where is a nonzero constant that can be taken to be positive. Also note that, as it was argued before on the basis of (4.9) and (4.7), (4 (4.14) d+(z)+(z) d(z)(z) for k 1, 2,. . . Now, if (1-z) is not a factor of (z), then we conclude from (4.13) and (4.14) that d+(z)=d(z) and n+(z)= (z). If (1--$kZ) is a factor of 'lk(Z), we only need to consider the case where g k 0.
In this case n('),() =0, which implies that Because of (4.16), the above expression is equal to zero, hence a+l(;) =0, and in fact (1-kz) is a factor of ak+l(Z). Clearly, even if (1-kz) is already a factor of dk(Z), the above can be used to show that ak+l(Z) is divisible by (1--kZ)dk(Z). In a similar way we conclude that (1--kZ)dk(Z) divides bk+l(Z). Therefore, dk+l(Z) (1--kZ)dk(Z), and from (4.14) we deduce that rlk+l(Z)(1--SkZ) 'Ok(Z).
This concludes the proof. [3 An immediate consequence of the above is that iffor no point in the sequence (Zk, k 1, 2," ") we have (1 kZ) as a factor of rll (z), then qk(Z)= r/,(Z) for k= 1,2,..., and also dk(Z)=--1 for all values of k. Alternatively, if all roots of r/l(Z), including multiplicities, have inverse complex conjugate values belonging to (Zk, k 1, 2," "), then after a finite number of steps we will have that dn(z dn+l(Z TI(Z for l= 1, 2,'' ", while r/,+t(z) 1.
However, regardless of how the points zk, k 1, 2,..., are chosen (provided a mild condition on their distribution is met), the polynomials ak(z) and bk(z) as k-->, tend to the zero polynomial and r/l(Z) respectively. This is the content of the next theorem. Proof. Let (4.18) ag(z)
Pl Z "1-p2z2.q. "1" pmz " [-" bk(Z) be a Taylor series for fk(Z) around the origin. Since )(z) is a rational function in U, it is analytic in and also continuous on the boundary (because of the rationality). .6) respectively.
3. Then as k-oo, bk(Z) approaches the spectral numerator of f(z) and Akbk(z)/b(z) approaches the canonical spectral factor off,(z). The choice of the sequence (Zk, k 1, 2, ") is arbitrary provided they do not converge too fast towards the boundary; i.e., condition (3.4) of the theorem is met. However, the choice of this sequence influences the speed of the convergence bk(Z) rt(z). But the convergence itself is guaranteed by the theorem. It appears that the choice of the Zk'S in the vicinity of the roots of rtl results in a relatively fast convergence. This may potentially be useful when r/ has roots on or very near the boundary of D. However, a thorough analysis of the numerical properties and speed of convergence will be pursued elsewhere. where r is a positive constant and (z) can be assumed to have no root in and to have value equal to one at the origin. Then r(z)/x(z) is called the canonical spectral factor of F(z), and (z) will be said to be the spectral numerator of F(z). 
