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Abstract
In this paper, exact number of solutions are obtained for the one-dimensional p-Laplacian in a class of two-point boundary value
problems. The interesting point is that the nonlinearity f is general form: f (u) = λg(u) + h(u). Meanwhile, some properties of
the solutions are given in details. The arguments are based upon a quadrature method.
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1. Introduction
Consider the following boundary value problem (BVP) with one-dimensional p-Laplacian:⎧⎪⎨
⎪⎩
−(φp(u′(x)))′ = λg(u(x))+ h(u(x)), a < x < b,
u(x) > 0, a < x < b,
u(a) = u(b) = 0,
(1.1)λ
where p > 1, φp(y) = |y|p−2y and (φp(u′))′ is one-dimensional p-Laplacian, g,h ∈ C[0,∞)∩C2(0,∞), and λ > 0
is a parameter.
The following assumptions will stand throughout this paper:
(H1) g,h ∈ C((0,+∞), (0,+∞)), g(0), h(0) 0, g,h are strictly increasing on [0,+∞);
(H2) limu→0+ g(u)up−1 = +∞, limu→+∞ h(u)up−1 = +∞;
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′(u)
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,
uh′(u)
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,
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′(u)
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are increasing on (0,+∞).
The purpose here is to obtain that BVP (1.1)λ has exactly two positive solutions for 0 < λ < λ∗, exactly one
positive solution for λ = λ∗ and no positive solution for λ > λ∗, where 0 < λ∗ < +∞. Moreover, we will show that
the solutions have some properties.
This paper is motivated by a well-known paper by A. Ambrosetti, H. Brezis, and G. Cerami [1] in which they
studied the combined effects of concave and convex nonlinearities to the exact structure of the solution curve for the
elliptic boundary value problem{−u = λuq + up, in Ω,
u = 0, on ∂Ω, (1.2)λ
where 0 < q < 1 < p, and Ω is a general bounded domain with smooth boundary ∂Ω . They obtained the existence
of two positive solutions of (1.2)λ for small λ > 0 by using sub- and supersolutions and variational arguments. They
raised an open problem concerning the exact structure of all solutions of⎧⎨
⎩
−u′′ = λuq + up, a  x  b,
u > 0, a < x < b,
u(a) = u(b) = 0,
(1.3)λ
or {−u′′ = λ|u|q−1u + |u|p−1u, a  x  b,
u(a) = u(b) = 0 (1.4)λ
(see problem (d) on p. 542 in [1]).
Generally, it is difficult to obtain the exact multiplicity results for nonlinear boundary value problems. See, e.g., [6–
11] for some previous studies in this area. Liu [2] solved this open problem. He studied the exact structure of positive
solutions of the problem (1.3)λ and (1.4)λ by using the quadrature method. Firstly by means of the transformation
v = λ− 1p−q u, μ = λ p−1p−q , (1.5)
he converted (1.3)λ and (1.4)λ into⎧⎪⎨
⎪⎩
−v′′ = μ(vq + vp), a  x  b,
v > 0, a < x < b,
v(a) = v(b) = 0,
(1.6)μ
and {−v′′ = μ(|v|q−1v + |v|p−1v), a  x  b,
v(a) = v(b) = 0, (1.7)μ
respectively. Then he converted the results obtained for (1.6)μ (or (1.7)μ) to the counterpart for (1.3)λ (or (1.4)λ).
In paper [3], Liu and Zhang study a more general problem⎧⎪⎨
⎪⎩
−v′′ = μ(vq + vp + kv), a  x  b,
v > 0, a < x < b,
v(a) = v(b) = 0,
(1.8)μ
and get more detailed results.
For the case where N = 1 and Ω = (−1,1), Addou et al. [4] and Sanchez and Ubilla [12] independently proved
exact multiplicity of positive solutions for a more general k-Laplacian problem{(
φk
(
u′(x)
))′ + λuq + up = 0, −1 < x < 1,
u(−1) = u(1) = 0, (1.9)λ
where k > 1, φk(y) = |y|k−2y and (φk(u′))′ is one-dimensional k-Laplacian. Using shooting method, for 0 < q <
k−1 < p, they proved the existence of some λ∗ > 0 such that (1.9)λ has exactly two positive solutions for 0 < λ < λ∗,
exactly one positive solution for λ = λ∗ and no positive solution for λ > λ∗.
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nonlinearity f (u) = λg(u) + h(u). To overcome the difficulties arising from f (u) = λg(u) + h(u), we construct a
function T (λ, s) and discuss the behavior of it by calculating its limit. We will show that the number of solutions of
BVP (1.1)λ is equal to the number of roots of a function defined by an integral and get the result by a careful analysis
of the function. The method is different to [1–12]. See Sections 2 and 3 of this paper for details.
2. Preliminaries
For convenience, we introduce the following symbols:
Let f (u) = λg(u)+h(u), G(u) = ∫ u0 g(s) ds, H(u) = ∫ u0 h(s) ds, F(u) = ∫ u0 f (s) ds, F = F(s)−F(u), θ(u) =
pF(u) − uf (u), θ = θ(s) − θ(u), f¯ = sf (s) − uf (u), θ¯ ′ = sθ ′(s) − uθ ′(u), f¯ ′ = s2f ′(s) − u2f ′(u).
Let g(u),h(u) satisfy (H1). Define T : (0,+∞) × (0,+∞) → (0,+∞) by
T (λ, s) =
s∫
0
[
λ
(
G(s) − G(u))+ (H(s) − H(u))]− 1p du. (2.1)
Then
T (λ, s) =
s∫
0
[
F(s) − F(u)]− 1p du.
In order to prove the main results, we need the following technical lemmas.
Lemma 2.1. T (λ, s) has continuous derivatives up to the second-order on (0,+∞) × (0,+∞) with respect to s and
T ′s (λ, s) =
1
p
1∫
0
[
λ
(
G(s) − G(st))+ (H(s) − H(st))]− p+1p
× {p[λ(G(s) − G(st))+ (H(s) − H(st))]− [s(λg(s) + h(s))− st(λg(st) + h(st))]}dt
= 1
ps
s∫
0
F
− p+1
p
(
θ(s) − θ(u))du, (2.2)
T ′′s (λ, s) =
1
p
1∫
0
−p + 1
p
[
λ
(
G(s) − G(st))+ (H(s) − H(st))]− 2p+1p [λ(g(s) − tg(st))+ (h(s) − th(st))]
× {p[λ(G(s) − G(st))+ (H(s) − H(st))]− [s(λg(s) + h(s))− st(λg(st) + h(st))]}
+ [λ(G(s) − G(st))+ (H(s) − H(st))]− p+1p {p(λ(g(s) − tg(st))+ (h(s) − th(st)))
− [λ(g(s) − tg(st))+ (h(s) − th(st))+ s(λ(g′(s) − t2g′(st))+ (h′(s) − t2h′(st)))]}dt
= 1
ps2
s∫
0
F
− 2p+1
p
(
−p + 1
p
θf¯ + Fθ¯ ′
)
du. (2.3)
Proof. Letting u = st , then for s > 0, we have
T (λ, s) = s
1∫
0
[
λ
(
G(s) − G(st))+ (H(s) − H(st))]− 1p dt
= s
1∫ [
F(s) − F(st)]− 1p dt. (2.4)
0
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s
[
λ
(
G(s) − G(st))+ (H(s) − H(st))]− 1p = s1− 1p [λg(θ1s + (1 − θ1)st)+ h(θ2s + (1 − θ2)st)]− 1p (1 − t)− 1p
 C(s)(1 − t)− 1p , (2.5)
where θ1, θ2 ∈ [0,1],C(s) depends only on s. By similar calculation, there exist C1(s) such that the integrand in
T ′s (λ, s) or in T ′′s (λ, s) is less than C1(s)(1 − t)−
1
p , respectively. This implies that each singular integral in (2.2), (2.3)
converges uniformly with respect to s ∈ (0,+∞). Therefore, T (λ, s) has continuous derivatives up to the second-order
on [0,+∞) × (0,+∞) about s. And then T ′s (λ, s) and T ′′s (λ, s) have expressions (2.2) and (2.3), respectively. 
Lemma 2.2. T (λ, s) is strictly decreasing on (0,+∞) × (0,+∞) about λ.
Proof. It is easy obtained by (2.1) and (H1). 
Lemma 2.3. Let (H1), (H2) hold. Then for s > 0,
(1) limλ→+∞ T (λ, s) = 0,
(2) lims→0+ T (λ0, s) = lims→+∞ T (λ0, s) = 0 for fixed λ0 ∈ (0,+∞).
Proof. Beginning with (1). By (H2) we have lims→0+ g(s)sp−1 = +∞, then for small s > 0, there exists Ms > 0 such that
Ms → +∞(s → 0+) and g(su)(su)p−1 Ms for u ∈ [0,1]. Combining this with g(s) > 0 for s > 0, we have for t ∈ [0,1],
G(s) − G(st)
sp
=
1∫
t
g(su)
sp−1
du =
1∫
t
g(su)
(su)p−1
up−1 duMs
1∫
t
up−1 du = Ms
p
(
1 − tp). (2.6)
On the other hand, by (H1) and (2.4), we have
T (λ, s) λ−
1
p
1∫
0
s
(
G(s) − G(st))− 1p dt
 λ−
1
p
1∫
0
(
G(s) − G(st)
sp
)− 1
p
dt

(
p
λMs
) 1
p
1∫
0
(
1 − tp)− 1p dt
=
(
p
λMs
) 1
p × k1 → 0
(
s → 0+), (2.7)
where k1 =
∫ 1
0 (1 − tp)−
1
p dt .
Since lims→+∞ h(s)sp−1 = +∞, then for large s > 0, there exists Ns > 0 such that Ns → +∞ (s → +∞), and for
u ∈ [ 12 ,1], h(su)(su)p−1 Ns . Combining this with h(s) > 0 for s > 0, we have for t  12 ,
H(s) − H(st)
sp
=
1∫
t
h(su)
sp−1
du =
1∫
t
h(su)
(su)p−1
up−1 duNs
1∫
t
up−1 du = Ns
p
(
1 − tp). (2.8)
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T (λ, s)
1∫
0
s
(
H(s) − H(st))− 1p dt
 2
1∫
1
2
(
H(s) − H(st)
sp
)− 1
p
dt
 2
(
p
Ns
) 1
p
1∫
1
2
(
1 − tp)− 1p dt
= 2
(
p
Ns
) 1
p × k2 → 0 (s → +∞), (2.9)
where k2 =
∫ 1
1
2
(1 − tp)− 1p dt . By (2.7) and (2.9), for any  > 0, there exist s2 > s1 > 0 such that, for s < s1, s > s2,
we have for λ > 0,
T (λ, s) < . (2.10)
Choosing c > 0 such that for s1  s  s2,
1∫
0
s
(
G(s) − G(st))− 1p dt  c,
then T (λ, s) cλ−
1
p for s1  s  s2, λ > 0. Combining this with (2.10) we have for s ∈ (0,+∞),
lim
λ→+∞T (λ, s) = 0.
It remains to prove (2). It is easy obtained from (2.9) and (2.10). 
Lemma 2.4. Let (H1)–(H3) hold. Then for s ∈ (0,+∞),
max
0us
(
f¯
F
)∣∣∣
u=s =
f (s) + sf ′(s)
f (s)
.
Proof. For fixed λ0 ∈ (0,+∞), let e(u) = (λ0g′(u)+h′(u))uλ0g(u)+h(u) . First we prove e(u) is increasing on (0,+∞).
By (H3), we have
ug(u)g′′(u) + g(u)g′(u) − ug′(u)g′(u) > 0, ∀u ∈ (0,+∞), (2.11)
uh(u)h′′(u) + h(u)h′(u) − uh′(u)h′(u) > 0, ∀u ∈ (0,+∞), (2.12)
g′(u)h(u) + ug′′(u)h(u) − ug′(u)h′(u) > 0, ∀u ∈ (0,+∞), (2.13)
h′(u)g(u) + uh′′(u)g(u) − uh′(u)g′(u) > 0, ∀u ∈ (0,+∞). (2.14)
Therefore, for u ∈ (0,+∞), we obtain
(
e(u)
)′ =
(
(λ0g′(u) + h′(u))u
λ0g(u) + h(u)
)′
= (λ0g(u) + h(u))−2{(λ0g′(u) + h′(u))(λ0g(u) + h(u))
+ u(λ0g′′(u) + h′′(u))(λ0g(u) + h(u))− u[λ0g′(u) + h′(u)]2}
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+ [uh(u)h′′(u) + h(u)h′(u) − uh′(u)h′(u)]+ λ0[g′(u)h(u) + ug′′(u)h(u) − ug′(u)h′(u)]
+ λ0
[
h′(u)g(u) + uh′′(u)g(u) − uh′(u)g′(u)]> 0, (2.15)
which implies that e(u) is strictly increasing on (0,+∞).
Secondly, let
P(u) = f (u) + uf
′(u)
f (u)
= 1 + uf
′(u)
f (u)
= 1 + e(u).
From (1), for 0 < u < s, s ∈ (0,+∞), we have
P(s) − P(u) > 0. (2.16)
Now we prove the maximum of f¯
F
on (0, s] reached at u = s. Let f¯
F
reaches its maximum at u0 ∈ (0, s).
Then(f¯
F
)′|u=u0 = 0 and
f (u0)
[
sf (s) − u0f (u0)
]− [F(s) − F(u0)][u0f ′(u0) + f (u0)]= 0.
Hence
sf (s) − u0f (u0)
F (s) − F(u0) =
u0f ′(u0) + f (u0)
f (u0)
,
i.e., f¯
F
|u=u0 = P(u0).
So, for any s ∈ (0,+∞), by (2.16) we have
f¯
F
∣∣∣
u=u0
= P(u0) < P (s) = f¯
F
∣∣∣
u=s ,
which is a contradiction. Combining this with the continuity of f¯
F
, for s ∈ (0,+∞), we obtain
max
0us
f¯
F
= f¯
F
∣∣∣
u=s =
sf ′(s) + f (s)
f (s)
. 
Lemma 2.5. Assume (H1)–(H3) are satisfied. Then, for s ∈ (0,+∞),
min
0us
f¯ ′
f¯
= f¯
′
f¯
∣∣∣
u=0 =
sf ′(s)
f (s)
.
Proof. By (H1), we have (sf (s))′ = f (s) + sf ′(s) = (λ0g(s) + h(s)) + s(λ0g′(s) + h′(s)) > 0 for s ∈ (0,+∞) and
then for 0  u  s, sf (s) − uf (u) > 0, i.e., for 0 < u < s, f¯ > 0. Combining this with (2.16), for s ∈ (0,+∞),
0 < u < s, we have
f¯ ′
f¯
− f¯
′
f¯
∣∣∣
u=0 =
uf (u)[sf ′(s)/f (s) − uf ′(u)/f (u)]
sf (s) − uf (u)
= uf (u)(P (s) − P(u))
sf (s) − uf (u) > 0. (2.17)
In addition,
f¯ ′
f¯
∣∣∣
u=s = limu→s
s2f ′(s) − u2f ′(u)
sf (s) − uf (u) =
2sf ′(s) + s2f ′′(s)
f (s) + sf ′(s) .
Since f ∈ C2(0,+∞) and P ′(u) > 0, for s ∈ (0,+∞), we have
f¯ ′
¯
∣∣∣ − f¯ ′¯
∣∣∣ = sP ′(s)f (s)′ > 0, (2.18)f u=s f u=0 f (s) + sf (s)
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min
0us
f¯ ′
f¯
= f¯
′
f¯
∣∣∣
u=0 =
sf ′(s)
f (s)
. 
Lemma 2.6. Assume (H1)–(H3) are satisfied. Then for fixed λ0 ∈ (0,+∞), T (λ0, s) has only one critical point s0
which is a maximum point and
T ′s (λ0, s) > 0, ∀s ∈ (0, s0), T ′s (λ0, s) < 0, ∀s ∈ (s0,+∞). (2.19)
Proof. Let M = max0us f¯F , m = min0us f¯
′
f¯
. From Lemmas 2.4 and 2.5, we have M − m = 1. Since θ =
θ(s)− θ(u) = pF −f¯ , θ¯ ′ = (p − 1)f¯ −f¯ ′, and we still use these symbols given above when λ is replaced
by λ0, we have
T ′′s (λ0, s) +
M
ps
T ′s (λ0, s) =
s∫
0
M/p[pF 2 − f¯F ] + p+1
p
f¯ 2 − 2f¯F − f¯ ′F
ps2F
2p+1
p
du. (2.20)
Let Q = M/p[pF 2 − f¯F ] + p+1
p
f¯ 2 − 2f¯F − f¯ ′F , μ = f¯
F
and Γ (s) = sf (s) − (p/p + 1)F (s),
then by (H1), for s ∈ (0,+∞), we have
Γ ′(s) = (1/p + 1)[f (s) + (p + 1)sf ′(s)]
= (1/p + 1)[(λ0g(s) + h(s))+ (p + 1)s(λ0g′(s) + h′(s))]> 0,
and then [sf (s) − p/p + 1F(s)] − [uf (u) − p/p + 1F(u)] > 0 for 0 < u < s < ∞.
Therefore, for 0 < u < s < ∞, we have
sf (s) − uf (u)
F (s) − F(u) >
p
p + 1 ,
i.e.,
μ = f¯
F
>
p
p + 1 .
Hence
Q = F 2
[
M − M
p
f¯
F
+ p + 1
p
(
f¯
F
)2
− 2f¯
F
− f¯
′
F
]
F 2
[
p + 1
p
μ2 − μ(2 + m + M/p) + M
]
= F 2
[
p + 1
p
μ2 − μ
(
p + 1
p
M + 1
)
+ M
]
= p + 1
p
F 2(μ − M)
(
μ − p
p + 1
)
. (2.21)
Since p
p+1 < μM , we have Q 0 and then for s ∈ (0,∞),
T ′′s (λ0, s) +
M
ps
T ′s (λ0, s) < 0.
Combining this with Lemmas 2.1 and 2.3, we have T (λ0, s) has only one critical point s0 for fixed λ0 ∈ (0,+∞),
which is a maximum point and (2.19) is satisfied. 
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In this section, we apply Lemmas 2.1–2.6 to establish the exact number of solutions for BVP (1.1)λ.
Theorem 3.1. Assume (H1)–(H3) are satisfied. Then there exists 0 < λ∗ < +∞ such that
(1) (1.1)λ has no solution for λ > λ∗;
(2) (1.1)λ has exactly one nontrivial solution for λ = λ∗;
(3) (1.1)λ has exactly two nontrivial solutions uλ,1(x) and uλ,2(x) for 0 < λ < λ∗, and uλ,1(x) < uλ,2(x).
Proof. Let u(x) be a solution of (1.1)λ. Then it is well known that u(x) takes its maximum at c = a+b2 , u(x) is
symmetric with respect to c, u′(x) > 0 for a  x < c and u′(x) < 0 for c < x  b. Hence (1.1)λ is equivalent to the
following problem defined on [a, c]:⎧⎪⎨
⎪⎩
−(φp(u′(x)))′ = λg(u(x))+ h(u(x)), a < x < c,
u(x) > 0, a < x < c,
u(a) = u′(c) = 0.
(3.1)λ
Multiply the first equality with u′(x) and integrate it from x to c, then
p − 1
p
(
u′(x)
)p = F (u(c))− F (u(x)). (3.2)λ
Denote u(c) by s, take p-square root of (3.2)λ and then integrate it from a to x, it leads to
u(x)∫
0
[
F(s) − F(t)]− 1p dt =
(
p
p − 1
)− 1
p
(x − a). (3.3)λ
Choose x to be c in (3.3)λ we get that
T (λ, s) =
s∫
0
[
F(s) − F(t)]− 1p dt =
(
p
p − 1
)− 1
p
(
b − a
2
)
. (3.4)λ
On the other hand, for given λ ∈ (0,+∞), if s satisfies (3.4)λ, then (3.3)λ defines a function u(x) on [a, c]
with u(c) = s, and it is easy to see that u(x) is a solution of (3.1)λ. Therefore the number of solutions of (3.1)λ
is equal to the number of s satisfying (3.4)λ. According to Lemma 2.6, for given λ0 there exists a number s0 such
that T ′s (λ0, s0) = 0, T ′s (λ0, s) > 0 for s ∈ (0, s0) and T ′s (λ0, s) < 0 for s ∈ (s0,+∞). By the continuity of T (λ, s),
there exist small λ1 > 0, s1 ∈ (0, s0) such that T (λ1, s1) = ( pp−1 )−
1
p ( b−a2 ). From (1) of Lemma 2.3, for large λ > 0,
T (λ, s) = ( p
p−1 )
− 1
p ( b−a2 ) has no nontrivial solution. Combining this with Lemma 2.6 there exists λ
∗ > 0 such that
T
(
λ∗, s
)= max
s∈(0,+∞)
T (λ, s) =
(
p
p − 1
)− 1
p
(
b − a
2
)
.
Hence there is no s satisfying (3.4)λ for λ > λ∗; there is exactly one s satisfying (3.4)λ for λ = λ∗ and there are
exactly two s satisfying (3.4)λ for 0 < λ < λ∗. The proof is complete. 
Remark 3.1. If we denote the two solutions of BVP (1.1)λ by uλ,1(x) and uλ,2(x), similar to the proof of [2] and [3],
we can prove that they have the following properties:
(1) uλ1,1(x) < uλ2,1(x) for 0 < λ1 < λ2  λ∗ and a < x < b;
(2) uλ1,2(x) > (λ1λ2 )
1
p uλ2,2(x) for 0 < λ1 < λ2  λ∗ and a < x < b; ‖uλ1,2‖ > ‖uλ2,2‖ for 0 < λ1 < λ2  λ∗, where‖u‖ = maxx∈[a,b] |u(x)|;
(3) uλ,1 and uλ,2 are continuous from (0, λ∗] to C2[a, b].
792 M. Feng et al. / J. Math. Anal. Appl. 338 (2008) 784–792Remark 3.2. If (H2) is replaced by limu→+∞ g(u)up−1 = +∞, limu→0+ h(u)up−1 = +∞, then Theorem 3.1 is still held.
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