Abstract-The technical note considers a problem of model reduction for a class of uncertain systems with structured norm bounded uncertainty. The technical note introduces controllability and observability Gramians in terms of certain parameterized algebraic Riccati inequalities. Based on these Gramians, three model reduction approaches are investigated for the underlying uncertain systems.
I. INTRODUCTION
Model reduction is an important aspect of linear systems theory. One commonly applied model reduction method for linear time invariant (LTI) systems is balanced truncation [1] . By means of balancing controllability and observability Gramians, a reduced order model is constructed together with an a priori error bound; e.g., see [2] - [4] . In [5] , it was shown that generalized controllability and observability Gramians can also be used to characterize H 1 model reduction problems. For unstable systems, LQG balanced truncation was proposed in [6] ; see also [7] . Being a closed-loop balancing approach, LQG balanced truncation removes a stability requirement in balanced truncation and H 1 model reduction methods.
Uncertain systems commonly arise in robust control theory; e.g., see [8] , [9] . Model reduction methods for uncertain systems are very useful in the design of practical robust control systems in which the dimension of controllers needs to be limited. In discrete-time cases, balanced truncation for uncertain systems can be traced back to [10] , [11] within the framework of linear fractional transformations (LFTs). In [12] , [13] , balanced model reduction was extended to linear time-varying (LTV) systems. In continuous-time cases, model reduction for linear parameter-varying (LPV) systems was proposed in [14] , [15] . Closely related problems, such as approximation, truncation and simplification of uncertain systems were presented in [16] , [17] .
In [18] , [19] , problems of controllability and unobservability were investigated for a class of structured uncertain systems in which the uncertainty is described by Integral Quadratic Constraints (IQCs). These results motivate the question as to whether model reduction methods, based on controllability and observability Gramians, can be obtained for uncertain systems. In this technical note, we study model reduction problems for continuous-time uncertain systems modeled by an LFT representation, as a counterpart to corresponding results for discrete-time uncertain systems [10] , [11] . We consider uncertain systems with norm bounded uncertainty rather than the IQC uncertainty description considered in [18] - [20] . This enables us to construct generalized Gramians and develop a series of model reduction methods for uncertain systems. These methods are balanced truncation and H1 model reduction for robustly stable uncertain systems, and LQG balanced truncation for uncertain systems which are not robustly stable.
The main contribution of this technical note is to characterize generalized observability and controllability Gramians for continuous-time uncertain systems with structured norm bounded uncertainty by means of parameterized Riccati inequalities, and to develop a systematic general framework for reducing the dimension of uncertain systems. We present a balanced truncation model reduction method for the underlying uncertain systems and derive its error bounds. These results extend existing results for LTI systems [1] - [4] and discrete-time uncertain systems [11] , [21] to this class of systems. The results also verify those in [16] in the context of IQCs when a norm bounded uncertainty setting is adopted. In particular, the second error bound developed considers different uncertainties in the original and the reduced uncertain system, and provides a Hausdorff distance between the two uncertain systems.
H 1 model reduction for uncertain systems is also investigated. Analogous to [5] , a sufficient condition for the existence of a reduced order model is provided which involves the underlying Gramians together with a rank constraint. It turns out that our method, compared to the related results in [15] , is less computationally demanding since [15] solves 2 0 2 ( is the number of vertices of the underlying polytope) more matrix inequalities. LQG balanced truncation is proposed for uncertain systems which are not robustly stable, as a counterpart to the results in [6] . Similarly, a coprime factorization technique was used in [22] for discrete-time unstable systems. However, the results in [22] rely on an assumption that one of the system matrices is of full column rank. Our results overcome this restriction and provide a more general solution to constructing reduced-order uncertain systems. It is worth noting that the same framework has been further developed in [23] to construct contractive coprime factorizations for continuous-time uncertain systems and to derive a corresponding model reduction algorithm, without the full rank assumption.
In this technical note, we also present a tutorial overview of model reduction methods for uncertain systems and aim to provide insight into these methods from a Gramian-based point of view. Note that the proposed balanced truncation and H 1 model reduction approaches face some computational and scalability difficulties. However, the problem of overcoming these difficulties is beyond the scope of this technical note, and may be a topic for future research. 
Lemma 3: (see [24] ) The uncertain system (1) 
III. CONTROLLABILITY AND OBSERVABILITY GRAMIANS As is well known, the controllability and observability Gramians play very important roles in LTI balanced truncation approaches to model reduction; see [1] . In this section, we introduce generalized Gramians for the uncertain system (1), as defined below.
Definition 4:
The matrices S > 0, P > 0 are said to be generalized controllability or observability Gramian 1 , respectively, for the uncertain system (1) if the following inequalities hold: 
In [18] , [19] , issues of robust controllability and unobservability for uncertain linear systems with structured uncertainty were discussed in the framework of IQCs. In these references, LTV systems with nonlinear uncertainties were studied, and parameterized Riccati differential equations were derived to characterize robust controllability and unobservability of uncertain systems. In this section, we will apply the ideas in [18] , [19] to the uncertain system (1) (6)
where S > 0, P > 0, and 3 c 2 P P P 2 2 2 , 3 o 2 P P P 2 2 2 are such that 3 01 c 0 (6) and (7) 
The following example shows that S in (6) or (8) is analogous to the LTI controllability Gramians. A similar result also holds for P in (7) or ( Solutions to (6)- (7) or (8)- (9) are closely related to generalized Gramians for the uncertain system (1). Before showing this, it is necessary to address the feasibility of the inequalities (6)- (7).
Theorem 6: The following statements are equivalent: (i) The uncertain system (1) is robustly stable.
(ii) The Riccati inequality (6) admits a solution S > 0 for some 3 c 2 P P P 2 2 2 .
(iii) The Riccati inequality (7) admits a solution P > 0 for some 3o 2 P P P 2 2 2.
Proof: We only prove the equivalence between (i) and (ii).
(ii) ) (i): (3) holds with X = S 01 , 2 = 3c by using (8) . Then (i) follows using Lemma 3. (10) Let X = (S) 01 , 2 = 01 3c, and substitute these values into (10) .
From this, it is not difficult to derive (8) , and thus (6) holds.
The following theorem relates (6) and (7) to the generalized controllability and observability Gramians for the uncertain system (1), as defined in Definition 4.
Theorem 7:
If there exist S > 0, P > 0, 3 c 2 P P P 2 2 2 , 3 o 2 P P P 2 2 2 solving ARIs (6), (7), then S, P are generalized controllability and observability Gramians for the uncertain system (1 
IV. BALANCED TRUNCATION
It is shown that solutions to ARIs (6)- (7) are generalized Gramians for G1 in (1). Consequently, traditional balanced truncation technique for model reduction can be applied. Firstly, we present a method to solve ARIs (6)- (7). By using the Schur complement twice and letting 3c = 3 01 c , (6)- (7) can be transformed into Linear Matrix Inequalities (LMIs), as in the following propositions. 
then S is a generalized controllability Gramian for the uncertain system (1).
Proposition 9:
If there exist matrices P > 0 and 3o 2 P P P 2 2 2 solving the following LMI:
then P is a generalized observability Gramian for the uncertain system (1). Note that solutions to LMIs (11) and (12) are not unique. A possible heuristic is, taking (11) for example, to solve the following Semi-Definite Programming (SDP) problem: minimize trace(S), subject to (11); see e.g., [24] . Here the objective function is chosen such that, in the absence of uncertainty, the solution leads to the standard controllability Gramian.
Definition 10: An uncertain system of the form (1) is said to be balanced if it has generalized observability and controllability Gramians which are identical diagonal matrices. The diagonal entries are then referred to as generalized Hankel singular values for the uncertain system.
We summarize the proposed model reduction algorithm as follows. Procedure 11 (Balanced Truncation): 1) Solve LMIs (11) and (12), or the associated SDP problems, to obtain generalized Gramians S > 0, P > 0.
2) Balance S, P by constructing a state transformation matrix T [2] such that TST 3 = (T 01 ) 3 PT 01 = 6 = diag(61; 62) = diag( 1 ; .. .; n ) (13) where 1 Proof: It is easy to show that G r1 satisfies (6) and (7) with balanced Gramian 6 1 . Therefore, G r1 is balanced from Theorem 7, and robustly stable from Theorem 6. As for the bound in (14) , the proof is analogous to that of Theorem 13, and thus omitted here.
In the above theorem, we assume that the original system and the reduced system have identical uncertainties. If different uncertainties are allowed, the error bound will require an additional term determined by 3 c , 3 o , as to be shown below. . Note that (11) and (12) are equivalent to the following two matrix inequalities, respectively: 
A. Connection to Discrete-Time Cases
Following [11] , [16] , we include a passive integral operator 1p = 
Using the discrete-time results in [10] , [11] , the Lyapunov inequality associated with generalized controllability Gramian for discrete-time systems in Fig. 1(b) is (6) is related to generalized controllability Gramians for our continuous uncertain systems. This derivation illustrates the connection between our continuous-time results and those in [11] for discrete-time systems, and provides a different perspective on our balanced truncation approach.
V. H1 MODEL REDUCTION
As shown in [24, Theorem 4.20] , for a nominal system without uncertainties, generalized Gramians can be used to characterize H 1 model reduction problems; see also the original paper [5] . This is also true for our uncertain system (1), as stated in the following theorem. is shown in Fig. 2(a) , which is equivalent to the one shown in Fig. 2 (b)
. Now the result of the theorem can be proved by using [26, Theorem 5.1] for an equivalent LPV H1 synthesis problem. Remark 16: Note that (6), (7) and (19) are equivalent to (11), (12) and the conditions below 
Those are referred to as rank constrained LMIs and can be solved by LMIRank [27] .
VI. LQG BALANCED TRUNCATION
The balanced truncation and H1 model reduction techniques introduced above require uncertain systems be robustly stable. An LQG balanced truncation approach, taking into account closed-loop control considerations, was presented in [6] to overcome the stability requirement for LTI systems. In this section, we apply this approach to the uncertain system (1) .
Suppose that the uncertain system (1) It is shown that LQG control and filter algebraic Riccati equations or inequalities are closely related to coprime factorization problems [8] , [25] and some special H2 control problems [28] , [29] . In what follows, we will establish these connections and provide a numerical approach to obtain solutions to Riccati inequalities (21) and (22) . Motivated by [28] , [29] , the filter Riccati inequality (22) is related to an output injection H 2 problem. This problem involves finding an observer gain L, such that kF l (G OI1 ;L)k H < with a given > 0. This implies that S 01 satisfies (22) .
The following result on the control Riccati inequality (21) can be obtained similarly. verifies (21) . Note that solutions to LMIs (25) and (26) are not unique. A possible heuristic is, taking (25) for example, to solve the following SDP problem: minimize trace(Z), subject to (25) and Z I n I n S > 0; see e.g., [25] . We now summarize the proposed LQG balanced truncation algorithm as follows.
Procedure 19 (LQG Balanced Truncation):
1) Obtain S and P by solving LMIs (25) and (26) or the associated SDP problems, and let S = S 01 , P = P 01 ;
2) Follow Steps 2-4 in Procedure 11.
VII. EXAMPLE
Consider the following uncertain system of the form (1) The LMIRank solver [27] is used to solve the associated rank constrained LMI problems. For = 0:04, the solid line and the dotted line in Fig. 3(c) show the results by our method and [15] respectively, and the dashed line is the upper bound = 0:04. The result using [15] is slightly better than ours. However, this is at the expense of solving more matrix inequalities at all vertices of the underlying polytope.
Finally, the LQG balanced truncation algorithm in Section VI is applied to the uncertain system (27) ; see the result in Fig. 3(d) . We remark here that, as introduced in Sections I and VI, LQG balanced truncation is a model reduction method in the closed-loop sense. Therefore, the open-loop results (i.e., no controllers involved) in Fig. 3 should not be interpreted as that LQG balanced truncation is outperformed by the other two methods; see [6] for more details.
VIII. CONCLUSION
In this technical note Gramian-based approaches to model reduction for a class of uncertain systems with norm bounded structured uncertainty are presented. We introduce notions of controllability and observability Gramians in terms of certain parameterized algebraic Riccati inequalities. This enables us to develop a series of model reduction methods for uncertain systems, namely, balanced truncation and H 1 model reduction for robustly stable uncertain systems, or LQG balanced truncation for uncertain systems which are not robustly stable.
Stochastic Stability of the Extended Kalman Filter With Intermittent Observations
Sebastian Kluge, Konrad Reif, and Martin Brokate Abstract-In this technical note, we analyze the error behavior of the discrete-time extended Kalman filter for nonlinear systems with intermittent observations. Modelling the arrival of the observations as a random process, we show that, given a certain regularity of the system, the estimation error remains bounded if the noise covariance and the initial estimation error are small enough. We also study the effect of different measurement models on the bounds for the error covariance matrices.
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I. INTRODUCTION
Networked Control Systems have recieved considerable attention in the past years [1] - [3] , because they offer cheap, but flexible control structures. However, as the information transmitted over the communication channels may be delayed or lost, it has become necessary to jointly adress the issues of control and communication. To this end, different methods have been developped to deal with random time delays of sensor data [4] - [6] and with random loss of information packets. Multiple mathematical models have been used for the modelling of the packet dropout, including a maximum dropout interval [7] , a Bernoulli process [8] , [9] , a Markovian jump linear system model [10] - [12] and any discrete probability distribution over the interval [0, 1], [13] (where 0 means complete data loss, 1 means complete data transmission and the numbers in-between describe the transmission of a certain fraction of the data packet). In order to cope with the missing measurements, it has been proposed to replace the lost measurements by zeros [14] , to use the measurement last recieved [15] , or to use a state estimate for control [16] .
We consider the problem of estimating the state of a controlled nonlinear system, where the state estimate is based on the observed data of a sensor network. In order to cope with the nonlinearities of the control system, we use extended Kalman filtering, which is a widely used method in many fields of signal processing, control and optimization, e.g., adaptive filtering [17] , optimal estimation [18] , prediction [19] and robust control [20] . We dicuss two models for the arrival of the observations, i.e., a maximum dropout interval and a Bernoulli process.
The stability and convergence properties of the estimation process have been studied in the case of linear Kalman filtering with intermittent observations [8] and in the case of extended Kalman filtering without the loss of information [21] . In this technical note, we generalize the ideas in [21] in three ways: We consider a more general class of nonlinear systems, i.e., we do not assume linear additive white noise, but we allow a more general nonlinear dependency between the state and the system noise, and we do not assume the system Jacobian to be invertible. Moreover, we introduce the concept of intermittent observations to the extended Kalman filtering process. Furthermore, we generalize the concept of nonlinear observability to systems with intermittent observations and discuss the impact of the the data loss process model on the stability of the estimation process.
The technical note is organized as follows: In Section II, we define the nonlinear system and establish the filter equations for the extended Kalman filter with intermittent observations. In Section III, we prove that the expected norm of the estimation error can be made arbitrarily small by appropriately bounding both the initial error and the noise covariance, as long as the estimation error covariance is bounded. In Section IV, we propose a new approach to nonlinear observability in the case of intermittent observations, from where we derive a critical arrival probability in the case of a Bernoulli process and deterministic bounds for the error covariance matrices in the case of a maximum dropout interval.
II. STOCHASTIC BOUNDEDNESS AND FILTER EQUATIONS
We consider a nonlinear control system of the type x k+1 = f(x k ; u k ; w k ) (1) y k = h(x k ; v k ) (2) where x k 2 n denotes the state of the system, u k 2 d the control and y k 2 m the measurements taken from the system. The stochastic variables w k 2 s and v k 2 t denote the process noise and the measurement noise, respectively. They are both assumed to be uncorrelated white noise processes. The set of admissible controls is denoted by U d , the function f : n 2 U 2 s 7 ! n is assumed to be continuously differentiable with respect to its first and third argument in n 2 U 2 f0g, and the function h : n 2 t 7 ! m is assumed to be continuously differentiable in n 2 f0g. We model the intermittent 0018-9286/$26.00 © 2010 IEEE
