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Abstract
This paper addresses the challenge of efficiently capturing a high proportion of
true signals for subsequent data analyses when sample sizes are relatively limited with
respect to data dimension. We propose the signal missing rate as a new measure
for false negative control to account for the variability of false negative proportion.
Novel data-adaptive procedures are developed to control signal missing rate without
incurring many unnecessary false positives under dependence. We justify the efficiency
and adaptivity of the proposed methods via theory and simulation. The proposed
methods are applied to GWAS on human height to effectively remove irrelevant SNPs
while retaining a high proportion of relevant SNPs for subsequent polygenic analysis.
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1 Introduction
High-throughput technology in biology stimulates new challenges in high-dimensional data
analysis. For example, recent genomic studies have suggested complex, polygenic bases for
complex traits — hundreds of genetic variants are involved in conferring disease risk; individ-
ual variants have low effect but variants in aggregate modify disease susceptibility at the gene,
pathway or network level. One major goal of the high-throughput biological research, such
as genome-wide association studies (GWAS), epigenome-wide association studies (EWAS),
and expression quantitative trait locus (eQTL), is to elucidate the joint mechanisms of a
genome-wide set of genomic variables on the trait of interests. The exploration of poly-
genicity requires sophisticated approaches based on simultaneously analyzing genome-wide
variables, e.g., pathway based analysis (Kao et al. (2017) and reference therein), polygenic
modeling for assessing SNP main or interaction effects (Waldmann et al. (2013) and refer-
ence therein, Wu et al. (2010), Hung et al. (2016)) or for genetic prediction (Abraham et al.
(2013) and reference therein). However, due to the high dimension of genome-wide variables
and limited sample size, these simultaneous analyses have to be coupled with a pre-screening
step to reduce the data dimension.
Pre-screening can greatly impact subsequent analyses. When individual variants have
small effect, pre-screening that is too stringent may fail to capture them for follow-up studies.
On the other hand, a pre-screening that is too liberal can hurt the performance of the
subsequent simultaneous analyses by including too many noise variables. In current practice,
pre-screening on genome-wide variables is often performed by selecting the SNPs with p-
values less than an arbitrary threshold (e.g., p-value < 0.001 in Zhou et al. (2011), and
< 0.0001 in Wu et al. (2009)). In this work, we aim to develop a data-driven method that is
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adaptive to the underlying data features so that a high proportion of signals can be selected
without incurring many unnecessary noise variables.
One major challenge in developing a data-adaptive method for signal inclusion is how
to effectively accommodate the unknown signal information such as signal sparsity and in-
tensity. When signals are much rarer than noise, inference based on signal information is
more challenging than inference based on noise distribution. Consequently, retaining signals
through false negative control requires different techniques from those used for false posi-
tive control. Another challenge for data-adaptive signal inclusion is how to accommodate
dependence among variables in real applications. For example, in genomic data analysis, a
Single Nucleotide Polymorphism (SNP) is usually strongly correlated with the SNPs nearby
due to linkage disequilibrium. The dependence among SNPs can dramatically effect the test
statistics and confound inference.
In this paper, we propose a new analytic framework for efficient signal inclusion under
dependence. We first discuss sensible criteria for false negative control and propose a new
measure called signal missing rate (SMR). Compared to existing measures, SMR assesses
the exceedance probability of false negative proportion and incorporates the variability of
false negative proportion into inferences.
Next, we develop data-adaptive procedures to control SMR under dependence. The
first procedure, conservative SMR (cvSMR), utilizes existing techniques in multiple testing
to control false discovery proportion at a stochastic level involving signal information and,
consequently, control the measure of SMR at a low level. cvSMR is quite intuitive and easy
to implement. However, it tends to be overly conservative for false negative control and can
include too many noise variables.
In order to improve the efficiency of signal inclusion, we propose the second method,
Adaptive SMR (AdSMR). The main difference between AdSMR and cvSMR is that AdSMR
implements a much relaxed critical sequence in its selection rule, which results in a smaller
subset of selected variables. The new critical sequence is established by novel theoretical
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analysis on the variability of false negative proportion through concentration properties of
order statistics under dependence. The improved AdSMR procedure and the new analytic
techniques guarantee the control of SMR at a degenerating level and the control of un-
necessary false positives. Although the implementation of AdSMR does not need signal
information, the cut-off position of AdSMR automatically vary with signal sparsity and in-
tensity, and, as a result, when signal intensity become stronger, both false negative and false
positive can be better controlled by AdSMR.
A by-product in the study is a consistent estimator for the number of signals under block
dependence that is widely observed in genomic data. Existing studies on signal proportion
estimation mainly assume independence (Meinshausen and Rice, 2006; Jin and Cai, 2007).
Consistent estimation under dependence is not only useful for signal inclusion as described
in this paper, but also valuable in other areas, such as to improve the performance of FDR-
based methods in multiple testing.
We compare the finite-sample performances of the proposed AdSMR method and existing
methods in simulation. The simulation settings include different sparsity and intensity lev-
els of signals, block dependence with various block sizes, sparse dependence without block
structures, and dependence structure from a multi-factor model. While all the methods
seem to be effective in false negative control, AdSMR generally outperforms other methods
in incurring less false positives.
We apply AdSMR to a GWA analysis on human height using the CoLaus data, in which
all 340, 359 autosomal SNPs explain 53.7% of the phenotypic variability of human height.
Multiple testing based on the full set of SNPs identifies zero significant candidates because
individual variants have small effects. In order to significantly reduce data dimension and
carry as many relevant SNPs to subsequent polygenic analyses, we apply AdSMR and select
only a small proportion (0.021) of the total SNPs, which explains nearly all the 53.7%
of the height variation attained using the full set of SNPs. We further apply penalized
regression on the SNPs selected by AdSMR and narrow down the number of selected SNPs
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to 1, 563. The estimated heritability is still close to 53.7% based on only the 1, 563 SNPs.
The selected subset would include a high proportion of truly relevant SNPs for further
downstream analyses such as gene annotation, pathway mapping, polygenic risk score, etc.
The rest of the paper is organized as follows. Section 2 introduces the signal missing rate
and develop procedures for SMR control under dependence. Consistent estimation of signal
proportion is also discussed. Section 3 demonstrates the finite-sample performance of the
proposed methods in simulation. Comparisons with other methods are provided. Section 4
presents an application of our method to genomic data analysis. Concluding remarks are
provided in Section 5.
2 Efficient Signal Inclusion Under Dependence
2.1 Signal Missing Rate
We first discuss sensible measures for false negatives. Table 1 summarizes notations in
classification of variables where TP, FN, FP, and TN are numbers of true positives, false
negatives, false positives, and true negatives, respectively; s is the total number of signal
variables. Our goal of signal inclusion corresponds to seeking low FN/s.
Table 1: Classifications of variables.
Selected Not selected Total
Signal TP FN s
Noise FP TN m− s
R m−R m
In the multiple testing literature, False Nondiscovery Rate (FNR) has been proposed as
an analogue of False Discovery Rate (FDR) to measure false negatives. It is defined as the
expectation of the proportion of false negatives among the unselected variables, E(FN/(m−
R)) (Genovese and Wasserman, 2004; Sarkar, 2006). The notion of FNR, unfortunately, does
not suit our need for signal inclusion, because FNR is mostly very close to zero when signals
are sparse, and a large (or small) FNR does not correspond to a high (or low) FN/s. We
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provide a simulation example to illustrate this point in Supplementary Material.
Recently, Cai and Sun (2017) constructed the Missed Discovery Rate (MDR) for false
negative control. MDR is the expected value of false negative proportion, E(FN/s). To
utilize MDR for false negative control, all the variables are ranked by their estimated local
FDR values (L̂fdr). Because E(FN) can be approximated by
∑
(1−L̂fdr), given an estimate
for s, a cut-off position on the ranked local FDR values can be determined to control MDR
at a pre-fixed level. MDR control is intuitive and easy to implement. However, the measure
of MDR does not consider the variability of false negative proportion; and the control of
MDR has not been studied under dependence.
In this paper, we propose a new measure for false negative control called Signal Missing
Rate (SMR). SMR is defined as
SMR = P (FN/s > ) , (2.1)
where  > 0 is a constant between 0 and 1. Signal missing rate evaluates the probability of
neglecting at least a certain proportion of signals. By controlling SMR at a low level with a
small , a high proportion of signals can be captured. Compared to MDR, SMR measures
the exceedance probability of false negative proportion and incorporates the variability of
FN/s into inference.
2.2 Controlling SMR under dependence
To assure generality of our work, we do not assume any specific distribution for the test
statistic. Specifically, define I0 and I1 as collections of indices of the noise and signal variables,
respectively. Let Pj be the p-value of the jth variable. Assume
Pj ∼ U · 1{j ∈ I0}+G · 1{j ∈ I1}, j = 1, . . . ,m, (2.2)
where U represents the cumulative distribution function of the uniform distribution at [0,1]
and G is some unknown cumulative distribution function dominating U , i.e., G(t) > U(t) for
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all t ∈ (0, 1). This mixture model on p-values in (2.2) provides a convenient framework for
large-scale inference. It can be used in a wide range of applications as long as the baseline
distribution of the noise can be reasonably estimated from either asymptotic or empirical
approaches, such as by permutation or parametric bootstrap.
We define the signal missing rate of a procedure selecting the top k candidates along the
ranked p-values as
SMR(k) = P (FN(k)/s > ),
where  ∈ (0, 1) is a constant and FN(k) represents the number of false negatives for selecting
the top k candidates, which equals to the number of true signals ranked after k.
We develop two procedures for SMR control. Both procedures are easy to implement in
applications. The first procedure is more in line with existing techniques in multiple testing.
The second procedure improves the efficiency of the first approach by developing new analytic
techniques based on concentration inequalities of order statistics under dependence.
2.2.1 The conservative SMR procedure
Suppose that we know the number of signals s, then a procedure controlling FDP (= FP/R)
at the level of (R−s)/R includes the number of signals as TP = R−FP = R−FDP ×R ≥
s. Therefore, one can modify a method that controls FDP at the level of (R − s)/R to
include a high proportion of signals. Motivated by this idea, we develop the conservative
SMR (cvSMR), a procedure that determines the cut-off position on the ranked p-values
p(1), . . . , p(m) by
k∗cv = sˆ+ min{j ≥ 1 : p(sˆ+j) ≤
j
m
α}1{sˆ > t1}, (2.3)
where sˆ is an estimate for the number of signals, α is a prefixed small constant, and t1 =
max{j : p(j) < αm/m} with αm = o(1). The top {1, . . . , k∗cv} candidates are selected.
cvSMR is a step-down procedure with critical sequence αj = (j/m)α that is frequently
used in methods controlling FDR or FDP. Compared to an existing step-down procedure
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studied in Lehmann and Romano (2005), cvSMR uses an opposite sign when comparing
p-value with the critical sequence. This is because the procedure starts at the position sˆ,
where FDP is not controlled in general, and stops as soon as FDP is controlled at a desirable
level. On the other hand, the procedure in Lehmann and Romano (2005) starts from the
first position where FDP is controlled and stops once FDP cannot be controlled. cvSMR
also differs in the index of αj, where j is not the index of the ordered p-values (k), but k− sˆ.
It can be proved that the step-down procedure of cvSMR controls FDP at a stochastic level
of (k∗cv − sˆ)/k∗cv. Consequently, the number of true signals included in the top k∗cv variables
is greater than sˆ with high probability.
The following theoretical results show that cvSMR asymptotically controls SMR at the
level of α. P 01 , . . . , P
0
m−s denote the p-values corresponding to the m − s noise variables
and P 11 , . . . , P
1
s denote the p-values corresponding to the s signals. We consider the same
dependence condition as in Lehmann and Romano (2005): for any j = 1, . . . ,m− s,
P (P 0j ≤ u|P 11 , . . . , P 1s ) ≤ u. (2.4)
This condition says that the p-value of a noise variable is conditionally dominated by a
uniform distribution. This condition allows arbitrary joint dependence within noise variables
and within signal variables.
Proposition 2.1 Consider model (2.2) under condition (2.4). Given a consistent estimator
sˆ for the number of signals and a constant α for the SMR control level, cvSMR asymptotically
controls SMR at the level of α for any  > 0, i.e.,
SMR(k∗cv) ≤ α + ∆m, (2.5)
where ∆m = o(1) for any  > 0.
Note that ∆m = o(1) as long as  is a constant. If  = m → 0, the asymptotic control on
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SMR by cvSMR may not hold. This follows our intuition that the control of false negatives
is harder when smaller number of false negatives is allowed.
Generally speaking, cvSMR would work well in situations where FDR/FDP methods
work well. However, cvSMR inherits the same issue as FDR/FDP methods and tends to
be conservative under high dimensionality. Here, the conservativeness is on false negative
control, which means that too many variables could be selected. In fact, this disadvantage
can be more severe for cvSMR as the event {p(sˆ+j) ≤ (j/m)α} is less likely to happen
than the event {p(j) ≤ (j/m)α} in FDR/FDP methods. Table 2 presents the number of
selected candidates in a simulation example with m = 5000 and s = 250. The test statistics
are generated from multivariate normal distribution N(A,Σ), where Aj = 0 for noise and
Aj = µ > 0 for signal. The covariance matrix Σ is a block-diagonal matrix with equal
block size l = 50 and within-block correlation ρ = 0.7. cvSMR with α = 0.1 appears too
conservative in this example by selecting almost all variables.
Table 2: The average cut-off positions from 100 replications with m = 5000 and s = 250.
µ = 3.5 µ = 4.5 µ = 5.5
cvSMR 5000 5000 4905
AdSMR 348 300 288
Because cvSMR controls SMR for arbitrarily small constant  > 0, one way to mitigate
the conservativeness of cvSMR is to weaken the control of false negatives and allow for a
fixed proportion of false negatives. Consequently, the critical sequence αj = (j/m)α can
be relaxed by involving the fixed proportion. Considering our motivation for retaining as
many true signals as possible for subsequent data analysis, we would like to propose a
different strategy to significantly reduce the number of false positives without weakening the
theoretical control on false negatives.
2.2.2 The Adaptive SMR Procedure
In order to develop a method that incurs less false positives and is more applicable in Big
Data applications, we propose the second procedure, the Adaptive SMR (AdSMR). AdSMR
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has the cut-off position on the ranked p-values as
k∗ = sˆ+ min{j ≥ 1 : p(sˆ+j) ≤ bj}1{sˆ > t1}. (2.6)
Similar to (2.3), sˆ is an estimate of the number of signals and t1 = max{j : p(j) < αm/m}
with αm = o(1). The key difference between (2.3) and (2.6) is that AdSMR has the critical
sequence bj defined as the median of Beta(j,m − sˆ − j + 1). The rationale to use beta
distribution to determine bj is because our proposed method is based on ranked p-values,
and the j-th ranked p-value of m − sˆ noise variables follows Beta(j,m − sˆ − j + 1) under
independence. Therefore, it is natural to utilize Beta(j,m− sˆ− j + 1) to perform inference.
Although the median of a beta distribution does not have an explicit form, it is known
that the median is bounded by the mode and mean of beta distribution. Therefore,
j − 1
m− sˆ− 1 < bj <
j
m− sˆ+ 1 , (2.7)
and bj is approximately α
−1 times as large as αj of cvSMR. Larger bj results in less variables
being selected as shown in Table 2.
To justify this new procedure in theory, existing techniques for FDP control cannot be
used anymore. We develop novel techniques to analyze the procedure based on concentration
properties of the ordered p-values under dependence. Figure 1 illustrates a sequence of
ordered p-values, where T1 denotes the location before the first noise variable and T2 denotes
the location of the last signal variable. Signals and noise are mixed indistinguishably between
T1 and T2. We show that the proposed AdSMR method is able to capture a high proportion
of signals ranked before T2 and, at the same time, avoid unnecessary false positives ranked
after T2.
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Figure 1: A sequence of ordered p-values. T1 denotes the location right before the first noise
variable and T2 denotes the location of the last signal variable.
Let L be the total number of noise variables ranked before T2, then L = T2 − s. Note
that L is a random variable varying from sample to sample. Generally speaking, lower signal
intensity results in larger L. The specific relationship depends on the model that generates
the data. In this section, we assume that L is bounded almost surely by a number l¯, and
1 l¯ log(l¯) min(s2,√ms). (2.8)
Condition (2.8) says that the number of indistinguishable noise is not too large. For example,
in an association study with 500, 000 total variables and 100 truly associated signals, we
request l¯ log(l¯)  7, 071. This condition is fairly general as it allows the existence of weak
signals that may rank after many noise variables and “pseudo” signals which are indeed
noise but show up as signals due to high dependence with true signals. We note that the
number of such “pseudo” signals is often much smaller than the total number of variables in
applications when true signals are sparse.
Our next condition is on dependence in the data. Let P 0(1), . . . , P
0
(m−s) denote the ordered
p-values corresponding to the m− s noise variables. Assume that, for any r = 1, . . . , l¯,
P (P 0(r) ≤ u|P 11 , . . . , P 1s ) ≤ c1Fr(u), (2.9)
where Fr(·) is the conterpart of the left side probability for independent p-values, and c1 ≥ 1
is some constant. Since order statistics of independent noise p-values follow beta distribution,
Fr(·) is the cumulative distribution function of Beta(ν1, ν2) with ν1 = r and ν2 = m−s−r+1.
This condition essentially says that the l¯ smallest noise p-values (given the signal p-values)
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can be more or less extreme than their counterparts under independence as long as c1 is a
constant no less than 1. There are no constraints on the noise p-values ranked after l¯ or the
p-values of signal variables.
The following theorem shows that given the above conditions, AdSMR has a degenerating
SMR, which is equivalent to say that the FN proportion/sensitivity of AdSMR converges to
0/1 in probability.
Theorem 2.2 Consider model (2.2) under conditions (2.8) and (2.9). Given a consistent
estimator sˆ for the number of signals, AdSMR has a degenerating SMR for any  > 0, i.e.,
SMR(k∗)→ 0 (2.10)
as m→∞ for any constant  > 0.
Comparing Theorem 2.2 with Proposition 2.1, it can been seen that AdSMR and cvSMR
control SMR differently. cvSMR asymptotically controls SMR at a prefixed level α, whereas
AdSMR controls at a degenerating level. The theoretical justification coupled with the more
relaxed critical sequence make AdSMR a more efficient method for false negative control.
The asymptotic result in Theorem 2.2 holds for any constant  > 0 but may not hold for
→ 0. In other words, AdSMR may allow a number of false negatives as long as the number
is not greater than a proportion of the total number of signals.
Next, we show that AdSMR can avoid selecting unnecessary false positives. Recall the
locations of T1 and T2 in Figure 1. Although signal and noise variables mix indistinguishably
between T1 and T2, noise variables ranked after T2 should be avoided. The next theorem
shows that under suitable conditions on the dependence and the estimator sˆ, AdSMR controls
the selection of noise variables ranked after T2.
Theorem 2.3 Consider model (2.2). Define T2 and L as in Figure 1. Assume that L 1
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with probability tending to 1, and for some small constant δ > 0,
P (P 0(L+k) > uk, k = 1, . . . , δL|P 11 , . . . , P 1s ) ≤ c2H(uk, k = 1, . . . , δL), (2.11)
where H(·) is the counterpart of the left side probability for independent p-values, and c2 ≥ 1
is some constant. Then, AdSMR with sˆ satisfying P (sˆ < s)→ 1 has
P (k∗ > (1 + δ)T2)→ 0. (2.12)
Condition (2.11) is quite general as c2 is an arbitrary constant no less than 1. Theorem 2.2
and 2.3 imply that AdSMR achieves both SMR control and false positive control when (a)
dependence conditions in (2.9) and (2.11) are satisfied, (b) signal intensity is strong enough
so that condition (2.8) is satisfied, and (c) P ((1 − δ) < sˆ < s) → 1 for arbitrarily small
constant δ > 0. The sˆ estimator studied in the next section has the property in (c).
2.3 AdSMR with MR estimator
An important component of the SMR control-based methods is a consistent estimator for
the number of signals. Estimation of signal proportion among all variables (pi = s/m) has
inspired profound research in high-dimensional inference. For example, Storey (2002), Gen-
ovese and Wasserman (2004), and Jin and Cai (2007) have developed consistent estimators
for relatively dense signals with proportion m−1/2; Cai et al. (2007) has considered sparse
signals with proportion ≤ m−1/2; and Meinshausen and Rice (2006) has considered both
dense and sparse signals for proportion estimation. However, existing studies mainly focus
on independent variables. Rigorous analysis under realistic dependence structure is scarce.
In genomic data analysis, the covariance matrix of p-values of SNPs often exhibits a block
structure. In Figure 2, we present heatmap of the absolute values of sample correlations of
the first 50 SNPs in Chromosome 1 from Cohorte Lausannoise (CoLaus) study samples.
Details of the real data are described in Section 4. The heatmap shows blocks of high
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correlations along the diagonal regions with different block sizes. Such dependence structures
are frequently observed in genomic data (Efron, 2007; Fan et al., 2012).
Figure 2: Heatmap of the absolute value of correlations for 50 SNPs in CoLaus data.
In this section, we study the consistency of the estimator developed in Meinshausen and
Rice (2006) in the situation where variables have block dependence. We refer to this estimator
as the MR estimator which is constructed as follows. Define the empirical distribution of
p-values
Fm(t) =
1
m
m∑
j=1
1{Pj ≤ t} = (1− pi)Um0(t) + piGs(t), (2.13)
where Um0 and Gs denote the empirical distributions of the p-values corresponding to m0(=
m − s) noise variables and s signals, respectively. Similarly, denote Um as the empirical
distributions of the p-values when all m candidates are noise. Define
Vm = sup
t∈(0,1)
Um(t)− t√
t(1− t) , (2.14)
and denote cm as a bounding sequence of Vm such that mcm is monotonically increasing with
m and P (Vm > cm) = αm → 0. Then, the MR estimator for pi is constructed as
pˆiMR = sup
t∈(0,1)
Fm(t)− t− cm
√
t(1− t)
1− t . (2.15)
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Consistency of pˆiMR has been shown for independent p-values in Meinshausen and Rice
(2006). In this section, we study the consistency of pˆiMR under block dependence and imple-
ment pˆiMR into AdSMR. Assume that {Pj}mj=1 can be divided into independent groups with
arbitrary dependence in each group. Denote l as the upper bound of the group sizes and
assume
l = O(mκ) for some constant κ ∈ [0, 1). (2.16)
The next theorem summarizes the conditions for pˆiMR consistency and the SMR control of
AdSMR with MR estimator.
Theorem 2.4 Consider model (2.2) under condition (2.9) and block dependence in (2.16).
Let pi = m−η for some η ∈ [0, 1). Assume either one of the following conditions:
(i) η ∈ [0, (1− κ)/2), inft∈(0,1)G′(t) = 0, and 1 l¯ log(l¯) m1−η/2.
(ii) η ∈ [(1−κ)/2, 2/3), G(m−τ )→ 1 for some τ > 2η− (1−κ), and 1 l¯ log(l¯) m1−η/2.
(iii) η ∈ [2/3, 1), G(m−τ )→ 1 for some τ > 2η − (1− κ), and 1 l¯ log(l¯) m2(1−η).
Then P (1 − δ < pˆiMR/pi < 1) → 1 as m → ∞ for arbitrarily small constant δ > 0 and
AdSMR with sˆ = mpˆiMR has SMR
(k∗)→ 0 as m→∞ for any constant  > 0.
Theorem 2.4 considers the scenario where the same dataset is used to derive pˆiMR and to
retain signals by AdSMR. Therefore, the SMR control of AdSMR would be affected by the
conditions for the consistency of pˆiMR. Given the general block structure of dependence,
condition (2.9) implies constraints on the block size and within-block dependence. Under
the constraints of dependence, conditions in (i) - (iii) can be satisfied if signal intensity is
strong enough in different ranges of sparsity level.
It can be seen that the more sparse the signals (larger η), the stronger the condition on
signal intensity. When η ∈ [0, (1 − κ)/2), the condition inft∈(0,1)G′(t) = 0 is quite general
and has been described as the “pure” case in Genovese and Wasserman (2004). When
η ∈ [(1− κ)/2, 1), the stronger condition G(m−τ )→ 1 says that the distribution of signal p-
values is highly concentrated around 0. One can also see the effect of block size demonstrated
through κ. Generally speaking, the larger the κ, the stronger the conditions in (i) - (iii).
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AdSMR with MR estimator also controls unnecessary false positives ranked after T2 as
presented in the following corollary. The proof duplicates parts of the proofs for Theorem
2.3 and 2.4, and thus are omitted.
Corollary 2.5 Assume conditions in Theorem 2.3 and block dependence in (2.16). AdSMR
with sˆ = mpˆiMR has P (k
∗ > (1 + δ)T2)→ 0 for arbitrarily small constant δ > 0.
The next corollary shows that AdSMR with MR estimator has asymptotically zero false
positives in two special scenarios.
Corollary 2.6 Assume model (2.2) with block dependence in (2.16). Consider two scenar-
ios: (i) there is no signals exists, i.e. s = 0; and (ii) signals are strong enough such that
sG¯(m−τ0) = o(1) with G¯ = 1 − G and τ0 > 1. In both scenarios, AdSMR with sˆ = mpˆiMR
has P (FP (k∗) > 0) = o(1).
We conclude this section by a complete algorithm for AdSMR with the MR estimator.
For simplicity, the same αm is used to simulate the bounding sequence cm and to obtain t1
in AdSMR. More specifically, one can simulation Vm from the empirical null distribution.
Then, cm can be determined as the (1 − αm)th quantile of the empirical distribution of Vm
from 1000 simulations. To save computation, we approximate bj by j/(m − sˆ) as shown in
(2.7) and set an upper limit for k∗ at bm/2c. The step-by-step algorithm is as follows. A
toy example demonstrating the algorithm is provided in Appendix 5.4.
Algorithm 1: AdSMR with MR estimator
1. Simulate the bounding sequence cm from the empirical null distribution of Vm with
αm = 1/
√
logm.
2. Obtain pˆiMR by (2.15) using the bounding sequence cm.
3. Sort the observed p-values as p(1) ≤ p(2) ≤ . . . ≤ p(m).
4. Calculate the cut-off position by k∗ in (2.6) with sˆ = mpˆiMR, αm = 1/
√
logm and
bj = j/(m− sˆ). Set an upper limit for k∗ at bm/2c.
5. Select the top ranked candidates with p-values p(1), . . . , p(k∗).
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3 Simulation Study
We compare the finite-sample performances of AdSMR and existing methods for false nega-
tive control. These methods include the MDR procedure (Cai and Sun, 2017) and BH-FDR
with high nominal levels. For fair comparison, both AdSMR and MDR use pˆiMR for propor-
tion estimation. MDR aims to control the expectation of FN proportion through estimating
local FDR. We use the software “locfdr” to estimate local FDR and apply MDR at the
recommended level 1/ log(m). BH-FDR with high nominal levels are ad-hoc procedures that
apply the original FDR method in Benjamini and Hochberg (1995) with high nominal levels
0.5 and 0.7 to capture more signals.
We demonstrate FN control of these methods by reporting their FN proportions (FN/s).
Then, we show their efficiency by reporting the false discovery proportion (FDP = FP/R) of
these methods. Higher FDP can be viewed as higher price paid to achieve low FN proportion.
In addition, we employ the F-measure as a summary metric for FN proportion and FDP
(Powers, 2011). By definition, F-measure is the harmonic mean of precision (1−FP/R) and
recall (1− FN/s) and calculated by 2× precision× recall/(precision+ recall).
We simulate test statistics from multivariate normal distribution N(A,Σ), where Aj = 0
for noise and Aj = µ > 0 for signal. The locations of the signals are selected randomly. We
consider settings with different signal sparsity and intensity levels and various dependence.
Example 1 has data dimension m = 5000. The covariance matrix Σ is a block diagonal
matrix with equal block size l = 50 and within-block correlation ρ = 0.7. The diagonal
elements of Σ are set to be 1. We demonstrate different signal sparsity levels: pi = 0.02
and 0.1. Signal intensity µ increases from 3 to 5.5. Figure 3 presents the median values of
FN proportion, FDP, and the F-measure for all the methods from 100 simulations. It shows
that the FN proportion of AdSMR is lower for signals with pi = 0.1 than for signals with
pi = 0.02. This agrees with the theoretical insights of Theorem 2.4 where stronger condition
on signal intensity is required for more sparse signals. Compared to other methods, AdSMR
has slightly larger FN proportion but smaller FDP. AdSMR generally outperforms other
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methods in F-measure especially for sparse signals with pi = 0.02. We follow the convention
in high-dimensional screening literatures, e.g., Fan and Lv (2008), and report the median of
these measures. Examples of the mean and standard deviation of the measures are provided
in Supplementary Material.
Figure 3: Comparison of methods in false negative proportion, false discovery proportion,
and F-measure for block dependence with l = 50. The top row has pi = 0.1, and the bottom
row has pi = 0.02.
Example 2 has block dependence with larger block size l = 200. Figure 4 compares all the
methods under different signal sparsity and intensity levels. Compared to Example 1, the
performance of AdSMR deteriorates a little for FN control, which agree with the theoretical
insights in Theorem 2.4 on the effect of block size. Overall, AdSMR still mostly outperforms
other methods in FDP control and F-measure.
Example 3 simulates data with m = 1000 and a sparse Σ whose nonzero elements are
randomly located. The data generation process is similar to Model 3 in Cai et al. (2013).
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Figure 4: Comparison of methods in false negative proportion, false discovery proportion,
and F-measure for block dependence with l = 200. The top row has pi = 0.1, and the bottom
row has pi = 0.02.
Let Σ∗ = (σij), where σii = 1, σij = 0.7∗ Bernoulli(1, 0.1) for i < j and σji = σij. Then Σ =
I1/2(Σ∗+ δI)/(1 + δ)I1/2, where δ = |λmin(Σ∗)|+ 0.05. Figure 5 shows that the performance
of AdSMR is comparable to its performance in Example 1, although the covariance matrix
in this example does not have a block structure. MDR performs relatively better in this
example than in previous examples. AdSMR and MDR generally outperform high level
BH-FDR procedures in this example.
Example 4 considers dependence structure from a two-factor model as in Fan et al. (2012).
Let Σ be the correlation matrix of a random sample with size 100 of m-dimensional vector
X = (X1, . . . , Xm), where Xj = ρ
(1)
j W
(1) + ρ
(2)
j W
(2) +Hj, W
(1) and W (2) are iid N(0, 1), ρ
(1)
j
and ρ
(2)
j are iid U(−1, 1), and Hj are iid N(0, 1). Figure 6 shows that the performance of
AdSMR is comparable to its performance in Example 2, where Σ has large diagonal blocks.
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Figure 5: Comparison of methods in false negative proportion, false discovery proportion,
and F-measure for sparse covariance matrix. The top row has pi = 0.1, and the bottom row
has pi = 0.02.
MDR and high level BH-FDR procedures perform relatively better in this example than in
the examples with block dependence.
In all the examples, the cut-off position of AdSMR automatically vary with signal sparsity
and intensity and, as a result, when signal intensity becomes stronger and the noise and signal
p-values are better separated, AdSMR controls both false negative and false positive better.
BH-FDR with high nominal levels do not have such property as their FDPs remain high
with increasing signal intensity. MDR method performs better than high level BH-FDR in
terms of adapting to signal intensity but worse than AdSMR when signals are more sparse.
Additional simulation for the empirical SMR of AdSMR is presented in Appendix 5.5. Finite-
sample performance of the MR estimator along is demonstrated in Supplementary Material.
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Figure 6: Comparison of methods in false negative proportion, false discovery proportion,
and F-measure under dependence structure from a two-factor model. The top row has
pi = 0.1, and the bottom row has pi = 0.02.
4 Real Data Analysis
Recent heritability analyses of GWAS data have suggested that a large proportion of variation
of human height can be explained by all autosomal SNPs although only a small proportion
of associated variants have been successfully identified. For example, Yang et al. (2011)
showed that about 45% of the variation can be accounted for by common SNPs from a
sample of around 4000 Australians with ancestry in the British Isles. In the analysis of
Kostem and Eskin (2013), 62% of the variation can be explained by all autosomal SNPs from
the Northern Finland Birth Cohort of 1966 from 5319 unrelated individuals. However, the
discovered associated SNPs have only explained a small proportion of the total heritability.
For example, in Allen et al. (2010), only 10.5% of the variance can be explained by the 180
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SNPs with genome-wide significance. It indicates that there exist a large number of weak
signals, for which current methods have limited power even with a sample size of 103 ∼ 104.
We obtained the GWAS height data from the Cohorte Lausannoise (CoLaus) study (Fir-
mann et al., 2008). The dataset includes 1874 subjects with available information on age, sex,
and 340359 autosomal SNPs with minor allele frequencies greater than 1%. We calculated
the p-values corresponding to each SNP by fitting marginal linear models while adjusting
12 clinical covariates including sex, age, and the top 10 principal components. The FDR
method in Benjamini and Hochberg (1995) cannot identify any associated SNPs based on
the full set of SNPs due to small effects of individual SNPs. On the other hand, the Lasso
procedure (Tibshirani, 1996) applied to the full dataset identifies only two candidate SNPs.
In order to reduce data dimension and carry as many true signals to subsequent analyses,
we apply both AdSMR and MDR procedures. To implement the MR estimator to AdSMR,
we first generate a set of p-value sequences under the global null using the permutation
approach introduced in Westfall and Young (1993). In each permutation, the phenotype
values are randomly shuffled and reassigned to individuals, the null p-values are calculated
in each permutation with the correlation structure of the SNPs preserved. We replicate the
permutation process 1000 times. Based on the simulated null p-values, the MR estimate and
the cut-off position of AdSMR are calculated by the algorithm in Section 2.3. The estimated
number of associated SNPs is equal to 743; AdSMR selects 7, 204 SNPs, while MDR selects
110, 778 SNPs.
To examine the contribution of the selected SNPs, we perform heritability analysis using
GCTA package (Yang et al. (2011)). First, we use GCTA to estimate the genetic relationship
matrix (GRM) of all the GWAS SNPs and then fit a random effects model to estimate the
proportion of variance explained by all the autosomal SNPs. We found that 53.7% of the
phenotypic variance in height can be explained by all the autosomal SNPs. We then repeat
the analysis on the partitioned SNP sets (e.g., the 7, 204 SNPs identified by AdSMR vs. the
rest) to estimate the proportion of variance in height explained by the selected SNPs while
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adjusting for the remaining unselected SNPs. Note that the random effects model in GCTA
is very different from the marginal linear regression model that we used to select SNPs. In
addition, the heritability percentage is also different from the R2 statistic of goodness-of-fit
test for prediction.
Table 3 shows that AdSMR reduces the number of SNPs from 340, 359 to 7, 204, but the
explained variability of the selected SNPs is still 53.7%, suggesting that almost all important
SNPs to human height are retained by AdSMR for this dataset. MDR also explained 53.7%
of the height variation, but appears less efficient than AdSMR by selecting a much larger set
of SNPs.
Table 3: Numbers of selected SNPs and the estimated heritability.
Number of SNPs Estimated Heritability
Total 340, 359 53.7%
AdSMR 7, 204 53.7%
MDR 110, 778 53.7%
With the reduced set of SNPs from AdSMR, we can apply joint modeling using Lasso
and further narrow down the number of SNPs to 1,563. By repeating the above GCTA
analysis on the 1,563 selected SNPs vs. the rest, the estimated heritability is still 53.7%.
These selected SNPs provide promising candidates for further downstream analyses such as
gene annotation, pathway mapping, polygenic risk score, etc.
5 Conclusion and Further Discussion
In this paper, we consider the problem of efficient signal inclusion under dependence. Our
motivation comes from Big Data applications where sample sizes are relatively limited with
respect to data dimension, and there are great needs to significantly reduce data dimension
while retaining as many true signals as possible for subsequent analyses. However, in appli-
cations where signals are much rarer than noise, inference for false negative control based
on signal information requires different techniques from those used for false positive control.
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Furthermore, the dependence among variables, especially between noise and signal variables,
adds another layer of difficulty. To address these challenges, we develop data-adaptive meth-
ods whose implementations do not need the signal information. Nevertheless, the cut-off
position of the proposed AdSMR procedure automatically vary with signal sparsity and in-
tensity and, as a result, a high proportion of signals can be selected without incurring many
unnecessary false positives. When signal intensity becomes stronger and the noise and signal
p-values are better separated, the cut-off position of AdSMR controls both false negative and
false positive better. These properties are presented in Theorem 2.2 - 2.4 and Corollary 2.5
- 2.6, and illustrated in simulation examples where signal intensity increases in each setting.
We have also proposed a new measure, SMR, for false negative control. The notion of
SMR includes two parameters: the FN proportion  and the SMR control level α. The
methods developed in the paper, cvSMR and AdSMR, control SMR at different levels. The
construction of cvSMR is more in line with the existing techniques based on marginal dis-
tribution of p-values, whereas AdSMR benefits by new explorations on the concentration
properties of the ordered p-values under dependence. Both methods control SMR for arbi-
trarily small . However, AdSMR is shown to incur much less false positives.
We note that false positives can be further reduced by allowing a small fixed FN propor-
tion. Such extension on AdSMR would involve more delicate analyses on the concentration
properties of order statistics under dependence. The estimator sˆ implemented in cvSMR and
AdSMR is another subject to be re-investigated under the new request. Detailed studies are
deferred to future research. Another interesting topic for future research is SMR control for
specific data generating models. While the current paper considers a general p-value model
without model assumptions on test statistics, it will be interesting to relate conditions in the
paper to parameters of the specific models. We expect that the characterizations would be
very different for models with sparse or dense signal component.
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Appendix
Appendix 5.1 - 5.3 provide proofs of Proposition 2.1 and Theorem 2.2. A toy example
demonstrating the AdSMR algorithm is shown in Appendix 5.4, and additional simulation
results are presented in Appendix 5.5. Proofs of Theorem 2.3, Theorem 2.4, and Corollary
2.6 and more simulation results are provided in Supplementary Material.
5.1 Proof of Proposition 2.1
For notation simplicity, let j∗ = min{j ≥ 1 : p(sˆ+j) ≤ αj}, where αj = (j/m)α. Then k∗cv = sˆ+ j∗.
Denote TP (k) and FP (k) as the numbers of true positives and false positives in the top {1, . . . , k}
candidates, then k∗cv = TP (k∗cv) + FP (k∗cv). We also have s = TP (k∗cv) + FN(k∗cv). Now, for any
 > 0,
SMR(k∗cv) = P (FN(k
∗
cv)/s > ) = P (TP (k
∗
cv) < s− s) = P (FP (k∗cv) > k∗cv − (1− )s)
≤ P (FP (k∗cv) > sˆ+ j∗ − (1− )s, sˆ ≥ (1− )s) + P (sˆ < (1− )s)
≤ P (FP (k∗cv) > j∗) + o(1), (5.1)
where the last step is by the consistency of sˆ.
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In the case of sˆ ≤ t1, we have k∗cv = sˆ ≤ t1 and j∗ = 0, then
P (FP (k∗cv) > j
∗) ≤ P (FP (t1) > 0)
= P (at least one of the m0 noise variables rank ahead of t1)
≤ P (at least one of the m noise variables have p-value < αm/m)
≤ mαm
m
= αm = o(1). (5.2)
Combining (5.1) and (5.2) implies (2.5).
In the case of sˆ > t1, consider the conditional probability P (FP (k
∗
cv) > j
∗|P 11 , . . . , P 1s ). By
Markov’s inequality,
P (FP (k∗cv) > j
∗|P 11 , . . . , P 1s ) ≤
1
j∗
E(FP (k∗cv)|P 11 , . . . , P 1s ) =
1
j∗
E(
m0∑
j=1
1(P 0j ≤ αj∗ |P 11 , . . . , P 1s )
=
1
j∗
m0∑
j=1
P (P 0j ≤ αj∗ |P 11 , . . . , P 1s ) ≤
m0
j∗
αj∗ =
m0
j∗
j∗
m
α ≤ α,
where the fourth step is by condition (2.4). The above implies
P (FP (k∗cv) > j
∗) ≤ α (5.3)
Combining (5.1) and (5.3) gives (2.5).
5.2 Proof of Theorem 2.2
We consider l¯ ≤ s/2 and l¯ > s/2 separately.
When l¯ ≤ s/2, the proof is relatively straight-forward. First, by the definitions of T2 and l¯,
s = TP (T2) = T2 − FP (T2) > T2 − l¯ ≥ T2 − s/2,
which implies T2 < (1 + /2)s with probability tending to 1. On the other hand,
k∗ ≥ sˆ > (1− /4)s > 1− /4
1 + /2
T2 > T2 − (2/3)T2,
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which implies that
TP (k∗) ≥ TP (T2)− (2/3)T2 ≥ s− (2/3)(1 + /2)s > (1− )s
with probability tending to 1. This conclude the case with l¯ ≤ s/2.
The following proof is for l¯ > s/2. By the definition of SMR, it is enough to show that for
any  > 0,
P (FN(k∗) > s)→ 0. (5.4)
The case sˆ ≤ t1 can be proved by similar arguments leading to (5.2).
Consider the case sˆ > t1. Without loss of generality, assume s is an integer. Denote T
(1−)s
2 as
the position for the (1− )s-th signal. Then
{FN(k∗) > s} ⊆ {k∗ < T (1−)s2 } ⊆ {∃j ∈ {1, . . . , T (1−)s2 − sˆ} s.t.P(sˆ+j) ≤ bj}
Note that P(1), . . . , P(T2) are composed of P
1
(1), . . . , P
1
(s) and P
0
(1), . . . , P
0
(L). Denote bjr and bjq as
the critical values corresponding to P 0(r) and P
1
(q) in {P(sˆ+1), . . . , P(T (1−)s2 )}, respectively. Then
P (FN(k∗) > s) ≤ P (∃j ∈ {1, . . . , T (1−)s2 − sˆ} s.t.P(sˆ+j) ≤ bj)
≤ P (∃r s.t.P 0(r) ≤ bjr) + P (∃q s.t.P 1(q) ≤ bjq) (5.5)
Let P 0(rq) be the largest P
0
(r) before P
1
(q). The following lemma shows the relationships between r
and jr and between rq and jq.
Lemma 5.1 Given a consistent estimator sˆ for the number of signals and l¯ > s/2, we have
jr + s/2 < r < L ≤ l¯ (5.6)
and
jq + s/2 < rq < L ≤ l¯ (5.7)
with high probability.
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Now consider the first term of (5.5). By condition (2.9),
P (P 0(r) ≤ bjr |P 11 , . . . , P 1s ) ≤ P (Br ≤ bjr),
where Br is a random variable following Beta(ν1, ν2) with ν1 = r and ν2 = m− s− r+ 1. Further,
by (5.6),
P (Br ≤ bjr) < P (Br ≤ br−s/2) ≤ P (Bl¯ ≤ bl¯−s/2),
where the second inequality is by the properties of Beta distribution that B(r) is less positively
skewed as r increases and the change of skewness gets slower as r approaches to (m− s)/2. Then
the above implies
P (P 0(r) ≤ bjr) ≤ P (Bl¯ ≤ bl¯−s/2). (5.8)
Consider the second term of (5.5). Clearly P (P 1(q) ≤ bjq) < P (P 0(rq) ≤ bjq). Similar arguments
as above combining condition (2.9) and (5.7) in Lemma 5.1 give
P (P 0(rq) ≤ bjq |P 1(1), . . . , P 1(s)) ≤ P (Brq ≤ bjq) ≤ P (Brq ≤ brq−s/2) ≤ P (Bl¯ ≤ bl¯−s/2),
which implies
P (P 1(q) ≤ bjq) < P (P 0(rq) ≤ bjq) ≤ P (Bl¯ ≤ bl¯−s/2). (5.9)
Combining (5.8) and (5.9) with (5.5) gives
P (FN(k∗) > s) ≤ (l¯ + s) · P (Bl¯ ≤ bl¯−s/2). (5.10)
Note that there is no explicit form for the cumulative distribution function of Beta distribution.
To derive the probability in (5.10), let
F =
ν2Bl¯
ν1(1−Bl¯)
.
By the relationship between Beta and F distributions, F has an F2ν1,2ν2 distribution (Johnson and
Kotz, 1970). In our case, 1  ν1  ν2 by condition (2.8), then F2ν1,2ν2 is highly concentrated
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at 1 with mean ≈ 1 and variance ≈ 1/ν1. On the other hand, we know that the median of Beta
distribution is bounded by its mean for 1 < ν1 < ν2, then
bl¯−s/2 < E(Bl¯−s/2) =
l¯ − s/2
m− sˆ+ 1
and
P (Bl¯ ≤ bl¯−s/2) = P (F ≤
ν2
ν1
bl¯−s/2
1− bl¯−s/2
) ≤ P (F ≤ ν2
ν1
bl¯−s/2 + C
ν2
ν1
b2l¯−s/2)
≤ P (F ≤ ν2
ν1
l¯ − s/2
m− sˆ+ 1 + C
l¯
m
) ≤ P (F ≤ 1− C s
l¯
), (5.11)
where the last step is by condition (2.8). Further, let
Z =
F 1/3(1− 29ν2 ) + 29ν1 − 1√
2F 2/3
9ν2
+ 29ν1
,
then by Wilson-Hilferty approximation to χ2 and the fact that F is a ratio of χ2 distribution, Z
approximately follows N(0, 1) distribution (Johnson and Kotz, 1970). It is clear that
Z <
F 1/3 + 29ν1 − 1√
2
9ν1
,
then
P (F ≤ 1− C s
l¯
) < P (
(√
2
9ν1
Z + 1− 2
9ν1
)3
≤ 1− C s
l¯
)
= P (Z ≤
√
9ν1
2
(
(1− C s
l¯
)1/3 − 1 + 2
9ν1
)
) (5.12)
Apply Taylor expansion on (1− C s
l¯
)1/3,
(1− C s
l¯
)1/3 − 1 + 2
9ν1
≤ −C s
l¯
+
2
9l¯
≤ −C s
l¯
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as s 1 is implied by condition (2.8). Then
P (Z ≤
√
9ν1
2
(
(1− C s
l¯
)1/3 − 1 + 2
9ν1
)
) ≤ P
(
Z ≤
√
9l¯
2
(−C s
l¯
)
)
≤ P
(
Z ≤ −C s√
l¯
)
(5.13)
Finally, by the Normal approximation of Z and Mill’s inequality,
(l¯ + s)P
(
Z ≤ −C s√
l¯
)
≤ Cl¯3/2 exp(−Cs
2
l¯
) + Csl¯1/2 exp(−Cs
2
l¯
) = o(1), (5.14)
where the last step is by condition (2.8). Summarizing (5.10) - (5.14) gives (5.4).
5.3 Proof of Lemma 5.1
Consider (5.6) first. At the position of sˆ+ jr,
sˆ+ jr = FP (sˆ+ jr) + TP (sˆ+ jr) ≤ r + TP (T (1−)s2 ) = r + (1− )s.
On the other hand, the consistency of sˆ implies sˆ > (1− /2)s with high probability, then
sˆ+ jr > (1− /2)s+ jr
with high probability. Combining the above gives
r > jr + s/2
with high probability. Further, by the definitions of r, L and l¯,
r ≤ FP (T (1−)s2 ) ≤ FP (T2) = L ≤ l¯.
Then (5.6) follows.
(5.7) can be proved in the similar way as above given the fact that FP (sˆ+ jq) = rq.
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5.4 A Toy example for AdSMR algorithm
We provide a simple example demonstrating the AdSMR algorithm presented at the end of Section
2.3. Suppose the data yield sˆ = 1 and 10 ordered p-values
{0.02, 0.11, 0.12, 0.21, 0.36, 0.49, 0.69, 0.77, 0.87, 0.99}.
Recall the cut-off position in (2.6)
k∗cv = sˆ+ min{j ≥ 1 : p(sˆ+j) ≤ bj}1{sˆ > t1},
where t1 = max{j : p(j) < αm/m} with αm = 1/
√
logm. For this example with m = 10, t1 =
max{j : p(j) < 0.066} = 1. Then, the indicator function 1{sˆ > t1} = 0; and k∗ = sˆ = 1.
On the other hand, if the data yield sˆ = 2, then the indicator function 1{sˆ > t1} = 1, and
the procedure continues to check p(2+j) ≤ bj . In this example, p(2+j) = 0.12, 0.21, 0.36 . . . and
bj = 1/8, 2/8, 3/8, . . . for j = 1, 2, 3, . . .. Then k
∗ = sˆ+ 1 = 3.
5.5 Empirical SMR of AdSMR
We illustrate the empirical SMR of AdSMR with the MR estimator under the settings of Example
1 in simulation. Recall that Theorem 2.4 has SMR(k∗)→ 0 for any constant  > 0 under suitable
conditions. Table 4 reports the empirical SMR of AdSMR for  = 0.1, 0.2 and 0.3 from 100
replications. The results agree with Figure 3. For example, Figure 3 shows the median of FN
proportion around 0.18 for AdSMR when pi = 0.02 and µ = 4.5. Table 4 shows that when µ = 4.5,
the FN proportion of AdSMR is greater than 0.1 in 65 (out of 100) replications, greater than 0.2 in
29 replications, and greater than 0.3 in 0 replications. The empirical SMR decreases as µ increases.
Table 4: Empirical SMR(k∗) of AdSMR in the setting of Figure 3 with pi = 0.02.
µ
4.5 5 5.5 6 6.5
 = 0.1 0.65 0.43 0.03 0 0
 = 0.2 0.29 0 0 0 0
 = 0.3 0 0 0 0 0
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