We prove that the Poisson distribution maximises entropy in the class of ultralog-concave distributions, extending a result of Harremoës. The proof uses ideas concerning log-concavity, and a semigroup action involving adding Poisson variables and thinning. We go on to show that the entropy is a concave function along this semigroup.
Maximum entropy distributions
It is well-known that the distributions which maximise entropy under certain very natural conditions take a simple form. For example, among random variables with fixed mean and variance the entropy is maximised by the normal distribution. Similarly, for random variables with positive support and fixed mean, the entropy is maximised by the exponential distribution.
The standard technique for proving such results uses the Gibbs inequality, and exploits the fact that, given a function f (x), and fixing Λ(p) = p(x)f (x)dx, the maximum entropy density is of the form α exp(−βf (x)). 
This means that, using the positivity of the relative entropy D(· ·) (the Gibbs inequality),
− h(p) + h(φ µ,σ 2 ) = p(x) log p(x)dx − p(x) log φ µ,σ 2 (x)dx = D(p φ µ,σ 2 ) ≥ 0.
Such maximum entropy results can be regarded as the first stage in proving convergence in relative entropy -see [8] for more such results.
In Example 1.1, it is clear that the class of variables with mean µ and variance σ 2 (over which the entropy is maximised) is well-behaved on convolution. However, for random variables where Ef (X) is not so well-behaved on convolution, the situation is more complicated. Examples of such random variables include the Poisson and Cauchy distribution.
Nonetheless, Harremoës proved in [5] that the Poisson distribution Π λ (with mass function Π λ (x) = e −λ λ x /x! and mean λ) also satisfies a natural maximum entropy property. 
Note that Shepp and Olkin [18] and Mateev [15] also considered the class B n (λ), and showed that the maximum entropy distribution in this class is Binomial(n, λ/n).
In this paper, we show how this maximum entropy property relates to the property of log-concavity, and give an alternative proof, which shows that Π λ is the maximum entropy distribution in a larger class ULC(λ). In particular, the key definition and main theorem of the paper are as follows: Definition 1.4 Define ULC(λ) to be the class of random variables V such that EV = λ, and such that the sequence
In Section 2 we discuss properties of the class ULC(λ). For example, Lemma 2.4 shows that (as for Harremoës's B ∞ (λ)) the ULC(λ) are well-behaved on convolution, and that B ∞ (λ) ⊆ ULC(λ), with Π λ ∈ ULC(λ). (Note that for each n, the Poisson mass function Π λ is not supported on [0, n] and hence Π λ / ∈ B n (λ), so that Π λ / ∈ B ∞ (λ).).
with equality if and only if X ∼ Π λ .
The proof is given in Sections 2 and 3, and is based on a family of maps (U α ) which we introduce in Definition 2.5 below. This map mimics the role played by the OrnsteinUhlenbeck semigroup in the normal case. In the normal case, differentiating along this semigroup shows that the probability densities satisfy a partial differential equation, the heat equation, and hence that the derivative of relative entropy is the Fisher information (a fact referred to as the de Bruijn identity -see [2] ). This property is used by Stam [19] and Blachman [3] to prove the Entropy Power Inequality, which gives a sharp bound on the behaviour of continuous entropy on convolution. It is possible that a version of U α may be give a similar result for discrete entropy.
The map U α interpolates between a given random variable X and a Poisson random variable with the same mean. By establishing monotonicity properties with respect to α the maximum entropy result, Theorem 1.5, follows. The action of U α is to take X, add an independent Poisson random variable to it, and then thin the resulting random variable. In Section 3, we use this map to establish the maximum entropy property of the Poisson distribution. The key expression is Equation (7), which shows that the resulting probabilities satisfy an analogue of the heat equation.
We abuse terminology slightly in referring to U α as a semigroup; in fact U α 1 •U α 2 = U α 1 α 2 , so we would require a reparametrization V θ = U exp(−θ) reminiscent of Bakry andÉmery [1] to obtain the more familiar relation that
However, in Section 4, we argue that U α has the 'right' parametrization, by proving that H(U α X) is not only monotonically decreasing in α, but is indeed a concave function of α. We prove this by writing
, and differentiating both terms. We prove the following theorem: Proof See section 4.
Note that in contrast to conventions in Information Theory, throughout the paper entropy is defined using logarithms to base e, since the paper will involve differentiating the logarithms. However, it is simple to add a scale factor of log 2 to our results to restore them to the standard scaling.
Log-concavity and ultra-log-concavity
Recall the following definition:
We say that a random variable V taking values in Z + is log-concave if its probability mass function p V (i) = P(V = i) forms a log-concave sequence. Any random variable S ∈ B ∞ is log-concave, which is a corollary of the following theorem, first proved by Hoggar [6] .
Theorem 2.2 The convolution of any two log-concave sequences is log-concave.
The sum of two independent and identically distributed geometric random variables (both with mass functions achieving equality in Equation (4)) is a negative binomial distribution (which has a mass function which is log-concave, but no longer achieves equality in (4)). However, equality is achieved in Definition 1.4 by the Poisson distribution, which is well-known to satisfy an infinite divisibility property.
Remark 2.3 An equivalent characterization of the class ULC(λ)
is that the scaled score function introduced in [12] is decreasing, that is
As in Pemantle [16] , Liggett [14] , and Wang and Yeh [22] , Equation (3) is sometimes referred to as 'ultra-log-concavity of order ∞'. We note the following simple results:
2. The Poisson random variable Π λ ∈ ULC(λ).
The classes are closed on convolution:
that is for independent U ∈ ULC(λ) and V ∈ ULC(µ), the sum U + V ∈ ULC(λ + µ).
B ∞ (λ) ⊆ ULC(λ).
Proof Parts 1. and 2. are trivial. Part 3 is implied by Theorem 1 of Walkup [21] , which proves that if sequences (f (i)) and (g(i)) are log-concave then their binomial convolution
is log-concave as a function of k. Thus, we can simply take
. Part 4. follows from Part 3., since any Bernoulli(p) mass function scaled by Π p is supported only on 2 points, so V ∈ ULC(p).
We can give an alternative proof of Part 3, using ideas of negative association developed by Efron [4] and by Joag-Dev and Proschan [7] , and repeated (for the sake of completeness) in the case of discrete random variables as Equation (3.1) of [10] . The key result is that if U and V are log-concave random variables, then for any decreasing function φ E[φ(U, V )|U + V = w] is a decreasing function of w. Now, the Lemma on P.471 of [12] shows that the score function of the sum of independent U and V satisfies
so that if ρ U and ρ V are decreasing, then so is ρ U +V .
Next we introduce the map U α that will be the key to our results. Addition of an independent Poisson random variable and thinning (an operation introduced by Rényi [17] ) are very natural operations. Given a random variable X with mean µ, we can first thin and then add an independent Poisson variable, so that the mean is preserved. Definition 2.5
Given a random variable
2. Given a random variable Y , we define the α-thinned version T α Y by
Equation (8) below shows that we can reverse the order of the definition, that is that
We can interpret the thinning as a random sum of independent Bernoulli α random variables; that is:
Proof Part 3. of Lemma 2.4 shows that if X ∈ ULC(µ) then S β (X) ∈ ULC(µ + β).
Hence we need only prove that if
If we write r(y) = P(Y = y)/Π µ/α (y), β = µ(1/α − 1) and
We need only check that D(z) = s β (z) 2 − s β (z + 1)s β (z − 1) is positive for each β > 0, which we can do by comparing coefficients of
Consider i = 2m + 1 odd (the case of i even is similar, and is omitted for the sake of brevity). If we multiply through by (2m + 1 − 2z)!, then the coefficient becomes ≥ 0, so Equation (6) is positive, and the log-concavity of sequence (s β (z)) follows.
Maximum entropy result for the Poisson
We now prove the maximum entropy property of the Poisson distribution. As in Stam [19] and Blachman [3] , the key is to differentiate with respect to α, and see that the resulting probabilities satisfy a partial differential-difference equation.
Proposition 3.1 Given X with mean λ, writing P α (z) = P(U α X = z), then
Proof We consider probability generating functions (pgfs). Recall that a Poisson(µ) random variable has pgf exp(µ(t−1)). If X has pgf G X (t) then T α X has pgf z t
which satisfies
and comparing coefficients the result follows.
Note that the maps U α have a semigroup-like structure -since
That is, we know that
We could reparametrize (in the spirit of Bakry andÉmery [1] ) and define V θ = U exp(−θ) , with V forming a semigroup, as V θ 1 +θ 2 = V θ 1 • V θ 2 . However, this would in general make the notation more complicated, and the concavity results of Section 4 imply that this might be the 'right' parametrization.
Equation (7) can be simplified with the introduction of some helpful notation. Given a function f (x), write ∆f (x) = f (x + 1) − f (x), and the adjoint ∆ * g(x) = g(x − 1) − g(x). These maps ∆ and ∆ * are indeed adjoint since for any f, g:
Then taking g(z)
, we can give two alternative reformulations of Equation (7):
Secondly a form more reminiscent of the heat equation:
Proof of Theorem 1.5 Notice that (as remarked by Topsøe [20] ) Equation (1) can be weakened; if − x p(x) log q(x) ≤ − x q(x) log q(x) then adapting Equation (2) gives that
Given random variable X with mass function p, we define Λ(p) = − x p(x) log Π λ (x), and where it will not cause ambiguity, we write Λ(X) = Λ(p). We will show that if X ∈ ULC(λ) then Λ(U α X) is an decreasing function of α. In particular, since U 0 X ∼ Π λ , and U 1 X = X, we deduce that Λ(X) ≤ Λ(Π λ ). (A similar technique of controlling the sign of the derivative is used by Blachman [3] ) and Stam [19] to prove the entropy power inequality).
We simply differentiate and use Equations (10) and (11), combined with the fact that Π λ (z) is itself log-concave. Note that
By assumption X ∈ ULC(λ), so by Proposition 2.6 U α X ∈ ULC(λ), and by Equation (5), the score function ρ α is decreasing in z. Further, note that z P α (z)ρ α (z) = 0. Since log((z + 1)/λ) is increasing in z,
is negative by Chebyshev's rearrangement lemma, since it is the covariance of a decreasing and increasing function.
In fact, Λ(U α ) is strictly decreasing in α, unless X is Poisson. This follows, since equality holds in Equation (12) if and only if ρ α (z) ≡ 0, which characterizes the Poisson distribution.
Concavity of entropy along the semigroup
In fact, rather than just showing that the Poisson distribution has a maximum entropy property, in this section we establish a stronger result, that H(U α X) is monotonically decreasing in α, and is a concave function of α. We prove this by writing H(U α X) = Λ(U α X) − D(U α X Π λ ), and differentiating both terms.
We have already shown that Λ(U α X) is decreasing in α, and we show in Lemma 4.1 that it is concave in α, and in Lemmas 4.2 and 4.4 respectively we show that D(U α X Π λ ) is increasing and convex. Proof Again, we use Equation (11) . Note that
This means that
Now, as in [12] , we write P α (z) = (z + 1)P α (z + 1)/λ. P α is often referred to as the size-biased version of P α , and is a probability distribution because U α fixes the mean. Notice that ρ α (z) = P α (z)/P α (z) − 1, so that we can rewrite Equation (13) as
This quantity is a symmetrised version of the relative entropy, and was originally introduced by Kullback and Leibler in [13] .
where P α (z) = (z + 1)P α (z + 1)/λ and P α (z) = (z + 2)(z + 1)P α (z + 2)/λ 2 .
Proof Again, we use Equation (11) . Note that
Taking a further derivative of Equation (14), we deduce that
as required, using Equation (11).
Lemma 4.4 For X with mean λ and EX(X
It is a strictly convex function unless X is Poisson.
Proof We deal with the two terms of Lemma 4.3 separately. We first deal with the term involving the logarithm, using the log-sum inequality. This inequality is equivalent to the Gibbs inequality, and states that for positive sequences (a i ) and (b i ) (not necessarily summing to 1), D(a i b i ) = i a i log(a i /b i ) ≥ ( i a i ) log(( i a i )/( i b i )).
Writing S = z P α (z) = EZ(Z − 1)/λ 2 < 1, we express the first term of Lemma 4.3 as
Similarly, a weighted version of the Fisher information term of Johnstone and MacGibbon [11] gives that:
(Note that in each case, equality holds if and only if P α (z) = Π λ (z)).
Substituting these bounds in Equation (17), we deduce that We now complete the proof of Theorem 1.6:
Proof of Theorem 1.6 The monotonicity follows by combining Equation (12) with Lemma 4.2. In the same way, concavity follows by combining Lemmas 4.1 and 4.4. We need only check the assumption of Lemma 4.4, that is that for X ∈ ULC(λ) and for all α, we require that P α (z)z(z − 1) ≤ λ 2 . This follows since
as it is again the covariance of an increasing and decreasing function.
