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The swimming of cells, far from any boundary, can arise in the absence of long-range liquid-
crystalline order within the cytoplasm, but simple models of this effect are lacking. Here we present
a two-dimensional model of droplet self-propulsion involving two scalar fields, representing the cy-
toplasm and a contractile cortex. An active stress results from coupling between these fields; self-
propulsion results when rotational symmetry is spontaneously broken. The swimming speed is
predicted, and shown numerically, to vary linearly with the activity parameter and with the droplet
area fraction. The model exhibits a Crowley-like instability for an array of active droplets.
Active fluids are an emerging class of nonequilibrium
systems, where energy is injected into the system lo-
cally and continuously, by the constituent particles them-
selves [1]. Many examples of active fluids are biological in
nature, for example, actomyosin networks inside the cell
cytoskeleton [2–4] and dense suspensions of microtubules
and kinesins in vitro [5, 6]. In the case of actomyosin
networks, each myosin motor can attach (and detach) to
two actin filaments and pull the two filaments inwards,
causing a net local contractile stress, whch drives the sys-
tem out-of equilibrium. In many cases, this local energy
injection at the filament scale can be translated into a
macroscopic motion. For example, actomyosin contrac-
tion at the rear of the cell cortex has been shown to play
an important role in the swimming motility of cells in a
bulk fluid environment [3, 4], far from any boundary at
which crawling can instead occur.
At the level of phase-field modeling and simulations,
cell motility is often described as the spontaneous mo-
tion of a droplet of active fluid [7–10]. The current
field-theoretic understanding of cell swimming involves
a scalar field φ, coupled to polar or nematic liquid-
crystalline order, described by a vector or a second-rank
tensor [7, 8, 11]. The scalar field delineates the cell’s inte-
rior (φ > 0) from its exterior (φ < 0) whereas the vecto-
rial/tensorial field describes bulk internal alignment of a
uniform or cortical ‘cytoskeleton’. The propulsion mech-
anism then relies on a discrete broken symmetry along a
pre-existing axis of orientational order, such as a spon-
taneous splay transition [11], or self-advection caused by
net polymerization at the leading end of each polar fila-
ment [7, 10, 12]. Thus, the vectorial/tensorial nature of
the order parameter is crucial to obtain self-propulsion in
such theories. On the other hand, experimental observa-
tions of cell swimming suggests direct rotational symme-
try breaking of the actomyosin concentration delineating
the cell cortex [3, 4], implying that liquid-crystalline or-
der is not a pre-requisite for self-propulsion in cells.
In this Rapid Communication, we present a field the-
ory of self-propelling active droplets, such as cells, in the
absence of liquid-crystalline order. Our theory is given
in terms of two scalar fields φ and ψ, which follow sym-
Figure 1. (a) Flow driven by an active stress ΣA on the
interface of the droplet phase field φ. A positive (negative)
ΣA implies an extensile (contractile) - shown by a blue (red)
patch - fluid flow tangential to the φ-interface. (b) A cell
is represented by φ-droplet, while the concentration of acto-
myosin in the cell cortex is given by φ−ψ (red ring). Under
a small random initial perturbation, the ψ > 0 domain is dis-
placed to the front (right), creating excess contractile stress
at the back. This leads to an active flow which locks the ψ-
droplet in the front, causing sustained self-propulsion along a
direction selected by spontaneous symmetry breaking.
metry arguments of the Landau theory [13], coupled by
the active stress in the momentum conservation equa-
tion. The φ-field delineates the interior/exterior of the
droplet. The ψ field is an auxilary field which is related
to a conserved scalar describing the local amount of ac-
tive material (ρ). It is defined via ρ = φ − ψ. The ar-
rangement of interest is where a cortex of nonzero ρ [see
the red region in Fig.1(b)] resides in the outer part of
an otherwise passive droplet with constant overall mass
density. This arrangement corresponds to a droplet with
ψ > 0 [see the blue core in Fig.1(b)] superimposed on a
larger droplet of φ > 0. The difference of the two radii
is then the thickness of a cortex surrounding the droplet,
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2rendered contractile by, e.g., the action of myosin motors.
Self-propulsion of the active droplet emerges generi-
cally by the spontaneous breakdown of rotational sym-
metry in the ρ field. Once this is broken, the droplet
moves with a speed that increases linearly with the ac-
tivity strength and decreases linearly with the droplet
area fraction within a periodic domain. (We rationalize
both scalings analytically.) We then extend our theory to
study an array of active droplets and identify an active-
Crowley-like instability.
Model: First, with two conserved scalar fields φ(r, t)
and ψ(r, t), we choose the free energy functional F [φ, ψ]
as:
F [φ, ψ] =
∫ (a
2
φ2 +
b
4
φ4 +
a′
2
ψ2 +
b′
4
ψ4 − βφψ
+
κ
2
|∇φ|2 + κ
′
2
|∇ψ|2
)
dr, (1)
where a = −b < 0, a′ = −b′ < 0 and κ, κ′, β > 0. Al-
though we choose a = a′ and b = b′, our results are robust
against changing these parameters as long as the free en-
ergy admits the solution for a stable droplet. Connections
of these free energy parameters to physical parameters -
surface tension, interfacial width, thickness of cortex, etc
- are given in Table 1 of the SI.
Eq. (1) is adopted as the simplest way to stabilize two
concentric phase-field domains (in φ and ψ) of unequal
size. On identification of ρ = φ − ψ, this becomes a
droplet surrounded by a cortex, as required. Parame-
ters are chosen so that each phase field approaches ±1
in the interior/exterior bulk phases. The β > 0 term is
an energetic coupling which favors maximizing the over-
lap of ψ and φ fields. Since both fields are conserved,
the volumes of these φ, ψ droplets (equivalently, the φ
droplet and its φ − ψ cortex) are separately constant in
time. We choose the initial volume of the φ-droplet to
be bigger than of the ψ-droplet, and thus, the ψ-droplet
resides within the φ-droplet giving a cortex in between
[see Fig. 1(b)]. The φ-droplet then has interfacial ten-
sion γ0 '
√−8κa3/9b2 [14], with similar expressions for
the ψ-droplet. These tensions govern respectively the
cortex/exterior and cortex/interior interfaces. Note that
the β-term also renormalizes the interfacial tension γ0;
however, we choose β/a = β/a′ = 0.01, so that this dif-
ference is not appreciable.
The only active term in our model is a contractile
stress, which lives, for simplicity, at the outer interface
where φ passes through zero. This active stress is, how-
ever, modulated by the local concentration of cortical ma-
terial which (in some units) is ρ(r, t) = φ− ψ ' −ψ > 0
[see Fig. 2(a)]. If rotational symmetry is maintained, the
cortex is concentric with the droplet and the active stress
is likewise symmetric (Fig. 1(b), left). In the broken sym-
metry state, with more cortical material at the rear of the
droplet, the active stress is larger there, creating a fluid
flow that sustains the broken symmetry, by sweeping the
cortex of actomyosin towards the rear so that −ψ is larger
there than at the front [Fig. 1(b) right].
This flow is governed by the hydrodynamic velocity
v(r, t), which describes the average velocity of the cellu-
lar materials plus the solvent. The conserved dynamics
of φ and ψ is then as follows:
∂φ
∂t
+∇ ·
(
φv −Mφ∇δF
δφ
)
= 0, (2a)
∂ψ
∂t
+∇ ·
(
ψv −Mψ∇δF
δψ
)
= 0, (2b)
such that the total
∫
φdr and
∫
ψ dr are constant in time.
The first term inside the parentheses describes advection
of φ and ψ by the fluid velocity v. The second term
describes diffusion of φ and ψ along the negative gradient
of the chemical potential δF/δφ and δF/δψ, respectively.
Mφ,ψ > 0 are the mobilities for each field.
In the limit of low Reynolds number, which is appro-
priate for sub-cellular materials, the fluid flow v(r, t) is
obtained from solving the Stokes equation:
∇ · (σ + ΣE + ΣA) = 0, (3)
where σ = −pI + η[(∇v) + (∇v)T ] is the Cauchy stress
tensor in a fluid of viscosity η, I is the identity matrix,
and p is the isotropic pressure, which enforces the in-
compressibility condition ∇ · v = 0. ΣE in (3) is the
equilibrium interfacial stress, which is derived from the
free energy functional (1) [14]:
ΣE = −κ(∇φ)(∇φ)− κ′(∇ψ)(∇ψ). (4)
Physically, ΣE is the elastic response to a deformation
in the interface of the φ- and ψ-droplet.
ΣA in (3) is the active stress, which drives the system
out of equilibrium. The form of ΣA is adapted from the
active model H [15, 16]:
ΣA = αψ(∇φ)(∇φ), (5)
where α ≥ 0 is a cortical contractile activity parameter,
such that the equilibrium limit is recovered when α→ 0.
From (5), the activity is always localized at the interface
of the φ-droplet. This differs from other models of ac-
tive fluid droplets such as active nematics [6, 11, 17, 18],
where the active stress affects the bulk of the interior.
The physical significance of ΣA is illustrated in Fig. 1(a).
Consider a patch of active region on an interface separat-
ing φ = +1 and φ = −1 regions (see Fig.1a). If αψ > 0
so that ΣA ∝ (∇φ)(∇φ), the active stress creates an
extensile fluid flow in the tangential direction of the in-
terface. On the other hand if αψ < 0, as will hold here,
ΣA ∝ −(∇φ)(∇φ), and the active stress creates a con-
tractile flow tangential to the interface, corresponding to
actomyosin contractility α > 0 in the cell cortex. (Re-
call that the density of this cortex is ρ ∼ −ψ > 0 at the
3Figure 2. (a) Inset: A snapshot of an active droplet steadily
moving in the x-direction. Main: Corresponding plots of φ
and ψ as a function of x at the cross-section passing through
the centre of the droplet. (b) and (c) show the streamlines of
the fluid flow of the same active droplet in (b) the comoving
frame and (c) laboratory frame. The streamlines are super-
imposed on the pseudo-color plot of the φ-field.
outer droplet interface.) Note that in the literature on
active phase separation [15, 16], contractile and extensile
are defined with respect to the microswimmer orienta-
tion, normal to the interface. The opposite convention,
chosen here, refers to the tangential cortex layer and is
used in the cellular literature [3, 4].
Our numerical system consists of a two-dimensional
(2D) square box with linear size L and periodic boundary
conditions. We initialize a φ-droplet with radius R at the
centre of the box, and similarly a ψ-droplet with a smaller
radius 0.9R; see Fig. 1(b) left. We then solve Eqns. (2a-3)
numerically using a pseudo-spectral method, as detailed
in the SI [19].
Mechanism of self-propulsion: Now we will illustrate
the mechanism for self-propulsion. We fix the activity
α to be finite and positive. First, let us consider what
happens when both φ- and ψ-droplets are concentric as
shown in Fig. 1(b) left. At the interface of the φ-droplet,
the value of ψ is negative and the same everywhere along
the interface (ψ ' −1). Thus, the active stress ΣA (5)
is contractile and its magnitude is the same everywhere
along the interface. This represents an isotropic distri-
bution of active cortex material, and thus, by symmetry,
we should not expect to see any motion.
Now imagine that we give a small displacement (which
can come either from thermal fluctuations or an initial
perturbation – we consider the latter case here) to the
ψ-droplet as shown in Fig. 1(b) right. The essence of
the symmetry breaking mechanism can be understood
by considering a small initial displacement of the smaller
droplet ψ such that the interface of the φ droplet touches
that of the ψ droplet at one point (found below to be the
‘front’ of the droplet when in motion) so that the ρ cortex
vanishes in thickness at this point. Therefore at the front,
the active stress ΣA (5) is approximately zero, whereas
at the back, the active stress is finite and contractile.
This excess contractile stress at the back pulls the fluid
from the front to the back along the interface of φ, as
indicated by black arrows in Fig. 1(b) right. This trans-
lates into persistent motion. Fig. 2(a) shows the values
of φ and ψ measured at the cross-section, which supports
this mechanism. Physically, we have an accumulation of
actomyosin at the back of the cell which creates excess
contractility at the rear cell cortex. This is consistent
with experiments on cellular swimming motility in the
absence of any boundary on which to crawl [4, 20].
Fig. 2(b,c) show the steady state fluid velocity from
the full hydrodynamic simulations in the co-moving (b)
and laboratory frame (c). This fluid flow is as schemat-
ically shown in Fig. 1(b) right. Inside the φ-droplet, the
differential active stress at the interface generates a pair
of counter-rotating vortices, which then squash the ψ-
droplet further to the front, giving a positive feedback.
Incidentally, this type of fluid flow is generic to all
neutral (pure quadrupolar flow [21]) squirmer droplets,
whose motion is typically driven by Marangoni flow along
the interface [22–24]. From Figs. 1(b) and 2(a), in the
front hemisphere, ψ = ψf ' 0, whereas in the back
hemisphere, ψ = ψb ' −1. The active stress ΣA
renormalizes the surface tension into an effective sur-
face tension, γ0 → γ = γ0(1 − αψ/κ) [15, 16], where
γ0 =
√−8κa3/9b2 [14] is the surface tension without ac-
tivity, α = 0. This has the effect of a net change in sur-
face tension between the front and rear of the φ-droplet,
which is ∆γ = α∆ψγ0/κ, where ∆ψ = ψf−ψb. Thus, we
have a Marangoni flow from low effective surface tension
(front) to high effective surface tension (back) as shown
in Fig. 2(b), while Fig. 2(c) contains the same flow
in the laboratory frame. The corresponding theoretical
flow around an active droplet, in an infinite 2D domain,
is given in the first figure of [19].
Self-propulsion speed, U : Having described the mecha-
nism, we now obtain an analytical expression for U using
appropriate boundary conditions corresponding to our
model. In simulations, the interface is diffused, and thus,
there is no discontinuity in the fluid velocities inside (v˜)
and outside (v) the droplet. In analytical calculations,
the interface is sharp, and we solve the Stokes equation
both inside and outside of the droplet using the following
boundary conditions
vr(r = R) = v˜r(r = R) = 0, (6a)
vθ(r = R) = v˜θ(r = R), (6b)
(σ − σ˜) · rˆ = γ (∇ · rˆ) rˆ −∇γ, at r = R. (6c)
4Figure 3. (a) The self-propulsion speed of the droplet U in-
creases linearly with the activity parameter α at a fixed area
fraction ϕ = piR2/L2 = 0.049. (b) The self-propulsion speed
of the droplet U decreases linearly with the area fraction ϕ
for a fixed α = 0.2. From the best linear fit of the simulation
data we obtain U = 0.44α (1− 3.4ϕ), while the theoretical
estimate of Eq.(7) is U = 0.49α in the limit ϕ→ 0.
The above equations represent no-flux (6a), continuity
of tangential slip velocity (6b) at the interface, and the
fact that the discontinuity of the Cauchy stress, σ, at
the interface is related to the surface tension γ(θ) of the
droplet, via (6c) [25, 26]. The speed U0 of the droplet in
an infinite 2D domain (see [19]) is then:
U0 =
∆γ
16η
, (7)
As described previously ∆γ = α∆ψγ0/κ, and thus, the
speed increases linearly with contractile activity α and
actomyosin concentration in the cortex ρ. Using the
above formula and the parameters of Fig. 3, the theoret-
ically predicted speed is U0 = 0.49α. This is in excellent
agreement with the numerical estimate of U0 = 0.44α
obtained from a best-fit of the simulation data of Fig. 3.
It should be noted that the speed does not depend on R,
which is consistent with the literature on transport by
interfacial forces [25, 27]. We ignore any deformations of
the droplet in our calculations. A more detailed analy-
sis studying the role of deformation will be pursued in a
future work.
To account for the periodic boundary conditions used
in simulations, we need to sum the flow due to periodic
images of the droplet, which lie on a 2D square lattice.
The expression for the speed U is then U = U0(1 − ϕ)
[19]. The best fit of numerical data in Fig. 3 gives
U = 0.44α (1− 3.4ϕ). Although our analytical results
give the linear scalings for the self-propulsion speed, as
a function of activity parameter α and area fraction ϕ,
seen in the simulations, this belies the true complexity
of the problem which exhibits linear scaling with volume
fraction far beyond any perturbative regime (and indeed
with a different coefficient). A more detailed analysis of
the above will be pursed in a future work.
Crowley-like instability of an array of active droplets:
The model and simulations above can be easily extended
to the case of multiple droplets. This is operationally
Figure 4. (a) Active-Crowley-like instability: A linear array
of active droplets is unstable. This instability is opposite to
that in an array of sedimenting particles. (b) There is no
instability if there is no well-defined central particle.
done by generalizing the free energy functional of (1) for
N active droplets as:
F [φ,ψ] =
∫ N∑
i=1
(a
2
φ2i +
b
4
φ4i +
a′
2
ψ2i +
b′
4
ψ4i − βφiψi
+
κ
2
(∇φi)2 + κ
′
2
(∇ψi)2 +
∑
j 6=i
β′φiφj
)
dr. (8)
Here the term proportional to β′ > 0 effectively leads to
repulsion between the droplet φi and φj [28], and thus,
precludes any overlap. The dynamics for each φi, ψi and
v is the same as in (2a-3) and the equilibrium interfacial
stress ΣE and active stress ΣA are now the sum of each
contribution from φi and ψi given in (4) and (5).
We use the above to study the instability in a linear ar-
ray of three droplets as shown in Fig. 4. We see an active-
Crowley-like instability when there is a well-defined cen-
tral particle. Unlike in the case of the sedimentation [29],
here the central particle lags. This can be understood
from the fluid flow in Fig. 2(c), which has the effect of
the central particle being pushed backwards by the neigh-
boring particles. On the other hand if the particles are
equally separated as in Fig. 4(b), there is no instability
as there is no well-defined central particle, when taking
into account the periodic boundary condition used.
Conclusion: We have presented a minimal (and scal-
able) hydrodynamic model of active droplets without any
liquid-crystalline order parameter [7, 11]. Nor do we re-
quire explicit chemical reactions in the form of source
and sink terms [30–33]. The self-propulsion of droplets
in our model relies on the fact that excess contractility in
the back of the droplet gives rise to a finite effective sur-
face tension gradient, ∆γ 6= 0. Thus, although motivated
by a simple description of swimming cells, our model can
also capture the self-propulsion due to Marangoni stresses
on the surface of active emulsion droplets [22–24, 34–36].
The effective tension in our case is not a prescribed quan-
tity, but is instead, a consequence of the minimal form
of the active stress ΣA given in Eq.(5). Our theory
5might possibly be extended to address a passive liquid
crystal inside an active scalar droplet, to mimic exper-
imental systems of [22, 34], or, in the chiral case, the
helical trajectories seen in experiments of [37].
We also showed the feasibility of our model for the
study of many droplets by studying an active Crowley-
like instability in a linear array of active droplets. A more
detailed study of an active droplet suspension using our
theory and its comparison to the particulate theories [38]
of active matter will be presented in future work.
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Supplemental Information (SI)
I. STOKES FLOW OF A SELF-PROPELLING
DROPLET IN INFINITE TWO-DIMENSIONS
In this Section, we will derive the analytic solution
for the fluid velocity in the limit of infinite boundary
(L → ∞) and sharp φ-interface (ξ0 → 0). We consider
a two-dimensional active droplet swimming with velocity
−U0xˆ in the lab frame. In the co-moving frame, the
droplet will be stationary, and the fluid velocity at far
field r → ∞ is U0xˆ. We can then define v(r) and v˜(r)
to be the fluid velocity inside and outside the droplet
respectively; v(r) and v˜(r) are obtained from solving
two independent Stokes equation. We then match the
two solutions at the interface of the droplet r = R via
the boundary conditions in Eq.(6) of the main text. We
can assume the droplet to be centered at the origin. It is
convenient to obtain the solution of the fluid flow using
stream-function ϑ, defined as v = ∇ × (ϑzˆ) [39]. The
components of the fluid velocity are given in terms of the
stream-function in Cartesian (x, y) and plane polar (r, θ)
coordinates as
vx =
∂ϑ
∂y
, vy = −∂ϑ
∂x
, vr =
1
r
∂ϑ
∂θ
, vθ = −∂ϑ
∂r
. (9)
Now using the incompressibility condition ∇ · v = 0 and
Stokes equation, it can be shown by standard arguments
that the stream-function satisfies the biharmonic equa-
tion:
∇4ϑ = 0, (10)
subject to the boundary conditions for the corresponding
velocity field given in the main text.
Now let us denote v = ∇ × (ϑzˆ) and v˜ = ∇ × (ϑ˜zˆ)
to be the fluid velocity inside and outside the droplet
respectively.
Exterior flow v: First, we will solve the fluid velocity
outside the droplet. The boundary condition for the fluid
velocity at infinity r →∞ is:
vx =
∂ϑ
∂y
= U0, as r →∞. (11)
This implies that the stream-function has the following
form at r →∞:
ϑ(r, θ) = U0r sin θ, as r →∞. (12)
Thus we can use separation of variables:
ϑ(r, θ) = f(r) sin θ. (13)
Substituting (13) into (10), f(r) satisfies the following
equation: (
d2
dr2
+
1
r
d
dr
− 1
r2
)2
f(r) = 0. (14)
Using trial solution f(r) ∼ rn, we can obtain the general
solution to (14):
f(r) =
A
r
+Br + Cr ln r +Dr3. (15)
From the boundary condition (12), we get C = D = 0
and B = U0.
Now the no-flux boundary condition for the normal
component of the velocity at the interface r = R reads:
vr(R, θ) =
1
R
∂ϑ
∂r
∣∣∣∣
r=R
= 0. (16)
This implies A = −U0R2. Thus the exterior fluid velocity
in polar coordinates and co-moving frame is:
vr(r, θ) = U0
(
−R
2
r2
+ 1
)
cos θ (17)
vθ(r, θ) = −U0
(
R2
r2
+ 1
)
sin θ. (18)
Interior flow v˜: Again, defining the stream-function
ϑ˜(r, θ) and using separation of variables, the solution to
the biharmonic equation (10) is
ϑ˜(r, θ) =
(
A˜
r
+ B˜r + C˜r ln r + D˜r3
)
sin θ. (19)
Now since the fluid velocity v˜ =∇× (ϑ˜zˆ) has to remain
finite at r = 0, we then require A˜ = C˜ = 0. We then
impose no-flux boundary condition:
v˜r(R, θ) =
1
R
∂ϑ
∂θ
∣∣∣∣
r=R
= 0, (20)
6Figure 5. Streamlines of the theoretical fluid flow around an
active droplet moving to the right in the co-moving (a) and
lab-frame (b) in an infinite domain. The red circle denotes
the interface of the droplet. (Note that the calculation in
Section I is done with the droplet moving to the left, thus the
fluid velocity above is flipped around the y-axis.)
and continuity of the tangential velocity at the interface:
v˜θ(R, θ) = vθ(R, θ), (21)
to finally find: B˜ = −U0 and D˜ = U0/R2. Thus the
interior fluid velocity in polar coordinates is:
v˜r(r, θ) = U0
(
−1 + r
2
R2
)
cos θ (22)
v˜θ(r, θ) = U0
(
1− 3r
2
R2
)
sin θ (23)
This fluid flow, derived from above expressions for the
interior and exterior region, has been plotted in Fig.(5).
This can be compared with direct numerical simulations
in the main text. It is worthwhile to note that there is
no solution for Stokes flow around a disc, the so-called
Stokes paradox [39], if a no-slip boundary condition at
r = R is used. The solution described above relies on the
fact that there is a free-slip boundary condition on the
surface of the droplet.
Self-propulsion speed: The hydrodynamic stress is
discontinuous at the interface r = R due to the surface
tension γ(θ):
(σ − σ˜) · rˆ = γ (∇ · rˆ) rˆ −∇γ, at r = R. (24)
The stress in polar coordinates is:
σrr = −p+ 2η ∂vr
∂r
(25)
σθθ = −p+ 2η
(
1
r
∂vθ
∂θ
+
vr
r
)
(26)
σθr = σrθ = η
(
1
r
∂vr
∂θ
+
∂vθ
∂r
− vθ
r
)
. (27)
First, let us look at the r-component of (24):
σrr − σ˜rr = γ
R
=⇒ p˜− p = γ
R
, (28)
which is just the Laplace pressure difference between the
interior and exterior of the droplet. Now we look at the
θ-component of (24):
σθr − σ˜θr = − 1
R
dγ
dθ
(29)
η
∂vθ
∂r
− η˜ ∂v˜θ
∂r
= − 1
R
dγ
dθ
, at r = R (30)
where η and η˜ is the fluid viscosity inside and outside the
droplet respectively. Now substituting (18) and (23) into
(30), we get:
U0 sin θ = − 1
8η
dγ
dθ
. (31)
Thus, the velocity of the droplet is non-zero only if we
have a surface tension gradient along the tangential di-
rection. Now we can average (31) over the angle θ ∈ [0, pi]
to obtain:
U0 =
∆γ
16η
, (32)
where ∆γ is the surface tension difference between the
back and the front. Note that θ = pi corresponds to the
front the droplet and θ = 0 corresponds to the back of
the droplet. For active model H [15], the effective surface
tension is γ = γ0(1− αψ/κ), and thus we get:
U0 =
γ0α
16ηκ
, (33)
since ψ = 0 in the front and ψ = −1 in the back (see
Fig. 1 in the main text). Thus, we obtain linear scaling
with activity α, consistent with the numerical result in
the main text.
II. ACTIVE DROPLETS ON A LATTICE
To compute this finite size scaling theoretically, we con-
sider an infinite array of active droplets, whose centre of
mass are located on a square lattice. The renormalized
fluid velocity in the region around the central droplet,
located at the origin, is the sum of all the fluid veloci-
ties generated by each droplet on the lattice. The nu-
merical simulations presented in the main text assume
periodic boundary condition on each side of the box:
(x,±L/2), (±L/2, y). This is equivalent to having an in-
finite number of active droplets located on a square lat-
tice (mL,nL), where m,n ∈ Z. In this Section, we will
derive the approximate fluid velocity generated by these
droplets.
First, let us consider the dilute limit R/L → 0 (Sec-
tion I). Let us consider an active droplet swimming with
velocity U0xˆ and located at the origin. The fluid flow
generated by this single droplet in the lab frame is (see
7Fig. 5(b) and Eqns. (17-18)):
ux = U0R
2 x
2 − y2
(x2 + y2)2
(34)
uy = 2U0R
2 xy
(x2 + y2)2
. (35)
In particular, the fluid flow at the leading edge of a single
droplet (x, y) = (R, 0) is equal to the velocity of the
droplet itself:
ux(R, 0) = U0. (36)
Now, the fluid flow generated by infinite droplets in a
lattice is given by (assuming dilute flow solution for each
droplet):
ux =U0R
2 x
2 − y2
(x2 + y2)2
+ U0R
2
∞∑
m=1
∞∑
n=0
(x−mL)2 − (y − nL)2
[(x−mL)2 + (y − nL)2]2
+ U0R
2
−∞∑
m=0
∞∑
n=1
(x−mL)2 − (y − nL)2
[(x−mL)2 + (y − nL)2]2
+ U0R
2
∞∑
m=0
−∞∑
n=−1
(x−mL)2 − (y − nL)2
[(x−mL)2 + (y − nL)2]2
+ U0R
2
−∞∑
m=−1
−∞∑
n=0
(x−mL)2 − (y − nL)2
[(x−mL)2 + (y − nL)2]2 (37)
The first term is the fluid flow created by the active
droplet at the origin. In particular, the fluid flow at the
edge of the centre droplet is given by:
ux(R, 0) = U0
+ U0
R2
L2
∞∑
m=1
∞∑
n=0
(
R
L −m
)2 − n2[(
R
L −m
)2
+ n2
]2
+ U0
R2
L2
∞∑
m=0
∞∑
n=1
(
R
L +m
)2 − n2[(
R
L +m
)2
+ n2
]2
+ U0
R2
L2
∞∑
m=0
∞∑
n=1
(
R
L −m
)2 − n2[(
R
L −m
)2
+ n2
]2
+ U0
R2
L2
∞∑
m=1
∞∑
n=0
(
R
L +m
)2 − n2[(
R
L +m
)2
+ n2
]2 (38)
≡ U0
[
1 +
R2
L2
G
(
R
L
)]
, (39)
where G(R/L) is the infinite sum contained in (38). It can
be shown that the infinite sum converges and G(R/L) as
a function of R/L is shown in the plot of Fig. 6. From the
plot, G(R/L) ' constant for small R/L and the constant
0.05 0.10 0.15 0.20 0.25
R
L
-3
-2
-1
0
1

Figure 6. Shows the plot of the infinite sum in (38) as a
function of R/L,
value is −pi. Therefore, the fluid velocity at (x, y) =
(R, 0) is
ux(R, 0) = U0
[
1− piR
2
L2
+O
(
R4
L4
)]
. (40)
Now we can compare (40) to (36) to deduce that the ve-
locity of the central droplet at the origin is renormalized
by the neighboring droplets in the lattice. The fluid ve-
locity of the droplets in a square lattice as a function of
area fraction ϕ = piR2/L2 is then:
U ' U0 (1− ϕ) = ∆γ
16η
(1− ϕ) . (41)
Thus we find linear scaling with decreasing ϕ and in-
creasing α or ∆γ, consistent with the numerical result in
the main text, although the pre-factors are not exactly
matched. The reason is because the neighboring droplets
also renormalize the fluid velocity at the interface of the
central droplet r = R. Thus the stress boundary condi-
tion (24), no-flux condition, and continuity of tangential
velocity at the interface has to be reevaluated. Secondly
in simulations, inside the φ-droplet, there is also a ψ-
droplet, which gets squashed. This contributes to a dipo-
lar fluid flow [16], while we only consider the quadrupolar
flow in our analysis. A more detailed study, accounting
for all these effects and the role of periodic images in
evaluation the fluid flow at all orders using a absolutely
convergent expression of the fluid flow [40, 41], will be
presented in a future work.
III. SIMULATION DETAILS
The fluid flow satisfies the Stokes equation
0 = −∇p+ η∇2v + f (42)
0 =∇ · v, (43)
where,
f =∇ · (ΣA + ΣE), (44)
8is the force density on the fluid. The solution is obtained
using Fourier transforms as we now describe.
Defining the Fourier transform of a function φ(r) as
φk =
∫
φ(r)e−ik·r dr (45)
φ(r) =
1
(2pi)3
∫
φke
ik·r dk, (46)
we can write the Stokes equation (42) in the Fourier space
as
0 = −ikpk − ηk2vk + fk, (47)
0 = ik · vk. (48)
The above equations can be used to project out the so-
lution of the pressure field in Fourier space:
pk = −ik · fk
k2
. (49)
The above expression of the pressure is then used in (47)
to obtain the solution of the fluid flow, with built-in in-
compressibility, given as
vk = Gk · fk (50)
Gk =
1
η
(
I
k2
− kk
k4
)
. (51)
Here Gk is the Fourier transform of the Oseen tensor
G(r) [42].
The above solution for the fluid flow is implemented
using the standard fast Fourier transforms (FFTs) imple-
mented in NumPy [43], which automatically implements
periodic boundary condition. The remaining terms in
the dynamics of the φ and ψ field are implemented us-
ing using the pseudo-spectral method, involving again
NumPy Fourier transforms and 2/3 dealiasing procedure
[44, 45]. The linear terms are directly evaluated in the
Fourier space, while the non-linear terms are computed
in real space by inverse Fourier transforms. This is then
transformed back to Fourier space to evolve the dynam-
ical system in time using the explicit Euler-Maruyama
method [46]. We provide the parameters used in gener-
ating all the figures of the manuscript in Table II. Finally,
we explain the method used to determine the speed and
centre-of-mass position of the φ-droplet. Using the sim-
ulation data for the field φ(r, t), we obtain the centre-of-
mass coordinate RCM as
RCM(t) =
∫
rφs(r, t) dr∫
φs(r, t) dr
, (52)
where φs(r, t) is defined to be 1 if φ(r, t) ≥ 0 and 0 if
φ(r, t) < 0. The self-propulsion velocity of the droplet is
obtained using:
U(t) =
∫
φs(r, t)v(r) dr∫
φs(r, t) dr
. (53)
Figure 7. Speed U of a droplets as the parameter κ′ is varied.
The speed is scaled by U1, the speed for κ′ = 1.
The above expression for the droplet velocity can be ver-
ified to hold by using the definition U(t) = dRCM(t)/dt
and Eqs. (1-3) of the main text.
IV. ROLE OF DIPOLAR FLOW
The passive stress of Eq.(4) in the main text leads to a
dipolar fluid flow in presence of deformations in the φ and
ψ field. The deformations, in turn, are controlled by the
stiffness κ and κ′. We use κ = 1.45 to reduce deforma-
tions in the φ field. We then study the effect of changing
the parameter κ′. The dipolar flow due to deformation
of the ψ field impeded the droplets. In Fig.(7) we show
that the speed increases as we increase the parameter k′
and saturates. We choose κ′ = 3 when the speed has
saturated.
V. SUPPLEMENTAL MOVIES
The two supplemental movies are:
• Movie I: The movie corresponds to results shown
in Fig.2 of the main text with the same set of pa-
rameters.
• Movie II: The movie shows dynamics of two
droplets simulated using Eq.(9) of the main text.
Parameters are same as in Fig.(4) but for two
droplets.
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9Physical parameters Model parameters
Passive surface tension (γ0) [14, 47] γ0 '
√−8κa3/9b2
Effective surface tension (γ) in presence of active
stress [14–16] γ = γ0(1− αψ/κ)
Ratio of active and passive surface tensions γ/γ0 = 1− αψ/κ
Binodal density of droplet φ [14, 47] φb = ±
√−a/b
Interfacial width of droplet φ ξφ '
√−2κ/a
Binodal density of droplet ψ [14, 47] ψb = ±
√−a′/b′
Interfacial width of droplet ψ ξψ '
√−2κ′/a′
Radius of the φ-droplet R
Radius of the ψ-droplet 0.9R
Average thickness of the cortex (ρ = φ− ψ) 0.1R
Reynolds number Re = Inertial forceViscous force
Capillary number Ca = ηU0/γ0
Table I. Physical parameters and their corresponding model parameters used in this paper. See Tab:II for values of the
parameters. In this paper, we set inertial to zero, and thus, Re = 0, while typical Ca ∼ 0.001− 0.01.
Figure System size (L× L) R α β β′
2 (a) 100× 100 20 0.1 0.02 0
2 (b) 100× 100 20 0.1 0.02 0
2 (c) 100× 100 20 0.1 0.02 0
3 (a) 100× 100 12.5 varied 0.02 0
3 (b) 100× 100 varied 0.2 0.02 0
4 (a) 120× 120 10 0.2 0.02 0.2
4 (b) 90× 90 10 0.2 0.02 0.2
Table II. Simulation parameters used to study the self-propulsion of active droplets. Throughout the paper, the parameters of
the free energy are fixed to be: a = −b = a′ = −b′ = −1, κ = 1.45, and κ′ = 3 for one droplet simulation. The simulations
reported are in two space dimensions, while the analytic predictions would be maintained in higher dimensions. The parameter
β is fixed to be small and positive β = 0.02 so that the ψ-droplet is confined inside the larger φ-droplet. We keep the ratio
of the radius of the two droplets fixed at 0.9, such that φ droplet is bigger than the ψ droplet. We fix the mobilities to be
unity: Mφ = Mψ = 1 and the viscosity to be η = 0.1. The values of L, R, and α vary. We also define the area fraction to be
ϕ = piR2/L2 . The time discretization is fixed to be ∆t = 0.001 and spatial discretization is fixed to be ∆x = 1.
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