This paper is an attempt at laying the foundations for the classification of queries on relational data bases according to their structure and their computational complexity. Using the operations of composition and fixpoints, a~-rr hierarchy of height ",2, called" the fixpoint query hierarchy, is defined, and its properties investigated. The hierarchy includes most of the queries considered in the literature including those of Codd and Aho. and Ullman. The hierarchy to level '" characterizes the first-order queries, and the levels up to '" are shown to be strict. Sets of queries larger than the fixpoint query hiererchy are obtained by considering the queries computable in polynomial time, queries computable in polynomial space, etc. It is shown that classes of queries defined from such complexity classes behave (with respect to containment) in a manner very similar to the corresponding complexity classes. Also, the set of second-order queries turns out to be the same as the set of queries defined from the polynomialtime hierarchy. Finally, these classes of queries are used to characterize a set of queries defined from language considerations: those expressible in a programming language with only typed (or ranked) relation variables.
Introduction
In recent years the theory of relational data bases has received a great deal of attention in computer science research.
One of the central topics of research in this area is that of queries (Le., functions from data bases to relations) and query languages (Le., languages for expressing such functions).
Since Codd's early work on relational data bases [C1] , many diverse query languages and associated classes of queries have been suggested. One encounters the first-order relational calculus and the relational algebra of Codd [C2, see also OM], the conjunctive queries of Chandra and Merlin [CM] and the tableau queries of Aho, Sagiv and Ullman [ASU] . Zloof [Z2] has suggested augmenting the first-order queries with a transitive closure operator, and Abo and Ullman [AU] have extended that suggestion by augmenting the relational algebra with a least fixpoint operator. Some form of fapoint queries are also obtained by querying in Kowalski's language of logic programs [OM, K, V] . Chandra and Harel [CH] defined the general class CQ of all computable queries which, in some sense, is the largest interesting such set. In (eH] a query language is defined and is shown to express precisely the queries in CO. While this query languap indeed subsumes all the aforementioned languages, and hence CQ CH1498-5/80/0000-0333$OO.75 @ 1980 IEEE 333 contains all the queries expressible in such languages, [CH] does not provide a global framework within which these and other classes of queries can be investigated on common ground. The purpose of this paper is to lay the foundations for such a frame- The paper consists of two parts: algebraic and complexitytheoretic in nature, respectively. First, the· basic set E of existential queries is defined. This set subsumes the conjunctive and tableau queries [CM, ASU] . From E, larger sets of queries can be obtained by using three operations on queries: complementation, composition, and least fixpoint. These operations, when applied to E, yield a natural hierarchy of sets of queries which we call the fixpoint query hierarchy, or the fixpoint hierarchy for short. This is a~-n hierarchy of height ",2 , in which the first", steps (which we call the first-order query hierarchy) constitute a structural classification of the first-order queries (and hence also of the relational algebra queries) of Codd [C2] . We show the strictness of the first-order query hierarchy and a correspondence with the polynomial-time hierarchy of Stockmeyer [S] . The suggestions of Zloof [Z2] and of Aho and Ullman [AU] concerning transitive closure transcend the first-order query hierarchy, but remain below level ",.2 of the full hierarchy, as do those of Kowalski [K] .
The full hierarchy to level ",2 is then shown to have natural closure properties. The question of strictness of the higher levels of the fixpoint hierarchy, however, remains an open problem. It is possible, however, to step out of the fixpoint hierarchy without using the full power of CQ: the fixpoint hierarchy is shown' to be strictly included in the set of queries expressible in second-order predicate calculus, and the latter is strictly included in CQ.
The second part of the paper deals with sets of It higherlevel" queries, such as the second-order definable queries, SO, and the set RQ of queries cOlllPutab1e using only ranked relation variables. The approach used in comparing such sets is to study complexity' classes of queries such as QPTIME, QPHIER (queries computable in polynomial time, in the polynomial-time hierarchy), etc.
First, the problem of enumerating the queries in such classes is discussed and enumerations are shown to exist for QPHIER, QPSPACE, QEXPTIME, and classes with greater space or time resources. It is interesting that QPTIME is not known to have an enumeration. Next, it is shown that (for reasonable complexity classes) the query classes are ordered in much the same way as their corresponding complexity classes. As far as the above sets of high level queries are concerned, the main results are that FPettQPTIMEeQPHIER=SOettCQ and FPeRQettQPSPACE. ,r' Also, QPTIME¢RQ, but RQcQPTIME iff PTIME=PSPACE, which is generally believed to be false, so that RQ is probably independent of QPTIME.
In the closing section we suggest areas for further research, including the study of classes of queries derived from natural programming constructs.
Data Bases, Queries, and Operations on Queries
We first recall some basic definitions, taken essentially from [CH] .
De/inition: Let U be some countable, universal domain. A relational data base, or data base for short, is a tuple B=(D,Rt,...,R k ),
where DeU is finite and for each 1~i~k, R i eDai for some ai~O.
The integer ai is called the rank of R i and B is said to be of type a=(at,...,ak). We will frequently abbreviate the vector Rt,...,R k by R and write B=(D,R). [CH] gives a query language that computes exactly the computable queries. Note: in [CH] , queries were typed only by their inputs (Le., a query was of type a, not i+b); here, however, it is technically convenient to type with respect to output too.
Definition: Let CQ denote the class of computable queries. In the sequel, we will omit the adjective computable, and simply refer to computable queries as queries.
We now define two fundamental operations on queries, together with the operations on sets of queries which they induce.
These will serve as central concepts for the rest of the paper. The operators .., and 0 are two of the three fundamental operators on queries which will be considered in this paper. The third, the least fixpoint .operator, will be introduced in Section 4.
These operators will serve mainly to enable us to define classes of queries in a structured, algebraic manner. A! a first step in this direction we now provide an algebraic characterization of the first-order definable queries.
The First-Order Query Hierarchy
We have not said anything yet about the languages in which queries are formulated. Indeed, most of the sets of queries mentioned in the introduction were originally defined as the queries expressible in some query language. In this paper we will be interested in various sets of queries, but in most cases they will be defined syntactically, Le., in the context of some query language.
Delinition: Let L be the first-order language with no function symbols and with == (equality) and R 1 , R 2 , •.• as its predicate symbols. Note: we will be using R i both as the formal symbol denoting a relation and as the relation itself; also, the rank of R i will be implicit from the context, though superscripts could have been used to be completely formal. Let First be the language consisting of all expressions of the form i.R.w here~is a formula of L, i is a vector of distinct variables, containing all the variables appearing free in~, and R is a vector of distinct predicate symbols containing all those appearing in~.
An expression i." (Rl,...,Rk) .~(i) in First represents a query Q of type (al,...,ak)+b, where I i I == band R i has rank ai' The query Q is defined by Q(D,R) == {d€Db I~(d) is true in (D,R)}.
For example, the expression (x,y).(R 1 ,R 2 ). (3z)(R t (x,z) AR 2 (z,y», represents the query of type (2,2) + 2 which returns the relational composition of its two arguments. Similarly the expression
where the rank of R 3 is a, represents the query of type (2,2,a)+2 returning the composition of its first two arguments. It may also be noted that negation in First corresponds to complementation with respect to the domain D of the input data base.
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Deli.ition: Fint-order flleria. For A€First let Q A denote the query represented by A, and for fcFirst let Q r == {QA I A€ f}.
The set QFirst is the set of first-order queries, and is denoted by F.
..
Of course FcCQ, but (see [AU]) FttCQ.
Deli.ition: For an expression A of the form i.R.~in First, define its negation ..,A to be of the form i.R...,~; and for fcFirst, define ..,f=={..,AIA€f}.
The following is easily verified, establishing negation of the representation of a query as the syntactic analogue of the complementation of that query. Delinition: For r,6. cFirst, define r 0 6. CiE: 6.,1 SiSn}.
The following is also easily established. umma 3.2: For any A,Ct,... ,CnE:First, We are now ready to define a hierarchy of sets of expressions, which induces a hierarchy of sets of queries, similar in structure to such known hierarchies as the arithmetical and analytical hierarchies [R], and the polynomial-time hierarchy [S] .
De/ilfitiolf: Define the collection of sets of expressions of First {Ii,IIi}i<w' as follows:
We are interested, not so much in the sets of formulas Ii' IIi' but rather in the corresponding sets of queries denoted· by I~, II~: 
then:
It may be noted that for i~l,poI~== I~. Another consequence of Lemma 3.5 is that the first-order O-hierarchy describes precisely the set of first-order queries.
TIrawm 3.7: y I~== Yn~== F. where <P is quantifier-free, and this conversion does not increase the number of symbols in A. Then (d,A) £C iff (for some appropriate polynomial poly): We can also show the strictness of the first-order query hierarchy, although it is not known whether or not the polynomial-time hierarchy is strict. '17Ieotwm 3.10: For any i~It~~;tn~.
In this section the first-order hierarchy is extended to include classes~~and n~for all a<w 2 t rather than just a<w. The idea is to obtain I~for a limit ordinal a' by attaching a least fixpoint operator Y to queries in the sets defined for smaller ordinals t Le.
to I~, for (3 < a.
Proo/: It suffices (from Lemma 3.4(iii» to show ";t". From Proof:
For any i~lt if~~== n~then I~I == pon~== poI~==~~(by Lemma 3.6 and the remark following it)t which contradicts Lemma 3.9. 0 as before, except that the inductive definition is started with Wino=={}, and Win'o=={d}. This is needed to show that with the definitions B==B i + 1 and-B'==B'i+l, 0A(B)=={()}, OA(B')=={}. The D~/i"itio,,: Let LY be the first-order language L of Section 3, augmented with the additional formation rule: Let i) be in LY, and let the predicate symbol R of rank a appear positively in i) (i.e., each free occurrence of R is under an even number of negations). Then
is in LY, where x is an a-tuple of distinct variables and z is also an a-tuple of (not necessarily distinct) variables. Let i' denote [E,Frl, it follows that if the second player has a winning strategy then Oc(B)==Oc(B').
We will show that the second player indeed has a winning strategy. In fact t we will show that the second player wins even an i+ 1 move game where the first player must start choosing elements from B'==B'i+ I. The proof is by induction on the number of moves m (then m==i+ 1 gives the desired result), and the case m==O is trivial. For an m move game, m~l, we will, for convenience, rename the elements in the domain of B' from do,d1,1,... ,dk,n to d'o,d'I,I,... ,d'k,n. The second player uses the following strategy. Whenever the first player chooses do or d'0' the second player chooses the other one. Suppose the first player chooses elements d'p q ,...td'p q . There must be some number l' 1
It' It
Sk+ 1 which is not included in Pl,...,Pk. Without loss of generality, suppose for all i, Pj;t 1 (can be obtained by systematic renaming of the elements· in D'm). The second player then chooses d p1 ,qt,...,d pk ,qk' and subsequently, if the first player ever chooses dp,q (resp. d'p,q) p~2, the second player responds with d'p,q (resp. dp,q). These choices can never be used by the first. player to show nonisomorphism. Therefore his subsequent moves may be confined to elements of the form dl,q' d'l,q, starting with the former.
The game is then reduced to an m-l move, game played on B m -1 ,B'm-l' starting with the first player choosing from B'm-l ' which, by the induction hypothesis, is a win for the second player.
This completes the induction, and the proof for odd i.
The proof for even i is similar. Data 'bases B j , B'j are defined variables in ., other than those in i. Given meanings for the predicate symbols free in • (excluding R), and given an assignment 8 which assigns 8(u)€D for each variable ufree in if (for a vector ii==(ut,...,Ut) we will write 8(n) for (8(ut),...,8(ut» ), define an a-ary relation T as follows: Then the formula if is satisfied by the assignment 8 iff T(8(z» holds.
The next theorem shows that such a T exists, and therefore the definition is sound. Remark: In many Cdses, the z in (z.YR(i»cIl will be simply i, but formally we want to allow identification of variables as, for example, in «v,w,v).YR(i»., without having to resort to conjuctions with equality terms. Whenever there is no confusion we will write (z.YR(i»<Il simply as (YR)•. Since A € It, we have TC € YI? Thus the reflexive transitive closure can be described as a fixpoint of an existential query.
For a set S of queries such as F, E, FP, etc., with which an underlying set r of expressions is clearly associated, we will loosely use the notation YS to stand for Or. For example, YF is the set of queries which are represented by fixpoints of first-order expressions.
With this convention in mind, FP is the closure of E (and, for that matter, of F) under 0 and Y. It is also the closure of C (the set of conjunctive queires) under.." 0 and Y.
We now define the fixpoint hierarchy. We justify our use of a single application of Y in clause (iii). Define .' to be • with all occurrences of Sand T replaced, respectively, by 'lT1 and 'lT2, with free variables appropriately renamed to match the arguments of Sand T. Since 'lT1 and 'lT2 are existential, it is clear that i.(R,R).•' is in~~+1. Also, .the reader can verify that (YR).' is equivalent to (YS)(YT). by observing that, by. Theorem 4.1, the nested unions which constitute the latter can be collapsed into that constituting the former.
0 Table 1 illustrates the~~classes.
The notation in the table is justified by the following generalization of Theorem 3.7:
to,be applied to expressions in the algebra. Since the set of queries expressible in the relational algebra is precisely F (the set of queries expressible in the first-order relational calculus), it appears that the language' suggested in [AU] is F 0 YF, i.e. contained in~~2.
It is possible to view the language of Horn-clause logic programs as a query language (see e.g., [GM, K, V]). It can be shown that the queries definable in this language correspond to YP+, where F+ is the set of queries represented by first-order formulae in which each predicate symbol appears positively. Thus
Horn queries are strictly contained in YP.
An interesting question concerns the strictness of the fixpoint hierarchy, or, to be more precise, the possibility of generalizing Theorems 3.10 and 3.11. We can show that~~~II~by the following:
TIt.,., 4.5:~TC is not in YF.
Since FP is, closed under the operations from which the hierarchy is constructed, and since we know that the union' of the hierarchy is FP, it is. obvious that an attempt to extend the defini- The second player wins by the following strategy. Inductively, with k moves remaining (the induction will be on k starting from k t and decreasing to 0), the elements from D (resp. D') chosen by both players can be partitioned into several 2 k -chains et ,e2,···,e q (resp. e't ,...,e'q) that are mutually 2 k -disjoint; and ei' e'i are isomorphic for each i. Since a p-element 2 k -chain has at most 1+p.2 k elements that are not 2 kt free from it, it follows from a counting argument that there will be an element in D (resp. D') which is 2 kt -free from each ei (resp. e'i) (note: the total number of distinct elements in the chains is no more than kt-k, and n > 2 ktt ). The inductive hypothesis is trivially true in the beginning with no elements chosen, and k t moves remaining. Now, with k moves remaining, and the inductive hypothesis holding, say the first player picks an element d €D (the case when he picks an element from D' is analogous). It can be checked there are two cases: (i) d is 2 kt -free from all ei' and (ii) d is not 2 kt -free from exactly one ei. In case (i), the second player picks any element d' in D' which is 2 k -1 -free from each e'i-Then d and d' form (trivially isomorphic) 2 k -1 -chains, and the ek-chains ei' e'i partition into one or more 2 k -1 -chains each. The resulting chains all obey the induction hypothesis for k-l. In case (ii), let d==e+j where e is in ei and jS2 kt (the case d=e-j is similar), and e' be the element in e'i corresponding to e; then the second player chooses e' +j. Again it can be seen that the induction hypothesis is satisfied for k-l.Finally, with k-O, i.e. no move remaining, from the induction hypothesis, the second player wins the game. 0 R...rIc: Aho and Ullman [AU] show that TC is not in F. In fact, Fagin [F2] showed that a problem closely related to TC (that of expressing whether all elements of the domain are connected by R) is not expressible in second-order predicate calculus, where the second-order quantifiers are all universal and monadic (formula is in prenex form and second-order quantifiers precede first-order quantifiers).
Lemma 4.5, together with Theorem 3.10 yields: 
s. Complexity Classes for Queries
As mentioned in the introduction, we will use complexity theoretic methods to. classify some powerful query languages and their associated sets of queries. We would like to define, say, the class of queries that can be computed in polynomial time (Le., polynomial in the data base), and likewise for queries that can be computed in polynomial space, exponential time, etc. Recalling that a query is a partial recursive function from data bases to relations, we may simply restrict attention to those queries Q for which the set {(B,Q(B» I B is a database} is a language in the appropriate complexity class. We chose a slightly different definition.
De/i"itio,,: Let PTIME (resp. EXPTIME, LOGSPACE, PSPACE) be the class of languages S such that there is a polynomial Pen) and a deterministic Turing machine which accepts S in time Pen) (resp. time 2 P (n), space 10g(P(n», space Pen»~. Here n refers to the length of the input. Let PHIER = y}:f be the polynomial- Here we assume some standard encoding of (B,i) into strings.
This defines the set of queries computable in polynomial time QPTIME, in polynomial space QPSPACE, etc. and so does QPHIER.
Proof Given a fixed encoding of data bases. into strings, define B<B' to mean either that the encoding of B is shorter than that of Enumerating the queries in a complexity class is not immediate from an enumeration of the Turing machines in that class.
The difficulty is with the consistency criterion (condition (iii) in the definition of computable queries, §2), which requires that queries preserve isomorphisms. This condition is, of course, not decidable for an arbitrary Turing machine. One can, however, modify Turing machines so as to satisfy the consistency criterion. /Hli.ltioll: We say that a class C is closed under logspace reducibility if whenever SI is in C and S2 is many-one logspace reducible [L, S] to SI' then S2 is in C, and C¢{{}, }:*} for alpha- Proof (i) FpcQPTIME.
We show by induction on the structure of formulae 4l in LY (the language of fixpoint formulae) that (*) For every appropriate i, i, the query represented by i.i.4l is in QPTIME.
Property (*) holds for the atomic formulae, and if it holds for~, i', it is immediately seen to hold for~v+, ..,4l, and (3x)4l (because the number of possible values for x is no more than the size of the data base), and hence for~A '1', (Vx)4l. Finally, if (*) holds for~(R,i,y), we show that it also holds for (z.YR(i».4l(R,i,y). Denote the latter formula by '1'. Given any assignment 8 mapping the free variables of '1' into domain elements, the construction yTi of Theorem 4.1 can be done in pol lynomial time. Let n be the number of elements in the domain of the data base and R have rank a, then given any assignment 8' to variables in i,y, and relation T for R, if it can be determined whether or not 4l(T,8'(i,y» holds in time P( II (B,T) II ) for some polynomial P; then given T i , T i + 1 can be computed in time na.p( II (B,T i ) 11), and since tuples are never deleted from T i , the process stops at T -TnB ; hence checking whether or not '1'(8(z,y» holds in B takes time polynomial in II B II, thereby proving that property (*) holds fori'.
(ii) FP;t QPTIME. This is shown in the next section by showing that for the set RQ of ranked queries, FPcRQ, but QPTIME¢RQ.
(iii) QPTIME c QPHIER is immediate from Theorem 5.3.
(iv) SO c QPHIER This is immediate upon observing that second-order quantifiers can be thought of as polynomially bounded quantifiers. Let the query language RQL be defined to contain the following:
Variables: xg,X?,X~, ... ,X~,X~,... ,X~, ...
and if t,t} ,t 2 are terms, then so are the following: It may be noted that the restriction to total queries is not a serious one. For one thing, these are generally the queries of interest; for another, programs in RQL cycle only by repeating values of all their variables after an a priori time bound, and a clock can be attached to stop the computation if it runs too long.
Totality is also needed to be able to compare the queries .with queries defined from complexity classes. 
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A consequence of Theorem 6.3 (along with Theorem 6.1) is CoroUary 6.4 (i) RQcQPTIME iff PTIME-PSPACE,
It is generally conjectured that PTIME~PHIER~PSPACE.
Under this .assumption, RQ is· independent (in a set containment ordering) of QPTIME, QPHIER -see Fig. 2 .
The Hasse-diagram relating RQ with other query classes (under the set inclusion ordering) upon the assumption PTIME;ePHIER;ePSPACE.
FIGURE 2 7. Conclusions
The purpose of this paper has been to provide a framework for comparing and classifying sets of queries and query languages. As such, it is shown that the conjunctive and tableau queries [CM, ASU] , the first-order queries and the relational algebra
[C2], a query language suggested in [AU], and the closure of first-order queries under composition and least fixpoint (Le., FP) fall naturally onto an w 2 hierarchy. The first w levels of this characterize the first-order queries, and are shown to be strict.
All the queries inFP can be computed in polynomial time, but there are simple queries computable in polynomial time which are not in FP. In particular, it can be shown that queries in FP cannot count the number of tuples in a relation. Formally it is shown that no query in FP can determine whether the domain of the database has an even number of elements. The concept, however, is quite general. It can be shown, for example, that given a relation R(student-name,course) which gives the names of students in various courses, the following query is not in FP: "are there two courses with the same number of students?". Neither is the query "what is the course with the maximum attendance?H. In fact, this limitation is not just of FP, but applies generally to query languages based on variables of bounded rank. All these queries can, of course, be computed in polynomial time. Unfortunately we do not know of an effective enumeration of the queries computable in polynomial time, although such enumerations do exist for queries defined on larger complexity classes such as the polynomialtime hierarchy, polynomial space, etc. In fact, queries defined 346 from the polynomial-time hierarchy tum out to be precisely the second-order queries. These classes of queries can be used to characterize the set of que.ries RQ computable using only ranked variables. RQ turns out to be between FP and the set of queries computable in polynomial space.
It is an open problem as to whether FP;eRQ (though this is implied by PTIME;ePSPACE).
The answer would be affirmative if the open question in §4 is also answered affirmatively.
Several interesting problems remain to be solved. These include showing the strictness of the full Q-hierarchy, and obtaining an enumeration of the polynomial time queries (QPTIME).
Of more pragmatic interest is the problem of characterizing the expressive power of various constructs used in query languages.
As we have observed, fixpoints do not provide the ability to count the size of a relation, and it is, therefore, worth exploring the limits. of its usefulness. The use of ranked variables is another construct, which has only been explored. in a preliminary manner in this paper. Other primitives suitable for study include the use of the equality relation, counters, and looping constructs in gener-
al.
It is possible that some of the classes of queries in this paper could provide an appropriate foundation for useable query languages. As such, it is interesting to ask whether there is a "natural" query language that can express ( .
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