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Differenzengleichungen höherer Ordnung, wie sie im Rahmen der KMD- 
Regelkreisdarstellung auftreten, können – wenn überhaupt – nur mit sehr großem Aufwand 
gelöst werden. Es gibt aber eine alternative Möglichkeit jene   -Werte zu bestimmen, bei 
denen der Regelkreis konvergiert. Hierzu muss man für eine zu untersuchende 
Differenzengleichung die so genannte Charakteristische Gleichung aufstellen, welche man 
durch Einsetzen des allgemeinen Ansatzes      ·    in die korrespondierende homogene 
Differenzengleichung erhält.
1 Man stützt sich hierbei auf das Schur-Theorem. Dies wird im 
Weiteren gezeigt und zwar mit folgenden Schritten: 
(1) Zunächst wird für einen „  1 “-Fall gezeigt, wie die Konvergenzeigenschaft über die 
Lösung einer Differenzgleichung (1. Ordnung) bestimmt werden kann.  
(2) Dann wird für einen „  1 “-Fall gezeigt, wie mittels Schur-Theorem auf Konvergenz 
auch ohne die Lösung der Differenzengleichung geprüft werden kann. 
(3) Da eine Lösung von „  1 “-Fällen – wie gesagt – nicht ohne weiteres möglich ist, wird 
anschließend gezeigt, wie mittels Schur-Theorem für „  1 “-Fälle auf Konvergenz getestet 
werden kann. 
Ziel ist es, eine Art „Kochrezept“ zur Ermittlung der Stabilitäts(=Konvergenz)bereiche in 
Abhängigkeit von   aufzustellen. Die gewonnenen Stabilitätswerte können alternativ auch 
über die Simulation eines Regelkreises angenähert werden.
2 Die mathematische Herleitung 
kann somit der Überprüfung einer solchen Simulation dienen. 
 
(1) Lösung der Differenzengleichung für den „    “-Fall 
Gegeben seien folgende Gleichungen: ∆    0,1 ·     
   und   
     5·          .  
Einsetzen liefert 
∆    0,1 ·   5 ·                
               0 , 5·       0 , 1·          
      0 , 5·       0 , 1·          
                                                            
1 Vgl. Chiang/Wainwright (2005, S. 589ff.). 
2 Vgl. Blanckenburg (2008, S. 1ff.). 2 
 
Verwendet man im Folgenden für die rekursiv definierte Funktion      ·         die 
Lösungsformel
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und setzt die oben abgelesenen Konstanten   0 , 5  ,   0 , 1·          und den als 
Startpreis zum Zeitpunkt     0 aus der Gleichung   
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        0 , 2·      ·0 , 5    0 , 2·  0 , 2·     . 
 
Aus der offensichtlichen Konvergenz von 0,5  gegen Null und der Tatsache, dass    
ausschließlich in der Periode 1 einen von Null verschiedenen Wert annimmt und sonst den 
Wert Null hat, folgt dass    sich für alle t-Werte > 1 mit wachsendem   einem konstanten 
Wert annähert. Damit folgt aus der obigen Differenzengleichung auch Konvergenz für die 
Differenzmengenfunktion, denn wenn ∆    0,1 ·     
   gegen Null konvergiert, konvergiert 
auch   








3 Vgl. Blanckenburg (2008, S. 2f.) für die Lösung einer Differenzengleichung 1. Ordnung im Rahmen des KMD-
Konzepts. 3 
 
(2) Alternative Bestimmung der Konvergenz beim „    “-Fall mittels Schur-Theorem 
Die Nullstellen des charakteristischen Polynoms  -ten Grades mit reellen Koeffizienten 
                                   
sind dann und nur dann sämtlich im Inneren des Einheitskreises gelegen, wenn die   
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positive von Null verschiedene Werte haben.
4 
Übertragen auf die Differenzengleichung folgt dann für ihre Lösungen Konvergenz. 
Tabelle 1: Schema zur Bestimmung der Konvergenz der Lösungen einer Differenzengleichung mit Hilfe 
des Schur-Theorems. Quelle: In Anlehnung an Chiang/Wainwright (2005, S. 589ff.). 
Mit Hilfe der Charakteristischen Gleichung und des Schur-Theorems kann man die 
Konvergenz auch ohne Kenntnis der Lösung überprüfen. Für den hier betrachteten „  1 “-
Fall lässt sich die Charakteristische Gleichung ableiten aus den Ausgangsgleichungen von (1) 
für ∆  und   
   
             0 , 5·       0 , 1·          
      0 , 5·       0 , 1·           
        0 , 5·     0 , 1·        
Für die Konvergenzeigenschaften ist nur der korrespondierende homogene Linkshandteil 
dieser inhomogenen Differenzengleichung verantwortlich. Er muss zur Bestimmung dieser 
Eigenschaften gleich Null gesetzt werden.
5 Dies liefert: 
                                                            
4 Eine Verallgemeinerung dieses Spezialfalles kann man bei Schur (1918, S. 134f.) finden. 
5 Die allgemeine Lösung einer inhomogenen Differenzengleichung erhält man durch die Addition einer 
speziellen Lösung der inhomogenen Differenzengleichung und der allgemeinen Lösung der zugehörigen 
homogenen Differenzengleichung. Vgl. Chiang/Wainwright (2005, S. 548). 4 
 
      0 , 5·     0  
Benutzt man den allgemeinen Ansatz      ·   ,  so ergibt sich 
 ·       0 , 5· ·     0  . 
Nach Division durch  ·    gelangt man zu der Charakteristischen Gleichung 
1·     0 , 5·     0 . 
Aus ihr lassen sich die Koeffizienten     1 ,       0 , 5  ablesen. Nach dem Schur-Theorem 
ist nun die folgende Determinante zu betrachten 
Δ    
      
      
 . 
Wenn diese Determinante einen positiven von Null verschiedenen Wert annimmt, folgt für die 
Lösung der Differenzengleichung Konvergenz. 
Δ     1  0 , 5
 0,5 1     1 · 1   0,5 · 0,5   0,75   0. 
Damit folgt für eine einmalige Störung    aus der obigen Differenzengleichung auch 
Konvergenz für die Differenzmengenfunktion, denn wenn ∆    0,1 ·     
   gegen Null 
konvergiert, konvergiert auch   
    10 ∆  gegen Null. Im Folgenden wird daher für die 
„    1,…,10“-Fälle lediglich auf Konvergenz von ∆  untersucht, da dies zu den genannten 
Bedingungen für die Verteilung der Störgröße auch Konvergenz gegen Null für   
  bedeutet. 
 
(3) Herleitung der Stabilitätsbereiche für      ,…,   mittels Schur-Theorem 
Im Folgenden sollen Konvergenzkriterien mit Hilfe des Schemas aus Tabelle 1 für allgemeine 
  -Werte in Abhängigkeit von   berechnet werden. Die allgemeinen Gleichungen für den 
Regelkreis des M-Prozesses lauten: 
∆      ·     
   und   (1) 
  
    ·             (2) 
Um die Konvergenz dieses Gleichungssystems zu überprüfen, müssen die Gleichungen (1) 
und (2) zunächst in eine Charakteristische Gleichung überführt werden. Diese kann dann für 
verschiedene  -Werte verwendet werden. 5 
 
Ineinander Einsetzen liefert 
∆      ·   ·                
              ·  ·                
              · ·                   
                  · ·               
                 0·           0·        · ·                
1·     1·       0·       0·         0·         0
Tabelle 2: Charakteristische Gleichung des M-Prozesses. Quelle: eigene Herleitung. 
 
Der „    “-Fall 
Einsetzen von „  1 “ in die Charakteristische Gleichung liefert: 
1·     1·         0 1·       1      0  
Aus dieser Gleichung geht hervor, dass die Koeffizienten der Charakteristischen Gleichung 
für den „  1 “-Fall wie folgt lauten:     1 ,         1       . Im Folgenden muss nur eine 
Determinante bestimmt werden. Für alle   -Werte mit einer positiven von Null 
verschiedenen Determinante folgt Konvergenz. 
Aufstellen der Δ -Determinanten ergibt: 
Δ    
1    1        
  1       1   
 1·1   1      · 1        0  
 1  1         0  
 1  1        
 1 1       1  
          2 ;0    (Stabilitätsintervall) 
Die Bedingung für das Stabilitätsintervall lässt sich auch als Funktion darstellen: 6 
 
       1  1        
Nullstellen: -2 und 0 
Positiver Bereich: ]-2; 0[ 
Abbildung 1: Grafische Darstellung der Determinante die den Stabilitätsbereichs für      bestimmt 
(Positiver Bereich). Quelle: eigene Darstellung. 
Der „    “-Fall 
Einsetzen von „  2 “ in die Charakteristische Gleichung liefert: 
1·     1·         0  
Aus dieser Gleichung geht hervor, dass die Koeffizienten der Charakteristischen Gleichung 
für den „  2 “-Fall wie folgt lauten:     1 ,       1 ,           . Im Folgenden müssen 
zwei Determinanten bestimmt werden. Für alle   -Werte, für die beide Determinanten positiv 
von Null verschieden sind, folgt Konvergenz. 
Aufstellen der Δ -Determinanten ergibt: 
Δ     1    
    1
  
  1 · 1         ·        0  
 1 —        ² 0  
         ² 1  
   1       1  (Stabilitätsbereich: Erste Bedingung) 
Aufstellen der Δ -Determinanten ergibt: 7 
 
Δ    
10
 1 1
     1
0     
    0




            3        2       0  (Stabilitätsbereich: Zweite Bedingung) 
                  1                       3        2      
 
Abbildung 2: Grafische Darstellung des Stabilitätsbereichs für     . Quelle: eigene Darstellung. 
Es muss nun der Bereich bestimmt werden, bei dem beide Determinanten positiv sind. Hierzu 
können die Nullstellen ermittelt werden. Die Nullstellen von         lauten: -1 und +1, die 
von         lauten: -1, 0 und 2 daraus ergibt sich ein gemeinsamer positiver Bereich von 
    1;0  (Stabilitätsbereich „  2 “-Fall).
6 
Der „    “-Fall 
Einsetzen von „  3 “ in die Charakteristische Gleichung liefert: 
1·     1·     0·         0  
Aus dieser Gleichung geht hervor, dass die Koeffizienten der Charakteristischen Gleichung 
für den „  3 “-Fall wie folgt lauten:     1 ,       1 ,     0 ,           . Im Folgenden 
müssen drei Determinanten bestimmt werden. Für alle   -Werte, für die alle drei 
Determinanten positiv von Null verschieden sind, folgt Konvergenz. Aufstellen der Δ -
Determinanten ergibt: 
                                                            
6    -Werte, die den Nullstellen entsprechen, führen nicht zur Konvergenz. Allerdings auch nicht zu einer 
explosiven Entwicklung. Sie stellen die Grenzen der Stabilitätsintervalle dar und führen zu einer konstanten 
Schwingung. 8 
 
Δ     1    
    1
  
Die erste Stabilitätsbedingung wurde bereits im „  2 “-Fall hergeleitet; sie lautet   
 1         1  
Aufstellen der Δ -Determinanten ergibt: 
Δ    
10
 1 1
    0
0     
    0




            3            1 0  
Aufstellen der Δ -Determinanten ergibt: 
Δ   
 
 
100       0   1
  1 100       0
0  11 0 0      
      001   1 0
0     0 0 1   1

















                  1  
(punkt-gestrichelt) 
                    3           1  
(Linie) 
                  
5       5            2      
(gestrichelt) 
 
Gemeinsamer Positiver-Bereich (Stabilitätsbereich): ]-0,618; 0[ 
Abbildung 3: Grafische Darstellung des Stabilitätsbereichs für     . Quelle: eigene Darstellung. 
Wie man in der Abbildung sehen kann, lässt sich der gemeinsame positive Bereich über die 
Nullstellen der Determinanten bestimmen. Hier lautet dieser Bereich ]-0,618; 0[. 
Der „    “-Fall 
Einsetzen von „  4 “ in die Charakteristische Gleichung liefert: 
1·     1·     0·     0·         0  
Aus dieser Gleichung geht hervor, dass die Koeffizienten der Charakteristischen Gleichung 
für den „  4 “-Fall wie folgt lauten:     1 ,        1 ,      0 ,     0 ,            . Im 
Folgenden müssen vier Determinanten bestimmt werden. Für alle   -Werte, für die alle vier 
Determinanten positiv von Null verschieden sind, folgt Konvergenz. 
Δ  und Δ  wurden bereits im „  4 “-Fall bestimmt. 
Aufstellen der Δ -Determinanten ergibt: 10 
 
Δ   
 
 
100       00
  1 100       0
0  11 0 0      
      001   1 0
0     0 0 1   1





              5           6           1 0  












Tabelle 3: Nullstellen im „    “-Fall (  -Determinante). Quelle: eigene Berechnungen. 
Aufstellen der Δ -Determinanten ergibt: 




1000       00   1
  1 1000       00
0  11 0 0 0       0
00   1 1000      
      0001   1 00
0       0001   1 0
00       0001   1













Auf fünf Stellen  
gerundete Nullstellen 
Positiver Bereich 








  1,2470 
2 
Tabelle 4: Nullstellen im „    “-Fall (  -Determinante). Quelle: eigene Berechnungen. 
 
Aus den Nullstellen der beiden Determinanten ergibt sich ein gemeinsamer positiver Bereich 
von ]-0,44505; 0[. 
 
Für die „    5,…,10“-Fälle wird analog vorgegangen, deshalb erfolgt eine verkürzte 
Beschreibung des Rechenweges. Es werden die Gleichungen der Determinanten angegeben 
und die daraus resultierenden gemeinsamen positiven Bereiche. 
Der „    “-Fall 
1·     1·     0·     0·     0·         0  (Charakteristische Gleichung) 
Die ersten drei Determinanten sind bereits bekannt: 
Δ            1  
Δ              3           1  
Δ            5            6            1  
Die folgenden Determinanten ergeben: 
Δ              7            15        10       1  
Δ                 9            27        30       9            2      
Aus den Nullstellen ergibt sich folgender gemeinsamer positiver Bereich:]-0,34730; 0[ 
 12 
 
Der „    “-Fall 
1·     1·     0·     0·     0·     0·         0  (Charakteristische Gleichung) 
Die ersten vier Determinanten sind bereits bekannt: 
Δ            1  
Δ              3           1  
Δ            5            6            1  
Δ              7            15        10       1  
Die folgenden Determinanten ergeben: 
Δ                 9            28        35        15       1  
Δ                11         44        77        55        11       2     
Aus den Nullstellen ergibt sich folgender gemeinsamer positiver Bereich:]-0,28463; 0[ 
Der „    “-Fall 
1·     1·     0·     0·     0·     0·     0·         0   
(Charakteristische Gleichung) 
Die ersten fünf Determinanten sind bereits bekannt: 
Δ            1  
Δ              3           1  
Δ            5            6            1  
Δ              7            15        10       1  
Δ                 9            28        35        15       1  
Die folgenden Determinanten ergeben: 
Δ                11         45        84        70        21       1  
Δ                  13         65         156        182        91        13       
2    
Aus den Nullstellen ergibt sich folgender gemeinsamer positiver Bereich:]-0,24107; 0[ 
 13 
 
Der „    “-Fall 
1·     1·     0·     0·     0·     0·     0·     0·         0   
(Charakteristische Gleichung) 
Die ersten sechs Determinanten sind bereits bekannt: 
Δ            1  
Δ              3           1  
Δ            5            6            1  
Δ              7            15        10       1  
Δ                 9            28        35        15       1  
Δ                11         45        84        70        21       1  
Die folgenden Determinanten ergeben: 
Δ                  13         66         165        210        126        28       
1  
Δ                15         90         275         450        378        140       
15       2       
Aus den Nullstellen ergibt sich folgender gemeinsamer positiver Bereich:]-0,20906; 0[ 
 
Der „    “-Fall 
1·     1·     0·     0·     0·     0·     0·     0·     0·         0   
(Charakteristische Gleichung) 
Die ersten sieben Determinanten sind bereits bekannt: 
Δ            1  
Δ              3           1  
Δ            5            6            1  
Δ              7            15        10       1  
Δ                 9            28        35        15       1  
Δ                11         45        84        70        21       1  14 
 
Δ                  13         66         165        210        126        28       
1  
Die folgenden Determinanten ergeben: 
Δ                15         91         286         495        462        210       
36       1   
Δ                  17         119         442         935         1122       
714        204        17       2       
Aus den Nullstellen ergibt sich folgender gemeinsamer positiver Bereich:]-0,18454; 0[ 
Der „      “-Fall 
1·      1·     0·     0·     0·     0·     0·     0·     0·     0·         
0 (Charakteristische Gleichung) 
Die ersten acht Determinanten sind bereits bekannt: 
Δ            1  
Δ              3           1  
Δ            5            6            1  
Δ              7            15        10       1  
Δ                 9            28        35        15       1  
Δ                11         45        84        70        21       1  
Δ                  13         66         165        210        126        28       
1  
Δ                15         91         286         495        462        210       
36       1   
Die folgenden Determinanten ergeben: 
Δ                  17         120         455         1001         1287       
924        330        45       1   
Δ               19         152       665         1729         2717        
2508        1254        285        19       2       




Mit Hilfe des Schur-Theorems haben wir für die Bestimmung der Stabilität der 
Rückkopplungsparameter im KMD-Konzept und damit der Konvergenz des Regelkreises eine 
alternative Möglichkeit aufgezeigt, die ohne eine explizite Lösung der 
Differenzengleichungen höherer Ordnung auskommt. Hierfür ist aus der 
Differenzengleichung zuerst eine Charakteristische Gleichung abzuleiten. Um anschließend 
eine Aussage über deren Nullstellen machen zu können, sind zunächst die Determinanten des 
Schur-Theorems zu berechnen und zu überprüfen, wann alle gleichzeitig positive Werte 
besitzen. Dazu bestimmen wir die Nullstellen der Determinanten und betrachten die sich 
ergebenen Intervalle. Haben wir einen gemeinsamen positiven Bereich gefunden, so liegen für 
diese    -Werte alle Lösungen der Charakteristischen Gleichung innerhalb des 
Einheitskreises. In diesem Fall konvergiert die allgemeine Lösung der Differenzengleichung, 






1   2,00        0  ]-2; 0[ 
2   1,00        0  ]-1; 0[ 
3   0,61        0  ]-0,61800; 0[ 
4   0,44        0  ]-0,44505; 0[ 
5   0,34        0  ]-0,34730; 0[ 
6   0,28        0  ]-0,28463; 0[ 
7   0,24        0  ]-0,24107; 0[ 
8   0,20        0  ]-0,20906; 0[ 
9   0,18        0  ]-0,18454; 0[ 
10   0,16        0  ]-0,16516; 0[ 
 
Abbildung 4: Stabilitätsbereiche bei exakter Berechnung mit Hilfe des Schur-Theorems und eine 
Darstellung der restriktivsten Determinanten für τ = 3,...,10. Quelle: eigene Darstellung. 
Wie man in Abbildung 4 erkennen kann, stimmen die Ergebnisse der Berechnung der 
Stabilitätsbereiche mittels Schur-Theorem recht gut mit den aus der Simulation gewonnenen 
Ergebnissen überein. Das Schur-Theorem hat somit einerseits die Simulation bestätigt und 
andererseits ein Tool geliefert, mit dem es ohne großen Aufwand möglich ist, die 
Konvergenzeigenschaft auch für höhere  -Werte zu bestimmen. Auf der rechten Seite der 
Abbildung 4 ist zusätzlich der Verlauf der restriktivsten Determinanten für τ = 3,...,10 
dargestellt. Die von zwei Nullstellen eingeschlossenen positiven Bereiche stimmen mit den 16 
 
Stabilitätsbereichen überein. Hierbei kann man sehen, dass die Stabilitätsbereiche mit 
steigendem τ immer kleiner werden. Bei τ = 10 wird nur noch ein kleiner positiver Bereich 
von den Nullstellen -0,16516 und 0 eingeschlossen. 
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