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a b s t r a c t
Recently, Chan et al. introduced geodesic-pancyclic graphs [H.C. Chan, J.M. Chang,
Y.L. Wang, S.J. Horng, Geodesic-pancyclic graphs, Discrete Applied Mathematics 155 (15)
(2007) 1971–1978] and weakly geodesic pancyclicity [H.C. Chan, J.M. Chang, Y.L. Wang,
S.J. Horng, Geodesic-pancyclicity and fault-tolerant panconnectivity of augmented cubes,
Applied Mathematics and Computation 207 (2009) 333–339]. Hsu et al. proposed a
new cycle-embedding property called balanced pancyclicity [H.C. Hsu, P.L. Lai, C.H. Tsai,
Geodesic pancyclicity and balanced pancyclicity of augmented cubes, Information
Processing Letters 101 (2007) 227–232]. For a graph G(V , E) and any two vertices x
and y of V , a cycle R containing x and y can be divided into two paths, Pt1 and Pt2,
joining x and y such that len(Pt1) ≤ len(Pt2), where len(λ) denotes the length of the
path λ. A geodesic cycle contains Pt1, which is the shortest path joining x and y in G,
whereas, in a balanced cycle of an even (respectively, odd) length, len(Pt1) = len(Pt2)
(respectively, len(Pt1) = len(Pt2)− 1). A graph is weakly geodesic pancyclic (respectively,
balanced pancyclic) if every two vertices x and y are contained in a geodesic cycle
(respectively, balanced cycle) from Max(3, 2Dist(x, y)) to N , where N is the order of the
graph. The interconnection network considered in this paper is the generalized base-b
hypercube, which is an attractive variant of the well-known hypercube. In fact, the
generalized base-b hypercube is the Cartesian product of complete graphs with b vertices.
The generalized base-b hypercube is superior to the hypercube in many criteria, such
as diameter, connectivity, and fault diameter. In this paper, we study weakly geodesic
pancyclicity and balanced pancyclicity of the generalized base-b hypercube. We show that
the generalized base-b hypercube is weakly geodesic pancyclic for b ≥ 3 and balanced
pancyclic for b ≥ 4.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
In parallel processing systems, to select an interconnection network is crucial, as it can greatly affect communication
performance, hardware costs, potentialities for efficient algorithms, and fault-tolerant capabilities, among others [16].
Various interconnection networks have been proposed; thus the portability of algorithms across these interconnection
networks is of considerable importance. That a host interconnection network can embed another guest interconnection
network implies that the algorithms on the guest can be simulated on the host systematically [8].
A Path and a cycle are popular interconnection networks due to their simple structures and lowdegrees. That iswhymany
parallel algorithms have been devised based on them [16,17,19]. Many researchers have discussed how to embed a path
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and a cycle into various interconnection networks [1,4,7,8,10,20,25,26]. A graph is Hamiltonian if it embeds a Hamiltonian
cycle that contains each vertex exactly once [5]. In other words, a Hamiltonian graph embeds the maximal cycle. However,
in resource-allocated systems, each vertex may or may not be allocated with a resource [6,8]. For such systems, it makes
sense to determine how to join a specific pair of vertices with a Hamiltonian path. For example, let x and y be two vertices
in a resource-allocated system, where the former and the latter are assigned with an input device and an output device,
respectively. If we find a Hamiltonian path joining the pair of vertices, we can utilize the whole system to perform the
systolic algorithm on the path [19]. A graph is Hamiltonian-connected if there is a Hamiltonian path joining each pair of
vertices. It is nowonder that there aremany researchers discussing theHamiltonian-connectivity of various interconnection
networks [4,11,20].
To execute a parallel program on a path efficiently, the order of the path must correlate with the problem size of the
program [16]. Therefore, it makes sense to discuss how to join a specific pair of vertices by paths of various orders. A graph G
withN vertices is panconnected if, for each pair of distinct vertices x and y, and for any integer l, where Dist(x, y) ≤ l ≤ N−1,
there exists a path of length l joining x and y, where Dist(x, y) is the distance between x and y [4,18]. Suppose that x and
y are assigned with an input device and an output device, respectively. We can apply the systolic algorithm on the path of
each length ranging from Dist(x, y) to N − 1 joining x and y according to the problem size flexibly [12].
Likewise, to execute a parallel program efficiently, the order of the allocated cycle must also correlate with the problem
size of the program [8]. For this reason, many researchers have proposed various methods for embedding cycles of different
orders into an interconnection network. A graph is pancyclic if it embeds a cycle of each length ranging from 3 to N [1]. In
a heterogeneous computing system, each vertex and each edge may be assigned with distinct computing power and distinct
bandwidth, respectively [22]. Thus, it is worthwhile extending pancyclicity to vertex-pancyclicity and edge-pancyclicity
[10,21,24,26]. A graph is vertex-pancyclic (respectively, edge-pancyclic) if each vertex (respectively, edge) lies on a cycle
of each length ranging from 3 to N .
Recently, Chan et al. introduced geodesic-pancyclic graphs and weakly geodesic pancyclicity [3,2]. Hsu et al. proposed a
new cycle-embedding property called balanced pancyclicity [13]. Clearly, a cycle R containing x and y can be divided into
two paths, Pt1 and Pt2, joining x and y such that len(Pt1) ≤ len(Pt2), where len(λ) denotes the length of the path λ; R is
denoted by (Pt1+Pt2)x,y. A geodesic cycle R = (Pt1+Pt2)x,y contains Pt1 such that len(Pt1) = Dist(x, y), whereas a balanced
cycle R = (Pt1 + Pt2)x,y contains Pt1 and Pt2 such that len(Pt1) = len(Pt2) for len(R) even and len(Pt1) = len(Pt2) − 1
for len(R) odd. A graph is weakly geodesic pancyclic (respectively, balanced pancyclic) if every two vertices x and y are
contained in a geodesic cycle (respectively, balanced cycle) from Max(3, 2Dist(x, y)) to N .
Many parallel computing architectures in the past decades have employed bounded-degree interconnection networks
as their topologies. For example, the Tera Parallel Computer and CRAY T3D use a two-dimensional (2D) torus and a three-
dimensional (3D) torus as their topologies, respectively [15]. The main drawbacks with these interconnection networks are
large average distances, large diameters, and small bisection widths. Thus, they are not suitable for very high-performance
computing [12,27]. The n-dimensional generalized base-b hypercube, denoted by GH(b, n), has properties superior to the
above topological properties. However, GH(b, n) has a serious scalable problem for traditional VLSI technology since each
dimension of GH(b, n) is a complete graph. It is no wonder that GH(b, n) has not been extensively studied. Recently, in
order to replace traditional VLSI technology with advanced technologies including optical interconnection technology and
electronic switches, GH(b, n) has been demonstrated to be a potential interconnection network for the next generation of
parallel computing architectures [27].
GH(b, n) has been proved to own many attractive properties such as regularity, vertex transitivity, and edge
transitivity [9,12]. Informally, a vertex (respectively, edge) transitive graph looks the same when viewed from each vertex
(respectively, edge). That a graph is vertex transitive or edge transitive implies that it is a symmetric graph to a high
degree. Lakshmivarahan and Dhall shown that it possesses nice properties including lower diameter, Hamiltonicity, and
the capability of embedding simple topologies [14]. Fragopoulou et al. investigated primitive communication algorithms,
such as one-to-all broadcasting, all-to-all broadcasting, one-to-all scattering, and all-to-all scattering, on GH(b, n) [9]. Wada
et al. proposed a fault-tolerant routing algorithm and discussed the fault-induced diameter on GH(b, n) [23]. Ziavras and
Krishnamurthy evaluated broadcasting algorithms and scattering algorithms on GH(b, n) under realistic communication
patterns [27]. Huang and Fang proved that GH(b, n) is pancyclic, Hamiltonian-connected, panconnected, and pancycle-
connected for b ≥ 3 [11,12]. In this paper, we show that the generalized base-b hypercube is weakly geodesic pancyclic
for b ≥ 3 and balanced pancyclic for b ≥ 4.
The rest of this paper is organized as follows. In Section 2, we present some notation and background that will be used
throughout this paper. In Section 3, we study the balanced pancyclicity of the generalized base-b hypercube. In Section 4,
we investigate the weakly geodesic pancyclicity of the generalized base-b hypercube. Conclusions are given in Section 5.
2. Notation and background
Definition 1. Given two graphs G = (VG, EG) and F = (VF , EF ), their Cartesian product, denoted by G×F , is a graph (Vk, Ek),
where Vk = VG × VF and Ek = {((x1, y1), (x2, y2))|(x1, y1), (x2, y2) ∈ Vk and ((x1 = x2 and (y1, y2) ∈ EF ) or (y1 = y2
and (x1, x2) ∈ EG))}.
A path of length l is denoted by Pl, and a cycle of length s is denoted by Cs, where s ≥ 3.
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Fig. 1. The structure of GH(5, 2).
Definition 2. A Cluster-Torus(l,m) is Cl × Km, where Km is denoted for a complete graph withm vertices.
Definition 3. A Cluster-Grid(l,m) is Pl−1 × Km.
Definition 4. The n-dimensional generalized base-b hypercube, GH(b, n), is defined recursively [14]:
1. GH(b, 1) is Kb, where Kb denotes a complete graph with b vertices;
2. GH(b, n) is GH(b, n− 1)× Kb for n ≥ 2.
That is, GH(b, n) is (Kb)n. Clearly, GH(b, n) is a generalization of the n-dimensional binary hypercube that is (K2)n.
GH(b, n) comprises bn vertices, each vertex x labeled by an n-digit number in radix b arithmetic vnvn−1 . . . v2v1. The vertex
x is adjacent to another vertex y if and only if they differ by exactly one digit vi, where 1 ≤ i ≤ n and (x, y) is called the
dimensional i edge. The structure of GH(5, 2) is shown in Fig. 1.
Proposition 1. The distance between two vertices x and y of GH(b, n), denoted by Dist(x, y), is the number of digit positions by
which x differs from y [14].
Definition 5. An automorphism of a graph G = (V , E) is a permutation σ on V such that for every vertices x and y, (x, y) in
E if and only if (σ (x), σ (y)) is also in E [16].
Definition 6. A graph G = (V , E) is vertex transitive if, for each pair of vertices x and y in V , there exists an automorphism
of G that maps x to y [16].
Definition 7. A graph G = (V , E) is edge transitive if, for each pair of edges (x1, y1) and (x2, y2) in E, there exists an
automorphism of G that maps (x1, y1) to (x2, y2) [16].
Informally, a vertex (respectively, edge) transitive graph looks the same when viewed from each vertex (respectively,
edge). That a graph possesses vertex transitivity or edge transitivity implies that it is a symmetric graph to a high degree.
Proposition 2. GH(b, n) is both vertex transitive and edge transitive [9].
Clearly, the length of the smallest cycle containing two vertices x and y of a graph G must be greater than or equal to
2Dist(x, y). By definition, the length of a cycle must be greater than or equal to 3. Thus, we have the following.
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Fig. 2. The structure of GH(3, 3).
Fig. 3. The structure of OG(GH(3, 3)).
Proposition 3. The length of the smallest cycle containing two vertices x and y of a graph G must be greater than or equal to
Max(3, 2Dist(x, y)).
Proposition 4. GH(b, n) is vertex-pancyclic and edge-pancyclic for b ≥ 3 [11].
Proposition 5. GH(b, n) is panconnected for b ≥ 3 [12].
In this paper, we use ∗ as the unconcern symbol to label a subgraph of GH(b, n). For example, vnvn−1 . . . v2∗ is the
induced subgraph by the vertex set S = {vnvn−1 . . . v2d| 0 ≤ d ≤ b − 1} [5]. Clearly, vnvn−1 . . . v2∗ is Kb. For example, the
subgraph 00∗ of GH(3, 3), the induced subgraph of GH(3, 3) by the vertex set S = {000, 001, 002}, is K3. The outline graph of
GH(b, n), denoted byOG(GH(b, n)), is obtained by taking each vnvn−1 . . . v2∗ subgraph as a supervertex, and the supervertex
W ∗ = vnvn−1 . . . v2∗ is adjacent to the supervertex U∗ = unun−1 . . . u2∗ in OG(GH(b, n)) if and only if vnvn−1 . . . v2d is
adjacent to unun−1 . . . u2d for each 0 ≤ d ≤ b − 1 in GH(b, n) [12]. Clearly, two supervertices W ∗ = vnvn−1 . . . v2∗ and
U∗ = unun−1 . . . u2∗ are adjacent if and only if they differ by exactly one digit position, the ith digit position,where 2 ≤ i ≤ n.
That is, the outline graph of GH(b, n) is GH(b, n−1). For example, the structure of GH(3, 3) is shown in Fig. 2. OG(GH(3, 3))
is obtained by taking each v3v2∗ subgraph of GH(3, 3) as a supervertex, where 0 ≤ v3 ≤ 2, 0 ≤ v2 ≤ 2, and the supervertex
v3v2
∗ is adjacent to the supervertex u3u2∗ in OG(GH(3, 3)) if and only if v3v2d is adjacent to u3u2d for each 0 ≤ d ≤ 2 in
GH(3, 3); that is, v3v2∗ and u3u2∗ differ by exactly one digit position. For instance, 01∗ is adjacent to 00∗, 02∗, 11∗, and 21∗.
Consequently, OG(GH(3, 3)) is GH(3, 2), as illustrated in Fig. 3. We have the following proposition.
Proposition 6. OG(GH(b, n)) is GH(b, n− 1) [11].
In a subgraph W ∗ = vnvn−1 . . . v2∗, the vertex x = vnvn−1 . . . v2d is said to be the vertex d of W ∗. By
the structure of GH(b, n), the vertex d of W ∗ and the vertex d of U∗ are adjacent if and only if W ∗ and U∗ are
adjacent in OG(GH(b, n)) for each 0 ≤ d ≤ b − 1. Clearly, if OG(GH(b, n)) embeds a cycle of supervertices with
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Fig. 4. The Cluster-Torus(l, 5) is embedded in GH(5, n) if Cl, (U0∗,U1∗, . . . ,Ul−2∗,Ul−1∗,U0∗), is embedded in OG(GH(5, n)).
length l, (U0∗,U1∗,U2∗, . . . ,Ul−1∗,U0∗),GH(b, n) embeds the corresponding Cluster-Torus(l, b). Likewise, if OG(GH(b, n))
embeds a path of supervertices with length l, (U0∗,U1∗,U2∗, . . . ,Ul−2∗,Ul−1∗),GH(b, n) embeds the corresponding
Cluster-Grid(l, b). As illustrated in Fig. 4, the Cluster-Torus(l, 5) is embedded in GH(5, n) if Cl is embedded in OG(GH(5, n)).
Thus, we state the following.
Proposition 7. If OG(GH(b, n)) embeds Cl, GH(b, n) embeds Cluster-Torus(l, b). If OG(GH(b, n)) embeds Pl−1, GH(b, n)
embeds Cluster-Grid(l, b) [11].
Proposition 8. The lengths of the paths joining U0s0 and Ul−1s1 in the Cluster-Grid(l, b), (U0∗,U1∗,U2∗, . . . ,Ul−1∗) × Kb, are
in {l− 1, l+ 1, l+ 2, . . . , bl− 2, bl− 1} for s0 = s1 [12].
Proposition 9. The lengths of the paths joining U0s0 and Ul−1s1 in the Cluster-Grid(l, b), (U0∗,U1∗,U2∗, . . . ,Ul−1∗)×Kb, range
from l to bl− 1 for s0 ≠ s1 [12].
3. Balanced pancyclicity
In this section, we study the balanced pancyclicity of GH(b, n). To investigate the balanced pancyclicity of GH(b, n),
discussions of Kb, Cluster-Grid(2, b) and Cluster-Torus(l, b) are required.
Lemma 1. For b ≥ 3, given any two vertices x = s0 and y = s1 of Kb, there exists a balanced cycle R = (Pt1 + Pt2)x,y of each
length ranging from 3 to b, where s0 ≠ s1.
Proof. Without loss of generality, we assume that x = 0 and y = 1. There exists a path Pt1, (0, b−1, b−2, . . . , t1−1, t1, 1),
joining x and y of each length ranging from 2 to b − ⌈b/2⌉ = ⌊b/2⌋, where ⌈b/2⌉ + 1 ≤ t1 ≤ b − 1. There exists a path
Pt2, (1, 2, 3, . . . , t2− 1, t2, 0), joining x and y of each length ranging from 2 to ⌈b/2⌉, where 2 ≤ t2 ≤ ⌈b/2⌉. Since they are
vertex-disjoint, there exists a balanced cycle R = (Pt1+Pt2)x,y of each length ranging from 2+2 = 4 to ⌊b/2⌋+⌈b/2⌉ = b.
Besides, there exists a balanced cycle of x and y, (0, 1, 2, 0), with length 3. Thus, we know that there exists a balanced cycle
R = (Pt1 + Pt2)x,y of each length ranging from 3 to b. 
Lemma 2. For b ≥ 4, given any two vertices x = Ug s0 and y = Ug s1 of Cluster-Grid(2, b), P1 × Kb = (U0∗,U1∗)× Kb, where
0 ≤ g ≤ 1, there exists a balanced cycle R = (Pt1 + Pt2)x,y of each length ranging from 3 to 2b− 1, where s0 ≠ s1.
Proof. Without loss of generality, we assume that x = U0 0 and y = U0 1. Since x and y are located in the same U0∗
subnetwork (i.e., Kb), from Lemma 1, there exists a balanced cycle R = (Pt1 + Pt2)x,y of each length ranging from 3 to b.
In the U0∗ subnetwork, there exists a path Pt1 joining x and y of each length ranging from 1 to b − 1. Likewise, in the U1∗
subnetwork, there exists a path λ joining U1 0 and U1 1 of each length ranging from 1 to b − 1. Thus, there exists a path
Pt2, (U0 0, λ,U0 1), joining U0 0 and U0 1 of each length ranging from 3 to b + 1. From the definition of a balanced cycle
R = (Pt1 + Pt2)x,y, len(Pt1) = len(Pt2) (respectively, len(Pt1) = len(Pt2) − 1) for len(R) even (respectively, odd). Hence,
there exists a balanced cycle R = (Pt1 + Pt2)x,y of each length ranging from 2 + 3 = 5 to b − 1 + b = 2b − 1. Combining
the two results, there exists a balanced cycle R = (Pt1 + Pt2)x,y of each length ranging from 3 to 2b− 1. 
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Lemma 3. For b ≥ 4, given any two vertices x = Ug s0 and y = Ug s1 of Cluster-Grid(2, b), P1 × Kb = (U0∗,U1∗)× Kb, where
0 ≤ g ≤ 1, there exists a balanced cycle R = (Pt1 + Pt2)x,y of length 2b, where s0 ≠ s1.
Proof. Without loss of generality, we assume that x = U0 0 and y = U0 1.
Case 1: b = 4. Let Pt1 = (U0 0 = x,U1 0,U1 2,U0 2,U0 1 = y), Pt2 = (U0 1 = y,U1 1,U1 3,U0 3,U0 0 = x). Since they are
vertex-disjoint, there exists a balanced cycle R = (Pt1 + Pt2)x,y of length 8 = 2b.
Case 2: b ≥ 5. We divide U0∗ into four subgraphs G0,1,G0,2,G0,3,G0,4 induced by {U0 0}, {U0 1,U0 2, . . . ,U0⌊b/2⌋},
{U0⌊b/2⌋ + 1}, {U0⌊b/2⌋ + 2,U0⌊b/2⌋ + 3, . . . ,U0 b − 1}, respectively. Likewise, we divide U1∗ into two subgraphs
G1,1 and G1,2 induced by {U1 0,U1 1,U1 2, . . . ,U1⌈b/2⌉ − 1}, {U1⌈b/2⌉,U1⌈b/2⌉ + 1, . . . ,U1 b − 1}, respectively. Clearly,
G0,2,G0,4,G1,1 and G1,2 are all complete graphs. Let λ1 be a Hamiltonian path of G1,1 joining U1 0 and U1⌈b/2⌉− 1. Let λ2 be
a Hamiltonian path of G0,2 joining U0⌈b/2⌉− 1 and U0 1. Let Pt1 be (U0 0, λ1, λ2)whose length is ⌈b/2⌉+ ⌊b/2⌋ = b. Let λ3
be a Hamiltonian path of G1,2 joining U1⌊b/2⌋+1 and U1⌊b/2⌋+2. Let λ4 be a Hamiltonian path of G0,4 joining U0⌊b/2⌋+2
and U0 b− 1. Let Pt2 be (U0 1,U0⌊b/2⌋ + 1, λ3, λ4,U0 0)whose length is (b− 1− ⌈b/2⌉)+ (b− 1− (⌊b/2⌋ + 2))+ 4 =
2b− ⌈b/2⌉ − ⌊b/2⌋ = b. Since they are vertex-disjoint, there exists a balanced cycle R = (Pt1 + Pt2)x,y of length 2b. 
For example, let b = 5. V (G0,1) = {U0 0}, V (G0,2) = {U0 1,U0 2}, V (G0,3) = {U0 3}, V (G0,4) = {U0 4}, V (G1,1) = {U1 0,
U1 1,U1 2}, V (G1,2) = {U1 3,U1 4}. Let λ1 = (U1 0,U1 1,U1 2), λ2 = (U0 2,U0 1), λ3 = (U1 3,U1 4), λ4 = (U0 4). We can
derive Pt1 = (U0 0,U1 0,U1 1,U1 2,U0 2,U0 1), and Pt2 = (U0 1,U0 3,U1 3,U1 4,U0 4,U0 0). Since they are vertex-disjoint,
there exists a balanced cycle R = (Pt1 + Pt2)x,y of length 10 = 2b. From Lemmas 2 and 3, we have the following.
Lemma 4. For b ≥ 4, given any two vertices x = Ug s0 and y = Ug s1 of Cluster-Grid(2, b), P1 × Kb = (U0∗,U1∗)× Kb, where
0 ≤ g ≤ 1, there exists a balanced cycle R = (Pt1 + Pt2)x,y of each length ranging from 3 to 2b, where s0 ≠ s1.
Similar to Lemma 4, we can derive the following.
Lemma 5. For b ≥ 4, given any two vertices x = U0s0 and y = U1s1 of Cluster-Grid(2, b), P1 × Kb = (U0∗,U1∗) × Kb, there
exists a balanced cycle R = (Pt1 + Pt2)x,y of each length ranging from 4 to 2b, where s0 ≠ s1.
Lemma 6. For any b ≥ 4 and any odd l = 2m + 1 ≥ 3, given any two vertices x = Ug s0 and y = Ug s1 of
Cluster-Torus(l, b), Cl× Kb = (U0∗,U1∗,U2∗, . . . ,Ug−1∗,Ug∗,Ug+1∗, . . . ,Ul−1∗,U0∗)× Kb, where 0 ≤ g ≤ l− 1 and s0 ≠ s1,
there exists a balanced cycle R = (Pt1 + Pt2)x,y of each length ranging from (l− 1)b to lb.
Proof. Without loss of generality, we assume that g = m, s0 = 0 and s1 = 1.
Case 1: l = 3 (i.e.,m = 1). Let G1 be the subgraph induced by the vertex set {U1 1,U1 2, . . . ,U1⌊b/2⌋}. There exists a path λ2
joining U2 0 and U2⌊b/2⌋ of each length ranging from 1 to b− 1 in U2∗. Let λ1 be a Hamiltonian path of G1 joining U1⌊b/2⌋
and U1 1. Let Pt1 be (U1 0, λ2, λ1) that joins U1 0 and U1 1. The length of Pt1 ranges from ⌊b/2⌋ + 2 to ⌊b/2⌋ + b. Let G′1
be the subgraph induced by the vertex set {U1⌊b/2⌋ + 1,U1⌊b/2⌋ + 2, . . . ,U1 b − 1}. Let λ′1 be a Hamiltonian path of G′1
joining U1⌊b/2⌋ + 1 and U1 b− 1. There exists a path λ0 joining U0 b− 1 and U0 0 of each length ranging from 1 to b− 1 in
U0∗. Let Pt2 be (U1 1, λ′1, λ0,U1 0) that joins U1 1 and U1 0. The length of Pt2 ranges from (b− 1− (⌊b/2⌋ + 1))+ 1+ 3 =
b−⌊b/2⌋+ 2 = ⌈b/2⌉+ 2 to (b− 1− (⌊b/2⌋+ 1))+ (b− 1)+ 3 = 2b−⌊b/2⌋ = ⌈b/2⌉+ b. Since Pt1 and Pt2 are vertex-
disjoint, there exists a balanced cycle R = (Pt1 + Pt2)x,y of each length ranging from ⌊b/2⌋ + 2+ ⌈b/2⌉ + 2 = b+ 4 ≤ 2b
to ⌊b/2⌋ + b+ ⌈b/2⌉ + b = 3b for b ≥ 4.
Case 2: l = 2m + 1 ≥ 5. Let Gi be the subgraph induced by the vertex set {Ui 1,Ui 2, . . . ,Uib − 1} for each m + 1 ≤ i
≤ l − 2, and let Gm be the subgraph induced by the vertex set {Um 1,Um 2, . . . ,Um⌊b/2⌋}. Let path φ = (Um 0,Um+1 0,
. . . ,Ul−3 0,Ul−2 0). Clearly, there exists a path λl−1 joining Ul−1 0 and Ul−1 b − 1 of each length ranging from 1 to b − 1 in
Ul−1∗. Let λi be a Hamiltonian path of Gi joining Ui b− 2 and Ui b− 1 for eachm+ 2 ≤ i ≤ l− 2:
(Ui b− 2,Ui b− 3,Ui b− 4, . . . ,Ui 2,Ui 1,Ui b− 1) if i ≡ l− 1(mod 2).
(Ui b− 1,Ui 1,Ui 2, . . . ,Ui b− 4,Ui b− 3,Ui b− 2) if i ≡ l(mod 2).
If m + 1 ≡ l − 1(mod 2) (respectively, m + 1 ≡ l(mod 2)), let λm+1 be a Hamiltonian path of Gm+1 joining Um+1 b − 2
(respectively, Um+1 b − 1) and Um+1⌊b/2⌋. Let λm be a Hamiltonian path of Gm joining Um⌊b/2⌋ and Um 1. Let Pt1 be
(φ, λl−1, λl−2, . . . , λm+1, λm) that joins Um 0 and Um 1. The length of Pt1 ranges from (l−m−2)+2+ (l−2− (m+1)+1)
(b−1)+⌊b/2⌋ = mb−b+⌊b/2⌋+2 = mb−⌈b/2⌉+2 to (l−m−2)+b+(l−2−(m+1)+1)(b−1)+⌊b/2⌋ = mb+⌊b/2⌋.
Let Gi be the subgraph induced by the vertex set {Ui 1,Ui2, . . . ,Uib − 1} for each 1 ≤ i ≤ m − 1, and let G′m be the
subgraph induced by the vertex set {Um⌊b/2⌋ + 1,Um⌊b/2⌋ + 2, . . . ,Umb− 1}. Let λ′m be a Hamiltonian path of G′m joining
Um⌊b/2⌋ + 1 and Um b− 1. Let λi be a Hamiltonian path of Gi joining Ui b− 2 and Ui b− 1 for each 1 ≤ i ≤ m− 1:
(Ui b− 2,Ui b− 3,Ui b− 4, . . . ,Ui 2,Ui 1,Ui b− 1) if i ≡ m(mod 2).
(Uib− 1,Ui 1,Ui 2, . . . ,Ui b− 4,Ui b− 3,Ui b− 2) if i ≡ m− 1(mod 2).
If 0 ≡ m(mod 2) (respectively, 0 ≡ m − 1(mod 2)), let d0 be b − 2 (respectively, b − 1). Clearly, there exists a path
λ0 joining U0d0 and U0 0 of each length ranging from 1 to b − 1 in U0∗. Let path φ′ = (U1 0, . . . ,Um−1 0,Um 0). Let Pt2
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be (Um 1, λ′m, λm−1, . . . , λ1, λ0, φ′) that joins Um 1 and Um 0. The length of Pt2 ranges from 1 + (b − 1 − (⌊b/2⌋ + 1)) +
(m−1)(b−1)+2+m = mb−⌊b/2⌋+2 to 1+(b−1−(⌊b/2⌋+1))+(m−1)(b−1)+b+m = mb+b−⌊b/2⌋ = mb+⌈b/2⌉.
Since Pt1 and Pt2 are vertex-disjoint, there exists a balanced cycle R = (Pt1 + Pt2)x,y of each length ranging from
mb− ⌈b/2⌉ + 2+ mb− ⌊b/2⌋ + 2 = 2mb− b+ 4 ≤ 2mb = (l− 1)b tomb+ ⌊b/2⌋ + mb+ ⌈b/2⌉ = 2mb+ b = lb for
b ≥ 4. 
For example, let l = 5 (i.e., m = 2), b = 4, x = U2 0, and y = U2 1. That is, we consider Cluster-Torus(5, 4), C5 × K4 =
(U0∗,U1∗,U2∗,U3∗,U4∗,U0∗) × K4. Let G2 be the subgraph induced by the vertex set {U2 1,U2 2}, φ = (U2 0,U3 0), λ4
be a path joining U4 0 and U4 3 of each length ranging from 1 to 3 in U4∗, λ3 = (U3 3,U3 1,U3 2), and λ2 = (U2 2,U2 1).
Pt1 = (φ, λ4, λ3, λ2) is a path joining U2 0 and U2 1 of each length ranging from 8 to 10. Let G′2 be the subgraph induced by
the vertex set {U2 3}. Let λ′2 be a Hamiltonian path of G′2 joining U2⌊b/2⌋ + 1 = U2 3 and U2b− 1 = U2 3. In this case, λ′2 is
degenerated to be the vertex U2 3. Let λ1 = (U1 3,U1 1,U1 2) and λ0 be a path joining U0 2 and U0 0 of each length ranging
from 1 to 3 in U0∗, φ′ = (U1 0,U2 0). Pt2 = (U2 1, λ′2, λ1, λ0, φ′) is a path joining U2 1 and U2 0 of each length ranging from
8 to 10. Thus, there exists a balanced cycle R = (Pt1 + Pt2)x,y of each length ranging from 8 + 8 = 16 = (l − 1)b to
10+ 10 = 20 = lb.
Lemma 7. For any b ≥ 4 and any even l = 2m ≥ 4, given any two vertices x = Ug s0 and y = Ug s1 of Cluster-Torus(l, b), Cl ×
Kb = (U0∗,U1∗,U2∗, . . . ,Ug−1∗,Ug∗,Ug+1∗, . . . ,Ul−1∗,U0∗)× Kb, where 0 ≤ g ≤ l− 1 and s0 ≠ s1, there exists a balanced
cycle R = (Pt1 + Pt2)x,y of each length ranging from (l− 1)b+ 1 to lb− 1.
Proof. Without loss of generality, we assume that g = m, s0 = 0 and s1 = 1.
Case 1: l = 4 (i.e., m = 2). Let G2 be the subgraph induced by the vertex set {U2 1,U2 2, . . . ,U2b − 1}. There exists a path
λ3 joining U3 0 and U3 b − 1 of each length ranging from 1 to b − 1 in U3∗. Let λ2 be a Hamiltonian path of G2 joining
U2 b − 1 and U2 1. Let Pt1 be (U2 0, λ3, λ2) that joins U2 0 and U2 1. The length of Pt1 ranges from 3 + (b − 2) = b + 1 to
2 + (b − 1) + (b − 2) = 2b − 1. Let G1 be the subgraph induced by the vertex set {U1 1,U1 2, . . . ,U1 b − 1}. Let λ1 be a
Hamiltonian path of G1 joiningU1 1 andU1b−1. There exists a path λ0 joiningU0b−1 andU0 0 of each length ranging from 1
to b−1 inU0∗. Let Pt2 be (U2 1, λ1, λ0,U1 0,U2 0) that joinsU2 1 andU2 0. The length of Pt2 ranges from (b−2)+1+4 = b+3
to (b−2)+(b−1)+4 = 2b+1. From the definition of a balanced cycle R = (Pt1+Pt2)x,y, len(Pt1) = len(Pt2) (respectively,
len(Pt1) = len(Pt2)− 1) for len(R) even (respectively, odd). Hence, there exists a balanced cycle R = (Pt1 + Pt2)x,y of each
length ranging from (b+ 2)+ (b+ 3) = 2b+ 5 ≤ 3b+ 1 (for b ≥ 4) to (2b− 1)+ 2b = 4b− 1 = lb− 1.
Case 2: l = 2m ≥ 6. Let Gi be the subgraph induced by the vertex set {Ui 1,Ui 2, . . . ,Uib−1} for eachm ≤ i ≤ l−2. Let path
φ = (Um 0,Um+1 0, . . . ,Ul−3 0,Ul−2 0). Clearly, there exists a path λl−1 joining Ul−1 0 and Ul−1 b− 1 of each length ranging
from 1 to b− 1 in Ul−1∗. Let λi be a Hamiltonian path of Gi joining Ui b− 2 and Ui b− 1 for eachm+ 1 ≤ i ≤ l− 2:
(Ui b− 2,Ui b− 3,Ui b− 4, . . . ,Ui 2,Ui 1,Ui b− 1) if i ≡ l− 1 (mod 2).
(Ui b− 1,Ui 1,Ui 2, . . . ,Ui b− 4,Ui b− 3,Ui b− 2) if i ≡ l (mod 2).
If m ≡ l − 1(mod 2) (respectively, m ≡ l(mod 2)), let λm be a Hamiltonian path of Gm joining Um b − 2 (respectively,
Umb − 1) and Um 1. Let Pt1 be (φ, λl−1, λl−2, . . . , λm+1, λm) that joins Um 0 and Um 1. The length of Pt1 ranges from
(l−m− 2)+ 2+ (l− 2−m+ 1)(b− 1) = mb− b+ 1 to (l−m− 2)+ b+ (l− 2−m+ 1)(b− 1) = mb− 1.
LetGi be the subgraph induced by the vertex set {Ui 1,Ui 2, . . . ,Uib−1} for each 1 ≤ i ≤ m−1. Letλm−1 be aHamiltonian
path of Gm−1 joining Um−1 1 and Um−1 b − 2. Let λi be a Hamiltonian path of Gi joining Ui b − 2 and Ui b − 1 for each
1 ≤ i ≤ m− 2:
(Ui b− 2,Ui b− 3,Ui b− 4, . . . ,Ui 2,Ui 1,Ui b− 1) if i ≡ m(mod 2).
(Ui b− 1,Ui 1,Ui 2, . . . ,Ui b− 4,Ui b− 3,Ui b− 2) if i ≡ m− 1(mod 2).
If 0 ≡ m(mod 2) (respectively, 0 ≡ m − 1(mod 2)), let d0 be b − 2 (respectively, b − 1). Clearly, there exists a path
λ0 joining U0d0 and U0 0 of each length ranging from 1 to b − 1 in U0∗. Let path φ′ = (U1 0, . . . ,Um−1 0,Um 0). Let Pt2 be
(Um 1, λm−1, . . . , λ1, λ0, φ′) that joins Um 1 and Um 0. The length of Pt2 ranges from (m−1)(b−1)+2+m = mb−b+3 to
(m−1)(b−1)+b+m = mb+1. From the definition of a balanced cycle R = (Pt1+Pt2)x,y, len(Pt1) = len(Pt2) (respectively,
len(Pt1) = len(Pt2)− 1) for len(R) even (respectively, odd). Hence, there exists a balanced cycle R = (Pt1 + Pt2)x,y of each
length ranging from (mb − b + 2) + (mb − b + 3) = 2mb − 2b + 5 ≤ (l − 1)b + 1 (for b ≥ 4) to mb − 1 + mb
= 2mb− 1 = lb− 1. 
For example, let l = 6 (i.e., m = 3), b = 4, x = U3 0 and y = U3 1. That is, we consider Cluster-Torus(6, 4), C6 × K4 =
(U0∗,U1∗,U2∗,U3∗,U4∗,U5∗,U0∗) × K4. Let λ5 be a path joining U5 0 and U5 3 of each length ranging from 1 to 3 in
U5∗, λ4 = (U4 3,U4 1,U4 2), λ3 = (U3 2,U3 3,U3 1), φ = (U3 0,U4 0). Let Pt1 be (φ, λ5, λ4, λ3) that joins U3 0 and
U3 1. The length of Pt1 ranges from 9 to 11. Let λ0 be a path joining U0 3 and U0 0 of each length ranging from 1 to 3 in
U0∗, λ2 = (U2 1,U2 3,U2 2), λ1 = (U1 2,U1 1,U1 3), φ′ = (U1 0,U2 0,U3 0). Let Pt2 be (U3 1, λ2, λ1, λ0, φ′) that joins U3 1
and U3 0. The length of Pt2 ranges from 11 to 13. Hence, there exists a balanced cycle R = (Pt1 + Pt2)x,y of each length
ranging from 10+ 11 = 21 = (l− 1)b+ 1 to 11+ 12 = 23 = lb− 1.
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Lemma 8. For any b ≥ 4 and any even l = 2m ≥ 4, given any two vertices x = Ug s0 and y = Ug s1 of Cluster-Torus(l, b), Cl ×
Kb = (U0∗,U1∗,U2∗, . . . ,Ug−1∗,Ug∗,Ug+1∗, . . . ,Ul−1∗,U0∗)× Kb, where 0 ≤ g ≤ l− 1 and s0 ≠ s1, there exists a balanced
cycle R = (Pt1 + Pt2)x,y of length lb.
Proof. Without loss of generality, we assume that g = 0, x = U0 0 and y = U0 1.
Case 1: b = 4. Let Pt1 = (U0 0 = x,U1 0,U2 0, . . . ,Ul−2 0,Ul−1 0,Ul−1 2,Ul−2 2, . . . ,U1 2,U0 2,U0 1 = y), Pt2 = (U0 1 = y,
U1 1,U2 1, . . . ,Ul−2 1,Ul−1 1,Ul−1 3,Ul−2 3, . . . ,U1 3,U0 3,U0 0 = x). Clearly, len(Pt1) = len(Pt2) = 2l. Since they are
vertex-disjoint, there exists a balanced cycle R = (Pt1 + Pt2)x,y of length 2l+ 2l = 4l = lb.
Case 2: b ≥ 5.
Subcase 2.1:m is odd. From Lemma 3, the case thatm = 1 holds. Thus, in the following, we consider oddm ≥ 3. Let Gi be the
subgraph induced by the vertex set {Ui 0,Uib− 1,Ui b− 2, . . . ,Ui⌊b/2⌋+ 1} for each 0 ≤ i ≤ m− 1, let Gi be the subgraph
induced by the vertex set {Ui 0,Uib − 1,Ui b − 2, . . . ,Ui⌈b/2⌉ + 1} for each m ≤ i ≤ l − 2, and let Gi be the subgraph
induced by the vertex set {Ui 1,Uib− 1,Uib− 2, . . . ,Ui⌈b/2⌉ + 1} for i = l− 1. Let λi be a Hamiltonian path of Gi joining
Ui 0 and Ui b− 1 for each 0 ≤ i ≤ m− 1:
(Ui 0,Ui⌊b/2⌋ + 1,Ui⌊b/2⌋ + 2, . . . ,Ui b− 2,Ui b− 1) if i is even.
(Ui b− 1,Ui b− 2, . . . ,Ui⌊b/2⌋ + 2,Ui⌊b/2⌋ + 1,Ui 0) if i is odd.
Let λi be a Hamiltonian path of Gi joining Ui 0 and Ui b− 1 for eachm ≤ i ≤ l− 2:
(Ui 0,Ui⌈b/2⌉ + 1,Ui⌈b/2⌉ + 2, . . . ,Ui b− 2,Ui b− 1) if i is even.
(Ui b− 1,Ui b− 2, . . . ,Ui⌈b/2⌉ + 2,Ui⌈b/2⌉ + 1,Ui 0) if i is odd.
Let λl−1 be a Hamiltonian path of Gl−1 joining Ul−1 b − 1 and Ul−1 1 since l − 1 is odd. Let Pt1 = (λ0, λ1, . . . , λl−2,
λl−1,U0 1). Clearly, len(Pt1) = m(b− ⌊b/2⌋)+m(b− ⌈b/2⌉) = 2mb−m(⌊b/2⌋ + ⌈b/2⌉) = mb.
Let G′i be the subgraph induced by the vertex set {Ui 1,Ui 2,Ui 3, . . . ,Ui⌊b/2⌋} for each 0 ≤ i ≤ m − 1, let G′i be the
subgraph induced by the vertex set {Ui 1,Ui 2,Ui 3, . . . ,Ui⌈b/2⌉} for eachm ≤ i ≤ l−2, and let G′i be the subgraph induced
by the vertex set {Ui 0,Ui 2,Ui 3, . . . ,Ui⌈b/2⌉} for i = l− 1. Let λ′i be a Hamiltonian path of G′i joining Ui 1 and Ui 2 for each
0 ≤ i ≤ m− 1:
(Ui 1,Ui⌊b/2⌋,Ui⌊b/2⌋ − 1, . . . ,Ui 3,Ui 2) if i is even.
(Ui 2,Ui 3, . . . ,Ui⌊b/2⌋ − 1,Ui⌊b/2⌋,Ui 1) if i is odd.
Let λ′i be a Hamiltonian path of G
′
i joining Ui 3 and Ui 2 for eachm ≤ i ≤ l− 2:
(Ui 3,Ui 4, . . . ,Ui⌈b/2⌉ − 1,Ui⌈b/2⌉,Ui 1,Ui 2) if i is even.
(Ui 2,Ui 1,Ui⌈b/2⌉,Ui⌈b/2⌉ − 1, . . . ,Ui 4,Ui 3) if i is odd.
Let λ′l−1 be a Hamiltonian path of G
′
l−1 joining Ul−1 2 and Ul−1 0 since l− 1 is odd. Let Pt2 = (λ′0, λ′1, . . . , λ′l−2, λ′l−1,U0 0)
that joins y = U0 1 and x = U0 0. Clearly, len(Pt2) = m⌊b/2⌋ + m⌈b/2⌉ = m(⌊b/2⌋ + ⌈b/2⌉) = mb. Hence, there exists a
balanced cycle R = (Pt1 + Pt2)x,y of lengthmb+mb = 2mb = lb.
Subcase 2.2:m is even. The proof is similar to the one of Subcase 2.1. 
For example, let l = 6 (i.e., m = 3), b = 5, x = U0 0 and y = U0 1. Consider Cluster-Torus(6, 5), C6 × K5 =
(U0∗,U1∗,U2∗,U3∗,U4∗,U5∗,U0∗) × K5. Let λ0 = (U0 0,U0 3,U0 4), λ1 = (U1 4,U1 3,U1 0), λ2 = (U2 0,U2 3,U2 4), λ3 =
(U3 4,U3 0), λ4 = (U4 0,U4 4), λ5 = (U5 4,U5 1). Let Pt1 = (λ0, λ1, λ2, λ3, λ4, λ5,U0 1) that joins x = U0 0 and y = U0 1.
The length of Pt1 is 15. Let λ′0 = (U0 1,U0 2), λ′1 = (U1 2,U1 1), λ′2 = (U2 1,U2 2), λ′3 = (U3 2,U3 1,U3 3), λ′4 =
(U4 3,U4 1,U4 2), λ′5 = (U5 2,U5 3,U5 0). Let Pt2 = (λ′0, λ′1, λ′2, λ′3, λ′4, λ′5,U0 0) that joins y = U0 1 and x = U0 0. The
length of Pt2 is 15. Hence, there exists a balanced cycle R = (Pt1 + Pt2)x,y of length 30 = 2mb = lb. Combining Lemmas 7
and 8, we have the following.
Lemma 9. For any b ≥ 4 and any even l = 2m ≥ 4, given any two vertices x = Ug s0 and y = Ug s1 of Cluster-Torus(l, b), Cl ×
Kb = (U0∗,U1∗,U2∗, . . . ,Ug−1∗,Ug∗,Ug+1∗, . . . ,Ul−1∗,U0∗)× Kb, where 0 ≤ g ≤ l− 1 and s0 ≠ s1, there exists a balanced
cycle R = (Pt1 + Pt2)x,y of each length ranging from (l− 1)b+ 1 to lb.
Combining Lemmas 6 and 9, we have the following.
Lemma 10. For any b ≥ 4 and any l ≥ 3, given any two vertices x = Ug s0 and y = Ug s1 of a Cluster-Torus(l, b), Cl × Kb =
(U0∗,U1∗,U2∗, . . . ,Ug−1∗,Ug∗,Ug+1∗, . . . ,Ul−1∗,U0∗) × Kb, where 0 ≤ g ≤ l − 1 and s0 ≠ s1, there exists a balanced cycle
R = (Pt1 + Pt2)x,y of each length ranging from (l− 1)b+ 1 to lb.
Lemma 11. For b ≥ 4, given any two vertices x and y of GH(b, n) such that Dist(x, y) = 1, there exists a balanced cycle
R = (Pt1 + Pt2)x,y of each length ranging from 3 to bn.
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Proof. We will prove the lemma by induction on n.
For n = 1,GH(b, 1) is Kb. From Lemma 1, the lemma holds.
Hypothesis: The lemma holds for some n = k ≥ 1.
Induction Step: Consider two vertices x and y locate in GH(b, k + 1) and Dist(x, y) = 1. Without loss of generality, we
assume that x = uk+1uk . . . u2 0 and y = uk+1uk . . . u2 1. Recall that OG(GH(b, k + 1)) is GH(b, k). There exists an edge
(U0∗,U1∗) in OG(GH(b, k + 1)), where U0∗ = uk+1uk . . . u2∗. Thus, the corresponding Cluster-Grid(2, b), (U0∗,U1∗) × Kb,
is embedded in GH(b, k + 1). From Lemma 4, there exists a balanced cycle R = (Pt1 + Pt2)x,y of each length ranging from
3 to 2b. From Proposition 4, OG(GH(b, k + 1)) is vertex-pancyclic. Thus, there exists a cycle, (U0∗,U1∗, . . . ,Ul−1∗,U0∗),
of OG(GH(b, k + 1)), where U0∗ = uk+1uk . . . u2∗ and 3 ≤ l ≤ bk. Clearly, there exists the corresponding
Cluster-Torus(l, b), (U0∗,U1∗, . . . ,Ul−1∗,U0∗)× Kb, embedded in GH(b, k+ 1). From Lemma 10, we know that there exists
a balanced cycle R = (Pt1 + Pt2)x,y of each length ranging in
{2b+ 1, 2b+ 2, . . . , 3b} (for l = 3)
∪{3b+ 1, 3b+ 2, . . . , 4b} (for l = 4)
∪{4b+ 1, 4b+ 2, . . . , 5b} (for l = 5)
. . .
∪{bk+1 − 2b+ 1, bk+1 − 2b+ 2, . . . , bk+1 − b} (for l = bk − 1)
∪{bk+1 − b+ 1, bk+1 − b+ 2, . . . , bk+1} (for l = bk).
Thus, there exists a balanced cycle R = (Pt1 + Pt2)x,y of each length ranging from 2b+ 1 to bk+1. Combining the results,
there exists a balanced cycle R = (Pt1 + Pt2)x,y of each length ranging from 3 to bk+1. 
Lemma 12. For b ≥ 4, given any two vertices x and y of GH(b, n), if OG(GH(b, n)) embeds a balanced cycle of U0∗ and Um∗
with length l, (U0∗,U1∗,U2∗, . . . ,Um−1∗,Um∗,Um+1∗, . . . ,Ul−1∗,U0∗), where x = U0s0, y = Ums1 and s0 ≠ s1, there exists a
balanced cycle R = (Pt1 + Pt2)x,y of each length ranging from l+ 2 to lb in GH(b, n).
Proof. Consider the Cluster-Torus(l, b), (U0∗,U1∗,U2∗, . . . ,Um−1∗,Um∗,Um+1∗, . . . ,Ul−1∗,U0∗)× Kb, embedded in
GH(b, n). Without loss of generality, let x = U0 0 and y = Um 1.
Case 1: l is odd. That is, l = 2m+ 1. Clearly the Cluster-Grid(m, b), (U0∗,U1∗,U2∗, . . . ,Um−1∗)× Kb, is an induced subgraph
of the Cluster-Torus(l, b). From Proposition 8, there exists a path φ1 joining x = U0 0 and Um−1 0 of each length ranging
in {m − 1,m + 1,m + 2, . . . ,mb − 1} in the Cluster-Grid(m, b). Let Gm be the subgraph induced by the vertex set
{Um 0,Umb − 1,Um b − 2, . . . ,Um⌈b/2⌉ + 1}. There exists a path λ1 joining Um 0 and Um b − 1 of each length ranging
from 1 to ⌊b/2⌋ − 1 in Gm. The length of (φ1, λ1,Um 1) that joins x = U0 0 and y = Um 1 ranges fromm+ 2 tomb+ ⌊b/2⌋.
Besides, there exists a path η, (U0 0,U1 0, . . . ,Um−1 0,Um 0,Um 1), of length m + 1 joining x and y. Let Pt1 be a path in
{(φ1, λ1,Um 1)} ∪ {η}. The length of Pt1 ranges from m + 1 to mb + ⌊b/2⌋. Let G′m be the subgraph induced by the vertex
set {Um 1,Um 2, . . . ,Um⌈b/2⌉}. There exists a path λ2 joining Um 1 and Um 2 of each length ranging from 1 to ⌈b/2⌉ − 1
in G′m. From Proposition 9, there exists a path φ2 joining Um+1 2 and Ul−1 0 of each length ranging from m to mb − 1 in the
Cluster-Grid(m, b), (Um+1∗,Um+2∗, . . . ,Ul−1∗)×Kb. The length of the path (λ2, φ2,U0 0) that joins y and x ranges fromm+3
tomb+ ⌈b/2⌉. Besides, there exists a path η′, (Um 1,Um+1 1, . . . ,Ul−2 1,Ul−1 1,Ul−1 0,U0 0), of lengthm+ 2 joining y and
x. Let Pt2 be a path in {(λ2, φ2,U0 0)}∪{η′}. The length of Pt2 ranges fromm+2 tomb+⌈b/2⌉. Since Pt1 and Pt2 are vertex-
disjoint, there exists a balanced cycle R = (Pt1 + Pt2)x,y of each length ranging from (m+ 1)+ (m+ 2) = 2m+ 3 = l+ 2
tomb+ ⌊b/2⌋ +mb+ ⌈b/2⌉ = 2mb+ b = lb.
Case 2: l is even. That is, l = 2m. The proof is similar to that of Case 1. 
Theorem 13. For any b ≥ 4, GH(b, n) is balanced pancyclic.
Proof. We will prove the theorem by induction on n.
For n = 1,GH(b, 1) is Kb. From Lemma 1, the theorem holds.
Hypothesis: The theorem holds for some n = k ≥ 1.
Induction Step: Without loss of generality, consider two distinct vertices uk+1uk . . . u2u1 and vk+1vk . . . v2v1 in GH(b, k+ 1),
where ui ≠ vi for each 1 ≤ i ≤ Dist(uk+1uk . . . u2u1, vk+1vk . . . v2v1) and ui = vi for each 1 + Dist(uk+1uk . . . u2u1,
vk+1vk . . . v2v1) ≤ i ≤ k+ 1.
Case 1: Dist(uk+1uk . . . u2u1, vk+1vk . . . v2v1) ≥ 3 (i.e., Dist(uk+1uk . . . u2, vk+1vk . . . v2) ≥ 2). Since OG(GH(b, k + 1)) is
GH(b, k) and GH(b, k) is balanced pancyclic, there exists a balanced cycle R = (Pt ′1 + Pt ′2)x′,y′ of each length ranging
from 2Dist(uk+1uk . . . u2, vk+1vk . . . v2) to bk in OG(GH(b, k + 1)), where x′ = uk+1uk . . . u2∗ and y′ = vk+1vk . . . v2∗. From
Lemma 12, there exists a balanced cycle R = (Pt1+ Pt2)x,y of each length ranging from 2Dist(uk+1uk . . . u2, vk+1vk . . . v2)+
2 = 2Dist(uk+1uk . . . u2u1, vk+1vk . . . v2v1) to bk+1 in GH(b, k+ 1).
Case 2: Dist(uk+1uk . . . u2u1, vk+1vk . . . v2v1) = 2 (i.e., Dist(uk+1uk . . . u2, vk+1vk . . . v2) = 1). Since uk+1uk . . . u2∗ is
adjacent to vk+1vk . . . v2∗ in OG(GH(b, k + 1)). The Cluster-Grid(2, b), (uk+1uk . . . u2∗, vk+1vk . . . v2∗) × Kb, is embedded
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in GH(b, k + 1). From Lemma 5, there exists a balanced cycle R = (Pt1 + Pt2)x,y of each length ranging from 4 to 2b. From
the hypothesis, there exists a balanced cycle R = (Pt ′1 + Pt ′2)x′,y′ of each length ranging from 3 to bk in OG(GH(b, k + 1)),
where x′ = uk+1uk . . . u2∗ and y′ = vk+1vk . . . v2∗. From Lemma 12, there exists a balanced cycle R = (Pt1 + Pt2)x,y of
each length ranging from 5 to bk+1 in GH(b, k+ 1). Combining the two results, we know that there exists a balanced cycle
R = (Pt1 + Pt2)x,y of each length ranging from 4 = 2Dist(uk+1uk . . . u2u1, vk+1vk . . . v2v1) to bk+1 in GH(b, k+ 1).
Case 3: Dist(uk+1uk . . . u2u1, vk+1vk . . . v2v1) = 1 (i.e., Dist(uk+1uk . . . u2, vk+1vk . . . v2) = 0). From Lemma 11, there exists
a balanced cycle R = (Pt1 + Pt2)x,y of each length ranging from 3 to bn. 
Consider two vertices x and y in GH(3, n), where n ≥ 2 and Dist(x, y) = 1. Without loss of generality, let x = un . . . u2u1
and y = un . . . u2v1. Since there exists only one path, (un . . . u2u1, un . . . u2w1, un . . . u2v1), of length 2 joining x and y, where
u1, v1 andw1 are three distinct digits, there is no balanced cycle R = (Pt1 + Pt2)x,y of length 4. We have the following.
Lemma 14. GH(k, n) is not balanced pancyclic for k = 3 and n ≥ 2.
4. Weakly geodesic pancyclicity
In this section, we study the weakly geodesic pancyclicity of the generalized base-b hypercube.
Lemma 15. For b ≥ 3, given any two vertices x = s0 and y = s1 of Kb, there exists a geodesic cycle R = (Pt1 + Pt2)x,y of each
length ranging from 3 to b.
Proof. Without loss of generality,we assume that x = 0 and y = 1. Let Pt1 = (0, 1) and Pt2 = (1, t, t+1, . . . , b−2, b−1, 0)
joining x and y of each length ranging from 2 to b − 1, where 2 ≤ t ≤ b − 1. Since they are vertex-disjoint, there exists a
geodesic cycle R = (Pt1 + Pt2)x,y of each length ranging from 1+ 2 = 3 to 1+ (b− 1) = b. 
Lemma 16. For b ≥ 3, given any two vertices x and y of GH(b, n), if OG(GH(b, n)) embeds a geodesic cycle of U0∗ = unun−1
. . . u2∗ andUr∗ = vnvn−1 . . . v2∗with length l, (U0∗,U1∗,U2∗, . . . ,Ur−1∗,Ur∗,Ur+1∗, . . . ,Ul−1∗,U0∗), where r = Dist(unun−1
. . . u2, vnvn−1 . . . v2), x = U0s0, y = Ur s1 and s0 ≠ s1, there exists a geodesic cycle R = (Pt1 + Pt2)x,y of each length ranging
from l+ 2 to lb in GH(b, n).
Proof. Without loss of generality, let x = U0 0 = unun−1 . . . u2 0 and y = Ur 1 = vnvn−1 . . . v2 1 in GH(b, n), where ui ≠ vi
for each 1 ≤ i ≤ r + 1 and ui = vi for each r + 2 ≤ i ≤ n.
Case 1: b = 3. Consider the Cluster-Grid(r + 1, b), (U0∗,U1∗, . . . ,Ur−2∗,Ur−1∗,Ur∗) × Kb, and the Cluster-Grid(l − r −
1, b), (Ur+1∗, . . . ,Ul−2∗,Ul−1∗)× Kb. Let Pt1 = (U0 0,U1 0, . . . ,Ur−2 0,Ur−1 0,Ur 0,Ur 1) that joins x and y of length r + 1
in the Cluster-Grid(r + 1, b), where r + 1 = Dist(x, y). First, let Pt2 = (Ur 1,Ur+1 1, . . . ,Ul−2 1,Ul−1 1,Ul−1 0,U0 0) that
joins y and x of length l− r + 1. Thus, there exists a geodesic cycle R = (Pt1+ Pt2)x,y of length (r + 1)+ (l− r + 1) = l+ 2
in GH(b, n). Then, let φ = (Ur 1,Ur−1 1, . . . ,Ur−t 1,Ur−t 2, . . . ,Ur−1 2,Ur 2), where 0 ≤ t ≤ r . The length of φ is odd and
ranges from 1 to 2r + 1. From Proposition 9, there exists a path λ2 joining Ur+1 2 and Ul−1 0 of each length ranging from
l− r − 1 to b(l− r − 1)− 1 in the Cluster-Grid(l− r − 1, b). Let Pt2 = (φ, λ2,U0 0) that joins y = Ur 1 and x = U0 0. The
length of Pt2 ranges from l− r + 2 to (2r + 1)+ b(l− r − 1)+ 1. Thus, there exists a geodesic cycle R = (Pt1 + Pt2)x,y of
each length ranging from (r+1)+ (l− r+2) = l+3 to (r+1)+ (2r+1)+ b(l− r−1)+1 = bl− br− b+3r+3 = 3l in
GH(b, k+ 1). Combining the two results, there exists a geodesic cycle R = (Pt1 + Pt2)x,y of each length ranging from l+ 2
to 3l = lb in GH(b, k+ 1).
Case 2: b ≥ 4. The proof is similar to that of Case 1. 
For example, consider the case that b = 3, r = 4, l = 10, x = U0 0 and y = U4 1. Let Pt1 = (U0 0,U1 0,U2 0,U3 0,
U4 0,U4 1) that joins x and y of length 5 = Dist(U0 0,U4 1). First, let Pt2 = (U4 1,U5 1,U6 1,U7 1,U8 1,U9 1,U9 0,U0 0) that
joins y and x of length l− r + 1 = 7. Thus, there exists a geodesic cycle R = (Pt1 + Pt2)x,y of length 5+ 7 = 12 = l+ 2 in
GH(b, n). Then, let φ = (U4 1,U3 1, . . . ,U4−t 1,U4−t 2, . . . ,U3 2,U4 2), where 0 ≤ t ≤ 4. The length of φ is odd and ranges
from 1 to 9. From Proposition 9, there exists a path λ2 joining U5 2 and U9 0 of each length ranging from l − r − 1 = 5 to
b(l − r − 1) − 1 = 14 in the Cluster-Grid(5, 3). Let Pt2 = (φ, λ2,U0 0) that joins y = Ur 1 and x = U0 0. The length of Pt2
ranges from l − r + 2 = 8 to (2r + 1) + b(l − r − 1) + 1 = 25. Thus, there exists a geodesic cycle R = (Pt1 + Pt2)x,y of
each length ranging from 5 + 8 = 13 = l + 3 to 5 + 25 = 30 = 3l in GH(b, n). Combining the two results, there exists a
geodesic cycle R = (Pt1 + Pt2)x,y of each length ranging from l+ 2 = 12 to 3l = 30 in GH(b, n). 
Theorem 17. GH(b, n) exhibits weakly geodesic pancyclicity for b ≥ 3.
Proof. We will prove the theorem by induction on n.
For n = 1,GH(b, 1) is Kb. From Lemma 15, the theorem holds.
Hypothesis: The theorem holds for some n = k ≥ 1.
Induction Step: Without loss of generality, consider two distinct vertices x = uk+1uk . . . u2u1 and y = vk+1vk . . . v2v1
in GH(b, k + 1), where ui ≠ vi for each 1 ≤ i ≤ Dist(uk+1uk . . . u2u1, vk+1vk . . . v2v1) and ui = vi for each 1 +
Dist(uk+1uk . . . u2u1, vk+1vk . . . v2v1) ≤ i ≤ k+ 1.
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Case 1: Dist(uk+1uk . . . u2, vk+1vk . . . v2) ≥ 2. From the hypothesis, we know that there exists a geodesic cycle of
uk+1uk . . . u2∗ and vk+1vk . . . v2∗ in OG(GH(b, k + 1)) with length l for each 2Dist(uk+1uk . . . u2, vk+1vk . . . v2) ≤ l ≤ bk,
denoted by (U0∗,U1∗, . . . ,Ur−1∗,Ur∗,Ur+1∗, . . . ,Ul−2∗,Ul−1∗,U0∗), where U0∗ = uk+1uk . . . u2∗,Ur∗ = vk+1vk . . . v2∗ and
r = Dist(uk+1uk . . . u2, vk+1vk . . . v2). From Lemma 16, there exists a geodesic cycle R = (Pt1 + Pt2)x,y of each length
ranging from l + 2 to lb in GH(b, k + 1) for each 2Dist(uk+1uk . . . u2, vk+1vk . . . v2) ≤ l ≤ bk. Thus, we know that
there exists a geodesic cycle R = (Pt1 + Pt2)x,y of each length ranging from 2Dist(uk+1uk . . . u2, vk+1vk . . . v2) + 2 =
2Dist(uk+1uk . . . u2u1, vk+1vk . . . v2v1) to bk+1 in GH(b, k+ 1).
Case 2: Dist(uk+1uk . . . u2, vk+1vk . . . v2) = 1. That is, Dist(uk+1uk . . . u2u1, vk+1vk . . . v2v1) = 2. Similar to Case 1, we can
prove that there exists a geodesic cycle R = (Pt1+Pt2)x,y of each length ranging from 5 to bk+1 inGH(b, k+1). Besides, there
exists a geodesic cycle R = (Pt1 + Pt2)x,y, (x = uk+1uk . . . u2u1, uk+1uk . . . v2u1, y = vk+1vk . . . v2v1, vk+1vk . . . u2v1, x =
uk+1uk . . . u2u1), of length 4 since ui = vi for each 3 ≤ i ≤ k + 1. Thus, there exists a geodesic cycle R = (Pt1 + Pt2)x,y of
each length ranging from 4 = 2Dist(uk+1uk . . . u2u1, vk+1vk . . . v2v1) to bk+1 in GH(b, k+ 1).
Case 3: Dist(uk+1uk . . . u2, vk+1vk . . . v2) = 0. That is, Dist(uk+1uk . . . u2u1, vk+1vk . . . v2v1) = 1. Let Pt1 =
(uk+1uk . . . u2u1, vk+1vk . . . v2v1). From Proposition 5, there exists another path Pt2 joining uk+1uk . . . u2u1 and
vk+1vk . . . v2v1 of each length ranging from 2 to bk+1 − 1. There exists a geodesic cycle R = (Pt1 + Pt2)x,y of each length
ranging from 3 to bk+1 in GH(b, k+ 1). 
An algorithm for generating the geodesic cycles containing two arbitrary vertices of GH(b, n) is not presented formally
for b ≥ 3. In fact, the geodesic cycles can be definitely derived by the proof of the above theorem.
5. Conclusions
In this paper, we study the weakly geodesic pancyclicity and the balanced pancyclicity of the generalized base-b
hypercube. We show that the generalized base-b hypercube is weakly geodesic pancyclic for b ≥ 3 and balanced pancyclic
for b ≥ 4. In fact, the generalized base-2 hypercube is the well-known binary hypercube that is a bipartite graph; thus,
the generalized base-b hypercube is neither weakly geodesic pancyclic nor balanced pancyclic for b = 2. Besides, the
generalized base-bhypercube is not balanced pancyclic for b = 3. Theworkwill help engineers to develop the corresponding
applications onmultiprocessor systems that employ generalized base-b hypercubes as interconnection networks. It will also
help a further investigation on the generalized base-b hypercube. For example, to study the fault-tolerant weakly geodesic
pancyclicity and balanced pancyclicity of the generalized base-b hypercube appears interesting.
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