This paper describes a new Cornell University course serving as a nonprogramming introduction to computer science, with natural language processing and information retrieval forming a crucial part of the syllabus. Material was drawn from a wide variety of topics (such as theories of discourse structure and random graph models of the World Wide Web) and presented at some technical depth, but was massaged to make it suitable for a freshman-level course. Student feedback from the first running of the class was overall quite positive, and a grant from the GE Fund has been awarded to further support the course's development and goals.
Introduction
Algorithmic concepts and programming techniques from computer science are very useful to researchers in natural language processing. To ensure the continued strength of our field, then, it is important to encourage undergraduates interested in NLP to take courses conveying computer science content. This is especially true for students not intending to become computer science majors.
Usually, one points beginning students interested in NLP towards the first programming course (henceforth "CS101"). However, at many institutions, CS101 is mandatory for a large portion of the undergraduates (e.g., all engineering students) and is designed primarily to transmit specific programming skills. Experience suggests that a significant fraction of students find CS101's emphasis on skills rather than concepts unstimulating, and therefore decide not to take further computer science courses. Unfortunately, down the road this results in fewer entering NLP graduate students having been educated in important advanced computer-science concepts. Furthermore, fewer students are introduced to NLP at all, since the subject is often presented only in upper-level computer-science classes.
In an attempt to combat these problems, I created a new freshman-level course, Computation, Information, and Intelligence 1 , designed to introduce entering undergraduates to some of the ideas and goals of AI (and hence computer science). The premise was that if freshmen first learned something of what artificial intelligence is about, what the technical issues are, what has been accomplished, and what remains to be done, then they would be much more motivated when taking CS101, because they would understand what they are learning programming for.
Three major design decisions were made at the outset:
• No programming: Teaching elementary programming would be a needless reduplication of effort, since programming pedagogy is already well-honed in CS101 and other such classes. Moreover, it was desirable to attract students having little or no programming experience: the new course would offer them an opportunity for initial exploration at a conceptual level. Indeed, for the first edition of the class, students with programming experience were actively discouraged from enrolling, in order to ensure a more level playing field for those without such background. 2
• Emphasis on technically challenging material: Although no programming would be involved, the course would nevertheless bring students face-to-face with substantial technical material requiring mathematical and abstract reasoning (indeed, topics from graduate courses in NLP and machine learning were incorporated). To achieve this aim, the main coursework would involve challenging pencil-and-paper problems with significant mathematical content. 3
Of course, one had to be mindful that the intended audience was college freshmen, and thus one could only assume basic calculus as a prerequisite. Even working within this constraint, though, it was possible to craft problem sets and exams in which students explored concepts in some depth; the typical homework problem asked them not just to demonstrate comprehension of lecture material but to investigate alternative proposals. Sample questions are included in the appendix.
• Substantial NLP and IR content: 4 Because many students have a lot of experience with search engines, and, of course, all students have a great deal of experience with language, NLP and IR are topics that freshmen can easily relate to without being introduced to a lot of background first.
2 Students who have programmed previously are more likely to happily enroll in further computer science courses, and thus are already well-served by the standard curriculum.
3 An alternative to a technically-and mathematicallyoriented course would have been a "computers and the humanities" class, but Cornell already offers classes on the history of computing, the philosophy of AI, and the social implications of living in an information society. One of the goals for Computation, Information, and Intelligence was that students learn what "doing AI" is really like.
4 In this class, I treated information retrieval as a special type of NLP for simplicity's sake.
Course content
The course title, Computation, Information, and Intelligence, reflects its organization, which was inspired by Herb Simon's (1977) statement that "Knowledge without appropriate procedures for its use is dumb, and procedure without suitable knowledge is blind." More specifically, the first 15 lectures were mainly concerned with algorithms and computation (game-tree search, perceptron learning, nearest-neighbor learning, Turing machines, and the halting problem). For the purposes of this workshop, though, this paper focuses on the remaining 19 lectures, which were devoted to information, and in particular, to IR and NLP. As mentioned above, sample homework problems for each of the units listed below can be found in the appendix.
We now outline the major topics of the last 22 lectures. Observe that IR was presented before NLP, because the former was treated as a special, simpler case of the latter; that is, we first treated documents as bags of words before considering relations between words. Document retrieval [3 lectures]. Students were first introduced to the Boolean query retrieval model, and hence to the concepts of index data structures (arrays and B-trees) and binary search. We then moved on to the vector space model 5 , and considered simple term-weighting schemes like tf-idf.
The Web [4 lectures]. After noting how Vannevar Bush's (1945) famous "Memex" article anticipated the development of the Web, we studied the Web's global topology, briefly considering the implications of its so-called "bow-tie" structure (Broder et al., 2000) for web crawlers -students were thus introduced to graphtheoretic notions of strongly-connected components and node degrees. Then, we investigated Kleinberg's (1998) hubs and authorities algorithm as an alternative to mere in-link counting:
fortunately, the method is simple enough that students could engage in hand simulations. Finally, we looked at the suitability of various random graph generation models (e.g., the "richget-richer" (Barabási et al., 1999) and "copying" models ) for capturing the local structure of the Web, such as the phenomenon of in-degree distributions following a power law -conveniently, these concepts could be presented in such a way that only required the students to have intuitive notions of probability and the ability to take derivatives.
Language structure [7 lectures]. Relying on students' instincts about and experience with language, we considered evidence for the existence of hidden language structure; such clues included possible and impossible syntactic and discourse ambiguities, and movement, prosody and pause cues for constituents. To describe this structure, we formally defined context-free grammars. We then showed how (a tiny fragment of) X-bar theory can be modeled by a context-free grammar and, using its structural assignments and the notion of heads of constituents, accounted for some of the ambiguities and non-ambiguities in the linguistic examples we previously examined.
The discussion of context-free grammars naturally led us to pushdown automata (which provided a nice contrast to the Turing machines we studied earlier in the course). And, having thus introduced stacks, we then investigated the Grosz and Sidner (1986) stack-based theory of discourse structure, showing that language structures exist at granularities beyond the sentence level.
Statistical language processing [6 lectures]
We began this unit by considering word frequency distributions, and in particular, Zipf's law -note that our having studied power-law distributions in the Web unit greatly facilitated this discussion. In fact, because we had previously investigated generative models for the Web, it was natural to consider Miller's (1957) "monkeys" model which demonstrates that very simple generative models can account for Zipf's law. Next, we looked at methods taking advantage of statistical regularities, including the IBM Candide statistical machine translation system, following Knight's (1999) tutorial and treating probabilities as weights. It was interesting to point out parallels with the hubs and authorities algorithm -both are iterative update procedures with auxiliary information (alignments in one case, hubs in the other). We also discussed an intuitive algorithm for Japanese segmentation drawn from one of my own recent research collaborations (Ando and Lee, 2000) , and how word statistics were applied to determining the authorship of the Federalist Papers (Mosteller and Wallace, 1984) . We concluded with an examination of human statistical learning, focusing on recent evidence indicating that human infants can use statistics when learning to segment continuous speech into words (Saffran et al., 1996) .
The Turing test [2 lectures]
Finally, we ended the course with a consideration of intelligence in the large. In particular, we focused on Turing's (1950) proposal of the "imitation game", which can be interpreted as one of the first appearances of the claim that natural language processing is "AI-complete", and Searle's (1980) "Chinese Room" rebuttal that fluent language behavior is not a sufficient indication of intelligence. Then, we concluded with an examination of the first running of the Restricted Turing Test (Shieber, 1994) , which served as an object lesson as to the importance of careful evaluation in NLP, or indeed any science.
Experience
Twenty-three students enrolled, with only onethird initially expressing interest in majoring in computer science. By the end, I was approached by four students asking if there were research opportunities available in the topics we had covered; interestingly, one of these students had originally intended to major in electrical engineering. Furthermore, because of the class's promise in drawing students into further computer science study, the GE Fund awarded a grant for the purpose of bringing in a senior outside speaker and supporting teaching assistants in future years.
One issue that remains to be resolved is the lack, to my knowledge, of a textbook or textbooks that would both cover the syllabus topics and employ a level of presentation suitable for freshmen. For first-year students to learn effectively, some sort of reference seems crucial, but a significant portion of the course material was drawn from research papers that would probably be too difficult. In the next edition of the course, I plan to write up and distributeformal lecture notes.
Overall, although Computation, Information, and Intelligence proved quite challenging for the students, for the most part they felt that they had learned a lot from the experience, and based on this evidence and the points outlined in the previous paragraph, I believe that the course did make definite progress towards its goal of interesting students in taking further computer science courses, especially in AI, IR, and NLP.
Appendix: sample homework problems

IR unit
For simplicity, in this question, let the document vector entries be the term frequencies normalized by vector length.
Suppose someone proposes to you to integrate negative information by converting a query q = "x 1 , x 2 , . . . , x j , ¬y 1 , ¬y 2 , . . . , ¬y k " to an mdimensional query vector − → q as follows: the ith entry q i of − → q is:
w i is a positive query term −1, w i is a negative query term They claim the -1 entries in the query vector will prevent documents that contain negative query terms from being ranked highly.
Show that this claim is incorrect, as follows. Let the entire three-word vocabulary be w 1 = alligator, w 2 = bat, and w 3 = cat, and let q = "alligator, bat, ¬cat". Give two documents d 1 and d 2 such that
• d 1 and d 2 both contain exactly 8 words (obviously, some will be repetitions);
• d 1 does not contain the word "cat";
• d 2 does contain the word "cat"; and yet,
• d 2 is ranked more highly with respect to q than d 1 is.
Explain your answer; remember to show the document vectors corresponding to d 1 and d 2 , the query vector, and how you computed them. Make sure the documents you choose and corresponding document vectors satisfy all the constraints of this problem, including how the documents get transformed into document vectors.
Web unit
In this question, we engage in some preliminary explorations as to how many "colluding" web pages might be needed to "spam" the hubs-andauthorities algorithm (henceforth HA).
Let m and n be two whole numbers bigger than 1 (m and n need not be equal, although That is, all of the m P i pages point to Q, and all of the n Y j pages point to all of the n Z k pages.
(a) Let m = 5 and n = 3 (thus, m = 2n − 1, and in particular m > n), and suppose HA is run for two iterations. What are the best hub and authority pages? Explain your answers, showing your computations of the hub and authority scores of every web page (using the tabular format from class is fine).
(b) Now, let n be some whole number greater than 1, and let m = n 2 . Suppose HA is run for two iterations in this situation. What are the best hub and authority pages? Explain your answers, showing your computations of the hub and authority scores of every web page. (Note: in this problem, you don't get to choose n; we're trying to see what happens in general if there are a quadratic number of colluding web pages. So treat n as an unknown but fixed constant.)
