Abstract-The aim of this work is to construct a new quadrature formula based on the divided differences of the integrand at points -1,l and the zeros of the n th Chebyshev polynomial of the second kind. The interesting thing is that this quadrature rule is closely related to the well-known Gauss-Tur&n quadrature formula and includes a recent result obtained by A.K. Varma and E. Landau as a special c&e.
INTRODUCTION
Given a weight function w which is positive and integrabie on the -1 5 2, < 2,.-l < ..a < 22 < x1 5 1 of the nth-degree orthogonal to w provide a quadrature which is exact (that is, En(f) = 0) w h enever f(x) is a polynomial of degree 2 2n -1. Closely related to the above classical "Gaussian quadrature" is the quadrature rule based on the zeros -1 = x2, < Qn__l < * * * < z1 < x0 = 1 of the polynomial (1 -,2)P~'p'(,)P~'p)'(,), where P?"'(x) is the nth Jacobi polynomi al corresponding to the Jacobi weight w~,P(z) = (1 -z)"(l+ x)p (see [I] 
k=l k=l a quadrature formula of maximum degree of precision 4n -1, where -1 5 x,, < x,+1 < . ~ < 22 < x1 5 1 and -1 < yn-1 < ... < yz < yi 5 1 are zeros of the nth-degree Chebyshev polynomial of the first kind T,(x) and (n -l)th-degree Chebyshev polynomial of the second kind U,_i (x) , respectively.
In this paper, we consider quadrature formulae based on certain divided differences of the integrand at the zeros of (1 -x2)U,(x) ( see Theorems 1.1 and 1.3, below). Since Uz+i(x) = Wv4%(x)L1( ) x , we get (1.3) as a special case. We also obtain some corollaries. It seems that all these quadratures given here are new to our best knowledge. This paper is organized as follows. We state our main results in the rest of this section. In Section 2, some auxiliary lemmas are presented. Finally, proofs for our results are given in the last section.
To state our results, we denote by N the set of all natural numbers and PI, the set of all algebraic polynomials of degree less than or equal to k, k E N throughout this paper. For any real number a, [u] designates the greatest integer less than or equal to a.
The main purpose of this paper is to obtain the following quadrature formulas. 
xz,xi nilI> COROLLARY 1.5. For n, s E N, let us denote by
Let f E IP~,+I. Other symbols are as in Theorem 1.1. Then we have
n$j(x*, + ng f(yk) .
That is (1.3). It is also interesting to mention that (1.4)-(1.7) are closely related to the GaussTur6n quadrature rule. For the Gauss-%x&n quadrature rule, see [2-51 and references therein.
AUXILIARY LEMMAS
Here we shall state some lemmas which will be needed in the proofs of our theorems.
LEMMA 2.1. Let -1 = z,+~ < 2, < ... < x1 < x0 = 1 be the zeros of (1 -x2)U,(x) and (2.4) k=l REMARK 2.4. This lemma, which is an extension of a result in [3] , is of its own interest and is still valid if the point set 2, < . . . < x1 is replaced by any other set of n points.
PROOF. Our proof is based on an idea in [3] . Let And it can be proved in a similar spirit to the proof in [3] . Here we use a different method. 
PROOF.
PROOF. We obtain from (2.10) that
Since p,_r E p,._r and (1 -x')p,_r(x)U,(x) E Pxn+r, orthogonality shows 
.PROOFS OF THEOREMS
We are now ready to prove our main results. We have by Newton's divided difference formula that 
