Abstract. We prove three new results about the global Springer action defined in [YunI]. The first one determines the support of the perverse cohomology sheaves of the parabolic Hitchin complex, which serves as a technical tool for the next results. The second one (the Endoscopic Decomposition Theorem) links certain direct summands of the parabolic Hitchin complex of G to the endoscopic groups of G. This result generalizes Ngô's geometric stabilization of the trace formula in [N08]. The third result links the stable parts of the parabolic Hitchin complexes for Langlands dual groups, and establishes a relation between the global Springer action on one hand and certain Chern class action on the other. This result is inspired by the mirror symmetry between dual Hitchin fibrations. Finally, we present the first nontrivial example in the global Springer theory.
Introduction
This paper is a continuation of [YunI] and [YunII] , but logically independent of [YunII] for the most part. For an overview of the ideas and motivations of this series of papers, see the Introduction of [YunI] . We will use the notations and conventions from [YunI, Sec. 2] . In particular, we fix a connected reductive group G over an algebraically closed field k with a Borel subgroup B, a connected smooth projective curve X over k and a divisor D on X of degree at least twice the genus of X. Recall from [YunI, Def. 3.1 .2] that we defined the parabolic Hitchin moduli stack M par = M par G,X,D as the moduli stack of quadruples (x, E, ϕ, E B x ) where
• E is a G-torsor on X with a B-reduction E B x at x; • ϕ ∈ H 0 (X, Ad(E)(D)) is a Higgs field compatible with E B x . We also defined the (enhanced) parabolic Hitchin fibration (see [YunI, Def. 3.1.6 ]):
where A is the universal cameral cover in [YunI, Def. 3.1.7] .
In [YunI] , we have constructed an action of the extended affine Weyl group W on the parabolic Hitchin complex f par * Q ℓ ( [YunI, Th. 4.4.3]) , and an action of the lattice X * (T ) on the enhanced parabolic Hitchin complex f * Q ℓ ( [YunI, Prop. 4.4.6] ). This paper studies the decomposition of f * Q ℓ into generalized eigen-subcomplexes according to the X * (T )-action. In the course of analyzing these subcomplexes, endoscopy and Langlands duality naturally come into the picture.
The generalized eigen-subcomplexes of f * Q ℓ have two types. The first type have supports on a proper subscheme of A, and they can be understood using the endoscopic groups of G. This is the content of the Endoscopic Decomposition Theorem (Th. 3.2.8). The second type have supports on the whole A, and they are essentially the same as the stable part of f * Q ℓ (i.e., the part on which the X * (T )-action is unipotent, see Def. 2.2.3). To understand the stable part, we consider the parabolic Hitchin complex for the Langlands dual group G ∨ , and prove a result of mirror-symmetry style (Th. 4.1.8).
Recall from [YunI, Rem. 3.5 .6] that we have chosen an open subset A of the anisotropic Hitchin base A ani on which the codimension estimate codim A Hit (A δ ) ≥ δ holds for any δ ∈ Z ≥0 . Throughout this paper, we will work over this open subset A. All stacks originally over A Hit or A ani will be restricted to A without changing notation. Note that when char(k) = 0, we may take A = A ani .
in W , then W κ can be written as a semidirect product W H ⋊ π 0 (κ), where W H is the Weyl group of the split form of H, and π 0 (κ) is a finite group acting on H by outer automorphisms. The datum of ρ in the definition of the rigidified endoscopic datum is a homomorphism ρ : Θ → π 0 (κ). The complex θ * H ( f H, * Q ℓ ) κ is W H ⋊ ρ Θ = X * (T ) ⋊ (W H ⋊ ρ Θ)-equivariant with when passing to perverse cohomology). Hence for λ ∈ X * (T ), the endomorphism λ − id on K induces a map
which can be viewed as a "subdiagonal entry" of the unipotent action λ with respect to the perverse filtration on K.
On the other hand, we have the action of the lattice X * (T ∨ ) on L by cup product with the Chern classes c 1 (L(λ)), λ ∈ X * (T ∨ ). These Chern classes are what we used to extend the affine Weyl group action to the DAHA action in [YunII, Sec. 3] . Passing to perverse cohomology, the induced map
is in fact zero (see Lem. 4.1.7) . Therefore, it makes sense to talk about the "subdiagonal entries":
The following theorem gives a Verdier duality between the perverse sheaves K i and L i , together with an identification of the above two lattice actions.
Theorem C (See Th. 4.1.3 and 4.1.8). For each i ∈ Z, there are natural isomorphisms of perverse sheaves on A:
(1.2)
Moreover, for each λ ∈ X * (T ) = X * (T ∨ ), we have a commutative diagram
where the two rows are the isomorphisms in (1.2).
This theorem is inspired by the mirror symmetric approach to the geometric Langlands conjecture. Using the physicists' language (cf. [KW] ), the X * (T )-action on K is the analogue of the 'tHooft operators on the Hitchin stack M Hit G while the X * (T ∨ )-action on L is the analogue of the Wilson operators on the Hitchin stack M Hit G ∨ . It is expected that under the classical limit of the geometric Langlands correspondence (i.e., an equivalence between the derived categories of coherent sheaves on M Hit G and M Hit G ∨ ), the 'tHooft and Wilson operators are intertwined. The commutative diagram (1.3) is the shadow of this expectation on the level of perverse cohomology sheaves, after passing first from the derived categories to the K-groups, and then from the K-groups to cohomology.
1.1.4. An example. The first nontrivial example of the global Springer actions is a parabolic Hitchin fiber M for G = SL(2), which is a union of two P 1 's intersecting transversally at two points. We write W = Zα ∨ ⋊ s where α ∨ is the unique positive coroot and s is the reflection in W = S 2 . Then the action of α ∨ and s on H 2 (M ), under the natural basis dual to the fundamental classes of the two P 1 's, are given by the matrices s 1 = 1 2 0 −1 ; α ∨ = −1 −2 2 3 .
In particular, we see that the action of α ∨ is unipotent but not identity (i.e., nonsemisimple).
This example, together with its "Langlands dual" example, also gives an instance in which the commutative diagram (1.3) proved Th. C carries nontrivial information. In fact, this example belongs to an interesting class of parabolic Hitchin fibers which are called subregular. We will study these subregular fibers in more detail in [Y] .
Applications.
There is an application of the global Springer theory to padic harmonic analysis, suggested by Ngô. For this we work over the ground field k = F q (although in the previous papers we assumed k to be algebraically closed, this assumption is not necessary).
The motivation of Springer's study of Weyl group representations, as the author understands, is their relationship with Green functions. For each conjugacy class [w] in W , there is a Green function Q [w] , which is the character value of certain DeligneLusztig representations on the unipotent elements of G(F q ). For large char(F q ), we can work with nilpotent elements in the Lie algebra instead of unipotent elements in the group, and view Q [w] as a function on the nilpotent elements of g(F q ). The work of Springer ([S] ) and Kazhdan ([Ka] ) shows that
for any representative w ∈ [w] and any nilpotent element γ ∈ g nil (F q ). In the global situation, we can consider the following quantity (1.4) Tr(Frob a,x • w, f par * Q ℓ ) for w ∈ W and (a, x) ∈ (A × X)(F q ). This is essentially a product of local orbital integrals, one of which (at the place x ∈ X(F q )) is the orbital integral of a DeligneLusztig function (which is a compactly supported function on g(F x ) inflated from a usual Deligne-Lusztig virtual character). Kottwitz ([Ko] ) conjectured an identity between orbital integrals of DeligneLusztig functions for G and its endoscopic groups. Using Th. B above, and taking twisted Frobenius traces as in (1.4), we expect to prove a Lie algebra analogue of Kottwitz's conjecture in the function field case. Note that Kottwitz's conjecture has already been proved by Kazhdan-Varshavsky in [KV] using group-theoretic methods, based on Waldspurger's deep work on the Fourier transform of stable distributions.
Other applications to representation theory are joint work in progress with R.Bezrukavnikov and Y.Varshavsky.
1.3. Organization of the paper and remarks on the proofs. In Sec. 2, we prove Th. A about the support of simple constituents of
. This is the technical heart of all the subsequent study of f par * Q ℓ . The proof is based on Ngô's idea in proving his "Théorème du support" in [N08] , which is the key geometric ingredient in his proof of the Fundamental Lemma. We then study the κ-decomposition of f * Q ℓ in Section 2.2 and 2.3.
In Sec. 3, we prove Th. B about the endoscopic decomposition. Before stating the theorem, we first make some remarks about how to generalize our results up to this point to quasi-split group schemes, because they will soon show up as endoscopic groups. The proof of Th. B is a bit lengthy. The complication results from the attempt to establish an isomorphism between complexes, not just perverse cohomology sheaves. The proof relies on Ngô's unpublished results on endoscopic correspondences, which we record in App. A. Eventually we reduce the proof to a calculation of the endoscopic correspondence over the generic locus, which essentially only involves the geometry of nodal curves.
In Sec. 4, we prove Th. C about Langlands duality. For this, we need an explicit description of the Picard stack P and its Tate module, which we give in Sec. 4.3. This description uses the result of Donagi-Gaitsgory on the regular centralizer group scheme ( [DG] ). The proof of Th. C has two major ingredients: one is the simple observation that Ext 1 between middle extensions of local systems are determined by the Ext 1 between the local systems; the other is a manipulation of the Abel-Jacobi map for curves.
In Sec. 5, we present the calculation of the W -action on the cohomology of a subregular parabolic Hitchin fiber for G = SL(2). We also verify (partially) Th. C in this case in Sec. 5.3.
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The Support Theorem and consequences
In this section, we study the perverse cohomology of the parabolic Hitchin complex. The main result is the Support Theorem (Th. 2.1.1), which is a key technical result for later sections. From the Support Theorem and the results of Ngô in [N08] , we determine the supports of the κ-parts of the enhanced parabolic Hitchin complex.
2.1. The Support Theorem. Consider the proper map f : M par → A whose source is a smooth Deligne-Mumford stack. By the decomposition theorem [BBD, Th. 6.2 .5], we have a non-canonical decomposition
where I is a finite index set and each F i is a simple perverse sheaf on A.
The Support Theorem we will state is the analogue of the following classical statement: the direct image sheaf π * Q ℓ of the Grothendieck simultaneous resolution π : g → g is the middle extension from its restriction to g rs . Recall the following maps N08, 7.2] . Let occ(Z) = {n i |i ∈ I, Supp F i = Z}. Then the amplitude of Z is defined to be the difference between the largest and smallest elements in occ(Z).
Consider the P-action on M par over A. In this situation, we can apply [N08, Prop. 7.2.3 ] to conclude that the amplitude of Z is at least 2(dim(P/A) − δ Z ). Now we can apply the argument of [N08, 7.3 ] to show that codim e A (Z) ≤ δ Z . For completeness, we briefly reproduce the argument here. By Poincaré duality, the set occ(Z) is symmetric with respect to dim(M par ). Let n + be the largest element in occ(Z). Since the amplitude of Z is at least 2(dim(P/A) − δ Z ), we conclude that n + ≥ dim(M par ) + dim(P/A) − δ Z . Suppose F j has support Z and n j = n + . Let U be an open dense subset of Z over which F j is a local system placed in degree − dim(Z). Pick a point a ∈ U (k). Since
Recall from [YunI, Rem. 3.5.6] 
Therefore the inequalities must be equalities, i.e., codim
rs is dense in {a}×X for any a ∈ A(k), we conclude that q(Z) rs is dense in q(Z) and therefore Z rs is dense in Z. Therefore the simple perverse sheaf F i is the middle extension of its restriction on Z rs . This completes the proof.
2.1.2. Remark. Using the same arguments, we can show that the f par * Q ℓ decompositions as a direct sum of shifted simple perverse sheaves, and each simple perverse sheaf has support of the form Z ′ × X, where Z ′ is an irreducible closed subscheme of A. In particular,
2.2. The κ-decomposition. By [YunI, Prop. 4.4.6] , there is an action of X * (T ) on the enhanced parabolic Hitchin complex f * Q ℓ . By [YunI, Rem. 4.3.7] , over A rs , this action is induced by the morphism
This morphism induces a surjective homomorphism of sheaves of abelian groups
where p : A → A is the projection and X * (T ) stands for the constant sheaf on A with stalks X * (T ).
On the other hand, since P acts on M par over A, by homotopy invariance (see [LN, Lemme 3.2.3] ), it induces an action of π 0 ( P/ A) on p H i f * Q ℓ , by the same argument as in [N08, 6.2 (2.3) . In particular, the action of X * (T ) on p H i f * Q ℓ factors through a finite quotient, hence semisimple.
Proof. By Th. 2.1.1, it suffices to check this statement over A rs . Over A rs , the action of X * (T ) comes from the map s in (2.2), therefore the action of X * (T ) on f * Q ℓ | e A rs factors through the homomorphism π 0 (s) in (2.3). Since π 0 (P/A) is a constructible sheaf of finite abelian groups (see [YunI, Def. 3.2 .10]), the homomorphism π 0 (s) necessarily factors through a finite quotient of X * (T ).
2.2.2. Remark. In contrast to the semisimplicity of the X * (T )-action on the perverse cohomology sheaves p H i f * Q ℓ , the action of X * (T ) on the ordinary cohomology sheaves R i f * Q ℓ is not semisimple. We will give an example of this nonsemisimplicity in Sec. 5. By Lem. 2.2.1, it makes sense to decompose the object
where T = Hom(X * (T ), G m ) is an algebraic torus over Q ℓ and κ runs over finite order elements in T (Q ℓ ). Each subcomplex ( f * Q ℓ ) κ is characterized by the property that the action of
Over A rs , the action of X * (T ) comes from the map s in (2.2), therefore this decomposition is also the decomposition according to generalized eigen-subcomplexes of π 0 ( P/ A). Hence, passing to perverse cohomology sheaves, the decomposition (2.4) coincides with the κ-decomposition defined by Ngô in [N08, 6.2] . Similarly, we have a decomposition of f par * Q ℓ into κ-summands.
2.2.3. Definition. The stable part ( f * Q ℓ ) st of the complex f * Q ℓ is defined as the direct summand in the decomposition (2.4) corresponding to κ = 1.
In other words, ( f * Q ℓ ) st is the direct summand of f * Q ℓ on which X * (T ) acts unipotently.
Following [N08, 6.2.3] , for κ ∈ T (Q ℓ ), let A rs κ the locus of (a, x) ∈ A rs such that
Proof. By Th. 2.1.1, it suffices to show that for any simple constituent F of [N08, Corollaire 7.1.18] are satisfied by the discussion in [N08, 7.6] . We conclude that the support of F is an irreducible component of A rs κ , and the proposition follows.
Let W κ be the stabilizer of κ in W . Then according to [YunI, Prop. 4.4.6] , ( f * Q ℓ ) κ has a natural W κ := X * (T ) ⋊ W κ -equivariant structure with respect to the action of W κ on A κ via the quotient W κ → W κ .
2.2.5. Remark. Let A |κ| ⊂ A be the image of A κ . Then, as the notation suggests, A |κ| only depends on the W -orbit |κ| of κ ∈ T (Q ℓ ). The finite morphism q κ : A κ → A |κ| × X is invariant under W κ . However, in general, q κ is not a W κ -branched cover.
2.3. The κ-part for κ ∈ Z G(Q ℓ ). Let G be the connected Langlands dual group of G defined over Q ℓ , then T is a maximal torus in G. In this subsection, we concentrate on the direct summands ( f * Q ℓ ) κ where κ ∈ Z G(Q ℓ ), the center of G. Our goal is to show that such ( f * Q ℓ ) κ is naturally isomorphic to the stable part of f * Q ℓ (see Def. 2.2.3).
2.3.1. Decomposition according to connected components. Recall from [YunII, Sec. 3.5] that the connected components of Bun par G are naturally parametrized by the finite abelian group Ω = X * (T )/ZΦ ∨ . For each ω ∈ Ω, let M par ω be the corresponding component and f ω : M par ω → A be the restriction of f . Let e ∈ Ω be the identity element. By [YunII, Lem. 3.4 
Therefore, each f ω, * Q ℓ has a W aff -equivariant structure compatible with the Waction on A. In particular, the coroot lattice ZΦ ∨ acts on each complex f ω, * Q ℓ , and we similarly have the κ-decomposition according to the characters of ZΦ ∨ , here κ ∈ T ad (Q ℓ ) and T ad is the image of T in the adjoint form of G. Let ( f ω, * Q ℓ ) st be the part corresponding to κ = 1 ∈ T ad (Q ℓ ), i.e., the part on which the ZΦ ∨ -action
In particular, there is a canonical W aff -equivariant isomorphism
Proof. We first claim that the following two direct summands of f * Q ℓ are the same (2.7)
In fact, both sides are the subcomplex of f * Q ℓ on which ZΦ ∨ acts unipotently. The projection to the direct summand ( f e, * Q ℓ ) st is clearly equivariant under W aff . To check (2.5) is an isomorphism, it suffices to check that it induces an isomorphism on the level of perverse cohomology. The equality (2.7) implies an equality (2.8)
On one hand, the action of X * (T ) on the LHS of (2.8) factors through the quotient Ω, and acts on each direct summand p H * ( f * Q ℓ ) κ via the character κ. On the other hand, for λ ∈ X * (T ) with image ω 1 ∈ Ω, we can view ω 1 as an element in Ω I (see [YunII, Sec. 3.3] ), hence an element in W . Since λW aff = ω 1 W aff , the λ-action permutes the summands on the RHS of (2.8) in the same way as ω 1 permutes the summands:
the minus sign appears because the action of ω 1 on complexes are given by the pull-back functor R * ω1 ). In other words, as Ω-modules, we have (2.9)
′ is the group algebra of Ω with the inverse action of the regular representation of Ω, and the Ω-action on the RHS of (2.9) is trivial on ( f e, * Q ℓ ) st . Combining (2.8) and (2.9) we conclude that there is an Ω-equivariant isomorphism
where
′ where Ω acts through the character κ. Since the projection
′ ։ Q ℓ e is an isomorphism, the projection to the direct summand p H * ( f e, * Q ℓ ) st also induces an isomorphism
.2 is W affequivariant but not W -equivariant for κ = 1. However, the unipotent parts of the actions of X * (T ) on ( f * Q ℓ ) κ and ( f * Q ℓ ) st are intertwined under the isomorphism (2.6). In fact, since X * (T ) Q = QΦ ∨ , the logarithm of the unipotent part of the X * (T )-action is determined by its restriction to ZΦ ∨ .
The Endoscopic Decomposition Theorem
In this section, we study the κ-part of the enhanced parabolic Hitchin complex using endoscopic groups of G. The main result is the Endoscopic Decomposition Theorem (Th. 3.2.8), which reduces the study of such a κ-part to the study of the stable parts of the enhanced parabolic Hitchin complexes for the endoscopic groups of G. We expect to apply this theorem to the harmonic analysis of p-adic groups in the future. In the proof, we need the notion of endoscopic correspondences due to Ngô (unpublished) . For the reader's convenience, we record Ngô's results on endoscopic correspondences in App. A.
3.1. Remarks on quasi-split groups. In this subsection, we briefly explain how the results in [YunI, Sec. 4] generalize to quasi-split reductive group schemes over X.
We fix a pinning (B, T, x α ) of G, where T is a maximal torus contained in the Borel B and x α ∈ g α − {0} for every simple root α. We identify the outer automorphism group Out(G) = Aut(G)/G ad with the subgroup of Aut(G) stabilizing this pinning.
Let X Θ → X be anétale Galois cover with Galois group Θ and let ρ be a homomorphism ρ : Θ → Out(G) ⊂ Aut(G). This homomorphism gives a quasisplit form of G:
which is a connected reductive group scheme over X with a Borel subgroup scheme
The definition of the parabolic Hitchin moduli stack M par H extends to the case of the quasi-split group scheme H in a straightforward manner. We can also formulate it using the curve X Θ : the stack M par H classifies parabolic Hitchin quadruples (y, E Θ , ϕ Θ , E B y ) for the curve X Θ and the constant group G, together with a Θ-equivariant structure.
Since Out(G) acts on t and c, Θ also acts on them via ρ. Let
We can define the Hitchin base A Hit H as the affine space
We can also define the enhanced Hitchin base A Θ as the Cartesian product (A
We also have the parabolic Hitchin fibration
In the following, we restrict to the open subset A H ⊂ A Hit,ani H as in [YunI, Rem. 3.5.6 ]. Now we can state the counterpart of [YunI, Th. 4.4.3] (or rather [YunI, Prop. 4.4.6] ) in the case of quasi-split group schemes.
Here the Θ-action on θ * f H, * Q ℓ is the tautological one given by the Θ-torsor
The proof of this theorem is similar to that of [YunI, Th. 4.4 .3], which we omit here.
3.1.2. Remark. We can restate the above theorem without passing to the cover A H,Θ of A H . Let
be finite group schemes over X. Then the group scheme W acts on A H . Th. 3.1.1 can then be reformulated as follows: there is a natural W -equivariant structure on f H, * Q ℓ , compatible with the action of W on A H via the quotient W ։ W .
3.1.3. Remark. We can decompose the complex f H, * Q ℓ into the generalized eigensubcomplexes of X * (T ), but with Θ-ambiguity. More precisely, we have
where the direct sum is over the Θ-orbits on T (Q ℓ ). In particular, for κ ∈ T (Q ℓ ) Θ , we have a well-defined summand ( f H, * Q ℓ ) κ . We also have an analogue of Prop. 2.3.2 for quasi-split groups: 
rs , the reduced structure of Hecke H does not necessarily split into a disjoint union of graphs of automorphisms of M Analogous to [YunI, Cor. 4.3.8] , there is a right action of 
3.2. Statement of the theorem. In Sec. 2.2, we have written f * Q ℓ into a direct sum of κ-parts. In Sec. 2.3, we studied the κ-parts whose supports are the whole of A. In this subsection, we will study the rest κ-parts, which are supported on proper subschemes A κ of A. We will relate the complex ( f * Q ℓ ) κ to the κ-parts of the parabolic Hitchin complexes f H, * Q ℓ of the endoscopic groups H of G, in a way which respects the affine Weyl group actions. We will see from the construction that κ ∈ Z H(Q ℓ ) Θ (notation to be introduced later), therefore ( f H, * Q ℓ ) κ is isomorphic to the stable part of f H, * Q ℓ by Rem. 3.1.3. In this way, we have reduced the study of the various κ-parts of f * Q ℓ to the study of the stable parts of the enhanced parabolic Hitchin complexes for G and its endoscopic groups.
3.2.1. Endoscopic groups. Let G be the connected reductive group over Q ℓ which is Langlands dual to G. More precisely, G is a connected reductive group with a pinning ( B, T , x α ), where T = Hom(X * (T ), G m ), such that the based root system determined by ( G, B, T ) is identified with the based coroot system
κ be the identity component of G κ , which is a connected reductive group over Q ℓ containing the maximal torus T . The group H inherits a pinning from that of G. Let W H be the Weyl group associated to the pair ( H, T ). Let π 0 (κ) be the component group of G κ . The conjugation action gives a natural homomorphism
where the outer automorphism group Out( H) can be identified with the finite group of automorphisms of H stabilizing the pinning.
Recall that W κ is the stabilizer of κ under the W -action on T . We have an exact sequence of groups (see [N06, Lemme 10 
We can also identify π 0 (κ) with the subgroup of W κ which stabilizes the pinning of H, hence we can write W κ as a semi-direct product
As in [N08, Lemme 6.3 .6], we choose a large enough quotient Θ of π 1 (X, η X ) (η X is the geometric generic point of X) so that any homomorphism π 1 (X, η X ) → π 0 (κ) factors through Θ. Let X Θ → X be the associated Θ-torsor over X.
Definition ([N08]
, Def. 1.8.2, called a "donné endoscopique pointée" there). A rigidified endoscopic datum is a pair (κ, ρ) where κ ∈ T (Q ℓ ) is a finite order element and ρ : Θ → π 0 (κ) is a homomorphism.
Given a rigidified endoscopic datum (κ, ρ), we can form a quasi-split group scheme H over X, called the endoscopic group associated to (κ, ρ). Recall the construction of H. Take H sp to be the connected reductive group over k with a pinning which is Langlands dual to that of H. The pinnings of H sp and H give a canonical isomorphism Out(H sp ) ∼ = Out( H). We identify Out(H sp ) with the group of automorphisms of H sp which stabilize the pinning of H sp . Therefore Θ acts on
3.2.3. Definition. The group scheme
is the endoscopic group scheme over X associated to the rigidified endoscopic datum (κ, ρ).
A quasi-split group scheme H over X is said to be relevant to κ if it arises as H ρ for some rigidified endoscopic datum (κ, ρ).
Relating the Hitchin bases.
As remarked in Sec. 3.1, we can define the Hitchin base A H , the universal cameral cover A H and the parabolic Hitchin fibration
The relative dimensions of f par H and f par are related by (see [N08, 4.4 .6])
/2. where Φ and Φ H are the sets of roots of G and H respectively. Note that r G H depends only on κ and not on ρ. We will simply write r κ for r G H . According to [N08, 4.15] and [N06, 7.2] , there is a finite, unramified morphism µ H : A H → A whose image is contained in A |κ| (see Rem. 2.2.5).
3.2.5. Construction. We will relate A H and A via the spaces A H,Θ := A H × X X Θ and A Θ := A × X X Θ . We have a Cartesian diagram
From this we get a commutative diagram
is an isomorphism over A rs κ,Θ . Proof. The argument of [N08, Prop. 6.3.4] shows that for each ρ and H = H ρ , the restriction of µ H,Θ to A rs Θ is a closed embedding. The argument of of [N08, Prop. 6.3.7] shows that µ H,Θ ( A We summarize the relation among the various Hitchin bases by the following commutative diagram (for fixed ρ and 
On the other hand, since (
Finally, the morphism µ H,Θ is equivariant with respect to the embedding
The embedding ι ρ extends uniquely to an embedding 
where the direct sum runs over all homomorphisms ρ : Θ → π 0 (κ). Moreover, for each ρ, the embedding of the direct summand indexed by ρ in (3.7)
The proof will be given in Sec. 3.3.
3.3. Proof of Theorem 3.2.8-Relating the parabolic Hitchin complexes. In this subsection, we give the proof of Th. 3.2.8. The strategy of the proof is the following: we first use the parabolic version of the endoscopic correspondence to construct a map as in (3.7), and then we check it is indeed an isomorphism, which, thanks to the Support Theorem 2.1.1 and Prop. 2.2.4, reduces to a calculation over the generic points of A κ,Θ .
We first fix a rigidified endoscopic datum (κ, ρ), hence the endoscopic group scheme H.
Since we work with a fixed κ throughout this subsection, we simply write r for r κ .
The fundamental class of C H,Θ gives an element
Here the first isomorphism is given by the choice of a fundamental class of M par H,Θ , which is smooth.
Using proper base change, we can also write [
. By Rem. 3.2.7, the LHS of (3.8) admits a W κ × Θ-equivariant structure, and the RHS of (3.8) admits a W H ⋊ ρ Θ-equivariant structure.
Proof. Recall from Rem. 3.1.4 that for w ∈ W H ⋊ ρ Θ, we have the reduced Hecke correspondence H H, e w of M par H,Θ over A H × X, whose fundamental class gives the w-action on f H,Θ, * Q ℓ . Similarly, we have the reduced Hecke correspondence H e ιρ( e w) of M par Θ over A × X, whose fundamental class gives the ι ρ ( w)-action on f Θ, * Q ℓ . We also view C H,Θ as a correspondence between M par H,Θ and M par Θ over A × X. To prove the proposition, we have to show that (3.9)
We will show in Lem. 3.3.2 that both compositions C H,Θ * H e ιρ( e w) and H H, e w * C H,Θ satisfy the condition (G-2) in [YunI, Def. A.5 
.1] with respect to the open subset
w and H e ιρ( e w) are graph-like, C H,Θ is right graph-like, we can apply [YunI, Prop. A.5 .5] to conclude 
Over the locus U = (A × X) 0 , H e ιρ( e w) | U is the graph of the right ι ρ ( w)-action on M par Θ | U . Therefore, ( C H,Θ * H e ιρ( e w) )| U is the closure of the graph of
On the other hand, since
We claim that the two morphisms in (3.11) and (3.12) are the same. In fact, for
is induced by (see [YunI, Cor. 4.3.8] )
where a H ∈ A H,Θ | U has images a ∈ A| U and a H ∈ A H , and s λ : A rs → P is the morphism defined in [YunI, Rem. 4.3.7] .
Similarly, the morphism w
where s H,λ : A H,Θ | U → P H is the morphism defined similarly as s λ . By the construction of the morphisms h P , s λ and s H,λ , we have a commutative diagram
Therefore, the two morphisms in (3.13) and (3.14) are the same. This implies that the morphisms in (3.11) and (3.12) are the same. Since both correspondences in (3.10) are closures of the graph of the same morphism, (3.10) is proved. This completes the proof of the proposition.
3.3.2. Lemma. Both correspondences C H,Θ * H e ιρ( e w) and H H, e w * C H,Θ satisfy the condition (G-2) in [YunI, Def. A.5 
Proof. We let H be any finite-type closed substack of Hecke par Θ , and H H be any finite-type closed substack of Hecke par H,Θ . We will show that C H,Θ * H and H H * C H,Θ both satisfy the condition (G-2) with respect to
Since the reduced structures of H| U and H H | U are substacks of unions of graphs of automorphisms of
This verifies the first condition of (G-2). Let ∂U = A × X − U . It remains to verify that the images of C H,Θ * H| ∂U and 
Fix a point a H ∈ A H,Θ with image a H ∈ A H , a ∈ A Θ , a ∈ A and x ∈ X. Assume that a ∈ ∂U , i.e., δ(a, x) ≥ 1. Let ξ ∈ M par a,x and ξ = (ξ, a) ∈ M par Θ . We want to estimate the dimension of the image of the fiber (
Recall that a point in this fiber determines a triple (η, ξ ′ , τ ) where
and τ : ξ| X−{x} ∼ → ξ ′ | X−{x} . Let ∆ a be the pull-back of the discriminant locus ∆ ⊂ c to X via a. Since δ(a, x) ≥ 1, we have x ∈ ∆ a . Recall the morphism h in (A.6) is an isomorphism away from the discriminant locus of c. Therefore, (a H , ξ ′ ) determines a morphism
By Construction (A.2.1), for a pair of point (η,
hence we have an isomorphism
In other words, the image of the fiber (
H,aH ,x is contained in the image of the following stack in M par H,e aH :
Clearly, H ∆a,ξ is the a product of local Hecke modifications of the parabolic Hitchin triple h (a H , ξ) . By the discussion in [YunI, Sec. 3.3] , each local Hecke modification at v ∈ ∆ a is isomorphic to an affine Springer fiber in either the affine flag variety (if v = x) or the affine Grassmannian (if v = x). By the dimension formula of affine Springer fibers (see [B] and [N08, 3.7 
In other words,
Here we have used the codimension estimate [YunI, Prop. 3.5.5] . Since the morphism f
By the inequality (3.15), the image of (
Since ∂ B is the union of ∂ B δ for finitely many δ ∈ Z >0 , this verifies the condition (G-2)' for C mod H,Θ * H. Similarly, one can verify (G-2)' for H H * C mod H,Θ . This completes the proof of the lemma.
3.4. Proof of Theorem 3.2.8-Reduction to the generic points.
it is in particular equivariant under the lattice X * (T ).
Therefore, [ C H,Θ ] # induces a map between the κ-parts
which is also equivariant under ( W H ⋊ ρ Θ, W κ × Θ). To finish the proof of Th. 3.2.8, it remains to show that the sum of [ C H,Θ ] #,κ for all ρ : Θ → π 0 (κ):
is an isomorphism. Equivalently, it suffices to show that ρ [ C H,Θ ] #,κ induces an isomorphism on the perverse cohomology sheaves.
Since µ H,Θ : A H,Θ → A Θ is finite, µ H,Θ, * is exact in the perverse t-structure. Since θ : A Θ → A and θ H : A H,Θ → A H areétale, θ * and θ * H are also exact in the perverse t-structure. Therefore, the map (3.17) induces the following map on perverse cohomology: From the above discussions, we conclude that both sides of (3.18) are middle extensions of their restrictions to any open dense subset of A κ,Θ . Therefore, to prove that (3.18) is an isomorphism, it suffices to check it induces an isomorphism over every geometric generic point of A κ,Θ . Since the morphism (3.19) is finite and birational, every geometric generic point of A κ,Θ is the image of a unique geometric generic point of A H,Θ for a unique H (or a unique ρ). Hence, to prove that (3.18) is an isomorphism, it suffices to show that for every ρ (hence the corresponding H) and every geometric generic point η ∈ A H,Θ , the restriction of [ C H,Θ ] #,κ on the stalks at η:
is an isomorphism. For this we can use the explicit description of C H over the generic points of A H given in App. A.
Let (a H , x H ) ∈ A rs H and (a, x) ∈ A rs be the projections of η, which are geometric generic points of A H and A respectively. We have
Since (a, x) and (a H , x H ) are in the regular semisimple locus, the X * (T )-action on H * (M par a,e x ) and H * (M par H,aH ,e xH ) factor through the action of π 0 (P a ) and π 0 (P aH ). Therefore, the κ-parts on the last two terms of (3.20) and (3.21) can be understood as the parts on which π 0 (P a ) or π 0 (P aH ) acts through the character
By Lem. A.1.5, C H,Θ,η is the pull-back of C H along the morphism η ֒→ A rs H,Θ → A H . Therefore, C H,Θ,η = C H,aH . Combining this fact with the isomorphisms (3.20) and (3.21), we get
Hence, we have reduced Th. 3.2.8 to the following
is an isomorphism.
Proof. By Lem. A.3.1(2), we can use induction to treat one correspondence C i at a time. The map [C i ] # is given by
where ← − c i ! is the Gysin map of the P 1 -fibration ← − c i . Since P a acts on the diagram (A.11), it makes sense to talk about the κ-part of the cohomology groups in (3.22). We need to show that
is an isomorphism. We first analyze the P 1 -fibration ← − c i . We have a distinguished triangle
where the second map is the Gysin map. This triangle gives a long exact sequence
We then analyze the birational morphism − → c i . Let N i ⊂ M i be the common image of C 
These exact sequences all carry natural actions of π 0 (P a ). Taking the κ-parts of the π 0 (P a )-action, we still get long exact sequences. In particular, we get a diagram
where the vertical and horizontal lines are exact in the middle. We claim that the map ǫ in the above diagram is an isomorphism. In fact, if we use the sections s 0 i and s ∞ i to fix identifications:
κ is the diagonal. On the other hand, by Lem. A.3.1(4), the image of
κ is the graph of the scalar map κ(β Since ǫ is an isomorphism, we know that the map ← − c i * in the diagram (3.23) is injective and δ is surjective. This being true for all j ∈ Z, we conclude that the vertical and horizontal lines in diagram (3.23) are also exact at the ends, i.e., they are short exact sequences. Again, because the upper tilted arrow ǫ is an isomorphism, we easily conclude that the lower tilted arrow [C i ] #,κ must be an isomorphism. This completes the proof.
Parabolic Hitchin complexes for Langlands dual groups
In this section, we study the stable part ( f * Q ℓ ) st of the enhanced parabolic Hitchin complex f * Q ℓ using the Langlands dual group of G. We will consider the enhanced parabolic Hitchin complexes for G and its Langlands dual G ∨ simultaneously, and establish a relation between the lattice part of the global Springer action on ( f * Q ℓ ) st and certain Chern class action on ( f ∨ * Q ℓ ) st . Roughly speaking, on the level of perverse cohomology, the two pieces of lattice actions coming from the graded DAHA action constructed in [YunII, Sec. 3] get interchanged under Langlands duality. This is an evidence of the mirror symmetry (or T-duality) in the new formulation of the geometric Langlands conjecture.
4.1. Statement of the results. Let G be an almost simple algebraic group over k and let G ∨ be the almost simple algebraic group over k which is Langlands dual to G. More precisely, we fix maximal tori T ⊂ G and T ∨ ⊂ G ∨ and an isomorphism X * (T )
, which maps the coroot system of (G, T ) to the root system of (G ∨ , T ∨ ). We use the same curve X and the same divisor D to define the Hitchin fibrations f
and the enhanced parabolic Hitchin fibrations 
Since G is almost simple, the choice of ι is unique up to scalar. Therefore, the resulting ι e A is unique up to the natural action of G m on A G (recall in the diagram defining A in [YunI, Def. 3.1.7] , all the terms have natural G m -actions). Since all the objects over A G or A G ∨ we consider will be G m -equivariant, this ambiguity is harmless. We therefore fix the identification ι once and for all. 
Since the parabolic Hitchin stacks have one more dimension than the usual Hitchin stacks (see [YunI, Cor. 3 
.3.4]), we conclude that dim(M
) be the stable parts of the (shifted and twisted) enhanced parabolic Hitchin complexes of G and G ∨ . For each i ∈ Z, let
be their perverse cohomology sheaves. Our first result in this section is a Verdier duality between K and L:
Theorem. For each i ∈ Z, there is a natural isomorphism of perverse sheaves: VD
The proof will be given in Sec. 4.3.
Remark. Since M par
G is smooth and f is proper, the complex K is Verdier self-dual, i.e., we have a natural isomorphism K ∼ = DK once we fix a fundamental class [M par ] of M par . Hence we have a canonical isomorphism of perverse sheaves on A:
Note that this Verdier self-duality is same as the one mentioned in [YunI, Prop. 4.5 .1]. Therefore, Th. 4.1.3 can be reformulated as an isomorphism
To state the second (and the more interesting) result, we need to recall two lattice actions on K and L.
The Springer action.
We have constructed an action of X * (T ) on K in [YunI, Prop. 4.4.6] . By Lem. 2.2.1, the X * (T )-action on K i is semisimple. Since K is the stable part, X * (T ) acts trivially on K i , therefore we may consider its "subdiagonal" entries under the perverse filtration. More precisely, for any λ ∈ X * (T ), the action of λ − id on K induces the zero map on K i , therefore p τ ≤i (λ − id) factors through:
Taking the i-th perverse cohomology, we get
which is an extension class between the perverse sheaves K i and K i−1 .
4.1.6. The Chern class action. In [YunII, Con. 3.3 .4], we have constructed an action of X * (T ∨ ) on the parabolic Hitchin complex of G ∨ via certain Chern classes. We recall the construction. The evaluation morphism
(1). We will concentrate on the stable part L of f
We postpone the proof of this lemma to Sec. 4.6. By Lem. 4.1.7, we may also consider the "subdiagonal" entries of the map ∪c 1 (L(λ)) st under the perverse filtration. More precisely, by Lem. 4.1.7, the map
Now we can state the second result in this section, which is an identification of the above two lattice actions under the Verdier duality given in Th. 4.1.3. 
Theorem. For each i ∈ Z and λ
Proof. We prove the first isomorphism; the second one is similar. By [YunI, Construction 3.2.8], we have a morphism of Picard stacks over A:
In Lem. 4.2.2, we will show that  P is an isogeny (i.e., the kernel and cokernel of  P are finite over A). In particular, over A ♦ ,  P induces an isomorphisms on the Q ℓ -Tate modules of the neutral components:
Here Pic 
For a ∈ A ♦ (k), the cameral curve X a is smooth, therefore we have a canonical isomorphism (4.11)
In fact, the Abel-Jacobi map
over A ♦ , we can canonically identify the local system H 1 (Pic
) (the argument is as in Lem. 4.3.1), hence we get the canonical isomorphism (4.11).
The isomorphisms (4.10) and (4.11) give a canonical isomorphism of local systems on A ♦ :
This, together with the isomorphism (4.9), implies the isomorphism (4.6).
It remains to prove: 4.2.2. Lemma. The morphism  P in (4.8) is an isogeny over A.
Proof. Fix a ∈ A(S).
We need a description of P a due to Donagi-Gaitsgory in [DG, 16 .3] which we briefly recall here. For each root α ∈ Φ, let D α ⊂ X a be the divisor given by the pull-back of the wall t α,D ⊂ t D . In other words, D α is the fixed point locus of the action of the reflection r α ∈ W on X a . For each object Q T ∈ Pic T (X a ) W (S), the r α -equivariant structure of Q T gives an isomorphism of T -torsors over D α :
Equivalently, spelling out the action of r α on T , we get an isomorphism of T -torsors over D α :
The result of Donagi-Gaitsgory in loc.cit. says that P a (S) is the Picard groupoid of tuples (Q T , {γ w } w∈W , {β α } α∈Φ ) where (Q T , {γ w } w∈W ) is a strongly W -equivariant T -torsor on X a and β α is a trivialization of the
, which is compatible with the trivialization (4.12) and the W -equivariant structure: i.e., γ w sends the trivialization β α to the trivialization β wα .
We give a reformulation of this result of Donagi-Gaitsgory. For each α ∈ Φ, let (4.13)
This is either the trivial group or the group µ 2 , depending on whether α ∨ is a primitive element of X * (T ) or not. For Q T ∈ Pic T (X a ) W (S), by the trivialization (4.12), the G m -torsor Q(α)| Dα in fact comes from a µ α -torsor Q µα over D α . An object in P a (S) is just an object (Q T , {γ w } w∈W ) in Pic T (X a ) W (S) together with a trivialization of the µ α torsor Q µα over D α for each α ∈ Φ, compatible with the W -equivariant structure of Q T . Since the above discussion works for any test scheme S, we get an exact sequence of Picard stacks (4.14)
Here A α ⊂ A is the pull-back of t α,D , and the last arrow in (4.14) sends
Since A α is finite over A, and µ α is a finite group scheme, the two ends of the sequence (4.14) are finite Picard stacks. Therefore the morphism  P in the middle of (4.14) is an isogeny. This completes the proof.
4.3.
Verdier duality between the Hitchin complexes. In this subsection, we give the proof of Th. 4.1.3.
Using the global Kostant section ǫ :
we have δ(a) = 0, hence by [YunI, Lem. 3.5 
.2], M
Hit a is a torsor under P a . This implies that τ is an isomorphism over A ♦ , and we also get the induced isomorphisms on homology and cohomology. However, such isomorphisms are not canonical in the sense that they depend on the choice of the Kostant section. Fortunately, if we restrict ourselves to the stable parts of the homology or cohomology, and passing to cohomology sheaves, we do get canonical isomorphisms: 4.3.1. Lemma. For each i ∈ Z, there are canonical isomorphisms
Proof. We prove the first isomorphism. For anyétale map S → A ♦ , and any lifting m : S → M Hit G , we get a trivialization of the P-torsor:
Hence we get an isomorphism
If we choose another lifting m ′ : S → M Hit G , then m and m ′ differ by the translation of a section ̟ : S → P, and the two isomorphisms m !,st and m
By the homotopy invariance of actions on cohomology (see [LN, Lemme 3.2.3] ), the action of P(S) on (S) . Since π 0 (P) acts trivially on the stable part of 
♦ be the natural projection, which is smooth and proper. Since for any a ∈ A ♦ (k), we have δ(a) = 0, hence δ(a, x) = 0 for any [YunI, Lem. 3.5.4] . Similar remark applies to M par G ∨ | A ♦ . Therefore we get canonical isomorphisms 
Combining with the isomorphisms (4.18) and (4.19), we get
Therefore, to prove the theorem, it suffices to give a natural isomorphism of local systems on A ♦ :
Now we can use the explicit formula proved in Lem. 4.2.1:
Recall from [N08, Prop. 4.5.4 ] that the cameral curves X a are connected. The cup product for the smooth connected projective family of curves A ♦ → A ♦ gives a perfect pairing
Therefore we have a natural isomorphism of local systems (4.27) PD :
Since X * (T ) = X * (T ∨ ), we can define a natural isomorphism
hence the isomorphism (4.24). This completes the proof of the theorem. 4.4. Proof of Theorem 4.1.8-first reductions. In this subsection, we make a few reduction steps towards the proof of Th. 4.1.8.
First, the commutativity of the left square follows from [YunI, Prop. 4.5 .1] (or rather its counterpart for X * (T )-action on f * Q ℓ ), therefore we only need to prove the commutativity of the right square. We make the following simple observation about extensions of perverse sheaves. 
Proof. Let i : Z = Y − U ֒→ Y be the closed embedding of the complement of U into Y . We have a long exact sequence (4.29)
By the definition of j ! * , we have i
. Hence the first term in (4.29) vanishes; i.e., j * is injective.
By Lem. 4.3.2, the perverse sheaves K i , L i are middle extensions from the open dense subset A ♦ of A. By Lem. 4.4.1, in order to prove the commutativity of the diagram (4.5), it suffices to prove the commutativity of its restriction to A ♦ .
4.4.2. Remark. We need the following fact about adjunction. Since p :
is smooth of relative dimension one, we have a natural isomorphism of functors
(1). For any two objects
In other words, there is a natural bijection between maps
By this lemma, and the isomorphisms (4.22) and (4.23), the commutativity of the right square in (4.5) over A ♦ is equivalent to the commutativity of (4.30)
.
Note that the labeling of the maps Sp(λ) ♮ and Ch(λ) ♮ have been switched from the perverse degree to the ordinary homological and cohomological degrees. 4.5. The Springer action by X * (T ). In (4.3), we have defined the map Sp i (λ) :
In the end of Sec. 4.3, we rewrote the restriction of Sp i (λ) to A ♦ into the form
In this subsection, we write the map Sp i (λ) ♮ in more explicit forms.
Rewriting the Springer action.
Recall from [YunI, Rem. 4.3 .7] that we have a morphism over A s λ : A ♦ → P.
Since A ♦ → A ♦ have connected fibers, s λ necessarily factors through the neutral component P 0 ⊂ P. By [YunI, Cor. 4.3.8] , the action of λ on M par | e A ♦ is given by
Passing to the level of homology, we get
By adjunction, we get (4.31)
where ∩ is (the dual of) the cap product defined in [YunII, App. A.3] . Passing to the stable part, and using the isomorphism (4.20), we can rewrite (4.31) as
Here the cap product action becomes the wedge product in (
. We decompose the map s λ, * into ⊕ i s λ,i according to the canonical decomposition in [YunII, Lem. A.1 .1], hence get
Note that
corresponds to the identity map of p
Restricting to the degree -1 part and denote s λ,1 by Φ λ , we conclude that Sp i (λ) ♮ can be written as
Now we need to understand the map Φ λ more explicitly. For this, we first describe the morphism s λ : A ♦ → P in more concrete terms. Consider the composition A
This morphism gives a T -torsor Q
We now describe this line bundle.
Proof. By [YunI, Lem. 4.3.6 ], the morphism s λ comes from a section s λ : A ♦ → Gr J ; i.e., we have a J-torsor Q J λ on A ♦ × X with a canonical trivialization away from the graph Γ of A ♦ → X. By construction, we have
On the other hand, the section s λ over A rs is defined by the composition
Here the last isomorphism is the inverse of the one defined in [YunI, Lem. 4.3.5] . We first look at the morphism s 
Here, we define Γ
Next, by the construction of the isomorphism Gr In view of the W -invariance of Q λ (ξ), we must have a canonical isomorphism
Moreover, the trivialization of
given by s λ . Therefore the expression (4.34) holds over
Since w∈W (Γ w − Γ rs w ) has codimension at least two in the smooth variety A ♦ × A ♦ A ♦ , the expression (4.34) must hold on the whole
Consider the degree −1 part of Φ λ
4.5.3. Lemma. Under the isomorphism (4.6), the map Φ λ,1 is given by
Proof. This is a statement about a map between local systems, hence it suffices to check it on the stalks of geometric points. We fix a ∈ A ♦ (k). For each ξ ∈ X * (T ), consider the morphism
where I ξ sends a T -torsor to the line bundle associated to the character ξ. Since π 0 (P a ) is torsion, the map (4.36) must land in Pic 0 (X a ). By Lem. 4.5.2, the morphism (4.36) takes x ∈ X a to the line bundle O( w∈W wλ, ξ w x) ∈ Pic 0 (X a ). Therefore it induces the following map on homology:
Here we use the Picard scheme Pic rather than the Picard stack Pic without losing information about Tate modules. We can rewrite (4.37) as
4.6. The Chern class action by X * (T ∨ ).
4.6.1. Rewriting the Chern class action. Recall from [YunI, Construction 3.2 .8] that we have a tautological T ∨ -torsor Q T ∨ over P ∨ , and the associated line bundle Q(λ) for each λ ∈ X * (T ∨ ). By [YunI, Lem. 3.2 .5] that we have a commutative diagram (4.38) [YunI, Lem. 3.2.7] ) and a morphism (4.39) where g ∨ : P ∨ → A is the projection. By [YunII, Lem. 5.1.3] , the Chern class of the line bundle Q(λ) can be written as
The line bundle ǫ * L(λ) on A also induces a map
Putting together, using (4.39), we can write the Chern class of τ * L(λ) as:
Proof of Lem. 4.1.7 . Since both L i and L i+2 are middle extensions from A ♦ , it is enough to check this statement over A ♦ . Using the adjunction in Rem. 4.4.2 and the isomorphism (4.19), we can write the action of c 1 (L(λ)) as:
where ∪ is the cup product on
Using (4.40), the effect of c 1 ( τ * L(λ)) ♮ on the stable part is:
♮ only involves cohomology sheaves in degree ≤ 1, using Rem. 4.4.2 backwards, we see that
This proves the lemma.
Since we will be concentrating on the degree 1 part of c 1 (L(λ)), we can ignore the contribution of c 1 ( ǫ * L(λ)) in (4.42). Using (4.42) and the isomorphism in [YunII, Rem. A.2 .4], we can finally write Ch
where Ψ λ = c 1 (Q(λ)) ♮ , and the cup product becomes the wedge product. Consider the degree −1 part of Ψ λ
4.6.2. Lemma. Under the isomorphism (4.7), the map Ψ λ,1 is given by
where PD is the Poincaré duality isomorphism defined in (4.27) .
Proof. This is a statement about a map between local systems, hence it suffices to check it on the stalks of geometric points. We fix a ∈ A ♦ (k). Consider the morphism id × λ : X a × P a id ×a
where I λ sends a T ∨ -torsor to the line bundle induced by that T ∨ -torsor and the character λ ∈ X * (T ∨ ). Since π 0 (P a ) is torsion, the morphism  λ necessarily lands in Pic(X a ). Let Poin is the Poincaré line bundle on X a × Pic 0 (X a ), then
It is well-known that c 1 (Poin) takes the form (4.45) (1) where {h i } and {h i } are dual bases of H 1 (X a ) and H 1 (X a ). Therefore, c 1 (
. This immediately implies (4.44).
4.7. Proof of Theorem 4.1.8. In this subsection we finish the proof of Th. 4.1.8. By the reduction in the end of Sec. 4.3, the expression (4.32) for Sp i (λ) ♮ and the expression (4.43) for Ch i (λ) ♮ , it remains to prove the commutativity of
Both maps Φ λ and Ψ λ necessarily factor through τ ≥−1 H * ( A ♦ /A ♦ ). We computed Φ λ,1 in Lem. 4.5.3 and computed Ψ λ,1 in Lem. 4.6.2. Comparing the two results with the way we defined the isomorphism β in (4.28), we conclude that for all λ ∈ X * (T ) = X * (T ∨ ), β • Φ λ,1 = Ψ λ,1 . Therefore the difference β • Φ λ − Ψ λ must factor through a map
All we need to show is ∆ λ = 0. We want to reduce the problem to showing ∆ α ∨ = 0 for simple coroots α ∨ . For this we need 4.7.1. Lemma. The maps Φ λ and Ψ λ are additive in λ.
which implies the additivity of Ψ λ . For Φ λ , recall that it comes from the morphism s λ : A ♦ → P. These morphisms are additive in λ (using the multiplication of P):
Therefore the induced maps on homology satisfies the commutative diagram
Taking the degree -1 stable parts, we get the commutative diagram (4.46)
Using Lem. 4.7.1, and observe that the RHS of ∆ λ is torsion-free, we conclude that in order to show ∆ λ = 0 for all λ ∈ X * (T ), it suffices to show it for a Q-basis of X * (T ) Q . Hence we can reduce the problem to the following lemma.
Proof. Let t α be the wall corresponding to the simple root α in t. The Killing form t
In other words, A ♦ is the fixed point locus of r α (the reflection in W corresponding to α) on
Therefore, in order to show that ∆ α ∨ = 0, it suffices to show that composition
is zero. This composition is given by the difference of the restrictions of
We claim a much stronger vanishing, namely both maps
We first prove the vanishing of (4.47). For this, it suffices to show that the morphism
is trivial (i.e., factors through the identity element). In other words, the line bundles Q α ∨ (ξ) are canonically trivialized on A ♦ α × A A. By Lem. 4.5.2, we have
Therefore, we have an equality of divisors
Here w∈W/ rα means summing over the representatives of the cosets W/ r α .
A is canonically trivialized, i.e., the map (4.49) is zero. We then prove the vanishing of (4.48). For this, it suffices to show that the tautological line bundle Q(α ∨ ) is trivial on A α × A P ∨ . But this follows from the description of P ∨ given in [DG, 16.3 ], as we recalled in the proof of Lem. 4.2.2. Therefore the map (4.48) is also zero. This proves the lemma.
Tracing the above reductions backwards, we have already completed the proof of Th. 4.1.8.
A sample calculation
The goal of this section is to calculate the affine Weyl group action on the cohomology of the parabolic Hitchin fibers in the first nontrivial case. We will also partially verify the phenomenon of Langlands duality proved in Sec. 4. In particular, we will see that the lattice action on the cohomology of parabolic Hitchin fibers is not semisimple in general.
5.1. Description of parabolic Hitchin fibers. Throughout this section, we specialize to the case
Hit , the cameral curve X a coincides with the spectral curve Y a , which is a curve in the total space of O(2) defined by the equation
Let p a : Y a → X be the projection, which can be viewed as the GIT quotient under the involution τ : (ξ, η, t) → (ξ, η, −t) of Y a . We have a ∈ A ani (k) if and only if Y a is irreducible. 5.1.1. The Hitchin fibers. For a ∈ A ♥ (k), the Hitchin fiber M Hit a is:
For the stack Pic(Y a ) see [YunI, Example 3.1.10] . For any (F , α) ∈ M Hit a , E = p a, * F is a rank 2 vector bundle on X with trivial determinant, therefore χ(
we conclude that for a ∈ A ani (k), Y a is an irreducible curve of arithmetic genus 1. The degree -1 Abel-Jacobi map
is an isomorphism, here Pic −1 (Y a ) is the compactified Picard scheme, the coarse moduli space of Pic −1 (Y a 
If Y a is an irreducible curve of arithmetic genus 1, then P a ∼ = Pic 0 (Y a ) × Bµ 2 (with the trivial action of µ 2 ).
The parabolic Hitchin fibers. The parabolic Hitchin fiber
We have two forgetful morphisms:
sending (F 0 , F 1 , α) to F 0 and F 1 respectively. As in the case of M Hit a , M par a,x is the quotient of its course moduli schemes by the trivial action of µ 2 .
For each partition p of 4, let A p be the locus where the multiplicities of the roots of a(ξ, η) = 0 are given by p. We have is isomorphic to Y a , which has a node) corresponds to
If v a (x) = 2, i.e., x is the projection of the node, then the reduced structure of M par a,x (ignore the µ 2 -action as well) consists of two P 1 's meeting transversally at two points: one component (call it C 1 ) corresponds to F 0 = π * O P 1 (1) and varying F 1 ; the other component (call it C 0 ) corresponds to F 1 = π * O P 1 and varying F 0 .
• p = (3, 1). Then Y a is a cuspidal curve of arithmetic genus 1. Let π : P 1 → Y a be the normalization. Then the cusp of M Hit a corresponds to π * O P 1 (1).
If v a (x) = 3, i.e., x is the projection of the cusp, then the reduced structure of M par a,x (ignore the µ 2 -action as well) consists of two P 1 's tangent to each other at one point (to the first order): one component (call it C 1 ) has corresponds to F 0 = π * O P 1 (1) and varying F 1 ; the other component (call it C 0 ) corresponds to F 1 = π * O P 1 and varying F 0 .
We also have two other types of spectral curves Y a which are not irreducible (hence a / ∈ A ani ):
• p = (2, 2). Then Y a is the union of two P 1 meeting transversally at two points. The two components of Y a are permuted by the involution τ .
• p = (4). Then Y a consists of two P 1 's tangent to each other at one point to the first order. The two components of Y a are permuted by the involution τ .
5.2. The W -action for a subregular parabolic Hitchin fiber. The parabolic Hitchin fiber M par a,x for a ∈ A (2,1,1) and x the projection of the node of Y a is simplest example of a subregular parabolic Hitchin fiber (more results on this class of examples will appear in [Y] ). In this subsection, we compute the action of W on the cohomology of this subregular parabolic Hitchin fiber. To simplify the argument, we work over the ground field k = C. We ignore the Tate twists in this and the next section.
A transversal slice.
To reduce the dimensions, we will restrict to a transversal slice through (a, x). Fix a point ∞ ∈ X = P 1 and identify the complement X −{∞} with A 1 . Consider the following map
We will base change the situation from A Hit × X to B. For each (b, c) ∈ B, let Y b,c be the spectral curve corresponding to ι(b, c), and let Y /B be the family of spectral curves over B.
Let us ignore the stack issue from now on because the finite automorphism group µ 2 does not affect the Q ℓ -cohomology. Hence we will work with compactified Picard schemes rather than stacks. Because each spectral curve Y b,c has a unique point ∞ over the ∞ ∈ X, we get a section ∞ : B → Y . We can use this section to identify the various components of Pic (Y /B) . More precisely, we can think of Pic(Y /B) as classifying rank one torsion-free coherent sheaves on Y with a rigidification along ∞. In particular, via the Abelian-Jacobi map (5.1), Pic 
In other words, { 
Restricting to (0, 0) ∈ B, by (5.6) and (5.7), both arrows take the form
which is given by (up to scalar) the class v * (ζ 1 − ζ 0 ) ∈ H 1 (i ← − cH | | y y y y y y y y We can keep track of the G m -action on g and h by homotheties in the above construction, so that r also admits a natural R aH ,v → P a → P H,aH → 1 where each R aH ,v is (non-canonically) isomorphic to G m . Fix such an isomorphism for each v ∈ R(a H ). In particular, (A.8) induces an isomorphism π 0 (P a ) ∼ → π 0 (P aH ).
Fix a point x H in the cameral curve X rs aH ,Θ , which determines a surjective homomorphism (A.9) X * (T ) ։ π 0 (P aH ) ∼ = π 0 (P a ).
Fix a Kostant section for f Hit H , which gives an isomorphism M Hit H,aH
A.3.1. Lemma (B-C.Ngô).
(1) The correspondence C H,aH is isomorphic to
' ' P P P P P P P P P P P P ← − c u u j j j j j j j j j j j j j j j P H,aH ∼ = P a / v G m M
Hit a
Here, for each v ∈ R(a H ), the factor R aH ,v ∼ = G m acts on the corresponding factor P 1 by homotheties on A 1 ⊂ P 1 . (2) Fix an ordering of the points in R(a H ), so that we can write R(a H ) = {v 1 , · · · , v r }. The correspondence C H,aH is isomorphic to the composition: 
