Abstract. A fractafold, a space that is locally modeled on a specified fractal, is the fractal equivalent of a manifold. For compact fractafolds based on the Sierpiński gasket, it was shown by the first author how to compute the discrete spectrum of the Laplacian in terms of the spectrum of a finite graph Laplacian. A similar problem was solved by the second author for the case of infinite blowups of a Sierpiński gasket, where spectrum is pure point of infinite multiplicity. Both works used the method of spectral decimations to obtain explicit description of the eigenvalues and eigenfunctions. In this paper we combine the ideas from these earlier works to obtain a description of the spectral resolution of the Laplacian for noncompact fractafolds. Our main abstract results enable us to obtain a completely explicit description of the spectral resolution of the fractafold Laplacian. For some specific examples we turn the spectral resolution into a "Plancherel formula". We also present such a formula for the graph Laplacian on the 3-regular tree, which appears to be a new result of independent interest. In the end we discuss periodic fractafolds and fractal fields.
Introduction
Analysis on fractals has been developed based on the construction of Laplacians on certain basic fractals, such as the Sierpiński gasket, the Vicsek set, the Sierpiński carpet, etc., which may be regarded as generalizations of the unit interval, in that they are both compact and have nonempty boundary. As is well-known in classical analysis, it is often more interesting and sometimes simpler to deal with spaces like the circle and the line, which have no boundary, and need not be compact. The theory of analysis on manifolds is the natural context for such investigations. The notion of fractafold, introduced in [37] , is simply the fractal equivalent: a space that is locally modeled on a specified fractal. For compact fractafolds based on the Sierpiński gasket, it was shown in [37] how to compute the spectrum of the Laplacian in terms of the spectrum of a Laplacian on a graph Γ that describes how copies of SG are glued together to make the fractafold. On the other hand, in [41] a similar problem was solved for the case of infinite blowups of SG. These are noncompact fractafolds where the graph Γ mirrors the self-similar structure of SG. Not surprisingly, the spectrum in the compact case is discrete, and the eigenvalues and eigenfunctions are described by the method of spectral decimation introduced in [11] . The surprise is that for the infinite blowups the spectrum is pure point, meaning that there is a basis of L 2 eigenfunctions (in fact compactly supported), but each eigenspace is infinite dimensional and the closure of the set of eigenvalues is a Cantor set. Again the method of spectral decimations allows an explicit description of the eigenvalues and eigenfunctions.
In this paper we combine the ideas from these earlier works [37, 41] to obtain a description of the spectral resolution of the Laplacian for noncompact fractafolds with infinite cell graphs Γ. The graph Γ is assumed to be 3-regular, so the fractafold has no boundary. The edge graph Γ 0 is then 4-regular, and the fractafold is obtained as a limit of graphs obtained inductively from Γ 0 by filling in detail (that is, each graph triangle is eventually replaced with a copy of the Sierpiński gasket). Our first main abstract result is Theorem 2.3, which describes how to obtain the spectral resolution of the Laplacian on the fractafold from the spectral resolution of the graph Laplacian on Γ 0 . This is a version of spectral decimation, and uses an idea from [27] to control the L 2 norms of functions under spectral decimation. The second main abstract result is Theorem 3.1, which shows how to obtain the spectral resolution of the graph Laplacian on Γ 0 from the spectral resolution of the graph Laplacian on Γ using ideas from [34, 40] . We note that the spectral resolution on Γ 0 may or may not contain the discrete eigenvalues equal to 6, and the explicit determination of the 6-eigenspace and its eigenprojector must be determined in a case-by-case manner. Combining the two theorems enables us to obtain a completely explicit description of the spectral resolution of the fractafold Laplacian to the extent that we are able to solve the following problems:
(a) Find the explicit spectral resolution of the graph Laplacian on Γ; (b) Find an explicit description of the 6-eigenspace and its eigenprojector for the graph Laplacian on Γ 0 .
The bulk of this paper is devoted to solving these two problems for some specific examples. However, we would like to highlight another problem that arises if we wish to turn a spectral resolution into a "Plancherel formula". Typically we will write our spectral resolutions as (1.1) f (x) = σ(−∆) P (λ, x, y)f (y)dµ(y) dm(λ)
where P (λ, x, y) is an explicit kernel realizing the projection onto the λ-eigenspace, i.e.
(1.2) − ∆ P (λ, x, y)f (y)dµ(y) = λ P (λ, x, y)f (y)dµ(y) and dm(λ) is a scalar spectral measure. (Here neither P (λ, x, y) nor dm(λ) are uniquely determined, since we can clearly multiply them by reciprocal functions of λ while preserving (1.1) and (1.2).) If we write (1.3) P λ f (x) = P (λ, x, y)f (y)dµ(y) then (1.1) resolves f into its components P λ f in the λ-eigenspaces. A Plancherel formula would express the squared L 2 -norm ||f || 2 2 in terms of an integral of contributions from the components P λ f . In the case of pure point spectrum this is straightforward, for then the λ-integral is a discrete possibly infinite sum, and we just have to take the L 2 -norm of each P λ f , so (1.4) ||f || where P λ is the eigenprojection. The spectral measure m is the counting measure in this case.
In the case of a continuous spectrum this is decidedly not correct, and there does not appear to be a generic method to obtain the correct analog. So we pose this as a third problem:
(c) describe explicitly a Hilbert space of λ-eigenfunctions with norm || || λ such that ||P λ f || λ is finite for m-a.e. λ and (1.5) ||f || This problem is interesting essentially only when the eigenspace is infinite dimensional. The resolution of this problem in some classical settings is discussed in [35] and [14] . Here we present a solution to this problem for the graph Laplacian on the 3-regular tree. This result appears to be new, and is of independent interest. The first specific examples we consider is the tree fractafold, discussed in Section 4, where Γ is the 3-regular tree. In this case the solution to a) is well-known [4, 9] . We solve (b) by showing that the 6-eigenspace on Γ 0 is infinite dimensional and we give an explicit tight frame for this space. We solve (c) in terms of a mean value on the tree that is in fact different from the obvious mean value. The fractafold spectrum in this example is a union of point spectrum and absolutely continuous spectrum.
In Section 5 we discuss periodic fractafolds, concentrating on a honeycomb fractafold where Γ is a hexagonal lattice. In this case the solution to a) is also well-known. Our solution to b) gives a basis for the infinite dimensional 6-eigenspace of compactly supported functions. Finally in Section 6 we discuss an example of a finitely ramified periodic Sierpiński fractal field (see [12] ) that is not a fractafold, but can be treated using our methods.
Essentially all the results of this paper can be extended to fractafolds based on the ndimensional Sierpiński gasket, using similar methods. It seems likely that similar results could be obtained for any p.c.f. fractal for which the method of spectral decimation applies (see [1, 8, 10, 11, 13, 16, 18, 20, 26, 33, 39, 42, 43 , and references therein]).
2. Set-up results for infinite Sierpiński fractafolds 2.1. Laplacian on the Sierpiński gasket. We denote by ∆ SG the standard Laplacian on SG, and by µ SG the standard normalized Hausdorff probability measure on SG (see [17, 18, 39] for details). The Laplacian ∆ SG is self-adjoint on L 2 (SG, µ SG ) with appropriate boundary conditions (usually Dirichlet or Neumann). The Laplacian ∆ SG can be defined either probabilistically or analytically, using Kigami's resistance (or energy) form and the relation
for functions in the corresponding domain of the Laplacian. The energy is defined by
In these formulas V n is a finite set of (3 n+1 + 3)/2 points in SG that are at the Euclidean distance 2 −n from the neighboring points, and ∼ denotes the recursively defined graph structure on V n . Note the normalization factor 3 2 that is inserted here for the convenience of computation (see [39] the explanations).
2.2.
Spectral decimation and the eigenfunction extension map. Both Dirichlet and Neumann spectra of ∆ SG are well known (see [11, 39, 41] ). To compute the spectrum of ∆ SG one employs the so called spectral decimation method using inverse iterations of the polynomial R(z) = z(5 − z). By convention the eigenvalue equation is written −∆ SG u = λu because −∆ SG is a nonnegative operator. Each positive eigenvalue can be written as
such that λ m = R(λ m+1 ) and λ m 0 ∈ {2, 5, 6}, which can be written as
where the powers
Thus an important role is played by the function
This is an analytic function, which is a classical object in complex dynamics, and a recent detailed study and background can be found in [6, 7] . In the context of the Laplacian on the Sierpiński gasket this function first appeared in [28, Lemma 2.1] and [5, Remark 2.5] (see also [15, 29] for related results). In particular, this function can be defined as the solution of the classical functional equation
Note that, in a neighborhood of zero, the inverse of the function R can be defined by
and satisfies the functional equations (2.6) 5R(w) = R(R(w)), in a neighborhood of zero.
One can see from (2.2) that each nonzero eigenvalue λ satisfies
Some of the points in the union of these sets are so-called "forbidden eigenvalues", and the rest are so-called 2-series, 5-series and 6-series eigenvalues (see [39] ). A detailed analysis shows that the spectrum of the Dirichlet Laplacian is
and the spectrum of the Neumann Laplacian is
The multiplicities, which grow exponentially fast with k, were computed explicitly in [11] , and also can be found in [1, 39, 41] . Note that, because of the functional equations (2.4) and (2.6), and because R(2) = R(3) = 6, we have
If we define
then we have the following proposition.
Proposition 2.1. For any v ∈ ∂SG and any complex number λ / ∈ Σ ext there is a unique continuous function ψ v,λ (·) : SG → R, such that ψ v,λ (v) = 1, ψ v,λ vanishes at the other two boundary points, and the pointwise eigenfunction equation −∆ψ v,λ (x) = λψ v,λ (x) holds at every point x ∈ SG\∂SG.
Naturally, ψ v,λ is called the eigenfunction extension map, which is explained in [39 
for functions in the domain of the Dirichlet or Neumann Laplacian. The energy can also be defined by
k=0 . To compute the spectrum of −∆ [0, 1] one can use the spectral decimation method with inverse iterations of the polynomial R(z) = z(4 − z). Each positive eigenvalue can be written as
, the multiplicity is one, and 0 is in the Neumann spectrum but not in the Dirichlet spectrum. The eigenfunction extension map is
where v is 0 or 1. For much more information on this example and its relation to quantum graphs see [30] and references therein.
2.3.
Underlying graph assumptions and Sierpiński fractafolds. Let Γ 0 = (V 0 , E 0 ) be a finite or infinite graph. To define a Sierpiński fractafold, we assume that Γ 0 is a 4-regular graph which is a union of complete graphs of 3 vertices. It can be said that Γ 0 is a regular 3-hyper-graph in which every vertex belongs to two hyper-edges. A hyper-edge in this case is a complete graphs of 3 vertices, and we call it a cell, or a 0-cell, of Γ 0 . We denote the discrete Laplacian on Γ 0 by ∆ Γ 0 . (In principle, these assumptions can be weakened; see Section 6 and Figure 6 .1 for instance).
Let SG be the usual compact Sierpiński gasket (see Figure 2. 2). We define a Sierpiński fractafold F by replacing each cell of Γ 0 by a copy of SG. These copies we call cells, or 0-cells, of the Sierpiński fractafold F. Naturally, the corners of the copies of the Sierpiński gasket SG are identified with the vertices of Γ 0 .
A fractafold is called infinite if the graph Γ 0 is infinite. In particular, finite fractafolds are compact and infinite fractafolds are not compact. All the details can be found in [37] . In this paper we use the same notation as in [37] as much as possible (see also [40] ). Since the pairwise intersections of the cells of the Sierpiński fractafold F are finite, we can consider the natural measure on the Sierpiński fractafold F, which we also denote µ. Furthermore, since ∆ SG is a local operator, we can define a local Laplacian ∆ on the Sierpiński fractafold F, as explained in [37] . 
holds at any point x ∈ F\V 0 . For any function f 0 on Γ 0 (and any λ as above), we define the eigenfunction extension map by
By definition, f = Ψ λ f 0 is a continuous extension of f 0 to the Sierpiński fractafold F which is a pointwise solution to the eigenvalue equation above for all x ∈ F\V 0 . Moreover, it is known that if f 0 is a pointwise solution to the eigenfunction equation −∆ Γ 0 f 0 = λ 0 f 0 on Γ 0 , and λ 0 / ∈ {0, 6}, then f = Ψ λ f 0 is a continuous extension of f 0 to the Sierpiński fractafold F which is a pointwise solution to the eigenvalue equation above for all x ∈ F. Note that here we have λ ∈ R −1 (λ 0 ), where R is as above. The eigenfunction extension map is explained in [39] on page 69.
It is easy to see that Ψ λ :
is a bounded linear operator for any λ / ∈ R −1 {2, 5, 6}, and its adjoint Ψ *
2.5. Spectral decomposition (resolution of the identity). We suppose that the selfadjoint discrete Laplacian ∆ Γ 0 on Γ 0 has a spectral decomposition (resolution of the identity)
which has a form (2.10)
where m(·) is a spectral measure of −∆ which is a Borel measure on σ(−∆ Γ 0 ) (see Section 3 for more detail). We define a function M(λ) as the infinite product where it appears when the L 2 norm of eigenfunctions on the Sierpiński gasket is computed. This function does not depend on the fractafold, but only on the Sierpiński gasket.
We denote
and
Note that for the difference of these two sets we have
Theorem 2.3. The Laplacian ∆ is self-adjoint and
Moreover, the spectral decomposition
can be written as
Here E{λ} denotes the eigenprojection if λ is an eigenvalue (the eigenprojection is non-zero if and only if λ is an eigenvalue).
All eigenvalues and eigenfunctions of ∆ can be computed by the spectral decimation method as so called offspring of either localized eigenfunctions on approximating graph Laplacians, or of eigenfunctions on Γ 0 . Furthermore, the Laplacian ∆ on the Sierpiński fractafold F has the spectral decomposition of the form
Proof. Let Γ 0 = (V 0 , E 0 ) be as above and let Γ 1 = (V 1 , E 1 ) be a graph obtained from Γ 0 by replacing each cell of Γ 0 with the graph shown below.
The three vertices of the biggest triangle in the above graph replace the three vertices of each cell of Γ 0 . We repeat this procedure recursively to define a sequence of discrete approximations V n to the fractafold the Sierpiński fractafold F. On each V n we consider discrete energy form, which converge as n → ∞ with the same normalization as in Subsection 2.1.
In the limit we obtain a resistance form E of the Sierpiński fractafold F and one can use the theory of resistance forms of Kigami (see [18, 19] ) to define the weak Laplacian ∆ on the Sierpiński fractafold F. More precisely, the resistance form is a regular Dirichlet form on L 2 (F, µ) by [19, Theorem 8.10] , for which a self-adjoint Laplacian ∆ is uniquely defined (see [19, Proposition 8.11] ). One can easily see that in this case the set of continuous compactly supported functions in Dom∆ such that ∆f is also continuous (and also compactly supported) form a core. For any such function f the Laplacian ∆f can be approximated by discrete Laplacians, that is ∆f (x) = lim n→∞ 5 n ∆ n f (x), where ∆ n is the graph Laplacian on V n . The limit is pointwise for each x ∈ V * = V n , and is unform on compact subsets of the Sierpiński fractafold F provided ∆f is continuous with compact support. The pointwise and uniform convergence of discrete Laplacians in this case is justified in the same as way in the case of the Laplacian on the Sierpiński gasket.
Using notation of Subsections 2.1 and 2.2, we denote m n = m Γ 0 • R n and
where M n (λ) is defined as the partial product in the definition of M(λ). We further denote
and let E n λ be the eigenprojection of −∆ n corresponding to λ. Then we have the discrete version of the formula (2.14) because of the computation in [1, Theorem 3.3] (see also Sections 3 and 4 below, where
and R(z) = z(5 − 4z), which produces the normalization factor
which is the same as in (2.11). Here 4z replaces λ m because the distinction between probabilistic and graph Laplacians, and the extra factor is because of the integration in (2.14). Let u and f be continuous functions on the Sierpiński fractafold F with compact support and let
The usual energy and L 2 estimates imply that v ∈ Dom(∆) is continuous, square integrable, and −∆v = f − v. We have, by the discrete approximations, that the inner product u, v L 2 is equal to
and so we have the relation
when u, f are continuous functions with compact support. The theorem then follows by the general theory of self-adjoint operators [32, Section VIII.7].
2.6. Infinite Sierpiński gaskets. As a collection of first examples we consider the infinite Sierpiński gaskets, where the spectrum was analyzed in [3, 41, 31] . First, note that up to a natural isometry there is one infinite Sierpiński gasket with a distinguished boundary point (and hence it is not a fractafold), and there are uncountably many non-isometric infinite Sierpiński gaskets which are fractafolds (see [41] for more detail).
If an infinite Sierpiński gasket fractafold is build in a self-similar way, as described in [36, 41] , then the spectrum on Γ 0 is pure point with two infinite series of eigenvalues of infinite multiplicity. One series of eigenvalues consists of isolated points which accumulate to the Julia set J R of the polynomial R, and the other series of points are located on the edges of the gaps of this Julia set (the Julia set in this case is a real Cantor set of one dimensional Lebesgue measure zero). The set of eigenvalues Σ 0 on Γ 0 consists of 6 and all the preimages of 5 and 3 under the inverse iterations of R. In this case formula (2.14) is the same as the formulas for eigenprojections in [41] . The illustration to the computation of the spectrum in Theorem 2.3 is shown in Figure 2 .3, where the graph of the function R is shown schematically and the location of eigenvalues is denoted by small crosses. The spectrum σ(−∆) is shown on the horizontal axis and the set of eigenvalues Σ 0 of −∆ Γ 0 is shown on the vertical axis.
A different infinite Sierpiński gasket fractafold can be constructed using two copies of an infinite Sierpiński gasket with a boundary point, and joining these copies at the boundary. This fractal first was considered in [2] , and has a natural axis of symmetry between left and right copies. Therefore we can consider symmetric and anti-symmetric functions with respect to these symmetries. It was proved in [41] that the spectrum of the Laplacian restricted to the symmetric part is pure point with a complete set of eigenfunctions with compact support. For the anti-symmetric part the compactly supported eigenfunctions are not complete, and it was proved in [31] that the Laplacian on Γ 0 has a singularly continuous component in the spectrum, supported on J R , of spectral multiplicity one. As a corollary of these and our results we have the following proposition. Proposition 2.4. On the Barlow-Perkins infinite Sierpiński fractafold the spectrum of the Laplacian consists of a dense set of eigenvalues R −1 (Σ 0 ) of infinite multiplicity and of a singularly continuous component of spectral multiplicity one supported on R −1 (J R ).
General infinite fractafolds and the main results
Consider a fractafold with cell graph Γ, so Γ is an arbitrary infinite 3-regular graph. The spectrum of −∆ Γ is contained in [0, 6] , and by the spectral theorem there exist projection operators E I corresponding to intervals I ⊆ [0, 6]. Because we are in a discrete setting we can say a lot more. There is a kernel function E I on Γ × Γ such that
and I → E I (a, b) is a signed measure for each fixed a, b. Since there are a countable number of such measures, we can find a single positive measure µ on [0,6] such that
for a function P λ (a, b) defined almost anywhere with respect to µ (so P λ (a, b) is just the Radon-Nykodim derivative of E I (a, b) with respect to µ). In fact, by a theorem of Besicovitch
for µ−a.e.λ. (if µ is absolutely continuous this is just the Lebesgue differential of the integral theorem). It follows from (3.3) that
for µ − a.e.λ. Thus if we define the pointwise projections
then the spectral resolution is
where Σ ⊆ [0, 6] is the spectrum. In other words, (3.6) represents a general function f (we may take f ∈ ℓ 2 (Γ), or more restrictively a function of finite support) as an integral of λ-eigenfunctions. Note that typically P λ f is not in ℓ 2 (Γ). Also, the measure µ and the kernel P λ are not unique since one may be multiplied by g(λ) and the other by for any positive function. We are not aware of any way to make a "canonical" choice to eliminate this ambiguity.
We also observe that the measure µ does not have a discrete atom at λ = 6. In other words, there are no ℓ 2 (Γ) 6-eigenfunctions. Indeed, for a 3-regular graph, there exist 6-eigenfunctions if an only if the graph is bipartite, in which case the 6-eigenfunction alternates ±1 on the two parts. Since we are assuming Γ is infinite, this eigenfunction is not in ℓ 2 (Γ).
Let Γ 0 denote the edge graph of Γ. Then Γ 0 is 4-regular. Let ∆ Γ 0 denote its Laplacian. Define
(there are 4 terms in the sum). Let E 6 denote the space of 6-eigenfunctions in ℓ 2 (Γ 0 ) (this may be 0) and writeP 6 for the orthogonal projection of ℓ 2 (Γ 0 ) onto E 6 .
Theorem 3.1. The spectral resolution of −∆ Γ 0 is given by
where
for µ − a.e.λ, and
In particular, spect(
For the proof we require some lemmas.
Following [40] we define the sum operators
if x, y, z are the edges containing a.
Lemma 3.2. S 2 S 1 = 6I + ∆ Γ and S 1 S 2 = 6I + ∆ Γ 0 . In particular, S 2 S 1 is invertible, S 1 is one-to-one and S 2 is onto.
Proof. The formulas for S 2 S 1 and S 1 S 2 are simple computations. Since there are no 6-eigenfunctions in ℓ 2 (Γ), we obtain the invertability of S 2 S 1 (see also [40] ).
It follows from Lemma 3.2 that E 6 = (ImS 1 ) ⊥ and ℓ 2 (Γ 0 ) = ImS 1 ⊕ E 6 . 
Proof. Suppose −∆ Γ f = λf . Since −∆ Γ = 6I − S 2 S 1 we have −S 2 S 1 f = (λ − 6)f . Apply S 1 to this identity and use −∆ Γ 0 = 6I − S 1 S 2 to obtain −∆ Γ 0 S 1 f = λS 1 f . Similarly, we can reverse the implications. Note that the condition λ = 6 implies that S 1 f is not identically zero (see also [40] ).
Moreover we have
Proof. For f defined by (3.4) we have S 2 S 1 f = S 2 F by Lemma 3.2. Since S 2 is injective on E ⊥ 6 and S 1 f ∈ E ⊥ 6 we conclude S 1 f = F . By definition,P λ F (x) = y∈Γ 0 1 6 − λ a∈x b∈y P λ (a, b)F (y) and this is equivalent to (3.15) by the definition of S 1 and S 2 .
Proof of Theorem 3.1. It suffices to establish (3.9) for F ∈ E ⊥ 6 . For f defined by (3.14), we apply S 1 to (3.6) to obtain
Then (3.9) follows by (3.15) . We obtain (3.10) from (3.7) and Lemma 3.3.
In order to give an explicit form of the spectral resolution for any particular Γ, we need to solve two problems:
(a) Find an explicit formula for P λ (a, b); (b) Give an explicit description of E 6 and the projection operatorP 6 . In addition, there is one more problem we would like to solve in order to obtain an explicit Plancherel formula. We can always write
for a reasonable dense space of functions f and F (certainly finitely supported functions will do). What we would like is to replace < P λ f, f > and <P λ F, F > by expressions only involving P λ f andP λ F and some inner product on a space of λ-eigenfunctions. Note that from (3.2) and the fact that E I is a projection operator we have
for µ − a.e.λ. This suggests the following conjecture, Conjecture 3.5. For µ − a.e.λ there exists a Hilbert space of λ-eigenfunctions ξ λ with inner product <, > λ such that P λ f ∈ ξ λ for µ − a.e.λ for every f ∈ ℓ 2 (Γ), and
Moreover a similar statement holds for <P λ F, F > .
Our last problem is then (c) Find an explicit description of ξ λ and its inner product, and transfer this toξ λ of Γ 0 .
The Tree Fractafold
In this section we study in detail the spectrum of the Laplacian on the tree fractafold TSG (Figure 4 .1 ) whose cell graph Γ is the 3-regular tree. In a sense this example is the We begin by solving problem (b).
Lemma 4.1. For any fixed z in Γ 0 define
Proof. Note that z has 4 neighbors {y 1 , y 2 , y 3 , y 4 } in Γ 0 with d(y j , z) = 1, so
verifying the 6-eigenvalue equation at z. On the other hand, if x = z then the 4 neighbors {y 1 , y 2 , y 3 , y 4 } of x may be permuted so
verifying the 6-eigenvalue equation at x. Finally 
Remark 4.2.
It is easy to see from the 6-eigenvalue equation that F z is the unique (up to a constant multiple) function in E 6 that is radial about z (a function of d(x, z)).
Lemma 4.3.
Proof. Fix z. Then the left side is a 6-eigenfunction of y and is radial about z, so it must be a constant multiple of F z (y). To compute the constant set y = z, and the left side is 1 while
and define the operator
Theorem 4.5.P 6 is the orthogonal projection ℓ 2 (Γ 0 ) → E 6 .
Proof. Lemma 4.3 showsP 6 F z = F z . Now we claim that the functions F z span E 6 . Indeed, if F is in E 6 and is orthogonal to F z , then we can radialize F about z to obtain a functionF that is still in E 6 and orthogonal to F z . SinceF must be a multiple of F z it follows that it is identically zero. SinceF (z) = F (z) it follows that F (z) = 0. Since this holds for every z, we have shown that the orthogonal complement of the span of F z is zero. This showsP 6 is the identity on E 6 . AlsoP 6 E ⊥ 6 = 0 by the orthogonality of different parts of the spectrum. Note that {F z } is not an orthonormal basis of E 6 , since < F z , F y >= √ 3F z (y) by Lemma 4.3. The next result shows that it is a tight frame. Theorem 4.6. For any F ∈ E 6 we have
Proof. We may write F = y a(y)F y . Then ||F ||
It follows from polarizing (4.3) that we may also writeP 6 
The solution of problem (a) is due to Cartier [4] . We outline the solution following [9] . Note that there is no choice of z that will make f y belong to ℓ 2 (Γ). However, the choice
to conjecture that these eigenfunctions give the spectral resolution of −∆ Γ on ℓ 2 (Γ). In fact the following proposition is the content of Theorem 6.4 on p. 61 of [9] . −it and
for the measure
It is convenient to change notation so that the eigenvalue λ rather than t is the parameter. We easily compute t = . Note that dλ = 2 √ 2 log 2 sin(t log 2)dt, sin 2 (t log 2) = (−λ 2 + 6λ − 1)/8, and 1 + 2 sin 2 (t log 2) = (−λ 2 + 6λ + 3)/4.
If we write P λ = P t then the spectral resolution is
. Then we may write F = S 1 f for f = (6I + ∆ Γ ) −1 S 2 F in ℓ 2 (Γ). Indeed we know that 6 is in the resolvent of −∆ Γ so f is well-defined, and then S 2 S 1 f = S 2 F by Lemma 3.2. Since S 2 is injective on E ⊥ 6 and S 1 f ∈ E ⊥ 6 we conclude
By Proposition 4.10 we have (4.8)
and of course −∆ Γ 0 S 1 P λ f = λS 1 P λ f by Lemma 3.3, so we defineP λ F = S 1 P λ f and we obtain the spectral resolution of F :
We may write this quite explicitly as follows:
There are 3 terms in the sum, and y ∼ b means the edge y joins b and one of its neighbors in Γ. Then we compute (4.12)
and (4.13)
where a ∼ x means that a is one of the vertices in the edge x. Suppose x = y and let n = d(x, y) with n ≥ 1, (Figure 4 
Theorem 4.12. For any F ∈ ℓ 2 (Γ 0 ) we have the explicit spectral resolution (4.14)
The Theorem follows by combining Lemma 4.11 and Proposition 4.10. We note that the proof of Proposition 4.10 involves an explicit computation of the resolvent (λI + ∆ Γ ) −1 for λ outside the spectrum of −∆ Γ , followed by a contour integral to obtain the spectral resolution from the resolvent. We sketch some of these ideas and then show how to carry out a similar proof of Theorem 4.12.
On ℓ 2 (Γ) we define
A direct computation shows
) log 2), and in order to have H z bounded on ℓ 2 (Γ) we need
. This shows spect(−∆ Γ ) = Σ and (λI + ∆ Γ )
Lemma 4.13. spect(−∆ Γ 0 ) −1 = Σ∪{6} and (λI+∆)
Proof. Note thatH z is bounded on ℓ 2 (Γ 0 ) for ℜz > . Also λ = 6 corresponds to z = 1 + πi log 2
) − (2) − 1 = 0. Now fix x and consider its four neighbors, x 1 , x 2 , x 3 , x 4 (so d(x, x j ) = 1). For any fixed y = x we may order them so that d( (4.19) and the result follows.
for any contour γ that circles Σ once in the counterclockwise direction. We choose γ as shown and take the limit as δ → 0 + . The contribution from the vertical segments goes to zero so (4.21)
= cos(t log 2 − iǫ log 2) and (4.22) λ = 3 − 2 √ 2 cos(t log 2) cosh(ǫ log 2) − i2 √ 2 sinh(ǫ log 2) sin(t log 2).
For t > 0 we have λ ≈ 3 − 2 √ 2 cos(t log 2) − iδ, while for t < 0 we have λ ≈ 3 − 2 √ 2 cos(t log 2) + iδ with δ > 0. Thus (4.23)
so we obtain (4.24)
This is the same as f = π log 2
where γ is as before and γ ′ is a small circle about 6. Taking the limit we obtain
As before we can write the first term as (4.27) √ 2 log 2 πi
−it F sin(t log 2)dt.
which we identify with ΣP λ F dm(λ), while the second term isP 6 F . Next we discuss an explicit Plancherel formula on Γ, given in terms of the modified mean inner product
We will deal with eigenspaces for which the limit exists and is independent of the point x 0 . Note that this is not the usual mean on Γ, since the cardinality of the ball {x :
, but it is tailor made for functions of growth rate O(2 −d(x,x 0 )/2 ), which is exactly the growth rate of our eigenfunctions.
We expect that analogous results are valid for k-regular trees for all k, but to keep the discussion simple we only deal with the case k = 3 that we need for our applications. Proof. From the definition,
The result follows from the explicit formula for c( In what follows we write ϕ for ϕ 1 2 +it to simplify the notation.
Then for any integers k and j,
Proof. It is easy to see that (4.31) is independent of j, so we take j = 0. Then by (4.29) 2 n+ k 2 ϕ(n)ϕ(n+k) = 1 9 3 cos(nt log 2)+ sin(nt log 2) tan(t log 2) (3 cos(nt log 2) cos(kt log 2) −3 sin(nt log 2) sin(kt log 2) + sin(nt log 2) cos(kt log 2) tan(t log 2) + cos(nt log 2) sin(kt log 2) tan(t log 2) . cos nα sin nα = 0 to see that the limit in (4.31) equals 1 18 9 cos(kt log 2) + 3 sin(kt log 2) tan(t log 2) − 3 sin(kt log 2) tan(t log 2) + cos(kt log 2) tan 2 (t log 2) = 1 18 b(λ) cos(kt log 2).
Now
Lemma 4.16. For any λ in the interior of Σ and x 1 ∈ Γ, < P λ δ x 1 , P λ δ x 1 > M exists and is independent of the base point x 0 , and
Proof. P λ δ x 1 (x) = ϕ(d(x, x 1 )) and ϕ(n) = O(2 −n/2 ) by (4.29). It follows easily that the limit, if it exists, is independent of the choice of
, and the division by N in (4.28) makes the difference go to zero as N → ∞. We will prove the existence of the limit by computing (4.32) with x 0 = x 1 .
Note that there are exactly 3 · 2 n−1 points x with d(x, x 0 ) = n for n ≥ 1, and we can ignore the point x = x 1 in computing the limit. Thus
by Lemma 4.15.
Lemma 4.17. Suppose d(x 1 , x 2 ) = k and λ is in the interior of Σ. Then < P λ δ x 1 , P λ δ x 2 > M exists and is independent of the base point x 0 , and
Proof. The proof of independence of the base point is the same as in Lemma 4.16, so we compute the limit for x 0 = x 1 . Except for a few points when n is small that don't enter into the limit, we may partition the points with d(x, x 1 ) = n as follows:
Figure 4.5. Partition of points x with d(x, x 1 ) = n.
This implies
cos(k − 2j)t log 2 + cos(kt log 2)
However, the trigonometric identity sin(a)
cos(k − 2j)a = sin(ka) cos(a) implies 2 cos(kt log 2) + sin(kt log 2) tan(t log 2)
by Lemma 4.14, which implies (4.33).
Theorem 4.18. Suppose f has finite support. Then x 2 ) ) we can rewrite (4.33) as
and (4.34) follows by linearity.
Corollary 4.19. For f ∈ ℓ 2 (Γ), for µ a.e. λ, < P λ f, P λ f > M exists, and
Proof. For f of finite support, (4.35) follows from (4.34) and (3.16). It then follows for f ∈ ℓ 2 (Γ) by routine limiting arguments.
To complete the solution of problem (c) for this example we need to transfer the result from Γ to Γ 0 . Define the modified mean inner product on Γ 0 by (4.28) again, where f and g are functions on Γ 0 and x and x 0 vary in Γ 0 .
Lemma 4.20. For any integers k and j,
b(λ) cos(kt log 2). (4.36)
Proof. As in the proof of Lemma 4.15, it is clear that (4.36) is independent of j, so we may take j = 0. Since ψ(k) = 2ϕ(k) + ϕ(n − 1) + ϕ(n + 1) we may reduce (4.36) to (4.31) as follows:
)(log(k + 1)t log 2 + log(k − 1)t log 2)
cos kt log 2[(4 + 2 + 1 2
) cos t log 2 + 2 cos 2t log 2]
cos kt log 2( Lemma 4.21. For any λ in the interior of Σ and x 1 ∈ Γ 0 , <P λ δ x 1 ,P λ δ x 1 > M exists and is independent of the base point x 0 , and
Proof. The proof that the limit is independent of the base point is the same as in Lemma 4.16, so we compute (4.36) with x 0 = x 1 . Note that for n ≥ 1 there are exactly 4·2 n−1 points x in V 0 with d(x, x 1 ) = n. For such pointsP λ δ x 1 (x) = (2ϕ(n) + ϕ(n−1) + ϕ(n+1)) and so
and (4.37) follows from (4.36).
Lemma 4.22. Suppose d(x 1 , x 2 ) = k and λ is in the interior of Σ. Then <P λ δ x 1 ,P λ δ x 2 > M exists and is independent of the base point, and
Proof. As before we can take the base point x 0 = x 1 . For n > k we can sort the 2 n+1 points x with d(x, x 1 ) = n as follows: 2 n points with d(x, x 2 ) = n + k, 2 n−j points with d(x, x 2 ) = n + k − 2j + 1 for 1 ≤ j ≤ k, and 2 n−k points with d(x, x 2 ) = n − k. 
Thus we have
cos(k − 2j + 1)t log 2 + cos(kt log 2)
by (4.36) .
To complete the proof we need to show cos(k − 2j − 1)t log 2 + √ 2 cos(k + 1)t log 2
cos(k − 2j + 1)t log 2 and the result follows by standard trigonometric identities.
Theorem 4.23. Suppose F has finite support on Γ 0 . Then Corollary 4.24. For F ∈ ℓ 2 (Γ 0 ), for µ-a.e. λ in Σ, <P λ F,P λ F > M exists, and
Proof. Same as for Corollary 4.19.
We end this section with a description of 5-series eigenfunctions on the graph Γ 1 (note there are no 5-eigenfunctions on the graph Γ 0 ). One can easily see that on Γ 1 there are no finitely supported 5-eigenfunction, there are no radially symmetric 5-eigenfunctions, and that 5-eigenfunctions do not correspond to cycles. By by an argument similar to Theorem 4.5 one can show that eigenfunctions in Figure 4 .7 (with their translations, rotations and reflections), are complete in the eigenspace E 5 on Γ 1 . We do not give an explicit formula for the 5-eigenprojections on Γ n . One can see that for each n > 1 there are eigenfunctions on Γ n that resemble those in Figure 4 .7, and also finitely supported 5-eigenfunctions (see Remark 5.1).
Periodic Fractafolds
Remark 5.1. Note that on a periodic graph, linear combinations of compactly supported eigenfunctions are dense in an eigenspace (see [23, Theorem 8] , [22] and [24, Lemma 3.5] ). The computation of compactly supported 5-and 6-series eigenfunctions is discussed in detail in [37, 41] , and the eigenfunctions with compact support are complete in the corresponding eigenspaces.
In particular, [37, 41] show that any 6-series finitely supported eigenfunction on Γ n+1 is the continuation of any finitely supported function on Γ n , and the corresponding continuous eigenfunction on the Sierpiński fractafold F can be computed using the eigenfunction extension map on fractafolds (see Subsection 2.4). Similarly, any 5-series finitely supported eigenfunction on Γ n+1 can be described by a cycle of triangles (homology) in Γ n , and the corresponding continuous eigenfunction on the Sierpiński fractafold F is computed using the eigenfunction extension map on fractafolds. , and y k+ 1 2 , where x k+ It is easy to see that the spectrum of −∆ Γ is [0, 6] , with the even functions ϕ θ (a k ) = ϕ θ (b k ) = cos kθ or sin kθ, 0 ≤ θ ≤ π corresponding to λ = 2 − 2 cos θ in [0, 4] and the odd functions ψ θ (a k ) = −ψ θ (b k ) = cos kθ or sin kθ, 0 ≤ θ ≤ π corresponding to λ = 4 − 2 cos θ in [2, 6] .
These transfer to eigenfunctions of −∆ Γ 0
) =φ θ (y k+ ) and the displaced lattice L + (
). We denote by a(j, k) the points j(1, 0)+k(
) of L and by b(j, k) the points a(j, k)+(
) of the displaced lattice, with edges a(j, k)
The eigenfunctions of −∆ Γ will have the form 
where (u, v) ∈ [0, 1] × [0, 1] and γ depends on u, v. Let 1 + e 2πiu + e 2πiv = re iθ in polar coordinates (so r and θ are functions of u, v). Note that 0 ≤ r ≤ 3. Then the eigenvalue equation requires γ 2 = e 2iθ or γ = ±e iθ with corresponding eigenvalues λ = 3 ∓ r (so the choice ± yields the intervals [0, 3] and [3, 6] in spect(−∆ Γ )).
We can write the explicit spectral resolution as follows. For f ∈ ℓ 2 (Γ) definê 
We can invert these so that
Define λ ± (u, v) by λ ± (u, v) = 3 ∓ 3 + 2 cos 2πu + 2 cos 2πv + 2 cos 2π(u − v).
For 0 ≤ λ ≤ 3 we define u θ and v θ by solving λ + (u, v) = λ, and similarly for 3 ≤ λ ≤ 6 we solve λ − (u, v) = λ. We then define
to obtain f = Proof. The identity clearly holds for each ψ H , hence for all compactly supported functions in E 6 . Conversely, every point x in Γ 0 lies in exactly two triangles. Summing the identity for those two triangles yields the 6-eigenvalue equation at the point x.
The functions {ψ H j } do not form a tight frame, and it seems unlikely that they even form a frame (the lower frame bound is doubtful), so they do not seem well suited for describing P 6 . We can, however, find an orthonormal basis of E 6 that consists of translates of a single function, but we pay the price that the function is not compactly supported.
We change notation to index the hexagons in In fact we will constructf (a, b) directly, and then substitute this in (5.4) and then in (5.2) to obtain our function in E 6 . The basic observation is that each point in Γ 0 lies in exactly two neighboring hexagons, and the values of ψ H for those two hexagons will be ±1. Thus is identically one, and this is equivalent to (5.8)
We are free to choose any phase in (5.8), but it is not clear what is to be gained, so we will simply choosef (a, b) to be positive. Note that the only singularity off is near (0, 0), where it behaves like (a 2 + b 2 ) −1/2 , so it is an integrable singularity, but not square integrable. Thus (5.4) is everywhere finite and decays like O (j 2 + k 2 ) −1/2 . Although f is not in ℓ 2 (Z 2 ), we do have F ∈ ℓ 2 (Γ 0 ). Proof. This is an immediate consequence of Lemma 5.6
6. Non-fractafold examples Theorem 2.3 an be applied for examples that are not fractafolds. We assume that Γ 0 = (V 0 , E) is a finite or infinite graph which is a union of complete graphs of 3 vertices (it can be said that Γ 0 is a 3-hyper-graph). In principle, we can allow Γ 0 to have unbounded degrees, as well as loops and multiple edges, but in this section we will keep everything simple and assume that Γ 0 is a regular graph. As before, each of these complete 3-graphs we call a cell, or a 0-cell, of Γ 0 . We denote the discrete Laplacian on Γ 0 by ∆ Γ 0 . We define a finitely ramified Sierpiński fractal field F by replacing each cell of Γ 0 by a copy of SG. These copies we call cells, or 0-cells, of F. Naturally, the corners of the copies of the Sierpiński gasket SG are identified with the vertices of Γ 0 . See [12] for fractal fields, not necessarily finitely ramified. Since the pairwise intersections of the cells of F are finite, we can consider the natural measure on F, which we also denote µ. Furthermore, since ∆ SG is a local operator, we can define a local Laplacian ∆ on F, in the same way as explained in [37] (this means that the sum of normal derivatives is zero at every junction points). One can see that most of our results can be easily generalized for the finitely ramified Sierpiński fractal fields. For −1 {3} R −1 {6} consists of isolated eigenvalues, and the series 5R −1 {5} = R −1 {0}\{0} is at the gap edges of the a.c. spectrum. The eigenfunction with compact support are complete in the p.p. spectrum. The spectral resolution is given by (2.14).
It is straightforward to generalize such a result for other finitely ramified Sierpiński fractal fields (see, in particular, Remark 5.1).
