So, you have been provided with a theoretical coin that is presumably fair for this thought experiment. You vigorously flip this coin and carefully record the results. If you noted 7 heads and 3 tails, then would you question the fairness of this coin? Or is this an acceptable outcome owing to chance alone in the setting of a fair coin? Of course, it is a possible outcome. Even a coin that strongly favors tails can have this outcome every once in a while. Now consider flipping this same coin 100 times. If you flipped 70 heads and 30 tails, then would you question the fairness of this coin even more? At some point, it is useful to consider some formal definitions and mathematical representations of chance, which is really inseparable from the epidemiology of study design and statistical analyses of the data.
Chance is the term used to reflect the random occurrence (or lack of occurrence) of an event in the absence of any obvious design or systematic influence. Probability is the relative frequency of occurrence of an event-or the proportion of times that the event occurs-in a large number of trials repeated under virtually identical conditions. 13 The value of a probability lies between 0 and 1. 13 A probability of 0 means that the event of interest will never occur, and a probability of 1 means that the event will always occur.
The research hypothesis is a ''specific version of the research question that summarizes the main elements of the study-the sample, the predictor variables, and the outcome variables-in a form that establishes the basis for tests of statistical significance.'' 10 The null hypothesis states that there is no association between the predictor and outcome variables in the population. 10 The alternative hypothesis is the proposition that there is an association. For example, let us consider designing a study based on some pilot data that seemed to indicate that red tomatoes taste balanced (sweet, sour, and savory) and green tomatoes are sour to the point of astringency. The null hypothesis for this study would state that there is no association between tomato color and taste. The alternative hypothesis would state that there is an association between tomato color and taste. The P value can be defined as the probability-if the null hypothesis were actually true-of obtaining a result as extreme as, or more extreme than, the one observed in the study by chance. 10, 13 With respect to the 10 coin flips, there are 1024 (2 10 ) possibilities for the sequence of outcomes. The probability of 10 heads out of 10 flips is 1 out of 1024; the probability of exactly 9 heads, 10 out of 1024; the probability of exactly 8 heads, 45 out of 1024; and the probability of exactly 7 heads, 120 out of 1024. Therefore, in the setting of a true null hypothesis of a fair coin, the probability of obtaining a result as extreme as, or more extreme than, the one observed-7 heads and 3 tails-is 176 out of 1024 (1 1 10 1 45 1 120 = 176) or a P value of about .172. Of note, 100 coin flips with a similar proportion-70 heads and 30 tails-yields a P value of about .0004. As the number of flips increases, the relative role of chance decreases.
Similarly, if the sample size of a study is small, then results may be excessively influenced by chance variation. 1 In orthopaedic research, a typical study will compare features of one group of patients with features of a second group of patients. A recent example from the American Journal of Sports Medicine involved patients who underwent anterior cruciate ligament (ACL) reconstruction and were examined at 2 and 16 years postoperatively. 15 An interesting table presented data that described one group of 7 patients with a positive pivot-shift test at 2 years as opposed to a second group of 104 patients with a negative pivot shift at 2 years. 15 For patients with the positive pivot-shift test at 2 years, the International Knee Documentation Committee Subjective Knee Form (IKDC-SKF) scores at long-term follow-up were 46.9 6 17.8 (mean 6 SD), with a range of 11.5 to 63.0. 15 For patients with the negative pivot-shift test at 2 years, the IKDC-SKF scores at longterm follow-up were 74.5 6 18.8, with a range of 12.6 to 100. What is the probability of achieving IKDC-SKF results as extreme or more extreme than this by chance alone? The P value for this hypothesis was .0014. 15 These findings are very unlikely to be due to chance alone.
The critical reader may consider the statistical principles underlying the results of a study to be analogous to a jury judging a defendant. 10 The jury begins by presuming innocence and must decide whether there is sufficient evidence to reject this presumed innocence of the defendant, using a standard known as beyond a reasonable doubt. 10 Similarly, the researcher begins by presuming the null hypothesis and must decide whether there is sufficient Keywords: chance; probability; research hypothesis; P value; level of statistical significance; power evidence to reject the null hypothesis of no association, using a standard known as the level of statistical significance.
10
A jury and a researcher can possibly reach the wrong conclusion. Consider a null hypothesis of no association between graft choice for ACL reconstruction and graft failure within 5 years. The alternative hypothesis is an association between graft choice for ACL reconstruction and graft failure within 5 years. Type I error occurs when a researcher rejects a null hypothesis that is actually true in the population. 10 In this case, the researcher would conclude that there is an association between graft choice and graft failure when there actually is no association. This error is analogous to convicting an innocent person. The probability of committing a type I error is called alpha, which is the same as the level of statistical significance. 10 This is the level of reasonable doubt that the researcher is willing to accept.
Type II error occurs when a researcher fails to reject the null hypothesis that is actually not true. 10 In this case, the researcher would conclude that there is no association between graft choice and graft failure when there actually is one. This error is analogous to acquitting a guilty person. The probability of committing a type II error is call beta, and the quantity (1 -beta) is called power. 10 Power reflects the chance of accumulating enough evidence to convict a guilty person. A power analysis should be used for sample size planning early in the study design process to ensure enough patients and events so that an association can be detected if present.
How much chance can be tolerated? Alpha is typically set at 0.05, and beta is typically set at 0.20. Fisher 5 popularized the alpha standard of P \ .05, and this cutoff has been sanctified by many years of use. 6 Of course, ideally, the values of alpha and beta would be as close to zero as possible, minimizing acceptable error.
What if the critical reader notes that a large collection of tests were conducted during the course of a study? At some level, if the researcher does not take multiplicity of testing into account, then the probability that some true null hypotheses are rejected by chance alone may be unduly large. For example, if alpha is set at 0.05 and 20 independent hypotheses are tested, then the probability is 0.64 (1 2 0.95 20 )-more likely than not-that at least 1 hypothesis will be statistically significant by chance alone. 10 One way out of this dilemma is to adjust P values or their thresholds for interpretation. 16 The approach named after the Italian mathematician Carlo Emilio Bonferroni, based on its use of Bonferroni inequalities, 2 is to divide alpha by the number of hypotheses tested. 11 For example, in a study with 20 hypotheses, the level of significance would be P \ .0025 (0.05 divided by 20). Following the Bonferroni correction, if alpha is set at 0.0025 and 20 independent hypotheses are tested, then the probability is 0.05 (1 2 0.9975 20 )-the same as usual-that at least 1 hypothesis will be statistically significant by chance alone.
While the Bonferroni approach is the easiest to understand and is applicable in essentially any simultaneous inference situation, this correction is considered too strict for many cases, and the price is loss of power. 16 In 1979, Holm 9 presented a sequentially rejective ''Bonferroni'' procedure that has slightly more complicated computations but an increase in power while maintaining an overall study error rate of alpha. In Holm's procedure, the P values are ordered from lowest to highest. 9, 16 The smallest P value is compared with alpha divided by n (the number of hypotheses), and the next-smallest P value is compared with alpha divided by n minus 1. 9, 16 This process continues until a nonsignificant result is obtained and all remaining hypotheses are considered nonsignificant. In 1988, Hochberg 8 described a similar procedure, which started the sequential testing with the largest P value instead of the smallest one. In Hochberg's procedure, after a significant result is obtained, all remaining results are declared significant. 8, 16 Hochberg's procedure is more powerful than Holm's, while the overall study error rate of alpha is maintained as long as a few statistical conditions are met. 16 These are considered the simple Bonferroni modifications, and more complex methods may be more appropriate for certain situations. In many cases, a statistician with expertise in the field of simultaneous inference should be employed by the authors.
In summary, when looking at the effects of chance within a study, I suggest the following approach:
Review the research hypothesis: The research hypothesis should summarize the main elements of the study-the sample, the predictor variables, and the outcome variables-in a form that establishes the basis for tests of statistical significance.
Assess the P value: Formal tests of statistical significance ''remind us of the effects that the play of chance can create.'' 7 If the P value is less than alpha (which is typically set at 0.05), then consider the results to be statistically significant and that chance had an acceptably small role in the observed outcome. If the P value is not less than alpha, then ensure that a power analysis was performed before accepting the null hypothesis. In the setting of testing multiple hypotheses simultaneously, ensure that proper considerations have been made: As a rule of thumb, if the number of hypotheses tested is .10, then adjusting the level of significance is useful. 10 Statistical significance indicates that it is likely that the differences seen between 2 groups are not random variation attributed to chance. 1 However, please remember that chance is only 1 factor that can lead a researcher to the wrong conclusions. Bias-that is, systematic error-is often substantially greater than random error.
14 Confounding, because of extra variables correlated to predictors and outcomes, can also lead to wrong conclusions. 6 (Bias and confounding will be addressed in greater detail a subsequent ''Critical Reader'' editorial.) In 1965, Sir Austin Bradford Hill 7(p299) anticipated the misplaced importance on tests of significance alone in his presidential address documented in the Proceedings of the Royal Society of Medicine: ''What is worse the glitter of the t table diverts attention from the inadequacies of the fare.'' Finally, perhaps we should consider the role of chance in our prospective observations to be different from the role of chance in our retrospective observations, even though the statistical testing is the same. Richard Feynman, a theoretical physicist and Nobel laureate for his work on quantum electrodynamics, once illustrated this point as follows:
You know, the most amazing thing happened to me tonight. I was coming here, on the way to the lecture, and I came in through the parking lot. And you won't believe what happened. I saw a car with the license plate ARW 357. Can you imagine that? Of all the millions of license plates in the state, what was the chance that I would see that particular one tonight? Amazing!
