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Abstract
We compare the performance of alternative recursive forecasting models. A simple
constant gain algorithm, used widely in the learning literature, both forecasts well out
of sample and also provides the best ﬁt to the Survey of Professional Forecasters.
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1 Introduction
There is now an extensive literature which, in place of rational expectations (RE), assumes
that agents behave as econometricians when making forecasts (see [9] for a systematic treat-
ment and references). In particular, a growing number of theoretical and applied macro
models replace RE with a linear forecasting rule, the parameters of which are updated by
a constant gain version of least squares ([22, 9, 10, 4, 14, 17, 19, 20, 2, 5, 3]). Although
theoretically motivated, an important empirical issue remains open in this literature: is con-
stant gain learning a plausible bounded rationality assumption? To address this issue we
answer two questions: do constant gain algorithms perform well in out-of-sample forecasting
in comparison to other recursive forecasting models, and, does constant gain learning provide
a good description of actual forecaster behavior?
We begin by setting out a general recursive forecasting model that allows the parameters
to follow a random walk. As noted by [15] and [22], depending on the covariance structure of
the stochastic components of the parameter law of motion, speciﬁc adaptive learning algo-
rithms arise as special cases, including constant gain least squares. Time-varying parameter
models of the economy have been estimated extensively before, and recently by [6] and [23].
Our principal contributions are two-fold. First, we estimate the optimal gains for the con-
stant gain least squares model and show that it provides the best out of sample forecasts,
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compared to the alternatives, for inﬂation and GDP growth. Second, we show that a simple
version of this model, namely constant gain least squares with equal gain for each variable,
provides the best ﬁt to the Survey of Professional Forecasters (SPF).
2 Forecasting Model
We estimate forecasting models of inﬂation and output growth that are based on recursive
parameter updating1, and then evaluate their performance in out-of-sample forecasts. The
importance of out-of-sample forecasts, to protect against data-mining and to provide a strin-
gent test of alternative models, has been stressed, e.g., in [13], [24] and [21]. As a second
way to assess the models, we compare the forecasts to those of the SPF.
2.1 A Unified Framework
We follow [15] and [22] in specifying a general state space forecasting model that will nest
our alternative models. Let y
t
= (y
1,t
, ..., y
n,t
)′ denote the variables of interest. The economic
law of motion takes the form
y
j,t
= b′
j,t
x
t
+ ε
j,t
, j = 1, ..., n,
b
j,t
= b
j,t−1
+ θ
j,t
where b
j,t
is the (K × 1) parameter vector and x
t
is the (K × 1) vector of explanatory
variables. ε
j,t
and θ
j,t
are assumed to be zero mean mutually independent random sequences
with Eε
j,t
ε′
j,t
= Rj
2,t
and Eθ
j,t
θ′
j,t
= Rj
1,t
.
We are interested in Vector Autoregression (VAR) speciﬁcations so that x
t
= (1, y
t−1
)′.2
Conditional forecasts of y
j,t
are constructed as
y
j,t|t−1
= bˆ′
j,t−1
x
t
.
The forecasting problem is selection of an appropriate procedure for constructing the se-
quence {bˆ
t
}. The parameter vectors can be estimated by the Kalman Filter recursion,3
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Some authors have argued that forecasts based on real-time data sets, rather than revised data, are
preferable for matching survey data. To keep the analysis as close to the existing literature as possible we
use historical data. For a discussion of real-time data in forecasting see [7] and [16].
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where bˆ
j,t
has covariance matrix P
j,t
= E(b
j,t
− bˆ
j,t
)(b
j,t
− bˆ
j,t
)′.
The properties of the estimator depend on the assumptions for Rj
1,t
, Rj
2,t
and priors
bˆ
j,0
, P
j,0
. [6] pursue a Bayesian estimation strategy where they characterize the posterior
densities of b
j
under very general assumptions on Rj
1,t
. Our interest is in comparing the
forecast performance of alternative assumptions on Rj
1,t
that yield simple recursive learning
rules. We turn now to our speciﬁcations of Rj
1,t
.
Recursive Least Squares. As noted by [15] and [22], under the restrictions
Rj
1,t
= 0 and Rj
2,t
= 1, for j = 1, ...n,
the Kalman Filter (1)-(3) is equivalent to recursive least squares (RLS),
bˆ
j,t
= bˆ
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+ γ
j,t
R−1
t
x
t
(
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− bˆ′
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x
t
)
(4)
R
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t−1
+ γ
j,t
(x
t
x′
t
−R
t−1
) . (5)
where γ
j,t
= t−1. RLS is simply a recursive formulation of ordinary least squares (e.g. [9]).
Constant Gain Least Squares. As an alternative to RLS, [22] emphasizes the restrictions,
Rj
1,t
=
γ
j
1− γ
j
P
j,t−1
and Rj
2,t
= 1− γ
j
,
and shows that it leads to the constant gain version of recursive least squares (4)-(5) in
which γ
j,t
= γ
j
where 0 < γ
j
< 1. The scalar γ
j
, referred to as the “gain,” in this rule
is constant over time in contrast to the “decreasing gain” t−1 of RLS. Constant gain least
squares discounts past observations at geometric rate 1−γ
j
and is consequently more robust
to structural change. We allow γ
j
= γ
j
′
for j = j ′, which would be appropriate if variables
have diﬀerent rates of structural change.
Stationary Time-Varying Parameters. The restrictions on Rj
1,t
restrict the conditional
distributions for the parameter vector. For RLS the parameters are non-stochastic and
under constant gain least squares they may be heteroskedastic. As a third alternative, we
follow [24] in specifying a time-varying parameter model estimated by the Kalman ﬁlter,
with homoskedastic parameter error structure:
Rj
1,t
= λ2
j
σ2
j
Q and Rj
2,t
= σ2
j
where σ2
j
is estimated as the variance from the residuals of an AR(1) model for y
j
, Q =
(Ex
t
x′
t
)−1, and λ
j
is a parameter for controlling the drift of the parameter estimates, which
we again allow to diﬀer across j. This approach is similar to [24] and [8] as formulated by
[12]. For brevity we will refer to this as the “Kalman ﬁlter” learning rule.
A Simple Model. Finally, we also consider the special case of constant gain least squares
in which we impose a common constant gain γ
j
= γ
j
′
= γ across variables. This model has
the attraction of relative simplicity, which is, of course, one of the motivations of bounded
rationality. More generally, parsimony is often recommended as one criterion for selecting
between forecasting models ([13]).
3
3 Results
We focus on low order VARs. Although there are more sophisticated (and likely more
accurate) ways to model the economy— for example, [6]— we are interested in simple, parsi-
monious forecasting models that are plausible descriptions of boundedly rational agents. We
therefore examine the four formulations just presented using a bivariate VAR(1) in output
growth and inﬂation.4 Output growth is measured in terms of quarterly real GDP calculated
as log(GDP
t
/GDP
t−1
). Inﬂation is measured similarly using the quarterly GDP deﬂator.
These variables are chosen to stay close to the SPF, which asks a sample of professional fore-
casters, among other questions, for their expectation of one step ahead GDP and inﬂation.
Our approach is straightforward. We split the sample into three parts: the ﬁrst, a pre-
forecasting period, is the period in which prior beliefs are formed by estimating the VAR;
the second part is an in-sample period in which the optimal parameters γ
j
, λ
j
, j = 1, 2
are determined (for RLS the gain sequence continues to be updated as t−1); ﬁnally, the
remainder is the out-of-sample forecasting period. We segment these samples so that the
out-of-sample forecasting period corresponds to the SPF : 1981:3-2002:4. We choose a fairly
long pre-forecasting period, 1947:2-1969:4, to avoid over-sensitivity of the initial in-sample
estimates. The in-sample period is thus 1970:1-1981:2.
We envision professionals as forecasting throughout the sample. When they begin report-
ing their forecasts in 1981:3, their forecasting model has been shaped by experience, with the
free parameters chosen optimally for ﬁtting the in-sample period. Our metrics for whether
a forecast method is a ‘reasonable’ model are mean square forecast error in out-of-sample
forecasting and mean square deviations from the survey responses in the SPF.
3.1 Optimal In-sample Parameter Choices
To measure forecast success, we calculate the mean square forecast error
MSE(y
j
) =
1
T
T∑
t=t
0
(y
j,t
− yˆ
j,t
)2
where y
j
is the jth component of y and yˆ
j,t
is the forecast of the jth component based on t−1
information. For constant gain least squares we determine the gain γ
j
which minimizes the
in-sample MSE by searching over all γ
j
∈ (0, 1), j = 1, 2, with t
0
= 1970.1 and T = 1982.2.
If the degree of structural change diﬀers across series then we would expect the optimal
gain to be diﬀerent. Evidence of diﬀerent structural change in inﬂation and GDP growth is
provided by [6] and [1]. We choose the in-sample estimates of λ
j
, for the Kalman ﬁlter rule,
in the same way. The results for the “in-sample” period 1970:1-1981:2 are as follows:
4
Our key qualitative results hold also for a VAR(4).
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1970:1 - 1981:2 γ λ
GDP growth 0.007 0.001
Inflation 0.062 0.021
The estimates of both γ and λ are larger for inﬂation than for GDP growth, presumably
because the degree of structural change in GDP growth during the 1970s was considerably less
than for inﬂation. (The theoretical link between degree of structural change and equilibrium
gain in a self-referential model is investigated in [11].) An estimate of the optimal gain γ
was also given in [20]. However, their estimate is based on calibration of a structural model.
Our focus is on out-of-sample forecasting performance, to which we now turn.
3.2 Forecast Comparison
We now compare how the forecasting models perform in out-of-sample forecasting over
1981:3-2002:4. The top panel of Table 1 presents out-of-sample MSE results for RLS,
constant gain and the Kalman ﬁlter, where the learning rule parameters have been set at
their in-sample 1970:1-1981:2 estimates.5 Table 1 demonstrates that the optimal constant
gain algorithm outperforms both RLS and the Kalman ﬁlter over the period 1981:3-2002:4.
One possible explanation is that both parameter drift and conditional heteroskedasticity are
present in the data, and that constant gain least squares captures both of these features.
The top panel of Table 1 also shows that the forecasting gains are non-trivial, from about
2.9-4.3% in the case of GDP growth and 5.6-12.5% for inﬂation forecasting.
INSERT TABLE 1 HERE
These results have two implications for theoretical and applied models. First, constant
gain least squares, with each gain optimally tuned to track the variable of interest, does ap-
pear plausible as a model of bounded rationality given its satisfactory out-of sample perfor-
mance. Second, in line with [6], the results suggest that both parameter drift and stochastic
volatility are components of the stochastic structure of the economy.
3.3 Comparisons to the Survey of Professional Forecasters
We now compare the forecasts from the optimal constant gain, RLS, Kalman ﬁlter, and
simple constant gain models to those from the SPF. The learning literature often motivates
bounded rationality on the basis of assuming that forecasters behave like econometricians,
and thus one test of the plausibility of constant gain models of adaptive learning is their
ability to ﬁt professionals’ forecasts.
5
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For comparison with the SPF we calculate the Mean Square Comparison Error (MSCE)
MSCE(y
j
) =
1
T
T∑
t=1
(
ySPF
j,t
− yˆ
j,t
)
2
where ySPF
j
is the median survey forecast of the jth component of y. We take the same
optimal parameters γ
j
, λ
j
, j = 1, 2 estimated for the in-sample period 1970:1-1981:2, and
compare whether the forecasts over 1981:3-2002:4 are consistent with the SPF over this
period. We also assess the simple model in which a common constant gain γ is imposed for
both variables. For the simple constant gain model we choose γ to be average of the optimal
gains for the two variables in the in-sample period, i.e. γ = .0345.
The bottom panel of Table 1 reports the results. RLS is clearly dominated by the other
forecast methods that allow for parameter drift. For GDP growth the optimal constant gain
method ﬁts more closely than the Kalman ﬁlter model, whereas the opposite is true for
inﬂation forecasts. Most strikingly, however, the simple model with common gain γ = .0345
ﬁts best across all models for both variables. This provides signiﬁcant support for constant
gain learning as a model of actual forecasting.
3.4 Discussion
Figure 1 provides additional information on the performance of constant gain least squares
in the 1981:3 - 2002:4 period. The left two curves show the MSE, for constant gain forecasts
of GDP growth and inﬂation, and the right two curves show the corresponding MSCE,
measuring the closeness of ﬁt of constant gain forecasts to the SPF forecasts. In each case
the curves plot mean square error as a function of diﬀerent values of the gain.
INSERT FIGURE 1 HERE
Several features stand out. First, the optimal gains for forecasting both variables, given
by the gains at which the curves are minimized, are higher during 1981:3 - 2002:4 than for
the 1970:1-1981:2 period, and the optimal gain in the later as well as the earlier period is
again higher for inﬂation than for GDP growth. However, given the ﬂatness of the MSE
for inﬂation forecasts, a common gain of γ = 0.05 produces reasonable forecasts.6 Second,
for explaining SPF forecasts, the best ﬁtting gain for inﬂation is substantially below those
for ﬁtting actual data in the period, and a common constant gain in the range γ = .03 to
γ = .04 provide the best ﬁt for the SPF.
Overall our results provide empirical support for the recent “learning theory” approach
in which agents are modeled as employing constant gain least squares forecasting rules, with
the gain chosen to reﬂect the degree of structural change. Our results complement those
of [20], who use a calibrated structural macroeconomic model to ﬁt and analyze the role of
stabilization policy in the US, and of [18] who estimates econometrically a DSGE model with
learning and provides evidence that constant gain learning is a major source of persistence.
6
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4 Conclusion
Constant gain least squares is becoming widely used in learning theory approaches to macro-
economics that replace RE with econometric forecasting rules. Using constant gain is a simple
way of modifying least squares to adapt to ongoing structural change. We have examined the
empirical performance of this learning rule, compared to recursive least squares and a more
conventional time-varying parameter model, in forecasting US GDP growth and inﬂation.
Our results are very encouraging. Constant gain least squares, with the gain optimally cho-
sen in-sample for each variable, performs best in out-of-sample forecasting. An even simpler
version, in which a common constant gain is used for both variables, provides the best ﬁt
for the Survey of Professional Forecasters.
While the most accurate forecasting model will depend on the stochastic nature of the
economy, constant gain least squares does appear plausible as a model of adaptive learning
for economic agents. Since the degree of structural change itself seems to change over time,
it would be valuable in future work to explore empirical models in which agents gradually
adapt the gain over time in response to observed data.7
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Out-of-sample period: 1981:3-2002:4
Mean Square Forecast Error:
GDP Growth Inflation
RLS .3507 .0532
Constant Gain .3408 .0503
Kalman filter .3558 .0570
log(RLS/Constant Gain) 2.86% 5.61%
log(Kalman filter/Constant Gain) 4.31% 12.50 %
Mean Square SPF Error:
GDP Growth Inflation
RLS .1354 .0316
Constant Gain .1204 .0266
Kalman filter .1258 .0259
Simple Model .1181 .0250
log(RLS/Simple Model) 13.67% 23.43%
log(Const. Gain/Simple Model) 1.93% 6.20 %
log(Kalman filter/ Simple Model) 6.32% 3.54%
Table 1. Comparisons of fit across forecasting models. Learning rule parameters
have been set at their 1970:1 -1981:2 in-sample estimates, with the Simple Model gain
set at .0345. The top panel of the table is the mean square forecast error in out-of-
sample forecasting of actual inflation and GDP. The bottom panel is the mean square
deviations of the forecasting models from the median response of the SPF.
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      Figure 1. Mean square comparison and forecast errors as a function of the gain.  Left panels forecast 
      out-of-sample 1983:3-2002:4, right panels forecast the SPF.  
 
 
