Abstract Service robots have been developed to assist nurses in routine patient services. Prior research has recognized that patient emotional experiences with robots may be as important as robot task performance in terms of user acceptance and assessments of effectiveness. The objective of this study was to understand the effect of different service robot interface features on elderly perceptions and emotional responses in a simulated medicine delivery task. Twenty-four participants sat in a simulated patient room and a service robot delivered a bag of "medicine" to them. Repeated trials were used to present variations on three robot features, including facial configuration, voice messaging and interactivity. Participant heart rate (HR) and galvanic skin response (GSR) were collected. Participant ratings of robot humanness [perceived anthropomorphism (PA)] were collected post-trial along with subjective ratings of arousal (bored-excited) and valence (unhappy-happy) using the self-assessment manikin (SAM) questionnaire. Results indicated the presence of all three types of robot features promoted higher PA, arousal and valence, compared to a control condition (a robot without any of the features). Participant physiological responses varied with events in their interaction with the robot. The three types of features also had different utility for stimulating participant arousal and valence, as well as physiological (GSR) and happiness (HR)] in elderly users. It is expected that results from this study could be used as a basis for developing affective robot interface design guidelines to promote user emotional experiences.
Introduction
With an aging population and ever increasing number of patients in hospitals, there is a high demand for patient services. Unfortunately, there has been a nursing staff shortage among healthcare providers in the US since 1998 [1] . Existing nursing staffs are overworked and there is a high potential for errors in task performance [2] [3] [4] . As the nursing shortage is expected to increase in the future, it is possible that service robots will be used to perform some routine patient service tasks and communicate directly with patients. Currently, there are commercially available robots (e.g., Aethon Tug) that can navigate autonomously in large-scale hospital workplaces and deliver medicines from a pharmacy to nurse stations. However, these robots typically do not deliver medicines directly to patients and thus are not designed to support close interaction with patients.
Future service robots may be expected to interact with patients (especially elderly with healthcare needs) and patient emotional responses will be an important aspect of such interaction. Based on previous research on believable agents, Goetz et al. [5] suggested that in order for robotic assistants to be effective, they should exhibit naturalistic behaviours and appropriate emotions, and should require little or no learning or effort on the part of the user. People have the natural tendency to treat computers, communication technologies and interactive systems with emotional ties as in human-human social interaction [6] . This type of emotional tie is important for effective human-robot interaction, particularly in service contexts. Some previous research has focused on developing robots capable of affective expressions (e.g., [7] ) or object delivery mechanisms between users and robots through manipulators [8] [9] [10] ; however, few empirical studies have been conducted to assess emotional responses of users in interacting with robots (e.g., [11] ). In a healthcare environment, measures of patients' emotional and social needs may complement traditional performance measures of human-robot interaction (HRI), such as efficiency and accuracy [12] , in modelling and designing successful patient-robot interaction scenarios. Robots causing positive emotional experiences for users are expected to support more pleasurable and productive collaborations with humans. Therefore, there is a need to understand potential patient emotional responses to service robots and to provide a design basis for future robots to facilitate positive emotions and effective patient-robot interaction.
Measures of emotional responses
Using emotional responses to evaluate patient-robot interaction requires an effective technique of identifying specific emotion states within an emotional space. Three types of emotion models exist in the psychology literature, including: basic emotion theory [13, 14] , dimensional emotion theory [15, 16] , and models from appraisal theory (e.g., [17] ). Basic emotion theory contends that there is a concise set of primary emotions (anger, disgust, fear, happiness, sadness, and surprise; see [18] ) and that they are distinguishable from each other and other affective phenomena [19] . Dimensional emotion theory argues that all emotional states can be located in a two-dimensional space, defined by arousal and valence. Russell [16] described the typical course of an emotion as: (1) an event (internal or external) producing a change in an individual's state; (2) individual perception of the change in their core affective state, in terms of arousal-sleep and pleasure-displeasure (also referred to as valence); and (3) individual labelling of the emotion state. Russell suggested that arousal and valence are the cognitive dimensions of individual emotion states and are accessible to external measurement. Appraisal theory emphasizes that emotions are elicited by evaluations (appraisals) of events and situations, and differentiated by a set of appraisal criteria [20, 21] , including: novelty and expectancy, relevance and goal conduciveness, agency or responsibility, and perceived control, power or coping potential [22] .
The above emotion models lead to different approaches of observing and assessing emotions in practice, based on either subjective or objective measures. Some practical issues in emotion measurement include the fact that mixed emotions are more likely to be evoked in many human-human interactions (and HRI) rather than a single, pure emotion [18] . Furthermore, in a HRI context, the stimuli for potential emotions (e.g., participant verbal expressions and body language) may vary less than in human-human interaction. Consequently, humans in interacting with robots may not experience the same range of distinguishable emotions as they experience in their daily lives in interacting with other humans. The continuous nature of emotional experiences in this applied setting may also not be captured by discrete measures of emotion state. Subjective measures based on dimensional emotion theory, such as the Affect Grid [23] and the Self-Assessment Manikin [24] , allow for quick assessments of user emotional experiences but they may aggregate responses over the course of many events.
In addition to subjective measures, there is evidence suggesting that human physiology relates to emotional states or events [25, 26] . Physiological variables found to be correlated with various emotions include: heart rate (HR), blood pressure, respiration, electrodermal activity (EDA) and galvanic skin response (GSR), as well as facial EMG (Electromyography). These measures can complement subjective measures by identifying emotional experiences for specific events and that subjects fail to reflect in subjective responses, either because they could not recall or they considered the feature to be unimportant [27] . Although physiological measures can be noisy and difficult to interpret, leading to lower specificity in emotion state identification, there is on-going research in this area. Recently, Mandryk and Atkins [28] presented a method for continuously classifying emotional states of computer/video game users based on a set of physiological variables and the use of fuzzy logic as well as the dimensional emotion model. They developed a fuzzy logic model to transform HR, GSR and facial EMG (smiling and frowning activity) into arousal and valence states. A second fuzzy logic model was then used to transform arousal and valence classifications into five lower-level emotion states related to the gaming situation, including: boredom, challenge, excitement, frustration and fun. Results from the fuzzy logic models revealed the same trends as self-reported emotions for fun, boredom and excitement. The advantage of the fuzzy logic approach is that the emotions of a user can be quantitatively assessed from physiological data during an entire test trial; thus, revealing variance within a complete emotional experience.
Anthropomorphism in service robot interface design
Related to emotional experience with service robots, anthropomorphism is an important concept in robot interface design for motivating user interest and perceptions of robot capabilities. By definition, anthropomorphism is user attribution of human-like qualities to non-human organisms or objects, particularly computers and robots [29] [30] [31] [32] . It is also a design strategy to implement human-like features on a non-human object (e.g., the Kismet robot designed by Breazeal [33] ). Anthropomorphism in robot design may occur through physical design features or required user actions at an interface. That is, some anthropomorphic features may be implicit and users must interact with an interface to fully understand these features. For example, a user might talk with a robot using a natural language dialogue interface in order to learn that the robot has emotions, personality, or other human-like characteristics. Although there is an on-going discussion over whether or not to use anthropomorphic robot designs, in general, it has been suggested that the use of human-like characteristics in robot design may support the sense of social interaction with robots [34, 35] . That is, people might interact with robots in a manner similar to how they interact with other humans, as a result of perceptions of anthropomorphic cues [36] . For example, Bruce, Nourbakhsh and Simmons [37] found that having an expressive face and indicating robot attention to the user through movement made a robot more compelling and inviting to interact with. Further, anthropomorphic characteristics may contribute to the elicitation of robot acceptance and human compliance with robot behaviours (e.g., [5, 8] ), which is particularly important in patient service tasks like medicine delivery. In summary, it can be expected that users would be more interested in interacting with a service robot with appropriate designed anthropomorphic features, and this interaction, by its social nature, could not only promote positive emotional experiences for users with robots, but also lead to increased ease of use, user compliance and thus effectiveness of the human-robot interaction.
Motivation and objective
In general, there is a need to empirically study how effective service robots can be in interactive healthcare tasks. Based on review of existing robot technologies [38] , there are three anthropomorphic features that appear to be important for direct interaction with patients, including (1) presence or illusion of a human-like features such as face or head [39] , (2) voice capabilities (e.g., synthesized speech [40] ), and (3) intuitive methods for user interaction with a robot (e.g., keypad or touch screen [41] ). Although there have been studies of objective user responses (e.g., reaction time) to different robot feature manipulations [42] [43] [44] [45] , these features have not been tested for effects on user emotions. Related to this, there are few emotion-oriented design guidelines for robot interfaces. The objective of this study was to examine the effect of service robot anthropomorphic features (face configuration, voice messaging, and user interactivity) on user perceptions and emotional experiences based on first impressions in a typical patient service task (medicine delivery).
Methodology

Participants
Twenty-four participants (17 females and 7 males) at two local senior centers were recruited for the experiment. They ranged in age from 64 to 91 years (M = 80.5, S D = 8.8). Nine participants said they knew about robots through books, movies or television. Two participants said they had some knowledge about the mechanics of robots, but none of the participants had any direct experience in interacting with robots.
Apparatus
A PeopleBot platform ( Fig. 1 ) was used for this experiment. The robot has autonomous navigation capability, including map-based route programming and obstacle avoidance. It was integrated with additional equipment, including a set of mini cameras and a face mask to present different facial configurations. A tablet PC (HP tx2000) was mounted on top of the PeopleBot and used to store and playback voice messages (WAV files) to participants. The tablet PC was also used to present a user control interface (for interactivity) in particular experiment trials.
Independent variables
The experiment trials involved the robot performing a simulated medicine delivery task for participants. In each trial, the PeopleBot was augmented with one of the anthropomorphic features (face, voice messaging, or user interactivity). There were two settings for each feature. The face was either an abstract or human-like face (see Fig. 2a, b) . Either synthesized or digitized (human) voice messages with the same content were used during the delivery task. The physical appearance of the robot under both voice messaging conditions was the same as the control condition (Fig. 1) . Interactivity refers to whether the participant was required to visually or physically attend to the robot during the interaction. In test trials, participants either simply read a visual message on the tablet PC or they pressed a button on the touch screen to confirm medicine delivery (see Fig. 3a, b) . As mentioned, there was also a control condition in which the PeopleBot did not present any of the above features. Each participant completed a total of 14 trials [=(1 control condition + 6 test conditions) ×2 replications].
Response measures and types of analyses
Participant perceptions of the robot features were measured using a perceived anthropomorphism (PA) questionnaire. Perceived anthropomorphism was defined as the perception of humanness based on both the physical appearance of the robot and user interaction experience. We developed a questionnaire, based on Catrambone, Stasko and Xiao's [46] research, including four dimensions of anthropomorphism in service robot design: physical appearance, expressiveness, The degree to which the robot could perform intelligent assistance and take the initiative to start interaction with a user. User subjective experience
The degree to which a user enjoys interacting with the robot and thinks that the robot is smart.
task handling, and user subjective experience (see Table 1 for definitions). Participants initially made pair-wise comparisons of the dimensions in terms of importance for characterizing the degree of humanness of a robot. Weights were determined for each factor based on these comparisons. Participants then rated the various robot configurations along the dimensions after each trial. A total PA score was calculated as a weighted sum of participant ratings across factors. The range of PA scores was between 0 and 100. The relationship between different levels of anthropomorphic features and PA was later investigated by power function fitting. Participant emotional responses to the interaction with the service robot were assessed with both subjective and physiological measures. Ratings of arousal and valence were made with the self-assessment manikin (SAM) questionnaire [24] . It consisted of two rows of cartoon characters, representing excited to bored and happy to unhappy expressions (corresponding to arousal and valence). The participants were to circle those characters that best represented their emotional experience. The SAM ratings were between 1 (bored and unhappy) and 9 (excited and happy).
Participant HR was measured using a Polar S810i heart rate monitor. Galvanic skin response (GSR) was collected through sensors attached to the palmar surface of the distal segment on participants' index and ring fingers of the nondominant hand. To reduce signal noise, participants were asked not to move the hand with GSR sensors during test trials. The sampling frequency was set at 30 Hz according to suggestions by Dawson et al. [47] .
Correlations among the subjective measures of emotion and physiological measures were examined. A fuzzy inference model adopted from Mandryk and Atkins's [28] study was also applied to infer participant emotional states in terms of arousal and valence from the physiological measures. The fuzzy inference rules are listed in Table 2 . Results from the If (HR is low) and (GSR is high) then (Arousal is medium) 8.
If (HR is medium) and (GSR is high) then (Arousal is high) 9.
If (HR is medium) and (GSR is medium) then (Arousal is medium) 10.
If (HR is low) then (Valence is low)
If (HR is high) then (Valence is high)
12.
If (HR is medium) then (Valence is medium) fuzzy inferences were further validated by ratings of arousal and valence from the SAM questionnaire.
Hypotheses
It was expected that the different types of robot features would lead to different user perceptions of robot humanness, emotional responses in terms of SAM ratings and physiological measures [Hypothesis (H)1]. For each robot feature, as the level progressed from the control condition (no feature) to abstract human representation (cameras for eyes; synthesized speech for voice messaging; or a visual delivery confirmation display) and then to a human-like representation (face mask with cameras; digitized speech for voice messaging; or touch screen confirmation of the medicine delivery), user responses to PA and SAM questionnaires, and HR and GSR measures were all expected to increase. Related to this, it was also expected that user responses to the different types of robot features would vary due to the characteristics of each feature type. As perceived anthropomorphism is a measure of perceived salience (intensity and meaningfulness) of human-like features in the robot design, we also hypothesized (H2) that PA would operate as a power function of variations in the settings of robot features. This hypothesis was essentially an extension of Stevens' law, which states that the magnitude of sensation is simply the intensity of the physical stimulus raised to some power [48] . Specifically, the hypothesized relationship can be represented as,
elicited by a particular robot feature depends on the value of the exponent. It was also hypothesized (H3) that there would be correlations between subjective measures of arousal and valence using the SAM and the physiological measures (HR and GSR). Previously, Bradley et al. [49] reported correlations between HR and valence with r-values ranging from 0.5 to 0.76 and a correlation between GSR and arousal with r = 0.81. Detenber et al. [50] also found a positive correlation between arousal and skin conductance level, but could not exactly replicate Bradley's findings on correlations between HR and valence. They did find a decrease in HR for negative valence stimuli, but the same occurred for positive stimuli with less strength. It appears that the relationships between GSR and arousal, and HR and valence are not definite. There is a need to validate these correlations in a HRI context.
Finally, with the possibility of correlations between SAM ratings and physiological measures, the fuzzy inference model integrating the physiological variable inputs was expected to yield outputs correlated with participant ratings of arousal and valence. It was expected that the fuzzy model could account for complex relations between the physiological measures and subjective perceptions, which might be ignored by simple linear correlation analysis.
Experiment design
A single factor, randomized complete block design was used in this study. The design did not include combinations of the various robot features due to limitations of the PeopleBot platform to support additional equipment (e.g., the face and the tablet PC could not be mounted on the robot at the same time). The sequence of robot conditions for each participant was randomized.
Procedure
Participants were initially briefed on the objectives of the study. After they read and signed an informed consent form, a background information survey was conducted that included questions on age, gender, occupation (if any), level of familiarity with robots, prior experience with robots (at work, as toys, in movie/books, in TV shows, in museums or in schools), and the level of technical knowledge of robots. Following the survey, a training session was provided in which participants were presented with video clips and photos of several existing service robots (e.g., Aethon Tug) and their applications in healthcare tasks. Participants were then asked to make pair-wise comparisons of the four dimensions of the PA questionnaire based on their perceptions of the service robots, in general. They were also introduced to the SAM questionnaire.
After the training session, the experimenter helped participants put on the chest strap of the heart rate monitor and GSR sensors. Participants were asked to relax and not to pay attention to these devices while their normal (baseline) HR and GSR responses were collected for 1 min. Participants continued wearing the HR chest strap and GSR sensors throughout the test trials. Figure 4 presents the layout of the simulated patient room with five defined events along the robot movement path. At the beginning of each test trial, the robot entered the simulated patient room from a predefined position, holding in Fig. 4 Layout of the simulated patient room and events along the robot path its gripper an ordinary medicine bag with an empty container inside. The robot travelled approximately 15 ft across the room at a speed of 1 ft/s towards the participant seated on a couch. Previous studies on user preferences during a mobile robot delivery task [51, 52] suggested that users tended to prefer a robot to approach them from either their left or right side, rather than straight at them. Therefore, in the test trials, the robot approached participants from their right side, turned and then stopped in front of them. The stopping point of the robot varied little relative to the participant position from trial-to-trial. Participants were told that a robot would deliver a prescribed medicine to them and that they needed to accept the medicine bag from the robot. A Velcro system, instead of a complex manipulator (e.g., [9] ), was used to ensure the medicine bag did not fall to the floor when the robot opened its gripper. The robot was programmed to open the gripper when it reached the destination point. Participants did not need to stand up to grab the medicine bag, because the height of the robot gripper was well within their reach while sitting. Related to this, after participants sat down on the couch, the GSR sensors were attached to them so their movement was limited due to the length of the sensor connection. In the actual experiment, we did not observe large ranges of movement of participants in response to the location of the robot. The robot waited for the participant to take the bag for 30 seconds and then left the room. In actual experiment trials, participants took no more than 10 seconds to take the medicine bag. At the end of each trial, participants were asked to complete the SAM questionnaire and provide ratings on the four dimensions of the PA measure. The average length of a test trial was about 3 min. After participants completed the 14 test trials, a final interview was conducted in which they were asked to provide general impressions on the robot configurations and the types of features they thought were important for considering a service robot to be human-like.
Results
Descriptive statistics
The subjective ratings of PA, arousal, and valence were transformed to z-scores for each participant in advance of statistical analysis. This was done to account for individual differences in internal scaling of PA and emotions. Participant HR and GSR data were first normalized for each participant by calculating the proportional change relative to the baseline or at rest condition. As physiological measures (HR and GSR) are generally analyzed on an eventbasis, several important events were identified in trials (see also Fig. 4) , including: (1) the robot entering the simulated patient room; (2) the robot stopping in front of the participant; (3) the robot presenting voice messages to the participant (in trials with voice message conditions); (4) the robot opening its gripper and the participant taking the medicine container; (5) the robot turning and leaving the participant; and (6) the robot moving out of the participant's sight. Regarding the event time window for the GSR and HR responses, Lang et al. [53] used the largest value of skin conductance response (SCR) from 0.9 and 4.0 s and the fastest HR within the first 3 s after event onset. Levenson [54] , citing Ekman [55] , said that emotion typically lasts between 0.5 and 4 s. Dawson et al. [47] also said that any SCR beginning between 1 and 4 s, following a stimulus onset is considered to be elicited by that stimulus. Therefore, a 4-s time window after every event was used in the present study for the physiological data analysis. Within each time window, the maximum GSR value was identified and used as an indicator of phasic changes due to the event stimulus, and the average of HR was also calculated. The descriptive statistics for all response variables (in transformed units) across participants are presented in Table 3 . 3.2 ANOVA modeling
Between-feature analyses
A series of one-way (feature type) ANOVAs were conducted on the subjective measures of arousal, valence and PA. The analyses were conducted to identify significant differences among features in terms of perceptions of humanness of the robot configurations or emotion states. Results revealed significant effects of feature type on all subjective measures (F(3, 309) = 12.5, p < 0.0001 for PA; F(3, 309) = 8.58, p < 0.0001 for arousal; F(3, 309) = 9.59, p < 0.0001 for valence; see also Table 4 ). Post hoc analysis using Duncan's test indicated that all feature types (face, voice message and interactivity) significantly differed from the control condition in terms of PA, arousal and valence (Fig. 5) . The three types of robot features all promoted higher PA, arousal and valence, compared to the control condition. However, there were no significant differences among the three features in terms of strength of influence on the subjective responses.
With respect to physiological measures, the HR data for two participants revealed variances substantially different from all other participants, possibly due to sensor errors. The data for these two participants was removed from the set and the HR responses for the rest of the sample exhibited normality and homogeneity of variance; that is, the degree of variability of the response measure appeared constant across the robot conditions. Consequently, an ANOVA was performed to test the significance of robot features and the levels of each feature. For the GSR response, because of ANOVA assumption violations, a nonparametric analysis (Friedman's Test) was conducted on all data.
A series of one-way ANOVAs were conducted to test the effect of feature type on HR during the events identified earlier. For Events 2, 4 and 5, the effect of feature type was significant (Table 5 ). Post hoc analysis using Duncan's test revealed that for Events 2 (the robot stopped in front of the participant) and 4 (the robot opened its gripper), HR was higher for the interactivity feature than voice, face and the control condition; HR for voice was also higher than face and the control condition; and there was no significant difference between voice and face, or face and the control condition (Fig. 6a, b) . During Event 5 (the robot left the participant), interactivity and voice features produced higher HR than the face and control conditions (Fig. 7) .
Friedman's test results indicated that participant GSR during Event 2 was significantly different across feature types (Table 6 ). Multiple comparisons showed that the interactivity condition produced significantly higher GSR than the face and voice conditions, and GSR under the control condition was actually higher than for the face condition (Table 7) .
Within-feature analyses
In addition to assessing the effect of the type of robot feature, we also conducted ANOVAs to assess the effect of the 
HR (Event 5)
Feature types specific settings of each feature on the subjective response measures. Results revealed that all levels of face, voice and interactivity differed in effect on PA, arousal and valence (Table 8) . Post hoc analysis using Duncan's test indicated that certain feature levels were significantly different from others. Arousal ratings were higher for face and voice features, as compared to the control condition. They also increased from no interactivity (the control) to visual message confirmation and touch-screen confirmation. For valence and PA, ratings were significantly higher for the voice and interactivity features, as compared to the control condition. PA ratings for face also increased from the control (no face) to abstract and human-like face. On a feature basis, the human-like face yielded higher scores for PA and valence than the abstract face, but no significant differences were observed for arousal (Fig. 8) .
There was no significant difference in PA, arousal and valence between the synthesized and digitized (human) voices (Fig. 9 ). For interactivity, the touch-screen confirmation resulted in a higher score for arousal than visual messaging, but not on PA and valence (Fig. 10) .
The results of ANOVAs on HR for each event are listed in Table 9 . Post hoc analysis using Duncan's test revealed that the abstract face led to significantly higher HR compared to the human face for Event 6 (the robot moving out of participant sight). For the voice feature, the control condition lead to higher HR than synthesized voice for Event 1, and digitized voice increased HR compared to the control during Event 4. For the interactivity feature, touch-screen confirmation led to a significantly higher HR than the visual message and control conditions during Events 2, 4 and 6. In Event 5, HR for the touch-screen confirmation and visual message conditions was higher than the control condition.
Friedman's test for the effect of feature settings on GSR indicated that participant responses during Event 6 were significantly different among the levels of interactivity (χ 2 (2) = 9.08, p = 0.011). Multiple comparisons revealed higher GSR for visual messaging and touch-screen confirmation than the control condition. However, there was no significant difference in GSR between visual messaging and touch-screen trials (Table 10) .
Validation of subjective measures
Regarding the PA questionnaire, for the ratings on the four dimensions of perceived anthropomorphism (physical appearance, expressiveness, task handling, and user subjective experience), the overall standardized Cronbach's coefficient (a measure of the reliability of ratings across subjects and conditions; α) was 0.723 for the first replication and 0.777 for the second replication. These two numbers are greater than the suggested value of 0.70 given by Nunnally and Bernstein [56] . This suggests that the PA questionnaire used in this study is a reliable measure of participant perception of robot humanness. In order to determine whether the observed differences in PA and emotion ratings among the various feature settings were significant in the presence of individual differences, the mean square (MS) for the participant term, included in the ANOVA models, was used in additional F-tests on the specific feature types. The test results are summarized in Table 11 and suggest that the robot configuration manipulations were significant across participants. The results also indicate that the subjective measures were sensitive to differences in participant perceptions across experiment conditions.
Power function fitting
To quantify the various settings of robot features for fitting the PA ratings with a power function, we analyzed the physical characteristics of each feature. The number of perceivable facial characteristics (e.g., eyes, mouth, ears), the variance of the frequency spectrum of the voice messages, and the number of actions required of the user and robot during the medicine delivery were used to quantitatively represent the salience of the face, voice message and interactivity features, accordingly. The power function fitting results are shown in the Table 12 . The exponent values indicate the strength of influence of each human-like feature on PA. A Kruskal-Wallis test on the absolute values of the coefficients revealed a significant effect of feature type (χ 2 = 6.5340, p = 0.0381). Multiple comparisons between feature types revealed that the coefficients for voice (across subjects) were significantly smaller than for face (Table 13 ). 
is the effect size of the independent variable 
Fuzzy modeling
A diagrammatic representation of the fuzzy model used in this study is presented in Fig. 11 . The model transformed the physiological response data (HR and GSR) to arousal and valence states based on defined fuzzy inference rules. The average HR and maximum GSR for each trial were inputs to Voice versus interactivity W = 3.012 a(Voice) = a(Interactivity)
The criterion at α = 0.05 level is W * = 3.314; any |W | > W * is significant the model and the outputs were fuzzy-inferred arousal and valence values for each trial. The histograms for the normalized HR and GSR responses (across participants) are shown in Fig. 12a, b below. (Data on the two participants with large variances in HR were excluded.) The fuzzy membership functions for HR and GSR were determined based on the general shapes of the response histograms. Similar to Mandryk and Atkins [28] , the mean response ± one standard deviation and the mean ± two standard deviations were used as the dividing points for the "low", "medium" and "high" ranges of HR and GSR data. The levels of the membership functions for arousal and valence outputs ("low", "medium" and "high") were defined to account for uniform proportions of the responses in the range from 0 to 100. Based on the inference rules in Table 2 , the response surfaces for the fuzzy models on arousal and valence are shown in Fig. 13a, b . arousal and participant arousal ratings was not significant; however, fuzzy-inferred valence significantly corresponded with participant valence ratings (r = 0.14, p = 0.0144).
Results of within-feature correlations are summarized in Table 14 with the fuzzy model outputs showing a strong association with ratings of valence for the interactivity feature manipulation. There was also a positive correlation between arousal and HR (r = 0.141, p = 0.014), but valence and GSR were not significantly correlated ( p = 0.885).
Interview results
After the experiment trials, we asked participants for their general impressions of the use of robot technology in healthcare environments. Fifteen (62.5%) said they would like to have delivery robots working in hospitals. However, they were concerned about robot accuracy in delivering the correct medicine to patients and in verifying that a patient actually took the medicine. The remaining participants either did not like the robot configurations or thought they were not ready for hospital use. When we asked for comments on the specific robot features, 15 participants (62.5%) liked the voice feature, particularly the human voice. They also pointed out that the touch-screen or display interactivity was clearer in terms of delivering the message to the user and would be very useful for people with hearing problems. Five participants (20.8%) either did not like the face configurations or thought a face didn't make a substantial difference in PA; however, they did prefer the human-like face to the abstract face.
Discussion
Subjective measures
In line with our expectation, the results of the betweenfeature analysis indicated that adding human-like features (face, voice, and interactivity) to the robot platform promoted positive emotional responses in terms of subjective measures of arousal and valence. This was in agreement with predictions from Epley et al. [57] theory that users tend to have stronger emotional experiences with a robot with anthropomorphic and interactive features. However, it was not clear which type of feature would be most effective for facilitating emotionally-rich interaction for patients. (The power function analysis provided additional information regarding the effect of features for conveying anthropomorphism, as discussed below.) A possible reason for this is that all three types of features might be important to causing emotional responses and thus participant arousal and valence for the different robot configurations was relatively consistent.
From the within-feature analyses, the effect of the various levels of robot features on PA was consistent with our hypothesis. When features became more human-like, participant ratings of PA increased. Disalvo et al. [39] and Nass et al. [44] made similar findings for face and voice features, respectively. More importantly, it was found that the pattern of participant emotional response to the three types of features was different. This may be primarily due to resulting differences in user interaction caused by specific features. For example, abstract and human-like faces differed in valence ratings but not arousal. The face feature of the robot was static (no change or movement during the medicine delivery); therefore, participant perception of the face when the robot approached was the basis for the experience of valence (i.e., whether the robot was pleasurable). On the contrary, the levels of interactivity (visual message and touch-screen confirmation) caused different arousal responses. Participants either read the information displayed on the tablet PC screen or used a stylus to click on the touch-screen when required. Watching the robot respond to direct commands was more exciting for participants than passively receiving the medicine without knowing what the robot would do next. The lack of significant differences among the synthesized and digitized speech conditions may have been due to condition similarities including identical message content. The length of the WAV files for both conditions was also relatively short (7-8 s) and the synthesized speech was generated by a state-of-art text-to-speech software application. Several participants commented in the final interview that they could not differentiate the two voices (synthesized and recorded human).
Physiological measures
In addition to subjective measures, the various robot features were found to affect participant physiological responses at certain trial events. For example, when the robot opened its gripper, participant HR in trials involving an interactivity feature manipulation were higher than those with a face or voice condition. This was possibly due to the excitement of participants when they realized the robot was obeying their command through the touch-screen. Within-feature analyses indicated that HR under touch-screen confirmation was higher than for visual messaging and the control condition during Events 2 (the robot stopped in front of the participant), 4 (the robot opened gripper), and 6 (the robot moved from participant sight). HR for the touch-screen confirmation and visual message conditions was also higher than the control condition in Event 5 (the robot turning and leaving the participant). These results suggest that HR might be increased by participant physical actions necessary for those events and robot configurations requiring interactivity. Other research on mental workload (e.g., [58] ) also suggests that HR is higher for physical tasks than cognitive tasks.
GSR under the control condition was found to be higher than for the face condition. One possible reason for this is that in the control condition participants still saw the robot platform and the additional face features may not have had a significant additive effect on participant GSR. Another possible reason is that the GSR signal attenuates over time. It is possible that even though a participant may have experienced higher arousal under the face condition, if the condition occurred later in the experiment, the GSR response may have been attenuated compared to the control condition response.
Participant HR was also higher under the voice conditions than the face and control conditions. A possible reason might be that processing of, and responses to, auditory information is more automatic that perceiving humanoid faces, and the physiological reaction such as increase of heart rate does not depend on cognition beyond event perception. Related to this, participant HR with digitized voice messages was found to be higher than the control condition, suggesting that a familiar human voice might be more appropriate for attracting user attention.
Power function fitting
The result of the power function fitting revealed the voice feature to have the least economy for driving participant perception of robot humanness as compared to other humanoid features (i.e., face configurations). This implies making a robot sound like a real human may be less important to perceived humanness than physical appearance. However, it is also possible that our quantification of voice features in terms of frequency variance may not have reflected important characteristics of the speech capability for participants to make judgments of robot humanness. This finding merits further exploration.
Correlation analyses and fuzzy model outcomes
The experiment results showed a significant positive correlation between the subjective measure of valence and HR, but no significant correlation between arousal and GSR. There was also a positive correlation between arousal and HR, which was unexpected based on previous research results. A further correlation analysis showed a significant positive linear association of the subjective measures of arousal and valence (r = 0.804, p < 0.0001). Although it is possible that changes in HR affected both emotional responses in a similar manner, other potential explanations for the significant correlation between arousal and valence relate to experimental control. The arousal and valence rating scales were presented directly adjacent to each other on the SAM questionnaire. The order of presentation of the two scales was randomized from trial to trial; however, participants may have disregarded the scale anchors in certain trials and made marks in similar locations across scales. Furthermore, although participants were familiarized with the SAM questionnaire in the training session, there may have been differences in interpretation of the rating scales during testing.
Related to these correlations, the fuzzy modeling results showed that the subjective measure of valence was positively correlated with the valence values inferred based on the physiological measures. This provided some evidence that multiple physiological variables can be used as a basis for classifying user emotional states in a HRI context. It also provides further validation of Mandryk's [28] methods of using fuzzy logic models for classifying emotional states based on physiological measures.
As the context of the present study was HRI and the elderly participants exhibited more moderate physiological responses (as compared to younger populations), the measures we collected did not show dramatic variations for different robot features (as seen from the ANOVA results), nor did they correlate strongly with the subjective measures of arousal and valence. This may have limited the predictive power of the fuzzy models.
Conclusion
Considering the current increase in healthcare service demands and shortage of nurses, service robots represent a potential technological solution for addressing routine patient service tasks. In such applications, there may be direct interaction of patients with robots and human emotions may play a critical role in the effectiveness of the interaction and perceptions of the quality of healthcare services. On this basis, we investigated the effect of different robot design features on human perceptions of robot humanness as well as emotional responses in a simulated healthcare task (medicine delivery).
Our findings indicate that for elderly users, adding anthropomorphic features (face, speech and interactivity) to service robots leads to perceptions of humanness and positive emotional experiences (subjective feelings and physiological responses). Within each feature type, the general trend was that perception of humanness and positive emotional responses increased with increasing feature complexity or realism (compared to the human). Furthermore, humanoid robot features appear to differ in terms of their economy (or power) for driving participant perceived anthropomorphism and possibly emotional responses. Although these results may not be generalized to long-term interactions between users and service robots, they provide a basis for appropriate selection and implementations of robot features, including face, voice and interactivity, to promote accurate user perceptions of robot interactive or social capability and positive user first impressions.
One limitation of the present study is that there may have been carryover effects among trials due to the withinsubjects experiment design. The randomization of robot conditions for each participant was aimed at reducing these carryover effects. Furthermore, the experiment design supported assessments of the variability in emotional state within a particular participant.
With respect to the subjective measures used in the study, it is possible that the two-dimensional emotion model (arousal and valence) might be relatively simple for this particular context, as evidenced by the correlation between arousal and valence measures. Future studies could measure compliance-related emotions based on appraisal theory, for example. Additional studies are also needed to further understand the relationship between robot features and user emotional experiences, in order to generate a collection of affective robot interface design guidelines for healthcare and other applications.
