Abstract. This paper deals with the finite element solution of the eddy current problem in a bounded conducting domain, crossed by an electric current and subject to boundary conditions appropriate from a physical point of view. Two different cases are considered depending on the boundary data: input current density flux or input current intensities. The analysis of the former is an intermediate step for the latter, which is more realistic in actual applications. Weak formulations in terms of the magnetic field are studied, the boundary conditions being imposed by means of appropriate Lagrange multipliers. The resulting mixed formulations are analyzed depending on the regularity of the boundary data. Finite element methods are introduced in each case and error estimates are proved. Finally, some numerical results to assess the effectiveness of the methods are reported.
Introduction
The aim of this paper is to analyze finite element methods to solve the eddy current problem in a conducting bounded domain. In particular, we consider the case of an electrode crossed by an alternating current and subject to boundary conditions which are non-standard, but realistic from the point of view of applications.
Numerical solution of the eddy current model became an important research area in recent years because of many applications in electrical engineering (see for instance [10] and references therein). In particular, the present work is motivated by the need of a three-dimensional model to study the behavior of the electrodes in a metallurgical electric furnace. A considerable number of mathematical models and computer codes have been designed for this purpose, but in most cases they are based on cylindrical symmetry (see for instance [5, 6, 16] ). All of these models give 124 ALFREDO BERMÚDEZ, RODOLFO RODRÍGUEZ, AND PILAR SALGADO valuable information on important electrode parameters; however, the axisymmetric assumption makes it necessary to neglect aspects such as the electromagnetic effect caused on one electrode by the others (the so-called "proximity effect") or the phase-difference of the input electric current in the electrode.
A finite element method to solve the eddy current problem in the whole furnace is studied in [7] . In this case, the computational bounded three-dimensional domain includes not only conductors (the electrodes) but dielectrics as well (the air). This leads to the use of a scalar magnetic potential and Lagrange multipliers. However, the model presented in that paper is highly complex and its numerical solution takes a lot of computer time. This is why it is useful to have simpler models to describe separate components of the whole system. In the present work, we solve the eddy current model in a domain which includes only one electrode (see Figure 1 in the next section). Thus, we get an important saving in computational effort while still being able to take into account important three-dimensional aspects, although not the presence of the two other electrodes.
While several papers deal with the eddy current problem in the whole space (see for instance [9, 12, 15, 17, 18] ), the number of papers concerning analysis in a bounded domain is much smaller, due in part to the difficulty of handling realistic boundary conditions. Essential and natural boundary conditions related to the tangential component of the electric and magnetic fields are considered in [2] , [7] , and [1] . However, these conditions are not directly related to the physical data which, in the case of an electrode, usually reduces to the input current intensity on the boundary of the conducting domain.
To our knowledge, a description of more general boundary conditions can be found only in [11] . However, the main goal of that paper is concerned with topological aspects of the domain and with the introduction of elements of homology to correctly define these boundary conditions, but not with the mathematical study of corresponding variational formulations and their discretization.
In the present paper, we propose and analyze finite element methods to solve the eddy current model in a conducting bounded domain, including boundary conditions appropriate from a physical point of view. In particular, we consider a formulation in terms of the magnetic field and impose boundary conditions related either to the current density flux or to the current intensities entering the conducting domain.
Our main goal is to analyze and solve the last case, because current intensities are usually the only known data in real problems. However, we consider first the eddy current problem with current density flux as boundary data, since this allows us to present the results in a simpler form. Nevertheless, the analysis of this case can be of interest on its own, for instance in coupled problems where the current density flux is the output of other computations.
To impose the different boundary conditions, we introduce Lagrange multipliers and study the resulting mixed formulations. Concerning the discretizations of the problems, the magnetic field is approximated by Nédélec edge finite elements, while the Lagrange multipliers are in principle discretized by continuous piecewise linear functions.
We also prove that the Lagrange multiplier is a physically relevant field: an electric surface potential defined on the boundary of the conducting domain. This is why it turns out to be interesting to obtain error estimates for this magnitude, too. To this aim, we consider an alternative discretization of the Lagrange multiplier by piecewise constant functions, valid under a further mild regularity assumption on the current density flux.
The outline of the paper is as follows. In Section 2, we recall the eddy current model and define two sets of boundary conditions under which the electromagnetic problem is well posed. Section 3 is devoted to obtaining weak formulations by using the input current density flux as boundary data and to proving the existence and uniqueness of the solution. Then, in Section 4, we analyze the problem when the boundary data reduces to the input current intensity. Numerical discretizations of these problems are described in Section 5 where error estimates are obtained under mild regularity assumption on the solution. Finally, in Section 6, we report numerical results for a test problem with known analytical solution which allow us to assess the performance of the methods.
Some of the results of this paper have been announced in reference [8] .
The eddy current problem
Eddy currents are usually modeled by the low-frequency harmonic Maxwell equations. We are interested in solving the problem in a bounded conducting domain Ω (the electrode) crossed by an alternating electric current of angular frequency ω. In this case the model reduces to
where H, E and J are the complex amplitudes of the magnetic field, electric field and current density, respectively (see for instance [10] ). Throughout the paper, we use boldface letters to denote vector fields and variables, as well as vector-valued operators.
The coefficients µ and σ are the magnetic permeability and the electric conductivity, respectively. We assume that µ, σ ∈ L ∞ (Ω), and that there exist constants µ and σ such that
The three-dimensional domain Ω is assumed to be simply connected with a Lipschitz-continuous and connected boundary ∂Ω. This boundary splits into two surfaces of non-zero two-dimensional measure, Γ E and Γ J : ∂Ω =Γ E ∪Γ J . The (open) surface Γ E corresponds to the tip of the electrode where the electric arc arises; we assume Γ E is connected. The rest of the electrode boundary splits in its turn as follows:Γ J =Γ Figure 1 . Sketch of an electrode H × n and E × n, respectively, n being the outward unit normal vector to the boundary. Both are easy to handle from mathematical and computational points of view. However they are not so easy to obtain from the physical data which usually reduces to the input current intensities. Then, following Bossavit [11] , we consider the following boundary conditions:
µH · n = 0 on ∂Ω, (2.8) where the only data I n , n = 1, . . . , N, are the current intensities through each wire.
Condition (2.4) is the natural one to model the current free exit on the electrode tip. Conditions (2.5) and (2.7) account for the input intensities and the fact that there is no current flux through Γ 0 J , respectively. Conditions (2.6) and (2.8) have been proposed by Bossavit in [11] in a more general setting. They will appear as natural boundary conditions of our weak formulation of the problem. The former implies the assumption that the electric current is normal to the surface on the current entrance, whereas the latter means that the magnetic field is tangential to the conductor surface. Of course, condition (2.8) is not always fulfilled, but is a good approximation of the physical one in the case motivating this study.
The model described above restricts the Maxwell equations to a conducting bounded domain and neglects the electromagnetic effects outside. To take into account this effect, one could employ, for instance, the three-dimensional model presented in [7] . However, as mentioned above, that model is much more expensive from a computational point of view.
As a first step toward the analysis of problem (2.1)-(2.8) we consider another related problem. It corresponds to the following boundary conditions:
where g is a given function which is only non-zero on those parts of the boundary supporting input currents; i.e., g = 0 on Γ 0 J . Notice that g corresponds to the input current density flux through Γ J , which is usually unknown on Γ n J , for n = 1, . . . , N. Thus, this problem is less interesting from the practical point of view.
Throughout the paper all function spaces will be complex-valued. We use standard notation for Sobolev spaces and norms. Moreover, we recall the following definitions:
and, for each positive real number r,
each one of these spaces endowed with its natural norm, e.g.,
1/2 (∂Ω) be the space of traces of functions in H 1 (Ω), H −1/2 (∂Ω) its dual space, and ·, · ∂Ω the corresponding duality pairing. Let
Let H We end this section by proving the following lemma, which will be used several times in the sequel. Here and thereafter, C denotes a generic constant, not necessarily the same at each occurrence. (2.14) and the following estimate holds true with a constant C independent of q:
In both estimates, the constants C are also independent of q.
(Ω) be the unique solution of
.
Since div(∇u) = 0 and ∂Ω is connected, we know from Theorem 3.12 of [4] 3. Analysis of the eddy current problem with input current density flux as boundary data
In this section we consider problem (2.1)-(2.3) with the boundary conditions (2.9)-(2.11). First we obtain a weak formulation of this problem in terms of the magnetic field.
Let us consider a smooth test function G such that curl G · n = 0 on Γ J . From (2.2) we have (3.1) iω
By formal calculations, the boundary condition (2.11) implies that the tangential component of the electric field E is a gradient. Indeed, by integrating iωµH · n on any surface S contained in ∂Ω and using (2.11), (2.2), and Stokes' Theorem, we obtain 0 = iω
with t being a unit vector tangent to ∂S. Therefore, since ∂Ω is simply connected, we can assert that there exists a surface potential, defined up to a constant. More precisely, there exists a sufficiently smooth scalar function φ defined in Ω, such that E × n = ∇φ × n on ∂Ω. On the other hand, since Γ E is connected, (2.9) implies that φ must be constant on Γ E ; moreover, φ can be chosen null on Γ E . Then, we can transform the second term of (3.1) by using Green's formulas as follows:
where we have used that curl G · n = 0 on Γ J and φ = 0 on Γ E in the last equality. Now, by substituting this expression in (3.1), we obtain,
On the other hand, equations (2.1) and (2.3) lead to E = 1 σ curl H, which allows us to eliminate E in the above equation. Thus, we finally have that
In what follows we will obtain and analyze two different weak formulations, depending on the regularity of the boundary data g.
3.
1. Analysis without further assumptions. We start considering boundary data g = curl H · n belonging to H −1/2 00 (Γ J ), which corresponds to the more general setting since curl H ∈ H(div, Ω).
Let us denote for brevity X := H(curl, Ω), and consider the following linear manifold of X ,
with its associated subspace
Let a : X × X −→ C be the sesquilinear continuous form defined by
This form is clearly X -elliptic; namely, ∃α > 0 such that
Now we introduce the following problem:
The following existence result is easily deduced:
Proof. The result follows from the fact that a is elliptic in X , so in particular in V(0), and that V(g) is a non-empty closed linear manifold of X , which in its turn is a consequence of Lemma 2.1.
A mixed formulation of Problem 3.1 may be used to avoid dealing with functions that satisfy the constraints associated with V(g) and V(0). It consists of handling the boundary condition (2.10) in a weak sense by introducing a Lagrange multiplier defined on the boundary Γ J .
Let us denote M := H 1/2 00 (Γ J ) and b the sesquilinear form defined in
The mixed problem associated with Problem 3.1 is the following:
The classical Babuška-Brezzi theory can be applied to prove that this problem is well posed. 
Proof. Since the forms a and b are clearly continuous on their respective domains and a is X -elliptic, we only have to prove that b satisfies an inf-sup condition (see for instance Corollary I.4.1 of [14] ). More precisely, we are going to prove that there exists β > 0 such that
is a Hilbert space, ∀ν ∈ M we can write
According to Lemma 2.1,
Thus, the inf-sup condition holds with β = 1 C . Notice that once the magnetic field H g is obtained, the corresponding current density J g and electric field E g can be readily computed in the domain Ω by means of equations (2.1 and (2.3), respectively. These are the magnitudes actually needed in most applications. In the following theorem we show that the solution of Problem 3.3 satisfies the Maxwell equations (2.1)-(2.3) and the boundary conditions (2.9)-(2.11) in a suitable sense.
Then, the following equalities hold true:
In particular,
curl, Ω) and (3.6) holds true. Condition (3.8) is directly deduced from (3.4), where this boundary condition is imposed in a variational form.
To prove equation (3.9), given φ ∈ H 1/2 (∂Ω) 3 , we are going to show that
where we have used that
Green's formulas, and (3.6). Finally, to prove (3.7), notice that µH g ∈ H(div, Ω) because of (3.6). Then,
where we have used (3.6), (3.9), and Green's formulas.
The following direct consequence of this theorem, which will be used several times in Section 5 below, shows that a smoothness assumption on the magnetic field H g implies further smoothness of the Lagrange multiplier λ g too. Corollary 3.6. Let Γ be a smooth piece of Γ J such that σ| Γ is also smooth (e.g.,
Proof. As shown in the proof of Theorem 3.4, b satisfies the inf-sup condition (3.5). Then, from equation (3.3) and the continuity of a we have that
On the other hand, since curl H g ∈ H r (Ω) 3 , because of the standard trace theorem, curl H g | Γ ∈ H r−1/2 (Γ) 3 . Then, since Γ and σ| Γ ≥ σ > 0 are assumed to be smooth, we have
Hence, the surface gradient of λ g on Γ,
Problem 3.3 can be discretized by using Nédélec edge finite elements for the magnetic field H g and piecewise linear continuous elements for the Lagrange multiplier λ g . The resulting discrete problem and its convergence properties are studied in detail in Section 5.1.
However, at this point, it is important to remark that if the boundary data g were more regular, it would be possible to use piecewise constant functions to approximate the Lagrange multiplier λ g . For instance, this is true if g ∈ L 2 (Γ J ), which is quite a realistic assumption. Before studying this possibility at a discrete level, we deal with the corresponding continuous problem in what follows.
Analysis for input current density flux in L
2 (Γ J ). In this section we study problem (2.1)-(2.3) with the boundary conditions (2.9)-(2.11) in the case that the boundary data g ∈ L 2 (Γ J ). To this goal we follow a scheme similar to that of the previous section.
Let X be the subspace of X defined by
which is a Hilbert space when equipped with the norm
Consider the following linear manifold of X :
and its associated subspace V(0), which coincides with V(0). We introduce the following problem:
An existence result for Problem 3.7 is easily deduced:
Proof. The result follows from the fact that a is X -elliptic in V(0) and that V(g) is a non-empty closed linear manifold of H(curl, Ω), which is again a consequence of Lemma 2.1.
We consider again a mixed problem to handle the constraints involved in V(g) and
The mixed problem associated with Problem 3.7 reads as follows:
We apply again the classical Babuška-Brezzi theory to prove that this problem is well posed. 
Proof. Since a and b are clearly continuous on their respective domains and a is Xelliptic in V(0), we only have to prove that b satisfies the following inf-sup condition (see for instance Corollary I.4.1 of [14] again):
To prove this, given ν ∈ M, let G ∈ X be the vector field associated with q = ν by Lemma 2.1. Because of (2.14), G ∈ X ; moreover, G X ≤ C ν M because of (2.15). Hence,
which allows us to conclude the proof by taking β =
, the solution of Problem 3.3 is also a solution of Problem 3.9, because M is dense in M. This is the reason why we use the same notation for the solutions of both problems. So we could deduce the existence of the solution of Problem 3.9 from Theorem 3.4. However this is not the case for uniqueness and this is the reason why we have proved Theorem 3.10. Consequently, the solution of Problem 3.9 also satisfies Theorem 3.5 and Corollary 3.6.
Analysis of the eddy current problem with input current intensities as boundary data
We address now our main goal: to solve the eddy current model with the boundary conditions (2.4)-(2.8). We introduce weak formulations related to these boundary conditions and use the results obtained in the previous section for Problems 3.3 and 3.9 as tools for our analysis.
We study again two different cases according to the regularity of the corresponding current density flux through Γ J . 4.1. Analysis without further assumptions. Given (complex) input intensities I 1 , . . . , I N through each wire, let us denote I := (I 1 , . . . , I N ) ∈ C N and I ∈ L 2 (Γ J ) the function defined by
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Consider the following closed linear manifold of X ,
and its associated subspace
We introduce the following problem: 
We consider a mixed problem for handling the constraints in W(I) and W(0) in a way similar to how we did in the previous sections: 
Proof. The existence and uniqueness results are immediate consequences of the facts that a is X -elliptic and that the corresponding inf-sup condition for b holds true in M (and a fortiori in L ⊂ M) as shown in the proof of Theorem 3.4 (see for instance Corollary I.4.1 of [14] once more). Moreover,
Thus, we conclude the proof. 
Finally, the analogue to Corollary 3.6 also holds true: If Γ ⊂ ∂Ω, σ| Γ is smooth, and H I ∈ H r (curl, Ω) with 1/2 < r ≤ 1, then λ I | Γ ∈ H r+1/2 (Γ) and
Problem 4.3 can be discretized by using Nédélec edge finite elements for the magnetic field H I and piecewise linear continuous elements which are constant on Γ n J , n = 1, . . . , N, for the Lagrange multiplier λ I . In a way similar to how we noticed for Problem 3.3, if the (unknown) input current density flux through Γ J satisfies curl H I · n ∈ L 2 (Γ J ), then we can employ piecewise constant functions to approximate the Lagrange multiplier λ I . In what follows we present the corresponding continuous problem in order to study later its discrete approximation.
Analysis for input current density flux in L
2 (Γ J ). In this section we study the eddy current model with the boundary conditions (2.4)-(2.8) in the case that the input current density flux through Γ J is an L 2 -function. This amounts to assuming a bit more of regularity of
Let L be the following closed subspace of
and its corresponding associated subspace
Notice that G ∈ W(I) if and only if
, and
We introduce the following problem:
In a way similar to how we did in the previous sections, we consider a mixed problem for handling the constraints of W(I) and W(0):
Although a is not X -elliptic in W(0), we are able to prove the following result: 
Thus, according to Remark 4.5, H I satisfies all the boundary conditions (2.4)-(2.8).
Finite element discretization
In this section we introduce discretizations of the different mixed problems introduced above and study their convergence properties. To this goal, we assume that Ω is a Lipschitz polyhedron and that Γ n J are polyhedral surfaces for all n = 0, . . . , N. Consequently, Γ E is also a polyhedral surface. We also assume that σ is piecewise smooth (e.g., C
2 ) on a polyhedral partition of Ω. We consider a family of shape-regular tetrahedral meshes {T h } of Ω where, as usual, h denotes the corresponding mesh size. We assume that the meshes are compatible with the splittings of the domain boundary in the sense that, ∀K ∈ T h with a face T lying on ∂Ω, -either T ⊂Γ E or T ⊂Γ n J for some n = 0, . . . , N, and -σ| T is smooth. The magnetic field, which is a function of H(curl, Ω) in all of the problems, is discretized with lowest-order Nédélec edge finite elements (see [19] ). We recall their definition. For each tetrahedron K ∈ T h , let
Then, fields in H(curl, Ω) are approximated in the finite-dimensional space
Since N h (Ω) ⊂ X too, the main difference between the discretizations of Problems 3.3, 3.9, 4.3, and 4.7 is the space used to discretize the Lagrange multiplier.
Let T h Γ J be the triangular mesh induced by T h on the polyhedral surface Γ J and consider the following finite-dimensional spaces:
These are, respectively, the spaces of piecewise linear continuous functions (vanishing on the boundary) and piecewise constant functions defined on T h
If G is smooth enough for the boundary integrals below to make sense, its Nédélec interpolant G N is defined by
where t denotes a unit vector tangent to the edge . We recall in the following lemma some properties of this interpolant which has been essentially proved in [4] and [3] .
Lemma 5.1. The Nédélec interpolation operator
, for any r > 1/2 and s > 0, and the following error estimate holds true:
According to the Sobolev imbedding theorem and a trace theorem, for each
, with p > 2 depending on r and s, and n K being an outer unit normal to ∂K. Then, the extension of the Nédélec interpolation operator follows by applying Lemma 4.7 of [4] .
On the other hand, the arguments in the proof of Proposition 5.6 of [3] combined with Lemma 5.5 of the same reference yield the error estimate (5.1).
Finally, a density argument, the definition of G N , and Stokes' Theorem yield
(t T being a unit vector tangent to ∂T ). Hence, since curl G N · n ∈ Q 0 h (Γ J ), we conclude the proof.
The following lemmas are used below to establish adequate inf-sup conditions.
Lemma 5.2. The application
Proof. To prove the result, we take ν h ∈ Q 1 h (Γ J ) such that T ν h = 0 ∀T ∈ T h Γ J and prove that ν h = 0 on Γ J . We do this by induction on the number m of triangles of the mesh.
If m = 1, clearly ν h = 0. Assuming the result true for any mesh of (m − 1) triangles, we are going to show that it is also true for a mesh T h Γ J of m triangles. Our geometric assumptions imply that ∂Γ J is a polygonal curve of positive onedimensional measure. Then, in any triangular mesh there is always a triangle with at least one edge on the boundary ∂Γ J . Let T ∈ T h Γ J be one such triangle. We have ν h = 0 on T , since T ν h = 0.
. Therefore ν h = 0 on Γ J and we conclude the proof.
Lemma 5.3. Given q h ∈ Q
Proof. Let G ∈ X be the vector field associated with q h by Lemma 2. 
Finally, the estimate to be proved is a consequence of (5.1), (2.16), and (2.17).
In the following subsections we introduce discretizations for each of the different mixed problems, 3.3, 3.9, 4.3, and 4.7, and study their convergence properties. (H n , λ n ) is used to denote the solutions of all these discrete problems, although in general they are not the same. We do this to simplify the notation. No confusion should arise because we consider only one discrete problem in each subsection.
Discretizing Problem 3.3.
In this case, since the Lagrange multiplier λ ∈ H 1/2 00 (Γ J ), we use piecewise linear continuous finite elements for its discretization. Let
. In what follows, we prove that b satisfies an inf-sup condition on these discrete spaces, although with a constant which may depend on the mesh size h.
Lemma 5.4. There exists β h > 0 such that
Proof. Since X h and M h are finite-dimensional, we only have to prove that, given a non-vanishing
To prove this, notice that Π h ν h ∈ Q 0 h (Γ J ) does not vanish either, because of Lemma 5.2. Now, according to Lemma 5.3 
and we conclude the proof.
Remark 5.5. We have not been able to prove that the constant β h remains bounded away from zero when h goes to 0. Actually, our numerical experiments seem to show that β h converges to zero with a linear dependence on h.
If we approximate Problem 3.3 with the finite element spaces X h and M h , Lemma 5.4 allows us to show that the resulting discrete problem has a unique solution. However, since the inf-sup condition is not uniform in h, the approximating properties of such a scheme depend on inf
, and it is not clear that this infimum can be estimated for smooth H g either.
To avoid this drawback, we introduce a variational crime in the discrete formulation which allows us to prove error estimates under an appropriate mild smoothness assumption on H g . This variational crime can be seen as a kind of quadrature rule for g, ν h Γ J . It consists of substituting g with Π h g in this term. This is applicable whenever the data g is an L 2 (Γ J )-function. In such a case, we define the following discrete problem:
The following theorem yields an error estimate for the approximate magnetic field H h . Its proof follows similar arguments to those used to prove Theorem II.1.1 of [14] . 
Proof. The discrete Problem 5.6 has a unique solution, because a is elliptic in X h and b satisfies the inf-sup condition of Lemma 5.4. According to Lemma 5.1, the Nédélec interpolant H N g ∈ X h is well defined and satisfies curl H N g · n = Π h (curl H g · n) = Π h g on Γ J . Then, using that (H h , λ h ) is the solution of Problem 5.6, we have
On the other hand, since
Combining this with the equations above, we have
Hence, the X -ellipticity of a (see (3.2) ) together with the continuity of a and b yield
which combined with the triangular inequality lead to
Now, by virtue of Corollary 3.6, the Lagrange interpolant of
, is well defined and satisfies
because of standard interpolation results and (3.11). Finally, the two above inequalities and (5.1) yield the error estimate.
Discretizing Problem 3.9.
In this case we use the finite-dimensional spaces
h (Γ J ) to define the following discrete problem:
The following lemma shows that b satisfies a uniform inf-sup condition on these discrete spaces.
Lemma 5.9. There exists β * > 0 such that
be the vector field associated with ν h by Lemma 5.3. Then, since curl G h · n = ν h on Γ J , we have
which yields the lemma with β * =
1
C . The following theorem shows existence and uniqueness of solution for this problem and establishes error estimates for the magnetic field and the Lagrange multiplier: λ g ) is the solution of Problem 3.9, the following estimate holds true: 
Proof. Let
V h (0) := G h ∈ X h : Γ J curl G h · nν h = 0 ∀ν h ∈ M h . Notice that V h (0) ⊂ V(0); indeed, since curl G h · n ∈ M h for G h ∈ X h ,N g · n = Π h (curl H g · n) = Π h g on Γ J . Then, since (H h , λ h ) is the solution of Problem 5.8, we have b(H h − H N g , ν h ) = 0 ∀ν h ∈ M h . Hence, H h − H N g ∈ V h (0) ⊂ V(0).
Consequently, by taking H h − H
N g as test function in Problems 3.9 and 5.8, we obtain
). Then, since a is X -elliptic in V h (0) and continuous in X × X , we have
Finally, from this estimate, the triangle inequality, and (5.1), we obtain (5.3).
Remark 5.11. Estimate (5.3) cannot be directly obtained from (5.2) without further assumptions on the smoothness of the input current density flux g = curl H g · n on Γ J . In fact, (5.2) depends on inf
Proof. Since L h ⊂ M h , the inf-sup condition for b of Lemma 5.4 holds true for all ν h ∈ L h , although not necessarily uniformly in h. On the other hand, a is X -elliptic in X h with the ellipticity constant α of (3.2), which is independent of h. Then Theorem II.1.1 of [14] applies to this problem yielding existence of a unique solution of Problem 5.12 and the error estimate
In what follows we show that H N I ∈ W h (I). Then, the previous inequality, standard interpolation results, and estimates (4.3) and (5.1) allow us to conclude the theorem. Notice that, for such
On the other hand, as shown in Remark 4.5,
the latter because of Remark 4.9. Therefore H N I ∈ W h (I) and we conclude the proof.
Discretizing Problem 4.7.
to define the following discrete problem:
Since L h ⊂ M h , the inf-sup condition for b of Lemma 5.9 holds true for all ν h ∈ L h uniformly in h; that is, (5.4) sup
On the other hand, a is X -elliptic in X h . Then, since X h is finite-dimensional, a is X -elliptic in X h too, although with an ellipticity constant which may depend on h; namely, ∃α h > 0 such that
Thus, Babuška-Brezzi theory can be applied to prove that the discrete problem above is well posed:
We cannot use the standard results to obtain error estimates for the solution of this problem, because the ellipticity of a is not necessarily uniform in h. However, we can modify conveniently the proof of Theorem II.1.1 of [14] to adapt it to this case.
Let
We have the following result (we recall that W(0) was defined in Section 4.2): 
Then, from the continuity and ellipticity of a in X (see (3. 2)), we have
which combined with the triangle inequality and (5.1) yield
On the other hand, by taking the same test function G h ∈ X h ⊂ X in Problems 4.7 and 5.14, we obtain
Then, in particular for
where we have used that a is continuous on X × X and b in X × M and that G h X ≤ G h X . Hence, from the triangle inequality we obtain
and we conclude the proof from this inequality, standard error estimates for the L 2 (Γ J )-projection, and estimates (4.3) and (5.5).
Numerical results
In this section we present some numerical results obtained with Matlab codes developed by us, which implement the different methods described above. We have solved a particular test problem with known analytical solution to validate the computer codes and to assess the performance and convergence properties of each method.
We have solved the eddy current problem in a cylindrical domain Ω of radius R and height L, which is a bounded section of an infinite cylinder (see Figure 2) . We have considered an alternating current J going through the conductor Ω in the direction of its axis. This current has been assumed to be axially symmetric with an intensity I(t) = I 1 cos(ωt). Thus, we have taken the bottom surface of the cylinder as the current exit boundary Γ E , its lateral surface as the current density flux-free boundary Γ . Concerning the physical properties, the electric conductivity σ and the magnetic permeability µ are taken as constants in Ω.
We have used the following geometrical and physical data:
Hm −1 (magnetic permeability of free space);
To obtain the analytical solution of this problem, we consider a cylindrical coordinate system (r, θ, z) with the z-axis coinciding with the axis of the cylinder (see Figure 2) . We denote e r , e θ , and e z the unit vectors in the corresponding coordinate directions.
Because of the conditions assumed on J, only the z-component of the electric field E = 1 σ J does not vanish in the conductor. Moreover, it depends on the radial coordinate r but is independent of the other two coordinates θ and z. Consequently, only the θ-component of the magnetic field H = i ωµ curl E does not vanish and it also depends only on the coordinate r. Then, after writing the curl operator in cylindrical coordinates, straightforward computations allow us to obtain the following expression for the magnetic and electric field (see [7] for details):
where I 1 and I 0 are the modified Bessel functions of the first kind and orders 1 and 0, respectively, and γ = √ iωµσ ∈ C. On the other hand, since E × n = −∇λ × n on Γ J , after writing the gradient operator in cylindrical coordinates, we obtain the following analytical expression for the Lagrange multiplier λ on Γ J :
Notice that λ is constant on the top and bottom surfaces Γ and Γ E , respectively. Thus, this problem can be used as a test for both sets of boundary conditions (2.9)-(2.11) and (2.4)-(2.8). In the first case, a direct computation leads to the following expression for the boundary data g = curl H · n| Γ J in (2.10),
In the second case, the input current intensity I 1 in (2.5) is just the intensity amplitude of the alternating current I(t) = I 1 cos(ωt) imposed through Ω. Notice that the four proposed finite element methods are applicable to this problem, since curl H · n ∈ L 2 (Γ J ). All of the numerical methods have been used on several successively refined meshes and we have compared the obtained numerical solutions with the analytical one. Figure 3 shows the coarsest mesh used for the domain. Tables 1 to 4 show the norms of the approximate solutions H h and λ h computed on several meshes and the corresponding absolute errors for all of the discrete problems analyzed in the previous section. In all tables we identify each mesh with its total number of edges which correspond to the number of degrees of freedom (d.o.f.) of H h . We include one table for each problem.
We have chosen the following energy-like norms:
for the magnetic field,
for the current density flux.
Notice that · a,Ω is equivalent to · X , whereas · a,Ω + | · | σ,Γ J is equivalent to · X . Table 2 . Solution (H h , λ h ) of Problem 5.8. Table 4 . Solution (H h , λ h ) of Problem 5.14. . In our test, it is simple to verify that u λ = λ in the whole Ω, with λ given by (6.1). Then, to compute the M norm of a numerical solution λ h and its corresponding error, we have solved by a standard finite element method the problem above with ν = λ h .
Notice that the computed magnetic fields H h and Lagrange multipliers λ h converge for all the methods.
Figures 4 and 5 show log-log plots of the errors for the computed magnetic fields H h and Lagrange multipliers λ h , respectively, versus the number of degrees of freedom, for the same meshes and the four methods. We have used the norm · a,Ω for the former and the L 2 (Γ J ) norm for the latter. A linear dependence on the mesh size can be clearly observed for all H h . However, for the Lagrange multiplier λ h the conclusions are not clear. Figure 5 shows an almost quadratic dependence on the mesh size which could not be true, at least for Problems 5.8 and 5.14 where λ is approximated by piecewise constant functions. Since in three-dimensional experiments the mesh size cannot become very small because of computer limitations, we cannot confirm the actual order of convergence of the Lagrange multiplier with this example. This is mainly due to the large magnitude of some of the physical constants.
To avoid this drawback, we have solved a similar problem with all of the physical constants set equal to one, namely, σ = µ = ω = I 1 = 1. Figure 6 shows a log-log plot of the relative errors for the Lagrange multipliers computed with each of the methods. Now, a quadratic dependence on the mesh size can be observed for the methods approximating the Lagrange multiplier with piecewise linear functions, while a linear dependence appears for those using piecewise constant functions. . Error curve for λ h (log-log scale). Case of unit constants.
Conclusions
We have studied the eddy current problem in a conducting bounded domain. The main point is the introduction of physically realistic boundary conditions. To handle these boundary conditions, which are neither essential nor natural, we have introduced a Lagrange multiplier defined on the boundary which leads to mixed problems. This multiplier has a physical meaning: it is a surface electric potential defined on the boundary of the domain.
Two kinds of boundary conditions have been considered:
• the current density flux is given (Problems 3.3 and 3.9);
• the current intensities are given (Problems 4.3 and 4.7).
The second boundary condition is the most interesting in practice, because it involves physical data easy to measure in real problems. The reason to consider the first boundary condition too is two-fold: on one hand, as an intermediate step for the treatment of the other case and, on the other hand, because in some problems the current density flux could be known, for instance if it is the output of other computations. Each mixed problem involves the magnetic field and the Lagrange multiplier, and we have proposed finite element methods to obtain their numerical solution. The magnetic field has been approximated by using Nédélec edge elements in all of the problems, while the discretization of the Lagrange multiplier depends on the regularity of curl H · n. More precisely, we have used In the first case, the discrete inf-sup conditions corresponding to the mixed problems are not uniform with respect to the mesh size. Because of this, we could only prove L 2 convergence for the magnetic and electric fields. Instead, in the second case, we have proved L 2 error estimates for the multiplier too. Both discretizations of the Lagrange multiplier have some interest in and of themselves. The first one is valid without the need of the additional smoothness assumption curl H · n ∈ L 2 (Γ J ). The second one has the advantage that a thorough mathematical analysis including optimal order error estimates for the multipliers has been given in this paper. However, in spite of the lack of a proof for the convergence of the Lagrange multiplier, the experiments seem to indicate that an optimal order error estimate should be valid for the first discretization, too. Thus a conclusion as to which is the best choice would need further work.
