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Abstract
Self-attention-based encoder-decoder frameworks have drawn increasing attention in 
recent years. The self-attention mechanism generates contextual representations by 
attending to all tokens in the sentence. Despite improvements in performance, recent 
research argues that the self-attention mechanism tends to concentrate more on the 
global context with less emphasis on the contextual information available within the 
local neighbourhood of tokens. This work presents the Dual Contextual (DC) mod-
ule, an extension of the conventional self-attention unit, to effectively leverage both 
the local and global contextual information. The goal is to further improve the sen-
tence representation ability of the encoder and decoder subnetworks, thus enhancing 
the overall performance of the translation model. Experimental results on WMT’14 
English-German (En→De) and eight IWSLT translation tasks show that the DC 
module can further improve the translation performance of the Transformer model.
Keywords Deep neural representation learning · Self-attention networks · Local 
contexts · Global contexts
1 Introduction
Self-Attention Networks (SAN) (Parikh et  al. 2016; Lin et  al. 2017) have been 
shown to significantly improve the performance of neural models for natural lan-
guage processing (NLP) tasks including Neural Machine Translation (NMT) 
(Gehring et  al. 2017; Vaswani et  al. 2017; Dou et  al. 2019), acoustic modeling ( 
Sperber et  al. 2018), document summarization (Al-Sabahi et  al. 2018; Wang and 
Ren 2018) and reading comprehension (Yu et al. 2018). The state-of-the-art NMT 
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model, the Transformer network (Vaswani et  al. 2017), is a prominent non-RNN 
model based entirely on self-attention. One of the strengths of SANs is their ability 
to capture long-range dependencies between tokens within a given sentence. SANs 
achieve this by attending to all tokens present irrespective of their distance apart ( 
Sperber et  al. 2018; Yang et  al. 2019a). That is, to generate the contextual repre-
sentation for a token, self-attention tends to consider all tokens in the sentence. The 
implication of this approach is there is a higher probability that the self-attention 
mechanism may overlook important short-range dependencies between neighbour-
ing tokens (Sperber et al. 2018; Yang et al. 2019a).
Recently, there has been a growing amount of research dedicated to enhancing 
the performance of SANs at capturing both the long- and short-range dependencies 
between the sentence tokens. For example, Sperber et  al. (2018) applied a local-
ity restriction approach to limit the attention scope/span of the attention mechanism 
to the neighbouring elements to further enhance performance on the task of acous-
tic modeling. Similarly, Yang et al. (2018) employed a learnable Gaussian bias to 
model localness by revising the attention weight distribution to focus more on a 
dynamically varying window of tokens. In a different direction, other work ( Wu 
et  al. 2019; Yang et  al. 2019b) explored convolutional concepts to restricting the 
attention span to a fixed size window. Even though these approaches enhance the 
sentence representation ability of the SAN, Xu et al. (2019) argue that restricting the 
attention scope to some extent limits the ability of the self-attention mechanism to 
efficiently learn global contextual information.
An interesting question here is the following: how can we effectively exploit local 
contextual information together with global contextual information without restrict-
ing the attention scope of the self-attention mechanism? To this end, this work pro-
poses the Dual Contextual (DC) module, an extension to the self-attention unit to 
leverage both the local and global contextual information to further enhance transla-
tion quality. The DC module shown in Fig. 1 comprises two sub-modules, namely 
the Local Contextual Unit and the Context Interaction Unit. The Local Contextual 
Unit is a CNN-based network employed to capture the local contextual information 
respective to a neighbourhood window determined by the convolution filter size. 
The generated sentence representation from the Local Contextual Unit is passed to 
the Context Interaction Unit  which employs two multi-head attention-based units 
and an aggregation unit to model the interaction between the global and local con-
textual information. The proposed approach imposes no restrictions on the attention 
scope, allowing the self-attention to fully capture any long-range dependencies. The 
learning of the short-range dependency information is assigned to the Local Con-
textual Unit. One of the multi-head attention units in the Context Interaction Unit is 
employed to perform the self-attention computation across the input representation. 
The DC module is incorporated into the Transformer network. Experimental results 
on nine translation tasks show that the proposed DC module can further improve 
the translation quality of the Transformer model. Furthermore, analysis based on 
ten linguistic probing tasks (Conneau et al. 2018) demonstrates that the leveraging 
both global and local contextual information further enhances the model’s ability to 
effectively capture the necessary linguistic properties required for the source transla-
tion task.
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The contributions of this work are the following: 
1. Proposing the Dual Contextual module to leverage both the local and global 
contextual information to further improve translation performance.
2. Demonstrating consistent improvement over the strong Transformer baselines 
across nine translation tasks.
3. Providing analysis on the performance impact of limiting the application of the 
DC module to the layers of either the encoder subnetwork or the decoding sub-
network.
4. Providing an ablation study on the impact of limiting the contextual modeling via 
the DC module to only some combinations of encoding layers.
The remainder of the paper is organized as follows: Sect.  2 briefly reviews the 
related literature and Sect.  3 provides a background to NMT. The proposed Dual 
Contextual module is presented in Sect. 4. The experiments conducted are presented 
in Sect. 5, and the results are compared and discussed in Sect. 6. Section 7 presents 
a detailed analysis on the impact of the DC module on translation performance of 
the Transformer network. Finally, the conclusions are presented in Sect. 8, together 
with avenues for future work.
2  Related work
Leveraging useful word-to-word contextual information has been shown to be essential 
to achieve higher translation quality in statistical machine translation (SMT) models 
(Gimpel and Smith 2008; He et al. 2008; Marton and Resnik 2008). One of the ear-
liest works exploiting both local and global contextual information to improve NMT 







Fig. 1  The proposed DC module employed to leverage both the local and global information. zf  is the 
context-rich representation generated based on the input sentence representation r. lc is the contextual 
representation generated by the Local Contextual Unit and AGG denotes the aggregation unit employed 
to combine the hidden representations hl and hg generated by Feature Interaction (FI) units
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performance was Luong et al. (2015). Specifically, to utilize both local and global infor-
mation of the source tokens, the authors employ two attention mechanisms, namely 
the global and local attention units. During the decoding step t, the global attention 
considers all the source tokens, whereas the local attention computation is performed 
across a subset of the source tokens. The improvements in performance highlight the 
importance of capturing both global and local contextual information. Motivated by 
this, recent work ( Sperber et al. 2018; Yang et al. 2018; Xu et al. 2019) has investigated 
strategies to learn both long-distance and short-range dependencies between tokens to 
further enhance the sentence representational ability of the self-attention mechanism. 
To model localness, Yang et al. (2018) proposed a modification of the self-attention 
mechanism with a learnable Gaussian bias which specifies the central position and 
window of tokens neighbourhood to which more attention should be paid. Similarly, 
Sperber et al. (2018) explored two masking techniques for controlling the contextual 
range of self-attention for the task of acoustic modeling. Other work ( Wu et al. 2019; 
Yang et al. 2019b) has explored convolutional concepts to restrict the attention scope/
span to a window of neighbouring tokens.
The ability of self-attention to efficiently capture global contextual information has 
been identified as one of its salient strengths, improving the performance of down-
stream NLP tasks such as semantic modeling (Yang et  al. 2019a) and constituency 
parsing (Kitaev and Klein 2018). However, the approaches by Wu et  al. (2019) and 
Yang et al. (2019b) restricting the attention scope to some degree can result in loss of 
important global and long-distance dependencies (Xu et al. 2019). The work of Song 
et al. (2018b) and Xu et al. (2019) exploit a hybrid attention mechanism to learn local 
and global contextual information. These approaches augment the self-attention mech-
anism with masking designed purposely to learn the local contextual patterns without 
restricting the self-attention mechanism’s ability to efficiently model the global and 
long-distance dependencies. Another form of hybrid attention mechanism is the QANet 
proposed by Yu et al. (2018), which employs a multi-layer depth-wise separable CNN 
to initially model the local contextual representation before the application of the self-
attention unit. The resulting model significantly outperformed RNN-based models for 
the task of machine comprehension. In a similar direction, our work proposes the Dual 
Contextual Module to leverage both local and global information to further improve the 
performance of NMT. However, unlike Shen et al. (2018); Song et al. (2018b); Yu et al. 
(2018) and Xu et al. (2019), the DC module employs two separate attention computa-
tion units. Furthermore, the modeling of the local and global contextual information is 
applied to all layers within the encoder and decoder subnetworks. This work argues that 
the decoder subnetwork requires rich contextual source representation to achieve higher 
translation quality. This implies that the output of the encoder subnetwork has to ‘fully’ 
encapsulate both the local and global contextual information of the source tokens.
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3  Background
A typical NMT system learns the conditional probability (Y ∣ X; )  mapping 
from a given source sequence X =
(
x1, x2,⋯ , xM
)
 to a target language sentence 
Y =
(
y1, y2,⋯ , yN
)
 of length N, where xi and yt denote the ith and tth tokens of X and Y 
respectively. The model parameter  is learned by maximizing the likelihood, as in (1):
where y<t = y1,⋯ , yt−1 is the partial target sequence generated.
NMT models usually consist of two subnetworks, namely the Encoder and Decoder. 






] based on the 
source embedding Ex = [e1, e2,⋯ , eM] , where ei ∈ ℝd is the embedding vector for the 
ith source token (i.e. xi ). During the decoding step t, the target token yt is generated by 
the decoder subnetwork based on the partial target sequence y<t and source semantic 
representation He from the encoding subnetwork.
3.1  The transformer model
Similar to NMT models based on RNNs (LSTM/GRU) (Cho et al. 2014; Bahdanau 
et al. 2015) and CNN (Gehring et al. 2017), the Transformer network (Vaswani et al. 
2017) employs the Encoder-Decoder architectural structure. The encoder and decoder 
subnetworks consist of a stack of L-identical layers. For the encoding subnetwork, each 
layer consists of two sublayers, a self-attention (SA) module followed by a position-
wise feed-forward network. A decoding layer is composed of a similar network struc-
ture to that of an encoding layer, but it employs an encoder-decoder attention unit in 
between the SA module and position-wise feed-forward network. To enhance the flow 
of gradient information, both the encoder and decoder subnetworks employ residual 
connection  (He et  al. 2016) and layer normalization (Ba et  al. 2019) around each 
sublayer.
A linear transformation layer with a softmax activation is employed to convert the 
decoder’s output representations HL
d
 into output probabilities over the target vocabulary. 
To further improve the model’s performance, recent work (Inan et  al. 2016; Pappas 
et al. 2018) has proposed a linear transformation layer sharing the same weights with 
the word embedding layers of the decoder and encoder subnetworks. Furthermore, this 
strategy reduces the size of the model in terms of the number of trainable parameters.
3.2  Self‑attention mechanism
An attention mechanism aims at modelling the direct relations between tokens of a 
given pair of sequence representations. Formally, the attention mechanism generates 
the token-to-token contextual representation c in (2):
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where Q ∈ ℝZ×dmodel , K ∈ ℝJ×dmodel , and V ∈ ℝJ×dmodel are the query, key and value 
vectors, respectively.  is the attention weight distribution computed across the 
tokens represented by K. Z and J are the number of tokens in the given sequence 
representations Q and K respectively. dmodel denotes dimension of the hidden repre-
sentation. Finally, score (⋅) is a scaled dot product function defined as in (3):
where 
√
dk is a scaling factor employed to stabilise the attention computation.
Self-attention, a variant of the attention mechanism, performs the attention com-
putation across a single sentence representation. Specifically, self-attention models 
the long-range dependencies between the tokens within the input sequence. Recent 
work including Gehring et  al. (2017); Vaswani et  al. (2017); Shaw et  al. (2018) 
and Yu et al. (2018) has shown the potential performance gain of the self-attention 
mechanism over RNN by capturing long-range contextual information and depend-
encies between the pairs of tokens within the given sequence.
For a layer1 l, the self-attention unit computes the sentence representation hl by 
attending to the hidden representation Hl−1 from the preceding layer2 ( l − 1 ). The 
first stage of the self-attention unit is the computation of the query (Q), value (V) 
and key (K) based on three separate projections of the Hl−1 , as in (4):
where {WV ,WQ,WK} ∈ ℝdmodel×dmodel are the projection weights employed to gener-
ate the value, query and key vectors respectively. The self-attention unit employed 
by the Transformer model is based on the multi-head attention ( MHA ) mechanism. 
Specifically, the MHA defines Nh attention heads where each headi generates a sepa-
rate attention weight distribution i . The attention head headi attends to tokens at 














Q = Hl−1WQ ∈ ℝJ×dmodel
V = Hl−1WV ∈ ℝJ×dmodel
K = Hl−1WK ∈ ℝJ×dmodel
1 A layer of either the encoder or decoding subnetwork.
2 For l = 0 , Hl−1 is the output of the embedding layer.
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where Wo ∈ ℝdmodel×dmodel is a trainable weight parameter employed to generate the 
output representation hl ∈ ℝJ×dmodel based on concatenation of the contextual repre-
sentations from all the attention heads Oc . {Qi,Ki,Vi} ∈ ℝJ×d mod el∕Nh are the query, 
key and value vectors with respect to the ith attention head, respectively.
4  Dual contextual module
Our approach seeks to further improve translation performance by leveraging both 
the local and global contextual information to enhance the sentence representation 
ability of the encoding and decoding subnetworks. To this end, for a given layer 




Oc = Concat (c
1, c2,⋯ , cNh )
ci = ATT(Qi,Ki,Vi)










 are the input and output representations of the encoder layer l. HL
e
 is the 
output of the top-level encoding layer passed to the encoder-decoder MHA sublayer of the decoding layer
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Dual Contextual Module as illustrated in Fig. 2. As shown in Fig. 1, the DC mod-
ule consists of two sub-modules, namely the Local Contextual Unit and the Context 
Interaction Unit. To enhance the flow of gradient information, residual connections 
and layer normalization are applied across the output of each sub-module. For an 
encoder layer l, the input sentence representation to the DC module (r) denotes the 
output of the (l − 1)th encoder layer Hl−1
e
 . Similarly, for a decoding layer l, r is the 
output of the preceding layer l − 1 (i.e. Hl−1
d
).
4.1  Local context unit
To capture local contextual information, this unit employs a single layer one-dimen-
sional (1-D) convolution network with Gated Linear Unit (GLU) activation (Dau-
phin et  al. 2017). The 1-D convolution can learn local dependencies between the 
source tokens within a neighbourhood of width determined by the kernel size of the 
filter (Song et  al. 2018a; Yu et  al. 2018). The local contextual representation lc is 
generated as in (6):
where Wr ∈ ℝf ⋅dmodel×2⋅dmodel and f are the convolution filter and kernel size, respec-
tively. br is the bias and g(⋅) the GLU activation. r̂t is the local contextual repre-
sentation of the t th token in the sequence. As shown in (6), r̂ is generated from the 
concatenation of the local contextual representations with respect to all input tokens.
4.2  Context interaction unit
This is the core of the DC module computing the context-rich representation zf  
based on the lc from the Local Contextual Unit and r. Given lc and r, the Context 
Interaction Unit generates the hidden representations hl and hg via two Feature Inter-
action ( FI ) units as shown in Fig. 1. Each FI employs multi-head attention mecha-
nism to model the interactions between the unit’s inputs, as in (7):









Nh  are 
the projections of the query (A), key (B) and value (B) vectors with respect to the 
attention head headi sub-space, respectively. As shown in Fig.  1, hg is the global 
contextual representation obtained from a self-attention operation across the r. The 
(6)
lc = LayerNorm (r̂ + r)







hl = FI(r, lc)
hg = FI(r, r)
where
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hl is sentence representation generated from the attention operation between r and 
the lc (from the Local Contextual Unit).
A feature Aggregation unit (AGG) is employed to generate the hidden representa-
tion ẑ from the combination the outputs of the FI units, as in (8):
where Wz ∈ ℝ2⋅dmodel×dmodel and bz ∈ ℝdmodel are trainable model parameters. [⋅;⋅] 
denotes the concatenation operation. Formally, the Context Interaction Unit  com-
putes the zf  as in (9):
As shown in Fig. 2, the generated zf ∈ ℝJ×dmodel is passed to the subsequent sublayers 
for further processing. For the encoder subnetwork, it is fed into the position-wise 
feed-forward network. However, in the case of the decoder subnetwork, it is one of 
the inputs to the encoder-decoder attention unit.
5  Experimental setup
5.1  Datasets
The effectiveness of the proposed approach is evaluated on WMT’14 English-Ger-
man (En→De), and IWSLT tasks: French-English (Fr↔En), Spanish-English (Es↔
En), Romanian-English (Ro↔En) and English-Vietnamese (En↔Vi) translation 
tasks.
The dataset for the En→ De translation task consists of about 4.5M sentence pairs 
for training. Consistent with existing works (Vaswani et al. 2017; Yang et al. 2018; 
Xu et al. 2019), the newstest2013 and newstest2014 sets are employed as the val-
idation and test sets, respectively. For the Es↔ En and Ro↔ En tasks, the datasets 
employed are respectively from the Spanish-to-English and Romanian-to-English 
translation tracks of the IWSLT 2014 evaluation campaign (Cettolo et  al. 2014).3 
The training sets for these tasks consist of 183k and 182k sentence pairs, respec-
tively. The test set is the tst2014 split and the validation set is created by concat-
enating the tst2010, tst2011, tst2012 and dev2010 sets. The En↔ Vi translation task 
is performed on the English to Vietnamese track of IWSLT 2015 (Cettolo et  al. 
2015). The dataset consists of 133k training sentence pairs. The tst2013 (consisting 
of about 1.2k sentences pairs) and tst2012 (consisting of 1553 sentences pairs) are 
employed as the test and validation data, respectively. For the Fr↔ En task, the data-
set consisting of 207k training sentence pairs is from the IWSLT 2015 campaign. 
The test set is from the combination of the tst2014 and tst2015 splits. The validation 
set is the tst2013 set.
(8)ẑ = [hl;hg]Wz + bz
(9)zf = LayerNorm (ẑ + r)
3 https:// wit3. fbk. eu/ mt. php? relea se= 2014- 01.
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For a given translation task, the size of the vocabulary is limited to a few num-
bers of words to reduce the complexity of the model. However, limiting the vocabu-
lary size usually results in the out-of-vocabulary problem, which can be mitigated 
by learning a shared vocabulary via byte-pair-encoding4 (Sennrich et al. 2016) for 
both the encoding and decoding subnetworks. The resulting subword-based shared 
vocabulary is employed to encode the sentence pairs (source and target sentences).5 
The vocabularies for the En→De, Es↔En, En↔Vi, Ro↔ En and Fr↔ En translation 
tasks consist of 32k, 34k, 21k, 32k and 31k subword tokens, respectively.
The translation quality of the proposed model is reported based on the BLEU 
metric (Papineni et  al. 2002). Specifically, the 4-gram case-sensitive NIST BLEU 
metric is employed as the evaluation metric for the En→ De task. The translation 
quality for En↔ Vi is reported based on the case-sensitive BLEU score computed 
with sacreBLEU.6 Finally, for the other IWSLT translation tasks, the case-sensitive 
BLEU metric evaluated with multi-bleu.pl7 is employed. The statistical significance 
of the BLEU scores between the baseline and our DC based models is evaluated 
with paired bootstrap resampling (Koehn  2004) using the compare-mt8 (Neubig 
et al. 2019) library with 1000 resamples. For simplicity, the statistical significance 
test is performed on the WMT’14 En→ De task mainly due to the size of the test 
dataset.
5.2  Model settings
The proposed Dual Contextual Module is integrated into the Transformer network 
(Vaswani et  al. 2017). The parameter settings such as the number of encoder and 
decoder layers, number of attention heads and hidden size employed for each trans-
lation task are chosen based on the number of sentence-pairs within the training 
set. For the low-resource (IWSLT) tasks, the model consists of 4-layer encoder and 
4-layer decoder subnetworks each with hidden size and number of attention heads 
set as 256 and 4, respectively. However, for En→De, the hidden size, number of 
attention heads and number of layers are 512, 8 and, 6, respectively. Based on an 
analysis performed on the En→ De task (see Sect. 7.2), the filter size of the CNN unit 
of the Local Context Unit is set to 2.
5.3  Training and inference
For the IWSLT tasks, the models are trained with a batch size of 2048 tokens 
and the number of training iterations is 200k. The batch size and the num-
ber of iterations employed to train the model on the En→ De are 4960 
tokens and 160k iterations, respectively. Adam (Kingma and Ba 2014) (with 
6 https:// github. com/ awsla bs/ socke ye/ tree/ master/ contr ib/ sacre bleu.
7 https:// github. com/ moses- smt/ mose. sdeco der/ blob/ master/ scrip ts/ gener ic/ multi- bleu. perl.
8 https:// github. com/ neulab/ compa re- mt.
4 https:// github. com/ rsenn rich/ subwo rd- nmt.
5 The original casing for the tokens in each sentence is preserved.
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1 = 0.9, 2 = 0.98,  = 10
9 ) is used as the optimizer to train the models. Unlike 
Vaswani et  al. (2017), the learning rate scheduling algorithm employed in this 
work is the single-cosine-cycle with warm-up (So et al. 2019).
During inference, the target translations are generated using the beam search 
algorithm. For the En→ De task, a beam-size of 4 and a length penalty of 0.6 is 
employed. Finally, for the IWSLT tasks, the beam size and length penalty are 6 
and 1.1, respectively. The proposed DC module can be applied to both subnet-
works of the Transformer model. Furthermore, it can also be limited to either the 
encoder or decoder subnetwork. For simplicity, the Transformer model trained 
Table 1  Translation performance on the WMT14 English-German (En→De) test set
The progressive gain between our implementation of the Transformer baseline and our approach is 
shown in parentheses
# Params denotes the number of trainable parameters per model. Train indicates the training speed 
(steps/second)
‡ indicates statistically significant difference with 𝜌 < 0.01
Model # Params Train BLEU
8-Layer RNN (Wu et al. 2016) – – 26.30
ConvSeq2Seq (Gehring et al. 2017) – – 26.36
Transformer-Base (Vaswani et al. 2017) – – 27.31
Transformer+CNN (Yu et al. 2018) – – 27.70
Transformer+EM Routing (Dou et al. 2019) – – 28.81
Transformer+Layer Aggregation (Dou et al. 2018) – – 28.78
Transformer+2D-CSANs (Yang et al. 2019b) – – 28.18
Our NMT Systems
 Transformer 61.2M 3.66 28.37
 Enc-DC 73.86M 3.0 29.26 ( +0.89)‡
 Dec-DC 73.86M 3.08 28.86 ( +0.49)‡
 Full-DC 86.5M 2.53 29.11 ( +0.74)‡
Table 2  Translation 
performance on the IWSLT 
tasks ({Vi, Es, Fr, Ro } ↔ En)
Task Models
Transformer Enc-DC Dec-DC Full-DC
Vi→En 29.03 29.42 29.20 29.70
En→Vi 30.58 31.28 31.24 31.10
Es→En 39.80 40.18 39.96 40.15
En→Es 37.90 38.59 38.28 38.10
Fr→En 32.85 33.35 33.15 33.42
En→Fr 33.15 33.94 33.43 33.60
Ro→En 26.66 27.15 26.81 27.14
En→Ro 20.91 21.20 21.22 21.27
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with the DC module applied to both the encoder and decoder subnetworks is 
denoted as Full-DC. The model with the DC module applied to only the encoder 
is denoted as Enc-DC. Finally, Dec-DC is the Transformer model trained with the 
DC module employed within only the decoder subnetwork.
6  Results
This section presents the evaluation performance of the proposed Dual Contextual 
model on the translation tasks under consideration. Table 1 shows translation per-
formance on the WMT’14 En→ De dataset, with the value in parentheses denoting 
the progressive gain over the Transformer baseline. Similarly for the IWSLT tasks, 
the results are summarized in Table 2. Finally, Table 3 summarizes the performance 
of existing models on the IWSLT En→ Vi and Es→ En translation tasks. On the 
En→ De translation task, the DC unit significantly improves the performance of the 
Transformer model by +0.89 BLEU in the case of the Enc-DC  model and +0.49 
BLEU with respect to the Dec-DC model. The performance of the Dec-DC model 
is improved by +0.25 BLEU when the DC module is applied to both subnetworks. 
However, the performance achieved by the Full-DC  model is lower than that 
achieved by the Enc-DC model. Besides, the translation performance obtained via 
the DCM unit is higher than all the existing models further demonstrating the supe-
riority of the proposed approach.
The languages under consideration for the IWSLT tasks belong to different lan-
guage families. The overall performance of an NMT model is affected by the lin-
guistic and syntactic properties or structures of the language pairs under considera-
tion. The translation quality achieved demonstrates the effectiveness of our proposed 
DC-based models at translating between languages of different families as shown in 
Table 2. On average, the Enc-DC model consistently achieves a higher performance 
gain over the Transformer baseline across all the IWSLT translation tasks. Com-
pared to existing work, the baseline Transformer model consistently outperforms the 
models of Luong and Manning  (2015) and Huang et al. (2018), with a performance 
improvement of +2.51 BLEU score on the En→ Vi translation task as summarized in 
Tables 2 and 3. The proposed Enc-DC and Dec-DC models achieved BLEU scores 
Table 3  Existing results on the 




Luong & Manning (Luong and Manning  2015) 23.30
NPMT (Huang et al. 2018) 27.69
NPMT + LM (Huang et al. 2018) 28.07
Es→En
UEDIN (Cettolo et al. 2014) 37.29
Tied Transformer (Xia et al. 2019) 40.51
Layer-wise Coordination (He et al. 2018) 40.50
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of 31.28 and 31.24, respectively. This represents a further performance gain up to 
+0.7 . In contrast, a lower gain in translation quality of +0.52 BLEU is achieved 
when DC is applied to both subnetworks (i.e. Full-DC). Similarly, on the Es→ En 
task, all our models outperform the Transformer baseline. A marginal performance 
gain of +0.16 BLEU is achieved when the DC module is applied to only the decoder 
subnetwork (i.e. Dec-DC). On this dataset, the best performance is achieved by the 
Enc-DC and Full-DC models enhancing the translation quality by +0.38 BLEU and 
+0.35 BLEU, respectively. However, the translation performance of the Enc-DC, 
Dec-DC and Full-DC models is lower than that achieved by the models in He et al. 
(2018) and Xia et al. (2019), outperforming only the model of Cettolo et al. (2014).
Overall, the performance achieved across all translation tasks indicates the 
benefits of leveraging both the local and global contextual information. The Enc-
DC  model consistently outperforms the Dec-DC   approach on all datasets. This 
could be attributed to the bias/mask employed by self-attention units within the 
decoding layers. During the decoding step t, the attention bias limits the decoder’s 
self-attention to only consider the target sub-sequence (i.e.  y<t ) generated so far. 
This implies that the decoder layer is able to exploit the local information within 
the neighbourhood of y<t . Therefore unlike the encoder subnetwork, the CNN unit 
generating lc has a limited impact on the performance of the decoding layers and 
the decoder subnetwork. This is consistent with the observations made by Zhang 
et al. (2018). Furthermore, applying the DC module to both subnetworks (Full-DC) 
in most cases only improves performance from the Dec-DC  model’s perspective. 
Besides, the Full-DC  achieved a higher performance gain over the Enc-DC model 
only on the Vi→ En task. On a number of the translation tasks under consid-
eration, there is no significant difference in the performance of the Full-DC  and 
Enc-DC models.
As shown in Table 1, the DC module introduces new parameters due to the addi-
tional attention computation as well as the LC units. Applying the DC module to all 
the subnetworks (Full-DC model) results in about a 25M increase compared to the 
12.7M by the Enc-DC and Dec-DC models. The computational speed of a neural 
model is affected by quantities such as the optimizer, number of network param-
eters and the other computations that directly modify the formulation of the network 
(Popel and Bojar 2018). Accordingly, our DC-based models have lower training 
speeds compared to the baseline. Compared to the Full-DC model, the Enc-DC and 
Dec-DC models are shown to have the least decrease in training speed. Based on the 
translation quality achieved and the computation speeds, this work suggests limiting 
the explicit modeling of the local contextual information via the DC module to only 
the encoding subnetwork.
7  Analysis
This section presents analyses performed to better understand the performance 
improvement introduced by the Dual Contextual Module. These analyses are per-
formed on the En→ De dataset. As shown in Sect. 6, the best performance is obtained 
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when the DC module is applied across the encoder subnetwork, so the analyses pre-
sented in Sects. 7.1, 7.2 and 7.3 are performed only on the Enc-DC model.
7.1  Linguistic probing task
As shown in Tables 1 and 2, the Enc-DC model further improves the performance of 
the Transformer baseline model across all the translation tasks under consideration. 
However, little is know about the linguistic perspectives or properties improved by 
the proposed module. Following Conneau et  al. (2018), Li et  al. (2019), ten clas-
sification tasks are conducted to study the linguistic properties enhanced by the DC 
module. The ten classification tasks are divided into three categories:
Surface (Surf) focuses on the surface properties captured by the sentence repre-
sentation or embedding. This category consists of the Sentence Length (SentLen) 
and Word Content (WC) tasks. Under the SentLen task, the goal is to predict the 
length of the input sentence based on the number of its tokens. The WC task tests 
the possibility of recovering information about the original word in a sentence 
given its embedding.
Syntactic (Sync) evaluates the ability of the encoder subnetwork to learn/capture 
syntactic information. The syntactic tasks under consideration are: Tree Depth 
(TDep), Bigram Shift (BShift) and Top Constituent (ToCo). The TDep task tests 
the capability of the encoder to infer the hierarchical structure of the input sen-
tence. For the BShift, the sensitivity of the encoder to the legal word order is 
evaluated. Specifically, the goal is to predict if two consecutive tokens within the 
sentence have been inverted or not. Finally, under the ToCo task, the sentence 
is classified in terms of the sequence of top constituents immediately below the 
sentence node.
Semantic (Sem) evaluates the capabilities of the encoder to understand the 
denotation of a given sentence. To achieve higher performance on this task, the 
sentence embedding should encapsulate the syntactic structure (Conneau et  al. 
2018). Here, there are five tasks under consideration. The first semantic probing 
task is the Tense classification task which evaluates the tense of the main clause 
verb (whether it is in the past or present tense). The next is the Subject Num-
ber (SubjN) which focuses on predicting the number of the subject in the main 
clause. In contrast, the Object Number (ObjN) predicts the number of the direct 
object of the main clause. Under the Semantic odd man out (SoMo) task, the sen-
tences are modified by randomly replacing a noun or verb with another noun or 
verb. Here the task is to predict whether a sentence has been modified or not. 
Finally for the Coordination Inversion (CoIn), the sentences are divided into two 
coordinate clauses. In half of the sentences, the order of the clauses is inverted 
and the task here is to check whether a sentence is modified or is left intact.
The above tasks are performed based on the sentence representations generated by 
the encoding subnetwork. Specifically, the decoding subnetwork of the pre-trained 
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NMT model is replaced with a two-layer classifier. L2 regularization of  = 1e−4 
is applied to the hidden layer of the classifier. For each classification task, the input 
representation to the classifier is the mean of the output representation from the top-
level (last) encoding layer. The resulting classification models are trained and evalu-
ated on the dataset presented by Conneau et al. (2018).9 The training corpus for each 
task comprises 100k sentences, with 10k sentences for validation and 10k sentences 
for testing. During training, only the parameters of the classifier are updated. The 
classifiers are trained for 100 epochs with the RMProp optimizer using the learn-
ing rate of 2.5e−4 and mini-batch size of 64. An early stopping criterion is applied 
during training based on the accuracy score on the validation set. The parameters of 
the pre-trained encoding subnetwork are fixed to quantify the linguistic properties 
and information captured by the pre-trained encoder subnetwork of the Transformer 
baseline and our Enc-DC model.
7.1.1  Results
The results of the probing tasks are summarized in Table 4. Despite the DC-based 
encoding subnetwork of the Enc-DC model achieving best performance on three of 
the five Semantic tasks, on average it achieved identical performance as the base-
line. The actual performance gain introduced by the DC module can be seen across 
the Surface and Syntactic tasks. Across these tasks, the Enc-DC model significantly 
outperformed the Transformer baseline. Tasks such as WC and CoIn require global 
contextual information, whereas local contextual information is generally required 
Table 4  Classification 
performance on the ten probing 
tasks to evaluate the linguistic 
information (“Surface”, 
“Syntactic” and “Semantic”) 
learned by the encoding 
subnetwork of the Transformer 
baseline and our proposed 
model




Surface SentLen 93.38 93.45
WC 71.50 75.95
#Avg 82.44 84.70










9 https:// github. com/ faceb ookre search/ SentE val/ ree/ master/ data/ probi ng.
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to achieve higher performance on tasks such as ToCo, BShift and SentLen. Over-
all, the performance on the Syntactic, Surface and Semantic probing tasks dem-
onstrates the effectiveness of the DC module in learning both the global and local 
contextual information required to achieve higher translation performance. The DC 
module allows the encoder subnetwork to effectively learn the surface and syntactic 
information of the source sentence with minimal impact on its ability to encode the 
deeper linguistic features.
7.2  Effect of CNN kernel size
To analyse the impact of the CNN kernel size (employed by the Local Context unit) 
on translation quality, different Enc-DC  models were trained with the kernel size 
f ∈ [2, 3, 4, 5, 6, 7, 8] . The translation performance of each Enc-DC model is sum-
marized in Fig. 3. As shown, the Enc-DC models achieved almost identical BLEU 
scores when trained with the filter size 5 ≤ f ≤ 7 . This is also true for the values 
of f ∈ [3, 4] . The worse performance is obtained with f = 8 , producing a marginal 
performance gain of about +0.10 BLEU over the Transformer baseline. However, 
the best performance is achieved with f ∈ [2, 3, 4] . Overall, the performance of the 
Enc-DC model generally decreases as the filter size increases. One possible reason 
for this is that for larger filter sizes there is a higher possibility of information over-
lap between lc and hg . As a result, the FI unit generating the hl (based on lc and Hl−1e  ) 
has only a limited impact on the performance of the DC unit at learning the contex-
tual sentence representation. This is because the generation of the hg and hl will be 
more meaningful if each FI unit captures diverse information.
The above hypothesis is investigated by analyzing the relationship between the 
attention weight distributions g and l associated with the generation of the hidden 
contextual representations hg and hl , respectively. As mentioned in Sect. 4.2, each FI 
unit is a multi-head attention unit employing nh attention heads. For simplicity, the 
attention weights for each encoding layer are represented by the attention head with 
the maximum weight distribution among all the nh heads employed by the FI units, 
as in (10):
Fig. 3  Impact of f (the convolu-
tion filter size employed by the 
Local Context unit) on the per-
formance of the Enc-DC model
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 are the weight distribution employed by the ith attention head, 
respectively. To this end, Jensen-Shannon divergence, JS P Q, is employed as a dis-
tance metric to measure how far the g and l are from each other. The distance 
is measured using JS P Q because it is symmetric and bounded. Given the multi-
dimensional attention weight distributions l and g , the divergence with respect to 
the encoding layer l, dvl is computed as in (11):
where KL P Q is the Kullback-Leibler divergence formulated as in (12):
The overall divergence ( Ed ) for the L-layer encoding subnetwork is computed as the 





















































Fig. 4  Variation of the divergence between attention weights g and l for the difference filter size 
f ∈ [2, 3, 4, 5, 6, 7, 8]. a Divergence across each encoding layer with respect to the difference filter sizes. 
b Mean divergence ( Ed ) across all the layers within the encoding subnetwork for each filter size under 
consideration
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Larger values of Ed indicate that, on average across the multiple encoding layers, 
the two FI units (of the DC module) can capture more diverse information using the 
attention weights l and g.
Fig. 4 illustrates the divergence between l and g for the different filter kernel 
sizes. As displayed in Fig. 4a, variation in the divergence across the encoding layers 
is dependent on the value of f employed to train the Enc-DC model. In all cases, the 
divergence is larger across the top-4 encoding layers. Interestingly, the dvl is closer 
to zero for values of f ≥ 5 across the second encoding layer compared to that of 
the models trained with f ∈ [2, 3, 4] . This implies that for these models with f ≥ 5 , 
the two FI units capture almost identical contextual information. Overall the mod-
els trained with f ∈ [2, 3, 4] have the lowest divergence across the top three layers 
among all the values of f under consideration. In contrast, the models with f ≥ 5 
have the lowest divergence between the FI units across the first three layers.
Fig. 4b shows that, on average, the divergence across the entire encoding subnet-
work is higher for smaller values of f. Specifically, the Ed for the models trained with 
f ∈ [2, 3, 4] is greater than that of f ≥ 5 . This implies that each FI unit within the 
encoding layers for the models with f ∈ [2, 3, 4] can capture more diverse contextual 
information when generating hg and hl . However, there is less diversity with f ≥ 5 . 
Overall, the variation of the divergence as shown in Fig. 4 and the corresponding 
translation quality displayed in Fig. 3 confirm our hypothesis that smaller values of 
f allow the DC module to effectively capture more diverse contextual information to 
further improve the performance of the translation model.
7.3  Layers to consider
Recent work (Belinkov et  al. 2017; Peters et  al. 2018; Raganato and Tiedemann 
2018) has revealed that each encoder layer captures different levels of abstraction 
of the source sequence. Therefore, these layers tend to have different requirements 
for the local contextual information. Based on these findings, Yang et al. (2018), Xu 
Table 5  Translation 
performance of different 
combinations of encoder layers 
of the Enc-DC model
[i-j] denotes limiting the application of the DC module to the encod-
ing subnetwork from layer i to layer j.  indicates the difference in 
performance between the [1-6] and the [i-j] encoder layer combina-
tions
# Layers BLEU 
1 [1-6] 29.26 -
2 [1-1] 29.04 −0.22
3 [1-2] 28.98 −0.28
4 [1-3] 28.93 −0.33
5 [1-4] 29.04 −0.22
6 [1-5] 28.94 −0.32
7 [5-6] 28.47 −0.79
8 [4-6] 28.57 −0.69
9 [3-6] 28.78 −0.48
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et al. (2019) and Shen et al. (2018) argue in favour of limiting the explicit localness 
modeling to the first few encoding layers, in order to allow the top-level layers to 
focus more on capturing the global contextual information. In contrast, this work 
argues that higher performance can be achieved when the local and global infor-
mation modeling is applied across all encoder layers. To investigate this further, an 
ablation study was performed where the DC module is applied to different combina-
tions of the encoding layers.
The translation performance achieved for the layer combinations is summarized 
in Table 5. As shown, all combinations of the encoder layers consistently outper-
form the Transformer baseline, further confirming the importance of learning both 
global and local contextual source information. For example, training the model 
with the DC module across only the lower 2 encoder layers (Row 3) produced a 
performance gain of about +0.61 BLEU over the baseline. Among the different com-
binations of layers, limiting the DC module to only lower-level layers (Rows 2-6) 
achieved higher translation quality compared to when employed across only the top-
level layers (Rows 6, 7 and 8). The worst performance (28.47 BLEU) is obtained 
when the DC module is incorporated into only the top-2 encoding layers [5-6] (Row 
7). Besides, the different combinations across the lower-level layers (Rows 2-6) 
produced fairly identical results with [1-1] (Row 2) and [1-4] (Row 5) achieving 
the best performance. This is consistent with the observations made by Shen et al. 
(2018), Yang et al. (2018) and Xu et al. (2019). However, our NMT model achieves 
the best translation performance when the DC module is applied to all the encoding 
layers.
7.4  Length
Previous work (Luong et  al. 2015; Dou et  al. 2018) argued that one of the major 
weaknesses of NMT models is the translation of long sentences. To achieve higher 
performance on source sentences of any arbitrary length, the encoder-decoder 
model should be able to effectively capture both the long-distance and short-range 
dependencies between the tokens (Dou et al. 2018). Following Luong et al. (2015), 
sentences of identical or equal length are grouped and the translation quality of the 
Fig. 5  BLEU scores on the 
En→ De task for the Transformer 
baseline, the DC module-based 
models with respect to varying 
source sentence lengths
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outputs from the models for each group is calculated. The comparison presented 
here is based on the following sentence length groups: <10, 10-20, 20-30, 30-40, 
40-50, and >50. For each length group, the translation quality is evaluated for out-
puts from the models under consideration. Fig.  5 summarizes the impact of the 
length of the source sentence.
As shown, both the Transformer baseline and our DC-based models (Enc-DC, 
Dec-DC and Full-DC) display identical variation in the translation quality across the 
different source sentence lengths. This is true especially for sentences with length 
greater than or equal to 20 subword tokens. However, our DC-based models con-
sistently outperform the baseline across the different sentence groups with greater 
than 10 subword tokens. The performance gain achieved by our models is attrib-
uted to the addition of the DC module which allows both the encoder (in the case 
of Enc-DC), the decoder (in the case of Dec-DC) or both (in the case of Full-DC) 
to effectively exploit both the local and global contextual information required to 
improve the generation of the target translation. For shorter sentences with fewer 
than ten subword tokens, the global contextual model of the self-attention module is 
shown to be effective enough for the target generation. In contrast, for longer source 
sentences, further improvement in translation quality is achieved when both global 
and local contextual modelling are employed as shown across the sentence groups 
10-20, 20-30, 30-40, 40-50 and>50. Overall, the best performance across the sen-
tence groups (greater than 10 tokens) is achieved when the DC module is applied to 
only the encoding subnetwork (i.e. Enc-DC), which supports our recommendation 
to limit the global and local modelling to only the encoder subnetwork.
8  Conclusion
This work proposes the Dual Contextual (DC) module to leverage local and global 
contextual information to improve translation performance of the Transformer 
model. Three possible applications of the DC module, namely Enc-DC, Dec-
DC and Full-DC, were presented. The experimental results on the nine translation 
tasks demonstrate the effectiveness of the proposed DC module. Furthermore, the 
analyses performed suggests that:
– exploiting both the global and local contextual information is beneficial to the 
overall performance of the translation model.
– the best performance is achieved when the DC module is applied to only the 
encoding layers (i.e.  Enc-DC). The decoding subnetwork employing the DC 
module (in the case of Dec-DC and Full-DC) produces lower performance gains 
over the baseline.
– in contrast to the findings of recent work (Shen et  al. 2018; Yang et  al. 2018; 
Xu et  al. 2019), applying the DC module across all encoding layers results in 
higher performance gains compared to limiting its application to only the first 
few lower-level encoding layers (e.g. from layer 1 to 3).
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Future work includes validating the performance of the proposed DC module on 
other NLP tasks such as document summarization, sequence tagging, and machine 
reading comprehension. Another interesting direction will consider investigat-
ing further the performance–model complexity trade-off of the application of the 
DC module. To further improve performance, we plan to extend the DC module 
to exploit the self-attention techniques presented in Song et al. (2018b), Yang et al. 
(2018) and Xu et al. (2019).
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