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PARTITION REGULARITY FOR SYSTEMS OF DIAGONAL
EQUATIONS
JONATHAN CHAPMAN
Abstract. We consider systems of n diagonal equations in kth powers.
Our main result shows that if the coefficient matrix of such a system is
sufficiently non-singular, then the system is partition regular if and only
if it satisfies Rado’s columns condition. Furthermore, if the system also
admits constant solutions, then we prove that the system has non-trivial
solutions over every set of integers of positive upper density.
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1. Introduction
A system of equations is said to be (non-trivially) partition regular over a set
S if, whenever we finitely colour S, we can always find a (non-trivial) solution
to our system of equations over S such that each variable has the same colour.
Here, we refer to a solution x = (x1, . . . , xs) as being non-trivial if xi 6= xj for
all i 6= j. When S is the set of positive integers N, we typically omit S and
refer to the system of equations as being (non-trivially) partition regular.
A foundational result in the field of arithmetic Ramsey theory is Rado’s
criterion [Rad33, Satz IV], which classifies all (finite) systems of homogeneous
linear equations that are partition regular over N.
Definition (Columns condition). Let M be an n × s matrix with rational
entries. Let c(1), . . . , c(s) denote the columns of M. We say that M obeys the
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columns condition if there exists a partition {1, 2, . . . , s} = J1 ∪ · · · ∪ Jk such
that
∑
j∈J1
c(j) = 0, and, for each 1 < t 6 k,∑
j∈Jt
c(j) ∈ 〈c(r) : r ∈ J1 ∪ · · · ∪ Jt−1〉Q.
Here 〈V 〉Q denotes the Q-linear span of a set of vectors V with rational entries.
1
Rado’s criterion. Let M be an n × s non-empty matrix of rank n (over Q)
with integer entries. The system of equations Mx = 0 is partition regular if
and only if M obeys the columns condition.
Recent developments in the study of partition regularity are motivated by
the desire to extend Rado’s classification to systems of non-linear equations.
Chow, Lindqvist, and Prendiville [CLP18] recently established the following
generalisation of Rado’s criterion for diagonal polynomial equations in suffi-
ciently many variables.
Theorem 1.1 ([CLP18, Theorem 1.3]). For each k ∈ N, there exists s0(k) ∈ N
such that the following is true. If s > s0(k) and a1, . . . , as ∈ Z \ {0}, then the
equation
a1x
k
1 + · · ·+ asx
k
s = 0 (1.1)
is non-trivially partition regular over N if and only if there exists a non-empty
set I ⊆ [s] such that
∑
i∈I ai = 0. Moreover, one may take s0(1) = 3, s0(2) = 5,
s0(3) = 8, and s0(k) = k(log k + log log k + 2 +O(log log k/ log k)).
The main purpose of this article is to generalise this theorem to suitably
non-singular systems of equations. To state our result, we require the following
notation. Given a vector v = (v1, . . . , vs) ∈ Qs, we define the support of v to
be the set supp(v) := {j ∈ {1, . . . , s} : vj 6= 0}.
Our main result is the following.
Theorem 1.2 (Partition regularity for diagonal polynomial systems). Let
k, n, s ∈ N, with k > 2, and let M = (ai,j) be an n × s matrix with inte-
ger entries. Suppose that the following condition holds:
(I) for every non-empty set {v(1), . . . ,v(d)} ⊆ Qs of linearly independent
non-zero vectors in the row space of M, we have∣∣∣∣∣
d⋃
i=1
supp
(
v(i)
)∣∣∣∣∣ > dk2 + 1.
Then the system of equations
a1,1x
k
1 + · · ·a1,sx
k
s = 0;
... (1.2)
an,1x
k
1 + · · · an,sx
k
s = 0
is non-trivially partition regular if and only if M obeys the columns condition.
1By convention, 〈∅〉Q := {0}.
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The necessity of the columns condition in Theorem 1.2 was originally es-
tablished by Lefmann [Lef91, Theorem 2.1]. In fact, Lefmann observed that
(1.2) is (non-trivially) partition regular over N if and only if the linear system
Mx = 0 is (non-trivially) partition regular over the set {nk : n ∈ N}.
We remark that whilst it may be possible to weaken condition (I) of Theorem
1.2, it cannot be removed entirely. This is because the columns condition is
not sufficient to ensure that (1.2) has non-zero integral solutions. To see this,
consider the matrix
M =
(
1 −2 1 0
1 −1 0 1
)
.
Since the first three columns of M span Q2 and sum to 0, we see that the
columns condition holds. Observe that if (x, y, z, d) ∈ kerM, then {x, y, z} is
an arithmetic progression with common difference d. However, Fermat’s right
triangle theorem implies that there are no non-trivial arithmetic progression of
length 3 in the squares whose common difference is also a square (see [Con08]
for further details). Thus, the corresponding system of quadric equations
x2 + z2 = 2y2;
x2 + d2 = y2
has no solutions over N, and is therefore not partition regular.
In general, it is a very difficult problem in number theory and algebraic
geometry to determine whether an arbitrary system of Diophantine equations
has any non-trivial solutions. For this reason, we are required to impose some
form of non-singularity condition on our system, such as (I), so that we may
use the Hardy-Littlewood circle method to count solutions. This allows us to
develop the tools introduced by Chow, Lindqvist, and Prendiville [CLP18] so
that we may establish partition regularity for systems of equations.
In the case when k = n = 2 and the rows of M are linearly independent,
condition (I) is equivalent to the assertion that s > 9 and every non-zero vector
in the row space of M has at least 5 non-zero entries. This observation shows
that Theorem 1.2 confirms a conjecture of Chow, Lindqvist, and Prendiville
[CLP18, Conjecture 3.1] concerning pairs of quadric equations in 9 variables.
Corollary 1.3 (Partition regularity for pairs of quadrics). Let s ∈ N, and let
M = (ai,j) be a 2×s integer matrix with no zero columns. Suppose that s > 9,
and that every non-zero vector in the row space of M has at least 5 non-zero
entries. Then the system of equations
a1,1x
2
1 + · · ·+ a1,sx
2
s = 0;
a2,1x
2
1 + · · ·+ a2,sx
2
s = 0
is non-trivially partition regular if and only if M obeys the columns condition.
1.1. Density regularity. A set of positive integers A is said to have positive
upper density if
lim sup
N→∞
|A ∩ {1, . . . , N}|
N
> 0.
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We call a system of equations (non-trivially) density regular (over N) if the
system has a (non-trivial) solution over every set of positive integers with
positive upper density. It follows from Szemere´di’s theorem [Sze75] that the
linear homogeneous systemAx = 0 is density regular if and only if the columns
of A sum to zero (see [FGR88, Fact 4]).
More recent work on density regularity has focused on non-linear configura-
tions. Browning and Prendiville [BP17] obtained quantitative bounds for the
largest subset of {1, . . . , N} lacking non-trivial solutions to (1.1) for k = 2. In
particular, for k = 2 and s > 5, they prove that (1.1) is non-trivially density
regular if and only if a1+ · · ·+as = 0. For k > 3 and s > k2+1, Chow [Cho18]
showed that (1.1) has non-trivial solutions over every relatively dense subset
of the primes.
Our second main theorem classifies, in a quantitative manner, density regu-
lar systems of diagonal equations satisfying condition (I) of Theorem 1.2.
Theorem 1.4 (Density regularity for polynomial systems). Let k, n, s ∈ N,
with k > 2, and let M = (ai,j) be an n × s matrix with integer entries and
no zero columns. Let δ > 0. If M satisfies condition (I) of Theorem 1.2 and
the columns of M sum to 0, then there exists a constant c1 = c1(δ, k,M) > 0
and a positive integer N1 = N1(δ, k,M) ∈ N such that the following is true.
If N > N1 and A ⊆ {1, 2, . . . , N} satisfies |A| > δN , then there are at least
c1N
s−kn non-trivial solutions x = (x1, . . . , xs) ∈ As to (1.2).
1.2. Structure of the paper. We begin in §2 by introducing all the general
notation and conventions used throughout this article. We also state the re-
striction estimates that are needed to control the counting operators studied
in subsequent sections.
In §3 we investigate the structure and properties of matrices obeying con-
dition (I) of Theorem 1.2. This allows us to establish a relative generalised
von Neumann theorem for counting operators which count solutions to (1.2).
This is the key result of this paper, as it is integral to the arguments developed
in subsequent sections to prove Theorem 1.2 and Theorem 1.4. Furthermore,
we prove that condition (I) implies that the set of trivial solutions to (1.2) is
sparse in the set of all solutions.
In §4 we introduce the notion of multiplicative syndeticity, and recall the
induction on colours argument from [CLP18]. This allows us to reduce both
Theorem 1.2 and Theorem 1.4 to a result, Theorem 4.5, concerning solutions
of (1.2) over dense and multiplicatively syndetic sets.
In §5 we use the linearisation and W -trick procedures from [CLP18] and
[Lin19] to reduce Theorem 4.5 to a ‘linearised’ version (Theorem 5.1). We also
note that only a special case of Theorem 5.1 is needed to prove Theorem 1.4,
and that this case follows from existing results (such as [FGR88, Theorem 2]).
Finally, in §6 we use the arithmetic regularity lemma of Green [Gre05B] to
prove Theorem 5.1, and thereby prove Theorem 1.2 and Theorem 1.4.
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2. Notation and preliminaries
2.1. Set notation. The set of positive integers is denoted by N. The set of
non-negative integers is denoted by Z>0. The set of non-negative real numbers
is denoted by R>0. Given X ∈ R, we write [X ] := {n ∈ N : n 6 X}. The
indicator function of a set A is denoted by 1A. We follow the convention that,
for non-empty sets A and B, if t = 0, then A× Bt = A.
We write Td := Rd/Zd to denote the d-dimensional torus, which we often
identify with [0, 1)d in the usual way. We define a metric (α,β) 7→ ‖α − β‖
on Td by
‖θ‖ := min
n∈Zd
(
d∑
i=1
|θi − ni|
)
=
d∑
i=1
(
min
n∈Z
|θi − n|
)
. (2.1)
2.2. Asymptotic notation. Let f : A → C and g : A → R>0 be functions
defined on some set A, and let λ1, . . . , λs be some parameters. We write
f ≪λ1,...,λs g if there exists a positive constant C = C(λ1, ..., λs) depending
only on the parameters λi such that |f(x)| 6 Cg(x) for all x ∈ A. We also
write g ≫λ1,...,λs f or f = Oλ1,...,λs(g) to denote this same property.
2.3. Linear Algebra. The set of n× s matrices with entries in a given set S
is denoted by Sn×s. We allow n or s to be zero, in which case an n× s matrix
is an empty matrix. The row space of M ∈ Qn×s is the Q-linear subspace of
Qs spanned by the rows of M. Given k ∈ N and x = (x1, . . . , xs) ∈ Qs, we
write x⊗k := (xk1, . . . , x
k
s).
Given matrices Mi ∈ Qni×si for 1 6 i 6 r, a block upper triangular matrix
with diagonal (M1, . . . ,Mr) is a matrix of the form

M1 A
(1,2) . . . A(1,r)
0 M2 . . . A
(2,r)
...
. . .
...
0 0 . . . Mr

 ,
where A(i,j) ∈ Qni×sj for all 1 6 i < j 6 r.
Two matricesM,M′ ∈ Qn×s are said to be equivalent if one can be obtained
from the other by performing column permutations and elementary row oper-
ations. Observe that ifM′ can be obtained fromM by performing elementary
row operations, then ker(M′) = ker(M). IfM′ can be obtained by applying the
permutation σ : [s]→ [s] to the columns of M′, then there is a linear isomor-
phism between ker(M) and ker(M′) given by (x1, . . . , xs) 7→ (xσ(1), . . . , xσ(s)).
We therefore see that properties such as having (non-trivial) solutions over a
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set A or being partition regular are preserved under coefficient matrix equiv-
alence. Throughout this article we frequently make use of this fact to pass to
equivalent matrices when necessary.
2.4. Norms. Given a bounded function f : A → C on a set A, we write
‖f‖∞ := supx∈A |f(x)|. Let d ∈ N and p ∈ R with p > 1. For any function
ψ : Td → C, we define the Lp norm of ψ by
‖ψ‖Lp(Td) :=
(∫
Td
|ψ(α)|pdα
) 1
p
,
whenever the above integral exists and is finite. For any function g : Zd → C
of finite support, we define the Lp norm of g by
‖g‖Lp(Zd) :=
( ∑
x1,...,xd
|g(x)|p
) 1
p
.
If the domain of a complex-valued function f is understood to be either Td or
Zd for some d ∈ N, then we write ‖f‖p to denote the Lp norm of f . We say
that f is integrable if the Lp norm of f exists and is finite for all p ∈ [1,∞].
Let f1, . . . , fs be complex-valued integrable functions defined on a set A,
where A = Td or A = Zd for some d ∈ N. If A = Zd, then assume further that
each fi has finite support. Given p1, . . . , ps ∈ [1,∞] such that p
−1
1 +· · ·+p
−1
s = 1
(with the convention that ∞−1 := 0), we have Ho¨lder’s inequality :
‖f1 · · · fs‖1 6 ‖f1‖p1 · · · ‖fs‖ps. (2.2)
Taking s = 2 and p1 = p2 = 2, we recover the Cauchy-Schwarz inequality :
‖f1 · f2‖1 6 ‖f1‖2‖f2‖2.
2.5. Fourier analysis. Given α ∈ T, we write e(α) := exp(2piiα), where α
has been identified with an element of [0, 1) in the usual way. Given α ∈ Td
and x ∈ Qd, we write α · x := α1x1 + · · ·+ αdxd.
Let f : Z → C be a function with finite support. The (linear) Fourier
transform of f is the function fˆ : T → C defined by
fˆ(α) :=
∑
x
f(x)e(αx).
Let k ∈ N. The degree k Fourier transform of f is defined by
Fk[f ](α) :=
∑
x
f(x)e(αxk).
Observe that if f is supported on [N ] for some N ∈ N, then Fk[f ] = Fˆ , where
F : Z→ C is defined by
F (x) =
{
f(y), if x = yk for some y ∈ [N ];
0, otherwise.
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Given d ∈ N and x ∈ Zd, we have the orthogonality relations :∫
Td
e(α · x)dα =
{
1, if x = 0;
0, otherwise.
For x ∈ Z and a function f : Z→ C supported on a finite subset of Z>0, these
relations provide us with the Fourier inversion formulae:
f(x) =
∫
T
fˆ(α)e(−αx)dα =
∫
T
Fk[f ](α)e(−αx
k)dα,
and Parseval’s identity : ‖f‖L2(Z) = ‖fˆ‖L2(T).
Our applications of Fourier analysis frequently make use of restriction es-
timates, which are uniform bounds for exponential sums over arithmetic sets.
The precise definition we need is as given in [CLP18, Definition 5.4].
Definition (Restriction estimate). Let N ∈ N, K > 0, and p > 1. A function
ν : {1, . . . , N} → R>0 is said to satisfy a p-restriction estimate with constant
K if, for every function f : {1, . . . , N} → C satisfying |f | 6 ν, we have
‖fˆ‖pLp(T) =
∫
T
|fˆ(α)|pdα 6 K‖ν‖p1N
−1.
As an immediate consequence of Parseval’s identity, we have the following
restriction estimates for the function 1[N ].
Lemma 2.1 (Linear restriction estimate). Let N ∈ N, and let f : [N ]→ C be
such that ‖f‖∞ 6 1. If p ∈ R with p > 2, then
2
‖fˆ‖pLp(T) =
∫
T
|fˆ(α)|pdα 6 N‖fˆ‖p−2∞ .
Proof. Parseval’s identity gives ‖fˆ‖2L2(T) = ‖f‖
2
L2(Z) 6 N , which implies that∫
T
|fˆ(α)|pdα 6 ‖fˆ‖p−2∞ ‖fˆ‖
2
L2(T) 6 N‖fˆ‖
p−2
∞ .

Observe that this lemma immediately implies that 1[N ] satisfies a p-restriction
estimate with constant 1 for every p > 2. We now seek an analogue of this
lemma for the degree k Fourier transform. For this we require the following
auxiliary result.
Lemma 2.2. Let k,N, t ∈ N, and let N (k, t, N) denote the number of solutions
(x,y) ∈ [N ]2t to the equation xk1 + · · ·+ x
k
t = y
k
1 + · · ·+ y
k
t . Let tk := ⌊k
2/2⌋.
If k > 4, then N (tk, k, N)≪k N2tk−k.
Proof. Let k,N ∈ N be fixed, with k > 4. For each (measurable) A ⊆ T, let
Is(A) :=
∫
A
|Fk[1[N ]](α)|
sdα.
2Here we use the convention ‖0‖0
∞
= 1.
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Let m = mk be as defined in [Woo12, §1]. From [Vau89, Lemma 5.1], it follows
that if s > k + 2, then Is(T \ m) ≪s,k N s−k. Combining the mean value
estimate [BDG16, Theorem 1.1] with the bound [Woo12, Theorem 2.1], we
deduce that Ik(k+1)(m) ≪ε,k N
k2−1+ε holds for all ε > 0. Following the proof
of [Woo12, Theorem 3.1], we can apply Ho¨lder’s inequality and Hua’s lemma
to this bound to deduce that Is(m) ≪s,k N s−k−δ holds for all s > k2 − 1,
for some δ = δ(k) > 0. The desired result now follows by observing that
N (s, k,N) = I2s(m) + I2s(T \m) and 2tk > k2 − 1. 
We are now ready to state our analogue of Lemma 2.1 for higher degree
Fourier transforms. The following previously appeared in [Lin19, Lemma D.4].
Lemma 2.3 (Polynomial restriction estimates). Let k ∈ N \ {1}. Let N ∈ N,
and let f : [N ]→ C be such that ‖f‖∞ 6 1. If p ∈ R with p > k2, then
3
‖Fk[f ]‖
p
Lp(T) =
∫
T
|Fk[f ](α)|
pdα≪p N
p−k.
Proof. The case k = 2 is due to Bourgain [Bou89, Eqn. (4.1)]. Now suppose
that k > 3. Let t ∈ N, and let N (k, t, N) be as defined in Lemma 2.2. Let
p ∈ R with p > k2, and let f : [N ] → C be such that ‖f‖∞ 6 1. If 2t 6 p,
then the orthogonality relations imply that
‖|Fk[f ]‖
p
Lp(T) 6 ‖Fk[f ]‖
p−2t
∞
∫
T
|Fk[f ](α)|
2tdα 6 Np−2tN (k, t, N).
By the work of Vaughan [Vau86, Theorem 2], we have N (3, 4, N)≪ N5. This
proves the lemma for k = 3. For k > 4, the result now follows immediately
from Lemma 2.2. 
3. Quasi-partitionable matrices
In this section we investigate the structure and properties of diagonal sys-
tems (1.2) whose coefficient matrices obey condition (I) of Theorem 1.2. We
then establish a generalised von Neumann theorem for such systems, and also
show that the set of trivial solutions for these systems is sparse in the set of
all solutions.
As intimated in the introduction, we need to impose some non-singularity
conditions on the coefficient matrix M = (ai,j) in order to count solutions to
the system (1.2). Stating these conditions requires the following notation.
Definition (µ and q functions). Let M ∈ Qn×s and 0 6 d 6 n. We write
µ(d;M) to denote the largest number of columns of M whose Q-linear span
has dimension at most d. If d 6 rank(M), then we define
q(d;M) := min
∣∣∣∣∣
d⋃
i=1
supp
(
v(i)
)∣∣∣∣∣ ,
3Since there are only finitely many k satisfying k2 < p, the dependence on k of the implicit
constant can be removed.
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where the minimum is taken over all collections of d linearly independent
vectors v(1), . . . ,v(d) in the row space of M. By convention q(0;M) = |∅| = 0.
Remark. Condition (I) of Theorem 1.2 can now be seen to be equivalent to
the statement that q(d;M) > dk2 holds for all 1 6 d 6 rank(M).
The study of systems of diagonal polynomial equations (1.2) was initiated in
the seminal work of Davenport and Lewis [DL69]. They established that such
systems possess non-zero integer solutions provided they admit non-singular
real solutions and that q(d; (ai,j)) is sufficiently large in terms of d, k, and n
for all 0 6 d 6 n.
In their work on simultaneous diagonal congruences, Low, Pitman, and Wolff
[LPW88] discovered that these non-singularity conditions could be better un-
derstood by being put in the context of matroid theory. Most notably, they
observed that a suitable alternative non-singularity condition could be formu-
lated using a theorem known as Aigner’s criterion4 [Aig79, Proposition 6.45].
Definition (Partitionable matrix). Let M ∈ Qn×s, for some n, s ∈ N. Let
k ∈ N. We say that M is k-partitionable if s = kn and the columns of M can
be partitioned into k disjoint blocks of size n such that each block forms an
n× n non-singular submatrix.
The following is a special case of Aigner’s criterion when the matroid under
consideration is a vector matroid.
Lemma 3.1 (Aigner’s criterion). Let M ∈ Qn×kn, for some k, n ∈ N. Then
M is k-partitionable if and only if µ(d;M) 6 dk holds for all 0 6 d 6 n.
Proof. See [Aig79, Proposition 6.47] or [LPW88, Lemma 1]. 
Bru¨dern and Cook [BC92, Theorem 1] subsequently combined Aigner’s cri-
terion with the circle method to count the number of solutions to (1.2). They
consider systems (1.2) whose coefficient matrices M = (ai,j) ∈ Z
n×s are such
that there exists an n× (ns1+1) submatrixM′ ofM such that µ(d;M′) 6 ds1
holds for all 0 6 d < n. Provided s1 = s1(k) is sufficiently large, and that
(1.2) has non-singular real and p-adic solutions for every prime p, they prove
that there are ≫M N s−kn solutions x ∈ [N ]s to (1.2).
For n = 2 and s = 9, such a result had previously been obtained by Cook
[Coo71]. In this case, as in Corollary 1.3, the condition onM may be replaced
with the condition that every non-zero vector in the row space of M has at
least 5 non-zero entries.
From Aigner’s criterion, we see that this condition on M implies that M
contains an n × (ns1 + 1) submatrix M′ such that every n × ns1 submatrix
of M′ is partitionable. This leads us to consider what we have termed quasi-
partitionable matrices.
Definition (Quasi-partitionable matrix). A non-empty matrix M ∈ Qn×s is
called quasi-q-partitionable if s > nq and µ(d;M) 6 dq holds for all 0 6 d < n.
4Originally proved by Edmonds [Edm65].
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We say that M is quasi-partitionable is M ∈ Qn×s is quasi-q-partitionable for
some q ∈ N.
Corollary 3.2. Let q ∈ N, and M ∈ Qn×s. If M is quasi-q-partitionable, then
M has full rank and every n× nq submatrix of M is q-partitionable.
Proof. If M is quasi-q-partitionable, then s > (n − 1)q > µ(n − 1;M), which
implies thatM has rank n. The rest of the corollary follows immediately from
Aigner’s criterion. 
We now show that all of the systems (1.2) we consider, namely those obeying
condition (I) of Theorem 1.2, may be ‘semi-decomposed’ into systems whose
coefficient matrices are quasi-partitionable.
Lemma 3.3 (Decomposition lemma). Let n, q, s ∈ N, and let M ∈ Qn×s be a
matrix of rank n with no zero columns. If q(d;M) > dq for all 1 6 d 6 n, then
M is equivalent to a block upper triangular matrix with diagonal (M1, . . . ,Mr),
where each Mi ∈ Zni×si is quasi-q-partitionable and si > niq.
Proof. We proceed by induction on n. If n = 1, then the hypotheses on M
imply that M is quasi-q-partitionable. Suppose then that n > 2, and assume
the induction hypothesis that if 1 6 n′ < n and M′ ∈ Qn
′×s′ is a full rank
matrix with no zero columns which satisfies q(d;M) > dq for all 1 6 d 6 n′,
then M′ satisfies the conclusion of the theorem.
We may henceforth assume that M is not quasi-q-partitionable, since oth-
erwise we are done. From the bound s = q(n;M) > nq, we deduce that there
exists a minimal d0 ∈ [n − 1] such that s0 := µ(d0;M) > d0q. Hence, M
is equivalent to a block upper triangular matrix with diagonal (M0,M
′), for
some full rank matrices M0 ∈ Qd0×s0 and M′ ∈ Qn
′×s′ without zero columns.
Note that µ(d;M0) 6 dq holds for all 0 6 d < d0 by the minimality of d0.
Since s0 > d0q, we therefore deduce that M0 is quasi-q-partitionable. We also
note that q(d;M′) > q(d;M) > dq holds for all 0 6 d 6 n′. Thus, by the
induction hypothesis, M′ satisfies the conclusion of the lemma, and therefore
so does M. 
3.1. Fourier control. We now use the properties of quasi-partitionable matri-
ces to control counting operators for diagonal polynomial systems (1.2). More
precisely, given a matrix M ∈ Zn×s satisfying condition (I) of Theorem 1.2,
we consider sums of the form
ΛM(f1, . . . , fs) =
∑
Mx=0
f1(x1) · · · fs(xs), (3.1)
where f1, . . . , fs : [N ] → C. Such counting operators are frequently treated
in the arithmetic combinatorics literature, see [Cha19, CLP18, GS16, GT10,
Tao12]. The primary method of understanding counting operators is via a
generalised von Neumann theorem. This term is used to describe any result
which asserts that ΛM(f1, . . . , fs) ≈ ΛM(g1, . . . , gs) holds whenever ‖fi−gi‖ is
‘small’ for all i with respect to some (semi-)norm ‖·‖. Determining precisely
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which (semi-)norms are admissible for a given family of counting operators is
also a widely studied problem in its own right, see [GW10] for further details.
In this subsection, we establish a generalised von Neumann theorem us-
ing the norm given by f 7→ ‖fˆ‖∞. We begin with the observation that, by
orthogonality, the sum (3.1) is equal to the integral∫
Tn
s∏
j=1
fˆj(α · c
(j))dα.
Here, we have written c(j) ∈ Zn to denote the jth column of M. Our goal is
to use the Lp norms of the fˆj to bound this integral.
LetMi ∈ Q
ni×si for 1 6 i 6 r, and consider a block upper triangular matrix
M with diagonal (M1, . . . ,Mr). Typically, the jth column of M is denoted
by c(j). However, as we are interested in utilising the properties of the Mi, it
is convenient for us to reindex the columns of M using (i, j) where 1 6 i 6 r
and j ∈ [si]. Hence, we write c(i,j) to denote the column ofM which intersects
the jth column of Mi. Explicitly, c
(i,j) is the (j +
∑
16t<i st)th column of M.
Theorem 3.4 (Lp control for integral operators). Let n, q, r, s ∈ N, and let
M ∈ Zn×s be a block upper triangular matrix with diagonal (M1, . . . ,Mr),
for some non-empty Mi ∈ Zni×si. As described above, denote the columns of
M by c(i,j) ∈ Zn for i ∈ [r] and j ∈ [si]. Let pi := si/ni for each i ∈ [r]. If
everyMi is quasi-q-partitionable, then for any collection of integrable functions
ψi,j : T→ C for i ∈ [r] and j ∈ [si], we have∫
Tn
r∏
i=1
si∏
j=1
|ψi,j(α · c
(i,j))|dα 6
r∏
i=1
si∏
j=1
‖ψi,j‖Lpi (T). (3.2)
Proof. Let B := {J = (J1, . . . , Jr) : Ji ⊆ [si], |Ji| = niq}. Note that
|B| =
r∏
i=1
(
si
niq
)
.
For each i ∈ [r] and j ∈ [si], let ai,j be an arbitrary non-negative real number,
and let
mi :=
(
si − 1
niq − 1
) r∏
t=1
t6=i
(
st
ntq
)
=
q|B|
pi
.
Observe that, for any j ∈ [si], the number of J = (J1, . . . , Jr) ∈ B such that
j ∈ Ji is given by mi. This provides us with the identity
r∏
i=1
si∏
j=1
ai,j =
∏
J∈B
r∏
i=1
∏
j∈Ji
a
1/mi
i,j . (3.3)
Let i ∈ [r]. By Corollary 3.2, any set J ⊆ [si] with |J | = niq admits a
partition J = I
(i,J)
1 ∪ · · · ∪ I
(i,J)
q such that, for each 1 6 t 6 q, the columns
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of Mi indexed by I
(i,J)
t form a non-singular ni × ni matrix. Thus, given any
J ∈ B, we obtain the identity
∏
u∈[q]r
∏
j∈I
(i,Ji)
ui
ai,j =
q∏
t=1
∏
u∈[q]r
ui=t
∏
j∈I
(i,Ji)
t
ai,j =
∏
j∈Ji
aq
r−1
i,j . (3.4)
Combining this identity with (3.3) and applying Ho¨lder’s inequality shows that
the left-hand side of (3.2) is bounded above by
∏
J∈B
∏
u∈[q]r

∫
Tn
r∏
i=1
∏
j∈I
(i,Ji)
ui
|ψi,j(α · c
(i,j))|pidα


(qr |B|)−1
.
Now fix some u ∈ [q]r and J ∈ B. For each i ∈ [r], let Ai be the ni × ni
submatrix of Mi formed by the columns of Mi indexed by I
(i,Ji)
ui . Our choice
of the I
(i,Ji)
ui ensures that each Ai is non-singular. Hence, every n × n block
upper triangular matrix with diagonal (A1, . . . ,Ar) is non-singular (this can
be seen directly from the structure, or by noting that the determinant of such
a matrix is given by the product of the determinants of the Ai). Thus, the set
of vectors {c(i,j) : i ∈ [r], j ∈ I(i,Ji)ui } is linearly independent. We may therefore
perform a change of variables to deduce that
∫
Tn
r∏
i=1
∏
j∈I
(i,Ji)
ui
|ψi,j(α · c
(i,j))|pidα


(qr |B|)−1
=
r∏
i=1
∏
j∈I
(i,Ji)
ui
‖ψi,j‖
(qr−1mi)
−1
Lpi(T) .
The theorem now follows from (3.3) and (3.4). 
We now return to the problem of bounding the counting operators (3.1). For
the applications in §5, we require control for counting operators with weights
fi which may be unbounded as N → ∞. Such a result is given for single
equations (1.1) in [CLP18, Lemma C.2], and we now provide a generalisation
for systems (1.2).
Lemma 3.5 (Relative Fourier control). Let k, n, s ∈ N with k > 2. Let
p := k2 + 1
2n
, and let η := (2k2n + 2)−1. Let N ∈ N, and suppose that
ν1, . . . , νs : [N ]→ R>0 are non-zero functions which each satisfy a p-restriction
estimate with constant K. Let M ∈ Zn×s be a matrix of rank n with no zero
columns. If M satisfies condition (I) of Theorem 1.2, then, for any functions
f1, . . . , fs : [N ]→ C such that |fi| 6 νi, we have∣∣∣∣∣
∑
Mx=0
s∏
i=1
fi(xi)
‖νi‖1
∣∣∣∣∣ 6 KnN−n
s∏
i=1
(
‖fˆi‖∞
‖νi‖1
)η
.
Proof. By applying Lemma 3.3, and relabelling the fi if necessary, we may
assume thatM is a block upper triangular matrix with diagonal (M1, . . . ,Mr),
where eachMi ∈ Zni×si is quasi-partitionable and satisfies si > k2ni. For each
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i ∈ [r] and j ∈ [si], let ψi,j : T → C be defined by ψi,j := ‖νl‖
−1
1 fˆl, where
l ∈ [s] is such that the lth column of M intersects the jth column of Mi.
Let pi = si/ni for each i ∈ [r], and note that pi > p. From orthogonality
and Theorem 3.4 we obtain the bound∣∣∣∣∣
∑
Mx=0
s∏
i=1
fi(xi)
‖νi‖1
∣∣∣∣∣ 6
r∏
i=1
si∏
j=1
‖ψi,j‖pi 6
r∏
i=1
si∏
j=1
‖ψi,j‖
p
pi
p ‖ψi,j‖
1− p
pi
∞ . (3.5)
From the restriction estimates for the νi, we deduce that
r∏
i=1
si∏
j=1
‖ψi,j‖
p
pi
p 6
r∏
i=1
si∏
j=1
(
K
N
) 1
pi
=
(
K
N
)n
. (3.6)
Observe that ηpi 6 pi − p. Hence, for each i ∈ [r] and j ∈ [si], the hypothesis
|fi| 6 νi implies that ‖ψi,j‖
1− p
pi
∞ 6 ‖ψi,j‖η∞ 6 1. The lemma may now be
deduced from (3.5) by invoking (3.6). 
Finally, by applying a telescoping identity, we obtain the desired generalised
von Neumann theorem.
Theorem 3.6 (Relative generalised von Neumann). Let k, n, s ∈ N with k > 2.
Let p := k2 + 1
2n
, and let η := (2k2n + 2)−1. Let N ∈ N, and suppose that
ν1, . . . , νs, µ1, . . . , µs : [N ] → R>0 are non-zero functions which each satisfy a
p-restriction estimate with constant K. Let M ∈ Zn×s be a matrix of rank n
with no zero columns. If M satisfies condition (I) of Theorem 1.2, then, for
any functions f1, . . . , fs, g1, . . . , gs : [N ] → C such that |fi| 6 νi and |gi| 6 µi,
we have ∣∣∣∣∣
∑
Mx=0
(
f1(x1)
‖ν1‖1
· · ·
fs(xs)
‖νs‖1
−
g1(x1)
‖µ1‖1
· · ·
gs(xs)
‖µs‖1
)∣∣∣∣∣
6 2sKnN−n max
16i6s
∥∥∥∥∥ fˆi‖νi‖1 −
gˆi
‖µi‖1
∥∥∥∥∥
η
∞
.
Proof. For each i ∈ [s], define functions hi : [N ]→ C and τi : [N ]→ R>0 by
hi :=
fi
‖νi‖1
−
gi
‖µi‖1
; τi :=
νi
‖νi‖1
+
µi
‖µi‖1
.
By [CLP18, Lemma C.1], the functions τ1, . . . , τs each satisfy a p-restriction
estimate with constant K. Note that |hi| 6 τi and ‖τi‖1 = 2 for all i ∈ [s].
The result now follows by applying the triangle inequality and Lemma 3.5 to
the telescoping identity∑
Mx=0
(
f1(x1)
‖ν1‖1
· · ·
fs(xs)
‖νs‖1
−
g1(x1)
‖µ1‖1
· · ·
gs(xs)
‖µs‖1
)
= 2
s∑
r=1
∑
Mx=0
(
r−1∏
i=1
fi(xi)
‖νi‖1
)
hr(xr)
‖τr‖1
(
s∏
i=r+1
gi(xi)
‖µi‖1
)
.

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3.2. Counting trivial solutions. We close this section by exhibiting a sec-
ond consequence of Theorem 3.4: we can bound the number of trivial solutions
to (1.1). In particular, we show that the set of trivial solutions is sparse in
the set of all solutions. From this it follows that one can obtain non-trivial
solutions to (1.1) over a set S by taking N sufficiently large and showing that
a positive proportion of all solutions x ∈ [N ]s lie in (S ∩ [N ])s.
Theorem 3.7. Let k, n, s ∈ N with k > 2. Let M = (ai,j) ∈ Zn×s be a matrix
of rank n with no zero columns. Let δ = δ(k, n) = 2kn(k2n + 1)−1. If M
satisfies condition (I) of Theorem 1.2, then there are On,s(N
s−kn+δ−1) trivial
solutions x ∈ [N ]s to (1.2).
Proof. By the union bound, it suffices to show thatNM(u, v;N)≪M N s−kn+δ−1
holds for all u, v ∈ [s] with u < v, provided N ∈ N is sufficiently large. Here,
NM(u, v;N) denotes the number of solutions x ∈ [N ]s to (1.2) with xu = xv.
By Lemma 3.3, we may assume that M is a block upper triangular matrix
with diagonal (M1, . . . ,Mr), where each Mi ∈ Zni×si is quasi-k2-partitionable
and satisfies si > k
2ni. As in the statement of Theorem 3.4, denote the
columns of M by c(i,j). Hence, we can find indices iu, iv ∈ [r], ju ∈ [siu ], and
jv ∈ [siv ] such that c
(iu,ju) and c(iv ,jv) correspond to the uth and vth columns
of M respectively. By orthogonality, we observe that
NM(u, v;N) =
∫
Tn
Fk[1[N ]](α · (c
(iu,ju) + c(iv ,jv)))
r∏
i=1
si∏
j=1
ψi,j(α · c
(i,j))dα,
where, for all α ∈ T,
ψi,j(α) :=
{
1, if (i, j) ∈ {(iu, ju), (iv, jv)};
Fk[1[N ]](α), otherwise.
Thus, by setting pi := si/ni, Theorem 3.4 provides us with the upper bound
NM(u, v;N) 6 ‖Fk[1[N ]]‖∞
r∏
i=1
si∏
j=1
‖ψi,j‖Lpi (T).
For each i ∈ [r] and j ∈ [si] with (i, j) /∈ {(iu, ju), (iv, jv)}, Lemma 2.3 gives
‖ψi,j‖Lpi(T) ≪n,s N
1− k
pi = N
1−
kni
si .
Hence, on noting that ‖Fk[1[N ]]‖∞ = N , we find that
NM(u, v;N)≪n,s N
s−kn+1 ·N
−2+ k
piu
+ k
piv .
The result now follows on noting that pi > k
2 + 1
ni
> k2 + 1
n
. 
4. Induction on Colours
The goal of this section is to show that the task of establishing partition
regularity for the system (1.2) can be accomplished by counting solutions over
dense sets and multiplicatively syndetic sets. We begin by recalling the defi-
nition of a multiplicatively syndetic set.
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Definition (Multiplicatively syndetic sets). LetM ∈ N. A set S ⊆ N is called
multiplicatively [M ]-syndetic if S ∩ {x, 2x, . . . ,Mx} 6= ∅ for every x ∈ N. We
say that S is a multiplicatively syndetic set if S is multiplicatively [M ]-syndetic
for some M ∈ N.
Remark. In [CLP18], multiplicatively [M ]-syndetic set are also called M-
homogeneous sets.
Chow, Lindqvist, and Prendiville [CLP18] observed that a homogeneous sys-
tem of equations such as (1.2) is partition regular if it has a solution over every
multiplicatively syndetic set. In fact, one can show that the converse state-
ment is also true, see [Cha19]. This argument enables us to reduce Theorem
1.2 to the following.
Theorem 4.1. Let M ∈ N, and let M = (ai,j) be a n × s integer matrix of
rank n. Let k > 2. If M satisfies the columns condition and condition (I)
of Theorem 1.2, then there exist positive constants N0 = N0(k,M ;M) ∈ N
and c0 = c0(k,M ;M) > 0 such that the following is true. If S ⊆ N is a
multiplicatively [M ]-syndetic set, and N > N0, then there are at least c0N
s−kn
non-trivial solutions x ∈ (S ∩ [N ])s to (1.2).
Proof of Theorem 1.2 given Theorem 4.1. Note that we may assume M has
rank n by deleting any linearly dependent rows. The result now follows by the
induction on colours argument given in [CLP18, §4.2] and [CLP18, §13.2]. 
Observe that any diagonal polynomial equation of degree k which satisfies
the columns condition can be written in the form
s∑
i=1
aix
k
i =
t∑
j=1
bjy
k
j , (4.1)
for some integers s ∈ N, t > 0, and a1, . . . , as, b1, . . . , bt ∈ Z\{0} are such that
a1+ · · ·+as = 0. For equations of this form, Chow, Lindqvist, and Prendiville
[CLP18] establish partition regularity (Theorem 1.1) by showing that one can
find (many) solutions to (4.1) with xi lying in a dense set of smooth numbers
and yj lying in a multiplicatively syndetic set.
We seek a similar reformulation for the systems considered in Theorem 1.2.
We start by listing a number of equivalent definitions of the columns condition.
Proposition 4.2. Let M ∈ Zh×k be a matrix of rank h. Then the following
are all equivalent.
(i) M obeys the columns condition;
(ii) the system of equations Mx = 0 is partition regular;
(iii) for every v = (v1, . . . , vk) ∈ Q
k \ {0} in the row space of M, there exists
a non-empty set J ⊆ [k] such that vj 6= 0 for all j ∈ J , and
∑
j∈J vj = 0;
(iv) there exist positive integers n, s ∈ N and non-negative integers m, t ∈ Z>0
with h = n+m and k = s+ t such that the following is true. The matrix
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M is equivalent to a matrix of the form(
A B
0 C
)
, (4.2)
for some matrices A ∈ Zn×s,B ∈ Zn×t,C ∈ Zm×t such that A is a matrix
of rank n whose columns sum to 0, and C obeys the columns condition.5
Proof. The equivalence of (i) and (ii) is provided by [Rad33, Satz IV], whilst
the equivalence of (ii) and (iii) follows from [Rad43, Lemma 4].
Suppose that M satisfies (iv), and let M′ be the matrix given in (4.2). Let
v = (v1, . . . , vk) ∈ Qk be a non-zero vector in the row space of M′. Since the
columns of A sum to 0, we see that v1 + . . . + vs = 0. Thus, if v1, . . . , vs are
not all zero, then we may take J = {i ∈ [s] : vi 6= 0} 6= ∅. If, on the other
hand, we have v1 = . . . = vs = 0, then the hypothesis that A has full rank
implies that (vs+1, . . . , vk) ∈ Qt is a non-zero element of the row space of C.
Since property (iii) holds for C, we deduce that there exists J ⊆ [k] \ [s] such
that
∑
j∈J vj = 0 and vj 6= 0 for all j ∈ J . We therefore find that (iii) holds
for M′. Since vectors in the row space of M are just permutations of vectors
in the row space of M′, we conclude that (iii) holds for M.
Finally, suppose that (i) and (iii) both hold forM. Let I = J1 and J = [k]\I,
where [k] = J1∪· · ·∪Jp is the partition provided by the columns condition. By
permuting the columns ofM, we may assume that I = [s] for some 0 < s 6 k.
Let M′ be the h× s submatrix of M formed from the columns of M indexed
by I. By performing elementary row operations, we may assume that the
bottom (h − n) rows of M′ are identically zero, where n is the rank of M′.
By performing these same operations to M, we see that M is equivalent to a
matrix of the form (4.2). Our choice of I ensures that A has rank n and that
the columns of A sum to 0. By considering only linear combinations of the
bottom h − n rows of the matrix (4.2), we see that C satisfies property (iii).
Hence, by the equivalence of (i) and (iii), we deduce that C obeys the columns
condition. We have therefore shown that (iv) holds. 
This proposition therefore shows that to prove Theorem 1.2 we need only
consider systems of equations of the form
Ax⊗k = By⊗k;
0 = Cy⊗k. (4.3)
where A,B,C are as described in (iv) of Proposition 4.2. Here we have also
recalled the notation (x1, . . . , xs)
⊗k := (xk1, . . . , x
k
s). Thus, Theorem 4.1 may
be rewritten to the following.
Theorem 4.3. Let k ∈ N \ {1}. Let A ∈ Zn×s,B ∈ Zn×t, and C ∈ Zm×t, for
some n, s ∈ N and m, t ∈ Z>0. Let M be the matrix given by (4.2). Suppose
that A is a matrix of rank n whose columns sum to 0, and that C obeys the
columns condition. If M satisfies condition (I) of Theorem 1.2, then for every
5Note that C is allowed to contain zero columns.
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M ∈ N, there exists N0 = N0(k,M ;M) ∈ N and c0 = c0(k,M ;M) > 0
such that the following is true. If S ⊆ N is a multiplicatively [M ]-syndetic
set, and N > N0, then there are at least c0N
s+t−k(m+n) non-trivial solutions
(x,y) ∈ (S ∩ [N ])s+t to (4.3).
Proof of Theorem 4.1 given Theorem 4.3. This is an immediate consequence
of the equivalence between (i) and (iv) in Proposition 4.2. 
To prove Theorem 4.3, we follow the approach of Chow, Lindqvist, and
Prendiville by seeking solutions to (4.3) with the xi lying in a dense set, and
the yj lying in a multiplicatively syndetic set. Such an approach has the
advantage that it allows us to address both Theorem 1.2 and Theorem 1.4
simultaneously by proving a stronger result (Theorem 4.5).
To elucidate this argument further, we first recall the fact that multiplica-
tively syndetic sets have positive (lower) density.
Lemma 4.4 (Density of multiplicatively syndetic sets). Let M,N ∈ N. If
S ⊆ N is multiplicatively [M ]-syndetic, then
|S ∩ [N ]| >
1
M
⌊
N
M
⌋
.
Proof. See [CLP18, Lemma 4.2] or [Cha19, Lemma 3.1]. 
Our earlier remarks therefore show that partition regularity is a special case
of density regularity, namely the case where the dense set we seek solutions over
is multiplicatively syndetic. Combining Proposition 4.2 with these observations
allows us to generalise [CLP18, Theorem 12.1] to systems of equations. We
also take this opportunity to impose a number of helpful properties on the
matrices M in order to simplify our arguments in §6.
Theorem 4.5 (Dense-syndetic regularity). Let k ∈ N \ {1}. Let n, s ∈ N, and
m, t ∈ Z>0. Let A ∈ Z
n×s, B ∈ Zn×t, and C ∈ Zm×t. Let δ > 0, and M ∈ N.
Let M be the matrix defined by (4.2). Suppose that the following conditions
all hold.
(i) the matrix A has rank n and no zero columns;
(ii) the columns of A sum to 0;
(iii) if m, t > 0, then C obeys the columns condition;
(iv) the matrix M satisfies condition (I) of Theorem 1.2;
(v) the matrix A contains a non-singular n× n diagonal submatrix;
(vi) for each i ∈ [n], the entries in the ith row of A are coprime;
(vii) every entry of B is divisible by every non-zero entry of A;
(viii) if m, t > 0, then, for any M ∈ N and multiplicatively [M ]-syndetic set
S ⊆ N, there are ≫M,C N t−km solutions y ∈ (S ∩ [N ])t to Cy⊗k = 0,
provided that N is sufficiently large relative to M and C.
Then there exists a positive integer N0 = N0(δ, k,M,M) and a positive con-
stant c0 = c0(δ, k,M,M) > 0 such that the following is true. Let S ⊆ N
be a multiplicatively [M ]-syndetic set. Let N ∈ N, and A ⊆ [N ] be such
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that |A| > δN . If N > N0, then there are at least c0N s+t−k(n+m) solutions
(x,y) ∈ As × (S ∩ [N ])t to (4.3).
Remark. Condition (viii) simply asserts that Theorem 4.1 is true if “M” and
“(1.2)” are replaced by “C” and “Cy⊗k = 0” respectively.
Proof of Theorem 4.3 given Theorem 4.5. Let A,B,C, and M be as given in
the statement of Theorem 4.3. Observe that the hypotheses of Theorem 4.3
guarantee that A,C, and M obey conditions (i)-(iv) of Theorem 4.5. By
performing elementary row operations, we can ensure that condition (v) is
also satisfied. We henceforth assume that these five conditions all hold.
Note that, by taking N sufficiently large, Theorem 3.7 implies that if we
can find cN s+t−k(n+m) solutions (x,y) ∈ As × (S ∩ [N ])t to (4.3), then we can
obtain (c0/2)N
s+t−k(n+m) non-trivial solutions over As × (S ∩ [N ])t. Thus, we
can remove from the conclusion of Theorem 4.3 the condition that the solutions
we find are non-trivial.
We now seek to show that, without loss of generality, we may assume that
conditions (vi) and (vii) of Theorem 4.5 hold. Let K ∈ N denote the absolute
value of the product of all the non-zero entries of A (counting multiplicity).
Let B′ := Kk
2
B, C′ := Kk
2
C, and
M′ :=
(
A B′
0 C′
)
.
In other words, M′ is the result of multiplying the last t columns of M by
Kk
2
. Observe that A,B′,C′, and M′ all obey conditions (i)-(v) of Theorem
4.5. LetM ∈ N and let S ⊆ N be a multiplicatively [M ]-syndetic set. Observe
that the set S ′ := {x ∈ N : Kkx ∈ S} is also multiplicatively [M ]-syndetic.
Moreover, if (x,y) ∈ [N ]s × (S ′ ∩ [N ])t satisfies both Ax = B′y and C′y = 0,
then (x, Kky) ∈ [N ]s×(S∩ [KkN ])t is a solution to (4.3). Hence, by rescaling,
we deduce that the conclusion of Theorem 4.3 holds for A,B,C if it holds for
A,B′,C′. Furthermore, since every entry of B′ is a multiple of Kk, for each
i ∈ [n] we can divide the ith row of M′ by the greatest common divisor of the
ith row of A. The resulting matrix M′′ has integer entries (by choice of K),
has the same solution set asM′, and obeys conditions (i)-(vii) of Theorem 4.5.
Hence, by replacing M with M′′, we may henceforth assume without loss of
generality that A,B, and C satisfy conditions (i)-(vii).
We now proceed by induction on n + m to show that the conclusion of
Theorem 4.3 holds for A,B,C. Note that if m = 0 or t = 0, then condition
(viii) holds vacuously, and so the result follows from Theorem 4.5 and Lemma
4.4 (by taking A = S∩ [N ]). In particular, this proves the result for n+m = 1.
Now suppose that n+m > 2 and m, t > 1. Assume the induction hypothesis
that the conclusion of Theorem 4.3 holds for any A˜ ∈ Zn
′×s′, B˜ ∈ Zn
′×t′ ,
C˜ ∈ Zm
′×t′ with 1 6 n′ + m′ < n + m which satisfy conditions (i)-(v) of
Theorem 4.5. Consider the system of equations Cy⊗k = 0. Since m, t > 1,
condition (iii) implies that C obeys the columns condition. By considering
linear combinations of the bottom m rows of M, we also find that C obeys
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condition (iv) of Theorem 4.5. Thus, the induction hypothesis and Proposition
4.2 imply that condition (viii) holds. We therefore deduce from Theorem 4.5
and Lemma 4.4 that the conclusion of Theorem 4.3 holds for A,B,C. 
Proof of Theorem 1.4 given Theorem 4.5. By performing elementary row op-
erations and deleting linearly dependent rows, we may assume that M has
rank n, each row ofM has coprime entries, and thatM contains a non-singular
square diagonal matrix with the same number of rows asM. By taking B and
C to be empty matrices and putting A = M, the result follows immediately
from Theorem 4.5. 
5. Linearisation and the W -trick
The purpose of this section is to obtain a lower bound for the number of
solutions to (4.3) in terms of solutions to the ‘linearised’ system
Ax = By⊗k;
0 = Cy⊗k. (5.1)
We accomplish this by using the linearisation procedure developed by Chow,
Lindqvist, and Prendiville [CLP18, §12]. For k > 3, we avoid using smooth
numbers and instead use the linearisation procedure detailed in Lindqvist’s
thesis [Lin19, §6.5]. This version follows the same outline as [CLP18, §12], but
with the smoothness parameter η set to 1 (as in the quadratic case) and using
the restriction estimates given in Lemma 2.3.
The upshot of applying these methods is that we are able to prove that
Theorem 4.5 follows from the following linearised version.
Theorem 5.1 (Dense-syndetic regularity for linearised systems). Let δ > 0,
k ∈ N\{1}, andM ∈ N. Let n, s ∈ N, and m, t ∈ Z>0. Let A,B,C, and M be
as defined in Theorem 4.5, and suppose that they satisfy conditions (i)-(viii).
Then there exists a positive integer N1 = N1(δ, k,M,M) ∈ N and a positive
constant c1 = c1(δ, k,M,M) > 0 such that the following is true. Let N ∈ N,
and suppose A ⊆ [N ] is such that |A| > δN . Let S ⊆ N be a multiplicatively
[M ]-syndetic set. If N > N1, then there are at least c1N
s+ t
k
−(n+m) solutions
(x,y) ∈ As × (S ∩ [N1/k])t to (5.1).
For the rest of this section we fix a choice of k ∈ N \ {1}, and matrices
A,B,C, andM satisfying conditions (i)-(viii) of Theorem 4.5. For each r ∈ N
and for finitely supported functions f1, . . . , fs, g1, . . . , gs : Z → C, we define
the counting operators
Λr(f1, . . . , fs; g1, . . . , gs) :=
∑
Cy⊗k=0
∑
Ax⊗r=By⊗k
f1(x1) · · ·fs(xs)g1(y1) · · · gt(yt).
For clarity, the outer sum is taken over all y ∈ Zt satisfying Cy⊗k = 0, whilst
the inner sum is over all x ∈ Zs such that Ax⊗r = By⊗k. In the case where
C is empty, the outer summation is omitted and Λr is defined by the inner
sum only. If C and B are both empty, then the inner sum is taken over
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Ax⊗r = 0. For brevity, we write Λr(f1, . . . , fs; g) := Λr(f1, . . . , fs; g, . . . , g),
and similarly write Λr(f ; g) := Λr(f, . . . , f ; g). For sets A,B, we use the abbre-
viation Λr(A; g1, . . . , gt) := Λr(1A; g1, . . . , gt), and similarly for the quantities
Λr(f1, . . . , fs;B) and Λr(A;B).
In §3, we obtained a generalised von Neumann theorem (Theorem 3.6) for
counting operators with weights satisfying p-restriction estimates. We now
specialise this result to Λ1.
Lemma 5.2 (Generalised von Neumann for Λ1). Let p := k
2+ 1
2(n+m)
, and let
η := (2k2(n +m) + 2)−1. Let N ∈ N, and suppose that ν, µ : [N ] → R>0 each
satisfy a p-restriction estimate with constant K. Let f, g : [N ] → C, and let
D ⊆ [N1/k]. If |f | 6 ν and |g| 6 µ, then
∣∣Λ1 (‖ν‖−11 f ;D)− Λ1 (‖µ‖−11 g;D)∣∣≪K,M N tk−(n+m)
∥∥∥∥∥ fˆ‖ν‖1 −
gˆ
‖µ‖1
∥∥∥∥∥
η
∞
.
Proof. For each ϕ : [N1/k]→ C, let Qϕ : Z→ C be the function given by
Qϕ(x) =
{
ϕ(y), if x = yk for some y ∈ [N1/k];
0, otherwise.
If B ⊆ [N1/k], then we write QB := Q1B . Hence, if h : Z → C has finite
support, then we may write
Λ1(h;D) =
∑
Mx=0
h(x1) · · ·h(xs)QD(xs+1) · · ·QD(xs+t).
Let Q := Q[N1/k]. Note that ‖QB‖1 = |B| and QB 6 Q for all B ⊆ [N
1/k].
Moreover, if h : Z→ C satisfies |h| 6 Q, then h = QH , where H : [N1/k]→ C
is defined by H(x) = h(xk). Thus, by recalling from §2.5 that Qˆϕ = Fk[ϕ],
Lemma 2.3 shows that Q satisfies a p-restriction estimate with constant Op(1)
for all p > k2. Now let νi = ν and µi = µ for all i ∈ [s], and let νj = µj = Q
for all s < j 6 s + t. The result now follows from Theorem 3.6. 
5.1. The W -trick. Observe that one could attempt to linearise Theorem 4.5
by equating solutions (x,y) ∈ As×St to (4.3) with solutions (x⊗k,y) ∈ Bs×St
to (5.1), where B = {xk : x ∈ A}. The most immediate problem with this
approach is that the number of solutions sought are different; we need to
find ≫M,M N
s+t−k(n+m) solutions (x,y) ∈ (As × St) ∩ [N ]s+t to (4.3), and
≫M,M N s+
t
k
−(n+m) solutions (x,y) ∈ As × (S ∩ [N1/k])t to (5.1). This issue
can be resolved by taking a weighted count of solutions to (5.1). We return to
this topic in the next subsection.
The second problem that arises comes from the fact that, in general, the kth
powers are not uniformly distributed modulo p for all primes p. This means
that the Fourier coefficients of the indicator function of the kth powers in [N ]
differ significantly from the Fourier coefficients of a weighted indicator function
of [N ]. This prevents us from making use of the Generalised von Neumann
theorem to compare solutions of (4.3) with those of (5.1). The principle used
PARTITION REGULARITY FOR SYSTEMS OF DIAGONAL EQUATIONS 21
to fix this problem is known as the W -trick. Originally introduced by Green
[Gre05A] to solve equations in primes, a W -trick for squares was subsequently
developed by Browning and Prendiville [BP17] and later generalised to squares
and (smooth) higher powers by Chow, Lindqvist, and Prendiville [CLP18, §12].
We now describe the steps of the W -trick. Given w ∈ N, define W ∈ N by
W = W (k, w) := kk−1
∏
p6w
pk, (5.2)
where the product is taken over all primes which do not exceed w. To trans-
fer from a dense subset of [N ] to a subprogression, we require the following
technical lemma.
Lemma 5.3 ([CLP18, Lemma A.4]). Let δ > 0, w ∈ N, and let W ∈ N be
defined by (5.2). Let N ∈ N, and let A ⊆ [N ] be such that |A| > δN . There
exist positive integers ξ, ζ ∈ N (which depend on A) with ξ ∈ [W ] and ζ ≪δ,w 1
which satisfy the following three properties.
• ξ and W are coprime;
• there does not exist a prime p > w which divides ζ;
• |{x ∈ Z : ζ(ξ +Wx) ∈ A}| > 1
2
δ|{x ∈ Z : ζ(ξ +Wx) ∈ [N ]}|.
Let δ > 0 and N,w ∈ N. Suppose that we are given sets A ⊆ [N ] and S ⊆ N
such that |A| > δN and S is multiplicatively [M ]-syndetic. Let ζ and ξ be the
positive integers provided by the above lemma. Define sets A1, S1 ⊆ N by
A1 :=
{
(Wz + ξ)k − ξk
kW
∈ N : ζ(Wz + ξ) ∈ A \ {ζξ}
}
;
S1 := {y ∈ N : ζ(kW )
1/ky ∈ S}.
Observe that A1 ⊆ [X ], where X is the positive rational number defined by
X = X(k,N, w, ζ) :=
Nk
kWζk
. (5.3)
Lemma 5.3 implies that if N > 2ζξ, then
|A1| >
δ
2
(
N
ζW
−
ξ
W
)
>
δN
4ζW
.
Our aim is to count solutions to (4.3) over As×(S∩[N ])t by counting solutions
to (5.1) over As1 × (S1 ∩ [X
1/k])t. This leads to the following result.
Proposition 5.4. Let M,N,w ∈ N, and let δ > 0. Let A ⊆ [N ] be such that
|A| > δN . Let W, ξ, ζ ∈ N be as given in Lemma 5.3, and let X be defined
by (5.3). Let S ⊆ N be a multiplicatively [M ]-syndetic set. Let A1, S1 ⊆ N be
defined as above. Then
Λ1
(
A1;S1 ∩ [X
1/k]
)
6 Λk (A;S ∩ [N ]) .
Proof. Suppose that x ∈ As1 and y ∈ (S1 ∩ [X
1/k])t are solutions to (5.1). We
can therefore find zi ∈ N for each i ∈ [s] such that kWxi = (Wzi + ξ)k − ξk.
Let ui = ζ(Wzi + ξ) for each i ∈ [s], and vj = ζ(kW )1/kyj for each j ∈ [t].
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Our construction of A1 and S1 shows that u ∈ As and v ∈ St. Furthermore,
we see from (5.3) that v ∈ [N ]t.
Since v is a scalar multiple of y, we find that Cv⊗k = 0. Now let i ∈ [n].
Since ai,1 + · · ·+ ai,s = 0, we deduce that
s∑
j=1
ai,ju
k
j =
s∑
j=1
ai,jζ
k
(
(Wzj + ξ)
k − ξk
)
+ (ζξ)k
s∑
j=1
ai,j
= kζkW
s∑
j=1
ai,jxj
=
s∑
j=1
bi,jv
k
j .
We therefore conclude that Au⊗k = Bv⊗k. Since the map (x,y) 7→ (u,v)
described above is injective, the desired result may now be obtained from a
change of variables. 
5.2. Weighted solutions. We now turn our attention to the problem of
counting weighted solutions to (5.1). We begin by considering bounded weights.
In this case, such sums can be handled by performing a minor modification to
Theorem 5.1.
Lemma 5.5 (Functional Theorem 5.1). Let δ > 0 andM ∈ N. If Theorem 5.1
is true, then there exist constants N0(δ, k,M,M) ∈ N and c0(δ, k,M,M) > 0
such that the following is true. Let f : [N ] → [0, 1], and let S ⊆ N be a
multiplicatively [M ]-syndetic set. If N > N0(δ, k,M,M) and ‖f‖1 > δN , then
Λ1
(
f ;S ∩ [N1/k]
)
> c0(δ, k,M,M)N
s+ t
k
−(n+m).
Proof. This result follows from exactly the same argument used to prove both
[CLP18, Lemma 5.2] and [CLP18, Lemma 11.3]. 
Let N,w ∈ N, and δ > 0. Let W, ξ, ζ ∈ N be as given in Proposition 5.4,
and let X be given by (5.3). The weight function ν : [X ]→ R>0 is defined by
ν(n) :=
{
xk−1, if n = x
k−ξk
kW
for some x ∈ [N/ζ ] with x ≡ ξ mod W ;
0, otherwise.
(5.4)
We now record some of the pseudorandomness properties possessed by the
weight ν, as given in [Lin19, §6.5] (see also [CLP18, §6] and [CLP18, §12]).
Proposition 5.6. Let N,w ∈ N, and δ > 0. Let W, ξ, ζ ∈ N and A1 ⊆ N be
as given in Proposition 5.4. Let X ∈ R>0 and ν : [X ] → R>0 be defined by
(5.3) and (5.4) respectively. If N is sufficiently large with respect to w and δ,
then the following properties all hold.
• (Density transfer). ∑
n∈A1
ν(n)≫k δ
k‖ν‖L1(Z);
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• (Fourier decay). ∥∥νˆ − 1ˆ[X]∥∥∞ ≪ Xw−1/k;
• (Restriction estimate). For any f : Z→ C and p ∈ R such that p > k2
and |f | 6 ν, we have
‖fˆ‖pp =
∫
T
∣∣∣fˆ(α)∣∣∣p dα≪p Xp−1.
Proof. The above properties are given by the results [Lin19, Lemma 6.5.2],
[Lin19, Lemma 6.5.3], and [Lin19, Lemma 6.5.4] respectively. 
These properties allow us to approximate functions majorised by ν with
functions majorised by 1[X]. This enables us to transfer solutions from the
linearised setting (5.1) to the squares (4.3). To achieve this, we require the
following technical lemma.
Lemma 5.7 (Dense model lemma). Let N,w ∈ N \ {1}, and δ > 0. Let
X ∈ R>0 and ν : [X ] → R>0 be as given in Proposition 5.6. Then for any
function f : [X ]→ R>0 with f 6 ν, there exists a function g : [X ]→ R>0 with
‖g‖∞ 6 1 such that
‖fˆ − gˆ‖∞ ≪ X(logw)
−3/2.
Proof. Using the Fourier decay estimate given in Proposition 5.6, the result
follows by applying [Pre17, Theorem 5.1] to ν. 
This lemma allows us to consider unbounded weights f for our counting
operators by replacing them with bounded weights g and applying Lemma
5.5. Following the strategy used in the proof of [CLP18, Theorem 5.5], we can
now show that Theorem 5.1 implies Theorem 4.5.
Proof of Theorem 4.5 given Theorem 5.1. Given δ > 0 and M ∈ N, we choose
w = w(δ, k,M,M) ∈ N to be sufficiently large. By fixing this choice of w, the
assumption N ≫δ,k,M,M 1 allows us to ensure that N and X are sufficiently
large relative to δ,M,M and w.
Proposition 5.4 implies that
‖ν‖s∞Λk(A;S ∩ [N ]) > Λ1(ν1A1 ;S1 ∩ [X
1/k]). (5.5)
Recall from (5.3) and (5.4) respectively that X ≫δ,k,M Nk and ‖ν‖∞ 6 Nk−1.
We may therefore deduce Theorem 4.5 from (5.5) if we can prove that
Λ1(ν1A1 ;S1 ∩ [X
1/k])≫δ,k,M,M X
s+ t
k
−(n+m). (5.6)
Let f := ν1A1. By choosing N sufficiently large with respect to w and δ,
the density transfer estimate in Proposition 5.6 implies that ‖f‖1 ≫ δk‖ν‖1.
Lemma 5.7 provides us with a function g : [X ]→ [0, 1] such that
‖fˆ − gˆ‖∞ ≪ X(logw)
−3/2.
Note that the Fourier decay estimate given in Proposition 5.6 implies that
|‖ν‖1 −X| 6
∥∥νˆ − 1ˆ[X]∥∥∞ ≪ Xw−1/k. (5.7)
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Thus, if w is sufficiently large, then∥∥∥∥∥ fˆ‖ν‖1 −
gˆ
X
∥∥∥∥∥
∞
≪ (logw)−3/2.
By considering the Fourier coefficients at 0, if w is sufficiently large, then the
above inequality implies that ‖g‖1 ≫ δkX . Hence, from Lemma 5.5 it follows
that
Λ1(g;S ∩ [X
1/k])≫δ,k,M,M X
s+ t
k
−(n+m). (5.8)
Taking p = k2 + 1
2(n+m)
and D = S ∩ [X1/k], Lemma 5.2 gives the bound∣∣Λ1(‖ν‖−11 f ;D)− Λ1(X−1g;D)∣∣≪δ,k,M,M X tk−(n+m)(logw)−η,
where η = 3
4
(k2(n +m) + 1)−1 ∈ (0, 1). We may therefore deduce (5.6) from
(5.7) and (5.8) upon choosing w to be sufficiently large relative to the implicit
constants appearing in these two inequalities and the above. 
It should be emphasised that the above proof shows that if the conclusion of
Theorem 5.1 holds for a given matrix M, then the conclusion of Theorem 4.5
holds for the same matrixM. In particular, if B and C are empty (m = t = 0),
then the above proof provides us with a means to establish density regularity
for Ax⊗k = 0. This method gives an alternative proof of Theorem 1.4 which
does not require us to first prove Theorem 5.1 in full generality. All that we
require is the following theorem of Frankl, Graham, and Ro¨dl [FGR88].
Theorem 5.8 ([FGR88, Theorem 2]). Let M ∈ Zn×s be an integer matrix
whose columns sum to 0. If there exists at least one non-trivial solution y ∈ Ns
to the system My = 0, then there exist constants N1 = N1(δ,M) ∈ N and
c1 = c1(δ,M) > 0 such that the following is true. If N > N1, then for any
A ⊆ [N ] such that |A| > δN , there are at least c0N s−n non-trivial solutions
x ∈ As to the system of equations Mx = 0.
Proof of Theorem 1.4. As shown at the end of §4, Theorem 1.4 follows from
the case m = t = 0 of Theorem 4.5. By the argument above that Theorem 5.1
implies Theorem 4.5, it only remains to prove Theorem 5.1 in the case where
m = t = 0. This result follows immediately from Theorem 5.8. 
6. Arithmetic regularity
The objective of this final section is to use the arithmetic regularity lemma
to prove Theorem 5.1. For the rest of this section, we fix a choice of matrices
A ∈ Zn×s, B ∈ Zn×t, C ∈ Zm×t, M ∈ Z(n+m)×(s+t) as given in Theorem 4.5,
and assume that they satisfy conditions (i)-(viii). In particular, by permuting
columns, we may assume that the first n columns of A form a non-singular
diagonal n× n matrix.
Our general strategy is similar to the method used to prove Roth’s theorem
in [Tao12, §1.2]. The regularity lemma enables us to decompose the indicator
function of our dense set A into more manageable functions. To describe these
functions, we require the following definition.
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Definition (Lipschitz function). A function F : Td → [0, 1] is called an L-
Lipschitz function if, for all α,β ∈ Td, we have
|F (α)− F (β)| 6 L‖α− β‖.
For our work, we only require the ‘abelian’ arithmetic regularity lemma.
This result, originally introduced by Green [Gre05B], is a special case of the
general arithmetic regularity lemma (see for instance [GT10]). The following
version is a combination of [Ebe16, Theorem 5] and [GL19, Proposition 4.2]
(see also [Tao12, Theorem 1.2.11]).
Lemma 6.1 (Abelian arithmetic regularity lemma). Let F : R>0 → R>0 be
a monotone increasing function, and let ε > 0. Then there exists a positive
integer L0(ε,F) ∈ N such that the following is true. If f : [N ] → [0, 1] for
some N ∈ N, then there is a positive integer L 6 L0(ε,F) and a decomposition
f = fstr + fsml + funf
of f into functions fstr, fsml, funf : [N ]→ [−1, 1] such that:
(I) the functions fstr and fstr + fsml take values in [0, 1];
(II) the function fsml obeys the bound
‖fsml‖L2(Z) 6 ε‖1[N ]‖L2(Z) ;
(III) the function funf obeys the bound
‖fˆunf‖∞ 6 ‖1ˆ[N ]‖∞/F(L) ;
(IV) there exists a positive integer d 6 L, a phase θ ∈ Td, and an L-Lipschitz
function F : Td → [0, 1] such that F (xθ) = fstr(x) for all x ∈ [N ].
We now employ the arithmetic regularity lemma to count solutions to (5.1).
Recall from §5 the counting operator
Λ1(f1, . . . , fs; g1, . . . , gt) :=
∑
Cy⊗k=0
∑
Ax=By⊗k
f1(x1) · · ·fs(xs)g1(y1) · · · gt(yt).
We are interested in the quantity Λ1(A;S ∩ [N
1/k]), where A ⊆ [N ] satisfies
|A| > δN , and S ⊆ N is multiplicatively [M ]-syndetic. Applying the arithmetic
regularity lemma with f = 1A (for a choice of parameters ε,F to be specified
later), we obtain a decomposition 1A = fstr + fsml + funf .
The first step towards the proof of Theorem 5.1 involves removing the uni-
form part funf via the Generalised von Neumann theorem (Theorem 3.6).
Lemma 6.2 (Removing funf). Let N ∈ N, and let A ⊆ [N ]. Let ε > 0,
and let F : R>0 → R>0 be a monotone increasing function. Let fstr, fsml, funf
be the functions provided by applying Lemma 6.1 to f = 1A. Then for any
D ⊆ [N1/k], we have
|Λ1(A;D)− Λ1(fstr + fsml;D)| ≪M N
s+
t
k
−(n+m)F(L)−(2k
2(n+m)+2)−1 .
Proof. Let ν = µ = 1[N ], and note that ‖1[N ]‖1 = N . Furthermore, property
(I) of Lemma 6.1 implies that 0 6 (fstr + fsml), 1A 6 1[N ]. Thus, the result
follows from Lemma 5.2. 
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6.1. Auxiliary counting operators. Lemma 6.2 shows that the main con-
tribution to Λ1(A;D) comes from Λ1(fstr + fsml;D). We therefore focus our
attention on finding lower bounds for this latter quantity. Rather than count all
solutions to (5.1), it is convenient for us to restrict our attention to an explicit
dense subcollection of solutions. We then show that the counting operators
associated with these subcollections obey a generalised von Neumann theorem
with respect to the L2 norm. This allows us to remove the fsml function from
our analysis.
To make this precise, let q := s−n− 1, and let {u(0), . . . ,u(q)} ⊆ Zs denote
a Q-basis for ker(A). Note that condition (ii) of Theorem 4.5 implies that
q > 0. Let ui,j denote the jth entry of u
(i). Since the columns of A sum to
zero, we may take u(0) := (1, 1, . . . , 1) and assume that ui,1 = 0 for all i ∈ [q].
Such a basis is not uniquely defined, however we can insist that |ui,j| ≪M 1
for all i and j.
Observe that the each row of By⊗k defines an integer homogeneous diagonal
polynomial of degree k in the variables y1, . . . , yt. Thus, by condition (vii), we
may define for each i ∈ [n] an integer polynomial Pi ∈ Z[y1, . . . , yt] by dividing
the ith row of By⊗k by the ith entry of the ith row of A. We also set Pj = 0
for all n < j 6 s. Now note that every solution to Ax = By⊗k takes the form
x = (z1 + P1(y), . . . , zs + Ps(y)), where (z1, . . . , zs) ∈ ker(A).
We are now ready to define our auxiliary counting operators. Let y ∈ Zt,
and let B ⊆ Z be a finite set. For each d ∈ Bq and j ∈ [s], define
Qj(d,y) := u1,jd1 + · · ·+ uq,jdq + Pj(y). (6.1)
Given functions f1, . . . , fs : Z→ C with finite support, we define
ΨB,y(f1, . . . , fs) :=
∑
x∈Z
∑
d∈Bq
s∏
j=1
fj(x+Qj(d,y)). (6.2)
For brevity, we write ΨB,y(f) := ΨB,y(f, . . . , f). Hence, since {u(0), . . . ,u(q)}
is a Q-basis for ker(A), if f1, . . . , fs : [N ]→ [0, 1], then
Λ1(f1, . . . , fs;S) >
∑
Cy⊗k=0
ΨB,y(f1, . . . , fs)1S(y1) · · · 1S(yt). (6.3)
We may therefore use Ψ to obtain a lower bound for Λ1(fstr + fsml;D). In
fact, by exploiting the fact that ‖fsml‖2 is ‘small’, we show that it is sufficient
to obtain a lower bound for Λ1(fstr;D). To proceed in this way, we utilise the
following L2 generalised von Neumann theorem for Ψ.
Lemma 6.3 (Generalised von Neumann for Ψ). Let N ∈ N, y ∈ Zt, and let
B ⊆ Z be a finite set. Let Ψ be defined by (6.2). If f, g : [N ]→ [0, 1], then
|ΨB,y(f)−ΨB,y(g)| 6 s|B|
s−n−1N1/2‖f − g‖2.
Proof. Let q := s− n− 1. We show that
|ΨB,y(f1, . . . , fs)| 6 N
1/2|B|q‖fi‖2 (6.4)
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holds for all i ∈ [s] and all f1, . . . , fs : [N ]→ [−1, 1]. The lemma then follows
by applying this bound to the telescoping identity
ΨB,y(f)−ΨB,y(g) =
s∑
r=1
ΨB,y(g1, . . . , gr−1, fr − gr, fr+1, . . . , fs),
where fj = f and gj = g for all j ∈ [s].
Let i ∈ [s]. Since the function fi is supported on [N ], the change of variables
z = x+Qi(d,y) yields
ΨB,y(f1, . . . , fs) =
∑
z∈[N ]
∑
d∈Bq
s∏
j=1
fj(z +Qj(d,y)−Qi(d,y)).
Applying the Cauchy-Schwarz inequality with respect to z gives
|ΨB,y(f1, . . . , fs)|
2 6 ‖fi‖
2
2
∑
z∈[N ]
∣∣∣∣∣∣∣∣
∑
d∈Bq
n∏
j=1
j 6=i
fj(z +Qj(d,y)−Qi(d,y))
∣∣∣∣∣∣∣∣
2
.
We may therefore obtain (6.4) from the bound ‖fj‖∞ 6 1. 
Lemma 6.4 (Removing fsml). Let the assumptions and definitions be as in
Lemma 6.2. Let y ∈ Zt, and let B ⊆ Z be a finite set. Then we have
ΨB,y(fstr + fsml) = ΨB,y(fstr)−OM(|B|
s−n−1Nε).
Proof. Recall from Lemma 6.1 that fstr and fstr + fsml take values in [0, 1].
Thus, the result follows immediately from Lemma 6.3. 
6.2. Bohr sets. We wish to better understand the behaviour of the struc-
tured function fstr appearing in Lemma 6.1. From the definition of Lipschitz
functions, we see that fstr(x) ≈ fstr(x + y) holds whenever ‖yθ‖ is ‘small’.
Such y are sometimes referred to as almost periods for fstr, see [Tao12, Lemma
1.2.13]. This leads us to consider the properties of sets of such y, which are
known as (polynomial) Bohr sets.
Definition (Polynomial Bohr sets). Let d, h ∈ N, ρ > 0, and let α ∈ Td. The
(polynomial) Bohr set Bh(α, ρ) is the set
Bh(α, ρ) :=
d⋂
i=1
{n ∈ N : ‖nhαi‖ < ρ}.
A key property of Bohr sets is that they have positive density. Furthermore,
the density of Bh(α, ρ) on [N ] (for N suitably large) can be bounded from
below by a positive quantity which depends only on d, h and ρ. A crucial
aspect of this result is that this uniform lower bound does not depend on α.
Using Lemma 4.4, we can deduce such a result by first showing that Bohr
sets are multiplicatively sydnetic. Furthermore, we prove that the intersection
of a multiplicatively syndetic set with any finite intersection of non-empty Bohr
sets is multiplicatively syndetic. This fact may be of independent interest.
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The key tool needed to establish these facts is the following polynomial
recurrence result recorded in [Sch77].
Lemma 6.5 (Polynomial recurrence). If h ∈ N, then there exists a constant
C = C(h) > 0 such that the following holds. If α ∈ R and N ∈ N, then
min
16n6N
‖nhα‖ 6 CN−2
−h
.
Proof. See [Sch77, Theorem 7A]. 
Lemma 6.6 (Syndeticity of Bohr sets). Let h ∈ N and 0 < ρ 6 1. Then there
exists a constant M0 =M0(ρ, h) ∈ N such that the following is true. If α ∈ T,
then the Bohr set Bh(α, ρ) is multiplicatively M0-syndetic.
Proof. Lemma 6.5 immediately implies that there exists someM ≪h ρ−2
h
such
that [M ] intersects Bh(β, ρ) for each β ∈ R. Hence, by replacing β with mhα,
we deduce that Bh(α, ρ) intersects m · [M ] for every m ∈ N. We therefore find
that Bh(α, ρ) is multiplicatively [M ]-syndetic. 
Corollary 6.7 (Syndeticity for Bohr-syndetic intersections). Let d, h,M ∈ N,
and 0 < ρ 6 1. There exists a constant M1 = M1(ρ, d, h,M) ∈ N such that
the following is true. Let S ⊆ N be a multiplicatively [M ]-syndetic set. If
α ∈ Td, then the set S ∩Bh(α, ρ) is multiplicatively [M1]-syndetic. Moreover,
we may assume that, when considered as a function of ρ, d,M , the quantity
M1 satisfies
M1(ρ, d, h,M) = max{M1(ρ
′, d′, h,M ′) : ρ′ ∈ [ρ, 1], d′ ∈ [d],M ′ ∈ [M ]}. (6.5)
Proof. Observe that every multiplicatively [M ]-syndetic set is multiplicatively
[M + 1]-syndetic, and Bh((α1, . . . , αd′), ρ) ⊆ Bh((α1, . . . , αd), ρ′) for all ρ′ > ρ
and d′ ∈ [d]. These observations show that we can guarantee (6.5) holds once
the rest of the result is proven.
By writing S ∩Bh(α, ρ) = Bh(α1, ρ) ∩ (S ∩ Bh((α2, . . . , αd), ρ)), we see that
the result follows by induction from the case d = 1. Thus, it is sufficient to
show that there exists some M1 = M1(ρ, h,M) ∈ N such that S ∩ Bh(α, ρ) is
multiplicatively [M1]-syndetic for all α ∈ T.
Let α ∈ T, a ∈ N, and let ρ′ = ρ/M . Lemma (6.6) provides us with some
M ′ = M ′(ρ, h,M) ∈ N such that Bh(α, ρ
′) is multiplicatively [M ′]-syndetic.
We can therefore choose some m ∈ [M ′] such that am ∈ Bh(α, ρ′). Moreover,
we have am · [M ] ⊆ Bh(α, ρ). Thus, am · [M ] intersects S ∩ Bh(α, ρ). We
therefore conclude that S ∩Bh(α, ρ) is multiplicatively [M ·M ′]-syndetic. 
Let θ ∈ Td be as given in Lemma 6.1, and let 0 < ρ < 1. Observe that if
x, r ∈ [N ] with r ∈ B1(θ, ρ) and x+ r ∈ [N ], then
|fstr(x+ r)− fstr(x)| = |F (θ(x+ r))− F (θx)| 6 dLρ 6 L
2ρ.
Similarly, if y ∈ Bk(θ, ρ)
t and j ∈ [s] are such that x, x+ Pj(y) ∈ [N ], then
|fstr(x+ Pj(y))− fstr(x)| ≪M L
2ρ.
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It is important to note that we must assume x, x+ r, x+Pj(y) ∈ [N ] for the
above inequalities to hold. This is because we are using the convention that
fstr(x) = 0 for all x /∈ [N ]. To circumvent this issue, we use a trick of Tao
[Tao12, Lemma 1.2.13]. Rather then extend fstr outside of [N ] by 0, we instead
use the function F and replace fstr(x) by F (θx). Since fstr(x) = F (θx) only
holds for x ∈ [N ], we restrict our choice of y and d so that |Qj(d,y)| 6 ρN
holds for all j ∈ [s]. Proceeding in this way produces the following result.
Lemma 6.8 (Lower bound for ΨB,y(fstr)). Let the assumptions and definitions
be as in Lemma 6.2. Let q := s− n− 1, and let U = {u(0), . . . ,u(q)} denote a
Q-basis for ker(A) with the properties described in §6.1. There exists positive
constants ρ0 = ρ0(k,M,U) ∈ (0, 1) and N0 = N0(k,M,U) ∈ N such that the
following is true. Let ρ ∈ (0, 1) and N ∈ N. Let B = B1(θ, ρ) ∩ [ρN ], and let
y ∈ (Bk(θ, ρ) ∩ [(ρN)
1/k])q. Let Q1, . . . , Qs be given by (6.1), and let ΨB,y be
as defined in (6.2). If N > N0 and 0 < ρ 6 ρ0, then
ΨB,y(fstr) > |B|
qN
[
(δ − ε2 −F(L)−1)s − OM,U(L
2sρs + L2ρ)
]
.
Proof. Observe that our choice of y and B implies that |Qi(d,y)| ≪M,U ρN
holds for all i ∈ [s] and d ∈ Bq. Hence, provided N and ρ−1 are sufficiently
large in terms of k,M, and U , there exists some ρ′ > 0 with ρ′ ≪k,M,U ρ
such that the following is true. Let Ω denote the set of x ∈ N such that
ρ′N < x < (1− ρ′)N . If x ∈ Ω, then
|fstr(x+Qi(y))− fstr(x)| = |F ((x+Qi(y))θ)− F (xθ)| ≪M,U L
2ρ
holds for all i ∈ [s]. Since |[N ]\Ω| ≪k,M,U ρN , we can take ρ sufficiently small
to ensure that Ω 6= ∅. Thus, the inequality 0 6 fstr 6 1[N ] implies that
ΨB,y(fstr) >
∑
x∈Ω
∑
d∈Bq
s∏
j=1
fstr(x+Qj(d,y))
>
∑
d∈Bq
(
n∑
x=1
(
fstr(x)
s − Ok,M,U(L
2sρs + L2ρ)
)
− |[N ] \ Ω|
)
> |B|qN
(
N−1‖(fstr)
s‖1 − Ok,M,U(L
2sρs + L2ρ)
)
. (6.6)
By an application of Ho¨lder’s inequality, we find that
‖(fstr)
s‖1 > N
1−s
(
N∑
x=1
(1A(x)− fsml(x)− funf(x))
)s
> N(δ − ε2 − F(L)−1)s.
Substituting the above into (6.6) completes the proof. 
This final lemma, in combination with the previous results of this section,
finally provides us with a means to prove Theorem 5.1.
Proof of Theorem 5.1. Condition (viii) implies that if C is non-empty, then
there exist functions κ : N → (0, 1] and M : N → N (which depend on k
and M) such that the following is true. Let M ∈ N, and let S ⊆ N be
a multiplicatively [M ]-syndetic set. If N > M(M), then there are at least
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κ(M)N t−km solutions y ∈ (S ∩ [N ])t to the system Cy⊗k = 0. Moreover, this
condition shows that we may assume thatM is a monotone increasing function
satisfying M(M) > M for all M ∈ N, and that κ is monotone decreasing. In
the case where C is empty, we take κ = 1 and M(M) =M for all M ∈ N.
Let δ ∈ (0, 1) and M ∈ N be fixed. Let c = c(k,M) > 1 be a sufficiently
small positive constant depending only on k and M. Let M1 =M1(ρ, d, h,M)
be the quantity given by Corollary 6.7, which satisfies (6.5). Let ε := cδs, and
let F : R>0 → R>0 be a sufficiently fast growing monotone increasing function
(specifically, F is chosen so that (6.12) holds). For this choice of F and ε, let
L0 = L0(ε,F) be the positive integer given by Lemma 6.1.
Let N ∈ N be sufficiently large in terms of all the previously defined param-
eters (specifically, N is chosen to satisfy (6.8)). Let A ⊆ [N ] with |A| > δN .
Let fstr, fsml, funf be the functions obtained by applying Lemma 6.1 with re-
spect to f = 1A. Let d, L, θ and F be as given in property (IV) of Lemma 6.1.
Let U = {u(0), . . . ,u(s−n−1)} denote a Q-basis for ker(A) with the properties
described in §6.1. Note that, by explicit computation, we can choose such a
basis U such that |ui,j| ≪M 1 for all i and j. Consequently, any emergent
quantities which may depend on U are instead considered to depend on M.
Let ρ := cδsL−2, and let B := B1(θ, ρ) ∩ [ρN ]. By choosing c sufficiently
small, an application of Lemma 6.8 followed by Lemma 6.4 reveals that
ΨB,y(fstr + fsml) >
1
2
δs|B|s−n−1N
holds for all y ∈ (Bk(θ, ρ) ∩ [(ρN)1/k])t.
Let S ⊆ N be a multiplicatively [M ]-syndetic set, and let
Ω :=
(
Bk(θ, ρ) ∩ S ∩ [(ρN)
1/k]
)t
∩ {y ∈ Nt : Cy⊗k = 0}.
By the non-negativity of fstr + fsml, we deduce from (6.3) the bound
Λ1(fstr + fsml;S ∩ [N
1/k]) > 1
2
δs|B|s−n−1N |Ω|. (6.7)
By Corollary 6.7, the set B1(θ, ρ) is multiplicatively [M1(ρ, d, 1, 1)]-syndetic,
whilst Bk(θ, ρ) ∩ S is multiplicatively [M1(ρ, d, k,M)]-syndetic. Note that
Lemma 4.4 implies that if N > 2M˜2, then any every multiplicatively [M˜ ]-
syndetic set has density at least 1
2
M˜−2 on [N ]. Thus, if N satisfies
cN1/k > δ−sL2M
(
M1(cδ
sL−20 , L0, 1, 1) +M1(cδ
sL−20 , L0, 2,M)}
)
, (6.8)
for c sufficiently small, then we obtain the bounds
|B| > 1
4
cδsL−2M1(cδ
sL−2, L, 1, 1)−2N ; (6.9)
|Ω| > κ
(
M1(cδ
sL−2, L, k,M)
)
·
(
1
4
cδsL−2N
) t
k
−m
. (6.10)
Lemma 6.2 therefore gives
Λ1(A;S ∩ [N
1/k]) >
(
γ(δ, L,M,M)−Ok,M(F(L)
−η)
)
N s+
t
k
−(n+m), (6.11)
where η := (2k2(n+m)+2)−1, and γ(δ, k, L,M,M) is the function of δ, k, L,M ,
and M obtained by substituting the lower bounds (6.9) and (6.10) into (6.7)
(ignoring the factors of N). Using (6.5), we may assume that γ(δ, k, L,M,M)
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is a decreasing function of L, for fixed δ, k,M,M. We can therefore construct
a monotone increasing function F0 : N→ R>0 such that
2CF0(x)
−η
6 γ(δ, k, x,M,M) (6.12)
holds for all x ∈ N, where C = C(k,M) > 1 is the implicit positive constant
appearing in (6.11) (which can be assumed to be greater than 1). We can then
extend F0 to a monotone increasing function F : R>0 → R>0 by interpolation.
With this choice of F , we deduce from (6.11) that
Λ1(A;S ∩ [N
1/k])≫δ,k,M,M N
s+
t
k
−(n+m),
as required. 
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