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ABSTRACT
This paper investigates the reliability of objective quality metrics
commonly used for the quality assessment of 2D media, in the
context of 3D Video. In the absence of any dedicated tool for the
evaluation of synthesized views quality, we often rely on avail-
able 2D metrics for direct evaluation of 3D media quality, or with
some adaptation to the 3D case. However, recent studies showed
that the use of DIBR, depending on its in-painting strategy, can
lead to downsides whose range in terms of quality, has never been
experienced with 2D media. This paper questions the reliability
of the objective quality metrics normally used for the quality as-
sessment, when assessing stereopairs. Seven DIBR algorithms are
used to generate novel viewpoints. A series of commonly used
quality metrics then assess their quality. The results of our ex-
periments showed that the metrics are not sufficient to faithfully
predict human judgment. Moreover, we compared our results with
an experiment run in monoscopic viewing condition and the dif-
ferences are for the less unexpected since the preferred artifacts in
monoscopic condition are the most rejected in stereoscopic condi-
tion. This paper proposes some explanations.
Index Terms — 3DTV, MVD, 3D video, DIBR, quality as-
sessment.
1. INTRODUCTION
The ability to provide novel viewpoints is imperative in 3D Video
applications such as 3D Television (3D-TV) that provides a depth
feeling, and Free Viewpoint Video (FVV), that allows navigation
inside the scene. Depth-Image-Based-Rendering [1] algorithms
can be used in order to generate novel viewpoints of the same
scene from Multi-view-Video-plus-Depth (MVD) data [2]. A re-
cent study [3] showed that depending on the in-painting strategy,
DIBR algorithms could induce specific artifacts whose annoyance
can drop the overall media perceived quality. The success of 3D
Video applications depends on the ability of the systems to provide
high quality synthesized views and visually comfortable contents.
These conditions should be controlled and measured through reli-
able tools. Yet, up to now, there is no standardized quality assess-
ment framework for 3D media, despite the many efforts address-
ing this issue.
Several proposals for new objective or subjective quality evalu-
ation methods rely on 2D existing tools [4, 5, 6]. However, the
main criticism of the following examples in that they propose en-
hanced 2D objective evaluation tools for the assessment of stereo-
scopic contents while the reliability of these metrics have not been
showed in the specific case of stereopairs containing a DIBR gen-
erated view. In numerous proposals, experimental protocols often
involve depth and/or color compression, different 3D displays, and
different 3D representations (2D+Z, stereoscopic video, MVD,
etc...). In these cases, the quality scores obtained from subjective
assessments are compared to the quality scores obtained through
objective measurements, in order to find a correlation and validate
the objective metric. The experimental protocols often assess both
compression distortion and synthesis distortion, at the same time
without distinction. This is problematic because there may be a
combination of artifacts from various sources (compression and
synthesis) whose effects are neither understood nor assessed.
In [4], Benoit et al. proposed a quality metric for the assessment
of stereopairs using fusion of 2D quality metrics and depth in-
formation. Well-known 2D metrics, either Structural SIMilarity
(SSIM)[7] or C4[8], are applied separately on each image (left
and right view) and the scores are combined to obtain one overall
score for the given stereopair. By taking into account the stereo-
disparity in their measure, Benoit et al. point out the fact that 2D
metrics have limitations when assessing stereoscopic image qual-
ity, since SSIM is enhanced when adding the disparity distortion
contribution. You et al., in [9] reach the same conclusion regard-
ing the use of disparity in the quality score of stereoscopic data.
In this study [4], the proposed metric is not evaluated in the case
of stereopairs containing a DIBR generated view.
In [5], the authors proposed a depth-based perceptual quality met-
ric. It is a tool that can be applied to Peak-Signal-to-Noise-Ratio
(PSNR) or SSIM. The method uses a weighting function based
on depth data at the target viewpoint, and a temporal consistency
function to take the motion activity into account. The final score
includes a factor that considers non-moving background objects
during view synthesis. Inputs of the method are the original depth
map (uncompressed), the original color view (originally acquired,
uncompressed) and the synthesized view. Validation of the per-
formances is achieved by synthesizing different viewpoints from
distorted data: color views suffer two levels of quantization dis-
tortion; depth data suffer four different types of distortion (quanti-
zation, low pass filtering, borders shifting, and artificial local spot
errors in certain regions). The study [5] shows that the proposed
method enhances the correlation of PSNR and SSIM to subjective
scores.
Conze et al.[6] proposed a full-reference objective quality assess-
ment metric that targets artifacts related to view synthesis. More
precisely, their method relies on the observation that thin objects,
object borders, transparency, variations of illumination or color
differences between left and right views, periodic objects are the
most critical elements to be rendered through DIBR. Their method
is known as the View Synthesis Quality Assessment (VSQA) and
is defined as an extension of any existing 2D image quality. In [6],
VSQA is used as an extension of SSIM. VSQA considers features
of the spatial environment and the complexity in terms of textures,
the diversity of gradient orientations and the presence of high con-
trast of the synthesized views.
Regarding the correlation scores with the subjective scores, these
studies [4, 5, 6] showed improvements of 2D existing tools. Nev-
ertheless, these studies come before the essential step evaluat-
ing the performances of these 2D existing tools in the presence
of DIBR related artifacts. Yasakethu et al. [10] and You et al.
[9] already proposed an evaluation of 2D usual image/video qual-
ity metrics for the assessment of stereoscopic contents. However,
the tested material did not contain any DIBR related artifacts and
only targeted compression related artifacts. In [11], Hanhart et al.
investigated the correlation between PSNR-based quality metrics
and the perceived quality of asymetric stereopairs (made of a de-
coded view and a synthesized view), in the context of the MPEG
3D video coding standardization effort. The results of the study
showed that in this scenario, the PSNR of the decoded view and/or
the average PSNR of both views were appropriate for predicting
the perceived quality of the stereopairs. In a previous study [3],
usual assessment methods have been evaluated but the targeted
case of use included monoscopic viewing conditions only.
In this paper, we propose an evaluation of 2D usual objective qual-
ity metrics, and usual subjective quality assessment methods when
rating stereoscopic contents in the context of DIBR, based on the
database used in [3]. The paper is organized as follows. Sec. 2
presents the previous results of the study in monoscopic viewing
conditions. Sec. 3 presents the experimental protocol of our study
in stereoscopic viewing conditions. Sec. 4 gives the results of the
study and Sec. 5 concludes the paper.
2. PREVIOUS WORK
In a previous study [3], the relevance of the use of 2D usual qual-
ity assessment methods has been questioned when addressing the
quality of DIBR synthesized views. This study was motivated by
the fact that the synthesis process and the inpainting strategies in-
duce specific distortions that are different from the commonly en-
countered artifacts in 2D imaging system. Given this fact, the eval-
uation of usual quality assessment methods should be considered
when dealing with synthesis distortions. DIBR related artifacts
only were included in the tests. The three test MVD sequences
are Book Arrival (1024 × 768, 16 cameras with 6.5cm spacing),
Lovebird1 (1024 × 768, 12 cameras with 3.5 cm spacing) and
Newspaper (1024 × 768, 9 cameras with 5 cm spacing). Seven
DIBR algorithms processed the three sequences to generate four
different viewpoints per sequence (84 synthesized views in total).
These seven DIBR algorithms are labeled from A1 to A7:
-A1: based on Fehn [1], where the depth map is pre-processed by
a low-pass filter. Borders are cropped, and then an interpolation is
processed to reach the original size.
-A2: based on Fehn [1]. Borders are inpainted.
- A3: Tanimoto et al. [12]. It is the recently adopted reference
software for the experiments in the 3D Video group of MPEG.
-A4: Mu¨ller et al.[13] proposed a hole-filling method aided by
depth information.
- A5: Ndjiki-Nya et al. [14]. The hole-filling method is a patch-
based texture synthesis.
-A6: Ko¨ppel et al.[15] uses depth temporal information to im-
prove the synthesis in the disoccluded areas.
-A7: corresponds to the unfilled sequences (i.e. with holes).
Test images were “key” frames (“keys” were randomly chosen
from the same set of synthesized views). That is to say that for
each of the three reference sequences, only one frame was selected
out of each synthesized viewpoint, for assessing still-images. ACR-
HR (Absolute Categorical Rating with Hidden Reference Removal)
[16] methodology was used: the quality of each image is rated in-
dependently on a category scale (5: excellent; 4: good; 3: fair; 2:
poor; 1: bad), including the reference version of each image.
The subjective evaluations were conducted in an ITU conform-
ing test environment. The stimuli were displayed on a TVLogic
LVM401W, and according to ITU-T BT.500 [17]. Objective mea-
surements were obtained by using MetriX MuX Visual Quality
Assessment Package [18].
The results of this previous study in monoscopic viewing con-
ditions showed that usual objective assessments do not correlate
with subjective assessments. Rankings of algorithms from objec-
tive metrics are not reliable, considering the differences with the
obtained subjective results. The presented experiments revealed
that using only the objective metrics seems not sufficient for as-
sessing virtual synthesized views, though they give information on
the presence of errors.
In this paper, we extend the previous study by questioning the re-
liability of 2D usual image quality metrics when assessing stereo-
scopic pairs containing DIBR related artifacts. The next sectionsl
present the new experimental protocol and the results of the study.
3. EXPERIMENTAL PROTOCOL
In this experiment, synthesized still image quality is evaluated in
stereoscopic conditions. In these conditions, we have several ob-
jectives. First, we aim at determining whether ACR-HR method-
ology is appropriate for the assessment of different DIBR algo-
rithms; Second, the required number of participants enabling a
reliable subjective assessment test is questioned; Third, we inves-
tigate whether the results of the subjective assessments are con-
sistent with the objective evaluations; Fourth, we need to compare
the obtained results to the monoscopic conditions results.
The material comes from the same set of synthesized views as
described in Section 2. The stereopairs consist of two stereo-
compliant views. One view is the original acquired frame and the
other is a synthesized frame. All the synthesized frames used in
this experiment are exactly the same as those used in the previous
study (in monoscopic viewing conditions, with still-images).
ACR-HR methodology was used with 25 naive observers. The
stimuli were displayed on an Acer GD245HQ screen, with NVIDIA
3D Vision Controller.
The objective measurements were realized over 84 synthesized
views of the 84 tested stereopairs by the means of MetriX MuX
Visual Quality Assessment Package [18] software. The reference
was the original acquired image.
The following section describes the results of the study. The first
part addresses the results of the subjective assessments and the
second part presents the results of the objective evaluations.
4. RESULTS AND DISCUSSION
4.1. Subjective tests
The seven DIBR algorithms are ranked according to the obtained
ACR-HR DMOS scores, as depicted in Table 1. In each section
of the table (monoscopic or stereoscopic viewing), the first line
gives the DMOS scores obtained through the MOS scores. The
second line gives the ranking of the algorithms, obtained through
the first line. The first comment regarding the results in Table 1
refers to the fact that the rankings of the algorithm, according to
the subjective scores, are completely different from the rankings
obtained in monoscopic conditions. In particular, A1 was ranked
as the best algorithm in monoscopic conditions. It is ranked as 5th
in stereoscopic conditions. This can be explained by the discom-
fort produced by the proposed stereopairs. Indeed the stereopairs
presented to the observers were made up of one original acquired
view and its stereo-compliant synthesized view. Considering the
interpolation strategy used in A1 (the borders of the image are
cropped and then an interpolation allows to reach the original size
of the image), we can observe that objects are shifted. This shift
is assumed to be the cause of discomfort, since corresponding ob-
jects will have too large disparity values. On the other hand, al-
gorithms that were not ranked as the best in monoscopic condi-
tions are better ranked in stereoscopic conditions. For instance,
A6 or A3 that were ranked 4th and 6th respectively by the subjec-
tive scores in monoscopic conditions, are ranked 2nd and 3rd in
stereoscopic conditions. The assumption is that the artifacts gen-
erated by these algorithms are more easily masked through human
vision in stereoscopic conditions. They do not induce difficult-to-
deal-with artifacts (in stereovision) such as shifts of objects.
Table 2 give the results of the Student’s test from the ACR-HR
scores for stereoscopic still images. This provides knowledge on
the statistical equivalence of the algorithms. The number in paren-
theses indicates the minimum required number of observers that
allows statistical distinction (VQEG recommends 24 participants
as a minimum in the Multimedia test Plan [19], values in bold are
higher than 24 in the table). In most of the cases, less than 24
observers gave clear-cut decisions between the algorithms. This
is very different from the results obtained in monoscopic viewing
conditions since six cases were recorded as not statistically differ-
ent. Our assumption is that artifacts are differently perceived in
stereoscopic viewing and in monsocopic viewing conditions. Ar-
tifacts that are not annoying in monoscopic viewing conditions,
may be disturbing in stereoscopic conditions which explains the
clear-cut decisions.
A1 A2 A3 A4 A5 A6 A7
Monoscopic
ACR-HR 3.572 3.308 3.145 3.401 3.496 3.32 2.277
Rank order 1 5 6 3 2 4 7
Stereoscopic
ACR-HR 3.647 3.637 3.660 3.678 3.658 3.662 3.548
Rank order 5 6 3 1 4 2 7
Table 1. Rankings of algorithms according to subjective scores. First sec-
tion: results in monoscopic viewing conditions. Second line: results in
stereoscopic viewing conditions.
A1 A2 A3 A4 A5 A6 A7
A1 o(>25) o(>25) ↓(<24) ↓(<24) ↓(<24) ↑(<24)
A2 o(>25) ↓(<24) ↓ (<24) ↓(<24) ↓(<24) ↑(<24)
A3 o(>25) ↑(<24) ↓(<24) ↓(<24) ↓(<24) ↑(<24)
A4 ↑(<24) ↑(<24) ↑(<24) o(>25) o(>25) ↑(<24)
A5 ↑(<24) ↑(<24) ↑(<24) o(>25) o(>25) ↑(<24)
A6 ↑(<24) ↑(<24) ↑(<24) o(>25) o(>25) ↑(<24)
A7 ↓(<24) ↓(<24) ↓(<24) ↓ (<24) ↓(<24) ↓(<24)
Table 2. Results of Student’s t-test with ACR-HR results (stereo still im-
ages).
4.2. Objective measurements
This subsection addresses the objective quality measurements con-
ducted over the selected “key” frames. The objective is to deter-
mine the consistency between the subjective assessments and the
objective evaluations, and the most consistent objective metric.
The first step consists in comparing the objective scores with the
subjective scores (previously presented). The consistency between
objective and subjective measures is evaluated by calculating the
Pearson linear correlation coefficients (PLCC) for the whole fitted
measured points.
The coefficients are depicted in Table 3. Compared to in mono-
scopic viewing conditions, the metrics are still not highly corre-
lated to human judgment. Fig. 1 illustrates the differences be-
tween the PLCC obtained in monoscopic conditions and those ob-
tained in stereoscopic conditions and confirms the previous com-
ment. Depending on the objective metric, we observe that the
PLCC is slightly improved.
Fig 2 depicts the rankings of the algorithms obtained from the
subjective and the objective scores through graphical tables. First
line recalls the subjective results obtained in monoscopic viewing
conditions. Second line gives the ACR-HR results in the extended
study, i.e. in stereoscopic viewing conditions. The darker the blue
the better ranked by the metric. The lighter the blue the worse
ranked by the metric. In stereoscopic conditions, we observe that
the rankings from the objective metrics are slightly closer to hu-
man judgment than in monoscopic conditions. If the assumption
that a masking effect occurs in stereoscopic viewing conditions,
explaining the differences between ACR-HR in monoscopic view-
ing conditions and ACR-HR in stereoscopic viewing conditions,
then the fact that objective metrics are slightly closer to human
judgment in stereoscopic conditions confirms that particular dis-
tortions related to DIBR algorithms are not taken into account by
2D usual objective measures.
However, this study also suggests that more reliable objective tools
are required for assessing stereoscopic pairs including DIBR syn-
thesized views.
PSNR SSIM MSSIM VSNR VIF VIFP
PLCC 46.98 45.06 60.86 26.44 38.46 42.96
UQI IFC NQM WSN PSNRHVSM PSNRHVS
PLCC 31.72 40.96 52.66 51.58 46.59 46.13
Table 3. Pearson correlation coefficients between DMOS and objective
scores in percentage (stereoscopic still images).
5. CONCLUSION
In this paper, the reliability of usual image quality methods has
been questioned in the case of stereoscopic viewing. Compared to
the previous study in monoscopic viewing conditions, the obtained
results showed noticeable differences. In particular, the subjective
tests suggested that non-annoying artifacts in monoscopic viewing
conditions may not be assessed with the same quality in stereo-
scopic viewing conditions especially in the case of shifting arti-
facts. ACR-HR methodology led to more clear-cut decisions in
stereoscopic conditions which we assume to be related to visual
discomfort induced by some DIBR distortions. Correlation of
objective metrics with subjective scores is not proved in stereo-
scopic viewing conditions, though they are closer to subjective
scores in stereoscopic viewing conditions than subjective scores
in monoscopic viewing conditions. The results suggest that the
tested objective metrics are not sufficient to predict the quality of
stereoscopic images and that new objective assessment tools are
required. This study also brought up the problem of non-matching
Figure 1. Comparison of Pearson linear correlation coefficients in mono-
scopic and stereoscopic conditions.
Figure 2. Rankings according to measurements (stereoscopic still images).
features that may occur when views of stereopairs are not coher-
ent: in our study, depending on the DIBR distortions, we assume
that binocular rivalry or binocular suppression may have occurred,
explaining the differences between subjective scores obtained in
monoscopic viewing and those obtained in stereoscopic viewing
conditions.
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