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Metodolog´ıa fiable de deteccio´n de duplicados
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PALABRAS CLAVE:
duplicacio´n de datos, monitorizacio´n de redes, ana´lisis de tra´fico
RESUMEN:
Todo sistema de monitorizacio´n de tra´fico de red se enfrenta a un problema fundamen-
tal: el proceso de captura de tra´fico, casi invariablemente, produce una duplicacio´n de
datos que falsea cualquier ana´lisis posterior. En contraste con otros campos relacionados
con la ingenier´ıa de datos, no existe literatura cient´ıfica que aborde este problema.
En este contexto, el presente trabajo establece los fundamentos teo´ricos de la du-
plicacio´n de datos en el a´mbito de la monitorizacio´n de red. Para ello, se describen y
analizan los mecanismos generadores, los tipos de duplicados existentes y sus carac-
ter´ısticas.
Sobre esta base, se aporta una metodolog´ıa fiable para la deteccio´n de duplicados
que ha sido implementada y profusamente utilizada en proyectos empresariales. Se
recoge, asimismo, un estudio anal´ıtico validado experimentalmente del cual se deriva
una regla de dimensionamiento para maximizar la eficiencia de la metodolog´ıa sin perder
capacidad de deteccio´n.
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Glosario
S´ımbolos
802.1Q Esta´ndar de red definido por el IEEE que define un etiquetado de tramas Ethernet para la
coexistencia de mu´ltiples LAN virtuales (VLAN) en un mismo segmento f´ısico.
A
ACK Acknowledgement, campo de la cabecera TCP que lleva cuenta de la cantidad de bytes
recibidos dentro de una conexio´n. Asimismo, el flag de la misma cabecera que activa el
campo descrito tambie´n se nombra con estas siglas.
ALG Application Layer Gateway, extensio´n implementada sobre cortafuegos o dispositivos NAT
para la traduccio´n de mensajes en protocolos que portan informacio´n de la conexio´n a nivel
de aplicacio´n y que, de otra manera, ser´ıan incapaces de atravesar estos dispositivos.
D
DSCP Differentiated Services Code Point, hace referencia al campo de la cabecera IPv4 utilizado
para marcar tra´fico en funcio´n de distintos tipos de servicios en arquitecturas de QoS
basadas en Servicios Diferenciados (DiffServ).
F
FTP File Transfer Protocol, protocolo de transferencia de ficheros basado en TCP y una arqui-
tectura de cliente-servidor. Utiliza dos conexiones: una de control, basada en texto plano,
y otra para la transferencia de ficheros.
I
IGMP Internet Group Management Protocol, protocolo de nivel de red utilizado en redes IP para
la gestio´n de grupos multicast.
IP Internet Protocol, protocolo de nivel de red de la pila de protocolos TCP/IP. Tambie´n se
llama as´ı a la direccio´n de nivel de red que identifica a una ma´quina.
M
MAC Media Access Control address, identificador u´nico asignado a las interfaces de red y usado
como direccio´n de red en la comunicacio´n a nivel de enlace.
MTU Maximum Transmission Unit, taman˜o ma´ximo de datagrama que un nivel determinado de
la pila de protocolos puede manejar.
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GLOSARIO
N
NAT Network Address Translation, mecanismo de traduccio´n de direcciones IP entre redes que
asignan direcciones mutuamente incompatibles.
Q
QoS Quality of Service, la totalidad de caracter´ısticas de un servicio de telecomunicaciones que
determinan su capacidad para satisfacer las necesidades expl´ıcitas e impl´ıcitas del usuario
del servicio.
R
RST Reset, flag de la cabecera TCP usado como mensaje de control con el propo´sito de forzar
el cierre de una conexio´n.
S
SPAN Switched Port Analyzer, denominacio´n de Cisco Systems para el sistema de monitorizacio´n
de tra´fico de red mediante port mirroring que implementan sus equipos.
T
TCP Transmission Control Protocol, protocolo de nivel de transporte de la pila de protocolos
TCP/IP orientado a conexio´n.
TTL Time To Live, campo de la cabecera IPv4 que alberga el tiempo de vida de un paquete, es
decir, el nu´mero de veces que puede ser encaminado antes de que sea descartado.
U
UDP User Datagram Protocol, protocolo de nivel de transporte de la pila de protocolos TCP/IP
orientado a datagrama.
V
VLAN Virtual Local Area Network, red de a´rea local virtual. Un switch o un router es capaz
de particionar los puertos de una LAN a nivel lo´gico para formar mu´ltiples dominios de
broadcast o VLANs.
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Cap´ıtulo 1
Introduccio´n
La duplicacio´n de datos es un problema gene´rico de las tecnolog´ıas y sistemas de infor-
macio´n concerniente al campo de la ingenier´ıa de datos. Como su propio nombre indica,
consiste en la presencia de repeticiones de un mismo elemento dentro de un conjunto
de datos.
Las consecuencias de este hecho pueden ser muy variadas dependiendo del a´mbito
que consideremos. La ma´s evidente es que el conjunto de datos es ma´s grande, y por
tanto ocupa ma´s espacio, de lo que ser´ıa estrictamente necesario. En te´rminos de teor´ıa
de la informacio´n, la entrop´ıa de la fuente esta´ lejos de ser o´ptima. As´ı pues, los algorit-
mos de compresio´n sin pe´rdidas pueden entenderse como simples desduplicadores. En
esta misma l´ınea, muchas soluciones de backup y almacenamiento de archivos contie-
nen mecanismos de desduplicacio´n: incluso Mega, el flamante sucesor de Megaupload
que vio la luz en enero de este mismo an˜o, anuncio´ que su servicio de almacenamiento
cifrado en la nube pose´ıa esta caracter´ıstica.
El ejemplo anterior es consecuencia de la redundancia intr´ınseca que posee la re-
presentacio´n de la informacio´n que manejamos. Fuera de esta estructura interna, esta
codificacio´n, otro caso frecuente hoy en d´ıa es la integracio´n de informacio´n desde mu´lti-
ples fuentes o bases de datos. Sirva como ejemplo sencillo la informacio´n que puedan
contener diferentes bases de datos sobre las publicaciones cient´ıficas de determinado au-
tor: habitualmente se producen solapamientos y los buscadores que operan con varias
de estas fuentes muestran entradas duplicadas.
En definitiva, una somera reflexio´n hace patente que esta problema´tica es funda-
mental en un gran nu´mero de disciplinas y, como se vera´, un ana´lisis ma´s profundo
arroja como conclusio´n que las caracter´ısticas de cada una de estas disciplinas hacen
de la desduplicacio´n un reto u´nico en su campo.
En el a´mbito que nos concierne, el del ana´lisis de tra´fico de red IP, la unidad
ba´sica de informacio´n es el paquete. A partir de ah´ı, se construyen jerarqu´ıas ma´s altas
de informacio´n: conjuntos de paquetes constituyen flujos, conjuntos de flujos forman
conexiones, etc. En este contexto, la duplicacio´n de datos se traduce en duplicacio´n
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de paquetes. Ma´s concretamente, se traduce en duplicacio´n de la carga u´til de los
paquetes. Es decir, el segmento de datos que se genera en lo ma´s alto de la pila de
protocolos, a nivel de usuario, es la verdadera unidad de informacio´n, puesto que ese
mismo datagrama puede encontrarse con diferentes cabeceras conforme va viajando por
los niveles ma´s bajos (ve´ase la Figura 1.1).
Figura 1.1: Ejemplo de encapsulacio´n sobre la pila TCP/IP
Sin embargo, el ana´lisis de red se realiza generalmente sobre el nivel ma´s bajo de esa
pila. Todo proceso de ana´lisis descansa sobre una primera etapa de importancia cr´ıtica:
la captura de los paquetes de red, que, en u´ltima instancia, como se discutira´ ma´s
adelante, es el proceso causante de los paquetes duplicados.
1.1. Motivacio´n
La motivacio´n del presente trabajo es eminentemente pra´ctica. Como se ha comentado y
se analizara´ en la pro´xima seccio´n, el ana´lisis de tra´fico de red descansa invariablemente
sobre un proceso de monitorizacio´n que falsea lo que realmente esta´ sucediendo en la
red de datos. Por ejemplo, si en cierta fraccio´n de tiempo y en un determinado punto de
una red pasan dos paquetes pero medimos cuatro, automa´ticamente hasta las medidas
ma´s simples quedara´n pervertidas: throughput, tiempo entre paquetes, etc. Por tanto,
queda patente que la desduplicacio´n constituye un paso previo fundamental.
No obstante, y en contra de lo que se pueda pensar a priori, lo cierto es que no existe
literatura cient´ıfica que describa rigurosamente y aborde este feno´meno. Tan solo hemos
sido capaces de encontrar al respecto referencias informales, aisladas e incompletas [1, 2].
Por consiguiente, este trabajo esta´ dedicado a cubrir esta carencia teo´rica y me-
todolo´gica en cuanto a desduplicacio´n de datos en el campo de la monitorizacio´n y
ana´lisis de redes IP.
2
1.2 Objetivos
1.2. Objetivos
A continuacio´n, se enumeran los principales objetivos y contribuciones del presente
trabajo:
Contextualizacio´n del caso particular de la duplicacio´n de tra´fico de red en el
campo ma´s amplio de la ingenier´ıa de datos.
Realizacio´n de un ana´lisis teo´rico y descriptivo de la problema´tica de los dupli-
cados.
Disen˜o de una metodolog´ıa fiable para la deteccio´n y, en su caso, eliminacio´n del
tra´fico duplicado.
Implementacio´n pra´ctica de dicha metodolog´ıa para su evaluacio´n y puesta a
punto.
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Cap´ıtulo 2
Estado del arte
Tal y como se ha avanzado anteriormente, no existe —o al menos no hemos sido capa-
ces de encontrar— literatura cient´ıfica que aborde la duplicacio´n de datos en el campo
espec´ıfico de las redes de datos. Por ello, este cap´ıtulo esta´ dedicado a la realizacio´n de
una revisio´n generalista del trabajo previo en otros campos con el objetivo de contex-
tualizar el caso particular que nos atan˜e.
2.1. Introduccio´n
Dentro de la comunidad estad´ıstica, se han venido empleando desde hace ma´s de cin-
cuenta an˜os los te´rminos record linkage y record matching para designar el problema
de la identificacio´n de diferentes representaciones de una misma entidad. Ma´s recien-
temente, se han an˜adido otras denominaciones en el a´mbito de las bases de datos o
la inteligencia artificial, como merge-purge, data deduplication, instance identification,
database hardening, name matching, coreference resolution, identity uncertainty y du-
plicate detection [3, 4]. En el presente trabajo, se utilizara´n indistintamente los te´rminos
duplicacio´n/desduplicacio´n de datos, deteccio´n de duplicados o identificacio´n de dupli-
cados.
No´tese la importante matizacio´n del pa´rrafo anterior cuando se dice diferentes re-
presentaciones de una misma entidad. Esta descripcio´n explicita quiza´s el concepto
ma´s importante de la duplicacio´n de datos: cada, digamos, instancia de informacio´n
duplicada es, en general, distinta de las dema´s, ya sea por diferencia de criterio, por
error o por necesidad. Esto, que puede parecer confuso en un primer momento, se aclara
recuperando un ejemplo del cap´ıtulo anterior: una base de datos puede recoger publica-
ciones de un tal ✭✭In˜aki U´car✮✮ y de ✭✭In˜aki U´car Marque´s✮✮, pero realmente son la misma
persona y dichas entradas deber´ıan ser fusionadas. Obviamente, la desduplicacio´n con-
lleva otros retos, pero este hecho es uno de los principales contribuyentes a que se aleje
mucho de ser trivial.
A continuacio´n, se hara´ un breve repaso de las principales te´cnicas existentes de
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deteccio´n de duplicados y se discutira´n cuestiones de eficiencia en base a [3].
2.2. Te´cnicas de deteccio´n
Existe una gran variedad de te´cnicas para comparar datos consistentes en un solo
campo. Desde la ma´s sencilla y obvia, que pasa por comparar los elementos byte-by-
byte, hacia las ma´s sofisticadas, que tienen en cuenta la naturaleza de los datos y que
s´ı contemplan variaciones sobre los mismos. El grueso mas´ importante de este tipo de
te´cnicas se corresponde con los me´todos de comparacio´n de cadenas de caracteres.
No obstante, en la mayor´ıa de situaciones de la vida real, los datos a comparar
poseen mu´ltiples campos, lo que eleva notoriamente la complejidad del problema. Las
te´cnicas utilizadas en este caso pueden subdividirse en probabil´ısticas, basadas en cla-
sificadores determin´ısticos y de aprendizaje automa´tico, supervisado y no supervisado.
2.2.1. Te´cnicas probabil´ısticas
El proceso de desduplicacio´n se reduce a un simple proceso de clasificacio´n. Cada pareja
de elementos 〈α, β〉 puede pertenecer a dos clases: la clase M (match) contendra´ todas
aquellas parejas de duplicados, mientras que la clase U contendra´ el resto. Si se conocen
las funciones de densidad de ambas clases, la desduplicacio´n se convierte en un problema
de inferencia bayesiana.
A partir de ah´ı, pueden utilizarse diferentes criterios a la hora de definir el umbral
entre ambas clases, como por ejemplo, la minimizacio´n de la probabilidad de error o
del coste de decisio´n.
2.2.2. Te´cnicas de aprendizaje supervisado
As´ı como las te´cnicas probabil´ısticas parten del conocimiento de las funciones de den-
sidad de las clases M y U , las de aprendizaje supervisado parten de la existencia de un
conjunto de datos de entrenamiento en el que cada pareja 〈α, β〉 esta´ etiquetada como
perteneciente a una de las dos clases.
Muchas de estas te´cnicas tratan cada par de manera independiente. Otra aproxi-
macio´n, que tambie´n es aplicable a te´cnicas probabil´ısticas, consiste en postprocesar
las parejas clasificadas como duplicados para formar grafos. As´ı, aplicando la asuncio´n
de transitividad, si 〈α, β〉 y 〈β, γ〉 son duplicados, se asume que 〈α, γ〉 tambie´n lo son.
Las te´cnicas de aprendizaje supervisado pasivo requieren grandes conjuntos de da-
tos de entrenamiento que, si son creados artificialmente, dif´ıcilmente reflejan los casos
ambiguos. El aprendizaje activo semisupervisado es una evolucio´n en ese sentido que
utiliza directamente datos reales sin etiquetar. Parte de la base de que la gran mayor´ıa
de casos pueden clasificarse como duplicados o no duplicados con un nivel de certeza
alta de manera automa´tica. En cambio, para las parejas que presentan cierto grado de
incertidumbre, se delega la decisio´n en un humano durante la fase de entrenamiento.
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2.2.3. Te´cnicas basadas en clasificadores determin´ısticos
Cuando tampoco se dispone de un conjunto de datos de aprendizaje o de la interaccio´n
de un humano, se requieren te´cnicas basadas u´nicamente en los datos sin ningu´n tipo
de informacio´n previa. La clasificacio´n se produce en funcio´n de una medida sobre los
elementos y un umbral de decisio´n.
Esta me´trica puede ser la distancia entre los elementos de la pareja en campos de
tipo cara´cter o reglas lo´gicas ma´s complejas basadas en comparaciones multicampo.
2.2.4. Te´cnicas de aprendizaje no supervisado
Tienen su origen en las te´cnicas probabil´ısticas. En ausencia de funciones de densidad,
las parejas pueden agruparse en clusters de forma automa´tica y sin aprendizaje previo
en base u´nicamente a su similitud. Una vez creados los clusters, que se corresponden
con clases desconocidas, parte de la premisa de que el hecho de identificar unas pocas
parejas como pertenecientes, por ejemplo, a la etiqueta ✭✭duplicados✮✮, hace que esta
identificacio´n pueda extenderse a todo el cluster.
2.3. Eficiencia
Otro de los grandes retos de la desduplicacio´n es la eficiencia. Una te´cnica elemental
para descubrir duplicados en un conjunto de N elementos tiene un coste O(N2), que a
menudo resulta prohibitivo. Es por ello que a menudo se concentra un gran porcentaje
del esfuerzo en mejorar al ma´ximo el rendimiento del proceso. En esta direccio´n, existen
dos v´ıas principalmente: reducir el nu´mero de comparaciones y reducir el coste por
comparacio´n.
2.3.1. Eficiencia en el nu´mero de comparaciones
Las te´cnicas ma´s elementales tratan de comparar todos los elementos con todos. Sin
embargo, a menudo no todas las comparaciones son necesarias. Existen estrategias
para realizar un proceso de descarte a priori y as´ı reducir notablemente el nu´mero de
comparaciones totales. De entre ellas, podemos destacar las siguientes:
Blocking
Consiste en dividir los datos, mediante algu´n procedimiento, en subconjuntos mu-
tuamente exclusivos, de forma que pueda asumirse que no se producen duplicados
entre elementos pertenecientes a diferente conjunto.
Vecinos ordenados
Para cada elemento, se extrae una clave formada por un conjunto de campos
relevantes. La lista de claves se ordena y se comparan solo aquellos elementos
cuyas claves son vecinas en dicha lista ordenada.
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2.3.2. Eficiencia en el coste por comparacio´n
Otra v´ıa para mejorar la eficiencia pasa por reducir el propio coste de cada comparacio´n.
Para ello, existen dos ma´ximas a seguir. Por un lado, dos elementos no duplicados
deben ser diferenciados cuanto antes. Por otro, dos elementos duplicados deben ser
identificados con el menor nu´mero de campos posibles. Dicho en forma de reglas:
Se deben seleccionar los campos mı´nimos e imprescindibles —es decir, suficientes
y necesarios— para identificar un duplicado.
Es importante el orden de comparacio´n: debe establecerse del campo ma´s dife-
renciador al menos, en la medida de lo posible.
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Cap´ıtulo 3
Duplicados en tra´fico de red
Las te´cnicas revisadas en el Cap´ıtulo 2, tanto de deteccio´n como de mejora de la efi-
ciencia, son muy gene´ricas en el sentido de que su aplicacio´n queda supeditada en gran
medida a la naturaleza de los datos. De hecho, una de las ensen˜anzas ma´s importantes
que proporciona el estudio de dichas te´cnicas y de los a´mbitos de aplicacio´n es que
no resulta factible una implementacio´n directa sin una adaptacio´n severa al problema
espec´ıfico [5].
En el a´mbito que nos ocupa, los datos son de una naturaleza muy particular. Se
generan tras un proceso de captura de paquetes en un determinado punto de la red en
el que confluyen mu´ltiples enlaces, t´ıpicamente un switch o un router.
A continuacio´n, se realizara´ una revisio´n de los diferentes me´todos de monitorizacio´n
de tra´fico existentes. Esto nos permitira´ sentar las bases para un posterior ana´lisis del
origen de los duplicados de red y los distintos tipos implicados.
3.1. Me´todos de monitorizacio´n de tra´fico
La monitorizacio´n de tra´fico de red consiste en la extraccio´n de los paquetes que fluyen
por un determinado punto de la red para su posterior ana´lisis. Se trata de un proce-
dimiento pasivo, esto es, se realizan copias de los paquetes sin interferir en el normal
funcionamiento de la red en cuestio´n. El resultado es un flujo o stream de datos orde-
nados temporalmente segu´n su momento de ocurrencia en el punto de monitorizacio´n.
En un entorno switched Ethernet cableado, disponemos principalmente de cuatro
me´todos para realizar esta tarea: mediante un hub, un computador en l´ınea, un tap o
port mirroring [6].
3.1.1. Network hub
Un concentrador o hub es un dispositivo ele´ctrico multipuerto que opera a nivel f´ısi-
co como simple repetidor de la sen˜al: cada paquete entrante se replica por todos los
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puertos salvo por el que lo recibio´. Une mu´ltiples enlaces en modo half-duplex como si
constituyeran un mismo segmento de red a nivel f´ısico. Esto significa que los dispositi-
vos conectados a e´l deben estar sincronizados a la misma velocidad y deben coordinarse
para transmitir uno cada vez o, de lo contrario, se producen colisiones.
Se trata de un dispositivo barato y co´modo, puesto que basta con monitorizar uno de
los puertos para recibir todo el tra´fico que lo atraviesa. No obstante, esta caracter´ıstica
de medio compartido limita su capacidad. Un hub nunca supera los 100 Mbps, por lo
que han quedado obsoletos en favor de los conmutadores o switches, y ya no se fabrican.
3.1.2. En l´ınea
Aunque el resto de me´todos de monitorizacio´n pueden considerarse elementos en l´ınea,
aqu´ı nos referimos con este apelativo al hecho de realizar un Machine-In-The-Middle
pasivo. Esto es, colocar una computadora en mitad de un enlace (Figura 3.1). Te´cnica-
mente es posible monitorizar de esta manera varios enlaces, pero resulta poco pra´ctico:
requiere un recableado complejo y dos interfaces por cada par de enlaces a monitorizar
que actuara´n como puente e introducira´n un retardo adicional en los paquetes.
Figura 3.1: Machine-In-The-Middle
3.1.3. Network tap
Un tap cla´sico hereda caracter´ısticas de los dos me´todos anteriores. Por un lado, consiste
en un dispositivo que se coloca en l´ınea y parte un enlace a trave´s de dos interfaces.
Por otro lado, se trata de un dispositivo pasivo en el que la sen˜al fluye entre ambas
interfaces sin sufrir retardo, pero en el proceso replica tan solo uno de los sentidos del
enlace (half-duplex ) por una tercera interfaz.
Los hay que funcionan tanto en el dominio ele´ctrico como en el o´ptico, por lo
que es una tecnolog´ıa que no esta´ limitada por la velocidad. Adicionalmente, existen
fabricantes, como NetOptics, que disponen de taps que realizan link aggregation para la
monitorizacio´n de mu´ltiples enlaces en modo full-duplex a trave´s de una sola interfaz.
Aunque es el mejor me´todo de los revisados hasta ahora, sigue teniendo la desventaja
del recableado —que provoca un corte temporal en el servicio— y la introduccio´n de
un equipamiento adicional voluminoso, lo que en ocasiones no es deseable o factible.
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3.1.4. Port mirroring
Los hubs evolucionaron en conmutadores o switches, dispositivos que convierten el
medio compartido en enlaces punto a punto conmutables en funcio´n de la MAC de
destino. El dominio compartido sigue existiendo a nivel de enlace, pero no a nivel
f´ısico. Esto aporta mu´ltiples ventajas, como la comunicacio´n full-duplex en cada puerto
con sincronizacio´n independiente, ya sin posibilidad de colisio´n; pero tambie´n produce
una desventaja de cara a la monitorizacio´n: una ma´quina conectada a un puerto pasa
a ver u´nicamente su propio tra´fico (ma´s el de broadcast y multicast).
As´ı pues, port mirroring es una funcionalidad integrada en el equipamiento de red
de capa 2 y 3 —switches, routers, aunque muchas veces son indistinguibles puesto que
operan en ambas capas— de alta gama para paliar la desventaja antes mencionada. Port
mirroring es el te´rmino —podr´ıamos llamar gene´rico— que utilizan fabricantes como
HP o Juniper, aunque habitualmente se intercambia con la denominacio´n utilizada por
Cisco: Switched Port Analyzer o SPAN. Consiste en la capacidad de copiar el tra´fico
entrante —saliente, o entrante y saliente— por uno o mu´ltiples puertos del dispositivo
(fuentes) hacia un puerto de monitorizacio´n llamado puerto de captura, espejo o mirror
(destino).
Algunos fabricantes, como HP y Cisco, ofrecen adema´s otra caracter´ıstica muy
u´til denominada SPAN de VLAN, que consiste en escoger VLANs como fuentes del
SPAN. En u´ltima instancia, esto no supone ma´s que un atajo a la hora de monitorizar
puertos, puesto que, a bajo nivel, el SPAN de VLAN es un SPAN de puertos. Este
hecho queda patente al observar el resultado de monitorizar el tra´fico entrante a una
determinada VLAN: cuando el tra´fico entra por otra VLAN no sujeta a monitorizacio´n
e internamente es enrutada hacia la primera, el puerto de captura no transmite ningu´n
paquete de dicho flujo (ve´ase el ejemplo de la Figura 3.2).
La puesta en marcha de este me´todo de monitorizacio´n, a diferencia de los anteriores,
es inmediata y poco invasiva. Se realiza mediante una sencilla configuracio´n en un
dispositivo preexistente en la red a analizar, sin necesidad de recablear ni interferir en
el servicio.
Figura 3.2: Monitorizacio´n del tra´fico de ingreso a cierta VLAN.
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3.2. Origen de los duplicados
Dadas sus inherentes ventajas, el port mirroring es el me´todo de monitorizacio´n ma´s
utilizado en la pra´ctica, quiza´s junto con el basado en taps, puesto que tambie´n permite
el seguimiento de mu´ltiples enlaces a las altas velocidades (1-Gigabit y 10-Gigabit)
habituales en las redes de hoy en d´ıa. Los ejemplos que se utilizara´n de aqu´ı en adelante
estara´n basados u´nicamente en casos de port mirroring por comodidad, pero ha de
notarse que ser´ıan totalmente equivalentes con el uso de taps.
Una vez sentadas las bases en cuanto a te´cnicas de monitorizacio´n, el siguiente
paso es comprender el mecanismo de generacio´n del tra´fico duplicado. Existen dos
fuentes: los duplicados generados por la red y los generados por el propio esquema de
monitorizacio´n.
3.2.1. Generados por la red
La propia red de datos puede generar paquetes duplicados:
Debido a un defecto en la configuracio´n
En determinadas circunstancias, un mal funcionamiento de mecanismos de ba-
lanceo o de actualizacio´n de tablas de rutas puede producir que temporalmente
un conjunto de flujos pasen varias veces por un mismo punto de la red. Los casos
de malas configuraciones permanentes son ma´s extran˜as, pero tambie´n pueden
producirse. En otras ocasiones, se encuentran paquetes producto de ataques y es-
caneos de red que entran en bucles de enrutamiento debido a que las direcciones
de destino no existen.
Debido al funcionamiento inherente de la red
Las configuraciones en las que un mismo paquete retorna a un equipo de mo-
nitorizacio´n no son comunes, pero de hecho existen. La Figura 3.3 recoge dos
ejemplos, en capa 2 y en capa 3.
capture
ports
1
21 1
2 1 2
2
Figura 3.3: La figura de la izquierda muestra como un paquete puede retornar a un equipo
de monitorizacio´n en capa 2, mientras que en la de la derecha se produce en capa 3.
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Hay que tener en cuenta que estos duplicados tienen lugar durante el normal funciona-
miento de una red, por lo que, aunque son susceptibles de ser analizados en busca de
defectos en la misma, no interesa identificarlos en el proceso de desduplicacio´n previo
al ana´lisis.
3.2.2. Generados en el equipo de captura
Como se ha visto, tenemos la capacidad de medir lo que entra o lo que sale (o ambas
opciones) para cada uno de los enlaces que confluyen en un determinado punto de la red.
Por lo tanto, es evidente que capturar todo el tra´fico entrante implicar´ıa un conjunto de
datos libre de duplicados. No obstante, en general no resulta viable o deseable capturar
todo el tra´fico, ya sea por el volumen implicado, que podr´ıa saturar el puerto de captura,
o por el objetivo que se persiga en ana´lisis posteriores.
As´ı pues, resultan habituales configuraciones como la mostrada en la Figura 3.2, en
la que se ha realizado un SPAN de VLAN y, como resultado, solo un subconjunto de los
puertos son monitorizados. Este hecho obliga a monitorizar ambos sentidos —entrante
y saliente— con el objetivo de no perder paquetes.
En esta situacio´n, conside´rese el ejemplo de la Figura 3.4a en el que se representa
un esquema de port mirroring en el que existen puertos monitorizados en recepcio´n y
en transmisio´n —que pueden pertenecer a un SPAN de VLAN— y puertos no monito-
rizados:
Los paquetes del flujo (1) entran por un puerto no monitorizado y, tal y como
muestra la Figura 3.4b, salen por un puerto monitorizado. Por tanto, en el puer-
to de captura, se genera lo que llamaremos una copia en transmisio´n (1 Tx).
No´tese que esta copia nunca se habr´ıa obtenido si la monitorizacio´n hubiera sido
configurada solo para el tra´fico entrante.
(a) Instante de llegada de tres paquetes (b) Instante de salida de los paquetes.
Figura 3.4: Esquema de port mirroring con un subconjunto de puertos monitorizados en
ambos sentidos.
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Los paquetes del flujo (2) entran por un puerto monitorizado y salen por un puerto
no monitorizado. As´ı pues, en el puerto de captura, se general lo que llamaremos
una copia en recepcio´n (2 Rx). No´tese que esta copia nunca se habr´ıa obtenido si
la monitorizacio´n hubiera sido configurada solo para el tra´fico saliente.
Los paquetes del flujo (3) entran y salen por enlaces monitorizados. Como resul-
tado, en el puerto de captura aparece tanto una copia en recepcio´n (3 Rx) como
una copia en transmisio´n (3 Tx) del mismo paquete, lo que constituye una pareja
de duplicados.
No´tese adema´s que estos duplicados se producen de manera determin´ıstica: dada una
configuracio´n de monitorizacio´n, todos los paquetes que atraviesen el dispositivo utili-
zando cualquier combinacio´n de pares de puertos monitorizados se vera´n duplicados,
mientras que el resto no.
En este caso, estamos ante duplicados que no estaban circulando por la red: esta´n
generados artificialmente por el esquema de monitorizacio´n empleado, por lo que con-
viene realizar una desduplicacio´n de estos paquetes antes de realizar cualquier ana´lisis.
¿Co´mo distinguirlos entonces de los generados por la red? Mediante el tiempo de
separacio´n entre pares. En la Figura 3.4b esta´ marcada la separacio´n que sufren los
duplicados por port mirroring con lo que se ha llamado tiempo de procesamiento, es
decir, el tiempo en el que el paquete es encaminado desde un puerto de entrada a uno
de salida. Los duplicados generados por la red, por su parte, tendra´n una separacio´n
necesariamente mayor, probablemente un orden superior.
3.3. Tipos de duplicados
Conside´rese de nuevo la Figura 3.4a,3.4b. El conmutador recibe un paquete del flujo (3)
y lo transmite en capa 2, con lo que se generan las correspondientes copias en el puerto
de captura. De acuerdo con esto, la correspondiente captura de tra´fico mostrara´ dos
paquetes exactamente iguales en un lapso corto de tiempo en el que realmente deber´ıa
haber uno.
El caso descrito es el ma´s simple y ma´s fa´cil de detectar. Tanto es as´ı que se ha
comprobado que algunos dispositivos, como los HP ProCurve —no as´ı el equipamiento
de Cisco—, automa´ticamente detectan estos duplicados y los suprimen. La mayor parte
de las veces, sin embargo, algunos campos de las cabeceras podr´ıan cambiar en varios
niveles de la pila de protocolos. En el ejemplo anterior, el citado conmutador podr´ıa
cambiar, de estar presente, el identificador de VLAN 802.1Q a nivel Ethernet; o podr´ıa
estar aplicando reglas de QoS y, por tanto, marcando los paquetes salientes con distintos
valores DSCP a nivel IP (con lo que el checksum de la cabecera IP tambie´n cambiar´ıa).
En resumidas cuentas, no es suficiente con buscar paquetes exactamente iguales en la
identificacio´n de duplicados como hacen algunas aproximaciones [2]. En general, algunos
campos cambiara´n, otros podr´ıan o no cambiar, y otros permanecera´n invariables, como
la carga u´til del paquete o payload.
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Tabla 3.1: Comportamiento de los diferentes tipos de duplicados.
Tipo Capa Cambia Puede cambiar
Switching
2 etiqueta VLAN
3
etiqueta DSCP
checksum
Routing
2
direccio´n de origen etiqueta VLAN
direccio´n de destino
3
TTL etiqueta DSCP
checksum
NAT routing
2
direccio´n de origen etiqueta VLAN
direccio´n de destino
3
TTL etiqueta DSCP
checksum direccio´n de origen
direccio´n de destino
4
checksum puerto de origen
puerto de destino
Proxying
2
direccio´n de origen etiqueta VLAN
direccio´n de destino
3
checksum etiqueta DSCP
direccio´n de origen
direccio´n de destino
4
checksum nu´mero de secuencia
nu´mero de ACK
A continuacio´n, definiremos distintos tipos de duplicados en funcio´n de los cambios
que se produzcan al atravesar el dispositivo de captura. Las denominaciones esta´n
basadas en el mecanismo generador (ma´s bien, en el procesado que sufre el paquete
antes de volver a aparecer como copia). La Tabla 3.1 resume los cambios esperados en
los diferentes niveles de la pila de protocolos para cada tipo de duplicado.
3.3.1. Duplicados de switching
Tal y como se ha descrito anteriormente, el conmutador de la Figura 3.4a,3.4b podr´ıa
cambiar las etiquetas VLAN o DSCP (no´tese que esto es cierto para cualquier paquete
que atraviese un switch o un router y, por tanto, para cualquier tipo de duplicado).
La caracter´ıstica distintiva de los duplicados de switching es que esta´n constituidos,
habitualmente, por parejas de paquetes ide´nticos, pero en general no podemos asumir
que sean ide´nticos (ve´ase la Tabla 3.2).
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Tabla 3.2: Cambios en los duplicados de switching.
Ethernet
Destination MAC
Source MAC
802.1Q (optional) Ethertype
IPv4
Ver. HL DSCP E Total length
IP ID F Offset
TTL Protocol Checksum
Source IP
Destination IP
Options
TCP
Source port Destination port
Sequence number
ACK number
Off 0 Flags Window size
Checksum URG pointer
Options
Leyenda: Cambia Puede cambiar
Tabla 3.3: Cambios en los duplicados de routing.
Ethernet
Destination MAC
Source MAC
802.1Q (optional) Ethertype
IPv4
Ver. HL DSCP E Total length
IP ID F Offset
TTL Protocol Checksum
Source IP
Destination IP
Options
TCP
Source port Destination port
Sequence number
ACK number
Off 0 Flags Window size
Checksum URG pointer
Options
Leyenda: Cambia Puede cambiar
3.3.2. Duplicados de routing
To´mese de nuevo el ejemplo anterior y conside´rese que los paquetes esta´n siendo en-
rutados a nivel de red en lugar de conmutados. Durante el proceso, se modifican los
siguientes campos (ve´ase la Tabla 3.3):
La MAC de origen es reemplazada por la direccio´n del puerto 2.
La MAC de destino es reemplazada por la direccio´n del siguiente salto.
El TTL es decrementado en una unidad.
El checksum a nivel IP es recalculado.
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Tabla 3.4: Cambios en los duplicados de routing NAT.
Ethernet
Destination MAC
Source MAC
802.1Q (optional) Ethertype
IPv4
Ver. HL DSCP E Total length
IP ID F Offset
TTL Protocol Checksum
Source IP
Destination IP
Options
TCP
Source port Destination port
Sequence number
ACK number
Off 0 Flags Window size
Checksum URG pointer
Options
Leyenda: Cambia Puede cambiar
3.3.3. Duplicados de routing NAT
Si el router del caso precedente actu´a tambie´n como dispositivo NAT [7], es esperable
que sucedan cambios adicionales (ve´ase la Tabla 3.4):
La direccio´n IP de origen es reemplazada con la direccio´n externa del NAT si el
paquete esta´ abandonando la red privada. En la direccio´n contraria, es la direccio´n
IP de destino la reemplazada por la direccio´n interna de la conexio´n a la que
pertenece.
El checksum a nivel de transporte tambie´n es recalculado.
El comportamiento anterior se corresponde con un NAT ba´sico, pero puede extenderse
con traduccio´n de puertos:
El puerto TCP/UDP de origen es reemplazado por un puerto mapeado si el
paquete esta´ abandonando la red privada. En la direccio´n contraria, es el puerto
de destino el reemplazado por el puerto original que utilizo´ la ma´quina de la red
interna.
3.3.4. Duplicados de proxy transparente
Los proxies transparentes y los proxies inversos (balanceadores de carga) son comunes
en granjas de servidores. Estos dispositivos actu´an como un NAT ba´sico, pero con
la capacidad de reescribir ciertos para´metros de la cabecera de transporte (ve´ase la
Tabla 3.5):
El nu´mero de secuencia de TCP es modificado si el paquete viaja del cliente al
servidor. En la direccio´n contraria, es el nu´mero de ACK el modificado.
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Tabla 3.5: Cambios en los duplicados de proxy transparente.
Ethernet
Destination MAC
Source MAC
802.1Q (optional) Ethertype
IPv4
Ver. HL DSCP E Total length
IP ID F Offset
TTL Protocol Checksum
Source IP
Destination IP
Options
TCP
Source port Destination port
Sequence number
ACK number
Off 0 Flags Window size
Checksum URG pointer
Options
Leyenda: Cambia Puede cambiar
3.3.5. Otros casos raros
Las infraestructuras actuales esta´n salpicadas con una gran variedad de dispositivos
—cortafuegos, detectores de intrusiones, limitadores de ancho de banda, y un largo
etce´tera— que a veces dan lugar a comportamientos inesperados. Muchos de estos
comportamientos responden a razones de seguridad. Por ejemplo, un router puede no
decrementar el TTL para ocultar su presencia.
En otros casos, el comportamiento es consecuencia de estas medidas. Por ejemplo,
un dispositivo NAT aisla de manera efectiva una red privada ante conexiones entrantes,
pero tambie´n da problemas con protocolos especiales que llevan informacio´n de conexio´n
(IP, puerto) a nivel de aplicacio´n (la carga u´til), tal y como hace el FTP activo. Por ello,
algunos de estos NATs trabajan tambie´n como pasarelas a nivel de aplicacio´n (ALG),
y son capaces incluso de modificar la carga u´til del paquete [8].
Muchos de estos casos son muy raros y requieren un tratamiento especial. Es por
ello que la metodolog´ıa desarrollada por el presente trabajo los evita.
3.4. Conclusiones
La monitorizacio´n de redes se realiza principalmente mediante port mirroring. Se
trata de un me´todo que permite la extraccio´n de tra´fico a altas velocidades desde
mu´ltiples enlaces a un solo puerto de monitorizacio´n sin introducir equipamiento
adicional y sin necesidad de parar el servicio de las redes en produccio´n.
La red, ya sea por defecto de configuracio´n o no, puede dar lugar a duplicados que
sera´n susceptibles de ser analizados, pero, dado que son parte del funcionamiento
de la red, no interesara´ identificarlos en el proceso de desduplicacio´n.
El propio esquema de monitorizacio´n produce artificialmente duplicados que sera´ ne-
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cesario evitar en subsiguientes ana´lisis.
La generacio´n de los duplicados es un proceso determin´ıstico, es decir, dada una
configuracio´n de monitorizacio´n, todos los paquetes que sigan determinados ca-
minos f´ısicos se vera´n duplicados.
Una captura de tr´afico de red es un stream de datos ordenado en el tiempo.
Debido a los mecanismos de generacio´n, los duplicados podra´n ser de distinto
tipo —lo que se traduce en que las copias no sera´n ide´nticas— y estara´n muy
pro´ximos en el tiempo.
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Cap´ıtulo 4
Metodolog´ıa de deteccio´n de
duplicados
Otros trabajos anteriores ya han abordado el tratamiento de streams de datos gene´ricos
mediante el uso de ventanas deslizantes [9, 10, 11, 12, 13, 14]. Todos ellos asumen
duplicados ide´nticos y streams probabil´ısticos. Desafortunadamente, en el Cap´ıtulo 3
se ha llegado a la conclusio´n de que los duplicados de red no son en general ide´nticos y
que se generan de forma determin´ıstica, por lo que, una vez ma´s, estos estudios no son
aplicables directamente al campo que nos ocupa.
El presente cap´ıtulo esta´ destinado a la definicio´n de una metodolog´ıa basada en
ventana deslizante para la desduplicacio´n de tra´fico de red. Adicionalmente, se propor-
cionara´n algunas pautas y consideraciones que se han seguido a la hora de llevar a cabo
la implementacio´n.
4.1. Introduccio´n
Del Cap´ıtulo 3, se extrae que el payload o carga u´til de los paquetes es el u´nico fragmento
que en general puede considerarse invariable tras su paso por un dispositivo de red. Por
tanto, comparar tan solo el payload parece una buena aproximacio´n. Adema´s, esto
simplificar´ıa enormemente el problema, ya que los duplicados pasar´ıan a ser ide´nticos.
Sin embargo, conocer el tipo de los duplicados es muy u´til desde el punto de vista del
ana´lisis de red de cara a entender los patrones de tra´fico. Y esta informacio´n, como se
ha visto, solo puede obtenerse a partir de las distintas cabeceras.
El conocimiento de los tipos de duplicados presentes en una captura permitira´ rea-
lizar desduplicaciones parciales en funcio´n del objetivo. Por ejemplo, para el ca´lculo del
factor de utilizacio´n por VLAN, los duplicados de switching deben ser eliminados, pero
no as´ı los de routing, puesto que cada pareja pertenecera´ a distinta VLAN.
No´tese, adema´s, que habra´ muchos paquetes exentos de payload (como los paquetes
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de control de TCP: SYN, ACK, FIN, RST), hecho que descarta definitivamente una
aproximacio´n que obvie las cabeceras.
La metodolog´ıa descrita en las subsiguientes secciones esta´ disen˜ada para ofrecer
identificacio´n exacta (no probabil´ıstica) de los duplicados sobre un modelo de venta-
na deslizante, al igual que otros estudios sobre streaming data. Dado el elevado coste
computacional que esto supone, tal y como ha constatado el Cap´ıtulo 2, su aplicacio´n
estara´ restringida al procesado off-line de capturas de tra´fico.
4.2. Disen˜o de la ventana deslizante
La Figura 4.1 describe el comportamiento de la ventana deslizante. A continuacio´n se
detallan los diferentes pasos:
1. A partir de una ventana de taman˜o k, se procede a extraer el paquete n-e´simo
del fichero de traza.
2. El paquete n se compara con cada uno de los paquetes de la ventana, desde el
n− 1 hasta el n− k.
3. Si se identifica como duplicado en la comparacio´n i-e´sima, el paquete n se marca
como duplicado del n − i, y este u´ltimo abandona la ventana. La bu´squeda a
trave´s de la misma cesa.
4. El paquete n se an˜ade a la ventana.
5. Se reajusta el taman˜o de la ventana, eliminando los paquetes ma´s viejos que
procedan.
n-1
n-i
n
n-k
1)
2)
3)
5)
4)
Figura 4.1: Ventana deslizante para la deteccio´n de duplicados.
Dado que la complejidad del algoritmo crece linealmente con el taman˜o de la ventana,
sera´ deseable utilizar un taman˜o lo ma´s ajustado posible a la separacio´n entre copias
obtenida en el puerto de monitorizacio´n. Dicha separacio´n puede medirse en tiempo
o en nu´mero de paquetes, al igual que la propia ventana. Hallar una cota superior
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para esta distancia en los duplicados debidos al proceso de monitorizacio´n, que es el
propo´sito del pro´ximo cap´ıtulo, permitira´ reducir al ma´ximo el nu´mero de comparacio-
nes manteniendo la seguridad de no perder duplicados.
4.3. Procedimiento de comparacio´n de paquetes
Recordemos, tal y como establece el Cap´ıtulo 2, que otra v´ıa de mejora de la eficiencia
consiste en reducir en lo posible el coste por comparacio´n a trave´s de dos medidas:
escoger los campos necesarios y suficientes, y establecer un orden de forma que los
datos no duplicados se descarten lo antes posible.
En el caso que nos ocupa, es lo´gico suponer que el payload sera´ el rasgo ma´s dife-
renciador entre dos paquetes cualesquiera. Dado que no esta´ sujeto a un taman˜o fijo,
muchas comparaciones de payloads ni siquiera se producira´n al no coincidir sus ta-
man˜os o el protocolo de nivel inferior. Con el objetivo de contrastar esta suposicio´n, se
ha trazado la curva de supervivencia para el proceso de comparacio´n byte-by-byte de
payloads.
A tal efecto, se obtuvo una captura en el enlace de salida de la Universidad Pu´blica
de Navarra en un d´ıa laboral. A partir de la traza desduplicada (de unos 2·109 paquetes),
se hicieron comparaciones de parejas de payloads para cada paquete contra ventanas
deslizantes de cuatro taman˜os diferentes:
0.1 ms (total: ∼ 9 · 109 comparaciones).
1 ms (total: ∼ 6 · 1010 comparaciones).
10 ms (total: ∼ 5 · 1011 comparaciones).
100 ms (total: ∼ 5 · 1012 comparaciones).
La Figura 4.2 muestra la curva de supervivencia para cada uno de estos taman˜os de
ventana. Queda patente que, en el caso peor, aproximadamente el 50% de los pares no
duplicados han quedado descartados al no coincidir el protocolo de nivel inferior o los
taman˜os de payload (en la gra´fica se corresponde con la ca´ıda en x = 0), y el siguiente
49% ha sido descartado mediante la comparacio´n de tan solo dos bytes.
Este hallazgo constata que
1. comparar el payload de los paquetes en primer lugar es el enfoque ma´s eficiente.
2. a la vista de la gra´fica, 60 bytes deber´ıan ser suficientes para asegurar que dos
payloads son iguales.
Una vez se ha determinado que dos paquetes contienen el mismo payload, el siguiente
paso consiste en comparar las cabeceras de los paquetes, tal y como establece el ana´lisis
realizado en el Cap´ıtulo 3, con el objetivo de verificar si se trata de un duplicado y de
que´ tipo.
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Figura 4.2: Curvas de supervivencia para el proceso de comparacio´n byte-by-byte de pay-
loads de paquetes en una traza desduplicada. Se han considerado cuatro taman˜os diferentes
para la ventana deslizante.
4.4. Consideraciones sobre la implementacio´n
La metodolog´ıa aportada describe unas reglas generales de disen˜o. A partir de ah´ı,
las implementaciones concretas pueden variar en los detalles. Para cerrar el cap´ıtulo,
se recogen unas pinceladas de las consideraciones que se han tomado a la hora de
implementar un prototipo.
4.4.1. Gestio´n de la memoria
La te´cnica de ventana deslizante conlleva introducir y sacar paquetes de la misma
constantemente. Si por cada paquete nuevo se produce una reserva de memoria y por
cada salida se procede a liberar la memoria previamente ocupada, significa que, para
N paquetes, se llevan a cabo N reservas y N liberaciones. Para evitar este derroche de
recursos, se ha implementado un buffer circular doblemente enlazado para almacenar
la ventana de paquetes (ve´ase la Figura 4.3).
Dado que el taman˜o de dicha ventana estara´ limitado, la memoria utilizada no
crecera´ indefinidamente, sino que alcanzara´ una cota ma´xima en algu´n momento. Por
tanto, la estrategia ma´s eficiente consiste en reservar memoria en grandes porciones
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Figura 4.3: Buffer circular doblemente enlazado.
y no liberarla hasta finalizar la ejecucio´n. As´ı, para sacar un paquete de la ventana,
simplemente se mueve el puntero de final de ventana, y la memoria que ocupa queda
en el pool de recursos disponibles. Al introducir un paquete, se utiliza una estructura
de dicho pool, si existe alguna disponible. En caso contrario, se vuelve a reservar otra
porcio´n grande de memoria.
4.4.2. Lo´gica de deteccio´n
Para cada paquete extra´ıdo de la traza, se reserva memoria dentro del buffer circular
y se pasa por referencia a una funcio´n que realiza la bu´squeda sobre la ventana desli-
zante. Dicha funcio´n realiza las comparaciones generales, comenzando, de acuerdo con
la seccio´n anterior, por el payload. Si se cumplen estas condiciones generales, se llama
a los comparadores espec´ıficos de cada tipo de duplicado, los cuales se encargan de
verificar los campos de las cabeceras implicadas. La Figura 4.4 representa esta lo´gica
de deteccio´n.
La implementacio´n realizada soporta u´nicamente IPv4 a nivel de red. Este protocolo
permite que un router produzca fragmentacio´n al encaminar los paquetes por un enlace
de salida cuya unidad ma´xima de transferencia (MTU) sea inferior a la de entrada.
Nuestro prototipo contempla dicha posibilidad y es capaz de detectar fragmentos IP
como duplicados de un paquete anterior completo.
4.4.3. Salida
El hecho de que esta metodolog´ıa trabaje off-line sobre capturas almacenadas en disco,
unido al intere´s en desduplicar diferentes tipos en funcio´n del ana´lisis que se desee
realizar, desaconseja la eliminacio´n directa de los duplicados. En su lugar, el prototipo
ofrece una salida de texto plano indicando la posicio´n, el tipo e informacio´n adicional
de cada duplicado. Posteriormente, los programas de ana´lisis podra´n utilizar esta salida
para evitar o no dichos paquetes en funcio´n del tipo u otros para´metros. La Tabla 4.1
recoge una posible l´ınea de salida.
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Tabla 4.1: Ejemplo de l´ınea de salida para un duplicado.
I´ndice 1 2 3 4 5 6 7
Co´digo 35 2 1 0 0 0.01 1
1. Posicio´n del paquete duplicado dentro de la traza.
2. Diferencia en nu´mero de paquetes con el que ha dado positivo. En este caso, el
original se encontraba dos paquetes antes, en la posicio´n 33.
3. Tipo de duplicado, segu´n un co´digo nume´rico. En este caso, se trata de un dupli-
cado de routing.
4. Indicador de cambio en identificador de VLAN. La etiqueta 802.1Q, as´ı como
el campo DSCP de IP, puede variar en todos los tipos de duplicados. Por ello,
ambos se comparan a posteriori, una vez detectado un duplicado, y se incluyen
como informacio´n adicional en la salida.
5. Indicador de cambio en etiqueta DSCP.
6. Diferencia de tiempo, en milisegundos, con el paquete original.
7. Diferencia de TTL con el paquete original. Este campo tampoco se compara
nunca, y se incluye como informacio´n adicional. Esto permite detectar duplicados
tras varios saltos, duplicados desordenados o aquellos en los que no se modifica
el TTL para ocultar el dispositvo.
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Figura 4.4: Lo´gica de deteccio´n de la implementacio´n realizada.
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Cap´ıtulo 5
Estudio anal´ıtico y experimental
En el Cap´ıtulo 3, se han analizado las causas de los duplicados de red y, en el Cap´ıtu-
lo 4, se aporta una metodolog´ıa basada en ventana deslizante para su identificacio´n
exacta. Se ha llegado a la conclusio´n de que el proceso de desduplicacio´n debe cen˜irse
a eliminar los duplicados generados artificialmente por el propio esquema de monitori-
zacio´n, puesto que los generados por la red existen durante el normal funcionamiento
de la misma y son susceptibles de ser analizados posteriormente en busca de fallos o
vectores de ataque.
Estos duplicados generados artificialmente se traducen en parejas de paquetes com-
puestas por lo que hemos llamado copia en recepcio´n y copia en transmisio´n —aludiendo
a su momento de generacio´n—. Dichas copias se encuentran separadas en el puerto de
captura por un intervalo de tiempo y un nu´mero de paquetes presumiblemente muy
pequen˜o, pero desconocido a priori. Asimismo, se han descrito las fuentes de esta se-
paracio´n temporal, que probablemente es la causante de que, en general, las parejas de
duplicados no aparezcan de forma consecutiva en el puerto de captura.
En aras de la eficiencia de la metodolog´ıa propuesta, se hace necesario tratar de
buscar una cota superior para la separacio´n entre la copia en recepcio´n y la copia
en transmisio´n, en te´rminos de tiempo o de nu´mero de paquetes, si alguno de los
para´metros resulta predecible. As´ı pues, este cap´ıtulo recoge un estudio anal´ıtico y
experimental que analiza el comportamiento de ambos para´metros.
5.1. Modelo anal´ıtico
Los fabricantes no aportan demasiados detalles de la arquitectura interna de sus dispo-
sitivos. Sin embargo, una sencilla prueba como es sobrecargar —digamos, al doble de
su capacidad— un puerto de salida monitorizado de un conmutador da como resulta-
do pe´rdidas en el puerto de captura —cuando la capacidad de este u´ltimo es superior
y, por tanto, ser´ıa capaz de acoger todo ese tra´fico—. De aqu´ı se puede inferir que
las copias hacia el puerto de captura se realizan una vez pasadas las colas y no antes
de entrar en ellas.
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Figura 5.1: Modelo de colas para un esquema de port mirroring.
Basa´ndonos en este dato, podemos modelizar un esquema de port mirroring tal y como
muestra la Figura 5.1.
5.1.1. Separacio´n temporal
A continuacio´n y a partir del modelo de la Figura 5.1, se detallan los retardos que
sufren los paquetes durante la generacio´n de una pareja de duplicados:
1. El paquete n-e´simo llega a una interfaz monitorizada y se copia al puerto de
captura. Esta copia en recepcio´n sufre un retardo en cola w′n.
2. Dicho paquete tiene que ser encaminado (conmutado o enrutado) hacia una in-
terfaz de salida. As´ı pues, sufre un retardo en recepcio´n que llamaremos tiempo
de servicio en recepcio´n o xn.
3. El paquete ya ha sido encaminado y espera en la cola de salida de una de las
interfaces monitorizadas un tiempo wn.
4. Durante el tiempo de procesamiento sn = xn +wn del paquete n, otros paquetes
pueden ser servidos por cualquier interfaz monitorizada (la Figura 5.1 recoge un
ejemplo en recepcio´n, pero puede suceder en transmisio´n) y, por tanto, aparecera´n
en el puerto de captura.
5. El paquete n termina su tiempo de espera en cola y se transmite, no sin antes
enviar una copia al puerto de captura. Esta copia en transmisio´n sufre un retardo
en cola w′′n.
En resumidas cuentas, la diferencia de tiempo ∆tn entre duplicados, es decir, entre
copia en recepcio´n y copia en transmisio´n, para el paquete n-e´simo vendra´ dada por la
siguiente expresio´n:
∆tn = −w
′
n + xn + wn + w
′′
n = sn +
(
w′′n − w
′
n
)
(5.1)
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En un estado estacionario, el retardo que sufrido por la copia en recepcio´n sera´ —en
promedio— igual al de la copia en transmisio´n, por lo que w¯′′ − w¯′ = 0. Por tanto,
aplicando el operador esperanza a la Ecuacio´n (5.1):
∆¯t = x¯+ w¯ = s¯ (5.2)
5.1.2. Separacio´n en paquetes
Durante el tiempo de procesamiento sn de un paquete que generara´ un duplicado (que
ha generado una copia en recepcio´n y pro´ximamente generara´ otra copia en transmi-
sio´n), todo aquel paquete que sea procesado por un puerto monitorizado pondra´ una
copia en el puerto de monitorizacio´n. Por tanto, la separacio´n en nu´mero de paquetes
entre la copia en recepcio´n y la copia en transmisio´n, siempre segu´n nuestro modelo de
la Figura 5.1, sera´ proporcional al tiempo de procesamiento sn del paquete que genera
los duplicados, al nu´mero de puertos monitorizados y a la tasa de tra´fico en cada uno
de ellos.
En definitiva, sea µi la tasa de servicio instanta´nea del i-e´simo puerto monitorizado,
podemos definir la separacio´n media en paquetes, ∆¯m, de la siguiente manera:
∆¯m =
∑
µis¯ (5.3)
5.2. Estudio experimental
Para el estudio experimental, contamos con el siguiente equipamiento:
Un conmutador capa 2/3 Cisco Catalyst 3560.
• 8 puertos FastEthernet, a 100 Mbps.
• 1 puerto Gigabit (utilizado como puerto de captura).
Dos servidores Dell PowerEdge T110.
• CPU Intel Xeon X3460 a 2.8 GHz.
• RAM 4 GB DDR3.
• Tarjeta PCIe Intel E1G44ET con 4 puertos Gigabit.
El modelo anal´ıtico propuesto predice que la separacio´n media en tiempo entre copias
de un mismo paquete sera´ igual al tiempo de procesamiento de dicho paquete, lo cual
depende del tiempo de servicio en recepcio´n y el tiempo de espera en cola de salida,
pero no del estado de otros puertos, incluido el puerto de captura.
Por otro lado, tambie´n predice que la separacio´n media en nu´mero de paquetes
dependera´ de la carga en otros puertos monitorizados, por lo que su variabilidad, en
principio, sera´ mayor.
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El objetivo, por tanto, sera´ el estudio de la validez de las Ecuaciones (5.2, 5.3) como
herramientas de ana´lisis a la hora de establecer una cota para el taman˜o de ventana
necesario.
5.2.1. Escenario sin encolado
En primer lugar, se plantea un escenario sin encolado en el puerto de salida (w¯ = 0)
para aislar el tiempo de servicio en recepcio´n, x¯, en la Ecuacio´n (5.2).
5.2.1.1. Disen˜o experimental
Figura 5.2: Escenario sin encolado
La Figura 5.2 esquematiza el montaje de este escenario. Se monitorizan un conjunto
de puertos FastEthernet y se escoge el puerto Gigabit para la sonda. Se establecen dos
flujos de paquetes. Un servidor actu´a como emisor a trave´s de dos de sus interfaces y
otro como receptor y sonda, a trave´s de tres interfaces. Los flujos aparecen numerados
en la figura como 1 y 2:
1. Flujo principal. Se fuerza a que sea monitorizado tanto en recepcio´n como en
transmisio´n, por lo que generara´ duplicados en el puerto de captura.
2. Flujo interferente. Se monitoriza u´nicamente en recepcio´n.
Para simplificar el ana´lisis, los flujos se configuran a tasa constante y taman˜o de paquete
constante mediante pktgen [15], el generador de paquetes del Kernel de Linux. El flujo
principal se fija con paquetes de taman˜o ma´ximo (payload + cabeceras + prea´mbulo
MAC + delimitador de trama + CRC + inter-frame gap = 1538 octetos) para maxi-
mizar el tiempo de servicio, con un throughput de 95 Mbps (ligeramente por debajo de
la capacidad ma´xima para asegurar que no se forman colas).
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Mediante un barrido del flujo interferente, seremos capaces de verificar la relacio´n de
la Ecuacio´n (5.3), que para este escenario se simplifica en la siguiente expresio´n:
∆¯m = µx¯ (5.4)
donde el tiempo de procesamiento se reduce al tiempo de servicio en recepcio´n y µ
es la tasa del flujo interferente en paquetes por segundo (pps). S escogen diversas
configuraciones del flujo interferente mediante combinaciones de 3 taman˜os de paquete
—84, 354 y 624 bytes, siempre contando hasta el inter-frame gap a no ser que se diga lo
contrario— y de 7 tasas de bit —desde 10 hasta 70 Mbps por segundo en pasos de 10—,
tal y como muestra la Tabla 5.1 junto con su equivalencia en paquetes por segundo.
Tabla 5.1: Configuraciones del flujo interferente.
Taman˜o (bytes) Tasa (Mbps) Tasa (pps)
84 10 20832
84 20 41664
84 30 62496
84 40 83329
84 50 104161
84 60 124994
84 70 145826
354 10 3788
354 20 7576
354 30 11363
354 40 15151
354 50 18938
354 60 22725
354 70 26513
624 10 2084
624 20 4166
624 30 6250
624 40 8333
624 50 10416
624 60 12500
624 70 14583
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Para cada una de las configuraciones del tra´fico interferente, se tomo´ una captura
con aproximadamente 20000 duplicados que posteriormente se analizo´ para extraer
diferencias de tiempos y de paquetes entre parejas de duplicados.
5.2.1.2. Resultados y discusio´n
El tiempo de servicio en recepcio´n xn, es decir, el tiempo de decisio´n para encaminar un
paquete por una interfaz de salida, debe ser del orden de la velocidad de l´ınea del puerto
con ma´s capacidad. Dicho de otra forma, para poder utilizar el puerto de 1 Gigabit,
el conmutador C3560 tiene que pensar al menos a 1 Gigabit. En este escenario, dado
que los paquetes son de taman˜o ma´ximo, podemos estimar este tiempo de servicio en
recepcio´n de la siguiente manera:
x¯ =
1538 · 8 [bits]
1 [Gbps]
= 0,0123 [ms] (5.5)
La Figura 5.3 muestra co´mo la media experimental —que es independiente del tra´fico
interferente, como se esperaba— se ajusta al valor calculado. Asimismo, al introducir
dicho tiempo de servicio en la Ecuacio´n (5.4), se obtiene el nu´mero medio de paquetes
entre parejas de duplicados en funcio´n de la tasa del flujo interferente. La Figura 5.4
muestra la prediccio´n teo´rica y el ajuste experimental.
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Figura 5.3: Diferencia de tiempo media entre parejas de duplicados (el a´rea coloreada
muestra la desviacio´n esta´ndar).
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Figura 5.4: Diferencia de paquetes media entre parejas de duplicados (el a´rea coloreada
muestra la desviacio´n esta´ndar).
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Figura 5.5: Funcio´n de distribucio´n acumulativa (CDF) de la diferencia de tiempo entre
parejas de duplicados.
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Figura 5.6: Funcio´n de distribucio´n acumulativa (CDF) de la diferencia de paquetes entre
parejas de duplicados.
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Figura 5.7: Correlacio´n entre la tasa de tra´fico interferente, la diferencia de tiempo y la
diferencia de paquetes.
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La distribucio´n acumulativa de ambos para´metros aporta algo ma´s de informacio´n. La
Figura 5.5 recoge la CDF de las diferencias de tiempos, que en algu´n caso llegan a
superar 0,35 ms. Pero lo ma´s notable es la presencia de un escalo´n: aproximadamente
un 5% de los duplicados sufren un retardo de alrededor de 0,185 ms, un valor muy
superior al tiempo de servicio medio.
Esta anomal´ıa, que quiza´s se aprecia mejor en la Figura 5.7, podr´ıa ser achacable a
posibles efectos de espera en cola en el puerto de captura si no fuera porque tambie´n se
encuentra presente en la CDF de diferencias de paquetes (Figura 5.6), puesto que la cola
del puerto de captura —recordemos, Ecuacio´n (5.3)— no afecta al nu´mero de paquetes
entre duplicados (siempre asumiendo ausencia de pe´rdidas en colas). Por consiguiente,
la u´nica explicacio´n plausible es que se deba a algu´n proceso interno de actualizacio´n
de los esquemas de conmutacio´n o similar.
5.2.2. Escenario con encolado
Una vez caracterizado el tiempo de servicio en recepcio´n, se plantea un escenario que
explore el efecto de la cola del puerto de salida causante de los duplicados.
5.2.2.1. Disen˜o experimental
Figura 5.8: Escenario con encolado
Se propone el escenario de la Figura 5.8. El montaje, en esencia, es el mismo que el
de la Figura 5.2: un flujo principal generador de duplicados (1) y un flujo interferente
(2) con el que se realizara´n diferentes experimentos. A esto se an˜ade un flujo auxiliar
(3) entrante por un puerto no monitorizado y saliente por el mismo puerto que el
flujo principal. El objetivo de la adicio´n de este tercer flujo sera´ forzar la formacio´n de
colas en el puerto de salida del flujo principal para estudiar el impacto de este retardo
adicional (w¯ 6= 0).
37
5. ESTUDIO ANALI´TICO Y EXPERIMENTAL
Tanto el flujo principal como el auxiliar quedan fijados con paquetes de taman˜o ma´ximo
(1538 octetos). Dado que en el escenario anterior se ha determinado que el taman˜o de
paquete del tra´fico interferente no influye en los para´metros a medir, se fijan paquetes
de taman˜o mı´nimo (84 octetos) para este flujo, lo que permite barrer un mayor rango
de paquetes por segundo. Los tres flujos son generados con tiempos entre llegadas
exponenciales haciendo uso del software D-ITG [16].
Si no hay pe´rdidas en la cola de salida, es equivalente a una cola infinita. Adema´s,
si suponemos llegadas de Poisson y un tiempo de servicio en transmisio´n determin´ıstico
e igual al tiempo de tranmisio´n de un paquete de taman˜o ma´ximo, la cola de salida
puede ser descrita mediante un modelo M/D/1. Basa´ndonos en esta premisa, podemos
calcular el taman˜o medio de la cola [17]:
N¯q =
ρ2
2(1− ρ)
(5.6)
y el tiempo medio en el sistema:
s¯ =
δ
2
(
2− ρ
1− ρ
)
(5.7)
donde ρ, δ son el factor de utilizacio´n y el tiempo de servicio en transmisio´n respecti-
vamente. La longitud de la cola de salida por defecto en el C3560 es de 40 paquetes,
aunque puede configurarse hasta un ma´ximo de 4096. Si establecemos un taman˜o medio
N¯q = 5, la Ecuacio´n (5.6) da un factor de utilizacio´n ρ ≈ 0,916, o 91,6 de 100 Mbps
de capacidad del puerto, repartidos a partes iguales entre los flujos principal y auxiliar
(45,8 Mbps, o 3722 pps, por flujo).
Por u´ltimo, la Tabla 5.2 recoge las tasas generadas en el flujo interferente para cada
uno de los experimentos realizados.
Tabla 5.2: Configuraciones del flujo interferente.
Rate (pps) Rate (Mbps)
5000 3.36
25000 16.8
45000 30.24
65000 43.68
85000 57.12
105000 70.56
125000 84.0
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5.2.2.2. Resultados y discusio´n
El tiempo de servicio en transmisio´n se obtiene como sigue:
δ =
1538 · 8 [bits]
100 [Mbps]
= 0,123 [ms] (5.8)
Con este valor y el factor de utilizacio´n empleado en los experimentos (ρ = 0,916),
la Ecuacio´n (5.7) predice un tiempo medio en el sistema s¯ ≈ 0,79 ms. La Figura 5.9
compara este valor con el obtenido experimentalmente. Al igual que en el caso del
escenario sin encolado, es constante e independiente del flujo interferente.
Como era de esperar, el modelo M/D/1 sobreestima ligeramente dicho tiempo me-
dio, dado que supone llegadas de Poisson y el escenario propuesto inyecta u´nicamente
dos flujos en la cola. No obstante, predice con bastante precisio´n el nu´mero de paquetes
entre duplicados, tal y como se aprecia en la Figura 5.10.
Las distribuciones acumulativas muestran que la diferencia de tiempos ocasional-
mente llega hasta los 8 ms (Figura 5.11), mientras que la diferencia de paquetes supera
los 800 (Figura 5.12). Por u´ltimo, la Figura 5.13 muestra la correlacio´n entre la tasa de
tra´fico interferente, la diferencia de tiempo y la diferencia de paquetes.
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Figura 5.9: Diferencia de tiempo media entre parejas de duplicados (el a´rea coloreada
muestra la desviacio´n esta´ndar).
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Figura 5.10: Diferencia de paquetes media entre parejas de duplicados (el a´rea coloreada
muestra la desviacio´n esta´ndar).
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Figura 5.11: Funcio´n de distribucio´n acumulativa (CDF) de la diferencia de tiempo entre
parejas de duplicados.
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Figura 5.13: Correlacio´n entre la tasa de tra´fico interferente, la diferencia de tiempo y la
diferencia de paquetes.
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5.3. Dimensionamiento de la ventana deslizante
Los resultados obtenidos reflejan que la distancia entre duplicados muestra mayor va-
riabilidad en te´rminos de paquetes. De hecho, el nu´mero de paquetes que se introducen
entre la copia en recepcio´n y la copia en transmisio´n depende tanto del tiempo de pro-
cesamiento como de la tasa servicio de otros puertos monitorizados, como se aprecia
claramente en la Figura 5.13. Mientras tanto, la diferencia de tiempo depende u´nica-
mente del tiempo de procesamiento; de hecho, es igual al tiempo de procesamiento,
entendido como el tiempo de servicio en recepcio´n, ma´s el tiempo de espera en cola de
salida (ve´ase la Ecuacio´n (5.2)).
Se ha visto que el tiempo de servicio en recepcio´n es despreciable comparado con el
tiempo de espera en cola. Matema´ticamente, xn << wn. Este hecho sugiere que puede
establecerse un l´ımite superior para el tiempo de procesamiento como sigue:
max(sn) ≈ max(wn) =
NqM
C
(5.9)
donde Nq, M , C son la longitud ma´xima de la cola de salida, la longitud ma´xima de
paquete y la capacidad del enlace respectivamente. Con los valores de nuestro escenario,
Nq = 40, M = 1538 · 8 bits y C = 100 Mbps, obtenemos max(sn) ≈ 5 ms.
No obstante, y aunque la Figura 5.13 muestra que en general se cumple este l´ımite,
puede apreciarse que algunos puntos lo exceden hasta en 3 ms. Adema´s, este retardo
adicional viene acompan˜ado por un aumento proporcional de la diferencia de paquetes,
por lo que no puede ser un efecto de la cola del puerto de captura. En definitiva, los
procesos internos del conmutador pueden aumentar considerablemente el tiempo de
servicio en recepcio´n en algunos casos.
Por otra parte, este estudio no tiene en consideracio´n los efectos potenciales de
un puerto de captura congestionado. Los escenarios propuestos manejan factores de
utilizacio´n de hasta 0,2 en dicho puerto, por lo que el retardo adicional que introduce
es despreciable.
En resumen, la diferencia de tiempo entre copias de un paquete en el puerto de
captura tiene tres contribuciones:
El tiempo de servicio en recepcio´n, xn.
El retardo de la cola de salida, wn.
El retardo de la cola del puerto de captura, w′′n − w
′
n.
En vista de los resultados y siendo muy cautelosos, asumiremos que se puede llegar al
extremo de que xn, (w
′′
n−w
′
n) ∼ wn. De esta forma, puede modificarse la Ecuacio´n (5.9)
para inferir una regla de dimensionamiento la para ventana deslizante en te´rminos de
tiempo:
WS =
3NqmaxM
Cmin
(5.10)
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donde Nqmax, M , Cmin son el taman˜o ma´ximo de la cola ma´s larga, el taman˜o ma´ximo
de paquete y el enlace con menor capacidad respectivamente. En nuestro escenario,
ser´ıa recomendable una ventana de WS = 15 ms.
5.4. Conclusiones
Se ha propuesto un modelo anal´ıtico para caracterizar la separacio´n media de
duplicados generados en la monitorizacio´n basada en port mirroring.
Las predicciones de dicho modelo han sido validadas experimentalmente.
En base a estos resultados, se ha propuesto una cota superior en te´rminos de
tiempo para la ventana deslizante de la metodolog´ıa de deteccio´n desarrollada.
Esta regla de dimensionamiento supone una cota muy conservadora. Por tanto,
para reducir al ma´ximo el nu´mero de comparaciones y as´ı aumentar la eficiencia en
la medida de lo posible, ser´ıa interesante la exploracio´n de algoritmos dina´micos
de adaptacio´n de la ventana.
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Cap´ıtulo 6
Discusio´n
Para finalizar, se ofrece una breve discusio´n sobre los usos de la herramienta desarrollada
y las posibles l´ıneas futuras.
6.1. Usos de la herramienta
El presente trabajo surge principalmente de la necesidad, como se ha tratado de de-
mostrar en los Cap´ıtulos 1 y 2, y su aplicacio´n pra´ctica es directa en los a´mbitos de
la monitorizacio´n y ana´lisis de tra´fico de red. No en vano, el prototipo implementado
en base a la metodolog´ıa propuesta en el Cap´ıtulo 4 ha sido profusamente testeado y
empleado con e´xito por la empresa Naudit [18] en diversos proyectos. Esta experiencia
de uso ha ido moldeando las capacidades de la herramienta, pero sobre todo ha confir-
mado su practicidad en dos vertientes: como paso previo al ana´lisis y como herramienta
de ana´lisis en s´ı misma.
6.1.1. Como paso previo al ana´lisis
Este es su cometido original y el objeto de estudio del Cap´ıtulo 5: la deteccio´n de
duplicados generados artificialmente por el esquema de monitorizacio´n. En este aspecto,
destaca como herramienta fundamental posterior al proceso de captura y anterior a
cualquier tipo de ana´lisis que se plantee sobre los datos recogidos.
6.1.2. Como herramienta de ana´lisis
Durante el Cap´ıtulo 3, se ahondan en las causas de los duplicados de red. As´ı, se ha visto
que en la propia red, en ausencia de monitorizacio´n, se producen duplicados de diversa
ı´ndole. Por tanto, como efecto colateral positivo, el prototipo desarrollado ha demos-
trado su utilidad como herramienta de ana´lisis de estos feno´menos. Ma´s concretamente,
es capaz de detectar los siguientes efectos indeseables:
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Bucles de switching, que pueden producirse por errores de configuracio´n o fallos
en el protocolo de spanning tree.
Bucles de enrutamiento, de nuevo producidos por errores de configuracio´n o por
ataques y escaneos de red hacia direcciones inexistentes dentro de organizaciones,
lo que produce a menudo paquetes erra´ticos en sus redes.
El uso como herramienta de ana´lisis requiere la ampliacio´n del taman˜o de la venta-
na deslizante, puesto que este tipo de duplicados se dan en intervalos de tiempo ma´s
grandes, del orden de decenas o centenares de milisegundos. Este hecho, en principio, au-
menta la probabilidad de falsos positivos porque la ventana abarca un tiempo suficiente
como para acoger parejas de paquetes que portan datos iguales pero no constituyen un
duplicado, a saber:
Retransmisiones inherentes al funcionamiento de TCP.
Paquetes de broadcast o multicast repetidos. Algunos protocolos que utilizan estos
me´todos de comunicacio´n, como IGMP, repiten los mensajes mu´ltiples veces para
minimizar problemas derivados de pe´rdidas puntuales.
Paquetes sin payload como el mensaje de control RST de TCP, utilizado para
cerrar abruptamente una conexio´n y que habitualmente env´ıan por parejas o
tr´ıos.
Todos estos posibles falsos positivos se discriminan fa´cilmente por el campo de iden-
tificacio´n de IPv4, diferente en todos los paquetes IPv4, por lo que en la pra´ctica no
suponen un problema. No obstante, con la inminente implantacio´n de IPv6, este cam-
po desaparece de la cabecera IP, lo que supondra´ un reto de cara a evitar tales falsos
positivos.
Un falso positivo frecuente que sucede incluso con IPv4 es el provocado por paquetes
RST consecutivos con IP ID nulo. Esto se debe a que muchos equipos, al rechazar
conexiones mediante estos paquetes, no se molestan siquiera en rellenar este campo
para evitar el consumo de recursos que esto supone. A pesar de ello, no resulta de
importancia puesto que son paquetes relativamente infrecuentes —o deber´ıan serlo—
y, como se ha dicho, de control, sin datos.
6.2. Hacia una metodolog´ıa de deteccio´n on-line
Este trabajo propone una metodolog´ıa off-line que identifica y marca duplicados con el
objetivo de evitarlos selectivamente durante los procesos de ana´lisis. Sin embargo, exis-
ten muchas herramientas que realizan sus ana´lisis on-line, sin la necesidad de guardar
capturas en disco. Adema´s, uno de los efectos ma´s perniciosos de los duplicados es que
consumen gran parte del ancho de banda de la sonda (hasta el 50% del throughput, en
el peor de los escenarios, puede deberse a duplicados). Por consiguiente, queda patente
46
6.2 Hacia una metodolog´ıa de deteccio´n on-line
que una metodolog´ıa que trabaje on-line en el propio dispositivo de captura puede ser
muy beneficiosa. Desafortunadamente, las bu´squedas sobre ventanas deslizantes supo-
nen un gran reto en cuanto a coste temporal. A pesar de todas las mejoras introducidas
e incluso con el uso de paralelizacio´n, la metodolog´ıa propuesta esta´ lejos de poder
implementarse para la deteccio´n on-line.
No obstante, como ya se ha comentado previamente en el Cap´ıtulo 3, los duplicados
en la monitorizacio´n emergen de una configuracio´n fija y, por tanto, se producen de
forma determin´ıstica: los paquetes de un cierto conjunto de flujos aparecera´n siempre
duplicados, mientras que los del resto nunca lo hara´n. Esto abre la posibilidad de
encontrar un algoritmo capaz de aprender a discernir entre ambos conjuntos de flujos.
Despue´s de la fase de aprendizaje, este hipote´tico algoritmo ser´ıa capaz de eliminar
automa´ticamente los duplicados u´nicamente en funcio´n de la procedencia y el destino
de los paquetes. En este sentido, una futura metodolog´ıa de deteccio´n on-line resultar´ıa
viable y requerir´ıa una investigacio´n ma´s profunda.
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Cap´ıtulo 7
Conclusiones
7.1. Resultados
Se ha realizado una revisio´n del estado del arte en me´todos de desduplicacio´n de
datos gene´ricos, un campo ampliamente investigado de la ingenier´ıa de datos, con
el objetivo de contextualizar la problema´tica particular que atan˜e a este trabajo.
Se aporta un completo ana´lisis teo´rico y descriptivo del problema de los duplicados
en el tra´fico de red, del que se pueden destacar los siguientes aspectos:
• Las te´cnicas de desduplicacio´n gene´ricas no son aplicables directamente en
general, ni en este caso en particular, sin una severa adaptacio´n a las espe-
cificidades de cada campo.
• En redes de datos, se encuentran duplicados de muy diversos tipos que, en
general, no son ide´nticos debido a las cabeceras.
• En las propias redes en produccio´n se generan duplicados, por diversas ra-
zones, que no interesa eliminar.
• Los esquemas de monitorizacio´n introducen duplicados artificiales, no deri-
vados del funcionamiento de la red, que s´ı interesa evitar para no falsear los
ana´lisis.
Se aporta una metodolog´ıa fiable para la deteccio´n y marcado del tra´fico duplicado
que ha sido implementada y utilizada con e´xito por una empresa dedicada al
ana´lisis de tra´fico.
Se aporta un estudio anal´ıtico con su correspondiente validacio´n experimental
para el ana´lisis del proceso de generacio´n de duplicados en esquemas de port
mirroring. Asimismo, se deriva una regla de dimensionamiento para maximizar
la eficiencia de la metodolog´ıa sin perder capacidad de deteccio´n.
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7.2. L´ıneas futuras
La inminente implantacio´n de IPv6 requerira´ una revisio´n de la implementacio´n,
basada hasta ahora en IPv4.
Queda todav´ıa margen para la mejora de la eficiencia mediante esquemas de venta-
na deslizante adaptativa y paralelizacio´n del proceso de bu´squeda y comparacio´n
que debera´n ser analizados.
Dado el cara´cter determin´ıstico de la generacio´n de los duplicados por efecto de
la monitorizacio´n, puede ser viable la bu´squeda de un algoritmo que aprenda
a desduplicar en base a una clasificacio´n de los flujos. Esta posibilidad requiere
mayor investigacio´n con el objetivo de lograr una futura metodolog´ıa de deteccio´n
on-line.
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