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1. Introduction
Hadamard matrices arise in Statistics and Combinatorics and have many applications in
Engineering, Optical Communications, Coding Theory, Cryptography and other areas. The order of a
Hadamard matrix is 1, 2 or a multiple of 4. The Hadamard conjecture states that for every multiple
of 4, there is a Hadamard matrix of that order. A complete description of Hadamard matrices, up to
equivalence, is knownonly for ordersn ≤ 28. Thebook (Geramita and Seberry, 1979) is a very readable
and self-contained introduction to Hadamard matrices.
There are several well-known constructions for Hadamard matrices. Some constructions are
better suited for various purposes than others. Hadamard matrices of Williamson type are typically
made up of four square matrices satisfying certain algebraic conditions. By exploiting an analogy
between Williamson’s construction for four matrices and a real matrix representation of the algebra
of quaternions, Williamson’s construction can be extended to eight matrices, based on left and right
representations of the algebra of octonions, see Kotsireas and Koukouvinos (2006). The reasonwhywe
need to consider left and right representations of octonions, is that this algebra is not associative, but
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its right and left actions are associative. There are theoretical restrictions that prohibit the existence
of an array with sixteen Williamson matrices, in the case of real Hadamard matrices. In contrast,
in the case of complex Hadamard matrices, there exist Williamson-type arrays of any order 2n, see
Diţă (2004).
Using our Computational Algebra formalism we are able to apply Genetic Algorithms in the
search for Hadamard matrices of Williamson type and discover solutions to quite large systems of
polynomial equations, which do not seem to be solvable with other methods. Genetic Algorithms
form a powerful metaheuristic thatmimics processes from the Theory of Evolution to establish search
algorithms by defining algorithmic analogues of biological concepts such as reproduction crossover
andmutation. The book (Goldberg, 1989) is a very readable and self-contained introduction to Genetic
Algorithms. An important feature of Williamson’s constructions with four and eight matrices is
that the cardinalities of the associated zero-dimensional algebraic varieties exhibit different growth
patterns i.e. linear and exponential respectively, see Kotsireas and Koukouvinos (2006).
2. Hadamard matrices of Williamson type
The classical Williamson construction for Hadamard matrices is based on the following theorem
that can be found inWilliamson (1944), see alsoWallis et al. (1972), Hall (1986) and Horadam (2007).
Theorem (Williamson). If there exist four (−1,+1) matrices A, B, C, D of order n which satisfy the
amicability property:
XY T = YXT, for X, Y ∈ {A, B, C,D} and X 6= Y
and the additive property:
AAT + BBT + CCT + DDT = (4n)In,
then W =

A B C D
−B A −D C
−C D A −B
−D −C B A
 is a Hadamard matrix of order 4n.
Wenote here, seeHall (1986), that if A, B, C ,D are symmetric and pairwise commuting squarematrices
of order n, thenW has the property
WW T = (A2 + B2 + C2 + D2)⊗ I4, (1)
where the symbol⊗ denotes the Kronecker product.
Therefore, if we take A, B, C , D to be square circulant and symmetric (1,−1)matrices of order n, then
W is a Hadamard matrix of order 4n, i.e. we haveWW T = 4nI4n.
The matrixW appears in the context of quaternions. See Dixon (1994) and Ward (1997) for general
background on quaternions. The next number system in the hierarchy of hypercomplex numbers is
given by octonions. See Dixon (1994) and Springer and Veldkamp (2000) for general background on
octonions. The real quaternion division algebra H is algebraically isomorphic to a four-dimensional
real matrix algebra given by the matrix W . This striking similarity raises the question whether it is
possible to use similar isomorphisms of the real octonion division algebraO to construct Hadamard
matrices via aWilliamson array with 8matrices. This is indeed possible, as demonstrated in Kotsireas
and Koukouvinos (2006).
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Consider the 8× 8 matrices
WL =

A −B −C −D −E −F −G −H
B A −D C −F E H −G
C D A −B −G −H E F
D −C B A −H G −F E
E F G H A −B −C −D
F −E H −G B A D −C
G −H −E F C −D A B
H G −F −E D C −B A

and
WR =

A −B −C −D −E −F −G −H
B A D −C F −E −H G
C −D A B G H −E −F
D C −B A H −G F −E
E −F −G −H A B C D
F E −H G −B A −D C
G H E −F −C D A −B
H −G F E −D −C B A

(2)
which specify the left and right matrix representations of an octonion α ∈ O over the set of real
numbers. See Tian (2000) for a complete description of the derivation of these matrices. When A, B, C ,
D, E, F ,G, H are symmetric and pairwise commuting square matrices of order n, the matricesWL and
WR satisfy the property:
WLW TL = WRW TR = (A2 + B2 + C2 + D2 + E2 + F 2 + G2 + H2)⊗ I8.
When A, B, C ,D, E, F , G,H are square circulant and symmetric (1,−1)matrices of order n, thenWL and
WT turn out to be Hadamardmatrices of order 8n, i.e. we haveWLW TL = WRW TR = 8nI8n. See Kotsireas
and Koukouvinos (2006) for more details.
The four and eight Williamson arrays are in essence orthogonal designs as described in Geramita and
Seberry (1979).
3. Systems of polynomial equations arising from the four and eight Williamson arrays
In this section we detail the four Williamson array construction for Hadamard matrices (omitting
the completely analogous generalization for the eight Williamson array) and define the systems of
polynomial equations arising from these constructions. Let n be an odd positive integer with n ≥ 3
and let U be the matrix of order n
U =

0 1 0 . . . 0
0 0 1 . . . 0
...
...
... . . .
...
0 0 0 . . . 1
1 0 0 . . . 0

which has the propertyUn = In. FollowingWilliamson, Hall (1986), wewill use thematrixU to define
the block matrices of order n in the four and eight Williamson arrays, as polynomials in U with ±1
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coefficients. Then the blockmatriceswill commutewith each other.Moreover, by imposing symmetry
conditions on the coefficients, the blockmatriceswill be symmetric, in view of the fact thatUT = U−1.
Specifically, in the four Williamson arrayW , define the four matrices A, B, C , D by polynomials in U as
follows:
A = a0In + a1U + · · · + an−1Un−1,
B = b0In + b1U + · · · + bn−1Un−1,
C = c0In + c1U + · · · + cn−1Un−1,
D = d0In + d1U + · · · + dn−1Un−1,
(3)
where the 4n coefficients a0, . . ., an−1, b0, . . ., bn−1, c0, . . ., cn−1, d0, . . ., dn−1 satisfy the additional
symmetry conditions
an−i = ai, bn−i = bi, cn−i = ci, dn−i = di, i = 1, . . . , n− 1. (4)
Now the matrix identityWW T = 4nI4n can be stated as a system of quadratic polynomial equations
that we describe below. Note that we need to supplement these equations with equations of the form
x2 = 0, to account for the fact that the polynomials (3) are defined to have±1 coefficients.
Definition. LetA = {a1, a2, . . . , an}be a sequence of lengthn. Theperiodic autocorrelation function,
PA(s), corresponding to A is defined as:
PA(s) =
n∑
i=1
aiai+s, s = 0, 1, . . . , n− 1
where i+ s is taken modulo n, when needed. The periodic autocorrelation function PA(s) can also be
defined as the inner product of the first and the s + 1 row of the circulant matrix whose first row is
given by the sequence A: a1 a2 . . . anan a1 . . . an−1. . . . . . . . . . . .
a2 a3 . . . a1
 .
Using the concept of the periodic autocorrelation function we now give a concise description of the
systems of polynomial equations arising from the matrix equations WW T = 4nI4n and WLW TL =
WRW TR = 8nI8n.
4 Williamson array system of polynomial equations
Let n be odd, set m = n−12 and define four sequences of length n each: A =[a0, a1, . . . , am, am, . . . , a1], B = [b0, b1, . . . , bm, bm, . . . , b1], C = [c0, c1, . . . , cm, cm, . . . , c1], D =
[d0, d1, . . . , dm, dm, . . . d1], that satisfy the symmetry conditions (4). Then the 4 Williamson array
system of polynomial equations is defined as:
PA(i)+ PB(i)+ PC (i)+ PD(i) = 0, i = 1, . . . ,m.
a20 = 1, . . . , a2m = 1︸ ︷︷ ︸
a′is
, b20 = 1, . . . , b2m = 1︸ ︷︷ ︸
b′is
, c20 = 1, . . . , c2m = 1︸ ︷︷ ︸
c′i s
, d20 = 1, . . . , d2m = 1︸ ︷︷ ︸
d′is
.
The 4 Williamson array system of polynomial equations has m + 4(m + 1) quadratic equations
in 4(m + 1) unknowns. For illustration, we explicit the general form of the first equation: w1 =
2+(∑mi=1 ai−1ai)+(∑mi=1 bi−1bi)+(∑mi=1 ci−1ci)+(∑mi=1 di−1di) = 0. The constant factor of 2 appears
after noticing that the expression PA(i)+ PB(i)+ PC (i)+ PD(i) contains the term a2m + b2m + c2m + d2m,
which is equal to 4, and that all its other quadratic monomials are divisible by 2.
8 Williamson array system of polynomial equations
Let n be odd, set m = n−12 and define eight sequences of length n each: A =[a0, a1, . . . , am, am, . . . , a1], B = [b0, b1, . . . , bm, bm, . . . , b1], C = [c0, c1, . . . , cm, cm, . . . , c1], D =
[d0, d1, . . . , dm, dm, . . . , d1], E = [e0, e1, . . . , em, em, . . . , e1], F = [f0, f1, . . . , fm, fm, . . . , f1], G =
[g0, g1, . . . , gm, gm, . . . , g1], H = [h0, h1, . . . , hm, hm, . . . , h1], that satisfy the symmetry conditions
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corresponding to (4), for eight polynomials. Then the 8Williamson array system of polynomial equa-
tions is defined as:
PA(i)+ PB(i)+ PC (i)+ PD(i)+ PE(i)+ PF (i)+ PG(i)+ PH(i) = 0, i = 1, . . . ,m.
a20 = 1, . . . , a2m = 1︸ ︷︷ ︸
a′is
, b20 = 1, . . . , b2m = 1︸ ︷︷ ︸
b′is
, c20 = 1, . . . , c2m = 1︸ ︷︷ ︸
c′i s
, d20 = 1, . . . , d2m = 1︸ ︷︷ ︸
d′is
,
e20 = 1, . . . , e2m = 1︸ ︷︷ ︸
e′is
, f 20 = 1, . . . , f 2m = 1︸ ︷︷ ︸
f ′i s
, g20 = 1, . . . , g2m = 1︸ ︷︷ ︸
g ′i s
, h20 = 1, . . . , h2m = 1︸ ︷︷ ︸
h′is
.
The 8 Williamson array system of polynomial equations has m + 8(m + 1) quadratic equations
in 8(m + 1) unknowns. For illustration, we explicit the general form of the first equation: 4 +(∑m
i=1 ai−1ai
) + (∑mi=1 bi−1bi) + (∑mi=1 ci−1ci) + (∑mi=1 di−1di) + (∑mi=1 ei−1ei) + (∑mi=1 fi−1fi) +(∑m
i=1 gi−1gi
)+(∑mi=1 hi−1hi) = 0. The constant factor of 4 appears after noticing that the expression
PA(i)+ PB(i)+ PC (i)+ PD(i)+ PE(i)+ PF (i)+ PG(i)+ PH(i) contains the term a2m + b2m + c2m + d2m +
e2m + f 2m + g2m + h2m, which is equal to 8, and that all its other quadratic monomials are divisible by 2.
4. Simple genetic algorithm
In this section we summarize the concepts necessary to describe the Simple Genetic Algorithm
(SGA) following the description in Goldberg (1989). Genetic algorithms can be applied to a variety of
optimization and searching problems and work based on the concept of ‘‘survival of the fittest".
The three main ingredients of a general Genetic Algorithm are:
• a coding of the parameter set, usually in the form of a collection (or population in Biology) of binary
vectors (individuals or chromosomes in Biology);
• an objective function, (or fitness function in Biology) that is to be minimized of maximized;
• a set of genetic operators, which are algorithmic analogs of biological processes in the Theory of
Evolution.
It is customary to use the algorithmic and the biological terminologies interchangeably. A Genetic
Algorithm works by starting with a population of individuals chosen randomly. This population of
individuals (or chromosomes) is initially generated at random. Each individual is a sequence of alleles.
In our case the alleles are simply−1 and+1.
The value of the objective function is computed for each individual in the population. A fitness
value is thus assigned to each individual in the population. The choice of the OF is crucial for the
successful application of a Genetic Algorithm to a particular problem. Strings will then be selected to
enter a mating pool. The probability of any string entering the pool is proportional to its fitness value.
Many copies of strings with high fitness values may enter the pool, while relatively few strings with
low fitness values will be selected. According to their fitness values, themost highly fit individuals are
paired and genetic operators are applied to them. This gives rise to a new generation of individuals,
the offspring. The value of the objective function is again computed for each individual in the new
generation. The values of the objective function in the new generation are expected to be better than
the values of the objective function in the previous generation. The word ‘‘better" is interpreted as
smaller or bigger, according to whether our aim is to minimize or maximize the objective function.
The Simple Genetic Algorithm (SGA) (see Goldberg (1989)) is a Genetic Algorithm in which we apply
the three genetic operators of reproduction, crossover and mutation. Below is a description of these
three operators.
• reproduction stipulates that individuals in the population with higher objective function values
(in the case where we maximize the objective function) must be attributed a higher probability
of contributing offspring in the next generation. This genetic operator is an algorithmic analog of
natural selection in the theory of evolution. The reproduction operator is often implemented in a
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computer program by a biased roulette. The result of the reproduction operator is a mating pool,
which contains the individuals of the new generation.
• crossover acts on the individuals in the mating pool (the new generation) in two steps. First, these
individuals are mated randomly into pairs. Second, each pair undergoes crossover by selecting
a crossover site k randomly. This means that elements before and after the crossover site k are
mutually exchanged. For instance if the two individuals 1, 1, 1, 1 and−1,−1,−1,−1 have been
mated and they will undergo crossover at the site k = 3, then the resulting individuals will be
1, 1, 1,−1 and −1,−1,−1, 1. This genetic operator has many other variations, for example we
can have two crossover sites. Crossover is generally not performed on every string, but instead
occurs with a certain probability that is a parameter for each specific problem.
• mutation changes randomly a bit from 0 to 1 or from 1 to 0, according to a certain probability. The
mutation probability is often determined experimentally. The effects of this genetic operator are
not entirely understood.
5. Results obtained with simple genetic algorithm
To use SGA to find Hadamardmatrices from the 4 and 8Williamson arrays, we need to find strings
of ±1 values that give solutions to the corresponding systems of polynomial equations. In our C
implementation of SGA, these strings are simply arrays of±1 values. A string’s fitness is based on how
many of the polynomials equations does it solve. More specifically, the objective function is chosen
as the sum of the absolute values of the m quadratic equations wi, i.e. OFn =| w1 | + · · · + | wm | .
An alternative objective function would be the sum of the squares of the equations of the polynomial
system, i.e. OFn = w21 + · · · + w2m. For illustration, for n = 5,m = n−12 = 2, the objective function
with absolute values is:
OF5 = |2+ a0a1 + a1a2 + b0b1 + b1b2 + c0c1 + c1c2 + d0d1 + d1d2|
+ |2+ a0a2 + a1a2 + b0b2 + b1b2 + c0c2 + c1c2 + d0d2 + d1d2|.
Now we mention a summary of the results obtained by applying SGA to the problem of constructing
Hadamard matrices of Williamson type from 4 and 8 submatrices. In the case of the 4 Williamson
array, we did not find any new solutions, on top of those which are already known in the literature.
The case of the 8Williamson array has not been studied previously, so all our results can be considered
to be new.We follow the standard notation for Hadamardmatrices, i.e.+ stands for+1 and− stands
for−1. The parameter n is the order of the submatrices. For each solution found, we give the number
of generations evolved by SGA, until the algorithm converged to a solution as well as the the sizes of
the populations used. For clarity of presentation and to facilitate the verification of our results, the
solutions and the systems being solved are given in a Maple format in the web page http://www.
cargo.wlu.ca/SGA4W8W . In addition, this web page contains Maple and Magma code to generate the
systems of polynomial equations, using the process described in this paper. The code, the systems and
the solutions are also available upon request from the authors.
5.1. Results obtained from 4 Williamson arrays
• n = 17,m = 8, order 4 · 17 = 68, 36 variables, 8+ 36 = 44 equations
−+−−+−++−︸ ︷︷ ︸
a0,...,a8
−−−+++−++︸ ︷︷ ︸
b0,...,b8
−+++−++−−︸ ︷︷ ︸
c0,...,c8
+−+−−−−−+︸ ︷︷ ︸
d0,...,d8
.
Generation is 63, Population size: 100 000
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• n = 19,m = 9, order 4 · 19 = 76, 40 variables, 9+ 40 = 49 equations
−−+−−+−−++︸ ︷︷ ︸
a0,...,a9
−−+++−−+−−︸ ︷︷ ︸
b0,...,b9
+−+−+−−+++︸ ︷︷ ︸
c0,...,c9
++−−+−++++︸ ︷︷ ︸
d0,...,d9
.
Generation is 143, Population size: 100 000
• n = 21,m = 10, order 4 · 21 = 84, 44 variables, 10+ 44 = 54 equations
+−++++−++−−︸ ︷︷ ︸
a0,...,a10
−+−+−−++−−−︸ ︷︷ ︸
b0,...,b10
+−++++−++−−︸ ︷︷ ︸
c0,...,c10
++−+−−++−−−︸ ︷︷ ︸
d0,...,d10
.
Generation is 1166, Population size: 100 000
• n = 23,m = 11, order 4 · 23 = 92, 48 variables, 11+ 48 = 59 equations
−−+−−−−+++−−︸ ︷︷ ︸
a0,...,a11
+−+−+−−++−++︸ ︷︷ ︸
b0,...,b11
−−−+−−+++−+−︸ ︷︷ ︸
c0,...,c11
+++−−+−−−−+−︸ ︷︷ ︸
d0,...,d11
.
Generation is 37 711, Population size: 600 000
• n = 25,m = 12, order 4 · 25 = 100, 52 variables, 12+ 52 = 64 equations
+−−−−−−−++−++︸ ︷︷ ︸
a0,...,a12
−++−+−−−−+++−︸ ︷︷ ︸
b0,...,b12
+−+−−−+−−+−−+︸ ︷︷ ︸
c0,...,c12
++−−+−+−+++−−︸ ︷︷ ︸
d0,...,d12
.
Generation is 43 561, Population size: 600 000
• n = 27,m = 13, order 4 · 27 = 108, 56 variables, 13+ 56 = 69 equations
++++−−−++−−+−+︸ ︷︷ ︸
a0,...,a13
−+−+−−+−−−++−−︸ ︷︷ ︸
b0,...,b13
+++−+−+−−−−−−+︸ ︷︷ ︸
c0,...,c13
++−−+−−++−+−−−︸ ︷︷ ︸
d0,...,d13
.
Generation is 47 873, Population size: 300 000
5.2. Results obtained from 8 Williamson arrays
• n = 11,m = 5, order 8 · 11 = 88, 48 variables, 5+ 48 = 53 equations
−++−−+︸ ︷︷ ︸
a0,...,a5
−+−+++︸ ︷︷ ︸
b0,...,b5
−−+−++︸ ︷︷ ︸
c0,...,c5
−++−−−︸ ︷︷ ︸
d0,...,d5
+−+−−−︸ ︷︷ ︸
e0,...,e5
+−−−−+︸ ︷︷ ︸
f0,...,f5
−++−+−︸ ︷︷ ︸
g0,...,g5
−−+++−︸ ︷︷ ︸
h0,...,h5
.
Generation is 5, Population size: 100 000
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• n = 13,m = 6, order 8 · 13 = 104, 56 variables, 6+ 56 = 62 equations
−++−−−−︸ ︷︷ ︸
a0,...,a6
−−−−++−︸ ︷︷ ︸
b0,...,b6
−+−+++−︸ ︷︷ ︸
c0,...,c6
−++++−−︸ ︷︷ ︸
d0,...,d6
+−−+−++︸ ︷︷ ︸
e0,...,e6
++−++−+︸ ︷︷ ︸
f0,...,f6
−+−++−−︸ ︷︷ ︸
g0,...,g6
−+−+++−︸ ︷︷ ︸
h0,...,h6
.
Generation is 6, Population size: 600 000
• n = 15,m = 7, order 8 · 15 = 120, 64 variables, 7+ 64 = 71 equations
++++−−−+︸ ︷︷ ︸
a0,...,a7
+−−++−−−︸ ︷︷ ︸
b0,...,b7
−−−−+−+−︸ ︷︷ ︸
c0,...,c7
−−+−−−++︸ ︷︷ ︸
d0,...,d7
−−+−−−++︸ ︷︷ ︸
e0,...,e7
−+−+−−+−︸ ︷︷ ︸
f0,...,f7
−+−++−−−︸ ︷︷ ︸
g0,...,g7
−++−+−−+︸ ︷︷ ︸
h0,...,h7
.
Generation is 23, Population size: 600 000
• n = 17,m = 8, order 8 · 17 = 136, 72 variables, 8+ 72 = 80 equations
+−+++++−−︸ ︷︷ ︸
a0,...,a8
+−−−+++++︸ ︷︷ ︸
b0,...,b8
−−+−−−+−+︸ ︷︷ ︸
c0,...,c8
+−+−++−++︸ ︷︷ ︸
d0,...,d8
−++−−+−++︸ ︷︷ ︸
e0,...,e8
−+++−−−−+︸ ︷︷ ︸
f0,...,f8
−−++−−−+−︸ ︷︷ ︸
g0,...,g8
−++−−+−+−︸ ︷︷ ︸
h0,...,h8
.
Generation is 91, Population size: 600 000
• n = 19,m = 9, order 8 · 19 = 152, 80 variables, 9+ 80 = 89 equations
−++−++−−−−︸ ︷︷ ︸
a0,...,a9
+−−+−+++−−︸ ︷︷ ︸
b0,...,b9
+−+−+−−+−−︸ ︷︷ ︸
c0,...,c9
−−+−+++++−︸ ︷︷ ︸
d0,...,d9
−−++−−−−++︸ ︷︷ ︸
e0,...,e9
+−−−+−−++−︸ ︷︷ ︸
f0,...,f9
+−++−+−+++︸ ︷︷ ︸
g0,...,g9
+−−−+++−++︸ ︷︷ ︸
h0,...,h9
.
Generation is 949, Population size: 600 000
• n = 21,m = 10, order 8 · 21 = 168, 88 variables, 10+ 88 = 98 equations
++−+−++++−−︸ ︷︷ ︸
a0,...,a10
+−+++−−+−+−︸ ︷︷ ︸
b0,...,b10
++−+−−−−−−+︸ ︷︷ ︸
c0,...,c10
−−−++−+−−+−︸ ︷︷ ︸
d0,...,d10
+++−+−−−+−−︸ ︷︷ ︸
e0,...,e10
−+−+++−−++−︸ ︷︷ ︸
f0,...,f10
+++−−++−−++︸ ︷︷ ︸
g0,...,g10
++++−++−+−−︸ ︷︷ ︸
h0,...,h10
.
Generation is 5358, Population size: 600 000
• n = 23,m = 11, order 8 · 23 = 184, 96 variables, 11+ 96 = 107 equations
• n = 25,m = 12, order 8 · 25 = 200, 104 variables, 12+ 104 = 116 equations
• n = 27,m = 13, order 8 · 27 = 216, 112 variables, 13+ 112 = 125 equations
• n = 29,m = 14, order 8 · 29 = 232, 120 variables, 14+ 120 = 134 equations
The solutions found for the last four cases above, i.e. for n = 23, 25, 27, 29 are given in the web page,
to save space.
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6. Comparisons with other methods and future work
The systems of polynomial equations that we solve in this paper using SGA, seem to be quite
challenging to solve with traditional methods (either symbolic or numeric) of polynomial system
solving available in Computer Algebra. However, it seems to us that Gröbner bases can be used
advantageously in at least two different ways to study these systems:
• to prove structural theorems for the ideals corresponding to these systems, along the lines of
Lazard (1985);
• to devise techniques and develop algorithms to describe and exploit the symmetries of these
systems, along the lines of Gatermann (1990).
Solutions to the systems of polynomial equations in this paper do not seem to be easy to find with
other methods, to the best of our knowledge. The fact that we achieved a number of results using
SGA, the very first example of a Genetic Algorithm, shows that it is clearly worthwhile to invest time
and efforts to use more sophisticated Genetic Algorithms in studying these systems.
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