Inducing a population imbalance at different valleys of an electronic system lowers its effective rotational symmetry. We introduce a technique to measure such valley imbalance (a valley polarization) that directly exploits this symmetry reduction as well as the unique fingerprints it has in the polarization-dependent second-harmonic generation. We describe the principle and detection scheme in the context of hexagonal two-dimensional crystals, which include graphene-based systems and the family of transition metal dichalcogenides. The technique is demonstrated on a MoSe2 monolayer at room temperature. We include a model that shows the valley polarization-induced second-harmonic susceptibility is proportional to the effective valley imbalance, and one order of magnitude larger for quasi-resonant pump conditions versus off-resonant excitation. Importantly, we deliberately keep the setup as simple as possible, where a single laser beam simultaneously creates a controllable valley imbalance and pumps the second-harmonic process. In addition to providing the first experimental demonstration of the effect, this work establishes a conceptually very simple and compact way of measuring the instantaneous valley polarization, with direct applicability in valleytronics.
Introduction -In semiconductors, valleys refer to the local extrema of the electronic band structure in momentum space, i.e. local maxima (minima) of the valence (conduction) band. Valleytronics aims to manipulate the population of charge carriers in each valley such that there is a population imbalance between non-equivalent valleys, thereby establishing a valley polarization (VP) [1] . In addition to the charge (electronics) and spin (spintronics), the ability to induce, sustain, and control a valley polarization endows electrons with a new degree-of-freedom to encode information [1] [2] [3] .
Systems involving one or a few layers of graphene or transition metal dichalcogenides (TMDs) are currently the forefront platforms where the promise of valleytronics is being most actively explored [4] . At the core of this drive is their unique electronic structure that features an underlying Diracness pinned at the two non-equivalent valleys ( and ) enabled by the hexagonal crystal structure [5] , each valley being endowed with a finite Berry curvature. Such key attributes are compounded by other practical properties such as their facile electrostatic tunability [6] , strong and rich interaction with light [7] , and the versatility that arises from combining different monolayers in more complex heterostructures [8] . These aspects have enabled the recent observation of valley Hall effect [9, 10] , or the optical excitation and quantum manipulation [11] of VP in this class of systems.
In structures lacking inversion symmetry (e.g. monolayer TMDs or biased bilayer graphene), the Berry curvature and orbital magnetic moment have the same magnitude but opposite sign at each of the valleys. This gives rise to an optical selection rule that allows a convenient remote control over the electronic population in each valley by shining left ( ) or right ( ) circularly polarized light onto the sample [12, 13] .
A most basic and crucial requirement to support the development of valleytronics is the ability to detect and quantify the degree of VP on a sample with spatial resolution, instantaneously, and in a way that is non-invasive and expedite. Up to now, this has been approached using polarizationresolved photoluminescence (PL) [14] [15] [16] [17] and the magneto-optic Kerr effect [18] [19] [20] . However, VP detection by PL requires the material to have a bandgap, is non-instantaneous by virtue of the PL process, and probing VP lifetimes this way is limited by the excitonic recombination time [19, 21] .
On the other hand, for the Kerr effect to arise, the material needs to have a strong spin-orbit coupling so that a VP correlates with an out-of-plane magnetization [19, 20, 22, 23] . Most significantly, both of these shortcomings in detecting VP by optical means impede their use in monolayer graphene which has neither a gap nor a relevant spin-orbit coupling [5] .
Recent theoretical work proposed the use of second-harmonic generation (SHG) to probe VP and be injected from TMD into graphene at room temperature [35, 36] . Moreover, SHG is sensitive to the instantaneous degree of VP, making it particularly suitable to characterize the fast valley relaxation processes [11] and to operate at room temperature, where techniques based on PL stand at a disadvantage [19] .
In this context, this paper reports the first experimental demonstration of SHG as an effective tool to probe VP at room temperature. In a home-built multiphoton microscope, a molybdenum diselenide (MoSe2) sample (2H polytype) is illuminated by a single laser beam which acts as both SHG and VP pump. By continuously varying the ellipticity of the incoming polarization from linear to circular, we observe the progressive development of which, added to the flake's intrinsic SHG contribution, causes a well-defined rotation of the polarization-resolved SHG pattern at equilibrium [31, 37, 38] .
This rotation directly yields the magnitude of . Furthermore, we build a model encompassing steady-state and transient rate equations of the exciton population on each valley to describe both the non-saturated and saturated valley pumping regimes, which is in good agreement with our experimental data.
Polarized second-harmonic generation -If linearly polarized light is used to pump the SHG process, assuming the electric field vector is contained in the crystal plane, the second-order nonlinear polarization is given by [26]
where and are the pump electric fields along the zig-zag (ZZ) and armchair (AC) directions,
respectively. This form of the tensor applies to crystals with non-centrosymmetric D3h ( 0) and centrosymmetric D6h ( 0) point groups. A simple inspection of Equation (1) shows that the total SHG signal is independent on the pump field polarization angle. However, if the SHG signal is analyzed before detection with a polarizer aligned in the same direction as the pump field, the signal is , ∝ sin 3 cos 3 , which explicitly depends on both the intrinsic and VP-induced contributions to . One can easily see that the pattern described by , as a function of corresponds to a scaling and rotation of the six-fold pattern we have for 0 (see Figure 1a) , where the offset angle, Δ′, is given by
Here, is the phase difference between the two contributions to , defined from / , which depends on the detuning of the pump field from the exciton transitions, and should be close to zero. Equation (2) gives a very intuitive way to detect VP, illustrated in Figure 1a (additional details provided in the Supplementary Information).
Another way to conduct this experiment is to hold the polarization of the incoming light fixed while rotating the analyzer alone. We adopted this strategy for the data presented here because the experimental setup is further simplified and, more importantly, the offset angle in this case reads
The difference by a factor of 3 in comparison with the result (2) translates into a three-fold increase in experimental sensitivity. Two-level system model -To better understand the role of the valley-imbalanced electronic populations and be able to estimate their contribution to the total SHG signal, we elaborated a twolevel system model to describe the electronic populations in the ±K valleys (see Supplementary
Information for details).
To quantitatively obtain Δ, we start from a pair of 2-level systems to model ±K valleys, as shown in Figure S3 , with rate equations of population in the ±K valleys
, where recombination rate, A = exciton-exciton annihilation rate, intervalley recombination rate, intensity of , saturation intensity of MoSe2 and total excitonic density.
Initially, we solved Equation (4) in steady-state regime with 0 to obtain population imbalance, Δ :
where / is the intensity saturation parameter and is the ellipticity of the pump laser beam. This steady-state solution is a good model for pump intensities below or comparable to (see Supplementary Information). However, in our experiments, the pump intensities are much larger than , causing a temporal mismatch between transient Δ and laser intensity, as shown in The effective population imbalance, Δ , is obtained by
where is the pulse duration full width at half maximum and Δ is the instantaneous Δ . We normalize Δ because our VP pump beam is also the VP probe, and the Δ varies rapidly around the probe pulse, thus Δ is the temporally-windowed Δ that is being sensed (see Supplementary Information 2). From the used in the experiment (Figure 2b ) we fit it to the experimental data to obtain the proportionality relationship between intrinsic and valley polarization-induced susceptibilities by using the equations: Results and discussion -The experimental results shown in Figure 3 are fitted to the model presented in Equation (7) and 780 nm, respectively, where , is the total excitonic density for each pump wavelength .
Uncertainties were obtained from fitting error, which is an underestimation.
From Figure 3 , uncertainty is generally larger at large , which is anticipated because as the SHG signal becomes more circularly polarized, maximum SHG angle becomes less well-defined. This is a consequence for using a single beam to both pump and probe VP of MoSe2 simultaneously.
Another consequence of using single beam is that the steady-state model fails because of high pump intensity ( ≫ 1), which is needed for SHG. From Figure 2a , (orange curves) saturates before the peak of (blue curves), with ( ) saturates before ( ) for 0 ( 0) as ( ). This results in a transient population imbalance (red curve) that peaks before the probe beam, which is also the pump beam in our case, causing a reduction in the Δ being measured (Δ , green curve). This is further shown in Figure S6b , where ≪ indicates a reduction in the effective VP pump intensity for ≫ 1; for ≪ 1, our simple transient model recovers steady-state result with ′ as shown in Figure S6b .
We also note that the uncertainties of are underestimated because depends on 
Sample fabrication and characterization
The sample used in this work is a mechanically exfoliated monolayer molybdenum disulfide (MoSe2) flake transferred onto fused silica substrate. In order to insulate the MoSe2 sample from the environment, it was covered with a 20 nm thick flake of hexagonal-boron-nitride (hBN). Basic characterizations of the sample, such as optical microscopy, Raman spectroscopy and photoluminescence spectroscopy, are shown in Figure S1 . From Figure S1c , it is possible to observe that the photon energy in the test experiment, Ephoton = 1.590 eV, is slightly higher (19 meV) than the optical bandgap energy, shown by the PL emission peak at 1.571 eV, while another photon energy Ephoton ~ 0.8 eV is much smaller compared to the optical bandgap.
Detailed data analysis
To obtain actual , the pump data (e.g. Figure 3a in main text) are globally fitted to 2 1 cos 2 cos 2 with and being the global variables. Here, is a normalizing factor for the intensities.
Meanwhile, the SHG data (e.g. Figure 3b in main text) are fitted to 
Conventional polarized second-harmonic generation
Prior experimental data presented in the main text, we performed polarization-resolved SHG (pSHG), whereby SHG power was measured co-linear to its excitation polarization, in order to get the AC direction of our sample, which is crucial for the experiment in the main text. Besides, we also measured pSHG for in the range of 30° to +30°, and observed the similar trend (Δ′ increases with ) as the results in main text. Furthermore, 3, which is consistent with the model below. Considering a pair of 2-level systems ( Figure S3 ) with 2 degenerated excited states representing ±K valleys ( and ) and their ground states ( , and , ). Take the recombination rates of the valleys to be the same ( ) and is equal to the spontaneous emission rate ( ) plus intervalley scattering ( ) (i.e. ), with a second-order term ( ) to account for excitonexciton annihilation, we can write the rate equations as We also noted that for experimental procedure in which SHG power analyzed co-linearly with its excitation, the offset angle is Δ′ . for ≫ 1.
SH offset angle model
d dt 2 ,(1)
Steady-state solution

Steady-state solution with A 0
We solve the rate equation with no exciton-exciton annihilation term because of its simplicity, such that we can use the form in the transient solution; with it, the overall trend of Δ , is the same as Δ but scaled by a factor, as illustrated in Figure S4 . 
Transient solution
However, the steady-state solution does not fully explain our experimental results, as doubling the intensity does not double tan 2Δ . Therefore, we moved on to solve the differential equation. rate equations with ) and 0; the latter assumption is justified by that our highest photon energy in excess to PL signal is only 19 meV, which is less than the threshold energy (38 meV for MoSe2) for phonon-assisted intervalley scattering [5] . Figure S5 shows the calculation results for low, optimum and high intensities. 1.058 and a 1.028 a) b) Figure S6 and Figure S7 show the calculation summaries of Δ as a function of for low and high , respectively. From Figure S6a , we can see that it fits well to the very low intensity approximation of Δ ∝ sin 2 , which is just the difference in intensities; when ≳ 0.04 this simplification starts to fail as we can see in Figure S6b , the fitting parameter in sin 2 deviates from unity.
For high , we fit the results in Figure S7a to the modified version of steady-state Δ formula of Therefore, plotting log against log gives a linear line as shown in Figure S8 , with gradient close but not equal to unity indicates the "effective" intensity cannot be described by simply multiplying by a global constant, which in fact has been implied by the non-unity gradient of Figure   S7b ; enforcing ∝ will give significant deviation as shown in the grey dashed line in Figure   S8 . We noted that the deviation between the gradients and y-intercepts of Figure S7b and Figure   S8 arises from the fitting imperfection. Figure S9 shows the effect of pulse duration of the laser to the population imbalance. At high intensity region, larger gives larger response because it delays the onset of saturation, giving larger Δ from integrating Δ with respective pulse intensity; graphically, the area under the Δ ′ (solid green) curve in Figure S5 increases with . Figure S10 shows the transient calculation for the peak of Δ in with various , which translates to sample temperature. The experimental results would be more sensitive for 780 nm as we reduce the temperature, but this enhancement would be negligible for 1560 nm.
Besides, we can see there is a peak response of Δ in the function of when 100, meaning it is best to carry out experiment with this intensity, but that would need detector with ~10 higher sensitivity for SHG signal for practical data acquisition time. 
