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The deregulation of the energy market and the recent soaring (and possible bub-
ble) of commodity prices motivates the ﬁrst part of the thesis. We analyze a cer-
tain kind of contract in the commodity market known as swing or take-or-pay
options. These contracts are American type options where the holder has mul-
tiple exercise rights. The goal is to ﬁnd the optimal consumption process for
the underlying commodity. We present a pricing methodology using the theory
of reﬂected backward stochastic differential equations and the theory of Snell
envelopes. Once the model is constructed, one can use numerical techniques
to solve the pricing problem and compute a replicating strategy using forward
contracts.
The recent burst of the real estate bubble has drawn a lot of attention to the
subprime derivatives market. Existing models have proven inadequate due to
their inability to account for the complexity of mortgage derivatives. Chapter
3 provides an analytical framework for understanding the mortgage market.
In Chapter 4, we give a condition on the underlying securities that allows us
to directly compute the loss distribution term structure of the portfolio. Then,
we build a tractable model for pricing options on large credit portfolios such as
Collateralized Debt Obligations of subprime Asset Backed Securities / Home
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viCHAPTER 1
INTRODUCTION TO BACKWARD STOCHASTIC DIFFERENTIAL
EQUATIONS
The study of forward backward stochastic differential equations (FBSDEs
for short) was originally motivated by stochastic optimal control theory. Decou-
pled FBSDEs were ﬁrst introduced by Bismut [10], and in linear form Benssous-
san [7] proved the well-posedness of general linear BSDEs by using a martin-
gale representation theorem. While studying the general Pontryagin-type max-
imum principle for stochastic optimal controls, Pardoux and Peng [70] proved
the ﬁrst well-posedness result for nonlinear BSDEs. Antonelli [2] obtained in
his PhD Thesis the ﬁrst result on the solvability of strongly coupled FBSDEs
over a ”small” time duration. Ma and Yong [65] started a systematic inves-
tigation on the well-posedness of FBSDEs over arbitrary time durations. El
Karoui, Kapoudjian, Pardoux, Peng and Quenez [28] introduced the notion of
reﬂected backward stochastic differential equations (RBSDEs) where the solu-
tion is forced to remain above a continuous process, which is considered as the
lower barrier. Several methods has been established for solving FBSDEs. The
Four Step Scheme by Ma, Protter and Yong [64] provides the explicit solution by
using a quasi-linear partial differential equation. The potential of BSDEs pri-
marily comes from areas such as stochastic control and mathematical ﬁnance.
The remainder of this chapter is organized as follows. In the ﬁrst section, we
will present the differences between stochastic differential equations (SDEs) and
backward stochastic differential equations (BSDEs). We will then give an exis-
tence and uniqueness theorem for the solution of BSDEs. In the second section,
we introduce the concept of obstacle and deﬁne a reﬂected BSDE. The third sec-
1tion starts with an introduction to asset pricing theory. We see how the theory
of BSDEs can be used to solve the pricing of European contingent claims and we
use reﬂected BSDEs to price American contingent claims. In the fourth section,
we present a discretization procedure to obtain numerical solutions of BSDEs.
1.1 What is a Backward Stochastic Differential Equation?
Throughout, we will assume that we are given an underlying probability space
(Ω;F;F;P) where F = (Ft)t≥0. We further assume Fs ⊂ Ft if s < t, F0 contains
all the P-null sets of F, and that
T
s>t Fs ≡ Ft+ = Ft by hypothesis. This last
property is called the right continuity of the ﬁltration. These hypotheses, taken
together, are known as the usual hypotheses. When the usual hypotheses hold,
it is known that every martingale has a version which is c` adl` ag.
A stochastic differential equation with given terminal condition does not have,
in general, a non-anticipating solution. Let us consider the following example.
Lettheterminalconditionξ andthedriverf : R+×Rhavetheappropriateprop-
erties (we will deﬁne them later). Solving a BSDE reduces to ﬁnding (Yt)t∈[0,T]
such that

 
 
−dYt = f(t,Yt)dt
YT = ξ
We can re-write the solution as
Yt = ξ +
Z T
t
f(s,Ys)ds.
However if ξ ∈ FT and we want the solution Y to be adapted, then the equation
is more complex resulting in
Yt = E

ξ +
Z T
t
f(s,Ys)ds|Ft

.
2We can re-write this equation as
Yt = E

ξ +
Z T
0
f(s,Ys)ds|Ft

−
Z t
0
f(s,Ys)ds
= Mt −
Z t
0
f(s,Ys)ds
where (Mt)t≥0 is a martingale. Let us suppose that we are solving the BSDE on
the canonical space for Brownian motion. Then, we have that the martingale
representation property holds and hence there exists a predictable process Z
such that
Mt = α +
Z t
0
ZsdBs
where
α = E {ξ}
and B is Brownian motion. Let us now use a trick: we write the BSDE in the
form
YT − Yt = MT − Mt −
Z T
t
f(s,Ys)ds,
or equivalently
Yt = ξ +
Z T
t
f(s,Ys)ds − (MT − Mt).
We can now replace M by its martingale representation given by
Yt = ξ +
Z T
t
f(s,Ys)ds −
Z T
t
ZsdBs.
We obtain that the solution of a BSDE is a pair of adapted processes (Y,Z) satis-
fying

 
 
dYt = f(t,Yt)dt − ZtdBt 0 ≤ t ≤ T
YT = ξ
3This example provides some intuition about how to solve a simple version
of a BSDE. However, we still need to prove that a solution exists for a BSDE
with a more general driver f.
The following notations hold throughout the paper:
• (Ft)t≥0 is the augmented ﬁltration of the standard Brownian motion
(Wt)t≥0
• P is the predictable σ ﬁeld
• B is the Borel σ ﬁeld
• L2
T = {X ∈ R;X ∈ FT-measurable such that E|X|2 < +∞}
• H2
T =
n
(Ht)0≤t≤T is predictable and E
R T
0 |Ht|2dt < +∞
o
• S2
T =

(St)0≤t≤T is progressive and E

sup
0≤t≤T
|St|
2

< +∞

• For β > 0 and φ ∈ H2
T, kφkβ = E
R T
0 eβt|φ|2dt
• H2
T,β is the space H2
T endowed with the norm k kβ.
Deﬁnition 1. A driver f, mapping Ω×R+×Rd×Rn×d onto Rd is said to be standard
if
• it is P ⊗ Bd ⊗ Bn×d measurable,
• f(.,0,0) ∈ H2
T,
• f is uniformly Lipschitz: there exists C > 0 such that dP ⊗dt almost everywhere
|f(ω,t,y1,z1) − f(ω,t,y2,z2)| ≤ C(|y1 − y2| + |z1 − z2|) ∀(y1,z1),∀(y2,z2).
Deﬁnition 2. If the driver is standard and the terminal condition ξ is in L2
T, the data
(f,ξ) is said to be standard.
4Deﬁnition 3. Let data (f,ξ) be standard. The solution of the following backward
stochastic differential equation

 
 
−dYt = f(t,Yt,Zt)dt − ZtdBt
YT = ξ
(1.1)
is a pair (Y,Z) ∈ H2
T(Rd) × H2
T(Rn×d).
Theorem 1. (Pardoux-Peng [70]) If the data (f,g) is standard, then Equation (1.1)
has a unique solution.
The proof follows the idea developed in the previous example and uses a
ﬁxed point theorem. We also need the following proposition for a priori esti-
mates.
Proposition 2. (El Karoui-Quenez [27]) Let ((fi,ξi);i = 1,2) be two standard data
for BSDE and let ((Y i,Zi);i = 1,2) be the associated square integrable solutions. Let
C be a Lipschitz constant for f1, and put δYt = Y 1
t − Y 2
t , δZt = Z1
t − Z2
t and δ2ft =
f1(t,Y 2
t ,Z2
t ) − f2(t,Y 2
t ,Z2
t ). Then for any β > C(2 + C), the following a priori
estimates hold:
kδY k
2
β ≤ T

e
βTE

|δYT|
2	
+
1
β − 2C − C2kδ2fk
2
β

kδZk
2
β ≤ (2 + 2C
2T)e
βTE

|δYT|
2	
+
2 + 2C2T
β − 2C − C2kδ2fk
2
β.
Proof. (Theorem (1)) Starting with a couple (y,z) in H2
T,β(Rd) × H2
T,β(Rn×d), we
will prove that the mapping of (y,z) onto the solution (Y,Z) of the BSDE with
driver f(t,yt,zt) is a contraction and therefore a ﬁxed point theorem can be ap-
plied to obtain the solution.
5The ﬁrst step is to prove the existence of the solution (Y,Z) of the BSDE with
driver f(t,yt,zt), given by

 
 
−dYt = f(t,yt,zt)dt − ZtdBt
YT = ξ
Let M be the square integrable martingale
Mt = E
Z T
0
f(s,ys,zs)ds + ξ|Ft

.
By the martingale representation theorem for the Brownian motion, there exists
a unique integrable process Z ∈ H
2,n×d
T such that
Mt = M0 +
Z t
0
ZsdWs.
It follows that the adapted and continuous process Y given by
Yt = Mt −
Z t
0
f(s,ys,zs)ds
is a solution of (1.2) and is square integrable.
Let (y1,z1) and (y2,z2) be two elements in H2
T,β(Rd)×H2
T,β(Rn×d) and let (Y 1,Z1)
and (Y 2,Z2) be the associated solution. By applying Proposition (2), we obtain
kδY k
2
β + kδZk
2
β ≤
2(2 + T)C2
β
 
kδyk
2
β + kδzk
2
β

By choosing β > 2(2 + T)C2, we see that the mapping is a contraction from
H2
T,β(Rd)×H2
T,β(Rn×d) into itself, and therefore there exists a unique ﬁxed point.
1.2 Reﬂected Backward Stochastic Differential Equations
A reﬂected backward stochastic differential equation is a backward stochastic
differentialequationwherethesolutionisforcedtostayaboveagivenstochastic
6process, called the obstacle. An increasing process is introduced which pushes
the solution upwards so that it remains above the obstacle. It can be shown that
solutions of reﬂected BSDEs satisfy properties similar to the classical case. The
uniqueness of solutions of reﬂected BSDEs comes from a comparison theorem
for non-reﬂected BSDEs. It is then possible to obtain a priori estimates for the
spread of the solution of two reﬂected BSDEs. Finally, we can show the exis-
tence of a solution.
Deﬁnition 4. Let the data (f,ξ) be standard. Moreover, let the obstacle (St)t≥0 be a
continuous and adapted real valued process bounded in L2 such that ST ≤ ξ. Such a
triple (f,ξ,S) is called standard data.
Deﬁnition 5. Let the data (f,ξ,S) be standard. The solution to a reﬂected backward
stochastic differential equation is a triple (Yt,Zt,Kt)0≤t≤T of Ft progressively measur-
able processes taking values in R × Rd × R+ satisfying

              
              
−dYt = f(t,Yt,Zt)dt − ZtdBt + dKt
YT = ξ
Z ∈ H2,Y ∈ S2,KT ∈ L2
Yt ≥ St, 0 ≤ t ≤ T
(Kt)t≥0 is continuous increasing,K0 = 0
R T
0 (Ys − Ss)dKs = 0
(1.2)
Intuitively, dKt is the amount that is added to −dY so that the constraint
Y ≥ S is satisﬁed. The last condition says that the addition is done in a minimal
fashion; only when the constraint is saturated.
As in the classical case, we have a comparison theorem. However, the theorem
7differs from the classical case because the difference of two reﬂected BSDEs is
not a reﬂected BSDE.
Theorem 3. Let (f1,ξ1,S1) and (f2,ξ2,S2) be two sets of standard data, and let
(Y 1,Z1,K1) and (Y 2,Z2,K2) be the solutions of the respective reﬂected BSDE. Sup-
pose that
• ξ1 ≤ ξ2, a.s.
• f1(t,y,z) ≤ f2(t,y,z) dP × dt a.e., ∀(y,z) ∈ R × Rd
• S1 ≤ S2, a.s.
Then
Y1 ≤ Y2, a.s.
Proof. This follows from a result of El-Karoui, Pardoux and Quenez found in
[29]. By applying Ito’s Formula to |(Y 1
t − Y 2
t )+|2, we obtain after calculation
|(Y
1
t − Y
2
t )
+|
2 ≤ CE
Z T
t
|(Y
1
s − Y
2
s )
+|
2ds

where x+ is the positive part of x (i.e. x+ = max(x,0)) and C is some constant.
From Gronwall’s Lemma, we conclude that |(Y 1
t − Y 2
t )+|2 = 0 for all 0 ≤ t ≤
T.
We can deduce immediately the uniqueness result when ξ1 = ξ2, f1 = f2 and
S1 = S2. It remains to show the existence of a solution to the reﬂected BSDE.
Theorem 4. • (a priori estimate) Let ((ξi,fi,S);i = 1,2) be two standard data of
a reﬂected BSDE with the same obstacle, and let ((Y i,Zi,Ki);i = 1,2) be the so-
lution of the associated reﬂected BSDE. Then the a priori estimates of Proposition
(2) still hold.
8• (Existence) Let (ξ,f,S) be a set of standard data. Then the reﬂected BSDE of
Deﬁnition (1.2) has a unique solution.
Proof. The proof for a priori estimates is very similar to the one for BSDEs. The
only difference comes from the process K. However, special properties of K
(in particular, it is an increasing process), adapt well to computing inequalities.
Uniqueness can be derived from Theorem (3). For the existence, we show in the
Proposition (7) that we can build a solution to the reﬂected BSDE with driver
f(t,yt,zt) for (y,z) in S2 ×H2 by applying Skohorod’s Lemma. The reminder of
the proof is similar to the non reﬂected case (ﬁxed point theorem).
We will now see that the square-integrable solution Y of a reﬂected BSDE
corresponds to the value of an optimal stopping problem.
In a deterministic framework, the formulation of the reﬂected BSDE corre-
sponds to the Skohorod problem (see Revuz-Yor [72]).
Lemma 5. (Skohorod) Let x be a real valued continuous function on [0,∞[ such that
x0 ≥ 0. There exists a unique pair (y,k) of functions on [0,∞[ such that
• y = x + k
• y is positive
• (kt)t≥0 is continuous and increasing, k0 = 0 and
R T
0 ytdkt = 0.
The pair (y,k) is said to be the solution of the Skohorod problem. The function k is given
by
kt = sup
s≤t
x
−
s
where x− is the negative part of xdeﬁned by x− = max(−x,0).
9Using Lemma (5), we can re-write the increasing process K as a supremum,
given by the following Proposition.
Proposition 6. Let (Yt,Zt,Kt)0≤t≤T be a solution of Equation (1.2). Then for each
t ∈ [0,T]
KT − Kt = sup
t≤u≤T

ξ +
Z T
u
f(s,Ys,Zs)ds −
Z T
u
ZsdBs − Su
−
.
Proof. We obtain the desired result by ﬁrst ﬁxing ω ∈ Ω and by applying Sko-
horod’s Lemma to
xt =

ξ +
R T
T−t f(s,Ys,Zs)ds −
R T
T−t ZsdBs − ST−t

(ω)
yt = (KT − KT−t)(ω)
kt = (YT−t − ST−t)(ω).
Finally, we obtain the following result linking reﬂected BSDEs to the optimal
stopping problem.
Proposition 7. Let (Yt,Zt,Kt)0≤t≤T be a solution of the reﬂected BSDE (1.2). Then
for each t ∈ [0,T]
Yt = esssup
v∈Tt
E
Z v
t
f(s,Ys,Zs)ds + Sv1{v<T} + ξ1{v=T}|Ft

where T is the set of all stopping times , and
Tt = {v ∈ T ;t ≤ v ≤ T}.
Proof. Let v be in Tt. Taking the conditional expectation in Equation (1.2) yields
Yt = E
Z v
t
f(s,Ys,Zs)ds + Yv + Kv − Kt|Ft

.
10However, K is increasing, resulting in
Yt ≥ E
Z v
t
f(s,Ys,Zs)ds + Sv1{v<T} + ξ1{v=T}|Ft

.
Let us now deﬁne the following stopping times by
Dt = inf{t ≤ u ≤ T;Yu = Su}.
K is continuous, starting from 0 and increasing only on the set {Yt = St}. There-
fore
KDt − Kt = 0
and
Yt = E
Z Dt
t
f(s,Ys,Zs)ds + SDt1{Dt<T} + ξ1{Dt=T}|Ft

.
In the linear case, that is when f(t,y,z) is linear in (y,z), the solution can
be written using the adjoint process. This result will be useful when applied to
ﬁnancial markets.
Proposition 8. Let (βt,γt) be a bounded (R × Rd)-valued predictable process, and φt
be an element of H2
T(R). Let f be the standard generator deﬁned by
f(t,y,z) = φt + βty + γ
∗
tz
Let (Γt,s;t ≤ s ≤ T) be the adjoint process satisfying the linear SDE given by

 
 
dΓt,s = Γt,s (βsds + γ∗
sdBs)
Γt,t = 1.
11Then the unique solution (Yt,Zt,Kt)0≤t≤T of the reﬂected BSDE with driver f satisﬁes,
for each t ∈ [0,T],
Yt = esssup
v∈Tt
E
Z v
t
Γt,sφsds + Γt,vSv1{v<T} + Γt,vξ1{v=T}|Ft

.
This can also be written as
Yt = esssup
v∈Tt
Xt

v, e Sv

where

Xt

v, e Sv

;0 ≤ t ≤ v

is the solution of the BSDE with generator f, terminal
time v and terminal condition e Sv where
e St = St1{t<T} + ξ1{t=T}.
Furthermore, the stopping time Dt = inf{t ≤ s ≤ T;Ys = Ss} is optimal.
Proof. Applying Itˆ o’s Formula to YtΓ0,t yields
YtΓ0,t = Γ0,Tξ
Z T
t
Γ0,sφsds +
Z T
t
Γ0,sdKs −
Z T
t
Γ0,s(Zs + Ys)
∗dBs.
We can now use the same arguments as in Proposition (7).
1.3 Application of linear (Reﬂected) Backward Stochastic Dif-
ferential Equations to Finance
We will begin with an introduction to asset pricing theory mainly inspired by
the article of Jarrow and Protter [48].
The setup for our continuous time asset pricing models contains two securities:
one risk-less asset, the money market account (or bond) with price process R,
and one risky asset, the stock, with price process S. For simplicity we limit our
12discussion to one dimension. Let (at)t≥0 and (bt)t≥0 be the position at time t in
the stock and the bond, respectively. We call the holdings of S and R a portfolio.
Deﬁnition 6. The value at time t of a portfolio (a,b) is
Vt(a,b) = atSt + btRt
A trading strategy in the risky asset is a predictable process a = (at)t≥0; its
economic interpretation is that at time t one holds an amount at of the asset. We
also remark that it is reasonable that the process a be predictable; a trader’s po-
sition at time t, has to be based on information obtained at times strictly before
t, but not t itself.
Deﬁnition 7. A trading strategy (a,b) is called self-ﬁnancing if
atSt + btRt = a0S0 + b0R0 +
Z t
0
asdSs +
Z t
0
bsdRs for all t ≥ 0.
Indeed, we want the proceeds of the sale of the risky asset to be placed in
the money market account and when we purchase risky assets, we use the cash
from the money market account only to pay for the expenditure. There is no
exchange of money outside of these two assets. Mathematically, this implies
d(atSt + btRt) = atdSt + btdRt + Stdat + Rtdbt.
However, we restrict ourselves to self-ﬁnancing strategies:
Stdat + Rtdbt = 0.
In order to develop a methodology to compute ”fair” prices of contingent
claims, we need to rule out any strategy that makes a proﬁt without risk. The
standard way of modelling this mathematically is as follows.
13Deﬁnition 8. A model is arbitrage free if there does not exist a self-ﬁnancing trading
strategy (a,b) such that
• V0(a,b) = 0,
• VT(a,b) ≥ 0,
• P(VT(a,b) > 0) > 0.
A natural question to ask now is what conditions are required on the model
for the market to be free of arbitrage? Before addressing this question,the con-
cept of pricing measures need to be introduced.
Deﬁnition 9. A probability measure P ∗ is called an equivalent martingale measure,
alternatively a risk neutral probability, if P ∗ is equivalent to P, and if under P ∗ the
price process S is a σ martingale.
For the rest of the chapter, we will assume that there exist a unique risk
neutral probability.
1.3.1 Linear BSDEs and European Options
Now consider the case of a European contingent claim. It is known that we can
build a replicating portfolio by investing dynamically in the underlying stock S
and in a money market account. Assume that the dynamic of the stock under
the risk neutral measure is
dSt
St
= rtdt + σS(St)dBt
where rt is the instantaneous interest rate.
In order for this model to be complete, we will assume that the processes r
14and σS are predictable and bounded. Moreover we will assume that σ
−1
S is also
bounded.
Over a period dt, the value of the portfolio evolves according to
dVt = btdRt + atdSt
= rtbtRtdt + atdSt
= rt(Vt − atSt)dt + atdSt
.
Hence, the change in the value of the portfolio reduces to
dVt = rt(Vt − atSt)dt + at(rtStdt + σS(St)StdBt)
= (rtVt + at(rt − rt))dt + atσS(St)StdBt
Let Zt = atσS(St)St.
We obtain
dVt = rtVtdt + ZtdBt
= −f(t,Vt,Zt)dt + ZtdBt
with −f(t,v,z) = rtv.
We know the value ξT of the contingent claim at maturity T (for example ξT =
(K −ST)+ for a European put). Therefore, pricing the option reduces to solving
the backward SDE 
 
 
dVt = −f(t,Vt,Zt)dt + ZtdBt 0 ≤ t ≤ T
VT = ξT
1.3.2 Linear Reﬂected BSDEs and American Options
Deﬁnition 10. We are given an adapted process U and an expiration time T. An Amer-
ican type derivative is a claim to the payoff Uτ at a stopping time τ ≤ T. The stopping
15time τ is chosen by the holder of the derivative and is called the exercise policy.
Let Vt be the price of the security at time t. The objective is to ﬁnd (Vt)0≤t≤T.
Let Vt(τ) denote the value of the security at time t if the holder follows exercise
policy τ. Let us further assume, without loss of generality, that Rt ≡ 1. Then
Vt(τ) = E
∗ {U0(τ)|Ft}
where E∗ denotes expectation with respect to the equivalent martingale mea-
sure P ∗. Let us recall that
Tt = {all stopping times with values in[t,T]}.
Deﬁnition 11. A rational exercise policy is a solution to the optimal stopping problem
V
∗
0 = sup
τ∈T0
V0(τ). (1.3)
Ideally, we want to establish a price for an American type derivative. Specif-
ically, how much should one pay for the right to purchase U in between [0,T] at
a stopping rule of one’s choice?
Deﬁnition 12. A super-replicating trading strategy θ is a self-ﬁnancing trading strat-
egy such that θtSt ≥ Ut for all t with 0 ≤ t ≤ T, where S is the price of the underlying
risky security on which the American type derivative is based. (We are again assuming
R ≡ 1.)
Theorem9. Supposethesupremumin(1.3)isachievedatτ∗. ThenV ∗
0 isalowerbound
for the no arbitrage price of the American type derivative. Suppose a super replicating
strategy θ exists with θ0S0 = V ∗
0 . Then, V ∗
0 is an upper bound for the no arbitrage price
of the American type derivative.
16In order to prove the existence of super-replicating trading strategies we will
use the theory of Snell envelopes.
Deﬁnition 13. A stochastic process Y is said to be of class (D) if the collection H =
{Yτ : τ is a stopping time} is uniformly integrable.
Finally, recall some properties of the Snell envelope [24].
Theorem 10. Let {(Ut), 0 ≤ t ≤ T} be an optional process of class (D), then there
exists a unique optional process {(Vt), 0 ≤ t ≤ T}, which is a super-martingale of class
(D) such that:
• V ≥ U
• if

(V
0
t ), 0 ≤ t ≤ T
	
is a super-martingale and V
0 ≥ U, then V
0 ≥ V .
The process V is called the Snell envelope of ξ. Moreover, for every t ∈ [0,T],
Vt = esssup
τ∈Tt
E {Uτ|Ft}.
For a proof, please consult Meyer [24]. Now we can present the ﬁnal result
for American contingent claims.
Theorem 11. Under regularity assumptions, there exists a super-replicating trading
strategy θ such that θ0S0 = V ∗
0 . A rational exercise policy is
τ
∗ = inf{t > 0 : Zt = Ut}
where Z is the Snell Envelope of U under P ∗.
The idea is that in the case of an American contingent claim, the contract
gives its owner the right to exercise at any time before maturity. We cannot ﬁnd
17a self-ﬁnancing strategy that replicates the payoff so we have to use a super-
replicating strategy where a consumption process is added to the usual self-
ﬁnancing replicating portfolio.
Indeed, we want the value of the hedging portfolio V to be always above the
exercise value of the option

    
    
dVt = −f(t,Vt,Zt)dt + ZtdBt
VT = ξT
Vt ≥ Ut 0 ≤ t ≤ T a.s.
(1.4)
However, there is no reason for Vt to be above Ut and therefore Equation (1.4)
does not necessarily have any solution. To solve this problem, we have to inject
into the portfolio a positive quantity dKt, the consumption, between t and t+dt.
We want to inject continuously and in a ”minimal” fashion; dKt has to be zero
when Vt > Ut,or equivalently, we only inject money when we have to do so (i.e.
R T
0 (Vt − Ut)dKt = 0).
Therefore, the problem reduces to solving the reﬂected backward SDE given
by

       
       
Vt = UT +
R T
t f(s,Vs,Zs)ds −
R T
t ZsdBs +
R T
t dKs 0 ≤ t ≤ T
Vt ≥ ξt 0 ≤ t ≤ T
K is a continuous and increasing process starting at 0
R T
0 (Vt − Ut)dKt = 0
The process V represents the value of the smallest super-hedging strategy
for an American option with maturity T and payoff U. Z represents the hedge
and K is the cumulative consumption necessary for the super-replication. In
18this case, the price of the option is given by V0.
Remark 1. The obstacle of a reﬂected backward SDE can be interpreted as the instan-
taneous payoff of an American option.
1.4 Numerical Methods for Reﬂected Backward Stochastic Dif-
ferential Equations
In the previous section, we have presented the mathematical analysis of BS-
DEs and we continue by studying its numerical resolution. Several numerical
methods have been proposed: First, Ma et al. [64] propose the four step scheme
to solve general FBSDEs, requiring the numerical resolution of a quasilinear
parabolic PDE. Bally presents in [4] a time discretization scheme based on a
Poisson net. However, extra computations of high dimensional integrals are
needed. In a recent work [81], Zhang proves some regularity conditions, which
allow the use of a regular deterministic time mesh. However, these methods are
costly in terms of computational time or computer memory.
Another approach is regression based algorithms. The idea is to ﬁnd a dis-
cretization procedure and compute the conditional expectations which appear
at each discretization time.
Bouchard and Touzi [14] propose a Monte Carlo approach where the condi-
tional expectations are computed by discretizing the space of each state vari-
able. The authors use a general regression operator which can be derived, for
instance, from kernel estimators or from the Malliavin calculus integration by
parts formulas.
19Gobet, Lemor and Warin [39] develop a simple algorithm, based on Monte
Carlo regression on function bases, that has the particularity of requiring only
one set of paths to approximate all the regression operators at each discretiza-
tion (see also Lemor’s thesis [60]). This approach is based on the work of
Longstaff and Schwartz [62] for the pricing of Bermuda options. See also
Clement, Lamberton, and Protter [19] for a proof of the convergence of such
an algorithm.
We are interested in ﬁnding a numerical approximation for the solution of the
decoupled forward backward stochastic differential equation given by

       
       
dXt = b(Xt)dt + σ(Xt)dBt 0 ≤ t ≤ T
X0 = x
dYt = f(t,Xt,Yt,Zt)dt − ZtdBt 0 ≤ t ≤ T
YT = g(XT)
with appropriate regularity assumptions for b, σ and f.
Without loss of generality, assume that the maturity T is one. We will solve the
BSDE on the time interval [0,1].
Let π : 0 = t0 < t1 < ... < tn = 1 be a partition of the time interval [0,1] with
mesh
|π| ≡ max
1≤i≤n
|ti − ti−1|.
We use the notation
∆π
i = ti − ti−1
∆πBi = Bti − Bti−1.
The problem of discretization and simulation of the forward component X is
well known (see Talay [77] or Kloden and Platen [55]). We have the classical
20Euler scheme
Xπ
0 = x
Xπ
ti = Xπ
ti−1 + b(Xπ
ti−1)∆π
i + σ(Xπ
ti−1)∆πBi i = 1..n.
Let us now consider the naive Euler discretization of the backward component
(Y,Z) given by
Y π
tn = g(Xπ
tn)
Zπ
tn = 0
Y π
ti = Y π
ti−1 + f(ti−1,Xπ
ti−1,Y π
ti−1,Zπ
ti−1)∆π
i − Zπ
ti−1(Bti − Bti−1).
(1.5)
Unfortunately, there is no Fti−1-measurable random variables (Y π
ti−1,Zπ
ti−1) that
solve the previous equation. The measurability issue is addressed by using con-
ditional expectations. Indeed, Y π
ti−1 is Fti−1-measurable and therefore
Y
π
ti−1 = E

Y
π
ti |Fti−1
	
− E
n
f(ti−1,X
π
ti−1,Y
π
ti−1,Z
π
ti−1)∆
π
i
+ Z
π
ti−1(Bti − Bti−1)|Fti−1
o
= E

Y
π
ti |Fti−1
	
− f(ti−1,X
π
ti−1,Y
π
ti−1,Z
π
ti−1)∆
π
i
+E
n
Z
π
ti−1(Bti − Bti−1)|Fti−1
o
.
We used that
E
n
Z
π
ti−1(Bti − Bti−1)|Fti−1
o
= Z
π
ti−1Bti − Z
π
ti−1E

Bti−1|Fti−1
	
= Z
π
ti−1Bti − Z
π
ti−1Bti
= 0.
For an estimate of Zπ
ti−1, we multiply Equation (1.5) by ∆πBi
Y π
ti ∆πBi = Y π
ti−1∆πBi − f(ti−1,Xπ
ti−1,Y π
ti−1,Zπ
ti−1)∆π
i ∆πBi + Zπ
ti−1(∆πBi)2
and take the conditional expectation
E

Y
π
ti ∆
πBi|Fti−1
	
= E
n
Z
π
ti−1(∆
πBi)
2|Fti−1
o
= Z
π
ti−1∆
π
i
21We used that
E
n
Y π
ti−1∆πBi|Fti−1
o
= 0
E
n
f(ti−1,Xπ
ti−1,Y π
ti−1,Zπ
ti−1)∆π
i ∆πBi|Fti−1
o
= 0
Then the following discrete time approximation
Y π
tn = g(Xπ
tn)
Zπ
ti−1 = 1
∆π
i E

Y π
ti ∆πBi|Fti−1
	
Y π
ti−1 = E

Y π
ti |Fti−1
	
+ f(ti−1,Xπ
ti−1,Y π
ti−1,Zπ
ti−1)∆π
i
is obtained.
The problem reduces now to ﬁnding a numerical approximation of the con-
ditional expectations given by
E

Y π
ti ∆πBi|Fti−1
	
E

Y π
ti |Fti−1
	
Using an induction argument, it can be proved that the random variables Y π
ti
and Zπ
ti are deterministic functions of Xπ
ti for each i = 0,...,n. Since the FBSDE is
decoupled, the forward process X is Markov, and it follows that the conditional
expectations involved can be replaced by
E

Y π
ti ∆πBi|Xti−1
	
E

Y π
ti |Xti−1
	
.
Let us now concentrate on computing
E {Φ(XT)|Xt = x} (1.6)
or
E {Φ(XT)|Xt = x} =
E {Φ(XT)δx(Xt)}
E {δx(Xt)}
(1.7)
where δx is the Dirac point mass in x.
221.4.1 Malliavin Calculus Based Simulation Method
This technique has been proposed by Fournie, Lasry, Lebuchoux and Lions [31],
and further developed by Bouchard, Ekeland and Touzi [12]. The main idea is
to use the Malliavin integration by parts formula in order to get rid of the Dirac
point masses in Equation (1.7). In doing so one gets
E {Φ(XT)|Xt = x} =
E {Φ(XT)Hx(Xt)Π}
E {Hx(Xt)Π}
(1.8)
where Hx(.) = 1.≥x is the Heaviside function, and Π is some non-negative ran-
dom variable. An important consequence of this formula is the fact that the
associated Monte Carlo estimator:
E {Φ(XT)|Xt = x} =
Pn
i=1 Φ(Xi
T)Hx(Xi
t)Πi
Pn
i=1 Hx(Xi
t)Πi , (1.9)
constructed from an independent sample (Xi,Πi)i=1,,N of size N, converges at
the
√
N-rate by the classical central limit theorem.
1.4.2 Regression Based Algorithm
For any square integrable random variable X, the conditional expectation of
XT given Xt is an L2 projection of XT on the Hilbert space generated by Xt,
namely σ(Xt). We can approximate this projection by the partial sums of its
decomposition on any orthonormal basis of the Hilbert space. A ﬁnite set of
regression functions will be chosen to represent this basis. Since the coefﬁcients
in such an expansion are expectations of products of XT by functions of Xt,
they can be estimated from a random sample (Xi)i=1,,N. Its use in the context
of American option pricing was suggested by Longstaff and Schwartz [62], and
23the corresponding price estimate has been shown to be consistent by Cl´ ement,
Lamberton and Protter [19].
24CHAPTER 2
VALUATION OF SWING OPTIONS USING REFLECTED BACKWARD
STOCHASTIC DIFFERENTIAL EQUATIONS
2.1 Introduction
Pricing methods for Swing options have been extensively studied over the past
decade. The deregulation of the energy market and the recent soaring (and pos-
sible bubble) of commodity prices motivates this research. There are two main
approaches to the pricing problem. The ﬁrst one uses stochastic control theory.
The goal is to ﬁnd the optimal consumption process for the underlying com-
modity and to use dynamic programming techniques to compute a numerical
solution. Jaillet et al [45] extend the usual binomial/trinomial method to the
so-called forest of trees method and compute a numerical solution in the case
where the underlying process follows a one-factor model. Barrera et al [5] use
the Longstaff-Schwartz (see [62]) algorithm and neural network technics to de-
rive the optimal consumption law. Dahlgren [21] studies the pricing of swing
options as an impulse control problem and proves that it is the solution of a
system of quasi-variational inequalities. Keppo [54] ﬁnds a replicating strategy
using a basket of forwards and calls.
The second approach is due to Carmona and Touzi [16] and Carmona and
Dayanik [15]. They use the theory of Snell envelopes and prove the existence of
a sequence of optimal exercise strategies. Our approach is based on their work
in the sense that we apply their idea and deﬁne a sequence of reﬂected back-
ward stochastic differential equations (Reﬂected BSDE’s in short). In this way
we can understand the behavior of swing options, by providing equations for
25the price process as well as the actual hedging value process. These equations
can be solved numerically for a broad range of underlying processes. Indeed,
regression based algorithms to solve BSDE’s have been recently developed and
they can be applied to a variety of diffusions, unlike the numerical solution pro-
posed in [16] which is valid only within a Black-Scholes framework. Indeed,
they are using the closed form solution of the Black-Scholes model for pricing
European contigent claims. Also, the problem solved in [16] does not include
some of the customary features of swing options, such as the minimum and
maximum number of exercises associated to a penalty function. We also give a
theorem describing the exercise region of the option.
An outline is as follows: In the second section, we explain swing options. In
the third section, we recall some results from arbitrage pricing theory and ex-
plain how they are related to backward SDE’s and the optimal stopping prob-
lem. In the fourth section we prove that the price process of a swing option can
be obtained from a special reﬂected backward SDE. For the sake of clarity, we
start the section with a very simple type of swing option and then gradually add
complexity to the structure. Finally, the ﬁfth section is dedicated to the study of
the exercise regions of swing options.
2.2 Swing Options
Swing contracts are designed to provide the purchaser ﬂexibility on the timing
of delivery and the quantity of a speciﬁed commodity. Usually the buyer of the
option is interested in buying a ﬁxed quantity of the commodity periodically
between the starting time of the contract and the maturity time T. The swing
26contract gives him the right to change (“swing”) the periodic ﬁxed amount de-
livered, to a new amount with the restriction that this volume of the commodity
remains between some pre-speciﬁed boundaries vmin and vMax. These swings
have to be exercised at some speciﬁed dates and their number is limited.
In order to avoid the natural optimal strategy to exercise all the rights at the
same time, a minimum time period, or refraction time, must elapse between
two consecutive exercises. Indeed, Jaillet et al [45] proved that if it is optimal
to exercise one right, then all the rights should be exercised at the same optimal
time. The refraction time can depend on the number or the size of the swing but
it is pre-speciﬁed at the beginning of the contract.
The last characteristic of a typical contract is an insurance for the seller of
a minimal and a maximal volume of commodity to be delivered over the total
time period. Those constraints may be violated subject to the payment of a
penalty.
Although swing options are similar to American options, the existence of a
refraction period makes their pricing non-trivial. Indeed, we can see it by look-
ing at the two extreme cases of swing options: the one-swing (one exercise right)
and the full-swing (as many exercises as the overall contract time divided by the
refracting period). A one-swing reduces to a “simple” American option while a
full-swing is a combination of European options (there is no extra ﬂexibility in
choosing the optimal exercise strategy). We start to see that depending on the
available number of exercises, the structure of the problem becomes more and
more complex. This is due to the strongly coupled feature embedded in a swing
option.
27A swing has two components: one representing the ﬁxed volume delivered
periodically and the other one representing the extra volume bought at each
exercise. The ﬁrst component has no options embedded in it; it is determined at
the beginning of the swing. It is a group of forward contracts of ﬁxed volume
vmin (one contract for each delivery period). Since we can compute the value of
the ﬁxed components independently of the ﬂoating one, we can assume without
loss of generality that the value of this component is zero, or equivalently that
the minimal volume to be delivered periodically is zero: vmin = 0.
When it is optimal to exercise a right, it has been proved by Jaillet et al [45]
and independently by Rodrigez [73] that the option owner should should max-
imize his take of the underlying commodity. This behavior is known as exercis-
ing in a “bang bang” fashion. When the discounted proﬁt of exercising a right
is greater than the expected value of the penalty function, a maximizing agent
should exercise as much as possible. Therefore, we will restrain the exercise
strategy as a single possible pay-off at each exercise.
We will deﬁne a swing contract as an option where the purchaser is given
the right to exercise between n and N times before maturity T with the con-
straint that the buyer of the contract has to wait for a refracting time δ between
two successive exercises. He cannot exercise more than N times or less than n
times unless he pays a penalty PT at maturity. We assume that PT is FT measur-
able. At each exercise time τi, he receives a payoff ξτi. The forward prices with
maturity T are given by S = (S(t,T))0≤t≤T and (rt)0≤t≤T denotes the short rate.
In the general case, the payoff of the option is:
28Pay-off(Swing) =
X
i≥1
ξτi1{τi≤T} + PT
where the set of exercise strategies τi is deﬁned in the following section.
A typical penalty function is of the form
PT = P
min(ST)
 
n −
X
i≥1
1{τi<T}
!
+
+ P
Max(ST)
 
X
i≥1
1{τi<T} − N
!
+
where {. 7→ Pmin(.)} and {. 7→ PMax(.)} are two deterministic functions repre-
senting, respectively, the penalty for not using enough exercise rights and for
using too many exercise rights.
According to asset pricing theory, the price of this option is given by:
sup
τi
E
"
X
i≥1
ξτie
−
R τi
0 rsds1{τi≤T} + PTe
−
R T
0 rsds
#
(2.1)
The penalty PT can be decomposed into three parts. If we look at the ﬁrst n
rights, for every single right not exercised before maturity, a penalty Pmin(ST)
has to be paid. Then, the next N − n rights can be exercised or not without in-
volving any penalty. Every right exercised after that will cost the option owner
a penalty PMax(ST) (this is the third part). We will write τi = ∞ if the ith right
is not used. We can rewrite the swing option pay-off as follows:
Pay-off(Swing) =
n X
i=1
 
ξτi1{τi<T} + P
min(ST)1{τi=∞}

+
N X
i=n+1
ξτi +
X
i≥N+1
ξτi + P
Max(ST)
29or
Pay-off(Swing) = Pay-off(Swing)1 + Pay-off(Swing)2 + Pay-off(Swing)3
with
Pay-off(Swing)1 =
n X
i=1
 
ξτi1{τi<T} + P
min(ST)1{τi=∞}

Pay-off(Swing)2 =
N X
i=n+1
ξτi
Pay-off(Swing)3 =
X
i≥N+1
 
ξτi + P
Max(ST)

In the next two sections, we concentrate on the valuation of swing options
with pay-off of type 1. Later we show how to extend the methodology to op-
tions with pay-offs 2 and 3.
We will refer to PT as the penalty to be paid at time T for every exercise right
not used (i.e., Pmin(ST) = PT). The price of the type 1 swing option is given by:
sup
τi
E
"
n X
i=1
ξτie
−
R τi
0 rsds1{τi<T} + PTe
−
R T
0 rsds1{τi=∞}
#
(2.2)
We see that the pricing of swing contracts is an optimal stopping problem. In
thefollowingsectionsofthischapter, weexplainhowtouseReﬂectedBackward
SDE’s to solve optimal stopping problems.
302.3 Notation and Useful Theorems
Let T > 0 be a ﬁxed and ﬁnite time horizon. Let B = (Bt)t≥0 be a stan-
dard Brownian motion deﬁned on (Ω,F,P), a ﬁltered probability space satis-
fying the “usual hypotheses.” (See [71] for a deﬁnition of the usual hypotheses.)
F = (Ft)0≤t≤T is the natural ﬁltration of B and P is the risk neutral probability.
We are not dealing here with incomplete markets; we assume that the pricing
measure exists and is unique.
Swing options are typical contracts on the energy and power market: elec-
tricity, natural gas, etc. However, not all such underlyings can be treated in
the same fashion. Because of its non-storability, we cannot evaluate contracts
on electricity by using a traditional cash and carry strategy. However, we can
price derivatives by building a (super)replicating portfolio, including forward
contracts and a risk free money market account (see for example Jarrow and
Turnbull [49]). Therefore, in order for the following analysis to be as general as
possible, the underlying of the swing option will be a forward contract on some
commodity with expiration date greater than the maturity of the swing option.
Let S = (S(t,T))0≤t≤T and (rt)0≤t≤T be respectively the F adapted forward
contract with maturity T and the short rate. For simplicity of notation, we will
refer to S(t,T) as St. A swing contract will pay φ(Sτ) at exercise time τ for some
deterministic function φ.
Let T be the set of all F stopping times bounded by T and denote Tt =
{τ ∈ T : t ≤ τ ≤ T}.
Let St = {τ1 < τ2 < ..., τi > τi−1 + δ, τi ∈ Tt
S
{∞}} be the set of all admis-
31sible exercise strategies for a swing option. We say that τi = ∞ when the ith
right is not exercised.
Finally, let us deﬁne the following sets:
L
2 =

X ∈ R;X ∈ FT-measurable such that E|Xt|
2 < +∞
	
H
2 =

(Ht)0≤t≤T is predictable and E
Z T
0
|Ht|
2dt < +∞

S
2 =

(St)0≤t≤T is progressive and E

sup
0≤t≤T
|St|
2

< +∞

The next two theorems are essential in the proof of our result. Proofs of Theo-
rems 12 and 13 can be found in [27]. The ﬁrst theorem establishes the existence
and uniqueness of a solution. The second is a comparison theorem.
Theorem 12. Let the obstacle ξ = (ξt)0≤t≤T be a continuous process in S2. There
exists a unique F progressively measurable process {(Yt,Zt,Kt)0≤t≤T} in S2×H2×L2
satisfying the following Reﬂected BSDE:

       
       
Yt = ξT ∨ PT +
R T
t rsYsds −
R T
t ZsdBs + KT − Kt 0 ≤ t ≤ T
Yt ≥ ξt 0 ≤ t ≤ T
K is continuous, increasing, and starts at 0, PT is the penalty, and:
R T
0 (Yt − ξt)dKt = 0
(2.3)
Theorem 13. Let ξ,ξ0 be two obstacles in S2 satisfying
ξt ≤ ξ
0
t 0 ≤ t ≤ T a.s.
32Let (Y,Z,K) be the solution of the Reﬂected BSDE with obstacle ξ, let (Y 0,Z0,K0) be
the solution of the Reﬂected BSDE with obstacle ξ0. Then
Yt ≤ Y
0
t 0 ≤ t ≤ T a.s.
For clarity in the proof, we will assume that there is no interest rate, i.e. rt =
0, ∀t ∈ [0,T].
Let us look at the relation between Snell envelopes and Reﬂected Backward
SDE’s. This is well known (see for example [28]), but we will use the tech-
niques of proof repeatedly in what follows, so we include a brief treatment of
the fundamental issues. We begin with two lemmas:
Lemma 14. Let (Yt)0≤t≤T be the solution of the following Reﬂected BSDE:

       
       
Yt = ξT −
R T
t ZY
s dBs + KY
T − KY
t 0 ≤ t ≤ T
Yt ≥ ξt 0 ≤ t ≤ T
KY is a continuous and increasing process starting at 0
R T
0 (Yt − ξt)dKY
t = 0
(2.4)
then
Yt ≥ E[ξv|Ft] for every stopping time v ∈ Tt.
Proof. From (2.3) we have
Yt = Yv −
Z v
t
ZsdBs + Kv − Kt
We know that Z is an adapted H2 process (see Theorem 12) and therefore
R v
t ZsdBs is a martingale starting at 0. We deduce
33Yt = E[Yv + Kv − Kt|Ft]
However, K is an increasing process: Kv − Kt ≥ 0 and Y dominates ξ: Yt ≥
ξt,0 ≤ t ≤ T. Therefore,
Yt ≥ E[ξv|Ft]
Lemma 15. Let (Yt)0≤t≤T be the solution of the following Reﬂected BSDE:

       
       
Yt = ξT −
R T
t ZY
s dBs + KY
T − KY
t 0 ≤ t ≤ T
Yt ≥ ξt 0 ≤ t ≤ T
KY is a continuous and increasing process starting at 0
R T
0 (Yt − ξt)dKY
t = 0
(2.5)
then for all t ∈ [0,T]
Yt = E[ξτ|Ft] with τ = inf{t ≤ v ≤ T : Yv = ξv}
Proof. We have seen that for every stopping time v such that t ≤ v ≤ T
Yt = Yv −
Z v
t
ZsdBs + Kv − Kt
Let the stopping time τ = inf{t ≤ v ≤ T : Yv = ξv}. We know that
Z τ
0
(Ys − ξs)dKs = 0
and
(Yt − ξt) > 0 for allt < τ
34We deduce that Kτ − Kt = 0.
Substituting in Equation (2.3), we obtain
Yt = Yτ −
Z τ
t
ZsdBs
and
Yt = E[Yτ|Ft]
Theorem 16. Let {(Yt,Zt,Kt)0≤t≤T} be the solution of the following Reﬂected BSDE:

       
       
Yt = ξT −
R T
t ZsdBs + KT − Kt 0 ≤ t ≤ T
Yt ≥ ξt 0 ≤ t ≤ T
K is a continuous and increasing process starting at 0
R T
0 (Xt − ξt)dKt = 0
(2.6)
then
Yt = esssup
τ∈Tt
E[ξτ|Ft] (2.7)
Proof. The proof is a simple combination of the two previous lemmas.
Remark 2. We can see in Theorem 16 that the obstacle of a reﬂected backward SDE
can be interpreted as the instantaneous payoff of an American option. The solution
{(Yt)0≤t≤T} of the equation gives the price of the option. The optimal exercise time is
the ﬁrst time the price of the option equals the payoff (see Lemma 15). This is well
known, of course; see for example [28].
352.4 Valuation of Multiple Stopping Options
2.4.1 Simple Case
Let us ﬁrst study a simpliﬁed version of the problem: The buyer of the option
can exercise up to N rights, he has to wait at least δ units of time between any
two exercises. Any remaining rights can be exercised at maturity. This case
corresponds to n = N and PT = 0 in the general framework with no additional
exercise rights. The pay-off proﬁle of this option is similar to the general case:
Pay-off(N-Swing) =
N X
i=1
ξτi τi ∈ St,i = 1..N
Where St = {τi ∈ Tt,τi+1 − τi ≥ δ,i = 2..N}
S
{τi = T} is the modiﬁed set of
all possible exercise strategies.
Let us ﬁrst look at the case of a single exercise right. At time t, the price of
the option is the price of an American contingent claim:
Yt = esssup
τ∈Tt
E[ξτ|Ft]
Theorem 16 tells us that Y is the solution of the following Reﬂected BSDE:
36
       
       
Yt = ξT −
R T
t ZY
s dBs + KY
T − KY
t 0 ≤ t ≤ T
Yt ≥ ξt 0 ≤ t ≤ T
KY is a continuous and increasing process starting at 0
R T
0 (Yt − ξt)dKY
t = 0
(2.8)
We want to extend the previous idea to the case of 2-swing options (i.e.,
swing option with 2 exercise rights). We will prove that the price process of this
option can be obtained as the solution of a reﬂected BSDE by choosing the ob-
stacle correctly.
We have seen that the obstacle of a reﬂected backward SDE can be inter-
preted as the instantaneous payoff of an American option. If we want to use
reﬂected BSDE’s to price a swing option, we have to evaluate it as an optimal
stopping problem with only one exercise. We need to embed the remaining
exercise right as an option delivered at the ﬁrst exercise time. However, this
embedded option is itself a swing option with one exercise right less, and in the
case of N = 2, it is an American option.
Therefore, the value of the swing option at the ﬁrst exercise time τ1 is the
instantaneous payoff at that time (i.e. the usual payoff ξτ1) plus the value of
the right to exercise one more time before maturity. The ﬁnancial value of this
embedded right is the price at time τ1 of an American option starting at time τ1+
δ (the owner of the option has to wait at least δ units of time before exercising his
second right) with pay-off (. 7→ ξ.) and maturity T. We know from the previous
section that this price is given by E[Yt+δ|Ft], where Yt is the solution of (2.8).
37Hence, by deﬁning a new obstacle
ζτ = ξt + E[Yt+δ|Ft]1{0≤t≤T−δ} + E[ξT|Ft]1{T−δ<t≤T}
we can introduce the process
 
(Xt,ZX,KX
t )0≤t≤T

which is the solution of:

       
       
Xt = ζT −
R T
t ZX
s dBs + KX
T − KX
t 0 ≤ t ≤ T
Xt ≥ ζt 0 ≤ t ≤ T
KX is a continuous and increasing process starting at 0
R T
0 (Xt − ζt)dKX
t = 0
(2.9)
We want to prove that the solution of (2.9) gives us the price of the 2-swing
option.
Remark 3. The process ζ is continuous on [0,T]:
ζT−δ = E[YT|FT−δ] = E[ξT|FT−δ] = lim
t & T
E[ξt|FT−δ] = lim
t & T
ζt+δ (2.10)
Lemma 17. Let
 
(Xt,ZX,KX
t )0≤t≤T

be the solution of:

       
       
Xt = ζT −
R T
t ZX
s dBs + KX
T − KX
t 0 ≤ t ≤ T
Xt ≥ ζt 0 ≤ t ≤ T
KX is a continuous and increasing process starting at 0
R T
0 (Xt − ζt)dKX
t = 0
(2.11)
then
Xt ≥ E[ξu + ξv|Ft] for all stopping times u and v such that t ≤ u < u + δ ≤ v.
38Proof. We know from Lemma 14 that for every stoping time v ∈ Tt, we have
Xt ≥ E[ζu|Ft]
However
E[ζu|Ft] = E[ξu + E[Yu+δ|Fu]|Ft] = E[ξu + Yu+δ|Ft]
and
Yu+δ ≥ E[ξv|Fu+δ]
for every stopping time v such that u + δ ≤ v ≤ T.
We are ready to state the main result.
Theorem 18. Let
 
(Xt,ZX,KX
t )0≤t≤T

be the solution of:

       
       
Xt = ζT −
R T
t ZX
s dBs + KX
T − KX
t 0 ≤ t ≤ T
Xt ≥ ζt 0 ≤ t ≤ T
KX is a continuous and increasing process starting at 0
R T
0 (Xt − ζt)dKX
t = 0
(2.12)
then
Xt = ess sup
τ1,τ2∈St
E[ξτ1 + ξτ2|Ft]
Proof. Let Pt = esssup
St
E[ξτ1 + ξτ2|Ft]
We know (Lemma 17) that Xt ≥ Pt, and by applying Lemma 15 to the re-
ﬂected BSDE (2.13), we have
Xt = E[ζτ|Ft]
39with
τ = inf{t ≤ u ≤ T : Xu = ζu}.
Recall that
ζτ = ξt + E[Yt+δ|Ft]1{0≤t≤T−δ} + E[ξT|Ft]1{T−δ<t≤T}.
We obtain
Xt = E

ξτ + E[Yτ+δ|Fτ]1{0≤τ≤T−δ} + E[ξT|Fτ]1{T−δ<τ≤T}|Ft

,
or equivalently
Xt = E

ξτ + Yτ+δ1{0≤τ≤T−δ} + ξT1{T−δ<τ≤T}|Ft

.
By applying Lemma 15 to the reﬂected BSDE (2.5), we have
Yτ+δ = E[ξ˜ τ|Fτ+δ]
with
˜ τ = inf{τ + δ ≤ v ≤ T : Yv = ξv}.
Note that (τ, ˜ τ) ∈ St and Xt = E[ξτ + ξ˜ τ|Ft]:
Xt = E

ξτ + Yτ+δ1{0≤τ≤T−δ} + ξT1{T−δ<τ≤T}|Ft

= E

ξτ + E[ξ˜ τ|Fτ+δ]1{0≤τ≤T−δ} + ξT1{T−δ<τ≤T}|Ft

= E

ξτ + ξ˜ τ1{0≤τ≤T−δ} + ξT1{T−δ<τ≤T}|Ft

We conclude that
Xt = esssup
St
E[ξτ1 + ξτ2|Ft]
40Remark 4. It is straightforward to generalize this theorem to the case of N exercise
times.
2.4.2 General Case: PT 6= 0
We have previously seen that to use reﬂected Backward SDEs to price a 2-swing
option, it is convenient to evaluate it as an optimal stopping problem with only
one exercise. We need to embed the remaining exercise right as an option deliv-
ered at the ﬁrst exercise time. However, this embedded option is an American
option (with only one exercise right).
Therefore, the value of the 2-swing option at the ﬁrst exercise τ1 is the in-
stantaneous payoff at that time (i.e. the usual payoff ξτ1) plus the value of the
right to exercise one more time before maturity. The ﬁnancial value of this em-
bedded right is the price at time τ1 of a 1-swing option starting at time τ1 + δ
(the purchaser has to wait at least δ units of time before exercising the second
right) with pay-off (. 7→ ξ.) and maturity T. We know that this value is given by
E[Yt+δ|Ft], where
Yt = esssup
τ∈Tt
E[ξτ|Ft]
and
ξt = φ(St)1{0≤t<T} + (φ(St) ∨ PT)1{t=T}
If the ﬁrst right is exercised at time τ1 before T − δ, the second right can be
exercised at any time τ2 between τ1 + δ and T. The value of this right at time
τ1 is given by E[Yτ1+δ|Fτ1]. If the ﬁrst right is exercised after T − δ, the second
right cannot be exercised anymore and a penalty PT has to be paid at maturity
T. The value of this penalty at time t is given by E[PT|Ft].
41Next we deﬁne a new obstacle ζ representing the effective instantaneous
payoff of a 2-swing option:
ζt = ξt + E[Yt+δ|Ft]1{0≤t≤T−δ} + E[PT|Ft]1{T−δ<t≤T}.
Remark 5. ζ is continuous in [0,T − δ] ∪ (T − δ,T] but
ζT−δ = ξT−δ + E[ξT ∨ PT|FT−δ] ≥ ξT−δ + E[PT|FT−δ] = ζ(T−δ)+.
Where ζ(T−δ)+ = lim
t & T−δ
ζt, the right continuous version of ζ at time T − δ
Because of the discontinuity, we cannot use the same techniques we used to
prove the result in the simple case. Instead we have:
Theorem 19. Let ζ = (ζt)0≤t<T be the obstacle deﬁned above, then there exists a unique
F progressively measurable process {(Xt,Zt,Kt)0≤t≤T} in S2×H2×L2, and satisfying
the following Reﬂected BSDE:

              
              
Xt = ζT −
R T
t ZsdBs + KT − Kt 0 ≤ t ≤ T
Xt ≥ ζt 0 ≤ t ≤ T
K = Kc + Kd
Kc is a continuous and increasing process starting at 0
(Xt − ζt)dKc
t = 0 0 ≤ t ≤ T
Kd
t = −1{t≥T−δ} max
 
ζT−δ − X(T−δ)+,0

(2.13)
Moreover, for all t ∈ [0,T]
Xt = esssup
τ∈Tt
E[ζτ|Ft] (2.14)
42Remark 6. In the previous Theorem, the process Kd is a pure jump process that can be
written as:
K
d
t = −1{t≥T−δ}
 
ζT−δ − X(T−δ)+
+ = −(Xt − Xt+)
+
The sketch of the proof is as follows:
• We will ﬁrst construct
n
(X
T−δ,T
t ,Z
T−δ,T
t ,K
T−δ,T
t ), T − δ < t ≤ T
o
, the so-
lution of equation (2.13) on (T − δ,T].
• We will then construct
n
(X
0,T−δ
t ,Z
0,T−δ
t ,K
0,T−δ
t ), 0 ≤ t ≤ T − δ
o
, the so-
lution of equation (2.13) on [0,T − δ] with ﬁnal condition X
0,T−δ
T−δ =
ζT−δ ∨ X
T−δ,T
(T−δ)+
• With the two previous solutions, we will deﬁne a process on [0,T] and
we will use the properties of the Snell envelope to prove that this process
solves (2.14) on [0,T], and veriﬁes (2.13).
This proof is inspired by the work of Hamad` ene [41].
Proof. The process ζ is continuous on (T − δ,T], therefore by Theorem 12 we
have the existence of the solution
n
(X
T−δ,T
t ,Z
T−δ,T
t ,K
T−δ,T
t ), T − δ < t ≤ T
o
in
S2 × H2 × L2 of the following Reﬂected BSDE:

          
          
dXt = −ZsdBs − dKt T − δ < t ≤ T
XT = ζT
Xt ≥ ζt T − δ < t ≤ T
K is a continuous and increasing process starting at 0
(Yt − ζt)dKt = 0 T − δ < t ≤ T
43We can now deﬁne a new ﬁnal condition ζT−δ ∨ X
T−δ,T
(T−δ)+.
Theprocessζ iscontinuouson[0,T−δ], thereforebyTheorem12wehavethe
existenceofthesolution
n
(X
0,T−δ
t ,Z
0,T−δ
t ,K
0,T−δ
t ), 0 ≤ t ≤ T − δ
o
inS2×H2×L2
of the following Reﬂected BSDE:

          
          
dXt = −ZsdBs − dKt 0 ≤ t ≤ T − δ
XT−δ = ζT−δ ∨ X
T−δ,T
T−δ
Xt ≥ ζt 0 ≤ t ≤ T − δ
K is a continuous and increasing process starting at 0
(Xt − ζt)dKt = 0 0 ≤ t ≤ T − δ
Let us deﬁne {(Xt,Zt,Kt), 0 ≤ t ≤ T} such that:
Xt = X
0,T−δ
t 1{0≤t≤T−δ} + X
T−δ,T
t 1{T−δ<t≤T}
Zt = Z
0,T−δ
t 1{0≤t≤T−δ} + Z
T−δ,T
t 1{T−δ<t≤T}
Kc
t = K
0,T−δ
t∧(T−δ) + K
T−δ,T
t 1{T−δ<t≤T}
Kd
t = −1{t≥T−δ}

ζT−δ − X
T−δ,T
(T−δ)+
+
It is easy to see that {(Xt,Zt,Kt)0≤t≤T} is in S2 ×H2 ×L2 and that it is a solution
of (2.13).
44Let J(ζ)t = esssup
τ∈Tt
E[ζτ|Ft]. It remains to prove that Xt = J(ζ)t for all t ∈ [0,T].
By applying Theorem 16 we have that for all t ∈ (T − δ,T]:
X
T−δ,T
t = esssup
τ∈Tt
E[ζτ|Ft]
and for every t ∈ [0,T − δ]:
X
0,T−δ
t = ess sup
τ∈T T−δ
t
E
h
ζτ1{τ<T−δ} + (ζT−δ ∨ X
T−δ,T
T−δ )1{τ=T−δ}|Ft
i
where T
T−δ
t = {τ ∈ Tt;τ ≤ T − δ}.
The processes
n
(X
0,T−δ
t )0≤t≤T−δ
o
and
n
(X
T−δ,T
t )T−δ<t≤T
o
are supermartingales
(properties of the Snell Envelope). Therefore {(Xt)0≤t≤T} is a supermartingale.
The process J(ζ) is the Snell envelope of ζ, and therefore it’s the smallest super-
martingale that dominates ζ (Theorem 10). However, the process X has been
deﬁned such that Xt ≥ ζt, for all t ∈ [0,T]. We can conclude using again Theo-
rem 10 that X ≥ J(ζ).
We already know that J(ζ) = X on (T −δ,T], we want to prove now that J(ζ) ≥
X on [0,T − δ]. By Theorem 13, we have that X is the Snell envelope of
ζt1{0≤t<T−δ} + (ζT−δ ∨ X(T−δ)+)1{t=T−δ}
45and is the smallest supermartingale that dominates it.
By construction, we have that J(ζ)t ≥ ζt for t ∈ [0,T − δ) and J(ζ)T−δ ≥
J(ζ)(T−δ)+.
Indeed, TT−δ ⊃ Tt for t > T − δ and
J(ζ)T−δ = ess sup
τ∈TT−δ
E[ζτ|Ft] ≥ lim
t>(T−δ)+ esssup
τ∈Tt
E[ζτ|Ft] = J(ζ)(T−δ)+
Therefore, for t ∈ [0,T − δ), J(ζ)t ≥ ζt1{0≤t<T−δ} + (ζT−δ ∨ X(T−δ)+)1{t=T−δ}.
We conclude by recalling that J(ζ) is a supermartingale.
We show that the solution of (2.13) is indeed the price process of a 2-swing
option.
Theorem 20. Let ζ = (ζt)0≤t<T be the obstacle deﬁned above, and let
{(Xt,Zt,Kt)0≤t≤T} in S2 × H2 × L2 be the solution of the following Reﬂected BSDE:

          
          
dXt = −ZsdBs − dKt 0 ≤ t ≤ T − δ
XT−δ = ζT−δ ∨ X
T−δ,T
T−δ
Xt ≥ ζt 0 ≤ t ≤ T − δ
K is a continuous and increasing process starting at 0
(Xt − ζt)dKt = 0 0 ≤ t ≤ T − δ
Then for all t ∈ [0,T],
Xt = ess sup
τ1,τ2∈St
E[ξτ1 + ξτ2 + ξτ2|Ft] (2.15)
46Proof. We already know that for all t ∈ [0,T] and all τ ∈ Tt:
Xt ≥ E[ζτ|Ft] = E

ξτ + Yτ+δ1{τ≤T−δ} + PT1{τ>T−δ}|Ft

The process Y is the Snell envelope of ξ and therefore Yτ+δ ≥ E[ξν|Fτ+δ] for all
ν ∈ Tτ+δ.
We obtain that, for every (τ,ν) ∈ St:
Xt ≥ E

ξτ + ξν1{τ≤T−δ} + PT1{τ>T−δ}|Ft

and therefore
Xt ≥ ess sup
τ1,τ2∈St
E

ξτ + ξν1{τ≤T−δ} + PT1{τ>T−δ}|Ft

Let D1
t = inf{u ≤ t : Xt = ζt} ∧ T. From equation (1), we have that:
Xt = XD1
t −
Z D1
t
t
ZsdBs + KD1
t − Kt
We know from equation (2.13) that Kc
D1
t − Kc
t = 0, and we want to prove that
KD1
t − Kt = 0.
On {D1
t = T}, we have that XT > ζT, PT > ξT and therefore K is continuous (cf
the proof of Lemma 15).
On{T−δ < D1
t < T}, wehavethatXT−δ > ζT−δ andthereforeKiscontinuous(cf
the proof of Lemma 15).
47On {D1
t ≤ T − δ}, we have that K is continuous on [0,D1
t].
Knowing that the process Z is in H2, we can conclude that:
Xt = E

XD1
t|Ft

= E

ζD1
t|Ft

= E

ξD1
t + YD1
t+δ1{D1
t≤T−δ} + PT1{D1
t>T−δ}|Ft

From Lemma (14), we have that YD1
t+δ = E

ξD2
t|Ft

with
D
2
t = inf{u ≥ D
1
t + δ : Yt = ξt} ∧ T
We obtain
Xt = E

ξD1
t + ξD2
t1{D1
t≤T−δ} + PT1{D1
t>T−δ}|Ft

and (D1
t,D2
t) ∈ St.
Remark 7. We can easily generalize this theorem to the case of N exercise times.
2.5 Exercise Region of Swing Options
We proved that the value of the 2-swing option is given by:
Xt = esssup
τ1∈S
E[ζτ1|Ft]
48and the value of the 1-swing option is given by:
Yt = esssup
τ2∈S
E[ξτ2|Ft]
From now on, let us assume that ξ is of the form:
ξt = φ(St) + (PT − φ(ST))+1{t=T}
with φ being the pay-off function and S being the underlying forward contract.
Let us deﬁne the two exercise strategies:
τ
∗
2(t) = inf {u ≥ t : Xu = ζu}
and
τ
∗
1(t) = inf {u ≥ t : Yu = ξu}
We proved in the previous section that τ∗
2(t) is the optimal exercise time of the
ﬁrst right of a 2-swing option after time t and τ∗
1(t) is the optimal exercise time
of a 1-swing option after time t.
Therefore, if we sell a 1-swing option to a client A and a 2-swing option
to a client B (with the same underlying and pay-off proﬁle), then client A will
exercise his ﬁrst right at time τ∗
2(t) and client B will exercise at time τ∗
1(t). A
natural question is: Who will exercise ﬁrst? We will see that because client A
has one more exercise right, it will always be optimal for him to exercise before
client B.
Proposition 21. It is always optimal to exercise the 2-swing option before the 1-swing
option: τ∗
2(t) ≤ τ∗
1(t) ∀t ∈ [0,T]
49Proof. From the properties of Snell envelopes, we know that the process
{Yt,0 ≤ t ≤ T} is a supermartingale that dominates {(ξt),0 ≤ t ≤ T}.
We need to prove that
M
sup
t = E[Yt+δ|Ft]1{0≤t≤T−δ} + E[ξT|Ft]1{T−δ<t≤T}
is also a supermartingale.
Let h > 0,
E

M
sup
t+h|Ft

= E[Yt+δ+h|Ft]1{t+h≤T−δ} + E[ξT|Ft]1{T−δ<t+h}
= E[Yt+δ+h|Ft](1{t≤T−δ} − 1{t≤T−δ <t+h})
+E[ξT|Ft](1{T−δ<t} − 1{t<T−δ<t+h})
However, we deﬁned Y such that:
Yt+δ+h1{t≤T−δ <t+h} = E[ξT|Ft]1{t<T−δ<t+h}
Therefore:
E

M
sup
t+h|Ft

= E[Yt+δ+h|Ft]1{t≤T−δ} + E[ξT|Ft]1{T−δ<t}
≥ E[Yt+δ|Ft]1{t≤T−δ} + E[ξT|Ft]1{T−δ<t}
≥ M
sup
t
50We have that Yt + M
sup
t is a supermartingale and
Yt + M
sup
t ≥ ξt + M
sup
t
≥ ξt + E[Yt+δ|Ft]1{0≤t≤T−δ} + E[ξT|Ft]1{T−δ<t≤T}
≥ ζt
However, {(Xt),0 ≤ t ≤ T} is the Snell envelope of {ζt,0 ≤ t ≤ T} and there-
fore, it is the smallest supermartingale that dominates it.
We conclude that
Yt + M
sup
t ≥ Xt ≥ ζt
From the deﬁnition of τ∗
1(t), we have that
Yτ∗
1(t) = ξτ∗
1(t)
Substituting this into (1), we obtain
Yτ∗
1(t) + M
sup
τ∗
1(t) ≥ Xτ∗
1(t) ≥ ζτ∗
1(t)
or equivalently
Yτ∗
1(t) + M
sup
τ∗
1(t) ≥ Xτ∗
1(t) ≥ ξτ∗
1(t) + M
sup
τ∗
1(t)
51We conclude that
Xτ∗
1(t) = ξτ∗
1(t) + M
sup
τ∗
1(t) = ζτ∗
1(t)
However
τ
∗
2(t) = inf {u ≥ t : Xu = ζu}
and therefore
τ
∗
2(t) ≤ τ
∗
1(t)
The exercise region is the set of pairs (s,t) such that the expected reward at time
t of the option is equal to its intrinsic value or value for immediate exercise ( s
is the value of the underlying forward at time t).
In the case of a 1-swing option, we obtain:
E1 =

(s,t) ∈ R × R
+ : Y (s,t) = Φ(s)
	
Where
Y (t,s) = sup
t≤τ≤T
E[Φ(Sτ)|St = s]
The exercise region of a 2-swing option is deﬁned by
E2 =

(s,t) ∈ R × R
+ : X(s,t) = Φ(x) + sup
t+δ≤η≤T
E[Φ(Sη)|St = s]

52Where
X(t,x) = sup
t ≤ τ ≤ T
τ + δ ≤ η ≤ T
E[Φ(Sτ) + Φ(Sη)|St = s]
Proposition 22. The exercise region of a 1-swing option is included in the exercise
region of a 2-swing option: E1 ⊂ E2
Proof. Let St0 = s0, and (s0,t0) ∈ E1, we want to prove that (s0,t0) ∈ E2.
Let τ∗
1(t0) be the optimal stopping time for the 1-swing option starting at time
t0. We know that the optimal stopping time is the ﬁrst time where the process
{(Φ(St)),t0 ≤ t ≤ T} hits its Snell envelope {(Yt),t0 ≤ t ≤ T}:
τ
∗
1(t0) = inf {t ≥ t0 : Yt = Φ(St)}
However (s0,t0) ∈ E1 is equivalent to Yt0 = Φ(s0), therefore τ∗
1(t0) = t0.
Now let τ∗
2(t0) be the optimal stopping time for the 2-swing option starting at
time t0.
The previous Proposition tells us that τ∗
2(t0) ≤ τ∗
1(t0).
However, t0 ≤ τ∗
2(t0) and τ∗
1(t0) = t0, therefore τ∗
2(t0) = t0.
We conclude by recalling that τ∗
2(t0) is the ﬁrst hitting time of the process 
(Φ(St) + sup
t+δ≤η≤T
E[Φ(Sη)|Ft]),t0 ≤ t ≤ T

53with Snell envelope {(Xt),t0 ≤ t ≤ T} and therefore
Xτ∗
2(t0) = Φ(Sτ∗
2(t0)) + sup
τ∗
2(t0)+δ≤η≤T
E

Φ(Sη)|Sτ∗
2(t0)

or equivalently
Xt0 = Φ(St0) + sup
t0+δ≤η≤T
E[Φ(Sη)|St0 = s0]
and (t0,s0) ∈ E2
Remark 8. We can easily generalize this theorem to the case of N exercise times.
In this chapter, we have modelled swing options using RBSDEs. We devel-
oped an embedding procedure amenable to numerical solutions. This approach
is more general than Carmona and Touzi [16] and allows for the computation of
a hedging strategy.
54CHAPTER 3
CREDIT RISK MODELLING
3.1 Introduction
There are two approaches to modelling defaults in a portfolio context: static and
dynamic. In the static approach, the total number of defaults is calculated for
a ﬁxed time period. Examples of this approach include Moodys Binomial Ex-
pansion method, factor models, the CreditMetrics modelling framework, Davis
and Lo [25], Sch¨ onbucher [75] and Gupton et al. [40]. From a risk perspective,
knowing the probable number of defaults within a portfolio over a certain pe-
riod of time is useful, however, in order to price basket credit derivatives, we
are interested in the timing and identity of the defaults as well as the number. In
the dynamic approach, the default processes of the individual obligors within a
portfolio are modelled in the same way as in the case of a single ﬁrm. Overlaid
on this is the default dependence structure which derives from both the speci-
ﬁcation of the individual default processes and their inter-relationship. As for
the single-ﬁrm case, credit risk models are usually classiﬁed either as structural
modelsorreduced-formmodels(alsocalledintensity-basedmodels). Thesetwo
approaches, structural and reduced-form, represent two extreme cases: the de-
fault time is modelled as a predictable stopping time (the ﬁrst moment when
the ﬁrm’s value hits some barrier, as in Black and Cox [11]), or by a totally inac-
cessible stopping time (deﬁned by its intensity, as in Jarrow and Turnbull [50]).
However, many authors (see, for instance, Duﬁe and Lando [25], Giesecke [33],
Jarrow and Protter [47], or Jeanblanc and Valchev [52]), proved that the prop-
erties of default time are related to the available information of the modeler or
55his capacity to observed directly the value of the ﬁrm or the default triggering
barrier.
3.1.1 Structural vs Reduced-form Model
The original structural model dates back to the early seventies and the papers of
Black and Scholes [13] and Merton [67]. Their work seeks to relate credit events
to economic fundamentals by modelling the dynamics of the assets of a ﬁrm
with default occurring if the value of the ﬁrm drops below some threshold level.
They consider a continuous time model with maturity T. They have a complete
ﬁltered probability space (Ω,H,H,P) satisfying the usual hypotheses. H is the
informationheldbythemodelerevaluatingthecreditriskoftheﬁrm. Theﬁrm’s
asset value is denoted by Vt and they assume that σ(Vs,s ≤ t) ⊂ Ht. In their
model, the ﬁrm’s asset value Vt follow a diffusion process and the default time
of the ﬁrm is deﬁned by τ such that
τ = T1{VT<L} + ∞1{VT≥L}
It is easy to see that in that framework, the default of the ﬁrm occurs only at ma-
turity. Black and Cox [11] proposed the ﬁrst version of what are now known as
ﬁrst passage models, relaxing the assumption that default can only occur at ma-
turity. They deﬁne a time dependent deterministic barrier vt and the following
default time
τ = inf {t ≥ 0, Vt < vt}
However, in both these models it is possible to deﬁne a sequence of stopping
times τn announcing τ. Indeed,
τ
n = inf

t ≥ 0, Vt < vt +
1
n

56are H-stopping times and
lim
n→∞τ
n = τ a.s.
Hull and White [43], [44] and Avellaneda and Zhu [3] propose structural mod-
els, but rather than modelling the value of the ﬁrm, they consider a credit or
default index: any process that is a measure of the ﬁrms ﬁnancial health and
can trigger a default. A further approach based on the ﬁrm value methodology,
considered by Leland [57], Leland and Toft [59] and Mella-Barral and Perraudin
[66] looks at the question of optimal capital structure. Bankruptcy is assumed
to be an endogenous event triggered by the equity-holders to maximize equity
value. Moodys KMV uses Merton’s framework for credit modelling as the mo-
tivation of a ”distance-to-default” statistic that is then used in conjunction with
Moodys database of historical default information to assess default probabil-
ities. The approach is known as the KMV model and is widely used in the
market. For a given ﬁrm, the statistic is then used to give an expected default
frequency by calibration with historical default data. For further details, see
www.moodyskmv.com.
The biggest problem with the diffusion models outlined above is the fact that
credit spreads, in particular those for short-maturity bonds, are far too low. This
comes from the predictable feature of the stopping time deﬁned. Model bond
prices also converge smoothly to their default levels rather than drop precipi-
touslyatoraroundthetimeofdefault, astendstohappeninpractice. Sinceboth
characteristics are due to the predictable nature of default in these models, the
obvious way to improve results is to introduce an element of unpredictability
or uncertainty into the model formulation. Different ways of doing this include
introducing an unpredictable jump term, making the barrier random, assuming
that information available to bondholders is incomplete.
57The addition of a jump term is one way to introduce default unpredictability
into the basic structural model. Another is to assume that information regard-
ing ﬁrm value and/or the level of the default barrier is incomplete from the
perspective of bondholders. This idea was ﬁrst introduced by Dufﬁe and Lando
[25] who built on the work by Leland and Toft [59] to assume that whereas man-
agement and equity-holders have full knowledge of the asset process and act to
maximize the value of equity by setting an optimal default threshold, bond-
holders receive only noisy reports of ﬁrm value at discrete times. Kusuoka [53]
and Coculescu et al. [20] consider extensions to this framework in which bond
investors receive the noisy asset reports continuously, while C ¸etin et al. [17]
assume that rather than the bondholders seeing management‘s information set
plus noise, managers restrict the information that is available and the market
therefore sees a reduction in management‘s information set. Frey and Schmidt
[32] consider the situation in which ﬁrm value is ﬁltered from discretely ob-
served news and in each of these approaches, the framework admits a default
intensity that can be used for pricing. Giesecke [34], Giesecke and Goldberg
[37] and Giesecke [36] take a slightly different approach and assume that while
default is a publicly observable event, either the value of the ﬁrm or the level
of the default barrier (or both) is unknown. Indeed, they suppose that the de-
fault barrier is a random variable η deﬁned on the underlying probability space
(Ω,P). The default occurs at time τ where
τ = inf {t ≥ 0, Vt < η}
If the random barrier η is independent of H, they prove that the stopping time
τ is not predictable anymore and has an intensity process. For each possible
scenario, Giesecke [36] considers the relationship between the incomplete infor-
mation framework and the existence of a default intensity in detail. Schmidt
58and Novikov [74] considers a generalization that allows for jumps in both the
value of the ﬁrm and the default barrier. Default is modelled as the ﬁrst hit-
ting time of a stochastic and unobservable default barrier, admitting a default
intensity that can be used for pricing.
Intensity models (also known as reduced-form models and ﬁrst proposed
by Jarrow and Turnbull [50]) have received considerably more attention in the
multi-ﬁrm setting than structural models, particularly amongst practitioners.
One way to introduce dependence is through correlated intensity processes,
with the rationale that default intensities are driven by common macroeco-
nomic variables (see, for example, Dufﬁe and Singleton [26]). Jarrow and Yu
[51] link default intensities at the individual obligor level, rather than looking at
the whole portfolio as in Davis and Lo [22]. Related to the intensity models, by
far the most popular multi-asset models used by the market in recent years have
been those using copulas. Copula functions enable the distributions of marginal
default times to be speciﬁed separately from the dependence structure, enabling
easy implementation and calibration. Initiating from the paper by Li [61], there
has been a huge amount of work done applying copulas to ﬁnance. Nelsen [69],
Sch¨ onbucher [75] and Cherubini et al. [18] provide a full and rigorous overview
of the mathematics of copula functions and their application to ﬁnancial mod-
elling. Giesecke and Weber [38] associate default contagion with the local de-
pendence of ﬁrms on their business partners. By representing ﬁrms as nodes on
a lattice, contagion is incorporated by making each company‘s ﬁnancial health
dependent on the state of connected companies.
In the rest of the thesis, we concentrate on intensity models for large credit
portfolio and more speciﬁcally, for portfolios of subprime mortgages. In the
59next section, we recall properties of reduced-form models. In the last section,
we describe derivative markets for mortgages.
3.2 Pricing Credit Derivatives in the Reduced-form Model
Let us consider a complete ﬁltered probability space (Ω,H,H,P) satisfying the
usual hypotheses and a ﬁxed time horizon T. The ﬁltration H represents the in-
formation available in the market. The starting point of the intensity approach
is the knowledge of a default time τ such that τ is an H-stopping time. A stop-
ping time is a non-negative random variable such that the process (τ ∧ t) is Ht
adapted. The intensity is deﬁned as any non-negative and H-adapted process λ
such that
Mt = 1{τ≤t} −
Z t∧τ
0
λsds
is an H-martingale. We will see in the next chapter that the existence of the
intensity relies on the fact that (1{τ≤t}) is an increasing process, therefore a sub-
martingale and can be written as a martingale M plus a predictable increasing
process A.
Remark 9. The intensity is not well deﬁned after time τ. If λ is an intensity, for any
non-negative predictable process (gt), the following process
e λt = λt1{τ≥t} + gt1{τ<t}
is also an intensity.
The following proposition is the building block for the pricing of credit
derivatives. We include the proof for completeness (see [8]).
60Proposition 23. Let X be HT-adapted and in L2, then
E

X1{τ>T}|Ht
	
= 1{τ>t}E
n
Xe
−
R T
t λsds|Ht
o
.
Proof. Deﬁne
Nt = 1{τ≤t}
and
Lt = (1 − Nt)exp
Z t
0
λsds

We ﬁrst need to prove that (Lt) is a martingale. From Itˆ o’s formula, we obtain
dLt = (1 − Nt−)dexp
Z t
0
λsds

− exp
Z t
0
λsds

dNt
= (1 − Nt−)λt exp
Z t
0
λsds

dt − exp
Z t
0
λsds

dNt
= exp
Z t
0
λsds

((1 − Nt−)λtdt − dNt)
= −exp
Z t
0
λsds

dMt
However, (Mt) is a martingale and therefore (Lt) is a martingale. Deﬁne
Yt = E
n
Xe
−
R T
0 λsds|Ht
o
and
Ut = (1 − Nt)exp
Z t
0
λsds

E
n
Xe
−
R T
t λsds|Ht
o
= LtYt.
We can ﬁrst remark that (Yt) is a martingale. We can assume that it is continuous
at τ. Indeed, we can always deﬁne (λt) after τ so that ∆Yτ = Yτ− − Yτ = 0.
61We are proving that (Ut) is a martingale by applying Itˆ o’s Formula. We obtain
dUt = Lt−dYt + Yt−dLt + d[L,Y ]t
= Lt−dYt + Yt−dLt − ∆Yt
= Lt−dYt + Yt−dLt.
Therefore,
E {UT|Ht} = Ut
or equivalently
E

X1{τ>T}|Ht
	
= 1{τ>t}E
n
Xe
−
R T
t λsds|Ht
o
.
Assume that interest rates are null. A defaultable bond with maturity T,
default time τ, payment dates (Ti) and coupon Ci has the following cash ﬂow
n X
i=1
Ci1{τ>Ti}.
According to the previous proposition, knowing the intensity of the default pro-
cess is sufﬁcient to compute the following present value PVt of the defaultable
bond at time t
PVt = E
(
n X
i=1
Ci1{τ>Ti}|Ht
)
=
n X
i=1
E
n
Cie
−
R Ti
t λsds

 Ht
o
Assume now that we have N defaultable bonds with same maturity T, same
payment dates (Ti)i=1..n and same payment coupon (Ci)i=1..n at each payment
62dates. Each bond has a default time
 
τk
k=1..N. We want to price a Collateral-
ized Debt Obligation (CDO). CDOs are a type structured credit product. CDOs
are constructed from a portfolio of ﬁxed-income assets. These assets are divided
into different tranches: senior tranches (rated AAA), mezzanine tranches (AA
to BB), and equity tranches (unrated). Losses are applied in reverse order of se-
niority and so junior tranches offer higher coupons to compensate for the added
default risk. Deﬁne the following cumulative loss process at time t
Lt =
1
N
N X
k=1
1{τk≤t}
For a CDO with lower attachment point Al and upper attachment point Au (i.e.,
a CDO on a tranche [Al,Au]), a coupon C is paid at each payment date as long
as the total number of default is less than Al × N. After Al × N number of
bonds have defaulted, only a fraction of the coupon is paid. This fraction cor-
responds to the upper attachment point minus the cumulative loss amount. A
standard tranche [Al,Au] is usually composed of two legs. The asset leg consists
in the payments of loss amounts in between [Al,Au], at the time they occur. The
coupon leg corresponds to the payment of a ﬁxed coupon on the outstanding
notional, for each maturity date Ti, plus an accrued coupon paid when a loss
occurs, on a notional that corresponds to the loss amounts in [Al,Au]. We obtain
the following stream of payments for the coupon leg
n X
i=1
C

1{LTi<Al} +
Au − LTi
Au − Al
1{Al<LTi<Au}

A CDO can be seen as a Put spread on the cumulated loss. A Put spread with
strike A on the cumulated loss corresponds to a equity tranche [0,A], so that a
tranche [Al,Au] can be seen as the difference between the tranches [0,Au] and
[0,Al]. Therefore, for the rest of the thesis, we will only consider Puts, to allow
for simpler notations.
63We will consider a CDO of maturity T and strike K with the following
present value at time t
PVt =
n X
i=1
E

(K − LTi)+
 Ht
	
(3.1)
3.3 Mortgages
There are three types of Mortgages: Fixed-Rate Mortgages (FRMs for short) are
mortgages where the rate is ﬁxed over loan‘s term. The payments are ﬁxed
and the mortgage is fully amortizing (i.e., the loan is paid off at maturity). Ad-
justable Rate Mortgages (ARMs for short) have payments and rates pegged to
prevailing market interest rates. The last category of mortgages is a combina-
tion of FRMs and ARMs. Non-Agency Hybrid ARMs started in the early 1990s
but have only been heavily securitized in the past decade. During the initial pe-
riod of the mortgage, the borrower pays a ﬁxed rate. After this period, the loan
becomes an ARM. Mortgages typically amortize over 30 years and have annual
rate adjustments historically pegged to 1-year constant maturity treasury rate
index and LIBOR.
While the primary mortgage market (usually thrifts) deals with the issuance
ofnewmortgages, thesecondarymortgagemarketistheﬁnancialmarketwhere
mortgages are sold by, and transferred from, one investor or speculator to an-
other. An important activity in the secondary market is the securitization or
the transformation of mortgages into mortgage-backed securities (MBS). It is
the process by which illiquid ﬁnancial assets and liabilities are transformed into
capital market instruments. After World War II, the creation of an active sec-
ondary market for trading mortgages was a major policy goal. It resulted in the
64creation of a group of government (Ginnie Mae) and quasi-government (Fannie
Mae, Freddie Mac) agencies. It created a more competitive market by encour-
aging new ﬁrms to enter the mortgage origination business resulting in lower
mortgage rates. It also allowed thrifts to securitize and sell mortgage portfolios
to balance their mortgage holdings with their deposit funds.
MBS are instruments similar to traditional corporate bonds. Once a loan is
made, it is often sold to one of the three agencies which in turn is used to form
mortgage pools. Pools are held by trustees as collateral for pass-through MBS
or participating certiﬁcates (PC). Each pass-through conveys ownership of an
individual interest in the mortgage pool. Investors are forwarded their share
of interest and principal collected from mortgages. Agency pools have agency
guarantee that investors will receive timely payment of their share of principal
thus reducing the riskiness of such certiﬁcates. The advantages of holding PCs
as opposed to holding individual loans is that one can make investments of
varying size and there exists an active market for trading PCs.
CollateralizedMortgageObligations(CMOs)weretheﬁrstmajorinnovation
in MBS security and were designed by Freddie Mac in June 1983. The long ma-
turity nature of pass-throughs was seen as unfavorable by many investors who
are often interested in shorter-termed securities. CMO is a sequential structure
that works like a CDO of pass-through MBS. It is a multiple class (tranche) se-
curity collateralized by one mortgage pool. It directs mortgage pool cash ﬂow
into different bonds or tranches with different maturities and prioritizes the or-
derofprincipalprepaymentbetweenthebonds. Theshortmaturitytranchewill
receive all pool principal payments until it is retired (i.e., until the bond hold-
ers principal is returned entirely). While the short tranche is active, all other
65tranches will receive interest only payments on their principal. When the ﬁrst
tranche is retired, the second tranche becomes the next retiring tranche and the
second tranche holder will receive all pool interest.
The last type of MBS are stripped MBS. It is a structure that slices up the in-
terest and principal components of the fully amortizing mortgage payments. In-
terest Only (IO) bondholders have claims to the interest component only, while
the Principal Only (PO) bondholders have claims to the principal component
only. In general, this interest and principal structure can be applied to CMO
tranches also.
In the analysis of Mortgage-Backed Securities (MBS) or other mortgage
derivatives, it is important to understand the borrowers prepayment behavior.
Since the bonds cash ﬂow stream varies due to prepayment, much of the invest-
ment characteristics of such securities are also dependent on prepayment. In
general, the payments can be affected by reﬁnancing and default. Reﬁnancing
is typically the result of: changes in mortgage rates (under interest rate certainty
or uncertainty), borrower relocation, or for equity extraction.
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LARGE CREDIT PORTFOLIO
The valuation of credit derivatives changed the focus of many credit risk
models. Instead of developing a model for pricing defaultable bonds, and be-
cause these bonds are taken as input to derive prices for more exotic derivative
securities, new models have to be developed that have this degree of ﬂexibility.
This paper provides a model for pricing Collateralized Default Obliga-
tions (CDOs) for subprime Asset Backed Securities (ABS)/ Home Equity Loans
(HELs). Subprime borrowers are usually deﬁned as those with a FICO (Fair
Isaacs & Co.) score of 650 or less, a DTI (Debt to Income Ratio) of 40% or more,
and a LTV (Loan to Value) ratio of 80% or more.
To price the CDO liabilities, one must ﬁrst model the underlying ABS Deals
and price the ABS liabilities. An HEL loan pool faces the risks associated with
default, loss severity at default, and prepayment. These risks are inﬂuenced
by housing prices, interest rates, the health of the economy and idiosyncratic
factors.
For pricing a derivative with a portfolio of defaultable securities as the un-
derlying, we have to compute the loss distribution term structure of the port-
folio. That can be done in two ways. We can model each security and add a
correlations structure. This approach is called ”bottom up”. Alternatively, we
can model the whole term structure of cash ﬂows generated by the portfolio
for any given time before the maturity of the contract. This method is referred
to as ”top down”. The main advantage of the latter is the computational cost
reduction in numerical applications.
67In this chapter, we will ﬁnd condition on the underlying security that will al-
low us to use a top down approach. Indeed, we start with a ”loan level analysis”
that describes each loans, and we conclude by giving conditions for shifting to a
”deal level analysis” where the loss distribution of the pool is modelled directly.
Following the work of Andersen, Piterbarg and Sidenius [1], Bennani and
Dahan [6] and Sch¨ onbucher [76], we develop a term structure model for the
forward default rates.
In the ﬁrst section, we describe a residential ABS deal. In the second section,
we study some properties of default processes. We will then prove in the third
section two convergence theorems and give justiﬁcations for the deal level anal-
ysis. In the fourth section, we deﬁne the forward loss process and give the no
arbitrage conditions. The last section, we conclude by stating our asymptotical
Theorem and we give a pricing method for CDOs of Subprime ABS.
4.1 Description of an ABS Deal
To motivate the modelling structure, let us consider a generic ABS deal. The
deal consists of a large number loans (usually more than a thousand). Each loan
has a default time and a prepayment time. These are competing risks in the
sense that if either occurs, the loan terminates. At default, a fraction of the loan
is lost and the investor receives the recovery value of the loan.
684.1.1 The Asset Side
An ABS deal consists of an HEL loan pool of approximately 7000 mortgages.
The mortgages are predominately of two types:
1) Hybrid ARMs. They have a (teaser) ﬁxed rate for 2 or 3 (or 5) years. At
the reset date, it switches to a ﬂoating rate. The maturity is typically 40 years.
These are denoted, for example, as 2/38 (2 years ﬁxed, 38 years ﬂoating). The
ﬂoating rate is 6 month Libor plus a spread.
2) Hybrid IO ARMs. These are ARMs, but they do not amortize principal
for 2 or 3 years. Only interest payments occur during this initial period. After
the reset date, both interest and principal amortization takes place. The ﬂoating
rate is Libor 6 months plus a spread.
Both types of loans usually have prepayment penalties for 2 or 3 years. A
typical prepayment penalty is 6 months interest on 80% of the prepaid balance.
Both types of loans will typically have caps (three types: initial, periodic,
lifetime) and ﬂoors on the ﬂoating rate payments.
4.1.2 The Liability Side
Issued using the HEL loan pool as collateral are a collection of bonds and equity.
The bonds are ﬂoating paying 1 month Libor plus a spread. The bonds have an
AFC (available funds cap), i.e. they pay min(Libor + spread, WAC) where WAC
is the Weighted Average Coupon of the HEL loan pool.
For an ABS deal, the interest and principal is allocated from the top to the
69bottom on the liability side. Losses occur from the bottom up. This is called the
cash ﬂow ”waterfall.” The waterfall cash ﬂows may be obtained using INTEX.
4.2 Preliminaries
Let us consider a complete probability space (Ω,F,P) and a ﬁxed time horizon
T. In this thesis, we will deal with two kinds of information represented by two
ﬁltrations F and G.
Let F = (Ft)0≤t≤T with Ft = σ(Ws,s ≤ t) represent the information from asset
prices and other economical factors.
The second ﬁltration G = (Gt)0≤t≤T is generated by default processes. Let us
consider n mortgages with (τi)i=1..n their associated default times. We assume
that (τi)i=1..n are positive F measurable random times. Let Gi
t = σ(τi ∧ s, s ≤ t)
be the smallest ﬁltration making τi a stopping time for each i, with Gi
t containing
all the (F,P) null sets, ∀t ≥ 0.
Finally, we can build the enlarged ﬁltration H representing the information
available in the market: H
0,i
t = Ft
W
Gi
t is the market ﬁltration with only one
mortgage and H0
t = Ft
∞ _
i=1
G
i
t is the market ﬁltration including all the mortgages.
These ﬁltrations need not be right continuous. Therefore we deﬁne:
H
i
t =
\
u>t
H
0,i
u
and
Ht =
\
u>t
H
0
u
We will study the properties of a default process for a single name. We ﬁx i
70for the rest of the section and deﬁne
N
i
t = 1(τi≤t)
Deﬁnition 14. A stopping time τ is predictable if there exists a sequence (τn) that
announce τ (i.e., τn is increasing, τn < τ on {τ > 0} and lim
n→∞
τ
n = τa.s. ).
Deﬁnition 15. A stopping time τ is totally inaccessible if for every predictable stopping
time θ, P{τ = θ < ∞} = 0.
Deﬁnition 16. A process Z is of class (D) if the set
{Zτ : τ is a ﬁnite stopping time }
is uniformly integrable.
The process (Ni
t)t≥0 is a c` adl` ag Hi sub-martingale of class (D). Let Ni =
Mi+Ai be its Doob-Meyer decomposition (i.e., (Ai
t)t≥0 is the unique continuous,
increasing and Hi predictable process such that Ni
t −Ai
t is an Hi martingale). We
have the following Laplacian approximation theorem
Theorem 24. (Meyer) If we deﬁne
A
i
t(h) =
Z t
0
Ni
s − E

Ni
s+h|Hs
	
h
ds,
Then for any stopping time τ, the compensator of Ni is
A
i
t = lim
h→0
A
i
t(h),
in the sense of the weak topology σ(L1,L∞).
We will see later the appropriate conditions on τi so that its Hi compensator
is absolutely continuous and therefore can be written as
A
i
t =
Z t∧τi
0
λ
i
sds
71with λi being H adapted a priori. λ will be interpreted as the Radon-Nikodym
derivative of Ai with respect to the Lebesgue Measure.
Theorem (26) is a conditional version of a Dellacherie’s classical result [23].
Since it is technically new, we provide a proof. We begin with the following
lemma:
Lemma 25. If Y ∈ L1(F), then
E

Y |Ft ∨ G
i
t
	
= E

Y |Ft,τ
i	
1{τi≤t} +
E

Y 1{τi>t}|Ft
	
P(τi > t|Ft)
1{τi>t}
Proof. Let us ﬁrst remark that Gi
t = σ(τi ∧ t). Therefore, there exists a Borel
measurable function f on R × R∞ such that
E

Y |Ft ∨ G
i
t
	
= f(τ
i ∧ t,W.)
with W. being the whole process between 0 and t.
We can now rewrite
E

Y |Ft ∨ G
i
t
	
= f(τ
i ∧ t,W.)
= f(τ
i ∧ t,W.)1{τi≤t} + f(τ
i ∧ t,W.)1{τi>t}
= f(τ
i,W.)1{τi≤t} + f(t,W.)1{τi>t}
We obtain that
f(t,W.)1{τi>t} = E

Y |Ft ∨ G
i
t
	
1{τi>t}
= E

Y 1{τi>t}|Ft ∨ G
i
t
	
We can now take the conditional expectation
E

f(t,W.)1{τi>t}|Ft
	
= f(t,W.)E

1{τi>t}|Ft
	
= E

Y 1{τi>t}|Ft
	
72Finally
f(t,W.) =
E

Y 1{τi>t}|Ft
	
P(τi > t|Ft)
A similar argument gives us
f(τ
i,W.) = E

Y |Ft,τ
i	
We can now prove the following theorem. It is an extension of Dellacherie’s
theorem [23] to the case of conditional probability density functions.
Theorem 26. Let P(τi = 0|Ft) = 0 and P(τi > t|Ft) > 0, for each t > 0. Then the
Hi compensator of Ni is given by
A
i
t =
Z t∧τi
0
1
1 − F i(s−)
dF
i(s),
where F i is the F conditional cumulative distribution function of τi:
F
i(t) = P(τ
i ≤ t|Ft)
Proof. The process Ni is purely discontinuous with jump size one, therefore its
Hi compensator is equal to its conditional quadratic variation:
A
i
t = hN
iit
Fix t0 > 0 and let πn be a sequence of partitions of [0,t0] with limn→∞ mesh(πn) =
0. For all t ∈ [0,t0], we know that the conditional compensator is obtained by
hN
iit = lim
n→∞
X
πn
E
n
(N
i
tk+1 − N
i
tk)
2|H
i
tk
o
73where the limit is taken in the weak topology σ(L1,L∞) (see [23] for details
about this topology).
The previous lemma gives us
E
n
(N
i
tk+1 − N
i
tk)
2|H
i
tk
o
= E
n
(N
i
tk+1 − N
i
tk)
2|Ftk,τ
i
o
1{τi≤tk}
+
E
n
(Ni
tk+1 − Ni
tk)21{τi>tk}|Ftk
o
P(τi > tk|Ftk)
1{τi>tk}
Let us remark that
(N
i
tk+1 − N
i
tk)
2 =
 
1{tk+1≥τi>tk}
2
= 1{tk+1≥τi>tk}
= N
i
tk+1 − N
i
tk
and
(N
i
tk+1 − N
i
tk)
21{τi>tk} = N
i
tk+1 − N
i
tk
and
(N
i
tk+1 − N
i
tk)
21{τi≤tk} = 0
Finally, we obtain
E
n
(N
i
tk+1 − N
i
tk)
2|H
i
tk
o
=
E
n
Ni
tk+1 − Ni
tk|Ftk
o
P(τi > tk|Ftk)
1{τi>tk}
=
F i(tk+1) − F i(tk)
1 − F i(tk)
1{τi>tk}
In his thesis, Yan Zeng [79] obtains necessary and sufﬁcient conditions for
the cumulative density function F i to be absolutely continuous. His result gen-
eralizes the classical condition of Ethier and Kurtz [30].
74Theorem 27. (Zeng) Let A be an increasing (not necessarily adapted) and integrable
measurable process, with A0 = 0. Let e A be the compensator of A . Then d e A  dt if
and only if there exists an increasing and integrable measurable process D with with
A0 = 0, such that de D  dt and ∀t,h ≥ 0,
E {At+h − At|Ht} ≤ E {Dt+h − Dt|Ht}
For the rest of the chapter, we will assume that the condition of Theorem (27)
is satisfy for each compensator Ai. For each i, we call λi the Radon-Nikodym
derivative of the Ai with respect to Lebesgue measure. Therefore, we have the
following Hi compensator for Ni:
A
i
t =
Z t∧τi
0
λ
i
sds
We proved in Lemma (25) that we can assume that λi is F-adapted.
From Theorem (26), we have that
dF i(t)
1 − F i(t)
= λ
i
tdt,
or equivalently
dZ
i(t) = −λ
i
tZ
i
tdt
with
Z
i(t) = P(τ
i > t|Ft).
4.3 Loss Process
Deﬁne the following cumulative loss process
Λ
n
t =
1
n
n X
i=1
N
i
t
75We want to study the asymptotic behavior of loss processes and ﬁnd conditions
for modelling at the deal level. We need the two following processes:
X
n
t =
1
n
n X
i=1
(N
i
t −
Z t∧τi
0
λ
i
sds)
Y
n
t =
1
√
n
n X
i=1
(N
i
t −
Z t∧τi
0
λ
i
sds)
=
√
nX
n
t
We will ﬁrst prove that the process Xn converges to zero in L2. We will then
study the rate of convergence via a central limit theorem for Y n.
From now on, we will assume that the default times (τi)i>0 are F condition-
ally independent.
This is implies that for every sequence (i1 < ... < in) ∈ Nn, for all (t,u) ∈
R+ × R, we have
E
(
exp(iu
n X
k=1
N
ik
t )|Ft
)
=
n Y
k=1
E

exp(iuN
ik
t )|Ft
	
Remark 10. This assumption implies the hypothesis (H) which reads
(H) Every F-local martingale is an H-local martingale.
This can be written in any of the equivalent forms (see [9]):
Lemma 28. Assume that H = F ∨ G, where F is any ﬁltration and G is generated by
the process 1{τ≤t}. Then the following conditions are equivalent to the hypothesis (H):
• For any t,h ∈ R+, we have
P(τ ≤ t|Ft) = P(τ ≤ t|Ft+h)
76• For any t ∈ R+, we have
P(τ ≤ t|Ft) = P(τ ≤ t|F∞)
Let Zi
t = P(τi > t|Ft). We proved that the process Zi follows the following
stochastic differential equation:

 
 
dZi
t = −λi
tZi
tdt
Zi
0 = P(τi > 0|F0) = 1.
Therefore, we have an explicit solution for Zi:
Z
i
t = exp(−
Z t
0
λ
i
sds)
We can now prove our ﬁrst result.
Theorem 29. If, for all i ∈ N, λi ∈ L2(F), then for all t ∈ R+,
lim
n→∞E

(X
n
t )
2	
= 0
Proof. First remark that
E

A
i
t|Ft
	
= E
(Z t∧τi
0
λ
i
sds|Ft
)
=
Z t
0
λ
i
sE

1{τi>s}|Ft
	
ds.
We assumed (H-hypothesis) that
E

1{τi>s}|Ft
	
= E

1{τi>s}|Fs
	
,
and therefore we obtain
E

A
i
t|Ft
	
=
Z t
0
λ
i
sE

1{τi>s}|Fs
	
ds.
=
Z t
0
λ
i
sZ
i
sds
77Let Zi
t = P(τi > t|Ft). We proved previously that
Z
i
t = exp(−
Z t
0
λ
i
sds)
We obtain
E

A
i
t|Ft
	
=
Z t
0
λ
i
sE

1{τi>s}|Fs
	
ds
=
Z t
0
λ
i
sZ
i
sds
= −
Z t
0
dZ
i
s
= 1 − Z
i
t
= E

1 − 1{τi>t}|Ft
	
= E

N
i
t|Ft
	
Therefore
E

N
i
t − A
i
t|Ft
	
= 0
Compute now
E

(X
n
t )
2|Ft
	
=
1
n2
n X
i=1
E
(
(N
i
t −
Z t∧τi
0
λ
i
sds)
2|Ft
)
+
1
n2
X
i6=j
E
(
(N
i
t −
Z t∧τi
0
λ
i
sds)(N
j
t −
Z t∧τj
0
λ
j
sds)|Ft
)
However, τi and τj are F-conditionally independent and therefore we have
E

(X
n
t )
2|Ft
	
=
1
n
E
(
(N
1
t −
Z t∧τ1
0
λ
1
sds)
2|Ft
)
+
1
n2
X
i6=j
E
(
N
i
t −
Z t∧τi
0
λ
i
sds|Ft
)
E
(
N
j
t −
Z t∧τj
0
λ
j
sds|Ft
)
We proved that for all i ∈ N
E
(
N
i
t −
Z t∧τi
0
λ
i
sds|Ft
)
= 0
78For every i, λi is a positive process in L2. Therefore
E
(
(N
1
t −
Z t∧τ1
0
λ
1
sds)
2
)
≤ 2E

(N
1
t )
2	
+ 2E
(
(
Z t∧τ1
0
λ
1
sds)
2
)
≤ 2 + 2E

(
Z T
0
λ
1
sds)
2

≤ 2 + 2kλk2
We obtain
lim
n→∞E

(X
n
t )
2|Ft
	
= lim
n→∞
1
n
E
(
(N
1
t −
Z t∧τ1
0
λ
1
sds)
2|Ft
)
= 0
We can conclude that Xn
t converges to 0 conditionally in L2(F).
We will now study the rate of convergence of the process Xn. We want to
prove that the sequence (Y n
t )t≥0 converges weakly to a process (Yt)t≥0. Before
deﬁning what weak convergence means for stochastic processes, we have to
deﬁne the appropriate topology. Let us ﬁrst remark that (Y n
t )t≥0 is a sequence
of processes with c` adl` ag sample paths, therefore they are deﬁning a mapping
from (Ω,F) to D(R). We need a topology on D(R) that allow us to apply classi-
cal results and unfortunately the local uniform topology is not separable. The
Skorokhod topology is such that D(R) is a Polish space.
Provingconvergenceinthistopologyisusuallydoneinatwostepprocedure
initiated by Prokhorov:
(a) Prove that the sequence (Yn)n>0 is tight
(b) Prove that the distribution of (Yt)t≥0 is the only possible limit for the dis-
tribution of the sequence (Y n
t )t≥0.
79The ﬁrst point is usually hard to deal with. However, we have the following
Proposition 30. A sequence (αn)n>0 converges to a continuous function α for the Sko-
rokhod topology if and only if it converges to α for the local uniform topology. Moreover,
if the limit points of the distribution of the sequence (αn)n>0 are the laws of a continuous
process, the sequence (Xn)n>0 is tight.
In order to prove (b) we can use the following lemma
Lemma 31. If two c` adl` ag processes X and Y have the same ﬁnite dimensional distri-
butions on a dense subset of R+, then they have same distribution.
We need to show that there exists a process (Yt)t≥0 such that
lim
n→∞E
n
e
iu1Y n
t1e
iu2Y n
t2...e
iukY n
tk|F∞
o
= E

e
iu1Yt1e
iu2Yt2...e
iukYtk|F∞
	
for all k ∈ N, (u1,u2,...,uk) ∈ R
k, (t1,t2,...,tk) ∈ R
k
+ st t1 < t2 < ... < tk
Remark that conditionally on F∞, (Y n
t )t≥0 is a process with independent in-
crements. Therefore (see Jacod and Shiryaev [46]), we need to show only that
E

e
iuY n
t |F∞
	
−→ E

e
iuYt|F∞
	
for all u ∈ R, t ∈ R+.
We can now state our result
Proposition 32. If 1
n
Pn
i=1 e−
R t
0 λi
sds has a limit for all t ∈ R+, then, the sequence
(Y n)n>0 converges weakly to a time-changed Brownian motion.
80Proof. First compute the following conditional characteristic function
E
(
expiu(1{τi≤t} −
Z t∧τi
0
λ
i
sds)|F∞
)
= E
(
expiu(1{τi≤t} −
Z t∧τi
0
λ
i
sds)|Ft
)
= E
(
expiu(1{τi≤t} −
Z t∧τi
0
λ
i
sds)1{τ≤t}|Ft
)
+ E
(
expiu(1{τi≤t} −
Z t∧τi
0
λ
i
sds)1{τi>t}|Ft
)
= E
(
expiu(1 −
Z τi
0
λ
i
sds)1{τi≤t}|Ft
)
+ E

exp(−iu
Z t
0
λ
i
sds)1{τi>t}|Ft

= E
(
expiu(1 −
Z τi
0
λ
i
sds)1{τi≤t}|Ft
)
+ E

1{τi>t}|Ft
	
exp(−iu
Z t
0
λ
i
sds)
However, we assumed that τi has a conditional cumulative density function
that is absolutely continuous with respect to the Lebesgue measure and there-
fore
P
 
τ
i > t|Ft

= exp
Z t
0
λ
i
sds

We obtain
E
(
expiu(1{τi≤t} −
Z t∧τi
0
λ
i
sds)|F∞
)
=
Z ∞
0
expiu(1 −
Z x
0
λ
i
sds)1{x<t}

λ
i
x exp−
Z x
0
λ
i
sds

dx
+ exp(−
Z t
0
λ
i
sds) exp(−iu
Z t
0
λ
i
sds)
= e
iu
Z t
0
λ
i
x exp

−(1 + iu)
Z x
0
λ
i
sds

dx + exp

−(1 + iu)
Z t
0
λ
i
sds

= e
iu 1
1 + iu

1 − exp−(1 + iu)
Z t
0
λ
i
sds

+ exp

−(1 + iu)
Z t
0
λ
i
sds

Deﬁne
Gt(u) = E
(
expiu(1{τi<t} −
Z t∧τi
0
λ
i
sds)|Ft
)
81If we do a Taylor expansion in u, we obtain the following
Gt(u) = e
iu 1
1 + iu

1 − e
−(1+iu)
R t
0 λi
sds

+ e
−(1+iu)
R t
0 λi
sds
= (1 + iu −
1
2
u
2)(1 − iu −
1
2
u
2)

1 − e
−
R t
0 λi
sds

+ e
−
R t
0 λi
sds + o(u
2)
= (1 − u
2)

1 − e
−
R t
0 λi
sds

+ e
−
R t
0 λi
sds + o(u
2)
= 1 − u
2

1 − e
−
R t
0 λi
sds

+ o(u
2).
The characteristic function of Y n
t is now
E

e
iuY n
t |F∞
	
= E
(
expiu
1
√
n
n X
i=1
 
1{τi≤t} −
Z t∧τi
0
λ
i
sds
!
|Ft
)
=
n Y
i=1
E
(
expi
u
√
n
 
1{τi≤t} −
Z t∧τi
0
λ
i
sds
!
|Ft
)
=
n Y
i=1
G(
u
√
n
)
=
n Y
i=1

1 −
u2
n

1 − e
−
R t
0 λi
sds

+ o(
1
n
)

= exp
n X
i=1
log

1 −
u2
n

1 − e
−
R t
0 λi
sds

+ o(
1
n
)

= exp−
u2
n
n X
i=1

1 − e
−
R t
0 λi
sds

+ o(1)
= exp−u
2
 
1 −
1
n
n X
i=1
e
−
R t
0 λi
sds
!
+ o(1).
We can conclude that if the following limit exist for all t
h(t) = lim
n→∞
1
n
n X
i=1
e
−
R t
0 λi
sds,
then
lim
n→∞E

e
iuY n
t |F∞
	
= exp−u
2 (1 − h(t)).
82The process h is decreasing. Indeed, the intensities λi are positive and there-
fore the function
t 7→ e
−
R t
0 λi
sds
is decreasing.
t 7→ 1 − h(t) is now an increasing function and therefore
Y
n
t ,→ B1−h(t)
(i.e., Y n converges weakly to a time changed Brownian motion).
4.4 Forward Default Rates
A zero-coupon bond with maturity T is a contract that guaranties its owner the
payment of one dollar at time T. We will denote its price at time t ∈ [0,T] by
B(t,T). Let us assume that we have in our market zero-coupon bonds for all
maturities in [0,T]. The forward interest rate process (f(t,T))t∈[0,T] is deﬁned by
f(t,T) = −
∂ logB(t,T)
∂T
,
when the derivative exists (for example, if T 7→ f(t,T) is continuous for all t in
R+). The short interest rate is deﬁned by
rt = f(t,t).
Moreover, we will assume that we have a family of local volatilities
(Γ(t,T))t∈[0,T] for the zero-coupon bonds such that

 
 
dB(t,T) = B(t,T)(rt + Γ(t,T)dWt)
B(T,T) = 1
(4.1)
83Assumption 1. The volatility function is continuous, uniformly bounded, differen-
tiable with respect to the maturity T and has a uniformly bounded derivative.
Deﬁne the volatility derivative by
∂Γ(t,T)
∂T
= γ(t,T)
Remark 11. Assumption (1) also implies the existence of the forward rate in (4.1).
By constructing a model with no arbitrage, Heath, Jarrow and Morton [42]
obtain the following equations for the forward rates

 
 
df(t,T) = γ(t,T)Γ(t,T)dt − γ(t,T)dWt
f(t,t) = rt.
(4.2)
We will now ﬁnd similar conditions for a defaultable claim. A defaultable zero-
coupon bonds has a payoff of 1{τi>T} at time T. The price at time t of this bond
is given by B
i
(t,T)1{τi>t}. B
i
(t,T) is the price of a defaultable zero-coupon
bond at time t assuming that the bond hasn’t default yet. Therefore B
i
(t,T) is
positive. On the set {τi > t}, B
i
(t,T) doesn’t need to be deﬁned. We can now
deﬁne the defaultable forward rate process (f
i
(t,T))t∈[0,T] by
f
i
(t,T) = −
∂ logB
i
(t,T)
∂T
.
when the derivative exists (for example, if T 7→ f
i
(t,T) is continuous for all t in
R+). We obtain equivalently
B
i
(t,T) = e
−
R T
t f
i
(t,s)ds
Moreover, assume that we have a family of local volatilities (V i(t,T))t∈[0,T] for
84the defaultable zero-coupon bonds such that

 
 
dB
i
(t,T) = B
i
(t,T)
 
µi
t + V i(t,T)dWt

B
i
(T,T) = 1.
(4.3)
Assumption 2. The volatility function is continuous, uniformly bounded, differen-
tiable with respect to the maturity T and has a uniformly bounded derivative.
Proposition 33. The value at time t of the defaultable zero-coupon bond with payoff
1{τi>T} at time T is given by 1{τi>T}B
i
(t,T) with
B
i
(t,T) =
B
i(0,T)
B
i(0,t) exp

−1
2
R t
0(|V i(s,T)|2 − |V i(s,t)|2)ds
+
R t
0(V i(s,T) − V i(s,t))dWs

.
(4.4)
Proof. The solution of Equation (4.3) is given by
B
i
(t,T) = B
i
(0,T)exp

−
R t
0(µi
s)ds − 1
2
R t
0 |V i(s,T)|2ds
+
R t
0 V i(s,T)dWs

.
(4.5)
We can now evaluate Equation (4.5) at time T = t. We obtain
B
i
(t,t) = B
i
(0,t)exp

−
R t
0(µi
s)ds − 1
2
R t
0 |V i(s,t)|2ds
+
R t
0 V i(s,t)dWs

.
(4.6)
We know that B
i
(t,t) = 1. We conclude by observing that Equation (4.4) is the
quotient of Equation (4.5) and Equation (4.6).
Remark 12. From Equation (4.4) and today’s curve of defaultable prices

B
i
(0,t)

t∈[0,T]
, we can compute the value of a defaultable bond at any time t in [0,T]
on the event 1{τi>t} (i.e., assuming that the bond hasn’t defaulted yet).
Deﬁne the volatility derivative by
∂V i(t,T)
∂T
= σ
i(t,T)
85Proposition 34. The forward default rates are the solution of the following SDE

 
 
df
i
(t,T) = σi(t,T)V i(t,T)dt − σi(t,T)dWt
f
i
(t,t) = rt + λi
t.
(4.7)
Proof. The solution of Equation (4.3) is given by
B
i
(t,T) = B
i
(0,T)exp

−
R t
0(µi
s)ds − 1
2
R t
0 |V i(s,T)|2ds
+
R t
0 V i(s,T)dWs

We can now compute the forward default rate
f
i
(t,T) = −
∂
∂T
logB
i
(t,T)
= −
∂
∂T
logB
i
(0,T) −
∂
∂T

−
Z t
0
(µ
i
s)ds −
1
2
Z t
0
|V
i(s,T)|
2ds
+
Z t
0
V
i(s,T)dWs

= f
i
(0,T) +
Z t
0
∂V i(s,T)
∂T
V
i(s,T)ds −
Z t
0
∂V i(s,T)
∂T
dWs
We obtain
f
i
(t,T) = f
i
(0,T) +
Z t
0
σ
i(s,T)V
i(s,T)ds −
Z t
0
σ
i(s,T)dWs
We want now to prove that f
i
(t,t) = rt + λi
t. However, we can compute µi
from B
i
.
Accordingtoarbitragepricingtheory, thepriceattimetofacontingentclaim
with payoff 1{τi>T} at time T is given by
E
n
1{τi>T}e
−
R T
t rsds|Ht
o
.
86We proved earlier that we obtain
E
n
1{τi>T}e
−
R T
t rsds|Ht
o
= 1{τi>t}E
n
e
−
R T
t (rs+λi
s)ds|Ft
o
.
We can deduce that
B
i
(t,T) = E
n
e
−
R T
t (rs+λi
s)ds|Ft
o
(4.8)
on the set {τi > t}.
By deﬁnition of the forward default rate, we have that
f
i
(t,t) = lim
T→t
−
∂ logB
i
(t,T)
∂T
.
From Equation (4.8), we obtain
−
∂ logB
i
(t,T)
∂T
=
E
n
(rT + λi
T)e−
R T
t (rs+λi
s)ds|Ft
o
E
n
e−
R T
t (rs+λi
s)ds|Ft
o .
We know that r and λi are uniformly bounded and therefore
lim
T→t
e
−
R T
t (rs+λi
s)ds = 1.
Moreover, r and λi are F-adapted and therefore
lim
T→t
−
∂ logB
i
(t,T)
∂T
= lim
T→t
E
n
(rT + λi
T)e−
R T
t (rs+λi
s)ds|Ft
o
E
n
e−
R T
t (rs+λi
s)ds|Ft
o
= E

(rt + λ
i
t)|Ft
	
= rt + λ
i
t
87Deﬁne the discounted loss process
L
n(t,T) = E
(
1
n
n X
i=1
1{τi≤T}e
−
R T
t rsds|Ft
)
and the discounted survival process
S
n(t,T) = = E
(
1
n
n X
i=1
1{τi>T}e
−
R T
t rsds|Ft
)
We proved that
S
n(t,T) = =
1
n
n X
i=1
1{τi>t}E
n
e
−
R T
t rsdse
−
R T
t λi
sds|Ft
o
= =
1
n
n X
i=1
1{τi>t}e
−
R T
t f
i
(t,s)ds
We have the following convergence result
Proposition 35. If λi is in L2 for each i ∈ N, then
S
n(t,T) −
1
n
n X
i=1
e
−
R t
0 λidse
−
R T
t f
i
(t,s)ds
converges to zero in L2
88Proof. First compute
E



 
S
n(t,T) −
1
n
n X
i=1
e
−
R t
0 λidse
−
R T
t f
i
(t,s)ds
!2
|Ft



=
1
n2
n X
i=1
E

1{τi>T} − e
−
R t
0 λidse
−
R T
t f
i
(t,s)ds
2
|Ft

+
X
i6=j
E
n
1{τi>T} − e
−
R t
0 λidse
−
R T
t f
i
(t,s)ds


1{τi>T} − e
−
R t
0 λjdse
−
R T
t f
j
(t,s)ds

|Ft
o
=
1
n2
n X
i=1
E

1{τi>T} − e
−
R t
0 λidse
−
R T
t f
i
(t,s)ds
2
|Ft

+
X
i6=j
E
n
1{τi>T} − e
−
R t
0 λidse
−
R T
t f
i
(t,s)ds

|Ft
o
E
n
1{τi>T} − e
−
R t
0 λjdse
−
R T
t f
j
(t,s)ds

|Ft
o
We assumed that the λi are in L2 and therefore
E

1{τi>T} − e
−
R t
0 λidse
−
R T
t f
i
(t,s)ds
2
|Ft

is bounded and
E
n
1{τi>T} − e
−
R t
0 λjdse
−
R T
t f
j
(t,s)ds

|Ft
o
= E
n
E
n
1{τi>T} − e
−
R t
0 λjdse
−
R T
t f
j
(t,s)ds

|Ht
o
|Ft
o
= E
n
1{τi>t}E
n
e
−
R T
t λi
sds|Ht
o
− e
−
R t
0 λjdse
−
R T
t f
j
(t,s)ds|Ft
o
= E
n
1{τi>t}E
n
e
−
R T
t λi
sds|Ft
o
− e
−
R t
0 λjdse
−
R T
t f
j
(t,s)ds|Ft
o
= E
n
e
−
R t
0 λjdse
−
R T
t f
j
(t,s)ds − e
−
R t
0 λjdse
−
R T
t f
j
(t,s)ds|Ft
o
= 0.
We used that
E
n
1{τi>t} − e
−
R t
0 λjds|Ft
o
= 0
89and
E
n
e
−
R T
t λi
sds|Ft
o
= e
−
R T
t f
j
(t,s)ds.
4.5 The Asymptotic Model
The pool of mortgages is divided into K buckets or homogeneous sub-pools of
mortgages of size nk. The mortgages are sorted according to their FICO scores,
DTI and LTV. We can therefore assume that for each k, 0 ≤ k ≤ K, each mort-
gage in the sub-pool k has the same probability of default (respectively the same
probability of prepayment).
Deﬁne by τi,k the default time of mortgage i in pool k.
Assumption 3. For each k, 0 ≤ f ≤ K, the default times (τi,k)i>0 are identically
distributed or equivalently
P(τ
i,k > t|Ft) = e
−
R t
0 λk
sds, 0 ≤ k ≤ K,0 ≤ i ≤ nk.
This assumption is consistent with the way we are building our portfolio
and implies that the default rates in pool k do not depend on i anymore. We
obtain
B
i,k
(t,T) = E
n
e
−
R T
t (rs+λ
i,k
s )ds|Ft
o
= E
n
e
−
R T
t (rs+λk
s)ds|Ft
o
90and therefore
f
i,k
(t,T) = −
∂ logB
i,k
(t,T)
∂T
= −
∂ logB
k
(t,T)
∂T
= f
k
(t,T).
We have the following corollary for Theorem (29)
Corollary 1. If λk ∈ L2(F), then for all t ∈ R+,
lim
nk→∞
1
nk
nk X
i=1
N
i,k
t = 1 − exp(−
Z t
0
λ
k
sds)
where the convergence is in L2.
Proof. Remark that
E
(
1
nk
nk X
i=1
Z t∧τi,k
0
λ
i,k
s |Ft
)
= E
Z t
0
λ
k
se
−
R t
0 λk
sds|Ft

= 1 − exp(−
Z t
0
λ
k
sds)
Another important result concerns the pricing of Put options on the cumu-
lative loss process. Indeed, our objective is to price CDOs of subprime ABS and
we proved in the previous chapter that we can reduce this problem to pricing
Put spreads on the cumulative loss process (see Equation (3.1)).
Corollary 2. If λk is in L2(F), then for all t ∈ R+,
lim
nk→∞ E
( 
K −
1
nk
nk X
i=1
N
i,k
t
!
+
e
−
R T
t rsds
   

Ht
)
= E

K − 1 + exp

−
Z t
0
λ
k
sds

+
e
−
R T
t rsds
  
Ft

91where the convergence is conditional in L2.
Proof. For x,y,K ∈ R, we have the following
(K − x)+ − (K − y)+ = (K − y + y − x)+ − (K − y)+
= (K − y + y − x)1{K>x} − (K − y)1{K>y}
= (K − y)(1{K>x} − 1{K>y}) + (y − x)1{K>x}
= (K − y)1{K∈[x,y]} + (y − x)1{K>x}
Using this result, we obtain
(K − Λ
nk
T )+ − (K − ΛT)+ = (K − ΛT)1{K∈[min(ΛT,Λ
nk
T ),max(ΛT,Λ
nk
T )]}
+(ΛT − Λ
nk
T )1{K>Λ
nk
T }
where
Λ
nk
T =
1
nk
nk X
i=1
N
i,k
t
and
ΛT = 1 − exp

−
Z t
0
λ
k
sds

.
We can now take the expectation. We obtain
E {(K − Λ
nk
T )+ − (K − ΛT)+|Ht}
= E

(K − ΛT)1{K∈[min(ΛT,Λ
nk
T ),max(ΛT,Λ
nk
T )]}|Ht

+E {ΛT − Λ
nk
T |Ht}
We proved that Λ
nk
T converge to ΛT in L2. Therefore:
1{K∈[min(ΛT,Λ
nk
T ),max(ΛT,Λ
nk
T )]} −→ 0 in L
2
92and
E {ΛT − Λ
nk
T |Ht} −→ 0 in L
2
However, Λt is F-adapted. Therefore we have
E{(K − ΛT)+|Ht} = E{(K − ΛT)+|Ft}
Remark 13. The same results can be obtained for prepayment rates.
In this chapter, we gave a condition on the underlying mortgages default
rates that allow us to directly compute the loss distribution term structure of
the portfolio. Then, we built a tractable model for pricing Put options on the
cumulative loss process.
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