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ABSTRACT
Parkinsonism refers to Parkinsons disease (PD) and Atyp-
ical parkinsonian syndromes (APS). Speech disorder is a
common and early symptom in Parkinsonism which makes
speech analysis a very important research area for the purpose
of early diagnosis. Most of research have however focused
on discrimination between PD and healthy controls. Such
research does not take into account the fact that PD and APS
syndromes are very similar in early disease stages. The main
problem that has to be addressed first is then differential diag-
nosis: discrimination between PD and APS and within APS.
This paper is a continuation of an earlier pioneer work in
differential diagnosis where we mostly address the machine
learning problem due to the small amount of training data.
We show that classical linear and generalized linear models
can provide interpretable and robust classifiers in term of
accuracy and generalization ability.
Index Terms— Pathological speech processing, Acoustic
analysis, Machine learning, Speech disorder, Parkinsonism
1. INTRODUCTION
Parkinsons disease (PD) is a neurological disorder caused
by the degeneration of dopaminergic neurons, leading to
clinical features characterized by bradykinesia, rigidity, rest-
ing tremor and postural instability. Atypical parkinsonian
syndromes (APS) such as progressive supranuclear palsy
(PSP) and multiple system atrophy (MSA) differ from PD
by more widespread neuronal involvement, resulting in ad-
ditional clinical signs, more rapid disease progression and
poor response to dopamine replacement therapy [1]. The
majority of PSP and MSA patients develop clinical features
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that overlap those of PD and thus the correct diagnosis can
be very challenging in early stages of the disease. However,
an accurate early diagnosis is essential not only in assessing
prognosis and making decisions regarding treatment, but also
for understanding the underlying pathophysiology and for the
development of new therapies [2].
Speech disorder is frequently an early and prominent clin-
ical feature of PD as well as APS. During the last decades,
there has been a increasing interest in PD speech and voice
analysis [3]. The large majority of research have however
focused on discriminating between PD and healthy controls
with the motivation to use speech assessment as a supporting
method for early PD diagnosis. While this can have an in-
terest from a fundamental perspective, it has a limited impact
from the clinical point of view. Indeed, early diagnosis of PD
cannot be claimed (as often done) because APS dysarthria is
not taken into account. Moreover, most of the time the clin-
ical diagnosis even neglects the possibility of an APS. The
resulting speech dataset can thus be noisy in the sense that
patients considered as PD may be actually APS. Such stud-
ies may claim at best methods/features which can be useful in
diagnosis of Parkinsonism (which groups PD and APS).
Very few attempts have been done in differential diagnosis
between PD and APS or within APS [4, 5, 6]. A pioneer work
has been carried out recently in discriminating between PD
and APS and between MSA and PSP [7]. The basic conclu-
sion is that PD speakers manifest pure hypokinetic dysarthria,
ataxic components are more affected in MSA whilst PSP sub-
jects demonstrate severe deficits in hypokinetic and spastic
elements of dysarthria. Using an SVM with a Gaussian radial
basis kernel (RBF) and exhaustive search across (the chosen)
acoustic features, an objective discrimination between APS
and PD with 95% accuracy and between PSP and MSA with
75% accuracy has been reported.
The research we present in this paper is a continuation
of that work, essentially from the machine learning perspec-
tive. We focus on discrimination between MSA and PSP as
it represents a more challenging problem since the dysarthria
in PD is not mixed and less severe compared to APS [8]. Our
primary concern is the classification methodology to adopt
in this kind of setting. Indeed, given the small amount of
training data, the SVM-RBF classifiers yielding the 95% and
75% in [7] may not be reliable because of data over-fitting.
We emphasize that classification performance was not the
main purpose of [7], but rather a way to seek disease-specific
dysarthric signs. The problem of small amount of training
data is not specific to the study [7] but to any study in this
area. APS are indeed rare diseases, the number of recruited
patients will be always relatively low compared to the dimen-
sion of the acoustic spaces generally considered. The curse
of dimensionality is thus a persistent problem in this frame-
work. A question then raises: How to build (a class of) robust
classifiers in term of accuracy and generalization ability in
the framework of Parkinsonism’ differential diagnosis ? We
show in this paper that standard linear and generalized linear
models can lead to such robust classifiers. Moreover, we
show that these models provide good insights on multivariate




From 2011 to 2014, 12 consecutive patients with the clin-
ical diagnosis of probable PSP (10 men, 2 women) and
13 patients with the diagnosis of probable MSA (6 men, 7
women) were recruited. In this series, 9 PSP patients were
diagnosed with the Richardsons syndrome (PSP-RS), 2 with
PSP-parkinsonism (PSP-P) and 1 with PSP-pure akinesia
with gait freezing (PAGF), whereas 10 MSA patients were
diagnosed as the parkinsonian type (MSA-P) and 3 as cere-
bellar type (MSA-C). The diagnosis of PSP was established
by the NINDS-PSP clinical diagnosis criteria [9], MSA ac-
cording to consensus diagnostic criteria for MSA [10]. For a
detailed description of the patients we refer to [7].
2.2. Speech recordings
Speech recordings were performed in a quiet room with a low
ambient noise level using a head-mounted condenser micro-
phone (Bayerdynamic Opus 55, Heilbronn, Germany) situ-
ated approximately 5 cm from the mouth of each subject.
Speech signals were sampled at 48 kHz with 16-bit resolu-
tion. Each participant was instructed to perform sustained
phonation of the vowel /a/ per one breath as long and steadily
as possible, fast /pa/-/ta/-/ka/ syllable repetition at least seven
times per one breath and a monologue on a given topic for
approximately 90 s. All participants performed the sustained
phonation and syllable repetition tasks twice.
3. ACOUSTIC FEATURES
In [7], several acoustic feature have been computed using ear-
lier work [11][12][13]. We refer to [14] for the detailed de-
scription. In order to allow easy future comparisons or re-
production, we consider in the paper only a set of 13 features
that can be computed with existing and established scripts. In
[7], the features were categorized in 3 ”symptomatic” groups.
Here we adopt a ”phonetic” point of view and group the fea-
ture in 3 groups depending on speech style: Voicing, Artic-
ulation and Prosodic features. The latter are computed using
Python scripts and the others using Praat [15] scripts.
3.1. Voicing features
The voice features (Vf) are computed using the sustained
phonation data. To minimize the effect of individual differ-
ences between subjects in pitch, the fundamental frequency
(F0) sequences were converted into logarithmic tonal scale
(semitones). The Vf we consider are:
• The traditional harsh voice parameters: Jitter, Shimmer
and HNR.
• The degree of voicelessness (DUV). DUV represents
the fraction of pitch frames marked as unvoiced.
• The excess of pitch fluctuation measured as the stan-
dard deviation of voice pitch (F0 SD).
• Vocal tremor which describes low-frequency mod-
ulation of the vocal fold vibration. Vocal tremor
is measured as the frequency tremor intensity in-
dex (FTRI) defined as the intensity/magnitude of
the strongest low-frequency modulation of F0 [16].
We compute FTRI using the Praat script available at
www.brykl.de/tremor pres.praat.
3.2. Articulation features
The articulation features (Af) are computed using the syllable
repetition data. The features we consider are derived from Di-
adochokinetic (DDK) syllable rates, also known as alternating
motion rates (AMR), computed as the number of syllables per
second. The latter is used to evaluate subjects ability to per-
form quick movements of articulators. To compute AMR fea-
tures, syllable positions are computed using the Praat script
available at sites.google.com/site/speechrate/Home/praat-
script-syllable-nuclei-v2. The Af we consider are:
• Slow AMR measured as the DDK rate of the first seven
repetitions of the /pa/-/ta/-/ka/ syllables.
• Rapid AMR measured as the ratio of DDK rate between
the first and second half of the /pa/-ta/-/ka/ utterance.
• Irregular AMR measured as the standard deviation of
distances between consecutive positions of syllables in
the first seven repetitions of /pa/-/ta/-/ka/.
3.3. Prosodic features
The prosodic features (Pf) are computed using the monologue
data. 3 of the 4 features we consider require silence detection.
We use the pydub library of Python for this detection. The
function detect silence yields the positions and lengths of si-
lences. ”Pauses” are defined as silences which last more than
60ms. The Pf we consider are:
• Monopitch measured as the standard deviation of F0 on
the whole monologue.
• The number of pauses measured as the average number
of pauses per second.
• The percentage of pause time (PPT) measured as the
percentage of pause time relative to total speech time.
• The intraword pause ratio measured as the ratio be-
tween the total pause time within polysllabic words and
the total pause time [5][6]. We define the polysllabic
words’ pauses as silences between 10ms and 120ms.
This feature was not used in [7]. We add it here because
it has been reported in [5][6] that it might convey dis-
criminative information in classification between con-
trols and both PSA and MSA.
4. MACHINE LEARNING METHODOLOGY
In all experiments, we use Leave-One-Speaker-Out (LOSO)
training. Given the nature of our data, LOSO is indeed the
most appropriate method. We always use a linear SVM with
C = 1 for classification in order to have a clear understanding
of the data behavior.
4.1. Descriptive linear analysis
In our setting, only 12 PSP and 13 MSA patients are avail-
able. Thus, typically only a 1-dimensional feature space may
provide acceptable statistics. We thus need to project our
13-dimensional feature vector to obtain a scalar describing
the speech of each patient. Obviously the first and easiest
method which comes to mind to perform such dimension
reduction is linear projection using Factorial Discriminant
Analysis (FDA) (also know as descriptive LDA) [17].
Fig. 1 shows FDA projection of all data features. The re-
sult is quite interesting in the sense that FDA seems to yield
a good separation between the 2 classes (using all data). This
can be seen as a first encouraging sign about the utility of lin-
ear projection. However, when performing a 1D-SVM classi-
fication with LOSO, the accuracy score is (only) 72%. This
suggests that this procedure does not yield a satisfactory gen-
eralization ability. A possible explanation of this behavior
is the disparity of the input data, though they were centered
and normalized to unit variance. Indeed, FDA assumes equal
class-covariance which may be a strong hypothesis in this
case. Another possible explanation is the (non)uniformity of
noise. For instance Vf, which are all derived from F0, may not
have the same noise level as Af/Pf features. It is then worth
to take a closer look to the univariate variability of features,
in an unsupervised manner.
An easy and classical way to do so is Principal Compo-
nent Analysis (PCA). Fig. 2 displays the loading vectors of
2-components PCA. This result shows that Vf and Monopitch
convey most of (first order) data variability. It also shows that
these features are orthogonal/uncorrelated with the remain-
ing features and that PPT convey neutral information. This
orthogonality is actually consistent with the acoustic inter-
pretation of features. We can indeed fairly expect that voic-
ing convey complementary information w.r.t. articulation or
prosody. This can be seen as a second encouraging sign about
the utility linear projection. It is interesting to note that while
Monopitch is a prosodic feature it is however derived from
F0, like all Vf. It seems thus that all F0-related features can
be grouped in the same category. By convention, from now
on we consider that ”voicing features” include Monopitch.
We also exclude PPT in the remaining experiments and refer
by APf the group of Af and Pf.
Fig. 1. FDA projection of all acoustic features
4.2. FDA and Logistic regression
Given the observations of the previous subsection, we (natu-
rally) proceed now to apply FDA separately on Vf and APf.
Fig. 3(a) shows the projection of features, where the x-axis
and y-axis represent Vf and APf, respectively. The black line
represents the frontier obtained by linear SVM classification,
using all data for training. Note that 2D-SVM classification
makes sense here because the input space is filled with an ac-
ceptable number of data and because SVM cares only about
class-frontiers and not data density. It can be seen that most of
data are well (linearly) separated with a good margin. LOSO
classification yields however the same score as with 1D FDA,
72%. This may be due to the fact that PSP variance is higher
than MSA on the Vf axis and is lower on the APf axis. This
implies that separate projection may induce some variance
bias.
Fig. 2. 1st and 2nd PCA loading vectors using all data
FDA projection yields a new 1-dimensional variable. We
can thus use any univariate classifier with this new variable
to try to improve classification performance. A popular way
to do so is to apply univariate Logistic Regression (LR) on
the top of FDA (multivariate LR on the initial feature vec-
tors does not make sense because of the curse of dimension-
ality). Besides the well known advantages of LR, it can also
act here as a nonlinear normalization which may reduce the
variance bias. We recall that LR belongs to the class of gener-
alized linear models as it computes nonlinear (logistic) map-
ping of features but it learns a linear projection of features.
Fig. 3(b) shows the LR projection of FDA features. LR
seems to ”push” PSP (resp. MSA) data more to the left (resp.
right) side of the input space. The black line again repre-
sents the frontier obtained by linear SVM classification, using
all data for training. Most of data are now better separated
than with FDA alone and with a higher margin. This sug-
gests that the generalization ability might be stronger when
applying FDA then normalizing with LR. LOSO classifica-
tion confirms this expectation as the accuracy reaches now a
score of 80%. Moreover, all the misclassified patients are PSP
which means that a patient classified as PSP is very likely to
be PSP. This suggests that our methodology can be reliable
when the decision is PSP. 80% is of course a ”good” score
that can be acceptable in clinical practice (if confirmed by ad-
ditional studies). The most important message however is not
this score but rather the fact it is obtained using a rigorous and
easy methodology that can be readily applied in the frame-
work of Parkinsonism’ differential diagnosis. Moreover, this
methodology allows easy interpretation of feature contribu-
tion and behavior which can be very useful in clinical as-
sessment. The other important message is that the acoustic
features we considered seem to convey discriminative infor-
mation, at least in classification between PSP and MSA.
(a) 2-dimensional FDA
(b) 2-dimensional FDA followed by LR
Fig. 3. 2-dimensional projection of acoustic features
5. CONCLUSION
We presented a machine learning methodology to handle the
problem of small amount of training data in differential di-
agnosis between PSP and MSA. We showed that FDA and
LR can lead to robust classifiers in term of accuracy and gen-
eralization ability. Moreover, our methodology allows easy
interpretation of feature contribution and behavior which can
be very useful in clinical assessment. While the results we
obtained are very encouraging and promising, we emphasize
however that no final conclusion can be drawn at this stage.
These results need indeed to be confirmed by additional data
and studies. This is the purpose of our ongoing research. We
are actually in the process of collecting a (relatively) large
speech corpus of French PD and APS patients (in the frame-
work of a large pilot study involving top French university
hospitals in the field of Parkinsonism).
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