A large number of algorithms have been proposed to retrieve and analyze texture images. While much effort has been made to find algorithms applicable to all textures for superior retrieval performance, less work has been done to adaptively integrate various texture retrieval and analysis algorithms. As no individual texture retrieval algorithm is suited for every texture category, a hybrid scheme would outperform any individual method In this paper, an adaptive retrieval scheme (ARS) for texture image indexing is proposed to dynamically adapt Merent transforms to different texture patterns for better retrieval performance. The experiments on the Brodatz texture database show that ARS significantly outperforms any individual transform.
INTRODUCTION
Texture analysis is a challenging task. There is a large need to classify images based on textural features in various fields like scene analysis, medical images analysis, etc. Multiple texture analysis systems were proposed over the years ([61, [7] , [SI) using filtering and statistical methods as the main techniques. Algorithms using multiresolution wavelet transforms achieve consistently good performance and rank among the best ( [2] , [4] , [3] ).
While much effort has been made to find algorithms applicable to all textures to achieve superior retrieval accuracy, less work has been done to combine different texture analysis methods in an efficient way. As stated in [5] , humans tend to use different types of information rather than just a single method when recognizing patterns. Therefore, to match human performance, a hybrid texture analysis system is expected to integrate effectively and efficiently various alMa et al. ( [l] ) designed a texture retrieval system that adaptively selects the filters based on their discriminative power for a given texture pattern, however, they limit the filter selection within the Gabor filter bank. The experiments in [4] and [6] have shown that some other wavelets perform better than the Gabor filter bank on some textures; there is no reason to exclude all the other wavelets from the retrieval scheme.
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In this paper, we present such an Adaptive Retrieval Scheme (ARS) to dynamically select some "optimal" wavelet from a large wavelet set for feature computation depending on the query texture pattern. Although at the moment the algorithm selection is limited to a small set of wavelets, the system can be easily extended to all transforms available. This paper is organized as follows. Section 2 describes the texture feature extraction process based on transforms.
Section 3 presents the architecture of ARS and details the training and query processes. Experimental results are shown and analyzed in Section 4. Section 5 presents the conclusions.
TRANSFORM FEATURES
We consider a total of 16 transforms (see Table 1 ). The Gabor filter bank consists of a total of 30 Gabor filters covering 5 scales and six orientations. 
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Feature Extraction in Transform Domain
For the group of 16 transforms we generate three types of features: DCT feature, Wavelet feature, and Gabor feature. The DCT feature comes from the upper-left 3x3 matrix in the DCT transform array. The Wavelet feature consists of mean absolute values and variances of 7 subbands resulting from 2-level wavelet decomposition. The dissimilarity between two feature vectors X and Y from the same transform is measured by the Manhattan distance.
THE ADAPTIVE RETRIEVAL SCHEME (ARS)
Compared with the traditional Direct Retrieval Scheme (DRS), ARS requires a training process besides the query process.
The information from the training process is used to compute the "optimal" transform for a query pattern. The ARS architecture is shown in Figure 2 . 
Training Process
The purpose of the training process is to get the retrieval performance of each transform on each texture category. All transforms are ranked by their average retrieval accuracy on the training image database (T-IDb). The ranking information is stored in a category-wavelet database r.
The retrieval accuracy is measured by recall 7, which is the ratio of the number of relevant images retrieved to the total number of relevant images.
A structure T = {w, y} is used to describe the set-up of the retrieval accuracy y of a particular transform w on a texture category. Then, given S texture categories in T-IDb and N transforms, I ' can be expressed as: r = {Ti' 11 5 i 5 S, 1 5 j
Optimal Transform Computation
Given a query icon x, the query process first performs the Gabor wavelet transform on it, then queries T-FDb to find the top 10 most similar images. Optimal transform is determined by weighted majority voting based on the top ten entries retrieved. 
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Finally, based on features computed by the optimal transform Btrala, the testing (query) image database (9-IDb) is indexed by the given icon x.
EXPERIMENTAL RESULTS
The Brodatz texture image database consists of 112 texture categories, each category being represented by 20 grayscale images. For every category, we randomly take 10 images for training and the remaining 10 for testing. In this way, we build a training database T-IDb and a query database Q-IDb, both containing 1120 images.
Training Results
The training result I? contains the ranking of transforms for each texture category (Table 2 shows this ranking for some texture images).
From r we can compute how many times a certain transform performs best on the entire set of textures. Table 3 presents these rankings. Clearly, the Gabor filter bank outperforms the other transforms in almost half of the cases while DCT's performance is the worst among the 16 transforms. There are cases in whch several transforms share the same rank, that is, they present the same performance on the training set. Table 3 : Number of times a certain transform is positioned at a certain rank for the 112 texture categories of the Brodatz set
Query Results

Each image in Q-IDb is used as a query pattern to index Q-
IDb based on the proposed adaptive retrieval scheme while self matches are excluded. The overall retrieval accuracy on Q-IDb and the average recall on each texture category are computed. To compare the performance of ARS with the performances of the other 16 transforms, a similar query process is repeated for each transform. An ideal scheme is considered to find the highest performance of ARS, that is, the best transform is always selected (manually) for every query pattern. We call this scheme the best transform scheme (BTS). Table 4 presents the average recalls (out of the top 9 retrieved images) for some texture categories in &-IDb when using the Gabor filter bank, ARS, and BTS. The overall average performance (for all the texture categories, not only the ones included in Table 4 ) is presented as well. Figure 3 displays the performance plots for all transforms and ARS. On the x axis we have the number of top images retrieved while on the y axis we have the corresponding average retrieval rate computed on the testing set.
Analysis
As shown by Figure 3 , ARS consistently outperforms the Gabor filter bank while the Gabor filter bank presents the best performance among the total 16 transforms and DCT the worst performance.
Considering top 9 images retrieved, Table 4 gives a detailed performance comparison of the Gabor filter bank, ARS and BTS. The overall retrieval accuracy using ARS gets to 69.13%, about 3% higher than that of the Gabor filter bank. From Table 4 we observe that while in some cases the performance of ARS is slightly worse than that of the Gabor filter bank (e.g. images d023, d039, do64 etc.) the ARS performance is dramatically higher for others (e.g. images d051, d072, d088, d l 10 etc.). Figure 4 shows some texture pattems for which the Gabor filter bank presents very poor retrieval accuracy but ARS behaves much better. A preliminary explanation on the poor performance of Gabor wavelets on these patterns is that the Gabor filter bank has weak response for very low frequency while some other wavelets like Daubechies ones give better low-tiequenc y response. Compared with BTS, the retrieval accuracy of ARS is 4.6% lower, indicating that there is much room to improve the optimal transform computation under the framework of ARS to reach the highest performance.
CONCLUSIONS
An adaptive retrieval scheme (ARS) for texture image indexing is proposed to dynamically adapt different transforms to different texture patterns for better retrieval performance.
The rationale behind ARS is that no individual texture remeval algorithm is suited for every texture category and a hybrid scheme would outperform any individual method.
A large number of textures are used to evaluate the performance of ARS and a comparison with algorithms based on 16 different transforms including a Gabor filter bank is made. Experimental results show that ARS significantly outperforms any individual texture image retrieval algorithm.
The drawback of ARS is the computation overhead introduced by the optimal transform computation, however, operating on the feature database instead of the image database minimizes the overhead.
