Abstract: Considering the complexity of the networks and the need for telecommunication operators (Telco) to present innovations to their clients, the quickest possible, one of the solutions for this complexity could be to centralize its configuration. Thus the SDN (software-defined networking) concept may be an important solution. This paper suggests the implementation of a tool to support the development and testing of networks and services before they are put into production. The use of a tool that simplifies the configuration of a network service makes the networks and services to be less susceptible to errors and failures by those who set them up, thus allowing telecom operators, among others, to be able to create new services, improve the monitorization of their human resources and, above all, improve their financial results. In the end, success will be achieved because with a simple interaction and basic knowledge we are able to manage network services.
Introduction


The number of electronic devices with Internet access has been increasing in recent years [1] . Nowadays, it is even possible to have Internet access with a simple watch. With the appearance of these devices along with the advances in IT (information technology), telecom operators need to introduce new features to capture the customer's attention. The time-to-market's factor is also very important. The companies want to present novelties the quickest way possible. One of these innovations could be the creation of new services in the network. One of the problems that the creation of new services currently faces is the congestion that the network has. This makes the configuration of networks complex and increases the difficulty in creating new services. Nevertheless, operators have been able to manage both the network and the services, but it is natural that they are susceptible to failure by those who manage and tool, based networking) the implem produced.
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re-Defined
In order to connect the Control Plane to the Data Plane, there is a communication protocol directly attached to SDN architecture and that bounds the two functions. In most cases, this communication protocol is OpenFlow.
The three main reasons to use SDN domains are [9] :  Scalability: possibility of adding controls in the network, as it is getting wider;  Privacy: using several privacy policies in different SDN domains;  Incremental development: possibility of separating the network in sections, thus, having the chance to create a new tests network that does not disturb the main/production network. Now we will present some of the existing SDN solutions: VSC (virtualized services controller), by the internal company of Alcatel-Lucent, the Nuage networks [10, 11] , NCS (network control system) [12] by Tail-f, currently owned by Cisco portfolio, and NSX by VMware.
SDN Solutions
In this subsection we will make a brief analysis of each SDN solution studied.
VSC (Virtualized Services Controller)
VSC, based on Alcatel-Lucent Service Router OS [13] , is the SDN solution control panel of Nuage Networks and the most powerful SDN controller in the industry [11, 14] . VSC works in similar way to the network control plane for the data center, because it has a complete view of the network and its services. VSC automatically discovers network parameters, whatever type they are: Layer 2 (switching), Layer 3 (routing), QoS (quality of service) or security rules. In the VSC, the connection between the controller and the network routing is established through the communication protocol-OpenFlow [15] . This protocol allows the communication between the service controller and the network layer where it should find the hardware, i.e., the hypervisor and vSwitch [16] .
NCS (Network Control System)
The NCS is the solution to control the network established by Tail-f. Later Cisco acquired Tail-f Company and the name of the SDN solution set was changed to "NSO (Cisco Network Service Orchestrator) enabled by Tail-f" [12] . The NSO is nothing more than a transparent layer, or interface, for those who configure the network. The NSO was meant to facilitate the creation and configuration of network services [17] . This solution is independent of brands and network equipment manufacturers, whether it is real or virtual. This SDN solution can be used to interact with both users/network administrators as well as with management applications that are already used in a network.
To sum up, all SDN solutions up to now are more or less similar. They are all composed by three parts: implementation, monitoring and infrastructure/network equipment. This structure is more or less predictable given the SDN architecture.
2.2.3 VMware NSX Even though in its site [18] there is not any reference to SDN, the association of NSX to SDN is consensual in several sites on the internet [19] [20] [21] [22] [23] .
NSX solution of VMware is a safe platform of network virtualization specific to data centers or SDDC (Software-Defined Data Centre) 1 , and it has appeared after the acquisition of Nicira Company by VMware, Inc. [23] .
Just like in any other SDN solutions, the creation of NSX has emerged due to the complexity in which the networks have turned and, according to the introductory video NSX 1 , the virtualization of equipment in the network makes the configuration time shorter. In this solution, the network management is done through some applications and, in order not to make any physical changes in data centers, the best procedure is to put a software layer on top of the existing hardware.
In case of any failures in the network, the mistakes presented will be detailed and concise, so that they can help the people responsible in a faster and easier way.
The low OpEx and CapEx, the time-to-market and the network security are some of the advantages of NSX usage 2 .
Used Technologies
This subsection will refer briefly to some technologies used or associated with the development of the proposed solution and also related to SDN. easily used to read and write data. XML is adopted in many areas of information technology, including networks. It can be dynamic and it has similarities to the HTML (Hypertext Markup Language). We can consider that the construction of XML is done by blocks which are identified by tags [25] .
NETCONF
The NETCONF is generically used to make the management of network devices configuration and it is based on the encoding in XML [26] . This protocol defines basic operations that are equivalent to commands to be executed from the CLI (Command-Line Interface). As in XML, NETCONF also uses tags. One of the manufacturers that uses NETCONF on its devices is Juniper Networks [27] .
OpenFlow
OpenFlow is a communication protocol that enables its users to develop and test services. It allows direct access and manipulation of the network devices conveyance plan, such as switches and routers, being them physical or virtual. The OpenFlow is implemented both on the devices of the network infrastructure and on the SDN software control.
OpenStack
OpenStack is an operating system cloud that makes it possible to control large quantities of computers, storage and network resources through a data center.
This control is made through a dashboard presented on a web interface.
In the next section, the architecture used on the suggested solution will be presented.
Architecture Proposal
In order to frame the solution/tool to propose, first we must present a logical structure of the SDN and after we will present the generic architecture of the solution developed. Some important steps to gibe on the application of this architecture are:
 Filling the NSO interface: after the user fills the NSO application form and confirm this procedure, the interface communicates with NSO. The implemented interface verifies some basic data such as the validation of IPv4;  Communicating with NSO: the interface communicates with NSO, sending it the data received by the interface and, consequently, introduced by the user. All the system intelligent process is in the NSO. It is in NSO that all the data to send are made and it is, also, the Network Service Orchestrator that sends the information into the network. This means, in this step the configurations should already be outlined and properly configured, and converted if it is necessary, to be executed and interpreted by the network equipment, such as the routers. It is in the stage of communication between the NSO and the network that the entire process for the correct operation is taken. The NSO is divided into four parts (three layers and a part relating to data storage) [17] :
 Service Manager: this is where the intelligence of the NSO tool is. This layer enables the operator to manage high-level aspects of the network that are not supported by the directly connected devices. The services should be defined, and implemented, previously. It is from here that the management (creation, editing or deletion) of network services will be made;  Device Manager: its function is to manage the configuration of transactional devices, supporting the synchronization feature of bi-directionally settings and refined changes in real time;  CDB (Configuration Database): it is here that the information on the device configurations is all stored, so there is data synchronization. It is in the CDB that the synchronization, consistency and reconciliation, with respect to the configuration between the services and devices, occurs;  NED (Network Element Drivers): they are responsible for the link between the NSO and network devices. The NED uses the concept of atomicity, i.e., the execution of a command is either correct and runs, or if a simple thing is wrong, nothing will be executed. The NSO, according to the device we want to configure, informs the device type (device-type) of what to do, independently of the brand/device manufacturer. The device interface is modeled on files, using the YANG, and each file is modeled with the controls-that can be updated-in the respective device. The philosophy of the NED varies from device to device. For Cisco and Alcatel, commands are converted to CLI to run on the device terminal. For the Juniper equipment, that already uses NETCONF-based encoding in XML, the philosophy is different, i.e., not needing to convert settings.
As it was said before, the communication between NSO and the devices should be done by OpenFlow, NETCONF, XML, CLI or any other. If we do a deeper analysis of the communication, we will notice that the communication between the NSO and the network equipments is the responsibility of the NED or the OpenFlow controllers, as we can see in Ref. [28] . Note that this communication is made by the NSO and it was not changed in the proposed tool.
We finally get to the network and the devices, which may be of different brands and models. In this solution, the NSO gets to know the equipment by the SSH (secure shell After th architecture, is implemen
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The impl architecture will deepen implementat resulted in th the network and a basic service of VLAN (virtual local area network), as well as the Hostname configuration of the equipment. One of the aims is to use the developed prototype to manage the referred network services. With this prototype we can, in just a few steps, configure QoS, VPN, VLAN or the hostname in a network. The hostname service would serve as proof of concept. After setting communication services, we have set up the configuration parameters of the service.
Prototyp
As mentio
To do this, we created a "skeleton service" to be implemented. In this "skeleton" there are several files, including the modeling of services, using the YANG. It is in the YANG files that the fields, or parameters, are defined to be ordered for proper implementation of the services in the network. Fig. 7 shows an example of part of a YANG file (hostname.yang) for implementing the hostname service, with the purpose of changing the hostname of the required device. This service, as mentioned previously, was created to demonstrate the implementation done and will be reflected in the tested network devices.
In Fig. 7 we can see the set parameters which will support the data to be filled in the NSO. On the YANG model we can note the name of the device whose hostname we want to change, and the new hostname we want to give it. If we run the command to create the Hostname service, it works, but only on the data storage in NSO CDB. On Fig. 8 we can observe the abstraction obtained from the network when executing commands.
After the change in YANG file, we must define the service mapping, so that the command is executed and the service created. As for the mapping setting, this is nothing more than changing the template (hostname.xml) that is generated when we create the service in the NSO. In Fig. 9 we present an example of Hostname service. The result may be the template shown next.
In Fig. 9 we can also note that the template already follows the hostname configuration, either to a Cisco router, identified by your operating system (IOS) or to the Juniper router, identified by your operating system (JunOS). Although it is expectable that the big companies and producers create the templates, or files, XML according to what they want. These are only good to exemplify a possible creation of a new service, so we can conclude that they facilitate the process to a great extent. In Fig. 10 As future work, we can suggest the implementation of new services and the consolidation of this tool through a more optimized prototype. It would be an advantage to present this prototype to managers or network administrators, who work in this area daily, in order to improve this tool. Besides those that have already been mentioned, another future works could be:
 Testing the tool using a mixed scenario (with real and virtual equipment) and a scenario with real equipment;  Using other similar solution to "Cisco Network Service Orchestrator enabled by Tail-f", so that it may be possible to test the differences and verify eventual improvements between the use of this other solution and the proposed tool;  Using another way to access communication between the proposed tool and the NSO, this is to say that, instead of using scrips in bash, we should use REST or Python, for instance;  In case people want to keep going and to stimulate other network, another simulation tool could be used, in alternative to GNS3, to develop the scenario of tests, once the tool, with different software, could have other type of unpredictable answers or it may need other type of changes in the proposed alteration. We conclude the paper related to SDN, about using this concept to manage communication services.
