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DESCENDING CHAINS OF SEMISTAR OPERATIONS
HYUN SEUNG CHOI, TIMOTHY MCELDOWNEY AND ANDREW WALKER
ABSTRACT. A class of integer-valued functions defined on the set of ideals of an integral domain R
is investigated. We show that this class of functions, which we call ideal valuations, are in one-to-one
correspondence with countable descending chains of finite type, stable semistar operations with largest
element equal to the e-operation. We use this class of functions to recover familiar semistar operations
such as the w-operation and to give a solution to a conjecture by Chapman and Glaz when the ring is a
valuation domain.
1. Introduction. Semistar operations were first defined in 1994 by Matsuda and Okabe ([14]) as an
extension of the classical star operation, which originated from the work of Krull ([12]) and was formalized
by Gilmer ([10]). As a branch of multiplicative ideal theory, star operations have shown to be a capable tool
for describing various classes of integral domains and finding new relationships between them. For example,
Zafrullah ([23, Theorem 8]) proved that an integral domain R is a Pru¨fer domain if and only if R is an
integrally closed domain such that the t-operation and d-operation coincide, and Wang and McCasland ([16,
Theorem 5.4]) proved that R is a Krull domain if and only if R is a completely integrally closed domain
such that the w-operation and v-operation coincide. In a similar way, semistar operations have received
significant interest in the field of multiplicative ideal theory (for instance, see [4], [6], [7], [8], [17], [19],
[20], [21], to name only a few).
We investigate here a class of integer-valued functions defined over the set of ideals of a ring, which we call
ideal valuations. Their definition is inspired by the properties shared by many of the classical integer-valued
functions defined over the ideals of a ring, such as polynomial grade and height (under mild conditions).
These ideal valuations can also be constructed naturally from localizing systems, which have been studied
extensively (see [2], [4], [9] and [22]). We first use ideal valuations to establish a link to semistar operations
and localizing systems. Specifically, we show that each ideal valuation ν induces a countable descending
chain of localizing systems G(ν, n) and semistar operations ∗νn . We show in Theorem 2 in fact that there
is a bijection between the set of ideal valuations and the set of countable descending chains of finite type,
stable semistar operations with largest operation equal to the e-operation. As an application, we recover in
Theorem 5 the w-operation as one of the semistar operations in the chain induced by polynomial grade.
We also use ideal valuations to characterize one-dimensional quasi-local domains in Theorem 4 as the
domains R where every ideal valuation is constant on proper ideals. As another application, the last section
addresses the question raised by Chapman and Glaz ([3, Problem 44]): If {∗α}α∈A is a set of semistar
operation on R, then when is the semistar operation ∗A defined by I∗A =
⋂
α∈A I
∗α for each I ∈ F (R)
of finite type? This question has been considered by Anderson ([1, Theorem 2]) for star operations, and
Mimouni ([17, Theorem 2.4]) for semistar operations over conducive domains. We investigate this question,
restricted to the case when R is a valuation domain. In particular, we show that when {∗α}α∈A form a
countable descending chain of stable and finite type semistar operations on a valuation domain, then ∗A is
of finite type precisely when the corresponding ideal valuation has finite range.
Throughout, all rings R are assumed to be integral domains. K will denote the quotient field of R, S(R)
the set of ideals of R, S ′(R) = S(R)−{0, R} the set of proper ideals of R, fS(R) the set of finitely generated
ideals of R and F (R) the set of nonzero R-submodules of K. If I ∈ S(R), then V (I) will denote the set
of prime ideals of R that contain I. A quasi-local domain is an integral domain that has only one maximal
ideal (not necessarily Noetherian). When we write, N, we are referring to the set {∞, 0, 1, 2, 3 . . . , }.
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2. Localizing systems and semistar operations. Recall that a localizing system F (see [4, Section
2]) of an integral domain R is a nonempty family of ideals of R such that the following conditions hold:
• (LS1) If I ∈ F and J is an ideal of R such that I ⊆ J , then J ∈ F .
• (LS2) If I ∈ F and J is an ideal of R such that (J :R i) ∈ F for each i ∈ I, then J ∈ F .
Furthermore, if for every I ∈ F , there is some J ⊆ I that’s finitely generated and J ∈ F , then we say that
F is of finite type.
Lemma 1. Let R be a domain, and S a multiplicatively closed subset of fS(R). If
FS = {I ∈ S(R) | J ⊆ I for some J ∈ S},
then FS is a finite type localizing system on R.
Proof. It’s clear that (LS1) holds. We next claim that FS is multiplicatively closed and is closed un-
der finite intersections. Indeed, if I, I ′ ∈ FS , then there are J, J ′ ∈ S with J ⊆ I and J ′ ⊆ I ′, so that
JJ ′ ⊆ II ′ ⊆ I ∩ I ′, and since S is multiplicatively closed, JJ ′ ∈ S. Hence II ′ and I ∩ I ′ are both in FS.
Now we show that FS satisfies (LS2). Choose ideals I, J of R so that I ∈ FS and (J :R iR) ∈ FS for all
i ∈ I. We have to show that J ∈ FS. There exists I ′ ⊆ I with I ′ ∈ S. Let {ik} be a finite generating set of
I ′. It follows that (J :R I
′) = (J :R ΣikR) = ∩(J :R ikR), so (J :R I ′) ∈ FS and I ′(J :R I ′) ∈ FS by the
above claim. Then J ∈ FS since I ′(J :R I ′) ⊆ J and by (LS1). Lastly, by definition it follows that FS is of
finite type. 
A semistar operation is a map ∗ : F (R)→ F (R) such that for any I, J ∈ F (R) and x ∈ K \ {0},
(1) I ⊆ I∗.
(2) I ⊆ J implies I∗ ⊆ J∗.
(3) (xI)∗ = xI∗.
(4) (I∗)∗ = I∗.
Example 1. The following are standard examples of semistar operations:
• The identity operation d : F (R)→ F (R) defined by Id = I for all I ∈ F (R).
• The trivial operation e : F (R)→ F (R) defined by Ie = K for all I ∈ F (R).
• The v-operation v : F (R)→ F (R) defined by Iv = (R :K (R :K I)) for all I ∈ F (R).
• The t-operation t : F (R)→ F (R) defined by It =
⋃{Jv | J ⊆ I, J ∈ fS(R)} for all I ∈ F (R).
• The w-operation w : F (R) → F (R) defined by Iw =
⋃{(I :K J) | J ∈ fS(R), Jv = R} for all
I ∈ F (R).
Recall a semistar operation ∗ : F (R)→ F (R) is said to be spectral if there is some ∆ ⊆ Spec(R) so that
for any E ∈ F (R),
E∗ =
⋂
P∈∆
ERP .
In this case, we’ll write ∗ = ∗∆. We say a semistar operation ∗ is stable if (I ∩ J)∗ = I∗ ∩ J∗ for all
I, J ∈ F (R). Given a semistar operation ∗, define ∗f such that I∗f =
⋃{J∗ | J ⊆ I, J ∈ fS(R)} for all
I ∈ F (R). Then ∗f is a semistar operation, and we say ∗ is of finite type if ∗ = ∗f . Every localizing system
F on a domain R yields a stable semistar operation ∗F , given as follows ([4, Proposition 2.4]): If I ∈ F (R),
then
I∗F =
⋃
J∈F
(I :K J).
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On the other hand, given a semistar operation ∗ on R, the set F∗ = {I ∈ S(R) | I∗ = R∗} is a
localizing system of R ([4, Proposition 2.8], [4, Remark 2.9]). We adopt the notation ∗¯ for the semistar
operation ∗F∗ and ∗˜ for the semistar operation ∗f . That is, I ∗¯ =
⋃{(I :K J) | J ∈ S(R), J∗ = R∗},
I ∗˜ =
⋃{(I :K J) | J ∈ S(R), J∗f = R∗} for all I ∈ F (R) (see [5, Section 3]). The theorem below gives a
relationship between localizing systems of finite type and semistar operations of finite type.
Theorem 1. [4, Proposition 3.2] Let F be a localizing system and ∗ a semistar operation defined on R.
(1) If F is of finite type, then ∗F is of finite type.
(2) If ∗ is of finite type, then F∗ is of finite type.
Lemma 2. Let R be a domain and S a multiplicatively closed subset of fS(R). Then if FS is as in Lemma
1, then for any I ∈ F (R),
I∗FS =
⋃
J∈FS
(I :K J) =
⋃
L∈S
(I :K L).
Proof. Since FS is a localizing system, the first equality is by definition of ∗FS . We now prove the second
equality holds. Let I ∈ F (R). Then since S ⊆ FS , obviously
∪L∈S(I : L) ⊆ ∪J∈FS (I : J).
Conversely, if J ∈ FS , then there exists L′ ∈ S with L′ ⊆ J . Thus (I : J) ⊆ (I : L′) ⊆ ∪L∈S(I : L), and
since this is true for every J ∈ FS , we have ∪J∈FS (I : J) ⊆ ∪L∈S(I : L). 
3. Ideal valuation.
Definition 1. Let R be an integral domain. A function ν : S(R) → N is an ideal valuation on R if it
satisfies the following properties:
• (IV1) ν(0) = 0 and ν(R) =∞.
• (IV2) For any I, J ∈ S(R), min{ν(I), ν(J)} ≤ ν(IJ).
• (IV3) For any I ∈ S(R), ν(I) = sup{ν(J) | J ⊆ I and J ∈ fS(R)}.
Example 2. If F is a localizing system of R of finite type, let νF : S(R)→ N be the function defined by
νF(I) =

∞, if I = R
1, if I ∈ F ∩ S ′(R)
0, otherwise.
Then νF is an ideal valuation. Indeed, (IV1) is immediate. Given I, J ∈ S ′(R), I, J ∈ F if and only if
IJ ∈ F . Therefore νF (IJ) ≥ min{νF (I), νF (J)}, so that (IV2) is met. If I 6∈ F , then any ideal contained
in I is not an element of F by (LS1). Hence
νF(I) = sup{νF(J) | J ⊆ I and J ∈ fS(R)},
so that (IV3) holds.
Remark 1. Note that we can’t drop the finiteness condition on F in the previous example. Indeed, let
R be a valuation domain whose maximal ideal M is not finitely generated. Then {aM | a ∈ R \ {0}}
is the set of nondivisorial ideals of R [5, Proposition 4.2.5]. Thus, in particular, M is nondivisorial and
Mv = R. If I 6= M is a proper ideal of R, then I is not principal, so I is not finitely generated and
Iv = (aM)v = aMv = aR 6= R. Hence Fv = {I ∈ S(R) | Iv = R} = {R,M}. Now νFv(M) = 1, but then
νFv is not an ideal valuation since
sup{νFv(J) | J ⊆M and J ∈ fS(R)} = 0.
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Lemma 3. If ν is an ideal valuation on R, then for I, I ′ ∈ S(R) and I ⊆ I ′, ν(I) ≤ ν(I ′).
Proof. Suppose that J is finitely generated and contained in I, then by (IV3), ν(J) ≤ ν(I ′). Taking the
supremum over all such J in I, by (IV3) again we have ν(I) ≤ ν(I ′). 
Lemma 4. If ν is an ideal valuation on R, then for I, J ∈ S(R), ν(I ∩ J) = ν(IJ) = min{ν(I), ν(J)}. In
particular, ν(In) = ν(I) for all n ≥ 1 and I ∈ S(R).
Proof. By (IV2) and the preceding lemma, ν(IJ) ≤ ν(I ∩ J) ≤ min{ν(I), ν(J)} ≤ ν(IJ). The second
statement follows by letting J = In−1 and a simple induction. 
Example 3. If R is a Dedekind domain and ν an ideal valuation on R, then for any I ∈ S ′(R), ν(I)
is completely determined by the value of ν on maximal ideals of R. In fact, since I = M1M2 · · ·
Mn for some maximal ideals Mi of R, ν(I) = min1≤i≤n{ν(Mi)}.
Lemma 5. Let R be an integral domain and ν an ideal valuation on R. Then given I ∈ S(R), ν(I) = ν(√I).
Proof. By Lemma 3, we have ν(I) ≤ ν(√I). For the other inequality, note that for each J ∈ fS(R) such
that J ⊆ √I, there exists n ≥ 1 with Jn ⊆ I. Thus ν(J) = ν(Jn) ≤ ν(I) by Lemma 3 and Lemma 4. Hence
ν(
√
I) = sup{ν(J) | J ⊆ √I, J ∈ fS(R)} ≤ ν(I). 
Lemma 6. If ν : fS(R)→ N satisfies (IV1)-(IV3) on fS(R), then ν extends uniquely to an ideal valuation
ν˜ on R.
Proof. Given such a ν, define ν˜ : S(R) → N so that ν˜(I) = sup{ν(J) | J ⊆ I and J ∈ fS(R)}. Then
clearly ν˜ satisfies (IV1) and (IV3). Now given I, J ∈ S(R), suppose that ν˜(IJ) < min{ν˜(I), ν˜(J)}. Then by
(IV3), there are I ′, J ′ ∈ fS(R) so that J ′ ⊆ J and I ′ ⊆ I and
ν˜(IJ) < ν˜(I ′) ≤ ν˜(I) and ν˜(IJ) < ν˜(J ′) ≤ ν˜(J).
But then ν˜(IJ) < min{ν˜(I ′), ν˜(J ′)} ≤ ν˜(I ′J ′) = ν(I ′J ′) ≤ ν˜(IJ), a contradiction. Thus ν˜ satisfies (IV2).
Moreover, uniqueness is immediate from (IV3). 
Corollary 1. Let R be a domain. If h : Spec(R) → N satisfies h(0) = 0 and h(P ) ≤ h(Q) whenever
P ⊆ Q in Spec(R), then h induces an ideal valuation h˜ on R. Explicitly, for any I ∈ S(R), we have
h˜(I) = sup{inf{h(P ) : P ∈ V (J)} : J ⊆ I, J ∈ fS(R)}.
Proof. We have h defines a map h : fS(R)→ N, where for J ∈ fS(R),
h(J) = inf{h(P ) | P ∈ V (J)}.
It’s clear that since 0 is a prime ideal, we must have h(0) = 0. By our convention, the infimum of the
empty set is ∞, so that h(R) = ∞. Thus h satisfies (IV1) on fS(R). Now suppose I, J ∈ fS(R). Then
h(Q) = h(IJ) for some Q ∈ Min(IJ). Then Q ∈ V (I) without loss of generality, and so h(Q) ≥ h(I). Thus
(IV2) is met on S(R). It’s clear that (IV3) is satisfied on fS(R) by the definition of h and the monotonicity
of h, so that by Lemma 6, h can be extended to an ideal valuation h˜ on R. 
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Remark 2. The ideal valuation h˜ obtained from h : Spec(R) → N above is not necessarily an extension of
h without an extra condition on the ring R, e.g., if R is Noetherian. Indeed, let V be a valuation domain
with value group
∏∞
i=1 Z (under lexicographic ordering). Then for each integer i ≥ 0, V has a unique prime
ideal Pi of height i. The maximal ideal M of V is also the unique prime ideal of infinite height. Therefore,
for a prime ideal P properly contained in M there exists prime ideals properly between P and M . Thus by
[10, Theorem 17.3.(e)] M is not the radical of a finitely generated (principal) ideal of V . Thus, if we let
h(P ) =

0 P = 0
1 P /∈ {0,M}
∞ P =M
then h(M) =∞ but h˜(M) = 1, so that h˜ is not an extension of h.
With the above corollary in mind, for an integral domain R, we will say that a function h : Spec(R)→ N
is a prime valuation on R if it satisfies the following conditions:
(1) h(0) = 0.
(2) h(P ) ≤ h(Q) if P ⊆ Q.
In other words, h : Spec(R) → N is a prime valuation if and only if h(0) = 0 and h is a morphism in the
category of posets, where Spec(R) is partially ordered by inclusion.
Lemma 7. Let R, T be domains and R→ T be a ring homomorphism. If ν is an ideal valuation on T , then
νc : S(R)→ N defined by νc(I) = ν(IT ) is an ideal valuation on R.
Proof. νc clearly satisfies (IV1) since 0T = 0 and RT = T . Let I, J ∈ S(R). Then νc(IJ) = ν((IJ)T ) =
ν(ITJT ) ≥ min{ν(IT ), ν(JT )} = min{νc(I), νc(J)}, so that (IV2) holds. Lastly, let I ∈ S(R) and
L ∈ fS(T ) so that L ⊆ IT . Then L = (ℓ1, . . . , ℓn)T for some ℓk ∈ IT . So ℓk =
∑
ikrtkr, where ikr ∈ I and
tkr ∈ T . Let J =
∑
ikrR ∈ fS(R). Then L ⊆ JT , so ν(L) ≤ ν(JT ) by Lemma 3. Since L was arbitrary it
follows that sup{ν(L) | L ⊆ IT and L ∈ fS(T )} = sup{ν(JT ) | J ⊆ I and J ∈ fS(R)}. Therefore we have
νc(I) = ν(IT ) = sup{ν(L) | L ⊆ IT and L ∈ fS(T )} = sup{ν(JT ) | J ⊆ I and J ∈ fS(R)} = sup{νc(J) |
J ⊆ I and J ∈ fS(R)}. Thus νc is an ideal valuation of R. 
Lemma 8. Let R → T be an inclusion of domains. If ν is an ideal valuation on R, then νe : S(T ) → N,
defined by νe(I) = sup{ν(J) | J ∈ fS(R), JT ⊆ I} for each I ∈ S(T ), is an ideal valuation on R.
Proof. Clearly νe satisfies (IV1). Suppose I1, I2 ∈ S(T ). Assume that both νe(I1) and νe(I2) are finite.
Then there exist Jr ∈ fS(R) such that JrT ⊆ Ir and νe(Ir) = ν(Jr) for r = 1, 2. Now by Lemma 4 it follows
that νe(I1I2) ≥ ν(J1J2) = min{ν(J1), ν(J2)} = min{νe(I1), νe(I2)}. Now assume that only one of νe(I1)
and νe(I2) is infinite. Without loss of generality, assume ν
e(I1) =∞. Choose L ∈ fS(R) such that LT ⊆ I2
and νe(I2) = ν(L). Now there exists J ∈ fS(R) such that ν(J) > ν(L), J ∈ fS(R) and JT ⊆ I1. Hence by
Lemma 4 we have νe(I1I2) ≥ ν(JL) = min{ν(J), ν(L)} = ν(L) = νe(I2) = min{νe(I1), νe(I2)}. Finally, if
νe(I1) = ν
e(I2) = ∞, then for each n ≥ 1 there exists Jn, Ln ∈ fS(R) such that JnT ⊆ I1, LnT ⊆ I2 with
ν(Jn), ν(Ln) > n. Thus ν
e(I1I2) ≥ ν(JL) = min{ν(J), ν(L)} > n. Since this is true for arbitrary n ≥ 1,
νe(I1I2) =∞. Hence νe satisifes (IV2).
It still remains to show that νe satisifes (IV3). Suppose that νe(I) = n < ∞. Note that for each
I1, I2 ∈ S(T ), if I1 ⊆ I2, then νe(I1) ≤ νe(I2). Thus it suffices to show that given I ∈ S(R), there exists
J ∈ fS(R) such that JT ⊆ I and νe(I) ≤ νe(JT ). Now there exists J ∈ fS(R) such that JT ⊆ I and
ν(J) = n. But then νe(JT ) = sup{ν(L) | L ∈ fS(R), LT ⊆ JT } ≥ ν(J) = n. Hence νe(I) ≤ νe(JT ), and
we’re done. For the case when νe(I) = ∞, given any n ≥ 1, we have Jn ∈ fS(R) with JnT ⊆ I such that
ν(Jn) ≥ n. Then νe(JnT ) ≥ n, so νe(I) = sup{νe(JT ) | JT ⊆ I, JT ∈ fS(T )} = ∞. Therefore νe satisifes
(IV3). 
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Lemma 9. Let R→ T be an inclusion of domains. Then the following hold:
(i) If ν is an ideal valuation on R, then νece = νe.
(ii) If ν is an ideal valuation on T , then νcec = νc.
Proof. (i) Note that given I ∈ S(T ),
νece(I) = sup{νec(J) | J ∈ fS(R), JT ⊆ I}
= sup{νe(JT ) | J ∈ fS(R), JT ⊆ I}
≤ sup{νe(L) | L ∈ fS(T ), L ⊆ I}
= νe(I),
On the other hand, for each J ∈ fS(R) we have ν(J) ≤ νe(JT ). So
νe(I) = sup{ν(J) | J ∈ fS(R), JT ⊆ I}
≤ sup{νe(JT ) | J ∈ fS(R), JT ⊆ I} = νece(I),
and thus the claim follows.
(ii) Given I ∈ S(R),
νcec(I) = νce(IT )
= sup{νc(J) | J ∈ fS(R), JT ⊆ IT }
= sup{ν(JT ) | J ∈ fS(R), JT ⊆ IT }.
Since JT ⊆ IT , we have ν(JT ) ≤ ν(IT ) and so
νcec(I) = sup{ν(JT ) | J ∈ fS(R), JT ⊆ IT }
≤ ν(IT ) = νc(I).
On the other hand if J ′ ⊆ IT and J ′ ∈ fS(T ) then there is some J ∈ fS(R) such that J ′ ⊆ JT . Thus
νc(I) = ν(IT )
= sup{ν(J ′) | J ′ ⊆ IT and J ′ ∈ fS(T )}
≤ sup{ν(JT ) | J ∈ fS(R), JT ⊆ IT }
= νcec(I),
and so the claim follows. 
Example 2 suggests a relationship between localizing systems of finite type and ideal valuations. We’ll
investigate this further in the following section.
4. Relationship between Localizing Systems and Ideal Valuations. Let n ≥ 0 and ν an ideal
valuation on a domain R. We consider the sets
G˜(ν, n) := {J ∈ fS(R) | ν(J) ≥ n}.
It’s easy to see that G˜(ν, n) is multiplicatively closed, so that by Lemma 1, we have an induced localizing
system
G(ν, n) := FG˜(ν,n).
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In fact, we have that
G(ν, n) = {J ∈ S(R) | ν(J) ≥ n},
which follows immediately from (IV3). So by our work in the previous section, for every ideal valuation ν
and n ≥ 0 we have a finite type, stable semistar operation νn : F (R)→ F (R) given by
I 7→ Iνn :=
⋃
J∈G(ν,n)
(I :K J) =
⋃
J∈G˜(ν,n)
(I :K J).
We’ll let Cν denote this set {νn}∞n=0 of stable, finite type semistar operations.
Lemma 10. Let R be a domain and ν an ideal valuation on R. Then the following hold:
(i) If n ≥ m, then νm ≥ νn.
(ii) ν0 = e.
Proof. (i) If n ≥ m, then G(ν, n) ⊆ G(ν,m), so that νm ≥ νn. For (ii), just note that G(ν, 0) = S(R), so
that for any I ∈ F (R), Iν0 =
⋃
J∈S(R)(I :K J) = K. 
By a standard, countable descending chain of finite type, stable semistar operations, we mean
a family C = {∗n}∞n=0 of finite type, stable semistar operations where ∗i ≥ ∗i+1 for each i ≥ 0, where ∗0 = e.
Such a family C defines now a function
νC : S(R)→ N, where
I 7→ νC(I) = sup{k | I∗k = R∗k} and νC(0) = 0.
Lemma 11. Suppose C is a standard, countable descending chain of finite type, stable semistar operations
on a domain R. Then νC is an ideal valuation on R.
Proof. We first observe that since Ie = K = Re for any I ∈ S(R), it follows that νC(I) ≥ 0. It’s clear also
that νC(R) = ∞, so that (IV1) holds. Suppose now that I, J ∈ S(R). We have that (IJ)∗k = (I∗kJ∗k)∗k
for all k ≥ 0. Say t = min{νC(I), νC(J)}. Then (IJ)∗k = (I∗kJ∗k)∗k = (R∗kR∗k)∗k = (R∗k)∗k = R∗k for all
k ≤ t, so that νC(IJ) ≥ t. Thus (IV2) is met.
Say now I ∈ S(R) and let t = νC(I). If t <∞, then I∗t = R∗t but I∗t+1 6= R∗t+1 . It follows that 1 ∈ I∗t ,
so that since ∗t is of finite type, there is some J ⊆ I that’s finitely generated and 1 ∈ J∗t . Thus J∗t = R∗t .
Even more, J ⊆ I implies J∗t+1 ⊆ I∗t+1 6= R∗t+1 , so that t = νC(J). By the same reasoning, for any J ′ ⊆ I
finitely generated, νC(J
′) ≤ t, so that t = sup{νC(J) | J ⊆ I, J ∈ fS(R)}, at least when t < ∞. When
t =∞, 1 ∈ I∗t for each t ≥ 1, so that as in the argument above, there is some J ⊆ I finitely generated with
νC(J) = t. So sup{νC(J) | J ⊆ I, J ∈ fS(R)} =∞. Thus (IV3) holds. 
Theorem 2. There is a bijective correspondence Ψ from the set of ideal valuations on R to the set of
standard, countable descending chain of finite type, stable semistar operations on R, given by Ψ(ν) = Cν with
inverse map Ψ−1 given by Ψ−1(C) = νC .
Proof. Suppose that C = {∗n}∞n=0 is a standard, countable descending chain of finite type, stable semistar
operations on R. We first claim that C = CνC , or in other words, that (νC)n = ∗n for all n ≥ 0. Indeed, let
I ∈ F (R). Then
I(νC)n =
⋃
J∈G(νC,n)
(I :K J).
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Now observe that G(νC , n) = {J ∈ S(R) | νC(J) ≥ n} = {J ∈ S(R) | J∗n = R∗n}. Thus we have that
I(νC)n =
⋃
J∗n=R∗n
(I :K J) = I∗n ,
where the second equality holds since ∗n is a stable semistar operation ([4, Remark 2.9] and [4, Theorem
2.10]). Thus we’ve shown that Ψ(Ψ−1(C)) = C. On the other hand, suppose that ν is an ideal valuation on
R. We must show that ν = νCν . So suppose that I ∈ S(R) and that ν(I) = t for some t ∈ N. Then we have
that I ∈ G(ν, k) if and only if k ≤ t, which means that Iνk = Rνk if and only if k ≤ t, so that νCν (I) = t.
Thus Ψ−1(Ψ(ν)) = ν. 
Let h be a prime valuation on R, and for each n ≥ 0, let
∆hn = {P ∈ Spec(R) | h(P ) ≤ n}.
Then we have a family of spectral semistar operations Ch = {∗hn}∞n=0, where ∗hn := ∗∆hn . Also,∗h0 ≥ ∗h1 ≥ ∗h2 ≥ · · · , since it’s clear that ∆h0 ⊆ ∆h1 ⊆ ∆h2 ⊆ . . .
By a countable descending chain of spectral semistar operations, we mean a family C = {∗k}∞k=0
of spectral semistar operations where ∗k ≥ ∗k+1 for each k ≥ 0. From such a family, define a function
hC : Spec(R)→ N by hC(0) = 0, and for P ∈ Spec(R)− {0},
hC(P ) = inf{k | P ∗k 6= R∗k}.
It’s easy to see that hC is a prime valuation on R. Indeed, suppose P ⊆ Q and let t = hC(Q). Then
P ∗t ⊆ Q∗t 6= R∗t , so that hC(P ) ≤ t.
We will next establish a bijection between prime valuations and countable descending chains of spectral
semistar operations on R. First, we require some notation: For a semistar operation ∗ on R, let
Π∗ = {P ∈ Spec(R)− {0} | P ∗ 6= R∗}.
Lemma 12. [4, Remark 4.9] Let R be a domain, If ∗ is spectral, then Π∗ 6= ∅ and I∗ = ∩{IRP | P ∈ Π∗}
for each I ∈ F (R).
Theorem 3. There is a bijective correspondence Φ from the set of prime valuations on R to the set of
countable descending chains of spectral semistar operations on R, given by Φ(h) = Ch, with inverse map
Φ−1(C) = hC.
Proof. Let h be a prime valuation on R. We must check that h = hCh . That is, we must show that for all
P ∈ Spec(R),
h(P ) = hCh(P ) = inf{k | P ∗hk 6= R∗hk }.
Say t = h(P ). Now if k < t, P 6⊆ Q for any Q ∈ ∆hk , since otherwise we would have t = h(P ) ≤ h(Q) ≤ k.
So, when k < t,
P ∗hk =
⋂
Q∈∆hk
PRQ =
⋂
Q∈∆hk
RQ = R
∗hk .
Thus hCh(P ) ≥ t. If k = t, then
P ∗ht =
⋂
Q∈∆ht
PRQ ⊆ PRP ,
since P ∈ ∆ht , so that since 1 /∈ P ∗ht we have that P ∗ht 6= Rh∗t , and thus hCh(P ) = t = h(P ). So
Φ−1Φ(h) = h for any prime valuation h.
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Conversely, suppose C = {∗k}∞k=0 is a countable descending of spectral semistar operations. We must
show that C = ChC . That is, for each k ≥ 0 we need to show ∗k = ∗(hC)k . So suppose E ∈ F (R). By Lemma
12, we have that
E∗k =
⋂
Q∈Π∗k
ERQ,
while
E∗(hC )k =
⋂
P∈∆(hC)k
ERP and ∆(hC)k = {P ∈ Spec(R) | hC(P ) ≤ k}.
If P ∈ ∆(hC)k , then hC(P ) ≤ k. So P ∗t 6= R∗t for some t ≤ k. Since ∗t ≥ ∗k, we have that P ∗k 6= R∗k .
Hence P ∈ Π∗k , and we can conclude that ∆(hC)k ⊆ Π∗k . On the other hand, if P ∈ Π∗k and P 6= 0, then
P ∗k 6= R∗k , so hC(P ) ≤ k and P ∈ ∆(hC)k . Thus ∆(hC)k = Π∗k∪{0}, and since ER(0) = K for any E ∈ F (R),
we have ∗k = ∗(hC)k . We conclude that for all E ∈ F (R), E∗k = E∗(hC)k , and thus ΦΦ−1(C) = C. 
We’ll say that an ideal valuation ν is constant on proper ideals of R if there is some c ∈ N so that for
any I ∈ S ′(R), ν(I) = c. Similarly, say that a prime valuation h is constant on nonzero prime ideals of
R if there is some d ∈ N so that for any nonzero prime ideal P of R, h(P ) = d.
Theorem 4. Let R be an integral domain that is not a field. Then the following are equivalent.
(1) R is a one-dimensional quasi-local domain.
(2) ∗˜ = d for every semistar operation ∗ 6= e on R.
(3) If ∗ is a semistar operation on R that is both stable and of finite type, then either ∗ = e or ∗ = d.
(4) Every ideal valuation on R is constant.
(5) Every prime valuation on R is constant and at least one ideal valuation takes a nonzero value.
Proof. (1)⇔ (2): See [21, Theorem 2.8]. (2)⇔ (3): This follows from the fact that ∗ = ∗˜ if and only if
∗ is stable and of finite type ([4, Corollary 3.9]).
(3) ⇒ (4): Suppose that d and e are the only stable and of finite type semistar operations of R. Then by
Lemma 10, given an ideal valuation ν of R, either νn = e for all n ≥ 0, or there exists r ≥ 0 such that νn = e
for all 0 ≤ n ≤ r and νn = d for all n > r. Now suppose that νn = e for all n ≥ 0. Then ν(I) = ∞ for all
I ∈ S(R)\{0}. Indeed, by Theorem 2, G(ν, n) = {J ∈ S(R) | νn(J) ≥ n} = {J ∈ S(R) | Jvn = Rvn} = S(R),
so ν(I) ≥ n for any I ∈ S ′(R). Since this inequality holds for arbitrary n, ν(I) = ∞. Thus ν is constant
on proper ideals. On the other hand, suppose that νr = d for some r ≥ 1 with r chosen minimally. Now
by the above argument, ν(I) ≥ r for all I ∈ S ′(R). Assume that ν(I) > r. Then I ∈ G(ν, r + 1), so that
Iνr+1 = Rνr+1 , but since νr+1 = d by assumption, I = R. Thus ν(I) = r for all I ∈ S ′(R), meaning ν is
constant on proper ideals.
(4) ⇒ (2): Suppose that every ideal valuation on R is constant on proper ideals. Let ∗ 6= e be a semistar
operation on R. Then F∗f = {I ∈ S(R) | I∗f = R∗} is a localizing system of finite type by Theorem 1.
Set ν = νF∗f , as defined in Example 2. Now choose nonzero x ∈ R such that x is not a unit of R∗. Then
(xR)∗f = xR∗f 6= R∗, so ν(xR) = 0 and thus ν(I) = 0 for all I ∈ S ′(R) by assumption. So F∗f = {R} and
I ∗˜ = IF∗f = I :K R = I for all I ∈ F (R), and hence ∗˜ = d.
(1) ⇒ (5): This is immediate, since in this case Spec(R) − {0} consists of a single element, so any prime
valuation function h is automatically constant on nonzero prime ideals of R.
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(5) ⇒ (1): Suppose that every prime valuation on R is constant on nonzero prime ideals of R. Fix
Q ∈ Spec(R)− {0}, and define h : Spec(R)→ N by
h(P ) =

0 if Q = 0
∞ if P ∈ V (Q)
1 otherwise
It’s easy to see that h is a prime valuation, so that we must have V (Q) = Spec(R)−{0}. Since this holds for
any nonzero prime ideal Q, we must have that |Spec(R)| = 2, meaning R is 1-dimensional quasi-local. 
5. Polynomial grade and height. Recall that we say that a sequence a = a1, . . . , ar of elements of an
arbitrary ring R is a weak R-sequence if for each i = 1, . . . , r, ai /∈ Z(R/(a1, . . . , ai−1)), where we write
Z(M) to denote the set of zerodivisors of an R-module M . For an ideal I of R, we let grade(I) denote the
supremum over all lengths of weak R-sequences that are contained in I. This is also called the classical
grade of I on R. In the non-Noetherian setting, classical grade behaves strangely: there are ideals I that
consist of zerodivisors, yet (0 :R I) = 0. Passing to the polynomial ring R[x] can resolve this issue, laying
outing out the following notion: The polynomial grade of an ideal I of R, denoted by p.grade(I), is the
value
p.grade(I) = lim
m→∞
gradeR[X1,...,Xm]
(
I[X1, . . . , Xm]
)
,
where R[X1, . . . , Xm] denotes the polynomial ring in m variables over R.
Lemma 13. Let I be an ideal of an arbitrary ring R. Then the following hold:
(1) gradeR(I) ≤ p.gradeR(I). If R is Noetherian and I is proper, then we have equality.
(2) If I 6= R, then there is a prime p ∈ V (I) so that p.grade(p) = p.grade(I). Moreover, p.grade(I) =
p.grade(
√
I).
(3) Let M be an R-module and f ∈ R[X1, . . . , Xm] and suppose I is generated by the coefficients of f .
Then 0 :M I = 0⇔ f is a non-zerodivisor on M [X1, . . . , Xn].
(4) If J is another ideal with J ⊆ I, then p.grade(J) ≤ p.grade(I).
(5) p.grade(I) = sup{p.grade(J) | J ⊆ I, J ∈ fS(R)}.
Proof. These statements, along with their proofs, can all be found in [18, Chapter 5]. 
Corollary 2. Let R be a domain. Then p.grade : S(R)→ N is an ideal valuation on R.
Proof. (IV1) and (IV3) follow immediately from the above lemma. Now if I, J ∈ S(R) and t =
p.grade(IJ), then there is some prime ideal p of R so that p ∈ V (IJ) = V (I) ∪ V (J) and p.grade(p) = t.
Thus p.grade(I) ≤ t or p.grade(J) ≤ t, and so (IV2) holds. 
Thus by Theorem 2, the ideal valuation p.grade yields a family {(p.grade)n}∞n=0 of finite type semistar
operations on R. We next relate the (p.grade)n operations to some familiar semistar operations for small
values of n. First, we need a preparatory lemma.
Lemma 14. Let J be a finitely generated ideal in a domain R. Then J−1 = R if and only if p.grade(J) ≥ 2.
Proof. If J = R, the claim is trivial, so we can assume throughout that J is proper. So if J−1 = R, then
since J is proper, it’s not principal. Thus we may write J = Rb+ I for some non-zero b ∈ J , where I 6⊆ Rb
and I is finitely generated. So write I = (a0, . . . , an), and let f = a0 + a1X + . . .+ anX
n ∈ R[X ]. We claim
that b, f is a R[X ]-sequence contained in J [X ]. Clearly b is R[X ]-regular. Next, we claim that f is a non-
zerodivisor on R[X ]/bR[X ] ∼= (R/bR)[X ]. By Lemma 13(3), this happens precisely when (0 :R/bR I) = 0.
So suppose r + bR ∈ (0 :R/bR I). Then Ir + bR = bR, so Ir ⊂ bR ⇒ I(r/b) ⊂ R. Then r/b ∈ J−1 = R,
or in other words, r ∈ bR. Hence we have (0 :R/bR I) = 0, so that b, f forms a R[X ]-sequence in J [X ].
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Thus p.grade(J) ≥ 2. Conversely, suppose p.grade(J) ≥ 2, so that gradeS(JS) ≥ 2, where S is a polynomial
ring in finitely many variables over R. If gradeS(JS) ≥ 2, then JS contains an S-sequence f, g. Now if
c ∈ (JS)−1, then cf = t and cg = s for some s, t ∈ S. Hence we have sf = cfg = tg, which means t = uf
for some u ∈ S since g is a non-zerodivisor on R/fR. Thus cf = t = uf , which means c = u ∈ R. So
(JS)−1 = S, and hence J−1 = R. 
Theorem 5. Let R be a domain. Then for i ∈ {0, 1, 2} we have,
(p.grade)i =
{
e, if i = 0, 1.
w, if i = 2.
Proof. First, since p.grade is an ideal valuation, we have (p.grade)0 = e. Now recall that
G(p.grade, 1) = {J ∈ S(R) | p.grade(J) ≥ 1}.
On the other hand, since R is a domain, every nonzero ideal J has p.grade(J) ≥ 1, so that G(p.grade, 1) =
S(R)− {0}, and thus
I(p.grade)1 =
⋃
J∈S(R)−{0}
(I :K J) = K
for any I ∈ F (R). Thus (p.grade)1 = e. Lastly, to see (p.grade)2 = w, observe by the above lemma we have
that
G˜(p.grade, 2) = {J ∈ fS(R) | p.grade(J) ≥ 2}
= {J ∈ fS(R) | J−1 = R}
= {J ∈ fS(R) | Jv = R}.
Thus for any I ∈ F (R), we have that
I(p.grade)2 =
⋃
J∈G˜(p.grade,2)
(I:KJ) =
⋃
J∈fS(R),Jv=R
(I :K J) = Iw.
Thus (p.grade)2 = w. 
Example 4. Let R = k[X,Y, Z] with k a field and consider the ideal I = (X2Z,Z2Y, Y 2X). As discussed
above, p.grade is an ideal valuation on R. Now, we have a primary decomposition of I:
I = (X2, Y ) ∩ (X,Z2) ∩ (Y 2, Z) ∩ (X2, Y 2, Z2).
Since R is Noetherian, grade and p.grade coincide. Then the primary components have grades 2, 2, 2, 3
respectively. Thus we have for any n ≥ 1,
I(p.grade)n =

K if n = 0, 1
R if n = 2
(X2, Y ) ∩ (X,Z2) ∩ (Y 2, Z) = (Y Z2, XY Z,X2Z,XY 2) if n = 3
I if n > 3.
The height function on ideals almost determines an ideal valuation ht: S(R) → N. For instance,
ht(I) = ht(
√
I) for any I ∈ S(R), and ht satisfies (IV1) and (IV2). In general though, (IV3) may not
be satisfied by the height function.
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Example 5. Let E be the set of entire functions on the complex plane C. The following are well known
properties of E (see [10, Exercises 13.16-20]):
(i) E is a non-Noetherian Be´zout domain.
(ii) Given α ∈ C, pαE is a maximal ideal of E that has height 1, where pα : C→ C is the entire function
that sends z 7→ z − α.
(iii)
⋃
α∈C pαE is the set of nonunits of E.
(iv) E has a prime ideal P that has infinite height.
Now given any finitely generated ideal J ⊆ P of E, J = aE for some a ∈ E since E is a Be´zout domain. Since
a is a nonunit, a ∈ pαE for some α ∈ C. Hence ht(J) = ht(aE) = inf{ht(M) |M ∈ V (aE)} ≤ ht(pαE) = 1,
and so sup{ht(J) | J ⊆ P, J ∈ fS(E)} ≤ 1 < ∞ = ht(P ). Therefore the height function fails to satisfy
(IV3).
We will introduce next a fairly weak condition on the ring so that ht: S(R)→ N will be an ideal valuation
on R. A ring R is said to be FGFC (see [13]) if each finitely generated ideal of R has only finitely many
minimal primes. We first observe the following property of FGFC rings:
Lemma 15. Let R be a FGFC ring and I an ideal with ht(I) ≥ k. Then there are x1, . . . , xk ∈ I such that
ht((x1, . . . , xi)R) ≥ i for each i ∈ {1, . . . , k}.
Proof. If k = 0, we have nothing to do, so we proceed by induction on the height of I. So suppose that
ht(I) = k > 0. Now if for every x ∈ I, there is some minimal prime p such that x ∈ p, then since R is FGFC
and prime avoidance, I is contained in some minimal prime, a contradiction. Thus there is some x1 ∈ I such
that x1 does not lie in any minimal prime p of R. So ht(x1R) ≥ 1.
Now Rx1 is finitely generated, so that by [13, Proposition 2.2(b)] R
′ := R/x1R is also a FGFC ring and
for I ′ := IR′, we must have that ht(I ′) ≥ k− 1. Indeed, if not, suppose that ht(I ′) < k− 1. Then there is a
chain of prime ideals of length t < k − 1 such that the top prime ideal contains I ′: P ′0 ⊃ . . . ⊃ P ′t . This lifts
to a chain of prime ideals in R that contain Rx1: P0 ⊃ P1 . . . ⊃ Pt ⊃ Rx1. Now Pt cannot be a minimal
prime of R, hence this chain be extended by one. Since P0 ⊆ I, we get ht(I) < k, which is a contradiction.
Thus by induction, we may choose elements x2, . . . , xn ∈ I such that for their images x′2, . . . , x′n ∈ R′,
ht((x′2, . . . , x
′
i)R
′) ≥ i− 1 for i = 2, . . . , k. It then follows by a similar argument as before that (x1, . . . , xi)R
has height bigger than or equal to i. 
Corollary 3. Let R be a FGFC domain. Then ht : S(R)→ N is an ideal valuation on R.
Proof. As stated earlier, all we must check is (IV3), which follows immediately by the above lemma. 
6. A question of Chapman and Glaz. It is well-known that given a collection of overrings {Rα}α∈A
of a domain R, if ∗α is a semistar operation on Rα for each α ∈ A, then the map ∗A : F (R)→ F (R) defined
by I∗A = ∩α∈A(IRα)∗α for each I ∈ F (R) is a semistar operation ([4, Example 1.3 (d)]). In this section,
we wish to investigate the following problem posed in [3, Problem 44]: Find conditions for ∗A to be of finite
type, or equivalently, if {∗α}α∈A is a set of semistar operation on R, then when is the semistar operation ∗A
defined by I∗A =
⋂
α∈A I
∗α for each I ∈ F (R) of finite type?
We will consider this question under the assumption that R is a valuation domain, or in other words,
when F (R) is totally ordered under inclusion. In this scenario, every semistar operation is stable. Indeed,
given I, J ∈ F (R) in a valuation domain R, I ⊆ J without loss of generality, so (I ∩ J)∗ = I∗ = I∗ ∩ J∗ for
each semistar operation ∗ on R. From this observation, we have the following lemma:
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Lemma 16. Let R be a domain and {∗α}α∈A a set of semistar operations on R. Then the following hold:
(1) F∗A = ∩α∈AF∗α .
(2) If every semistar operation on R is stable, then ∗A is of finite type if and only if ∩α∈AF∗α is of finite
type.
Proof. (1): Note that (I∗A)∗β = I∗β for each I ∈ F (R) and β ∈ A by ([4, Proposition 1.6 (4)]). Therefore,
I ∈ F∗A ⇔ I∗A = R∗A
⇔ I∗α = R∗α for each α ∈ A
⇔ I ∈ F∗α for each α ∈ A
⇔ I ∈ ∩α∈AF∗α .
(2): Given a semistar operation ∗ on R, ∗ is of finite type if and only if F∗ is of finite type, by our assumption,
along with Theorem 1 and [4, Theorem 2.10(A)]. Now by (1), ∗A is of finite type if and only if F∗A is of
finite type if and only if ∩α∈AF∗α is of finite type. 
Lemma 17. Let R be a valuation domain. Then the following statements hold:
(1) ([19, Lemma 2.40]) If ∗ is a finite type semistar operation on R, then there is an overring T of R
so that I∗ = IT for each I ∈ F (R).
(2) ([15, Theorem 10.1]) Each overring of R is of the form RP , where P ∈ Spec(R).
Corollary 4. Let R be a valuation domain and ∗ a semistar operation on R. Then the following are
equivalent:
(1) ∗ is of finite type.
(2) For some P ∈ Spec(R), I∗ = IRP for each I ∈ F (R).
(3) There is an overring T of R so that I∗ = IT for each I ∈ F (R).
From this, we obtain a characterization of localizing systems of finite type on a valuation domain.
Lemma 18. Let R be a valuation domain and F a localizing system of R. Then F is of finite type if and
only if F = {I ∈ S(R) | P ( I} for some prime ideal P of R.
Proof. Suppose that F is of finite type. Note first that ∗F is a semistar operation of finite type on R by
Theorem 1. Thus by Corollary 4, there is P ∈ Spec(R) with I∗F = IRP for each I ∈ F (R). Now, by [4,
Theorem 2.10(A)], we have
F = {I ∈ S(R) | I∗F = R∗F}
= {I ∈ S(R) | IRP = RP }
= {I ∈ S(R) | I 6⊆ P}
= {I ∈ S(R) | P ( I}.
Conversely, say F = {I ∈ S(R) | Q ( I} for some Q ∈ Spec(R). Then given I ∈ F , choose x ∈ I \Q. Since
R is a valuation domain, Q ( xR ⊆ I and xR ∈ F . Therefore F is of finite type. 
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Lemma 19. Let R be a valuation domain, and ν an ideal valuation of R. Then
dim(R) + 1 ≥ #{ν(I) | I ∈ S(R)}.
Proof. For each n > 0, let Pn = {x ∈ R | ν(xR) < n}. First, we show that Pn is an ideal of R. Indeed,
let x, y ∈ Pn and say r ∈ R. Without loss of generality, we have xR ⊆ yR, so that by monotonicity of ν,
it follows that ν((x + y)R) ≤ ν(xR + yR) = ν(yR) < n. Hence x + y ∈ Pn. Also by monotonicity of ν, we
have ν((rx)R) ≤ ν(xR) < n, and so rx ∈ Pn. Thus each Pn is an ideal of R. Now suppose I, J are ideals of
R with IJ ⊆ Pn. Then either I ⊆ Pn or J ⊆ Pn by (IV2). Thus for each n > 0 we have Pn ∈ Spec(R), and
since the {Pn}∞n=1 form an ascending chain, the claim follows. 
Lemma 20. If ν is an ideal valuation on a valuation domain R, then ν has finite range if and only if
∩n≥0G(ν, n) is a localizing system of R of finite type.
Proof. If ∩n≥0G(ν, n) is a localizing system of R of finite type, then by Lemma 18, there is P ∈ Spec(R)
so that ν(I) = ∞ if and only if P ( I. In particular, ν(P ) = m for some m ≥ 0. So, for any I ∈ S(R),
either ν(I) ≤ m or ν(I) = ∞. Therefore ν has finite range. On the other hand, if the range of ν is finite,
then there is m ≥ 0 so that G(ν,m) = ∩n≥0G(ν, n). 
Theorem 6. Let R be a valuation domain, {∗α}α∈A a set of semistar operations on R. Then the following
are equivalent.
(1) ∗A is of finite type.
(2) ∩α∈AF∗α is of finite type.
(3) There exists α ∈ A such that I∗A = IR∗α for each I ∈ F (R).
Proof. (1) ⇔ (2): This follows from Lemma 16. (1) ⇒ (3): Note that for each α ∈ A, there is some
Pα ∈ Spec(R) such that R∗α = RPα by Lemma 17. Suppose that ∗A is of finite type. Then by Corollary 4,
there is P ∈ Spec(R) with I∗A = IRP for each I ∈ F (R). It follows Pα ⊆ P for each α ∈ A. If Pα ( P for
each α ∈ A, then P ∗A = ∩α∈AP ∗α ⊇ ∩α∈APRPα = ∩RPα = R∗A = RP ) PRP = P ∗A , a contradiction.
Hence P = Pα for some α ∈ A, and thus R∗α = RPα = RP . So I∗A = IR∗α for each I ∈ F (R). (3)⇒ (1):
This follows from Corollary 4. 
When we have a standard, countable descending chain of finite type and stable semistar operations over
a valuation domain, we can say a little more:
Corollary 5. Let R be a valuation domain and C = {∗i}∞i=0 a standard, countable descending chain of finite
type and stable semistar operations on R. Then the following are equivalent.
(1) ∗C is finite type.
(2) νC has finite range.
(3) ∩n≥0G(ν, n) is a localizing system of R of finite type.
(4) ∩n≥0G(ν, n) = G(ν,m) for some m ∈ N.
Proof. (1) ⇔ (2): Note that I ∈ G(νC , n) if and only if νC(I) ≥ n if and only if I∗n = R∗n if and only if
I ∈ F∗n . Thus the conclusion follows from Lemma 20 and Lemma 16. (2)⇒ (4): If the range of νC is finite,
then there is m ≥ 0 with G(νC , n) = G(νC ,m) for every n ≥ m. Since {G(νC , n)}n≥0 is a descending chain
of localizing systems, the claim holds. (4) ⇒ (3): This follows from the fact that G(νC , n) is of finite type
for each n ≥ 0. (1)⇔ (3): Follows from Theorem 6. 
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