The influence curve introduced by Hampel (1968) is applied to goodness-of-fit statistics. The efficacy curve is then defined to be the square of influence curve weighted by a constant which arises in the context of approximate Bahadur efficiency. For a number of goodness-offit statistics the ratios of these curves are shown to be equal to the asymptotic relative efficiency in the Pitman sense when testing for point contamination. These efficacy curves graphically demonstrate the sensitivities of certain goodness-of-fit statistics to minor perturbations in the assumed distribution. 
THE INFLUENCE CURVE
The influence curve (IC) is introduced by Hampel (1968) as a tool in the study of the robustness of certain estimators of a location parameter, say e. The basic idea is to first perturb the assumed distribution by mixing it with another distribution degenerate at the point (e+c).
This model then quantifies point contamination and, more importantly, approximates in a mathematically tractable fashion a minor irregularity in the assumed distribution or contamination by another distribution which has a relatively small variance. The IC then measures the asymptotic rate of change of the estimator as contamination is introduced, that is, it measures the influence on the estimator by a relatively small amount of contamination.
Let F be a cumulative distribution function (CDF) and let F n denote the familiar empirical distribution function (EDF) which, for any argument x, is defined to be the proportion of a random sample that is less than or equal to x. Many statistics can be written as functionals of Fn , say T(F n ). If we are sampling from F and we view T(P n ) as an estimator for the parameter e, then T(F n ) is said to be Fisher consistent if e -T(F). Since F n -* F uniformly with probability one then in many cases, though not all, T(F) T(F) in probability.
Now let 6 c be the CDF which is degenerate at the point c and denote the mixture of F and 6 by Fe -(l-+)F + c" where e is the mixing proportion. The influence curve of T at F is defined pointwise by
T(F ) -T(F)

ICTF(c) -lim ,
6+,0
if this limit is defined for every point c. We will omit the subscript F and write IC T(C) since the form of F will be understood from the context.
In most cases IC T(C) -lim {T'(F )}, where T'(F ) is the first derivative of T(F ) with respect Jo e. Hampel (1974) suggests that the IC for an estimator be sketched, examined, and considered along with other qualitative information about the estimator such as the form and variance of its asymptotic distribution. In the setting of robust estimation, it is undesirable for a small amount of contamination to have a large effect on the value of the estimator. In terms of the IC, large absolute values are undesirable.
If goodness-of-fit statistics are considered, the interpretation of the IC must be reversed.
INFLUENCE CURVES FOR EDF STATISTICS
It is a natural step to construct ICs for goodness-of-fit statistics in hopes of shedding some light on the sensitivities of these statistics to perturbations at different points of the assumed distribution. In this setting it is desirable for a small amount of contamination to have a large effect on the value of the statistic. In terms of the IC, large values are desirable.
In this section we will consider the case of a simple null hypothesis, that is, the hypothesized distribution F is completely specified and contains no unknown parameters. If F is continuous, we can employ the probability integral transformation on the sample data and equivalently test the hypothesis of uniformity on the unit interval.
The so-called EDP statistics discussed by Stephens (1974) are formulated naturally as functionals of F . The five EDF statistics that will be considered here are:
The Kolmogorov-Smirnov statistic D:
D -sup x X F n ( X) -F (X)
2. The Kuiper statistic V:
W 2 a n f {Fn(x) -F (x)12 dF(x).
The Watson statistic U 2 -
The ICs for D and V can be derived in a straightforward manner. 
RELATIONSHIP TO MEASURES OF EFFICIENCY
In this section it is demonstrated that the ratio of ICs can have a relationship to the Pitman efficiency (PE) of the corresponding statistics. See Kendall and Stuart (1979) for a general discussion of PE.
If the asymptotic distributions of the two statistics to be compared are of different forms, then it is still possible to obtain the PE as the limit of the approximate Bahadur efficiency (ABE) which is introduced by nahadur (1960). Emphasis will not be placed on the regularity conditions under which the IC can be related to PE, rather the validity of this relationship will be argued on a case by case basis.
Both PE and ABE are asymptotic measures and are defined in the context of testing the hypothesis H 0: = (3 for some 0 0 e against the alternative HA: 0 E Q . We can fit the contamination alternative A A into this framework by assuming that F = (I-e)F + e6 is the CDF of the Condition II: There exists a constant a e (0,-) such
2
Condition III: There exists a function b on fA with 0 4 b(G) < -such that for each e e aA'
T * b(0), in probability.
The approximate slope of {n T n is defined to be s(G) = ab 2 () and the approximate Bahadur efficiency of TI, n relative to T2, n is defined to be s I (0) alb I 2 (0)
where the subscript convention should be obvious.
Whereas PE is a measure of local efficiency, i.e., as ( -e o , ABE is more general in that it depends upon a particular non-null value of 0. While PE yields a single number, ABE can vary over different values of (3 Q A For this reason we will occasionally write ABE(9). Although more general, ABE has an approximate sample size interpretation while PE has an exact sample size interpretation.
It is reassuring that in most cases lir ABE(() = PE. Bahadur Wieand's main theorem states that when two statistics satisfy Condition III*, and certain other minor conditions, then lim ABE(G) = PE.
Using this result, PEs can be obtained where never before possible.
In particular Wieand shows that the goodness-of-fit statistics D, V, W*, and U* all satisfy his theorem when the underlying distribution is continuous. Since F is discontinuous, we must argue that Wieand's theorem C can be extended to the contamination alternative. When F is continuous the verification of Condition III* for each EDF statistic makes use of the fact that the CDF of Z -/n Sup IFn-FI, say Kn (z), does not depend on F. When F is discontinuous this is no longer true and so for a particular F the CDF of Z, say K'(z), depends on F. It is known, n however, that K'(z) > K (z) for every z (e.g. see Darling, 1957) . This implies that F converges to F faster, and hence that T converges to n n b(G) faster, when F is discontinuous. Condition III* requires only that T converge to b(O) within a specified rate. Since D, V, W*, and U* all n satisfy Condition III* when F is continuous, they must also satisfy Condition III* when F is discontinuous.
The statistic A* can also be included. The characteristic function for A 2 is derived by Anderson and Darling (1952 With the contamination alternative an entire family of alternative distributions, parameterized by e, is defined for each value of c. The
PEs obtained below will depend in general on the path taken as F F, that is, on the particular value of c. To make clear this dependence on c we will write PE(c).
Using the relations b(e) and T(F and T(F) = 0 which hold for the EDF statistics being considered, then for any pair of these statistics
PEs can be obtained from ABEs as 2 a T 1 (F)
Thus we see that the ratios of the squares of ICs, when properly weighted, can have a PE interpretation. More specifically, PE here is the limit as nand e + 0 of the ratio of sample sizes required for two statistics to achieve the same power when testing the hypothesis of no contamination at the same significance level against the contamination alternative.
For the statistics to be considered here, PEs are independent of the particular choices of significance level and power.
EFFICACY CURVES FOR EDF STATISTICS
We now define the efficacy curve, EC, as EC = aIC 2 where "a" is the constant in Condition II. The difficulties noted when comparing ICs for test statistics have now been overcome. The EC is invariant with respect to linear functions of a test statistic whereas the IC is not.
Also through "a" the EC takes into account the fact that different statistics may have limiting distributions of different forms when the null hypothesis is true. For D, V, W*, U*, and A* the constant "a" has the 2 2 value 4, 4, r , 41 , and 2, respectively. The ECs for these statistics are:
1.
ECD ( 
EXTENSIONS TO COMPOSITE HYPOTHESES
The above development can be extended to the case of a composite 
B.
One of the major goals of Hampel (1968) was to find that estimator in a certain class for which the supremum of the IC is minimized. A similar approach may be fruitful for goodness-of-fit statistics using the EC. Of course the optimality criteria would have to be quite different. We could find that statistic within a suitable class for which the infimum of the EC is maximized. For example, the stylized sensitivity curve for D is flat. Thus in this case the sensitivity curve is quite misleading.
F.
Prescott (1976) introduces the stylized sensitivity surface by adding two arbitrary points to an idealized sample, and presents contours of such surfaces for a number of statistics for testing the composite hypothesis of normality. Michael (1977) introduces similar surfaces based on the IC by allowing equal amounts of contamination to be introduced at two different points, and presents contours of surfaces for many of the sm statistics. The results of these two approaches are not inconsistent, in contrast to the case of a simple null hypothesis discussed above in E.
