We give a brief history of the problem of finding all closed invariant subspaces of a given class of operators. The case of cyclic hermitian operators is well-known; an exposition appears in Plesner [8] . The general case is accessible via multiplicity theory (see Plesner, loc. cit.) . Beurling [1] , in an important paper, found all the closed invariant subspaces of the shift operator on 4 through a detailed study of certain analytic functions on the unit disc. Donoghue [3] found all closed invariant subspaces of the simple Volterra operator J, defined f, on L 2 (0, 1) and those of a certain weighted shift operator. and Mf = Jlί). If TF is a closed invariant subspace of T e B(L P ) X then we will refer to the restriction of T to W as the part of T on TΓ or simply as a part of T. For α e [0,1] we will write e a to denote the characteristic function χ ίatll of the interval [a, 1] . If i? £ [0, 1] is a nonempty closed set we define W(E) to be the closed subspace of L p generated by the set of functions {e a : a e E}. We will say that a complex-valued function /: [0,1]-*C is absolutely continuous on [α, 6) if / is absolutely continuous on every closed interval contained in [α, 6) ; the same convention will apply to the intervals (α, 6] and (α, 6) . If / is a complex-valued function whose derivative /' exists a.e. then we will write T f to denote M f -JM f ,. We define ^ to be the collection of all operators T f such (i) f eL^ and / is absolutely continuous on [0, 1), and (ii) the function k f (x) Ξ= (1 -x) qιP V\f{t)\ q dt Jo belongs to L^. The fact that & £ B{L P ) follows from a result in [2] . In fact, T f e^ implies that M f and JM f , each belong to B(L P ). Condition (ii), above, implies that if T f e ^ then /' belongs to L q (0, a) (i.e., I \f\ q < °o j for all α < 1; we will use this fact often in the sequel. We also note that (i) and (ii) together do not imply that / is absolutely continuous on [0, 1] . Indeed, it may happen that T f eŵ hile / fails to be continuous at x -1, as the example f(x) = sin(-log(l -x)) shows. We define J*f to be the subset of <g" consisting of those operators T f e^ such that / is 1-1 and absolutely continuous on [0, 1] and m {x e [0, 1]: f'(x) = 0} = 0 (where m denotes Lebesgue measure).
Our first lemma details the important algebraic properties of ^. Part (ii) establishes the fact that <g* is indeed an (abelian) algebra. The formula in part (iii) shows that P(T r ) = T P(r)f for any polynomial P and any member T r of ^ This operational calculus is easily extended to more general functions. Part (iv) of the lemma plays a crucial role in the proof of our main lemma (Lemma 4) on the invariant subspaces of T f . The formula appearing in part (iv) becomes somewhat more transparent if one considers the special case r(x) == x. 
which, since x < 1 and g e L p were arbitrary, demonstrates that JM r + JM r J = i¥ r J.
(ii) Using part (i) to evaluate JM r J we have
Similarly we may show that T s T r -T sr and since T rs = Γ sr we have proved that T r and Γ s commute with product equal to T rs . The fact that T rs e ^ is a routine verification.
(iii) This follows immediately from part (ii).
(iv) Let T = T r . Since r(0) = 0 it is easily verified that M r β 0 = JM r ,e 0 and thus for % -1 and any g e L p and he L q we have (Γflf, h) 
We now sketch the inductive step, where the adjoint of (i) is used to evaluate the term M r ,{J*M r J*) that arises in our computation.
The next lemma provides us with a useful tool for deciding when a densely defined "formal" operator (i.e., one given by a formula, such as M f -JM ff ) that is capable of being extended to an "abstract" operator in B(L P ) is actually defined everywhere in L p by the given formula. The rather straightforward proof, which may be based on a standard theorem in analysis [4, p. 156] The following elementary fact is used repeatedly in the sequel and so we single it out as a lemma. Proof. Let h = -J*g and define F to be the set consisting of those points x in E such that x is a limit point of E and h r (x) -g(x) . Clearly m(F) -m(E) and so if m(F) = 0 the lemma is trivial. If m(F) > 0 and x belongs to F let {x n } g E be a sequence converging to x. Then h(x) -h(x n ) = 0 so that
x -x n which completes our proof. 2* Invariant subspaces* We now turn our attention to the classification of the closed invariant subspaces of operators that belong to the set Ssf. Our Main Lemma, which gives a characterization of the functions that belong to a given closed invariant subspace of an operator in Stf, is used repeatedly in much of what follows. LEMMA 4 (MAIN LEMMA (a) and so by Lemma 3 we have h = 0 almost everywhere on E. Thus
Jo i=i Jc t
Since c t and d 4 belong to E for all i and since we have shown that /o = ki on (c iy di) we have 
and since / is 1-1 we must have k 0 -0. Thus g -k γ e a which proves that if a e [0, 1) the eigenvalue f(a) is simple and if a -1 the operator T f -/(I) is 1-1. We observe that the range of
But the range of T f -/(I) cannot be all of L p since /(I) e ^(T/). Thus /(I) belongs to CV7(ΪV). This also shows that Pσ(T f ) S /([0, 1)), which, together with the reverse inclusion obtained earlier gives us the desired equality.
If T f is an operator in j>/ and if E is an arbitrary nonempty closed subset of [0, 1] then clearly the closed subspace W{E) is invariant for T f since W(E) is generated by certain eigenfunctions of T f . Indeed, W(E) is the closed linear span of the eigenfunctions e a for a belonging to the set E. Our main result, which we now state and prove, demonstrates that these are the only closed invariant subspaces of T f . THEOREM [0, 1] that contain the point 1.
(Invariant Subspaces of T f ). The only closed invariant subspaces of the operator T f e S^ are those generated by the eigenfunctions of T f . Specifically, if W is a closed invariant subspace of T f then there exists a unique closed set E £ [0, 1] containing 1 such that W -W(E). Consequently the lattice of closed invariant subspaces of T f is isomorphic to the lattice of closed subsets of
Proof. Let W be an arbitrary closed invariant subspace of T f . Define E -{α e [0, l]:e a £ W}. By Lemma 4 (i) the set E is closed and nonempty and clearly W(E) gΞ W since the generators of W(E) all belong to W. For the reverse inclusion let S be an arbitrary continuous linear functional on L p such that S(W(E)) -0. By the Riesz Representation Theorem there exists an h e L q such that Sg{g, h) for all g e L p . Since 0 = Se a = (J*h)(a) for all aeE it follows from Lemma 3 that h = 0 almost everywhere on E. Thus for any g e W we have 
where g = k ζ a.e. on (c iy di). Thus Sg = 0 and consequently S(TΓ) = 0. The Hahn-Banach Theorem now implies that W S W{E). The uniqueness of the set E, provided 1 e E, is straightforward and so we omit the details.
As an elementary application of Theorem 1 let us find the closed invariant subspaces of the operator M+ J. Straightforward calculation reveals that the spectrum of M + J is the closed unit interval, with (0, 1] serving as residual spectrum and the point 0 as continuous spectrum. Thus M + J is certainly not similar to M -J. Nonetheless we can employ the operator M -J to get at the invariant subspace structure of M + J as follows. Let S denote the substitution operator defined by Sg(x) = g(l -x). Then S -S~ι is an invertible isometry and one can verify directly that S(M -J)S -I -(M + J*). It follows from Theorem 1 (since M -J belongs to j^) that each and every closed invariant subspace of M + J* is generated by a suitable subset of its eigenf unctions. Finally, by taking ad joints, it is an easy matter to determine the closed invariant subspaces of the operator M + J -(M + J*)*. In fact, the lattice of closed invariant subspaces oί M + J is antiisomorphic to the lattice of all closed subsets of [0, 1] that contain the point 0.
Our next result illustrates the manner in which certain subsets of the complex plane may arise as the (pure) point spectrum of an operator.
COROLLARY.

Let E be a nonempty closed subset of [0,1] not containing 1 and let T be the part of T f e s$f on the closed invariant subspace W(E). Then the lattice of closed invariant subspaces of T is isomorphic to the lattice of all closed subsets of E. The spectrum of T is the set f(E) and is purely point.
Proof. The statement about the lattice of invariant subspaces of T follows easily from Theorem 1 and our hypothesis that 1 g E. The claim regarding the spectrum of T is a slight generalization of a result due to G. K. Kalisch [5] .
The result of Kalisch referred to is that for any nonempty compact subset of the real numbers there exists a bounded operator on a separable Hubert space whose spectrum is purely point and equal to the given set. A similar result can be obtained for the residual spectrum of an operator by considering suitable parts of the operator M + J. For the continuous spectrum of an operator the above result is well-known. We remark that all of this can be carried out for arbitrary nonempty compact subsets of the plane; i.e β , given a nonempty compact subset of the plane there exists a bounded operator on a separable Hubert space whose spectrum is purely point (or purely continuous or purely residual, as may be desired) and is equal to the given set. The case of pure point spectrum is also due to Kalisch.
We now state some algebraic results about the algebra c έ? starting with the assertion that ^ is a maximal abelian algebra. THEOREM 
(Commutant of M -J) & is a maximal abelian subalgebra of B(L P ). In fact if T belongs to B(L P ) and commutes with M -J then T e c^\ i.e., <& is the commutant ofM -J relative to B{L P ).
Proof. By Lemma 1 (ii) we see that & is an abelian algebra. If T belongs to B(L P ) and commutes with M -J then for every a e [0, 1) we have 
= [e x (t)(T*e ΰ )(t)dt = [(T*e B )(t)dt .
Thus for all x < 1 (1) h
Since T is in B(L P ), its adjoint T* belongs to B{L q ) and consequently T*e o belongs to L q . Therefore, (1) As an easy corollary of Theorem 2 we show that the algebra <& is reflexive; i.e., we prove that ^ = Alg Lat <& where Lat ^ denotes the family of all closed subspaces of L p that are left invariant by every member of ^ and Alg Lat ^ denotes the algebra of bounded operators on L p that leaves invariant every member of Lat ^. The inclusion ^ ϋ Alg Lat ^ is obvious. For the reverse inclusion let T be bounded operator on L p that leaves every member of Lat î nvariant. Then the functions {e a : a e [0,1)} are all eigenfunctions of T and consequently T commutes with M -J. By Theorem 2 we conclude that T belongs to ^ and so ^ is reflexive.
Our next theorem is a partial converse of Theorem 1. We remark that Theorem 1 can be extended to a slightly larger collection of operators of the form T f than those in the set s$f (by dropping the requirement that / be continuous at x = 1, but insisting that the closure of the range of / does not separate the plane), in which case our next theorem would be a full converse. 
Proof. Our hypothesis implies that T commutes with M -J
(since e a is an eigenfunction of T for all a in [0, 1)) and thus by Theorem 2 we have T = 7\ e <£f. If 0 ^ a < b < 1 and Λ,(α) -Λ(6) then T Λ would have an eigenspace of dimension ^2 at h(a) which would contradict our hypothesis regarding the nature of the invariant subspaces of T. Indeed, the linearly independent functions e a and χ [α>δ] would belong to the eigenspace of T at h(a). Thus h must be 1-1 on [0, 1) which proves (i). Let F -{x: h'{x) -0} and suppose that m(F) > 0. We may assume, without any loss of generality that F £ [0, a] for some a < 1. Then clearly the closed subspace V -χ F L p , obtained by mapping g e L p onto χ F g, is invariant for T h and so by our hypothesis we must have V = W(E) for some closed nonempty subset E £ [0, 1]. But if some b < 1 belongs to E then e b e V which is impossible since every function in χ F L p vanishes on [α, 1] . Thus E -{1} which implies that V = 0 and contradicts our assumption that m(F) > 0. Hence m{F) -0 and so (ii) is proved. THEOREM 
(Cyclicity of Invariant Subspaces of T f ). Every closed invariant subspace W of the operator T f e jy is cyclic. In fact, if we define E -{a: e a e W) and K = inf E then a function s e L p is cyclic for W if and only if s has the following properties: (i) s -0 almost ever where on [0, iΓ|, (ii) s is a constant k { on each component of [K, 1]\E and (iii) s is not ax. equal to a constant on any open interval containing a point a e E\{0, 1}.
Proof. Let W be an arbitrary closed invariant subspace of T f so that by Theorem 1 we have W = W{E). Let s e L p satisfy (i), (ii), and (iii) and let W s be the closed invariant subspace of T f generated by s and T f . Applying Theorem 1 again gives us W s = W(F) for some closed set F = {ae [0, 1] : e a e W s ). We now proceed to show that W = W s by showing that E = F. We first observe that OeE if and only if s Φ 0 a.e. in any neighborhood of x = 0. Similarly 0 G F if and only if s Φ 0 near x = 0. Thus 0 e E if and only if 0 e F.
Also, by definition, le E Γ] F. Suppose next that a & E (with a Φ 0 and α^ 1). Then there exists an open interval / containing α, such that T}s is constant on I for all ne Z
+ and it follows that e a g TΓ S . Therefore, α ί F which proves that F Q E. For the reverse inclusion let αe i? and α£{0, 1}. It a$F then upon applying Lemma 4 (ii) to |7 s = W{F) we see that there exists an open interval I containing a such that s is constant on /. But this contradicts (iii) since ae E. Thus we must have aeF and hence E £ F. For the converse we note that if s is cyclic for W then, since W = T7(l?), properties (i) and (ii) must hold for s. It is straightforward to show that if s does not satisfy (iii) then s and T f generate a subspace W(F) properly contained in W{E). Thus we have shown that conditions (i), (ii), and (iii) are necessary and suίRcient for the cyclicity of s. To complete our proof we will demonstrate the existence of a function satisfying these conditions. Let {αjf =1 be a dense subset of E = {e a : ae W} and define a function s by Then clearly s satisfies conditions (i), (ii), and (iii) and is therefore cyclic for W. In case the set E is perfect the function fχ E is also cyclic for W. However, if E is not perfect then E contains isolated points; if there exists an isolated point p e E Π (0, 1) then it is readily verified that fχ E fails condition (iii) in a neighborhood of p and consequently fχ E is not cyclic for W.
3* Similarity and isometric equivalence* We begin our study of the similarity and isometric equivalence of operators belonging to the set sf with a lemma on the boundedness and isometric behavior of certain substitution operators. Our next lemma provides necessary and sufficient conditions for the absolute continuity of the composition r = g~ι ° / of g~ι and / where g and / are 1-1 complex-valued absolutely continuous functions. This result is used in the proofs of Theorems 5, 6 , and 7 to establish certain properties of the substitution operator S r , which arises in our investigation of the similarity and isometric equivalence of T f and T g . A standard theorem in analysis [4, p. 272] together with the fact that
whenever E is an interval in [0, 1] . It is now straightfoward to verify that (1) holds for every measurable subset E in [0,1]. Now suppose that (i) holds and let E £ [0, 1] be an arbitrary set of measure zero. Then using (1) we obtain 0= \f(t)\dt
where the last equality follows from applying (i) to the set E which and g' are nonvanishing a.e. it follows that r' and s f also have this property and so Lemma 7 implies that r and s are absolutely continuous.
(ii) Let a e [0,1). Then Proof. Suppose that V is a boundedly invertible isometry such that VT f V~ι = T g . Then by Lemma 8 the functions r = g~ι°f and s = r~ι are well-defined strictly increasing absolutely continuous maps of [0, 1] onto itself. We claim that for every nonempty closed subset
To see this let h denote the function appearing in the statement of part (ii) of Lemma 8. Then Ve a = h{a)e r{a) for all a in [0, 1) and h(a) Φ 0. Since V is invertible we clearly have F(span e a ) = span (Ve a ) = span (β r(α) ) Equation (1) now follows by taking the closures of the above spans. Next we consider the operator
Using the absolute continuity of r this operator is easily seen to be an isometry since for all h γ e L p = \\h ι {t)\»dt= || A, ||5.
Jo
Similarly we see that V s is an isometry and since 
so that VE t V~ι has range equal to W ([r(t) , 1]). A result due to G. K. Kalisch [6, p. 94] now allows us to conclude that (4) VEtV- 1 = E r(t) Upon combining (3) and (4) we obtain (5) for all t in [0, 1] . Another result of G. K. Kalisch [6, p. 95] now implies that
implies that | h(0) \ -1 and so S s is an isometry. Lemma 6 (ii) now tells us that S 8 -I and so T f = T g . A routine argument now demonstrates that / = g. of all linear combinations of the e β 's. Thus V h extends uniquely to a bounded operator, namely V, defined on all of L p . In a sense this is what we set out to prove. However, the proof of the corollary of the present theorem will require the somewhat sharper result that V is actually given by the formula for V h , on all of L p . We will show this ultimately by using Lemma 2, but at this point we do not know that V h is defined on all of L p . Indeed, to show this we will need the fact that h! belongs to L q (0, a) for all a < 1; but Lemma 8 (ii) merely implies that h' e L^O, a) for all a < 1. We begin by showing that V h is well-defined on L^ and agrees with V there. Let #! G L M be arbitrary. For a < 1 Lemma 8 (ii) implies that K e 1^(0, s(a)) and so, by Holder's inequality, Clearly S Λ MκQ\(a) * s finite for a.e. a e [0, 1] and so V h g ι is well-defined and is a measurable function which is finite a.e. on [0, 1] . Let {s n } gΞ D be a sequence of step functions such that \\s n -g t \\ p -> 0 and ||s n IU < 11 #i I l oo for all n. Since V is bounded we have Vs n -+ Vg ι in L p and so there exists a subsequence, which we will also denote as {s n } for simplicity, such that Vs n ->Vg 1 almost everywhere. Similarly we may assume that s n -• g x almost everywhere.
THEOREM 6. (Similarity of T f and T g ). If T f and T g belong to
Let a < 1 be arbitrary. Then Is n /i'| ^ HflTiIUIΛ'| eL^O, s(α)) for all n and s n h! ->gjι 
belongs to B(L P ).
It follows that (1 -r)(r')~1 /?) e L^. A similar argument shows that (1 -s)(s')~1
/p e L^ and thus (ii) holds. For α < 1 the function 1 -s is bounded away from zero on the interval [0, r(α)\ and so (ii) implies that (s f )~l lP e L^ (0, r(α) ). But, since s f is nonvanishing a.e., s f (r(x)) = ljr r (x) and consequently r'eL M (0,α). A similar argument shows that s' G L OO (0, α) for all α < 1 and completes the proof of (iii).
We remark that the conditions r' 6 L^ and s' e L^ are sufficient for the similarity of T f and Γ ff . Indeed, one may then take h = 1 in Theorem 6. These conditions are apparently not too far removed from also being necessary for similarity, as part (iii) of the corollary illustrates.
As an application of the preceding corollary we consider the semigroup ^~ of bounded operators T α defined, for all α > 0, by T α == T χα . The semi-group property is an immediate consequence of Lemma 1 (ii) which says that T α T b = T χα T χb = T χα+b = T α+b . Lemma 5 and Theorem 1 imply that the spectrum and closed invariant subspaces of every member of ^ are identical. However, the following proposition shows that no two distinct members of ^ are similar. This provides an interesting contrast to the semi-group ^€ of multiplication operators of the form M x α(α > 0). Not only do all the members of ^f have the same spectrum and closed invariant subspaces; any two members of ^/S are isometrically equivalent in L p . In fact, the equivalence of M x a and M 9 ι may be implemented by . Then r = g~ιof = af' δ and r' = (a/b)x~ι +alb . Part (iii) of the corollary implies that -1 + α/6 ^ 0, or equivalently, a ^> 6. Thus α -6.
Our final theorem is the analog, for certain operators in sf, of the well known theorem about the similarity of matrices with 1-dimensional root spaces; viz., two such matrices are similar if and only if their eigenvalues are the same. 1) ) and since / and g are 1-1 continuous functions it follows that /(0) = g(0) and /(I) = #(1). Thus r = g~ιo f and s = r~ι are well-defined and our present assumptions on /' and g f imply that r and s satisfy the hypothesis of Lemma 7. Hence r and s are absolutely continuous and it is clear that r' and s' belong to L^. By Lemma 6 (i) the operators S r and S s are bounded and clearly S7 1 = S s . An easy computation now shows that S s T f S r -T fos = T g which completes our proof.
