Fundamental solutions to the time-periodic Stokes and Oseen linearizations of the Navier-Stokes equations in dimension n ≥ 2 are investigated. Integrability properties and pointwise estimates are established. 
Introduction
The concept of a time-periodic fundamental solution to the Stokes equations was introduced recently in [9] . In the following, we extend this concept to the time-periodic Oseen equations in arbitrary dimension n ≥ 2. Moreover, we establish pointwise estimates and integrability properties for both the Stokes and Oseen fundamental solution. At the outset, the fundamental solutions are introduced as distributions on a Schwartz-Bruhat space. The integrability properties enable us to identify these distributions as elements of an appropriate L q space. Consequently, convolutions with the fundamental solutions can be expressed in terms of classical integrals. The pointwise estimates can then be used to investigate, for example, the asymptotic behavior of time-periodic solutions to both the Stokes and Oseen equations.
The idea of investigating time-periodic problems in terms of fundamental solutions is new. Classically, Poincaré maps have been used instead. Consider the Poincaré map that takes a state at time 0 into the state at time T > 0 of a solution to the (linearized) Navier-Stokes initial-value problem. A fixed point of this mapping yields a T -time-periodic solution. More precisely, the T -time-periodic solution is identified as the specific solution to the initial-value problem corresponding to the fixed point. Working with such an indirect identification, one faces a number of limitations. It is, for example, difficult to derive information on the pointwise structure of the solution. Instead, we propose to express a time-periodic solution in terms of a convolution integral with an appropriate fundamental solution. In order to exploit such a direct representation formula, integrability properties and pointwise estimates of the fundamental solution are needed.
In the following, we investigate linearizations of the time-periodic Navier-Stokes equations in R n with n ≥ 2. The time-period T > 0 remains fixed. Let λ ∈ R. The linearization
is referred to as the time-periodic Stokes system if λ = 0, and as the time-periodic Oseen system if λ = 0. Here u : R × R n → R n and p : R × R n → R denote the Eulerian velocity field and pressure term, respectively. Data f : R × R n → R n with the same period, that is, f (t, x) = f (t + T , x), are considered. Moreover, t ∈ R and x ∈ R n denote the time and spatial variable, respectively. In order to define a fundamental solution to (1.1), we employ the approach from [9] and reformulate (1.1) as a system of partial differential equations on the locally compact abelian group G := R/T Z × R n . More specifically, we exploit that T -time-periodic functions can naturally be identified with functions on the torus group T := R/T Z in the time variable t. In the setting of the Schwartz-Bruhat space S (G) and corresponding space of tempered distributions S (G), we can then define a fundamental solution Φ to (1.1) as a tensor-field
1 We make use of the Einstein summation convention and implicitly sum over all repeated indices.
in the sense of S (G)-distributions. Here, δ ij and δ G denote the Kronecker delta and delta distribution, respectively. A solution to the time-periodic system (1.1) is then given by 4) where the component-wise convolution is taken over the group G.
In the following, we shall identify a fundamental solution Φ to (1.1) as the sum of a fundamental solution to the corresponding steady-state system 
(1.6)
Here, ω n denotes the surface area of the (n − 1)-dimensional unit sphere in R n . In the Oseen case (λ = 0), a fundamental solution to (1.5) is given by (see for example [4,
where
is the fundamental solution to the Laplace equation ∆Γ L = δ R n in R n and
Here K ν denotes the modified Bessel function of the second kind. In both the Stokes and Oseen case the pressure term in the fundamental solution is given by
In order to identify the second part of Φ, that is, the purely periodic part, we utilize the Fourier transform F G on the group G. The fact that F G : S (G) → S ( G) is a homeomorphism allows us to express the purely periodic part in terms of a Fourier multiplier defined on the dual group G = Z × R n . Our main theorem reads:
Then the elements of S (G) given by
implies, in combination with well-known integrability properties of the steady-state fundamental solutions (1.6) and (1.7), that the solution u to (1.1) given by the convolution (1.4) can be written in terms of classical integrals as (i = 1, . . . , n)
. Observe that u s is a solution to a steady-state Stokes (λ = 0) or Oseen (λ = 0) problem. Consequently, the pointwise asymptotic structure at spatial infinity of u s is well known; see for example [4, Theorem V.3.2 and VII.6.2]. From (1.12) and (1.14) it follows that u p (t, x) = O(|x| −n ), which means that the decay rate of u p (t, x) as |x| → ∞ is actually faster than the decay rate of the leading term in the asymptotic expansion of u s (x). In other words, the leading term in an asymptotic expansion of u coincides with the (known) leading term in the expansion of u s . This direct consequence of Theorem 1.1 is by no means trivial.
Preliminaries
We denote by B R := B R (0) balls in R n centered at 0. Moreover, we let B R,r := B R \ B r and B R := R n \ B R . For a sufficiently regular function u : R×R n → R, we put ∂ i u := ∂ x i u. The differential operators ∆, ∇ and div only act in the spatial variables.
We let G denote the group G := T×R n , with T denoting the torus group T := R/T Z. G is equipped with the quotient topology and differentiable structure inherited from R×R n via the quotient mapping π : R × R n → G, π(t, x) := [t], x . Clearly, G is a locally compact abelian group with Haar measure given by the product of the (normalized) Haar measure dt on T and the Lebesgue measure dx on R n . We implicitly identify T with the interval [0, T ), whence the (normalized) Haar measure on T is determined by ∀f ∈ C (T) :
We identify the dual group G with Z × R n and denote points in G by (k, ξ).
We denote the Schwartz-Bruhat space of generalized Schwartz functions by S (G); see [2] . By S (G) we denote the corresponding space of tempered distributions. The Fourier transformation on G and its inverse take the form
respectively, provided the Lebesgue measure dξ is normalized appropriately. By duality,
We denote the Dirac delta distribution on R n , T and Z by δ R n , δ T and δ Z , respectively. Observe that δ Z is a function with δ Z (k) = 1 if k = 0 and δ Z (k) = 0 otherwise. Also note that
Given a tensor Γ ∈ S (G) n×m , we define the convolution of Γ with vector field f ∈ S (G) m as the vector field Γ * f ∈ S (G) n with
The L q (G)-spaces with norm · q are defined in the usual way via the Haar measure dxdt on G. We further introduce the Sobolev space
where C ∞ 0 (G) denotes the space of smooth functions of compact support on G. We emphasize at this point that a framework based on G is a natural setting for the time-period Stokes and Oseen equations. It it easy to see that lifting by the restriction π |R n ×[0,T ) of the quotient mapping provides us with an equivalence between the timeperiodic linearization (1.1) and the system
An immediate advantage obtained by writing the time-periodic Stokes or Oseen problem as system of equations on G is the ability to then apply the Fourier transform F G and rewrite the problem in terms of Fourier symbols. We shall take advantage of this possibility in the proof of the main theorem below. Constants in capital letters in the proofs and theorems are global, while constants in small letters are local to the proof in which they appear. Unless otherwise stated, constants are positive.
Proof of the main theorem
A large amount of the proof of Theorem 1.1 is based on pointwise estimates of the functions 
The Hankel functions satisfy the following estimates:
Proof. 
At first we want to show that Γ k,λ H is a fundamental solution in S (R n ) to the equation
For this purpose, we want to use the following technical lemma, which will also be important for the derivation of the pointwise estimates claimed in Theorem 1.1.
Lemma 3.2.
There exists a constant C 6 = C 6 (λ, T ) > 0 such that
for all k ∈ Z \ {0}.
Proof. For λ = 0 the statement follows directly. If we assume λ = 0, it holds
Thus we obtain
This implies the assertion and finishes the proof.
With the help of the previous two lemmata, we can now verify that Γ k,λ H is an element of S (R n ) and satisfies equation (3.8) .
H is a fundamental solution in S (R n ) to equation (3.8) , and it holds
Proof. We want to utilize the estimates from Lemma 3.1. For x ∈ R n , x = 0, with |x| ≤ 1 2 , estimate (3.6) implies
if n > 2, and estimate (3.7) yields
in the case n = 2. For |x| > 
In total, we have seen
Moreover, by utilizing equation (3.3), a straightforward computation leads to
Applying the Fourier transformation to this equality, we directly obtain identity (3.10) since k = 0.
The next lemma will be the key for the derivation of the pointwise estimate (1.14) from Theorem 1.1. We proceed analogously to the proof of [9, Lemma 3.2].
Lemma 3.4. If we define
then for all α ∈ N n 0 and all ε > 0 there exists a constant C 7 > 0 such that for all x ∈ R n with |x| ≥ ε it holds
for all i, j ∈ {1, . . . , n}.
Proof. In the proof of Lemma 3.3, we have seen that Γ k,λ H (y) decays exponentially as |y| → ∞. Therefore, one may verify directly from the pointwise definitions of Γ k,λ H and Γ L that the convolution integral in (3.11) exists for all x ∈ R n \ {0} and belongs to L 1 loc (R n ). One may further verify that also the second order derivatives of Γ L * Γ k,λ H are given pointwise by convolution integrals:
(3.13)
Now fix ε > 0 and consider some x ∈ R n with |x| ≥ ε. Put R := |x| 2 . Let χ ∈ C ∞ 0 (R; R) be a "cut-off" function with
0 when 4 ≤ |r|.
Define χ R : R n → R by χ R (y) := χ R −1 |y| . We decompose the integral in (3.13) as
This also yields the decomposition
Recalling the definition (3.1) of Γ k,λ H as well as property (3.4) and estimate (3.5) of the Hankel function, we can estimate for |y| ≥ R/2:
where we employed (3.9) and the inequality c 4 |k| ≤ |α| ≤ c 5 |k|. In the same way, we may deduce
for all |y| ≥ R/2 and all α ∈ N n 0 . To estimate D α x I 1 , we use integration by parts and employ polar coordinates to deduce When n = 2, we use estimate (3.7) in combination with (3.5) and also obtain in this case. In order to estimate D α x I 2 , we again utilize (3.15), which directly yields
For the estimate of D α x I 3 , at first we use (3.15) with |α| = 0 and obtain
In the case |α| = 0, we can use integration by parts to deduce
Now (3.15) leads to the estimate
Since |x| = 2R, we conclude (3.12) by collecting the estimates for
The preparations above enable us to establish pointwise estimates of the purely periodic part of the fundamental solutions to the time-periodic Stokes and Oseen problem. We can thereby finalize the proof of Theorem 1.1.
Proof of Theorem 1.1. At first we remark that the function
is an element of L ∞ (G). Thus (1.11) is a well-defined object in S (G) n×n . Since it holds
Because we also have |ξ|
2 , we further deduce
which finally leads us to
Applying the inverse Fourier transform to this equality, we conclude that (Γ TP , γ TP ) is, in fact, a fundamental solution to (1.3) since clearly div Γ = div Γ ⊥ = 0.
We continue with the derivation of (1.14), for which we will utilize Lemma 3.4. The decay rate established for Γ k,λ H in Lemma 3.3 implies that Γ L * Γ k,λ H (defined in (3.11) ) is a tempered distribution on R n . Therefore, we may apply the Fourier transform to the derivatives of this distribution. Then identity (3.10) yields
T k + λξ 1 and, in particular,
Hence definition (1.11) yields
We may now utilize Lemma 3.4. For r ∈ [2, ∞) with Hölder conjugate r , the HausdorffYoung inequality in combination with estimate (3.12) yields which finally implies (1.14). Now we go on with the derivation of (1.12), for which we generalize the approach from [5, Proof of Lemma 4.5] to arbitrary dimension n ≥ 2. Equation (1.11) leads to the representation
where R j denotes the Riesz transform It is well known that R j extends to a bounded linear operator L q (G) → L q (G) for all q ∈ (1, ∞); see for example [6, Corollary 4.2.8] .
In order to obtain that M 0 is an L q (G) multiplier, we adapt the method applied in [8, Proof of Theorem 4.8]. To do so, we consider a function χ ∈ C ∞ 0 (R; R) with
