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Electrostatically driven complexation in nature has been long realized with its important
roles for regulating biological processes and drug design. A system predominantly of elec-
trostatic nature is the protein associated with strong ionic polyelectrolytes. The dominance
of electrostatics offers great chances for exogenous control of the binding affinity of macro-
molecules and the resultant complex, by manipulating the electrostatic properties of the
molecules. Despite the simplicity of the electrostatic interactions between charges governed
by Coulomb’s law, the complexity of the association escalates on the account of the inter-
molecular interactions as well as individual interactions with water and counterions. A deeper
insight into the physicochemical properties and the modeling of the association process thus
requires the use of more advanced methods, via both computational and experimental means.
In this thesis, we conducted a comprehensive study of the electrostatic complexation be-
tween proteins and anionic linear/dendritic polyelectrolytes, by means of molecular dynamics
simulations with implicit solvent and explicit salt. The proteins and polyelectrolytes are both
represented in a coarse-grained fashion. Each coarse-gained segment represents either an
amino acid residue or the repeating chemical subunit of the polyelectrolyte. This modeling
strategy allows for simulations of big proteins such as human serum albumin and dendritic
polyelectrolytes of large generations, while the crucial molecular electrostatic properties are
still well retained. Our simulations are validated further by calorimetry experiments. Fi-
nally, we propose theories based on counterion condensation and charge renormalization for
interpreting the system binding free energies.
Regarding all systems investigated here, the thesis demonstrates the crucial and ubiquitous
role of condensed counterions which participates in the electrostatic complexation. For both
linear and dendritic polyelectrolytes, we find a strong charge renormalization induced by
the condensed counterions, which consequently suppresses electrostatic interactions to an
appreciable extent. The resultant binding is governed by the release of those condensed
counterions, resulting in a massive entropy gain. Due to the presence of the multivalent
binding, we propose a new interpretation of the conventional Langmuir adsorption isotherm,
which ensures a meaningful comparison between simulations and experiments.
This thesis proposes an entire methodology ranging from the characterization of the molec-
ular effective charge to the ultimate calculation of the binding affinity. With that, our findings
provide an elegant access to the quantitative understanding of the electrostatic complexa-
tion between proteins and polymeric ligands. We also believe that our results open a new




Elektrostatisch gesteuerte Komplexierung spielt eine wichtige Rolle bei der Regulierung
biologischer Prozesse und ist daher äußerst bedeutend für Arzneimittel-Designverfahren.
Komplexierung eröffnet weitreichende Möglichkeiten in der exogenen Kontrolle der Bindungs-
affinität von Makromolekülen durch Einflussnahme auf ihre elektrostatischen Eigenschaften.
Ein in diesem Kontext relevantes System besteht aus einem Protein, das mit stark geladenen
ionischen Elektrolyten assoziiert ist. Trotz der einfachen Natur der elektrostatischen Wech-
selwirkungen zwischen den Ladungen (bestimmt durch das Coulombsche Gesetz), wächst die
Komplexität der Assoziation aufgrund von Vielteilchenwechselwirkungen sowie individuel-
len Wechselwirkungen mit Wasser und mit Gegenionen enorm an. Eine tiefere Einsicht in
die physiko-chemischen Eigenschaften und in die Modellierung des Assoziations-Prozesses
erfordert neue, fortgeschrittene experimentelle Methoden und Computermodelle.
In dieser Arbeit untersuchen wir die elektrostatische Komplexierung zwischen Proteinen
und anionischen, linearen bzw. dendritischen Polyelektrolyten mittels Molekulardynamik
Simulationen in implizitem Lösungsmittel und mit expliziten Salzen. Die Proteine und Poly-
elektrolyte werden mit vergröberten Details simuliert. Jedes vergröberte Segment repräsen-
tiert eine Aminosäure oder eine sich wiederholende chemische Untereinheit des Polyelektro-
lyten. Die Vergröberung ermöglicht Simulationen von großen Proteinen wie Humanalbumin
oder dendritischen Polyelektrolyten, ohne dabei die essentiellen elektrostatischen Eigenschaf-
ten der Moleküle zu vernachlässigen. Wir validieren unsere Simulationen durch Kalorime-
trieexperimente. Zur Interpretation der resultierenden Bindungs-freien Energien schlagen wir
Theorien vor, die auf Gegenionen-Kondensation und Ladungs-Renormalisierung basieren.
Die Arbeit zeigt die äußerst wichtige Bedeutung der kondensierten Gegenionen auf, die
in allen untersuchten Systemen an der elektrostatischen Komplexierung teilhaben. Sowohl
bei linearen als auch dendritischen Polyelektrolyten bewirken die kondensierten Gegenio-
nen Ladungsrenormalisierung, die die elektrostatischen Wechselwirkungen in den Systemen
abschwächt. Die Bindung wird durch die Freisetzung von Gegenionen bewirkt, was mit ei-
nem massiven Anstieg der Entropie einhergeht. Aufgrund der multivalenten Bindung können
unsere Ergebnisse nicht mithilfe des konventionellen Langmuir-Adsorptionsisothermen inter-
pretiert werden. Daher schlagen wir eine neuartige Interpretation der Langmuir-Adsorption
sisothermen vor, die einen sinnvollen Vergleich zwischen Simulationen und Experimenten
ermöglicht.
In dieser Arbeit entwickeln wir eine Reihe von allgemein anwendbaren und eleganten
Methoden, die uns, angefangen mit der Charakterisierung der effektiven Molekularladung
bis zur Berechnung der Bindungsaffinität, ein besseres quantitatives Verständnis für die
elektrostatische Komplexierung zwischen Proteinen und Polymeren geben. Wir sind zudem
überzeugt, dass unsere Ergebnisse neue Wege für die Entwicklung von Arzneimitteln eröffnen,
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All functions of living systems ranging from primitive bacteria to higher-order organisms,
as well as their interactions with their surroundings, are realized through macromolecular
interactions. These interactions might be simple or rather complex, with at least one of the
partners being a biological macromolecule, usually a protein. Proteins are large biomolecules,
with the primary structure consisting of one or more sequences of amino acid residues, linked
through peptide chains. They are abundant in number and carry out a wide range of func-
tions in the body. The protein can serve as an antibody, binding to specific foreign particles,
such as viruses and bacteria, to help protect the body. Transport proteins, such as human
serum albumin (HSA) or Ferritin, can bind and carry atoms and small molecules within
cells throughout the body. Similar functions of proteins in biological science are ubiqui-
tous, ranging from structural (cytoskeleton), mechanical (muscle), biochemical (enzymes),
to cell signaling (hormones) processes. Essentially, a protein realizes its biological function
by directly interacting with other molecules [1].
The protein association with ligands results from different types of interactions. As the
building block of proteins, amino acids can be classified based on their propensity in contact
with a polar solvent (such as water). For hydrophobic ones (low propensity to be in contact
with the solvent), they build non-polar or hydrophobic parts of the peptide chains which are
well hidden in the protein interior. As a result, proteins possess the ability to address ligands
via hydrophobic attractions. On the contrary, hydrophilic amino acids (in favor of bonding
with the solvent) create electronic displacements, leading to a local dipole moment or even
net charges on acidic or alkaline amino acids. The protein accordingly carries specific dipole
moments and charged patches of nonzero net charges, which forms the basis for electrostatic
interactions with solution ions and charged ligands [4, 5, 6].
In spite of the complex nature of protein-ligand interactions, the presence of the protein
in a highly protonated state or the ligand with many charges can make the electrostatic
interaction dominant for the complexation. In case of protein-DNA complexation which
is found responsible for the control of the information stored in the genome, electrostatic
interactions entirely govern the complexation [7]. Moreover, the interactions between the
protein and its charged ligands result predominantly from its charged patches [4]. Other
preliminary examples include the interaction of antibody-antigen, enzyme-inhibitor, potas-
sium channel-peptide inhibitor and so forth [8]. Understanding of the above processes in
general is related to protein electrostatics, which includes not only direct charge-charge in-





Figure 1.1: The HSA is plotted in terms of (a) three polypeptide domains [2], (b) the atomistic structure and
(c) the surface electrostatic potential. In panel (a) we show the three HSA domains color coded and labeled
I-III (each with two sub-domains A and B). In panel (b), the carbon, nitrogen, oxygen, and sulfate atoms
are depicted by green, blue, red, and yellow spheres, respectively. The HSA surface potential is calculated
by Adaptive Poisson-Boltzmann Solver [3] in physiological pH conditions.
The awareness that protein complexation is dominated by electrostatics has motivated a
bunch of applications in biophysics and technological science. An important situation that
takes advantage of electrostatic complexation is the the adsorption of proteins on surfaces,
which appears to be a central issue for developing certain biomaterials and medical devices.
The insights into protein electrostatic interactions with a surface give access to the way
reducing strong nonspecific protein adsorption on implant surfaces, which consequently in-
creases the effectiveness of membranes and biosensors as well as facilitates drug releasing
from delivery vehicles [10]. As opposed to that, from the perspective of the pharmaceutical
industry, the discovery of a ligand with a desirable protein binding affinity has become one
of the major preoccupations for drug development in an early stage [11]. Recently, biomate-
rials with polymeric coatings and dendritic polymeric carriers with desirable protein binding
affinity were developed [10]. In that regard, a comprehensive, large-scale comparative study
on protein-ligand complexation with different electrostatic properties may uncover principles
that inspire the ligand design.
The first challenge to understand the electrostatic complexation starts from a resolution
of the electrostatic potential of the charged molecule. Apparently, this potential is not only
a function of the molecular intrinsic charging properties, but also depends on the interacting
salt and solvent. Note that the experimentally measured surface potential of the charged
molecule has been found with a great deviation from the value that calculated by its intrinsic
charges [12, 13]. Thus, it becomes crucial to understand this charge renormalization, and
more importantly, to properly define the molecular charge and potential after the charge
renormalization. However, consistent theoretical definitions in that aspect are still lacking,
which further hinders a tractable theory to describe the electrostatic complexation. In
particular, quite a few studies had pointed out that this charge renormalization directly
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impacts on the molecular physiochemical properties [12, 14, 15].
A second challenge to study the electrostatic complexation is due to the promiscuity of
the interactions, namely, the hydrophobic and electrostatic forces between the protein and
ligands come into play simultaneously. Although for the electrostatic complexation, the
hydrophobic forces are of minor importance, the remaining electrostatic interactions indeed
cover both the charge-charge and the protein/ligand-salts/solvent interactions. In particular,
the presence of the protein/ligand-salts/solvent interactions indicates the coupling between
charged molecules and solution environment, which has been found vital for determining the
binding free energy and the phase diagram of charged molecules [16, 17, 18, 19]. An example
in that respect refers to the charged polymer chain. The condensed counterions from the
solution environment can trigger polymer contraction under certain conditions, in spite of
intra-chain charge-charge repulsions. This particular role of salts/solvent in the electrostatic
complexation hinders the understanding of the molecular association and frustrates ligand
design based on its electrostatic properties.
The third challenge arises from the requirement for a theoretical formalism to address
the complexation energy between charged macromolecules. At the bio-environment, charged
macromolecules are usually mediated by polar solvents (water) and solvated salts. As a
result, the electrostatic potential arising from the charged molecule is screened both by
salt ions and polar solvents (usually treated as a dielectric background continuum). The
analytical resolution of the electrostatic potential was initialized by the Possion-Boltzmann
theory. The adoption of that theory has demonstrated that, at the far field, the electrostatic
potential decays in an exponential manner with distance [20], in response to a number of
diffusive ions. As opposed to that, at the near field, the potential deviates greatly from the
previous exponential decay, given the correlated condensed ions layer that is triggered by the
high surface potential. Apparently, the resultant complexation energy is contributed both
by the energy change in the far and the near field. It would be desirable, if one can decouple
these two energy terms, which may lead to a full theoretical prediction of the complexation
energy.
To address these challenges, we perform a comprehensive molecular modeling of the pro-
teins interacting with highly charged anionic ligands. The ligands under investigation are
restricted to anionic polyelectrolytes (PEs). They are macromolecules with ionizable groups
that can release cations into the solution and leave negative charges on the polymer chains
in a polar environment. If the charges are strong enough, the interactions of PEs with other
macromolecules are governed by electrostatics, as evidenced by various important applica-
tions in many areas of natural sciences, ranging from materials to biophysics [21]. In this
thesis, we concentrate on linear and dendritic PEs, with an emphasis on their electrostatic
3
Figure 1.2: Typical conformations of PE chain with degree of polymerization N = 304 and fraction of
charged monomers f = 1/3 [29]. The x and y-axis denotes the magnitude of the nonbonded and electrostatic
interaction, respectively.
properties.
Linear PEs (LPEs) have the simplest structure in the PE family. A LPE is a polymer
chain composed of many (poly) repeating units joined together. Those units typically have
ionizable side groups dissociated in polar solvents at neutral pH of 7. LPE has properties
of both electrolytes (salts) and polymers (high molecular weight molecules). LPE solutions
are electrically conductive, such as salts, and often viscous like polymers. The status of
the ion dissociation gives rise to ‘strong’ or ‘weak’ LPEs. Examples like cationic LPEs pos-
sessing quaternary ammonium groups and anionic LPEs like poly(sodium styrene sulfonate)
(NaPSS) that dissociate completely in solvents are considered as strong LPEs. Poly(acrylic
acid) (PAA) instead, only partially dissociates, is categorized as a ‘weak’ LPE. The disso-
ciated LPE is electrically conductive and consequently yields distinct properties compared
with non-ionic polymers. Therefore, LPEs are often used in the development of lithium
batteries and proton exchange membranes for fuel cell technology [22, 23]. In addition, LPE
complexes (LPECs), the product formed by the profound electrostatic interactions, are an
ideal tool for protein separation [24, 25], film fabrication [26], and even gene therapy [27,
28].
Due to the highly charged nature, LPEs interact strongly with polar solvents and salts.
Depending on those interactions, LPEs’ conformations correlate with the solution environ-
ment. A minimal example is presented in Fig. 1.2 [29], where a diagram of LPE conforma-
4
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tions is sketched in terms of the electrostatic interaction parameter l\mathrm{B}, and the short-ranged
nonbonded interaction parameter \epsilon \mathrm{L}\mathrm{J}. In the presence of weak or strong short-ranged non-
bonded attractions, the LPE reasonably possesses an elongated or contracted state, respec-
tively. However, the globular state resolved from Fig. 1.2 in the upper limit of electrostatics
conflicts with the expected elongated state, in view of the underlying strong electrostatic
repulsions. This discrepancy indicates a drastic reduction of the polymeric net charge and
intrachain repulsion, which is attributed to the counterion condensation in response to the
increasing electrostatics. This modulation of the LPE charges by counterions will notably
affect the complexation behavior with proteins, which constitutes an important topic of this
thesis.
Other than LPEs, dendritic polyelectrolytes (charged dendrimers) are a class of artificial
macromolecules with a tree-like (hyperbranched) architecture emanating from a central core.
The dendrimer of the so-called generation zero consists of a multifunctional core with chem-
ical bonds linking the dendritic branching groups in the first outer layer. The successive
layers are created by iteratively adding shells to the dendritic branching groups of the layer
beneath, which constitutes a dendrimer of a higher generation, cf. Fig. 1.3(a). The homoge-
neous structure among the branching groups facilitates the synthesis of the dendrimer on a
kilogram scale and in a broad range of molecule weight, even though the resultant dendrimer
is hyperbranched, possessing a fraction of linear defects. The dendrimer properties rest much
on the multifunctional groups represented by the terminal segments. If the terminal groups
are acidic or alkaline, the dendrimer gets charged in polar solvents.
The dendritic structure has inspired many applications of the dendrimer. The first synthe-
sized and now commercialized charged dendrimers were polyamidoamines (PAMAMs). For
the cationic PAMAM, possessing primary amine terminal groups, the induced electrostatic
interactions make PAMAM-amine participate in complexing with DNA, siRNA and solvable
proteins [31, 32]. An excellent ability of forming PAMAM-DNA complexes results in PA-
MAM’s widespread uses as a commercial DNA transfection kit [33], while the conjugation
with proteins often provides the basis of PAMAM to modulate the biological responses of
proteins [34]. The conjugation with charged dendrimers is not always favorable. For in-
stance, the association of the charged dendrimer with erythrocyte membrane proteins can
result in changes of the protein conformations, which can make “Cationic” dendrimers gen-
erally haemolytic and cytotoxic [35]. These changes, which increase with the dendrimer
generation and the concentration, still remain poorly understood. Other applications of
charged dendrimers arise from the presence of internal cavities. Small drug molecules can
be encapsulated in these cavities, which results in the applications of dendrimers as drug




b G3 - PAMAM c G2 - dPGS
Figure 1.3: (a) The schematic process of the dendrimer growth in terms of generations. The red and blue
circles stand for the core and the branching dendritic chemical subunits, respectively. (b) and (c) [30]
severally depicts the chemical structure of the G3-PAMAM and G2-dPGS macromolecule.
sensitive response to the salt concentration, temperature and the pH of the environment [36,
37, 38], which enables the release of drug molecules from the dendrimer in a well controlled
manner.
Another charged dendrimer that becomes increasingly important is dendritic polyglycerol
sulfate (dPGS). The dPGS can be easily synthesized on a kilogram scale consisting of glycerol
repeating units and sulfate terminal groups [39, 40]. The most important property of dPGS
arises from the known high binding affinity with L/P-selectin, which makes dPGS a po-
tent anti-inflammatory drug regarding the chronic inflammation process [30]. The dendritic
structure offers dPGS greater variability compared with other anti-inflammatory drugs. Af-
ter the conjugation of the drug molecules to the dPGS, the drug molecules can be efficiently
transported to the inflamed tissues on the basis of the dPGS inflammation-targeting prop-
erties. For instance, dPGS can deliver paclitaxel (PTX) to tumor cells. The amount of
the dPGS-PTX conjugated in the tumor cells is shown as non saturable [41]. As a highly
anionic macromolecule in solution, the high binding affinity with L-selectin and thus the
anti-inflammatory potential is primarily due to electrostatic interactions [30]. In this thesis,
we will amend this concept after a systematic study of the dPGS-selectin complexation. We
demonstrate, counterions play a vital role for the complexation between the protein and
the heavily charged dendrimer. The binding is driven by the released counterions that are
previously sitting on the dendrimer surface. In that regard, the incoming L-selectin or other
6
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ligands have to compete with ions and displace counterions. Such ionic exchange processes
are the key to understanding the high dPGS anti-inflammatory potential and the stability
of the binding complexes formed.
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2 Aims of the thesis
Driven by the need to have a comprehensive understanding of the protein-ligand complexa-
tion that is predominantly of electrostatic nature, the thesis aims at unraveling the driving
force of the complexation at the molecular level, by resolving the binding free energy profile
and the resultant binding affinity. We focus on systems involving polyelectrolyte ligands
with strong anionic charges. In that case, the inter-molecular interactions are more likely to
be governed by electrostatics, while the hydrophobicity/hydrophilicity of the molecules and
thus the influence of the solvents is of minor importance. These considerations motivate the
development of computational tools, especially coarse-grained (CG) models delving deeper
into the characterization of a generic ligand-receptor binding process. The ultimate goal
of this thesis aims at mapping the binding affinity contributed by various interactions on
the atomistic level, to some macroscopically observable quantities, or better expressed, the
origin of the binding. With this in mind, the present thesis comprises the research goals as
follows:
In chapter 4, we start with the LPE involved complexation with the LPE itself and
human serum albumin (HSA). For the former case, PECs consisting of oppositely charged
linear polymer chains have been studied for decades owing to their fundamental importance
in biophysics and technological applications [42, 43]. Despite the extensive simulation works
on PEC formation on a pair level, to the best of our knowledge, little attention has been given
to the variation of the system’s free energy and structures along the LPE pair association
pathway. The previous simulation studies indicated very fast and cooperative association
processes once the isolated LPE coils come into first contact [44, 45, 18]. A systematic
exploration of the pair PMFs for different LPE charge densities, however, is still absent, as
well as their quantitative description by a tractable theory. Also the nature of the transient
states right at the onset of attraction and during complexation is not fully characterized,
despite the need for a better understanding of PEC metastable states and preceding as-
sociation kinetics, e.g., in gene delivery and therapy [46, 47, 48]. Therefore, the complex
formation between two oppositely charged LPEs right at the onset of the association and
the intermediate range before collapsing into the final state is the first research goal of the
thesis. An extension of this study is made towards the interactions between the LPE and
the protein. Despite of extensive studies being introduced [49], the previous emphasis was
placed on the monopole electrostatic interactions. Relevant studies will be enriched here on
the basis of the LPE modeling adopted before, with a particular focus on the counterions in
the protein-LPE complexation.
In chapter 5, we move on from linear PEs to dendritic PEs (charged dendrimers). As we
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introduced before, the research to the charged dendrimers has attracted strong interest due
to their versatile bioapplications [36, 37, 38]. Somewhat surprisingly, however, it has been
hardly attempted to consistently calculate the effective surface potential (and its location)
of the charged dendrimer so far, despite its significance for electrostatic interactions. One
reason could be that the identification of condensed counterions requires the definition of
a cut-off region in space that contains condensed-types of ions distinct from those in the
diffusive double layer, with highly varying definitions [50, 51, 52, 53, 54]. As a consequence,
effective charges and the spatial delimitation of diffusive double-layer behavior have been
inconsistently defined, hampering a meaningful comparison to analytical theory and exper-
iments. This consequently impairs the future understanding of the interactions of charged
dendrimers with biomolecules in general, in spite of their high biological importance. Driven
by the urgent need to develop accurate modeling tools and the interpretation for the inter-
actions between charged dendritic drugs that are predominantly of electrostatic nature, we
investigate the dPGS with a particular focus on its electrostatic surface properties. With
that, the dPGS effective radius and charge will be determined accordingly.
In chapter 6, we attack the key challenge of this thesis, that is to understand the poly-
electrolyte ligands interacting with proteins. As we stressed in the introduction, the ratio-
nal design of polymeric drugs and nanocarriers has become a central task in medicine and
pharmacy in the recent years [55, 56, 57], and can be limiting to the desired biomedical
application. The aim of this part is looking for a quantitative rationalization of the com-
plexation of such substances with various proteins relevant for the pharmaceutical problem,
which is to date hindered by a lack of molecular mechanistic insights, the promiscuity of
the interactions and the possible cooperative effects [58]. We aim at a major step forward
in understanding the interactions between charged dendrimers and various proteins, with a
particular focus on the dPGS-selectin complexation which provides the basis for the dPGS
as a potent anti-inflammatory drug [30, 59, 60].
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3 Basic principles and methods
This chapter introduces the theoretical framework, simulation and experimental methods
involved in this thesis. Specifically, we discuss the theoretical framework in section 3.1.
An introduction to the simulations is presented in section 3.2. In addition to that, a few
experiments are designed to verify and enrich the insights on the protein-polyelectrolyte
complexation, with the relevant methods being introduced in section 3.3.
3.1 Theoretical description of macromolecular complex-
ation
The effective pair interaction potential
We start with the system comprising one ligand and one receptor, composed of particle num-
ber N\mathrm{L} and N\mathrm{P}, respectively. They are solvated in N\mathrm{i} solvent and ion particles. The reaction
coordinate in that case is taken as the ligand-receptor center-of-mass (COM) distance. The
corresponding effective pair interaction potential between the ligand and receptor reads [61]




d\bfitr N\mathrm{P}+N\mathrm{L}+N\mathrm{i} \mathrm{e}\mathrm{x}\mathrm{p}\{  - \beta V [\bfitr 1 . . . \bfitr N\mathrm{P}+N\mathrm{L}+N\mathrm{i} ]\} \delta 
\bigl( 









is the center of mass vector of the ligand and the receptor, respectively. We have used the
shorthand notation d\bfitr N\mathrm{P}+N\mathrm{L}+N\mathrm{i} to denote d\bfitr 1d\bfitr 2 \cdot \cdot \cdot d\bfitr N\mathrm{P}+N\mathrm{L}+N\mathrm{i} . V denotes the potential
energy with the coordinate configuration \bfitr 1 . . . \bfitr N\mathrm{P}+N\mathrm{L}+N\mathrm{i} . The ligand-receptor COM dis-
tance vector \bfitR is ensured by the delta function in Eq. (3.1). The normalization constant A
can be chosen appropriately in order to satisfy the desired asymptotic behavior of V (R) [61].
The binding free energy is equal to the difference of the potential between the bound and
the unbound state as
\Delta Gb = V (rb) - V (\infty ), (3.2)
where rb corresponds to the reaction coordinate at the bound state. Note that \Delta Gb is
identical to the potential of mean force (PMF) of the binding process, that is, the work
performed to force the system to move along the binding pathway from R = \infty to R = rb.
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There are enthalpic and entropic components in \Delta Gb. In particular, concerning the com-
plexation dominated by electrostatics, the enthalpic component of \Delta Gb can be partially




In this section, we present a theoretical treatment of the PB equation, and discuss various
approximations that enter into it. The general consideration starts from the Poisson equa-
tion, which determines the relation between the potential \phi and the charge density \rho at any
point \bfr in presence of ions assumed to be mobile and in thermodynamic equilibrium, as [62]
\nabla 2\phi =  - \rho (\bfr )
\epsilon 0\epsilon r












 - (\bfr )]. (3.3)
Here, \epsilon 0 is the permittivity of vacuum and \epsilon r is the relative permittivity of the medium. The
local charge density \rho (\bfr ) is a sum of particles number densities n\pm with charge valency z\pm ,
whereas running superscripts i and j go over all the positive and negative charge species in
the solution, respectively. Equation (3.3) is readily accessible to the electrostatic potential
given the distribution of all ionic species. Moreover, given the mobile ions in thermodynamic
equilibrium, their distribution in the mean-field level without any ion-ion correlations follows
the Boltzmann distribution as
ni\pm (\bfr ) = n
i,0
\pm \mathrm{e}\mathrm{x}\mathrm{p}( - ezi\pm \phi (\bfr )/k\mathrm{B}T ), (3.4)
where ni,0\pm is the bulk density of the ith charged species (with valency zi\pm ), corresponding
to the value at zero potential. Combining Eq. (3.3) with Eq. (3.4) finally leads to the PB
equation reading [62]












 - \mathrm{e}\mathrm{x}\mathrm{p}( - ez
j
 - \phi (r)/k\mathrm{B}T )\} .
(3.5)
The nonlinear essence of the PB equation prohibits solutions in closed analytical forms. We
therefore rely on approximations of some simple boundary conditions. Concerning more
general cases, the solution of the PB equation resorts to numerical approaches. In addition
to that, the ions under consideration are deemed as charged point particles. The absence
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of the ion specific interactions can probably lead to unrealistic high ion condensation at the
charged interface, consequently the electrostatic screening induced by ions is overestimated
especially for the highly charged surface. The errors of the PB theory may also arise from the
exclusion of the electrostatic correlation among ions and other interactions not included in
PB. Hence, the PB equation is most appropriate for approximating the electrostatic potential
at the surface in the presence of monovalent salts at concentrations smaller than 0.2 M and
potentials not exceeding 50-80 mV [63]. For instance, the PB equation describes rather well
the ionic distributions in physiological conditions (electrolyte strength of about 0.1 M) [62].
Deybe-Hückel theory and Yukawa potential
In case of low surface potential \phi and symmetric ions, the exponential terms in Eq. (3.5) can
be linearized in terms of the potential \phi , which gives the Deybe-Hückel (DH) theory or the
linearized Poisson Boltzmann (LPB) equation
















\phi (\bfr ). (3.6)
In case of symmetric monovalent ions, a compact form of the above equation follows
\nabla 2\phi (\bfr ) = \kappa 2\phi (\bfr ), (3.7)
where \kappa =
\surd 
8\pi n0l\mathrm{B} is the inverse Deybe length with n0 being the density of the ions in bulk
solution and l\mathrm{B} = e2/4\pi \epsilon 0\epsilon rk\mathrm{B}T the Bjerrum length. l\mathrm{B} = 0.7 nm holds at room temperature
(T = 300 K) and in the aqueous phase. In view of a simple homogeneously charged sphere




\bigm| \bigm| \bigm| \bigm| 
r=R
=  - Ze
4\pi \epsilon 0R2
, \phi (r)| r\rightarrow \infty = 0, (3.8)
the solution of Eq. (3.7) leads to the famous Yukawa potential
e\beta \phi \mathrm{D}\mathrm{H} = Zl\mathrm{B}
\mathrm{e}\mathrm{x}\mathrm{p}(\kappa R)
1 + \kappa R
\mathrm{e}\mathrm{x}\mathrm{p}( - \kappa r)
r
. (3.9)
Concerning its functional form, the factor 1/r accounts for the Coulombic decay, whereas
the ion screening is represented by factor \mathrm{e}\mathrm{x}\mathrm{p}( - \kappa r). Z\mathrm{e}\mathrm{x}\mathrm{p}(\kappa R)/(1 + \kappa R) can be regarded
as the effective charge of the charged sphere. The DH theory is in absence of any nonlinear
effects near the surface and thus is valid only in case of a weakly charged sphere. The DH
or PB theory can be advanced to fit more realistic systems. For instance, substituting in
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Eq. (3.6) with asymmetric charge distributions leads to the electrostatic potential stemming
from molecules with multipoles [65]. The inclusion of ion specific interactions even push the
framework beyond standard PB theory [66].
Intermolecular interactions
The intermolecular electrostatic interaction, U\mathrm{e}\mathrm{l}, between two charged spheres (with valencies
Z1 and Z2, radii R1 and R2), can be obtained from the electrostatic energy of the second
sphere with the effective charge Z2\mathrm{e}\mathrm{x}\mathrm{p}(\kappa R2)/(1 + \kappa R2) in the potential \phi \mathrm{D}\mathrm{H},1 of the first
sphere
U\mathrm{e}\mathrm{l} = \phi \mathrm{D}\mathrm{H},1Z2
\mathrm{e}\mathrm{x}\mathrm{p}(\kappa R2)
1 + \kappa R2
. (3.10)
The expression of \phi \mathrm{D}\mathrm{H},1 refers to the Yukawa potential Eq. 3.9. The charge of the second
sphere is seen to be concentrated at its center, which leads to the well-known screened-
Coulomb interaction energy [62]
\beta U\mathrm{e}\mathrm{l} = Z1Z2l\mathrm{B}
\mathrm{e}\mathrm{x}\mathrm{p}[\kappa (R1 +R2)]
(1 + \kappa R1)(1 + \kappa R2)
\mathrm{e}\mathrm{x}\mathrm{p}( - \kappa r)
r
, (3.11)
where r denotes the intermolecular distance. In particular, at distance r = R1+R2, Eq. (3.11)
readily provides an estimate of the intermolecular electrostatic binding energy,
\beta U\mathrm{e}\mathrm{l},\mathrm{b} =
Z1Z2l\mathrm{B}
(1 + \kappa R1)(1 + \kappa R2)(R1 +R2)
. (3.12)
Again, Eq. (3.12) is based on the framework of the DH theory, which completely neglects
nonlinear effects present for charged molecules. In addition, Eq. (3.12) is derived on the hard
sphere approximation. Thus, the deformations at the binding interface and altering of the
salt bridges and hydrogen bonds upon complexation are not included.
Hamaker interactions
As short-ranged non-bonded interactions, Van der Waals (vdW) forces play a crucial role in
all phenomena involving intermolecular forces. For pairwise macromolecules with radii R1
and R2 at small separation distances, the vdW interacting free energy can be calculated by
summing up the vdW potentials of the form \sim  - C/r6 individually for all atomistic pairs [67]
as












Figure 3.1: Snapshots of condensed counterions presented at various modeled systems. Panel (a-d) exhibits
the polyelectrolyte modeled in CG fashion with salt concentration c = 20 mM and with Manning parameter
\xi = 0.29, 0.87, 1.73 and 3.5, respectively. Every segment of the polyelectrolyte is positively charged labeled
with green color, whereas the anions are of an opposite charge  - 1 e, depicted with red spheres. Only the
condensed anions are presented here, revealing a number increase from low to high \xi . In parallel to that, the
polyelectrolyte gets progressively prolonged at higher \xi , in response to a stronger repulsion from the intra-
chain electrostatics. In panel (e), the G5-dPGS in CG representation is shown, with red and orange beads
corresponding to negatively charged and neutral CG segments, respectively. The condensed counterions in
that case are depicted in orange.
where r is the intermolecular distance and A is the Hamaker constant reading
A = \pi 2C\rho 1\rho 2. (3.14)
Equation (3.14) contains \rho 1,2, the atom number density of the individual macromolecule.
The value of A relies on a specific system, however, for proteins in aqueous solution the
experimental values A fortunately shows small variations as A \sim 3 - 10 k\mathrm{B}T [68]. With that,
combining Eq. (3.11) with Eq. (3.13), a simple addition of the electrostatic interactions at
the LPB level and the vdW contributions leads to the traditional Derjaguin-Verwey-Landau-
Overbeek (DLVO) [69, 70, 71] interaction as
U\mathrm{D} = U\mathrm{e}\mathrm{l} + U\mathrm{v}\mathrm{d}\mathrm{W}. (3.15)
As a dispersion stabilizing theory, Eq. (3.15) is useful to explain the colloidal stability and
adsorption dominated by vdW and Coulombic forces. Apparently, the additivity of these
two while leaving out the underlying correlations does not always hold. Besides, more com-
plicated means, for instance, the deformations of the molecular structure upon complexation
are omitted in the current framework.
15
3.1. Theoretical description of macromolecular complexation
Counterion condensation and Charge renormalization
In vicinity of the charged surface, a number of ions condense at the surface due to the
electrostatic attraction. These ions comprising mostly the oppositely charged counterions,
form the so called "diffuse layer", which contributes substantially to electrostatic screening.
Near the surface, the strong ion-ion correlation and non-linear effects triggered by this diffuse
layer break down the LPB approach. These effects die out in the far field, which make
the LPB equation applicable again, and consequently the electrostatic field decays to the
Yukawa potential. Importantly, the sphere charge valency entering Eq. (3.9) serves as the
renormalized (termed also as effective) charge. In other words, the bare charge on the surface
is reduced from its actual value because of "binding” of oppositely charged counterions.
Condensation on polyions: Manning condensation
Concerning an infinitely long cylinder of radius r0 and line charge density \lambda > 0 enclosed in









y(r) = \kappa 2 \mathrm{e}\mathrm{x}\mathrm{p}\{ y(r)\} , (3.16)
where y(r) = e\beta \phi (r) denotes the dimensionless potential of the charged cylinder and r labels
the radial distance from the cylinder axis. In the presence of the boundary condition of the
isolated cylinder
dy(r0)/dr =  - 2\xi /r0, dy(R)/dr = 0. (3.17)
Here, we define \xi as the Manning parameter as
\xi = | z\pm | l\mathrm{B}(\lambda /e), (3.18)
where | z\pm | stands for the counterion valency. Equation (3.16) possesses the analytical solu-
tion [72, 73, 74, 75]












With that, the counterion density can be expressed with a Boltzmann factor as n(r) =
n(R) \mathrm{e}\mathrm{x}\mathrm{p}\{ y(r)\} , where n(R) is the counterion bulk density. This follows the normalized
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total charge density, \lambda t(r)/\lambda , within a cylinder of radius r \in [r0, R] as





en(r)2\pi rdr = 1 - (1 - 1
\xi 









Equation (3.20) has two limits, \lambda r = \lambda for r = r0, and \lambda r = 0 for r = R. In particular, \gamma and
R\mathrm{M} (known also as the Manning radius) presented in Eq. (3.19) and (3.20) are parameters
as a transcendental function of \xi , r0 and R. A numerical calculation demonstrates that R\mathrm{M}
exceeds r0 only when \xi > \xi \mathrm{m}\mathrm{i}\mathrm{n}. As the concentration of the charged cylinder is infinitly dilute,
i.e., in condition of R \rightarrow \infty and r0 \rightarrow 0, \xi \mathrm{m}\mathrm{i}\mathrm{n} simply goes to 1. Hence, the Manning radius
RM is larger than the charged cylinder only if \xi > 1. In that case, the fraction extent \theta of
the charge neutralization by condensed counterions within R\mathrm{M} turns out to be \theta = 1 - 1/\xi .
The above discussions constitute the essence of the celebrated Manning–Oosawa counterion
condensation [76, 77, 78, 79, 80, 81].
The conventional model for ion distribution in the diffusive double layer is based on a
cylindrical cell model with the polyion chain placed at the center [82, 83]. According to the
Manning theory, counterion condensation occurs if \xi > 1, i.e., if the Manning parameter
exceeds unity. When \xi > 1, the analysis towards Eq. (3.20) predicts a fraction \theta = 1 - 1/\xi 
of counterions in the condensed state. If the polymer backbone is treated as a cylinder,
the effective, renormalized charge density of such a cylinder with \xi > 1 for monovalent
counterions is then
\lambda r = e/l\mathrm{B}, (3.21)
The cell model provides simple expressions for the condensation threshold radius r0, the
Manning parameter \xi , and the fraction \theta of condensed counterions [84]. It predicts that the
fraction \theta of condensed ions is independent of the cell size [85, 78, 79, 80]. When \xi < 1,
as we demonstrated before, counterion condensation does not occur and the polyion bare
charge and the effective charge are the same.
Manning’s condensation theory is elegantly simple, which has won broad research inter-
ests [86]. However, the polymer under Manning’s consideration is approximated as a straight
rod with negligible radius and is immersed in infinite dilute solution. Thus, although Man-
ning condensation is at least qualitatively supported by some experimental work [87, 88], it
is still highly controversial in the PE research community [89, 90, 91, 92, 93]. On one hand,
most polymers involved in experiments and industry are very flexible. On the other hand,
the state of condensed counterions is not well understood. The mobile counterions in the
bound state could add important corrections to the Manning theory.
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Electrostatic interactions with renormalized charge
As we previously stressed, the LPB description on the molecular electrostatic field breaks
down in the vicinity of the surface in the presence of the counterion condensation. How-
ever, the successful application of the Manning theory on polyelectrolytes indicates that the
counterion condensation can be explicitly included in the concept of its effective charge.
On that basis, given pairwise spherical molecules immersed in a solution, the corresponding
interacting free energy by referring to Eq. (3.11) can be formulated as
\beta U\mathrm{e}\mathrm{l} = Z1(1 - \theta 1)Z2(1 - \theta 2)l\mathrm{B}
\mathrm{e}\mathrm{x}\mathrm{p}[\kappa (R1 +R2)]
(1 + \kappa R1)(1 + \kappa R2)
\mathrm{e}\mathrm{x}\mathrm{p}( - \kappa r)
r
. (3.22)
Equation (3.22) is essentially still an outcome of the LPB equation. Yet, the complicated
many body and nonlinear effects via condensed counterions are effectively captured by \theta 1
and \theta 2, which denote the fraction extent of charge neutralization for the sphere 1 and 2,
respectively. Similar to the Manning’s pioneered work on polyelectrolytes, theoretical pre-
dictions of \theta has been proposed for charged spheres [94, 95, 96, 97]. However, these attempts
equally suffer from the drawbacks we discussed for the Manning theory. The investigation
of a proper formulation on \theta for spherical molecules constitutes an important research goal
of this thesis.
The entropical terms for macromolecule complexation
Entropical terms contribute to complexation
Possible entropy changes that contribute to complexation stem from various sources. A
typical example is the decrease of the ligand translational entropy\Delta S\mathrm{t}\mathrm{r}\mathrm{a}\mathrm{n}\mathrm{s} upon complexation
resulting in the free energy loss  - k\mathrm{B}T\Delta S\mathrm{t}\mathrm{r}\mathrm{a}\mathrm{n}\mathrm{s}. Another important factor corresponds to the
receptor-ligand binding interface. That is, as the complexation takes place, a certain amount
of the entropy cost can be triggered, as a loss of the degree of freedom of the molecular
terminal groups, and as dendrimers restructure themselves to stretch or squeeze into/onto
the ligand surface [98]. The restructure of the receptor-ligand interface could moreover
give rise to a number of released molecules. For instance, a couple of water molecules due
to the broken hydrogen bonds or a few counterions via the loss of the ionic pairings. As a
result, the releasing entropy, proportional to the released particle number, could significantly
drive the binding process, a statement firstly proposed from studying the protein-brush
interactions [99]. In the following, we will discuss the Record-Lohman analysis [100], serving
as a practical tool to identify the counterion release. The formulation of the released entropy
is given via the counterion release model discussed in the following.
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Record-Lohman analysis
Concerning the association process of the ligand (B) and the protein (C) converted to the non-
covalent complex BC, but with a few released particles (A) (counterions or water molecules
for instance), the reaction is
\mathrm{B} + \mathrm{C} \rightleftarrows \mathrm{B}\mathrm{C} +N\mathrm{C}\mathrm{R}\mathrm{A}. (3.23)
Let us assume the chemical activity of the ligand, the protein, the complex and the released
particle as \alpha \mathrm{B}, \alpha \mathrm{C} \alpha \mathrm{B}\mathrm{C} and \alpha \mathrm{A}, respectively. N\mathrm{C}\mathrm{R} denotes the number of the released







Recall \epsilon =  - k\mathrm{B}T \mathrm{l}\mathrm{n}K the definition of the binding constant, the binding free energy \epsilon \mathrm{A}\mathrm{B}\mathrm{C} of
the above reaction can be written as
\epsilon \mathrm{A}\mathrm{B}\mathrm{C} = \epsilon \mathrm{B}\mathrm{C}  - N\mathrm{C}\mathrm{R}k\mathrm{B}T \mathrm{l}\mathrm{n}(\alpha \mathrm{A}). (3.25)
Here, \epsilon \mathrm{B}\mathrm{C} =  - k\mathrm{B}T \mathrm{l}\mathrm{n}(\alpha \mathrm{B}\mathrm{C}/\alpha \mathrm{B}\alpha \mathrm{C}) refers to the binding free energy for the conversion of B
and C in absence of the released particle A. In case of \epsilon \mathrm{B}\mathrm{C} much smaller than \epsilon \mathrm{A}\mathrm{B}\mathrm{C}, the




This primary analysis reveals the way to connect the binding affinity K\mathrm{a}\mathrm{p}\mathrm{p} with the sto-
ichiometric coefficient N\mathrm{C}\mathrm{R}, adopted by the pioneering work of Record-Lohman [100]. In
terms of the counterion-release interactions, the adoption of Eq. (3.26) may indicate the
dominant role of the counterion release, which has been discussed in the context of the
protein-DNA binding reaction [100], biological macroion association in a solution [101], as-
sembly of polyelectrolyte-surfactant complexes [102] and so on. In the following section,
we will construct a minimal model in the canonical ensemble which comprises both the en-
thalpic and entropic changes of the system upon complexation. With that, we will show
the Record-Lohman analysis essentially originates from the entropic change due to a few
released counterions via binding. Moreover, this model initializes the idea of the Langmuir
adsorption isotherm that will be elaborated later.
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Counterion release model
Given the canonical ensemble of ideal gases with the particle number N , the free energy of
the system is











Here, V is the box size and \Lambda is defined as the cubed thermal (de Broglie) wavelength. Now,
we assume this is a three-component system consisting of particle type A, B and C, with
number N\mathrm{A}, N\mathrm{B}, and N\mathrm{C}, respectively. The complexation can happen between A and B,
forming AB complex with concentration [\mathrm{A}\mathrm{B}] = N\mathrm{A}\mathrm{B}/V , or between B and C forming BC
with concentration [\mathrm{B}\mathrm{C}] = N\mathrm{B}\mathrm{C}/V . As compared to the reaction considered for the Record-
Lohman analysis, particle A can be understood as counterions or water molecules, which
can be bound with particle B in a solution, and get released after the complexation between
the complex AB and the particle C. Without loss of generality, N\mathrm{C}\mathrm{R} = 1 is set here, namely,
only 1 particle is released per reaction. The complexation brings products AB and BC in
a solution, with number N\mathrm{A}\mathrm{B} and N\mathrm{B}\mathrm{C}, respectively. As a result, the residual unbound A,
B and C particle number is N\mathrm{A}  - N\mathrm{A}\mathrm{B}, N\mathrm{B}  - N\mathrm{B}\mathrm{C}  - N\mathrm{A}\mathrm{B} and N\mathrm{C}  - N\mathrm{B}\mathrm{C}, respectively. The
complex and unbound particles are individually approximated as ideal gases. Summing up
the free energy of each component formulated by Eq. 3.27 gives rise to




















































Moreover, the A-B and B-C complexation contributes the binding energy \epsilon \mathrm{A}\mathrm{B} and \epsilon \mathrm{B}\mathrm{C} per
complex, which leads to the overall complexation energy
\beta F \mathrm{c}\mathrm{o}\mathrm{m}\mathrm{p} = N\mathrm{A}\mathrm{B}\beta \epsilon \mathrm{A}\mathrm{B} +N\mathrm{B}\mathrm{C}\beta \epsilon \mathrm{B}\mathrm{C}. (3.29)
Lastly, we account the free energy
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for the ligand locked into the accessible volume v\mathrm{A}\mathrm{B}/\mathrm{B}\mathrm{C}0 of the complex AB/BC in the bound
state. The total free energy of the system is thus the summation
F = F \mathrm{i}\mathrm{d} + F \mathrm{c}\mathrm{o}\mathrm{m}\mathrm{p} + F \mathrm{i}\mathrm{d},\mathrm{b} (3.31)
of the above three terms. In equilibrium, minimization with respect to the N\mathrm{A}\mathrm{B} and N\mathrm{B}\mathrm{C},
\partial F
\partial N\mathrm{A}\mathrm{B}











0 \mathrm{e}\mathrm{x}\mathrm{p}( - \beta \epsilon \mathrm{A}\mathrm{B}) =
[\mathrm{A}\mathrm{B}]
[\mathrm{A}][\mathrm{B}]
, K\mathrm{B}\mathrm{C} = v
\mathrm{B}\mathrm{C}





[\mathrm{A}] = (N\mathrm{A}  - N\mathrm{A}\mathrm{B})/V,
[\mathrm{B}] = (N\mathrm{B}  - N\mathrm{A}\mathrm{B}  - N\mathrm{B}\mathrm{C})/V,
[\mathrm{C}] = (N\mathrm{C}  - N\mathrm{B}\mathrm{C})/V,
(3.34)
being the concentrations of unbound A, B, and C particles, respectively.
We assume, the complex AB can be formed as a result of ionization of ligand B. Conse-
quently, in the thermodynamic equilibrium we end up with a mixture of the unbound ligand
B and the complex \mathrm{A}\mathrm{B}, that is
[\mathrm{B}]\mathrm{e}\mathrm{x}\mathrm{p} = [\mathrm{B}] + [\mathrm{A}\mathrm{B}]. (3.35)

















In case the ion condensation is notable, that is when K\mathrm{A}\mathrm{B}[\mathrm{A}] \gg 1, we have
K\mathrm{e}\mathrm{x}\mathrm{p}\mathrm{B}\mathrm{C} \approx K\mathrm{B}\mathrm{C}  - K\mathrm{A}\mathrm{B}  - \mathrm{l}\mathrm{n}([\mathrm{A}]). (3.37)
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Applying logarithm to both side of Eq. (3.37) leads to






The interpretation of Eq. (3.38) is twofold. First, the binding free energy measured by
experiment deviates from \epsilon \mathrm{B}\mathrm{C}, by an offset of “-\epsilon \mathrm{A}\mathrm{B}”, which arises from the ionization between
A and B. Second, the condensed ions become liberated after the formation of the complex





, which indeed leads to the ion releasing
entropy. Given the condensed ions concentration c\mathrm{b}\mathrm{A} = 1/v\mathrm{A}\mathrm{B}0 in the bound state, and
c\mathrm{u}\mathrm{n}\mathrm{b}\mathrm{A} = [\mathrm{A}] in the unbound state, releasing entropy \Delta S\mathrm{C}\mathrm{R} per released ion can be expressed
as






In case the binding process is dominated by N\mathrm{C}\mathrm{R} released ions, the overall binding free energy
scales as \epsilon \mathrm{e}\mathrm{x}\mathrm{p}\mathrm{B}\mathrm{C} =  - k\mathrm{B}TN\mathrm{C}\mathrm{R}\Delta S\mathrm{C}\mathrm{R}, leading to the relation of the binding constant versus the
salt concentration c\mathrm{u}\mathrm{n}\mathrm{b}\mathrm{A} as
dK\mathrm{e}\mathrm{x}\mathrm{p}\mathrm{B}\mathrm{C}
d \mathrm{l}\mathrm{n} c\mathrm{u}\mathrm{n}\mathrm{b}\mathrm{A}
=  - N\mathrm{C}\mathrm{R}. (3.40)
This formula agrees with Eq. (3.26) according to the Record-Lohman analysis, which is used
as a practical analysis in the experiment to examine the number of released counterions in
case the complexation is dominated by the counterion release effect.
Concluding remarks on theoretical methods
To conclude, we aim at formulating the binding free energy \Delta U between a pair of charged
molecules in a solution. The interactions between two molecules are considered as DLVO
type, which leads to \Delta U as a superposition of the electrostatic part U\mathrm{e}\mathrm{l} and the van der
Waals interaction U\mathrm{v}\mathrm{d}\mathrm{w}. For the electrostatic part, the molecules are represented by their ef-
fective charge given the charge renormalization via condensed counterions. These condensed
counterions might result in an amount of released entropy, which contributes to the binding
free energy. However, the applicability of the above theoretical framework is still limited.
For one hand, U\mathrm{e}\mathrm{l} is formulated in the presence of two ideal spheres and accounts only the
monopole term. As a result, it does not apply, for instance, to proteins which possess irreg-
ular shapes and asymmetric charge distributions. On the other hand, the counterion release
is essentially of electrostatic origin, which means the releasing entropy \Delta S\mathrm{C}\mathrm{R} and U\mathrm{e}\mathrm{l} are
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inevitably correlated. Hence, errors may arise from the simple assumption of additivity of
\Delta S\mathrm{C}\mathrm{R} and U\mathrm{e}\mathrm{l}.
3.2 Molecular and stochastic simulations
Basic principles
The polymer or dendrimer in our study is composed of a large number of atoms, which




= \bfitF i, (3.41)
where mi,\bfitv i,\bfitF i denote the mass, velocity, acting force on the atom i, respectively. The
atomistic trajectory by integrating Eq. (3.41) can be numerically found through a molecu-
lar dynamics (MD) computer simulation, which takes the individual atomistic motion into
account while also respecting the strong correlation between bonded or non-bonded atoms.
On the other hand, the design of a computer simulation should consider the available com-
putational power. In practice, the MD simulating box consists of many solvent molecules.
Yet our central interest is the polymer or dendrimer solutes. In that case, the Langevin
dynamics (also termed as stochastic dynamics (SD)) appears as an alternative, that is to
model the solvent by a dielectric background continuum with its viscous aspect remained.




=  - mi\xi i
d\bfitr i
dt
 - \bfnabla iU +\bfitR i(t) (3.42)
where \xi i is the relaxation rate of the ith segment. U is the system potential energy, which
includes harmonic bonded interactions between neighboring segments, dihedral potentials
and inter-atomic Lennard-Jones (LJ) between all non-neighboring segments. The force \bfitR i(t)
is a time dependent Gaussian noise process that mimics the solvent impacts and satisfies the
fluctuation-dissipation theorem
\langle \bfitR i(t) \cdot \bfitR j(t\prime )\rangle = 2mi\xi ikBT\delta (t - t\prime )\delta ij. (3.43)
Note that the solvent in Langevin dynamics is modeled as a continuous medium, thus the
electrostatic interaction should be scaled with static dielectric constant \epsilon r.
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Simulation techniques
Particle Mesh Ewald
Long-range interactions, for instance electrostatics, are present in most biological processes,
which require a lot of computational power for simulations. The calculation gets further
complicated in combination with the periodic boundary condition (PBC), corresponding to
the Coulomb interaction energy
\beta U\mathrm{C}\mathrm{o}\mathrm{u}\mathrm{l} = l\mathrm{B}
\infty \sum 








| \bfitr i  - (\bfitr j + n\bfitL k)| 
. (3.44)
The system in this case is interpreted as a single cubic simulation cell with length L and
particle number N surrounded by an infinite number n of identical copies of the simulation
cell. \bfitr i denotes the coordination vector for the atom i and \bfitL k refers to the length vector
pointing to one of the all 3 directions. In that regard, the immediate challenge comes from
the convergence of the series. After summing over a large number of cells, there is always
a finite contribution. Even in Fourier space, the convergence problem remains due to an
infinite number of terms of the delta-like charges.
The essential idea of the Ewald summation [103, 104] is to decompose U\mathrm{C}\mathrm{o}\mathrm{u}\mathrm{l} into the
calculations of the short-range and long-range terms, by introducing a window function
W (r) which is 1 for small r and falls rapidly to zero for large r. The particular choice of
the window function for the Ewald summation is the complementary error function W (r) =






dt. This ensures a real-space calculation of W (r)U\mathrm{C}\mathrm{o}\mathrm{u}\mathrm{l}, which rapidly converges
to zero, and a Fourier-space mapping for (1  - W (r))U\mathrm{C}\mathrm{o}\mathrm{u}\mathrm{l} that can be represented by only
a few terms. Further improvement is the use of Particle Mesh method combined with the
Ewald summation, which converts the system of particles into a grid of density values before
the Fast Fourier Transform (FFT). The computational time for the Particle Mesh Ewald
(PME) method [105] scales as N \mathrm{l}\mathrm{o}\mathrm{g}N over N2 for Ewald summation.
Constant temperature
Concerning a canonical ensemble, the simulation box is imaginatively coupled with an ex-
ternal heat bath with given temperature T . An immediate idea to realize this is to rescale
the particle velocity with a factor \lambda =
\sqrt{} 
T/Ti, where Ti is the instantaneous temperature
calculated after every time step. To do this, one needs to pay the price of losing the fluctua-
tions of the kinetic energy, which usually ends up with incorrect sampling and kinetic energy.
One realistic approach is the Berendsen thermostat [106], possessing the time constant \tau t,
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that progressively dissipates the energy. The constant \tau t appears in the exponential decay
of the temperature deviation, depending on the coupling strength between the system and
the external heat bath. A more advanced method is to combine an extra stochastic term
with the Berendsen thermostat. The corresponding velocity rescaling thermostat [107] cor-
rectly resolves the kinetic energy distribution, which is adopted to all the NV T ensemble
simulations in this thesis.
Constant pressure
In the same sprite as the temperature coupling, constant pressure is maintained by coupling
the system to a “pressure bath”. Instead of manipulating the particle velocity, the constant
pressure is maintained via Berendsen barostat [108] by scaling the box length in each di-
mension with a factor \mu , where \mu serves as a function of the instantaneous pressure of the
system and the characteristic time scale \tau p. The Berendsen barostat can freely adjust the
coupling strength by tuning \tau p, albeit the fluctuations in pressure or volume can not be
faithfully realized. In cases where those fluctuations are important, the Parrinello-Rahman
approach [109, 110] is used to produce the true NPT ensemble. This algorithm is analogous
to the Nosé-Hoover barostat [111], but with the extension by making each unit vector of the
unit-cell independent, and thus gives control of stress as well as pressure [109].
Potential of mean force calculations
To obtain the PMF between the ligand and receptor, we use steered Langevin Dynamics
(SLD) simulations with the ‘pull-code’ as implemented in GROMACS [112]. The distance r
between the centers-of-mass (COM) of the two molecules serves as the reaction coordinate,
which is constrained by an external harmonic potential. The fictitious potential is time-
dependent such that it exerts a pulling force to steer the molecule moving in a prescribed
direction with a prescribed velocity vp.
A variety of steering velocities have been empirically tested to make sure that the drift is
slow enough to sample the equilibrium state, i.e., the simulation results are independent of
the choice of vp. For all results reported in this thesis, the steering velocity vp = 0.2nm/ns
is used along with the harmonic force constant K = 2500 kJ mol - 1 nm - 2. During the
simulation, we steer the constrained ligand approaching the receptor from a well separated
state to the the final state. The friction force ff =  - m\xi ivp is subtracted from the constraining
force and the result is averaged within a specific interval of the discrete spacing \Delta r to obtain
the mean force of the interaction potential. After that the PMF profile is acquired with
a backward integration. Since the molecule is radially constrained in a three-dimensional
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space, we need to subtract the center-of-mass translational entropy [113, 114, 115, 78]
G(r) = GI(r) + (D  - 1)k\mathrm{B}T \mathrm{l}\mathrm{n} r, (3.45)
where GI(r) is the integrated mean force and D = 3 is the dimensionality of the external
constraint. With that, the system binding affinity can then be defined as the free energy
value at the global minimum r = rb of the PMF in the stable complex as
\Delta G = G(rb) - G(\infty ), (3.46)
where the reference G(\infty ) is set to zero.
Analysis of the simulation
Molecular radius of gyration and asphericity
The size of the molecule at study can be characterized by the radius of gyration Rg, which
is defined as the trace of the gyration tensor (\bfR 2) [116]






(\bfr i\alpha  - \bfr M\alpha )(\bfr i\beta  - \bfr M\beta ), \alpha , \beta = x, y, z, (3.47)
where \bfr i\alpha is the coordinate of the ith segment, N\mathrm{p} is the number of the molecular segments
and \bfr M\alpha is the COM position of the molecule along the \alpha direction. The square of the radius
of gyration is then
Rg





where \lambda i2 is the ith eigenvalue of the gyration tensor, representing the characteristic length
of the equivalent ellipsoid that mimics the molecule. \langle \cdot \cdot \cdot \rangle stands for the ensemble average.
The degree of asphericity A of the molecule is defined in terms of the eigenvalue \lambda i2, which
can be written as
A =
\langle (T 2r  - 3M)\rangle 
\langle T 2r \rangle 
, (3.49)
with Tr = \lambda 12 + \lambda 22 + \lambda 32 and M = \lambda 12\lambda 22 + \lambda 22\lambda 32 + \lambda 12\lambda 32. Fot a perfect sphere A equals
0, whereas A = 1 corresponds to the extreme of an infinitely thin rod.
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The radial electrostatic potential
We integrate Poisson’s equation, Eq. (3.3), by numerically feeding the results \rho i(r) generated
from simulations to obtain the local electrostatic potential \phi (r). \rho i(r) composes of \rho +(r),
\rho  - (r), and \rho C(r) the distance–resolved radial density profiles for all charged species, namely,
cations, anions and molecular segments that are individually with charge valency zC , re-
spectively. In addition to the potential profile, the running coordination number of charged






Ni(r) explicitly represents the number of cations, anions, and charged molecular segments
located within a distance r from the original point, respectively. It follows that the total
accumulated charge is
Z\mathrm{a}\mathrm{c}\mathrm{c}(r) = N+(r) - N - (r) + zCNC(r), (3.51)
which gives the accumulated molecular charge deduced from the structural one by adding
the ionic shell.
The standard binding free energy
Note that the standard binding free energy \Delta G reported by experiments refers to the stan-
dard binding volume V0 = 1/C0 of one liter per mole [117]. Hence, the binding constant Kb
generated from experiment is formulated as Kb = e - \beta \Delta V0 . To connect our simulated binding
free energy to the experiment, we average the accessible volume Vb of the COM of the ligand
in the bound state. As a result, the standard binding free energy from the simulation can
be obtained as [117]
\Delta Gb = \Delta G
\mathrm{c}\mathrm{o}\mathrm{r}\mathrm{r} +\Delta G, (3.52)
with the term \Delta G\mathrm{c}\mathrm{o}\mathrm{r}\mathrm{r} =  - k\mathrm{B}T \mathrm{l}\mathrm{n}(C0Vb) being the entropy correction arising from the acces-
sible volume of the COM of the ligand in the bound state.
3.3 Experimental methods
Some experimental results, coming from my partners (not my work), are included later
in this thesis together with those theoretical conclusions to complete the study. For the
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covenience of the reader, few basic principles of those experiments are introduced in the
following paragraphs.
Dynamic light scattering
A very fundamental quantity of the nanoparticle is the associated hydrodynamic radius r\mathrm{h}\mathrm{d},
which is usually converted from the diffusion coefficient D of the nanoparticle, by means of





Here, nanoparticles are buffeted by solvent molecules with the solvent viscosity \eta . One of
the most popular experimental methods to measure the diffusivity D, and thus the hydro-
dynamic radius r\mathrm{h}\mathrm{d}, is the dynamic light scattering (DLS) method. That method includes a
monochromatic light source (usually a laser) aimed at the nanoparticle sample, and a fast
photon counter which sequentially collects the scattered light. From a microscopic point of
view, the scattered light from particles under Brownian motion can induce a destructive or
constructive interference, which ends up with a time-dependent fluctuation in the intensity
of the scattered light. This intensity fluctuation is characterized by the intensity correlation
function, the latter is related to the diffusion coefficient D via the formula [118]
\Gamma = q2D. (3.54)
Here, \Gamma addresses the decay rate of the intensity correlation function and q is the wave vector
which depends on the scattering angle. For a simple DLS instrument the scattering angle is
fixed, providing only the mean diffusion coefficient. A resolution of the full diffusion coeffi-
cient distribution requires more elaborated multi-angle instruments. Since the nanoparticle
in a solution typically diffuses with an associated hydration layer, it is important to point out
that the hydrodynamic radius r\mathrm{h}\mathrm{d} measured by DLS experiment is essentially the summation
of the thickness of the hydration layer and the bare radius of the nanoparticle.
Electrophoretic mobility experiment
The electrophoretic process defines the migration of charged molecules in an electric field.
The electrophoretic mobility UE of the particle can be measured, as a characterization of the
extent of the particle movement. The essential information UE conveys is the electrokinetic
potential of the particle, known as the \zeta -potential. Other quantities, like the viscosity \eta of
the solution and the length scale a of the particle, also determine the magnitude of UE via
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the Henry equation [119]
UE =
2\epsilon \zeta f(\kappa a)
3\eta 
. (3.55)
Here, \kappa is the inverse Debye length. Importantly, a characterizes the radius of hydrodynamic
shear or slipping plane, defining the boundary within which ions and water molecules move
with the particle. As a result, the electrical charges that cause the \zeta -potential involve not only
with bare charges of the particle, but also with charges of ions and water molecules within
the slipping plane. In Eq. 3.55, the characteristic function f accounts for the size effect of the
molecule as a function of \kappa a. In the level of the Smoluchowski approximation [120], f \equiv 1.5 is
used for any shape at any concentration. However, the absence of \kappa approximates the slipping
plane equivalent to the particle surface, indicating that the Smoluchowski approximation is
applicable mostly for large particles (e.g., folded capillary cell) with \kappa a \gg 1. At low values
of \kappa a, an equally simple limiting case f \equiv 1 applies known as the Hückel approximation.
The Smoluchowski and Hückel approximation can be covered in the equation
f(\kappa a) = 1 +
1
2[1 + \delta /(\kappa a)]3
, (3.56)
proposed by Ohshima [121, 122]. Here, \delta = (5/2)[1 + 2 \mathrm{e}\mathrm{x}\mathrm{p}( - \kappa a)] - 1 is a characteristic func-
tion of \kappa a. Equation (3.56) varies smoothly from 1, for low values of \kappa a, to the Smoluchowski
approximation f(\kappa a) = 1.5 in the limit of \kappa a \rightarrow \infty . The Ohshima approximation covers
a broad range of concentrations and particle sizes. However, concerning a particle with
high enough mobility UE, the surface conductivity of the particle should matter. A better
description in that case can be referred to the O’Brien-White theory [123].
Isothermal titration calorimetry experiment
Understanding interactions between the polymeric receptor and the protein ligand is a long
standing challenge. Calorimetry, in particular isothermal titration calorimetry (ITC), has
become a central tool of these studies [124, 125, 126]. It provides a measure of the binding
affinity (binding constant), Kb [127], if a suitable binding model for data analysis is applied
and correctly interpreted. The idea of the ITC can be illustrated in the following multi-site
binding process. Let us denote the protein ligand as L and the polymeric receptor as M in
aqueous solution with the reaction
\mathrm{L} +\mathrm{M}\mathrm{L}\mathrm{i} - 1 \rightleftarrows \mathrm{M}\mathrm{L}\mathrm{i}, 1 \leq i \leq N, (3.57)
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where i is the coordination number of the binding sites and N is the binding stoichiometry.
[\cdot \cdot \cdot ] stands for the concentration of the respective chemical compound. The ITC measures
the binding heat of the above reaction, which can be formulated as
Q = [\mathrm{M}]\mathrm{t}\mathrm{o}\mathrm{t}V\mathrm{t}\mathrm{o}\mathrm{t}\Delta HN\theta , (3.58)
where \theta = i/N is defined as the coverage of the binding sites, [\mathrm{M}]\mathrm{t}\mathrm{o}\mathrm{t} is the total concentration
of the receptor M, and V\mathrm{t}\mathrm{o}\mathrm{t} denotes the cell volume. In practice, the ligand is experimentally
supplied in terms of the titration number. And it is the heat \Delta Q regarding the kth titration











where [\mathrm{L}]\mathrm{t}\mathrm{i}\mathrm{t}\mathrm{r} and V\mathrm{t}\mathrm{i}\mathrm{t}\mathrm{r} is the ligand concentration in the titration cell and volume per titration.
As seen in Eq. (3.59), \Delta Q is still not explicitly a function of the binding affinity Kb, which
will be resolved by the relevant binding model. The Langmuir adsorption isotherm [128], as
the most representative one, will be introduced afterwards.
Langmuir adsorption isotherm and ITC data fit
Without loss of generality, we start with the binding stoichiometry N = 1 where \mathrm{L} is
considered as the ligand and\mathrm{M} as the molecular receptor with only one binding site available.
The Langmuir adsorption isotherm connects the binding affinity Kb with the concentration





In Sec. 3.1 and for Eq. (3.33), we arrived at the same formula as Eq. (3.60) in the context
of the canonical ensemble. In view of that approach, it can be concluded that Eq. (3.60)
only applies to the system where the binding sites are independently equivalent and are free
of any degree of the binding cooperativity. With Eq. (3.60), one can easily calculate the
concentration of unbound ligands/receptors as a function of their total concentration and
the binding affinity Kb with equations
[\mathrm{M}] = [\mathrm{M}]\mathrm{t}\mathrm{o}\mathrm{t}  - K\mathrm{b}[\mathrm{M}][\mathrm{L}],
[\mathrm{L}] = [\mathrm{L}]\mathrm{t}\mathrm{o}\mathrm{t}  - K\mathrm{b}[\mathrm{M}][\mathrm{L}].
(3.61)
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Solutions of Eq. (3.61) give the expression of [\mathrm{M}], [\mathrm{L}] and thus the binding sites coverage
\theta as a function of the total concentration [\mathrm{M}]\mathrm{t}\mathrm{o}\mathrm{t}, [\mathrm{L}]\mathrm{t}\mathrm{o}\mathrm{t} and the binding affinity K\mathrm{b}. With
that, the titration heat series \Delta Q recorded in the ITC binding isotherm, as indicated by
Eq. (3.59), can be rephrased as
\Delta Q =
 - K\mathrm{b}\Delta HV\mathrm{t}\mathrm{o}\mathrm{t}
[\mathrm{L}]\mathrm{t}\mathrm{i}\mathrm{t}\mathrm{r}V\mathrm{t}\mathrm{i}\mathrm{t}\mathrm{r}




\Delta \mathrm{t}\mathrm{o}\mathrm{t} = [\mathrm{M}]\mathrm{t}\mathrm{o}\mathrm{t}  - [\mathrm{L}]\mathrm{t}\mathrm{o}\mathrm{t}, f([\mathrm{M}]\mathrm{t}\mathrm{o}\mathrm{t}, [\mathrm{L}]\mathrm{t}\mathrm{o}\mathrm{t}) =
1 - 
\sqrt{} 
(K\mathrm{b}\Delta \mathrm{t}\mathrm{o}\mathrm{t} + 1)2 + 4K\mathrm{b}[\mathrm{L}]\mathrm{t}\mathrm{o}\mathrm{t}
2K\mathrm{b}
. (3.63)
A fit based on Eq. (3.62) towards the ITC binding isotherm gives access to the value of the
binding affinity K\mathrm{b}, the stoichiometry N (fixed as 1 for this case) and the enthalpy change
\Delta H per binding site. As a result, binding details of the reaction Eq. (3.57) in the microscopic
level are featured. The above fit originating from the Langmuir isotherm Eq. (3.60) belongs
to the single site of identical sites (SSIS) model. The SSIS fits possess small number of the
fitting parameters and are almost free of any preknowledge of the binding details, making
the SSIS model as the most popular option to resolve the ITC experiment. However, as
discussed mainly in Sec. 6, the interpretation of the SSIS fit can become subtle regarding the
electrostatically driven complexation with multiple binding sites. The major challenge there
is the involvement of the binding cooperativity that has been completely omitted in the SSIS
model. The straightforward solution for that is the inclusion of several correlated binding
sites possessing different binding affinities. Nevertheless, applications in that respect are
constrained to an extent due to a fast growing number of the fitting parameters proportional
to the stoichiometry N .
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4 Complexation for the linear polyelectrolyte
The subject of this chapter is to introduce the pair association between two linear PEs
(LPEs) of the same size but opposite charge, as well as the complexation between LPE
and HSA. For LPE-LPE interaction, the system is systematically studied in terms of the
PMF along their center-of-mass reaction coordinate via CG, implicit-solvent, explicit-salt
computer simulations. The focus is set on the onset and the intermediate, transient stages
of complexation. Our study is complemented by a simple theory based on sliding charged
‘DH’ rods with renormalized charges in addition to an explicit entropy contribution owing
to the release of condensed counterions. The above methods and the CG model of the LPE
is employed latter for the study of the LPE-HSA complexation. Note that the wording
and figures in sections 4.1 - 4.3 and section 4.4 are taken almost literally from our previous
publication [19] and publication [129], respectively.
4.1 Models and methods
In this section, we introduce the CG model for the LPE and relevant simulation protocols.
The critical Manning parameter is defined to address the LPE with various bare charges.
The binding pathway of the LPEs is characterized by the PMF profile and LPE alignment
order paramter, which will be introduced afterwards.
Coarse-grained linear polyelectrolyte model and simulations
Consider an aqueous solution containing two LPE chains of the same size but opposite charge
in the presence of salt ions at a finite concentration. We treat the solvent implicitly via a
uniform dielectric background with a permittivity constant of water at room temperature,
\epsilon r = 78.44. The LPE chains are represented by a coarse-grained beads-on-the-string model
[130]. Approximately, each bead represents a monomer for a realistic LPE chain. In addition
to electrostatic interactions, the polymer beads interact with each other in terms of the LJ
potential
ULJ(r) = 4\epsilon \mathrm{L}\mathrm{J}








with a diameter \sigma LJ = 0.3 nm and an energy \epsilon LJ = 0.1 k\mathrm{B}T . Monovalent salt ions are
modeled explicitly as charged beads with the same LJ potential as that for the LPE beads.
The valency of small ions is z\pm = \pm 1.
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kb(l  - l0)2, (4.2)
where l represents the distance between consecutive beads, and l0 = 0.4 nm is the equilibrium
bond length. The spring constant is kb = 4100 kJ mol - 1 nm - 2. To account for the polymer




ka(\omega  - \omega 0)2, (4.3)
where \omega is the angle between a triplet of adjacent beads, and \omega 0 = 120\circ its prescribed
equilibrium value. The potential constant is ka = 418 kJ mol - 1 rad - 2 [131].
In this work, we consider relatively short LPE chains with the total number of beads
Nb = 25, close to the degree of polymerization for LPEs used in some related experimental
studies [132, 133, 134, 135, 48]. The contour length of the LPE chains is Lc \simeq (Nb  - 
1)l0 \mathrm{s}\mathrm{i}\mathrm{n}(\omega 0/2) \simeq 8.3nm, where the sine-function takes care of the bond angular constraints
in a moderately stretching regime. Each bead carries a bare Coulomb charge | qb| = e| z\pm b | ,
with e being the unit charge and | z+b | = | z
 - 
b | \equiv zb the valency. The total charge of each LPE
chain is | Qb| = Nb| qb| . Since we consider complex formation between two anti-symmetric
LPE chains, the final complex is electroneutral. The two polymers have the same properties
except with opposite charges, that is, Qb > 0 for one LPE chain, and Qb < 0 for the other.
Our simulations are based on the (LD) (See Sec. 3.2). All beads have the same unit
mass, which is set to minimize the inertia effects and enhance sampling. The choice of
particle mass does not affect the equilibrium properties of polymers studied in this work.
The total potential energy of the entire system is the sum of all the contributions U =
UCoul + ULJ + Ubond + Uangle. The Langevin friction is chosen as \xi i = 1.0 ps - 1 such that it
dissipates energy at constant temperature T = 300 K on the time scale much faster than
those governing the dynamics of the polymer system. To integrate the equations of motion,
we employ the leap-frog algorithm with a time step of 2 fs. The simulations are carried out
by the GROMACS 4.5.4 software package [112].
In the production runs, we use a cubic box with a side length of L = 30nm with periodic
boundary conditions in all three directions. The center of mass translation of the system
is removed in every 10th integration time step. The electrostatic interactions are treated
with the PME method (See Sec. 3.2) [136], where the long-range potential is evaluated in the
reciprocal space using the FFT with a grid spacing 0.12 nm and the cubic interpolation of the
fourth order. We use a cutoff radius rcut = 3.0 nm for the short-range electrostatics and the
LJ interactions. The choice of the cutoff is verified by reference simulations with increased
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cutoff value rcut = 5.0nm. For LPE chains with the highest charge density simulated in
this work (Manning parameter \xi = 2.31, defined below), where the electrostatic interactions
are most significant, the potential of mean force (PMF) curves deviated less than 6\% from
the results treated with rcut = 3.0 nm. In all simulations, the LPEs are immersed in a salt
solution with Ni = 325 pairs of cations and anions, resulting into a salt bulk concentration
of c0 = Ni/L3 \simeq 20 mM.
Coarse-grained HSA model
The protein sequence for the HSA is provided by PDB databank: ID=1N5U [137]. Every
amino acid is described by a single bead positioned at its C\alpha atom. The native structure
of the protein is maintained by a Go-model like force field as provided from the SMOG
webtool for biomolecular simulations [138, 139]. In terms of the Go-model force field, the
protein is represented as a chain of one-bead amino acids whose structure is biased toward
the native configuration by means of simple LJ-like non-bonded interactions between beads.
This extreme simple model has successfully reproduced processes of protein folding and
ligand complexation [140]. Here, Go-model well persists the electrostatic information and the
native structure of the HSA, which thus is very eligible to study the LPE-HSA complexation.
We use the Henderson-Hasselbalch equation to calculate the charge of the acidic and alkaline
amino acid residues after putting in the respective pKa value. With that and at physiological
pH = 7.4, the amino acids ARG and LYS residues are assigned a charge +1 e, while ASP
and GLU are -1 e, and HIS is neutral. In the end, the net charge of the simulated HSA is
-14 e.
Charge densities and counterion condensation
In Sec. 3.1, we have introduced the Onsager–Manning–Oosawa theory and the concept of
counterion condensation. Essentially, the net charge of a highly-charged LPE is renormalized
by partial condensation of the surrounding counterions. The condensed and free ions should
be considered separately as two different liquids. While the counterions condensed at the
surface of the LPE backbone form a strongly-correlated liquid, the free ions in the diffusive
double layer [141, 142] can be approximately described by a DH-like mean-field theory. The
analytic approach will be utilized later in this work to develop a simple expression for the
PMF between two anti-symmetric LPEs. In this work, we consider a systematic scan of
the Manning parameter in the range from \xi = 0.29 to \xi = 2.31. The line charge density
is \lambda = | qb| /[l0 \mathrm{s}\mathrm{i}\mathrm{n}(\omega 0/2)], and l\mathrm{B} = e2/(4\pi \epsilon 0\epsilon rk\mathrm{B}T ) stands for the Bjerrum length, which is
l\mathrm{B} = 0.71 nm for water at room temperature as used in our simulations. That corresponds
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to the the bare charge density from \lambda = 0.412 to 3.3 e/nm tuned by the monomeric (partial)
charge between qb = 0.14286e and qb = 1.14286e. The resultant effective charge of the LPE
as Manning parameter \xi > 1 can refer to Eq. 3.21.
In order to estimate the number of condensed counterions, N , in our simulations, we count
an ion as condensed if it is located within a radial distance r0 from any bead of a LPE chain
with the opposite electrostatic charge. To avoid double counting, each ion is counted only
once according to the nearest distance to the polymer beads. Understandably, the radius
r0 lacks a rigorous definition (see, e.g., the discussion in Refs. [78, 143]), in particular for
flexible LPEs in an electrolyte solution. In this work, we propose an unambiguous proce-
dure to account for counterion condensation: the radius r0 is fixed such that the Manning
prediction of N = \lambda /e(1  - 1/\xi )Lc is obeyed for each LPE chain. This procedure yields
r0 = 0.5, 0.56, 0.63, 0.68, and 0.74 nm for \xi = 1.15, 1.44, 1.73, 2.02, and 2.31, respectively.
These values are reasonable because it is known that r0 increases monotonically with in-
creasing \xi and that it should be identical to the effective LPE (modeled as rod) radius for
\xi = 1 [78], which is about 0.3  - 0.4 nm for our LPE model. Similar values of r0 can be
estimated from an inspection of the radial distribution of counterions (not shown) around
the LPE beads (see, e.g., Refs. [143, 132, 131]).
PMF calculations
The method to obtain the PMF between two oppositely-charged LPEs is introduced in
Sec. 3.2. The distance r between the COM of the two LPE chains serves as the reaction
coordinate. An exemplifying snapshot of two LPEs before association is shown in Fig. 4.1(a).
To be sepcific, the well separated state is taken as r \sim 12 nm and the final state is at
r \sim 0.5 nm. We use an analogous procedure to calculate the free energy of stretching a
single LPE chain. In that case, the distance between the head and tail monomers from the
same LPE chain serves as the reaction coordinate.
LPE alignment order parameter
In order to characterize and demonstrate the mutual alignment of two highly-charged LPEs
during complex formation, we introduce the order parameter mpp defined as
mipp =
\biggl\langle 
| \vec{}tic \cdot \vec{}tcc| 
| | \vec{}tic| | | | \vec{}tcc| | 
\biggr\rangle 
. (4.4)
Here, \vec{}tic is the intra-LPE direction vector connecting one terminal bead and the central bead
of the same polymer i, with i = 1, 2, whereas \vec{}tcc is the inter-LPE direction vector linking the
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Figure 4.1: Snapshots of the LPE binding process along the center-of-mass reaction coordinate r, depicting
the situation of (a) initially separated LPEs in a coil-like state, (b) the ‘handshake’ at the onset of complex-
ation between elongated LPE chains, and (b\ast ) a schematics thereof where the whole situation is projected
on parallel, sliding-rods. The red rod depicts the polyanionic chain, whereas the green rod the polycationic
chain in our DH rod model (defined below). Panel (c) depicts the final, entangled LPE complex. The reac-
tion coordinate r corresponds to the COM distance between two LPEs of opposite charge. Each LPE chain
consists of 25 monomeric units each of the same absolute partial charge. The Manning parameter in this
example is \xi = 2.02, and the LPE chains are immersed in a salt solution of the bulk concentration c0 \simeq 20
mM (ions not shown).
central beads of both LPEs. The sign | | . . . | | represents the norm of a vector, and \langle . . .\rangle denotes
the ensemble average. For stretched, rod-like polymer configurations, we expect parallel
alignment of both vectors \vec{}tic with \vec{}tcc, i.e., the LPE chains are aligned with themselves and
with the connection axis. In that case, the order parameter approaches unity for both LPE
chains, mipp \lesssim 1. If two parallel rods approach each other in a perpendicular direction, or if
the rods are perpendicularly approaching, or if the orientations of the LPEs are uncorrelated,
we would expect an average value of the order parameters much closer to mipp \simeq 1/2. We
will plot and discuss the distance-resolved value for mpp(r) = [m1pp(r) +m2pp(r)]/2, which is
averaged over the two LPE chains.
Moreover, we monitor the distance-resolved end-to-end distance Ree(r) of the LPEs as
they approach each other. A stretching of the LPE chains can then be identified simply
from the increase of Ree(r) at a certain COM distance.
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4.2 An analytical model for the PMF between highly-
charged LPE chains
To attain a better understanding of the thermodynamic driving forces and the mechanisms
of LPE–LPE association, we now introduce a simple electrostatic model for the PMF be-
tween highly-charged LPE chains (\xi > 1). We assume that the LPEs adopt an isolated,
coil-like state when they are far apart, as sketched in Fig. 4.1(a). In this case, the LPEs
interact roughly with a DH-like potential VDH(r) \propto Q2rB \mathrm{e}\mathrm{x}\mathrm{p}( - \kappa r)/r, where Qr \simeq 11.7e is
the renormalized net charge of each LPE and \kappa =
\surd 
8\pi lBc0 the usual DH screening pa-
rameter. For distances larger than the contour length r \gtrsim Lc this accounts only for weak
attraction (\lesssim kBT ) and will be discarded in the following discussion. We further assume
that during their association at smaller distances r \lesssim Lc, the two LPEs are in a parallel
sliding conformation, as depicted in Fig. 4.1(b\ast ), until they reach a final state with r close
to zero. In the latter, the LPE chains have collapsed into a globular complex, cf. Fig. 4.1(c).
Consequently, we assume that the PMF is dominated by a parallel sliding process for a wide
range of separations.
We model the two approaching LPE chains in their fully stretched association configuration
with the simplest analytically tractable model, that is, two parallel, infinitely thin, and
oppositely-charged rods of length Lr. We define the effective rod length Lr as the COM
distance at the onset of the elongated LPE configuration, which can be read off in Fig. 4.2(a)
at the intersections of the diagonal dashed line, Ree = r, and the profile of the end-to-end
distance Ree(r). The effective length Lr increases with increasing \xi , since larger electrostatic
attraction promotes the jump into the elongated state at larger separations. For small
values of \xi , the effective length Lr is significantly smaller than the contour length Lc = 8.3
nm of the chains, since the attraction in that case is not strong enough to extend the chains
considerably. However, for higher charges, that is, for higher values of \xi , the effective length
approaches Lc.
The COM distance of the two rods is again denoted by r, with the parallel component r\| 
and the perpendicular component r\bot , as shown in Fig. 4.1(b\ast ). The latter is kept fixed and
reflects the closest distance of the two LPEs, which is related to the LJ diameter \sigma LJ. We
now assume that the major interaction contribution to the total free energy arises only from
the neighboring parallel segments of length Lr  - r from each rod. In the following, we will
evaluate in detail the electrostatic contribution based on a DH approach and additionally
account for the purely entropic contribution of the counterion release effect in the scenarios
with \xi > 1.
We first evaluate the DH energy corresponding to the electrostatic interaction between two
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parallel, partially neighboring rods. Assuming r\bot \ll Lr, we may neglect edge effects and
approximate the pair potential between the neighboring segments as those from infinitely
long rods. With the pairwise additive approximation, we can derive the overall interaction
energy then as [85]
\beta WDH(r) = (r  - Lr)l\mathrm{B}(1 - \theta )2(\lambda /e)2
\int \infty 
 - \infty 
e - \kappa 
\surd 
x2+r2\bot \sqrt{} 
x2 + r2\bot 
dx. (4.5)
Here, \beta = 1/(k\mathrm{B}T ), \lambda is the bare line charge of a LPE rod, which can be renormalized by
condensed counterions. The fraction of neutralization is \theta = 0 for \xi < 1 and \theta = 1 - 1/\xi if
\xi > 1. Note that in the latter case, the effective charge density stays as e/l\mathrm{B}, irrespective of




(r  - Lr)K0(\kappa r\bot )\times 
\Biggl\{ 
\xi 2 for \xi < 1,
1 for \xi \geq 1,
(4.6)
where K0(\kappa r\bot ) is the Bessel function of the second kind. According to Eq. (4.6), the elec-
trostatic DH part of the PMF is linear in the center-of-mass distance r, which is a logical
outcome of our asummption, since only neighboring segments of the parallel aligned rods
contribute. Note again that because of the charge renormalization effect for \xi \geq 1, this
contribution does not explicitly depend on the charge density.
For \xi \geq 1, in addition to the direct electrostatic interactions between polyions, we may
estimate the contribution to the free energy of LPE complexation due to the release of
counterions. For association between two oppositely-charged LPEs with the Manning pa-
rameter \xi \gg 1, the free energy is dominated by the entropically favored release of condensed
counterions. The idea was first proposed by Lohman and coworkers [145, 146] and supported
later by other theoretical investigations including coarse-grained (but explicit-salt) computer
simulations [18, 131]. The entropy gain upon releasing n bound counterions is
\Delta Sion = nk\mathrm{B} \mathrm{l}\mathrm{n}(cb/c0), (4.7)
where cb corresponds to the effective density of the condensed ions in the vicinity of the LPE
and c0 is the ion bulk density. The corresponding free energy gain due to counterion release
is then given by
\beta Wion =  - n \mathrm{l}\mathrm{n}(cb/c0). (4.8)
For complex formation between two LPEs of opposite electric charge, each LPE chain
carries condensed counterions of a line density \lambda \theta , where \theta is the fraction of the LPE charge
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neutralization by counterions. When the LPE segments approach each other, all counterions
in the overlapping region are liberated and released into the bulk solution. The number of




0 for \xi < 1,
2
l\mathrm{B}
(\xi  - 1)(Lr  - r) for \xi \geq 1.
(4.9)
The density of the bound ions [131, 132] is defined by the number of condensed counterions
N and their occupied volume V , i.e., cb = N/V . The condensed counterions reside around
each rod at a radial distance between the inner radius \sigma LJ and the outer radius r0. The
occupied volume thus corresponds to that of two hollow cylinders, V = 2sc(Lr  - r), where
sc = \pi (r
2
0  - \sigma 2LJ). Accordingly, the density of the bound ions for \xi > 1 can be estimated as
cb =
(\xi  - 1)
l\mathrm{B}sc
. (4.10)
The free energy contribution from the released counterions is then given by
\beta Wion = 2
(\xi  - 1)
l\mathrm{B}
(Lr  - r) \mathrm{l}\mathrm{n}




The above expression is valid only for \xi > 1; otherwise, Wion = 0 since there are no counte-
rions condensed on the LPE surface. For a salt concentration c0 = 20 mM and, for instance,
\xi between 1.15 and 2.31, Eq. (4.10) predicts cb \simeq 0.7 M and 2.12 M, respectively. That
corresponds to 3.6 - 4.7 k\mathrm{B}T of dissociation free energy per single released ion, respectively.
Finally, we sum up the DH contribution WDH and the counterion release Wion, viz.
\beta Wtheo(r) =
\left\{                   
2
l\mathrm{B}
\xi 2K0(\kappa r\bot )(r  - Lr)




K0(\kappa r\bot ) + (\xi  - 1) \mathrm{l}\mathrm{n}( \xi  - 1l\mathrm{B}scc0 )
\Bigr] 
(r  - Lr)
for \xi > 1.
(4.12)
Equation (4.12) predicts a PMF between LPE chains to be linearly dependent on the COM
distance r. As previously concluded in related simulations of LPE complexation [18], the
PMF is dominated by electrostatic enthalpy for \xi < 1 and counterion-release entropy for
\xi \gg 1.
It should be noted that Eq. (4.12) is valid only for a finite length of overlapping rod
segments, r < Lr. It neglects smaller contributions for larger distances r > Lr. The
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separation distance between the rods r\bot is approximately equal to the LJ diameter \sigma LJ.
However, r\bot could be smaller than that, since a bead of one LPE chain can sit in the region
between the two neighboring beads of the other LPE chain. In this work, we obtain the value
for r\bot by the best fit of Eq. (4.12) to the simulation data for \xi = 1.0, yielding r\bot = 0.28 nm.
We use this value for all other \xi -values.
Finally note that the two LPEs in the overlapping parts are almost free of the surrounding
ions and therefore interact as (almost) bare charges via unscreened Coulomb force. How-
ever, the total free energy of the LPEs, which is the work of bringing the two LPEs from
large separations to close distance, cannot be computed in terms of the unscreened elec-
trostatics, as at large distances the screening always becomes significant. Furthermore, the
electrostatic attraction should comprise the portion of the energy penalty to deprive the
condensed counterions on the overlapping part. Thus, attraction only in terms of bead bare
charge will exclude that energy and eventually lead to a underestimate of the PMF. As an
approximation, we adopt the effective charge to implicitly account that energy penalty. Our
intention with this simple model is to qualitatively describe the main characteristics of the
rather complex association process obtained by the simulations. As seen by the nice agree-
ment between the theory and the simulations later in Fig. 4.3(b), the used model is able to
capture the basic features of the association.
4.3 Results for LPE-LPE interaction
Structure of the LPEs during association
A first insight into the configurations of the LPE chains along their approach to associa-
tion can be attained by analyzing the distance-resolved end-to-end distance Ree(r) of the
individual LPEs. Figure 4.2(a) shows the average Ree(r) of the antisymmetric LPEs with
different Manning parameters. At large separations, where the LPE chains are in a coil-like
state and independent of each other, cf. Fig. 4.2(a), Ree(r) is constant. The effective size of
the coil increases with increasing \xi due to self-electrostatic repulsion within the LPE chain.
For highly charged chains, \xi \gg 1, a significant and steep, almost discontinuous increase
of the end-to-end distance can be observed at COM distances close to the contour length
r\ast \simeq 5  - 7 nm. The exact value of the critical distance r\ast depends on \xi . For larger \xi ,
the critical distance increases towards the maximum contour length and the magnitude as
well as steepness of the jump grow. This behavior strongly indicates stretching of the LPE
chains towards each other and ’handshake’ [147] at a critical distance r\ast to assume a max-
imum end-to-end length R\ast ee as shown in the snapshots in Fig. 4.1(b). An observed linear
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Figure 4.2: (a) The LPE end-to-end distance Ree as a function of the LPE–LPE COM distance r for various
values of the Manning parameter ranging from \xi = 0.29 to \xi = 2.31 at salt concentration c0 = 20 mM. For
\xi > 1, Ree jumps up at a certain distance r\ast to the value R\ast ee. The black dashed diagonal line shows the
function Ree(r) = r, revealing a linear correlation R\ast ee \approx r\ast . (b) The LPE–LPE orientation order parameter
mpp, Eq. (4.4), is monitored as a function of the COM distance r for various values of the Manning parameter
at salt concentration c0 = 20 mM. For both panels, \xi = 0.29, 0.58, 0.87, 1.00, 1.15, 1.44, 1.73, 2.02 and 2.31
(from bottom to top). The arrows signify the trend for increasing \xi .
relation R\ast ee \propto r\ast , cf. Fig. 4.2(a), further consolidates that proposition. At small distances,
r \lesssim 2 nm, the LPE chains seem to collapse again to with the Ree(r) approaching the values
that correspond to the isolated coil states.
The behavior of Ree(r) for the associated states strongly correlates with the alignment
order parameter mpp, shown in Fig. 4.2(b). At large distances r \gtrsim 6.5 nm, the LPE chains
are independent of each other and uncorrelated in any alignment, as indicated by Fig. 4.1(a).
In that case, the order parameter tends to the value mpp \simeq 1/2. At the intermediate
distances r \simeq 5  - 7 nm, again cf. Fig. 4.1(b), the ends of different LPEs jump together
and the polymer chains become elongated and mpp rises to high values, indicating parallel
alignment of stretched LPEs. The order parameter in this regime increases with increasing
\xi . Particularly for \xi = 2.31, the order parameter reaches mpp = 0.95, implying that the two
LPEs get almost completely stretched and perfectly aligned. At smaller distances, r \lesssim 2 nm,
the order parameter tends to the valuempp \simeq 1/2, and the previously extended LPEs collapse
into a compact globule. In a relatively large spatial regime roughly appearing at distances
between 1 - 2nm < r < 5 - 7 nm (with the exact values depending on \xi ), both LPEs slide
along each other in a stretched and parallel configuration, with their orientations pointing
along the connection axis.
An interesting question arises as to why do the LPEs tend to associate via the elongated
sliding configuration rather than via other possibilities, such as perpendicular or parallel
sideward approach. Fixing the COM separation between the two LPEs, the elongated con-
figuration allows the terminal segments on the respective LPEs coming into a close contact.
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In presence of the strong electrostatic attraction and counterions release, this configuration
has the smallest free energy compared with all other realizations. Similar elongated sliding
approaches of LPEs have been reported (but remained undiscussed) in a number of previ-
ous publications in coarse-grained as well as atomistic-level simulations [18, 148, 149]. This
sliding mechanism has implications on the interpretation and theoretical description of the
PMFs along their COM distance reaction coordinate, as discussed in the following.

























































Figure 4.3: The PMFW (r) in units of kBT = \beta  - 1 between two oppositely charged LPEs as a function of their
COM distance r. The simulation results are represented by solid curves for different values of the Manning
parameter \xi (see legend). The bold dashed lines are the PMF predictions Wtheo(r) from Eq. (4.12). The
insets show the mean force  - dW (r)/dr in units of k\mathrm{B}T nm - 1. The thin dashed line is the baseline W (r) = 0.
The arrows signify the trend for increasing \xi .
In Fig. 4.3 we present the PMF,W (r), between the two LPE chains with different Manning
parameters \xi . Here the salt concentration is again c0 \simeq 20 mM. Figure 4.3(a) shows the
PMFs for \xi \leq 1 and (b) for \xi \geq 1. The three generic stages of the LPE–LPE association
discussed before are reflected also in the behavior of the PMF: When the LPE chains are
far apart, r \gtrsim 6.5 nm, they do not significantly interact with each other (on the shown
scale) regardless of the Manning parameter. Once the LPE chains begin to associate at
r\ast = 5  - 7 nm and stretch at intermediate separations 1  - 2 nm < r < r\ast , W (r) becomes
nearly a linear function of r, with the slopes increasing with increasing \xi . Consequently,
the mean force f =  - dW (r)/dr, shown in the insets, can be regarded as nearly constant in
that r-range, as reported already in previous simulations [148]. However, some slope in the
mean force is clearly visible, especially for the smaller \xi -values, so the assumption of a strictly
constant mean force is not generally true. Strikingly, the mean force f =  - dW (r)/dr exhibits
a discontinuity at r\ast for \xi \gtrsim 1, see the inset to Fig. 4.3(b), a fact that will be discussed later
in more detail. At smaller separations r < 1 - 2 nm, the LPE chains tend to intertwine into
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a collapsed globule and by that further increasing the association free energy. In this regime,
the corresponding attraction grows even stronger (superlinear) with the distance. The value
ofW (r \simeq 0) at the associated state represents the free energy of LPE–LPE complexation. Its
value increases with the Manning parameter \xi , as can be expected from increased Coulomb
attraction between both LPEs. The thermodynamics in terms of enthalpy and entropy of
the final complex was investigated in detail by Ou and Muthukumar [18].
In the same figures, we plot the PMF predictions of our simple theory given by Eq. (4.12)
by dashed lines. We note again that for each \xi , we determine the effective length Lr at the
onset of attraction of stretched LPEs directly from Fig. 4.2(a) and use it as an input to the
theory, which is applicable for r < Lr. Another parameter in our analytical model, the rod
distance r\bot = 0.28 nm, is fixed by fitting the theory to the linear part of the PMF for \xi = 1,
where LPE chains are mostly stretched and the theory is expected to be most reliable. For all
other \xi -values the model now delivers a prediction. We see in Fig. 4.3(a) that for \xi \leq 1, the
discrepancy between the theory and the simulations grows in relative terms with decreasing
\xi at the whole attractive range of r. This is expected as the assumption of a parallel rod-like
sliding mechanism becomes less accurate for decreasing \xi . In contrast, for \xi > 1 the linear
trend of the analytical prediction agrees very well, even quantitatively, with the simulated
PMFs for intermediate distances 2.5 nm \lesssim r \lesssim 6.5 nm. Note that in this regime the mean
force is relatively constant, as assumed in the theory. At very small distances r \lesssim 2 nm, the
LPE chains collapse into a globule and therefore the rod model clearly breaks down. This
shows that the first steps of the LPE association for highly-charged LPEs can be very well
captured by the analytical model based on two rigid sliding rods together with counterion
release entropy. Note that the differences between the PMF for \xi = 1 and the PMFs for \xi > 1
are solely provided by counterion-release entropy. The enthalpic Coulomb part (attraction
of rods with renormalized charge) becomes less important with increasing \xi .
As a minor but interesting note we now estimate the relative time period of the association
process into the final complex with respect to ordinary diffusion. The typical diffusion
time over a length L in a simple Rouse picture [150] would be \tau D \simeq Nb\xi mL2/kBT , where
\xi m is the friction constant of a monomer. This has to be compared to a macromolecule
associating a length L with a speed L/\tau \mathrm{a}\mathrm{s}\mathrm{s}\mathrm{o}\mathrm{c} = f/(Nb\xi m) under the influence of a driving
force f . Comparing the time scales, we obtain simply \tau \mathrm{D}/\tau \mathrm{a}\mathrm{s}\mathrm{s}\mathrm{o}\mathrm{c} \simeq \beta fL. Pluggin in our
calculated values of the mean force (insets to Fig. 3) for L on a nanometer scale we see that,
for not too small Manning parameters \xi , the association for electrostatic and counterion-
release driven LPE complexation can be easily 1–2 orders of magnitude faster than a simple
diffusion-dominated association process. These short time scales have indeed been observed
in coarse-grained computer simulations of unrestrained LPE complexation [44, 45, 18].
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Figure 4.4: The total number of the released counterions n per LPE versus the LPE–LPE COM distance r
during LPE complexation. (The numbers per LPE are half of that.) The simulation results are represented
by solid curves for different values of the Manning parameter \xi (see legend). The dashed lines are the number
of released counterions predicted via Eq. (4.9). The arrows signify the trend for increasing \xi .
In order to further corroborate our theoretical assumptions on the counterion release effect,
we now examine the number of released ions during the association process. Figure 4.4
presents the number n(r) of released counterions per LPE (averaged over both chains) for
various \xi values resolved in COM distance r. In the coil phase, where both LPEs are
independent of each other, the amount of condensed counterions reaches its maximal value.
As mentioned before, we define the Manning radius r0 for each value of \xi such that the
theoretical prediction for N = Nbzb(1 - 1/\xi ) can be reproduced for an isolated rod. At the
critical distance r\ast , the number of condensed counterions experiences a discontinuous jump
\Delta N . Here, the coil phase goes over to the elongated phase where the end parts of the LPEs
stick together and by that trigger the release of \Delta N counterions. The latter increases with
\xi , where in the case of \xi = 2.31 more than 3 counterions are liberated per LPE. After the
jump, a linear decrease in the number of condensed counterions demonstrates the progressive
release of counterions from the overlapping segments of LPEs, as predicted by our theory,
Eq. (4.9). Finally, all counterions are released in the final complex at r = 0, where both
LPEs completely neutralize each other. Here, we can observe that between \xi = 1.15 and
2.31 between 2 and 15.5 ions are released per LPE into the bulk, respectively. Assuming
approximately 5 k\mathrm{B}T per ion (see methods after Eq. (4.11)) in the case of \xi = 2.31, we end
up with a total free energy of complexation about 155 k\mathrm{B}T , in a good agreement with the
PMF data in Fig. 4.3(b).
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Figure 4.5: (a) Probability distribution P (Ree) for different COM distances r close to the critical jump
distance r\ast \simeq 6.9  - 7.0 nm with the Manning parameter \xi = 2.31. (b) The corresponding transition free
energy Ftrans =  - kBT \mathrm{l}\mathrm{n}P as a function of Ree.
Discontinuity in LPE complexation
The discontinuities in the mean force, condensed counterion number N(r), as well as the
end-to-end distance Ree clearly suggest that the system undergoes an abrupt change at
the critical distance r\ast of the approaching LPE chains. In an attempt to characterize this
transition in more detail, we have calculated the probability distribution P (Ree) of the LPE
end-to-end distance for various fixed (harmonically constrained) COM distances r in the
range from 6.8 nm to 7.2 nm for the case of \xi = 2.31, thereby crossing its critical distance r\ast ,
shown in Fig. 4.5(a). For the two largest as well as for the smallest distance r, we find single-
peaked distributions, corresponding to the well defined single states, coil and stretched LPE
chains, respectively. At around r\ast = 6.9–7.0 nm, however, a bimodal distribution between
the two states appears, indicating a structural coexistence, separated by unlikely states. The
transition free energy profiles Ftrans(Ree) =  - k\mathrm{B}T \mathrm{l}\mathrm{n} P (Ree) are plotted in Fig. 4.5(b). In the
bimodal states, the potential barrier separating the two states has a height of the order of
\Delta Ftrans \sim k\mathrm{B}T . Note also that the peak position of the extended state is located at values of
about Lr \simeq 7.2 nm, somewhat larger than r\ast . The reason is that the stable state apparently
needs some finite overlap, i.e., a critical attraction to warrant a stable state.
So, what is the reason for this bimodal distribution? Consider first the LPE chains in the
coil state, i.e., when r > r\ast . In a rare fluctuation, the chains stretch out, accompanied by a
significant loss in conformational entropy, and may achieve their handshake by overlapping
with one or a few more monomers at the ends. For \xi > 1, we have shown that this ’first touch’
will be accompanied by a significant release of counterions, contributing a large favorable
entropy of several k\mathrm{B}T per released ion. Apparently, this gain in counterion entropy is large
enough to compensate for the loss in the conformational entropy of LPE chains such that
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Figure 4.6: (a) The free energy of stretching a single LPE is plotted as a function of Ree as obtained from
pulling simulations. (b) The number of the released counterions np during stretching a single LPE is plotted
as a function of its end-to-end distance Ree.
a coexistence can be established in this restrained equilibrium. Quantitatively, we estimate
the stretching entropy of a single LPE from our steered Langevin simulations. Results are
shown in Fig. 4.6(a) for various \xi values, including the neutral reference \xi = 0. For \xi > 1, the
LPE stretching is a bit easier than for a neutral polymer owing to the internal electrostatic
repulsion. However, for example for \xi = 2.31, we measure an appreciable entropy loss
of about 10 k\mathrm{B}T per LPE chain for the extension Lr \simeq 7.5 nm. This loss in the chain
conformation entropy needs to be compensated by the handshake and forthcoming release of
counterions in order to establish the coexistence between associated and free states. For this
particular example, thus 20 k\mathrm{B}T are needed to be compensated in total for both chains. For
\xi = 2.31, we estimated 5 k\mathrm{B}T per released ion, so that about four counterions were required.
Glancing back at Fig. 4.4, however, we see that for \xi = 2.31 in total seven ions are released
at the handshake. The apparent discrepancy can be reconciled by investigating the number
of condensed and released counterions during stretching, see Fig. 4.6(b). Apparently, ions
are released during stretching, very likely due to the increasing effective LPE length (and
decreasing charge density) during stretching. At the relevant stretched state at Ree = Lr \simeq 
7.5 nm for \xi = 2.31, a mean of 1.5 ions per chain (thus, three in total) are released. In other
words, only four counterions are released in the actual handshake, in agreement with the
needed compensation stretching penalty mentioned above. These subtle structural effects
on a single-ion level are important for a quantitative interpretation of the transient states
in complexation. The free energy barrier between the coil and extended state must then be
clearly attributed to the entropy of intermediate stretching.
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4.4 Results for LPE-HSA interaction
LPE-HSA binding complex and stoichiometry
Figure 4.7: (a) Representative computer simulation snapshot of the total LPE-HSA complex. (b) Magnifi-
cation of the binding site: LPE (yellow string of beads) is bound near the Sudlow II site. The amino acid
beads that directly participate in the binding (defined by being within 0.5 nm distance to LPE on average)
are depicted by the opaque spheres. The rest of the HSA structure is distinguished by a transparent surface
plot. Electrostatically neutral HSA beads are colored white, positive beads are green, and negative beads
are red.
Our computer simulations demonstrate that HSA binds with only one LPE chain, inde-
pendent of temperature, salt concentration, and the molar ratio in the considered parameter
ranges. This reconfirms the result obtained previously by experiment [132]. A represen-
tative simulation snapshot of the bound complex with one LPE is presented in Fig. 4.7.
From a thorough screening of our simulation trajectories, it emerges that this structure is
highly reproducible and assumed in 80% of the simulation time. It is hence a highly sta-
ble and probable configuration. Additional analysis reveals that the LPE chain spans the
sub-domains II A, III A, and III B, involving the Sudlow II binding site. As expected for a
negatively charged polyelectrolyte we find that it favorably binds positively charged amino
acids, arginine (R) and lysine (K) at positions R410, R484, R485, R413, R538, K541, K199,
and K195, see also the green opaque spheres in Fig. 4.7. This is certainly a central result of
the present analysis in as much as it defines the precise location of the binding of a highly
charged molecule as LPE.
To demonstrate that only one LPE forms a complex with HSA, the running coordination
number n(r) of LPE around HSA is shown in Fig. 4.8 for molar ratios x = 1, 2, 6, and 10.
The quantity n(r) is the total number of LPE-molecules around a given HSA as a function
of distance. The plateau of the curves between separations of r = 4 and 6 nm just above
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the average value of the HSA radius is a proof that the binding number does not exceed
one, irrespective of the molar ratio. Only at larger distances n(r) increases beyond unity
since here the entire solution is explored. We find qualitatively similar results for the other
investigated salt concentrations and temperatures. This finding again is in direct agreement
with the previous experimental results [132].
It is furthermore interesting to see the temporal evolution of the complex of HSA with
LPE. The LPE chain slides along the Sudlow II site much in a way of threading through
an orifice. This fact demonstrates the strong binding of LPE by this side. On the other
hand, the threading through this site leads to a strongly increased number of configurations
of the complex and thus increases the entropy of the complex. This fact certainly leads to


















Figure 4.8: Running coordination number n(r) of the LPE chains around HSA versus their center-of-mass
distance r at a temperature of 25\circ , a salt concentration of 20 mM, and molar ratios x = c\mathrm{L}\mathrm{P}\mathrm{E}/c\mathrm{H}\mathrm{S}\mathrm{A} = 1,
2, 6, and 10, see the legend. In all cases roughly one LPE chain (horizontal black dotted line) is bound to
HSA.
LPE-HSA binding affinity
Our simulations allow us to calculate the free energy profiles (potential of mean force) along
the LPE-HSA distance coordinate. Examples for this interaction free energy G(r) between
a single uncomplexed HSA and one LPE at two salt concentrations are presented in Fig. 4.9.
For larger distances of the approach, r \simeq 7 nm, a small repulsive barrier can be observed
stemming from the monopole charge repulsion which dominates for large separations as
expected. The barrier decreases and shifts slightly to shorter distances with higher salt
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c=20mM, T = 25°C
c=50mM, T = 25°C
Figure 4.9: Free energy profile (or potential of mean force) G(r) between PAA and HSA versus their center-
of-mass distance r at a temperature of 25\circ and for 20 mM (red) and 50 mM (blue) salt concentrations. The
binding free energy \Delta G\mathrm{s}\mathrm{i}\mathrm{m} derived from the simulation can be read off as the difference between the zero free
energy reference state at far separation (horizontal black dotted line) and the global minimum representing
the bound state (horizontal blue and red dotted lines).
Table 4.1: The calculated standard binding free energy from the simulations \Delta G\mathrm{s}\mathrm{i}\mathrm{m}\mathrm{b} in comparison with the
experimental ones [132] \Delta G\mathrm{e}\mathrm{x}\mathrm{p}\mathrm{b} at various salt concentrations and temperatures in units of kJ mol
 - 1. \Delta G\mathrm{s}\mathrm{i}\mathrm{m}\mathrm{b}
is the direct output from the simulations which has to be corrected by \Delta G\mathrm{c}\mathrm{o}\mathrm{r}\mathrm{r} for the binding volume Vb to
obtain the standard free energy of binding.
Conditions \Delta G\mathrm{s}\mathrm{i}\mathrm{m} Vb \Delta G\mathrm{c}\mathrm{o}\mathrm{r}\mathrm{r} \Delta G\mathrm{s}\mathrm{i}\mathrm{m}\mathrm{b} \Delta G
\mathrm{e}\mathrm{x}\mathrm{p}
\mathrm{b}
(KJ mol - 1) (nm3) (KJ mol - 1) (KJ mol - 1) (KJ mol - 1)
20 mM, 25\circ -24.8\pm 4.0 3.0 -1.5 -26.3\pm 4.0 -27.9\pm 0.2
20 mM, 37\circ -25.1\pm 3.6 5.9 -3.1 -28.2\pm 3.6 -29.2\pm 0.2
50 mM, 25\circ -16.1\pm 1.0 16.0 -5.7 -21.8\pm 1.0 -23.5\pm 0.5
50 mM, 37\circ -18.9\pm 0.5 7.5 -3.9 -22.8\pm 0.5 -26.2\pm 0.2
concentration. At about r \simeq 6 nm, the onset of a strong attraction takes place until a global
minimum is observed at a closer approach at about r = 2 nm. The onset of attraction occurs
right at values comparable to half of the contour length of the LPE chain at which one of
its ends is first able to come in contact with the HSA surface. We never found a stable free
energy minimum for the adsorption of a second LPE. This is due to a too strong monopole
charge repulsion and the covering of the high-potential binding spot by the firstly bound
LPE.
For the stable HSA–LPE complex, the binding free energy \Delta G\mathrm{s}\mathrm{i}\mathrm{m} can be calculated from
the difference in the global minimum and the reference free energy at large distances (hor-
izontal lines in Fig. 4.9). The values of the simulation binding free energy, corrected to
yield the standard free energy of binding from the simulations \Delta G\mathrm{s}\mathrm{i}\mathrm{m}\mathrm{b} (See Sec. 3.2). At
various salt concentrations and temperatures, we find \Delta G\mathrm{s}\mathrm{i}\mathrm{m}\mathrm{b} in a good agreement with the
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previous experiments with the largest deviation of only 13% for the case of 50 mM salt at
a temperature of 37\circ [132]. As in the experiments, the binding affinity decreases in the
simulations with higher salt concentrations and increases with increasing temperature [132].
The relevant results are illustrated in Tab. 4.1. The highly quantitative description using
the simulations, however, is actually somewhat surprising given the simplicity of the under-
lying model and the negligence of hydration effects and should be discussed with caution.
However, we take it as a strong indication that relatively generic electrostatic interactions
rule the complexation process and hydration contributions (such as hydrophobic or van der
Waals (vdW) attractions) are rather small.
Released counterions and LPE-HSA binding
In order to test our hypothesis introduced above that the binding free energy is essentially
dominated by the entropy of released counterions from the LPE chain and/or positive patches
on HSA, we have counted the number of released ions upon complexation. In brief, we define
an ion as ´condensed’ if it is located in the first bound layer near a charged HSA or LPE
monomer, defined by a cut-off radius of 0.5 nm. Hence, the number of released ions is
calculated as the difference in the average number of condensed ions in the fully separated
and the stable bound states. As indicated in Fig. 4.10, for a temperature of 25\circ and 20 mM
and 50 mM salt concentrations, our analysis shows that on average indeed 2.5 condensed
ions are diluted away into the bulk upon complexation. This is indeed in good agreement
































c = 50mM, T=25°C, x = 1PCI on PAA
NCI on PATCH
PCI + NCI
Figure 4.10: Number of positive condensed ions(PCI) and negative condensed ions(NCI) versus distance.
Deeper inspection shows that 2 of those ions come from LPE, at which they were bound
in a high density state. If we now just consider the LPE-condensed ions and their average
concentration in the bound state c\mathrm{d}\mathrm{e}\mathrm{n}\mathrm{s}\mathrm{e} \simeq 1.5 \pm 0.5 mol L - 1, this implies that favorable
entropy contributions of about \simeq k\mathrm{B}T \mathrm{l}\mathrm{n}(c\mathrm{d}\mathrm{e}\mathrm{n}\mathrm{s}\mathrm{e}/cs) = 4.3\pm 0.4 and 3.4\pm 0.4 k\mathrm{B}T are gained
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per ion upon their release into 20 mM and 50 mM bulk concentrations, respectively. The
total release free energies estimated by this analysis are thus roughly  - 21 \pm 2 and 17 \pm 2
kJ mol - 1 for 20 mM and 50 mM salt concentrations, respectively, which are close to the
binding free energies from both experimental data and from simulations [132]. Hence, the
binding of LPE is to a great part ruled by a counterion release mechanism and entropy.
We note, however, that the matching of these numbers may be fortunate since other non-
negligible interactions such as (repulsive) chain entropy, vdW attractions, and multipolar
charge interactions beyond the bound ion layer (that is, from screening ions), all present in
both simulation and the experiment, have been neglected in this simple counterion release
concept. The present comparison with experimental data, however, indicates that these
contributions are of comparable magnitude and cancel each other roughly for the present
system.
Evidently, we obtained the leading contribution of the ions directly condensed on the
LPE chain. Hence, the estimate of the entropy of counterion release given above should
be considered a lower bound for the absolute entropy contribution. Other contributions
not included in the theoretical analysis apparently lead to experimental entropies that are
higher by a factor of 2-3. The good agreement between the measured and the calculated
\Delta Gb, however, demonstrates that these additional entropic contributions are canceled out
by an enthalpic contribution of equal magnitude. This “enthalpy– entropy compensation”
is well-known for various processes such as solute hydration, protein folding, or protein
association [151, 152]. The present comparison of theory and experiment allows us to discern
among these terms and the leading contribution to \Delta Gb.
4.5 Summary and concluding remarks
In summary, we have studied LPE structure variations and the resultant PMF profiles along
the LPE–LPE center-of-mass reaction coordinate for LPE pair complexation with a focus
on intermediate association ranges for various LPE charge densities. For charge densities
above the condensation threshold, we observed and analyzed in detail a (fast) sliding-rod-like
process preceding the LPE complexation. We introduced an abstract model leading to an
analytical expression for the PMF. The latter predicts a PMF virtually linear in center-of-
mass distance starting at the onset of complexation of the first ‘handshake’ until collapsing
into the final complex, in good agreement with the computer simulations. Furthermore, a
detailed inspection of the mean force profile uncovered a discontinuity at the onset of complex
formation, which is also embodied as a jump in numerous other simulation measures. We
demonstrated that the discontinuity can be attributed to the presence of a free-energy barrier
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stemming from cooperative counterion-release effects and single LPE stretching entropy.
Perhaps even more complex transient behavior can be expected when tuning chain stiffness,
chain length, counterion valency, and the strength of the electrostatic interaction [153, 154],
or including the action of explicit solvent [155, 156, 157].
For the LPE-HSA system, we demonstrate that the binding of LPE takes place at the
Sudlow II site. Experiments [132] for a series of salt concentrations between 20 mM and
100 mM show that the dependence of binding affinity \Delta G\mathrm{b} on ionic strengths is mainly de-
termined by the counterion release mechanism and can be described by the Record–Lohman
relationship (see Sec. 3.1). This is in a nice agreement with the simulations presented here.
Thus, the application of computer simulation is now capable of solving biochemical problems
of direct medical importance.
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5 Charged dendrimers revisited: effective charge
and surface potentials of dendritic polyglyc-
erol sulfate
This chapter we investigate key electrostatic features of charged dendrimers at hand of the
biomedically important dPGS macromolecules using multi-scale computer simulations and
Zetasizer experiments. In our simulation study, we first develop an effective mesoscale Hamil-
tonian specific to dPGS based on input from all-atom, explicit-water simulations of dPGS
of low generation. Employing this in coarse-grained, implicit-solvent/explicit-salt Langevin
dynamics simulations, we then study dPGS structural and electrostatic properties up to the
sixth generation. The most important outcome of our dendrimer simulation results in im-
portant conclusions of effective net charges and corresponding radii, surface charge densities,
and surface potentials of dPGS. The relevant results are validated after a comparison to the
analytical theory and experiments. Note that the descriptions and figures in this chapter
are taken almost literally from our previous publication [158].
5.1 Models and methods
























Figure 5.1: (a) Chemical formula, (b) atomistic structure, and (c) coarse-grained (CG) structure sketch of
the zeroth generation G0–dPGS molecule. In panel (a), we depict the atomistic subunits C3H5, C3H7O, and
SO - 4 corresponding to the CG bead types A, Bi, and Ci (i = s, l) in panel (c) by the black, blue, red colored
regions, respectively.
We start the development of the dPGS CG force–field from fully atomistic (explicit-water)
MD simulations of dPGS of generations n = 0 and 1 (i.e., G0 and G1) from which effective
intra-bead potentials are derived. The constituting elements are the initiator core C3H5,
repeating side chain units C3H5O, as well as the terminal sulfate groups, see the exemplary
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chemical structure of G0, in Fig. 1. All our simulations are carried out by the GROMACS
4.5.4 software package [159], where the GROMOS 45a3 force field [160] is applied. The
latter is optimized to model lipids with long aliphatic chains or branches, which makes
it an appropriate force field to model dPGS. The water is represented by the (SPC/E)
model [161]. The partial charges of dPGS are calculated according to the Gaussian 09
software [162] with the cc-PVTZ DFT basis set and used here in combination with the
GROMOS 45a3 force field. The assigned partial charges among the glycerol groups stay
close to the re-optimized parameters for ethers. [163] And those for the sulfate group agree
with recent work [164] which have been applied, for instance, in the simulation of sodium
dodecyl sulfate micelles. [165]
The initial configurations of G0 and G1-dPGS are constructed in vacuum with the pro-
gram ChemDraw [166]. A single dendrimer is then placed in the center of a cubic simulation
cell with an initial side length L = 7.9 nm with periodic boundary conditions in all three
directions. The dendrimer is subsequently hydrated with 16543 water molecules. To pre-
serve the overall charge neutrality of G0 and G1, six or twelve Na+-counterions are added,
respectively. The electrostatic interactions are calculated via the PME (See Sec. 3.2) [105]
summation where the long-range potential is evaluated in the reciprocal space using the FFT
with a grid spacing of 0.16 nm and a cubic interpolation of fourth order. A cut-off radius
of 1 nm is defined for both PME summation and van der Waals real-space interactions.
After a 100 ns equilibration in the isobaric NPT ensemble at conditions of P = 1 bar and
T = 310 K, a production run of 1 \mu s generates a working trajectory in a canonical NV T
simulation. We utilize the Berendsen thermostat and the Rahman-Parrinello barostat (See
Sec. 3.2). To integrate Newton’s equation of motion (See Sec. 3.2) we employ the leap-frog
algorithm with a time step of 2 fs.
Coarse-graining procedure
For our CG model we now define three coarse-grained bead types A, B, and C, chosen
to be located at the center-of-mass position of repeating units, cf. Fig. 1. While type A
simply models the central core unit (C3H5), the natural choice for B and C is reflected
in the chemical formula C3H5(C3H5S2O9)3 for G0-dPGS which defines the repeating units
C3H5O as type B and the terminal group SO4 as monomer C. As one can see in the chemical
structure in Fig. 1, the intra-bead potentials between B and C beads (as well as between B
and B beads in higher generations) depend on how the corresponding atomistic groups are
connected: in a given triplet of units around a connecting central hub unit, two units feature
an extra bond so that it is needed to introduce ‘short’ and ‘long’ bead types B and C for
intermediate branching cycles m = 0..n. In the following we therefore distinguish between
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Bms and Bml as well as Cs and Cl beads, respectively. Hence, for the coarse-grained force
field we need to define bond potentials of types A-B0j , Bmi -B
m+1
j , Bni -Cj, with i = s, l and














j for the bond potentials and analogous rules for the angular potentials.
Finally, non-bonded inter-bead interactions have to be defined between types A, B, and C.
We employ harmonic potentials for the intramolecular (bond and angular) interactions
and use the LJ interaction for all inter-bead potentials. Additionally, the beads of type C



























where rij is the bead–bead distance, kb and ka are the bond and angular spring constants,
respectively, l represents the distance between consecutive beads and l0 is the equilibrium
bond length. The variable \theta refers to the angle formed by a triplet of consecutive beads
and \theta 0 is the equilibrium value. Only the C bead, representing the terminal sulfate group,
carries a bare Coulomb charge qs =  - e. It follows that the net charge valency for the CG
dPGS molecule of generation n is Z\mathrm{b}\mathrm{a}\mathrm{r} =  - 6(2n+1 - 2n) and thus the terminal beads number
N\mathrm{t}\mathrm{e}\mathrm{r} = | Z\mathrm{b}\mathrm{a}\mathrm{r}| . The electrostatic interactions for all charged beads (type C and ions) are









The variable l\mathrm{B} = e2/(4\pi \epsilon 0\epsilon rk\mathrm{B}T ) stands for the Bjerrum length, which is l\mathrm{B} = 0.7 nm in this
study at body temperature T = 310 K and for water with a permittivity constant \epsilon r = 78.2,
N\mathrm{i}\mathrm{o}\mathrm{n} denotes the number of ions, e is the elementary charge, and \epsilon 0 is the permittivity of
vacuum.
We derive the bonded potentials by Boltzmann–inverting the corresponding target spatial
distribution functions of the beads f(x) we obtain from the atomistic MD simulation, via
U(x) =  - k\mathrm{B}T \mathrm{l}\mathrm{n} f(x), (5.3)
where x is either a bond length or angle variable and f(x) is an equilibrium average over the
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fluctuations of all identical groups in the dendrimer. All potentials involving beads A and C
are derived from simulations of G0. All potentials involving beads only of type B are derived
from simulations of G1 as B-B bonds are absent in G0. The results and final parameters of
the bonded CG potentials are discussed and summarized in the next section.
The extraction of the non-bonded A-A, B-B and C-C potentials directly from the atomistic
MD simulation of G0 or G1-dPGS is very difficult due to the convoluted spatial structure of
the dendritic dPGS. Therefore, a mapping using the (IBI) scheme [167, 168] is out of reach.
We therefore resort to the simplest approximation and perform explicit-water simulations
of a one-component fluid of isolated A, B, and C monomers in explicit water, respectively,
at relatively high dilution. The respective non-bonded pair potentials are then obtained by
the simple Boltzmann–inversion according to Eq. (3), where f(x) then simply represents the
radial distribution function. The charged sulfate monomers corresponding to subunit C are
protonated to separate out approximately the electrostatic monopole repulsion which later in
the CG simulation are added again. The partial charges of the A, B, C chemical subunits are
calculated according to the Gaussian 09 software [162] with the cc-PVTZ DFT basis set, and
used here in combination with the GROMOS 45a3 force field. We set the concentration of
the one-component bead fluid to c \sim 400 mM that is chosen high enough to obtain sufficient
sampling and low enough to avoid large many-body effects and possibly aggregated states.
After obtaining the LJ parameters \epsilon ii and \sigma ii by fitting the LJ potentials to the obtained
effective interaction (see next section) for the three subunits, i =A,B,C, the corresponding
values for the cross interactions are obtained by the conventional Lorentz-Berthelot mixing
rules, i.e., \sigma ij = (\sigma ii + \sigma jj)/2 and \epsilon ij =
\surd 
\epsilon ii\epsilon jj.
The simple Boltzmann-inversion scheme for the inter-bead potentials that neglects many-
body and connectivity effects is approximative. However, the excluded-volume part of the
LJ is hardly affected by this treatment, only the attractive (van der Waals) part of the LJ
interaction is expected to be affected by the many-body contributions. (Note that most CG
simulations in the literature do not include the van der Waals attraction.) Therefore, we
tested the influence of varying the bead \epsilon ii on some of the key structural and electrostatic of
the dendrimers. The results show hardly any influence on the results for dispersion variations
in a reasonable window and therefore leave our results quantitatively essentially unchanged.
5.2 Coarse-grained potentials
Selected results of our mapping procedure are plotted in Fig. 5.2. As we see in panels (a)
to (c), the intra-bond potentials can be fitted well by a harmonic function. We find that
the asymmetry in the glycerol repeat unit leads to an equilibrium bond length that differs
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Figure 5.2: The (a) B0i -B1j bond, (b) Bmi -Cj bond, (c) Ci-Bmj -Ck angular (m = 0 for G0 and m = 1
for G1), and (d) A-A/B-B/C-C effective inter-bead potentials extracted from the all-atom MD simulations
(AA; solid lines). The dashed lines are the fits according to the coarse-grained (CG) Hamiltonian Eq. (5.1).
For the atomistic simulations, the coordinate r is defined as the bead-bead center-of-mass distance. The
indices i, j = s, l distinguish between beads having short or long bond connections in the molecular structure,
respectively. In the bottom panels the density distributions of the terminal sulfate groups (e) and counterions
(f) around the dPGS center-of-mass from atomistic and CG simulations are compared for the G0 and G1
dPGS, respectively. The simulations were performed at salt concentrations c = 30 mM for G0 and c = 50
mM for G1.
if ‘short’ or ‘long’ beads are connected at the upper cycle branch m+ 1. The shift between
the bond lengths corresponds to a single covalent bond length on the Ångstrom scale. The
structure asymmetry is also reflected in the angular potential U\mathrm{a}\mathrm{n}\mathrm{a}, although in that case the
effect is less notable as compared to the bond potential. As shown in Fig. 5.2(c), the angle
\theta formed by a triplet of monomers C–B–C has a distribution ranging from 60\circ to 150\circ and
is thus relatively broad when compared to typical atomistic potentials. Note that in all of
the previous CG dendrimers models angular potentials were typically neglected. All bonded
bead potentials are summarized in Table 1.
In Fig. 5.2(d), we present the non-bonded LJ potentials between pairwise groups A-A, B-B,
and C-C. At small separation, r \lesssim 0.4 nm, a strong repulsion demonstrates the excluded–
volume interaction, while in the intermediate distance r \simeq 0.6 to 0.7 nm, a small energy
barrier signifies effects of the first hydration shell around the beads. We neglect these small
barriers and fit the curve via the LJ potentials, cf. the dashed lines in Fig. 5.2 (d). The final
parameters for the CG \epsilon ii and \sigma ii values for all three bead types are very similar. This can
be seen as a justification to set a generic LJ potential for all CG beads as typically utilized in
previous CG studies of monomer-resolved dendrimers [36, 169, 170, 171]. We complement the
CG force-field by effective potentials for a symmetric monovalent salt where, for simplicity,
we chose the same LJ parameters as for the charged C bead. The corresponding LJ size
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for the ions is actually the same as for the effective CG sodium-chloride cross interaction in
water [172, 173], so it seems a reasonable choice to model a simple monovalent salt. The
relatively small energy parameter \epsilon \mathrm{L}\mathrm{J} parameter of 0.1 kJ/mol models hard-sphere like ions
without any strong ion pairing behavior. [173] The parameters for the non-bonded interaction
are summarized in Table 5.2.
In order to further scrutinize the validity of the CG force field, we compare density pro-
files of the terminal sulfate groups, Fig. 5.2(e), and the cations, Fig. 5.2(f), extracted from
atomistic and CG simulations (see next section for methods) of generation n = 0 and 1. A
good agreement is reached between the two approaches in both profiles for both generations,
consolidating earlier conclusion on the validity of CG force field for charged dendrimers [174].
For G1, we find that the width of the distribution of the terminal groups appears to be a
bit narrower in the CG force field. Yet, the global structure represented by the location of
the density peaks appears to be similar for both approaches. This similarity applies to the
counterion distribution as well, indicated by the density peak at r \sim 0.82 nm produced by
both levels of modeling.
Table 5.1: Parameter for the CG dPGS bonded potentials. The subscript s and l refers to Bi beads with
a long or short glycerol arm, respectively. m = 0 to n denominates the intermediate branching cycle for a
given generation n.
kb l0 ka \theta 
group (k\mathrm{B}T nm - 2) (nm) (k\mathrm{B}T deg - 2) (deg)
A–B0l 1381 0.380 – –
A–B0s 5100 0.337 – –
Bms,l–B
m+1
l 1052 0.395 – –
Bms,l–Bm+1s 3105 0.351 – –
Bns,l–Cl 1633 0.380 – –
Bns,l–Cs 6160 0.312 – –
B0s,l–A–B0s,l – – 0.003 115
B1s,l–B0s,l–A – – 0.003 115
Bs,l–Bs,l–Bs,l – – 0.003 115
Cs,l–Bns,l–B
n - 1
s,l – – 0.003 121
Cs,l–B0s,l–A – – 0.003 121
Cs – Bns,l–Cl – – 0.005 108
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Table 5.2: CG dPGS nonbonded potential.






5.3 Coarse-grained simulations: dPGS effective charge
and radius
Having established a CG force field, all generations n of dPGS can be now readily con-
structed. Higher generations Gn with index n > 0 are created by iteratively bonding two
extra glycerol units to the original one (dendritic segment) on the outer shell of generation
Gn - 1. This Cayley tree-like [175] structure gives an exponentially growing of the polymer-
ization Ng = 3(2n+1  - 1) + 1 with its generation index n, which thereby leads to the sulfate
group number N\mathrm{t}\mathrm{e}\mathrm{r} = 6(2n+1  - 2n) and the gross number N\mathrm{d}\mathrm{P} = 6 \times 2n+1  - 2 of the CG
segments. Note the above structure only fits to a perfect dendrimer, whereas an imperfect
dendrimer bears a small number of linear segments that corresponds to most experimental
dPGS realizations [176]. In our work we investigate seven different generations n = 0 up to
n = 6, depicted and with some features summarized in Table 5.4.
For the CG simulations the dPGS macromolecules are placed in a cubic box with a side
length of L = 35 nm with periodic boundary conditions in all three directions. We treat the
solvent implicitly via a uniform dielectric background, however, ions are treated explicitly
to account for ionic correlation effects. In view of the charge status of dPGS, a number of
monovalent counterions, nc = 6(2n+1  - 2n), is added to maintain an electroneutral system.
Apart from the counterions, in all simulations, dPGS is immersed in a salt solution with Ni =
257 to 5140 pairs of monovalent cations and anions, resulting into bulk salt concentrations
from c0 = Ni/L3 \simeq 10 mM to 200 mM. The initial dendrimer configuration is assembled
according to the equilibrium bond length l0 and angle \theta 0 appeared in Eq. (5.1).
We perform Langevin dynamics simulations ((See Sec. 3.2)) on CG dPGS of generation
number ranging from 0 to 6 also using the GROMACS package. All the implicit water
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simulations used the second-order SD integrator in GROMACS with the friction in the
Langevin equation set with a time constant of \tau t = 1 ps and integration time of 2 fs. We
set all CG beads to have a small mass of mi = 0.5 amu to decrease inertial effects and lower
the intrinsic viscosity (i.e., internal relaxation time) of the dPGS. Equilibrium properties,
as investigated in this work, are not affected by any reasonable mass choices as long as the
simulations are ergodic. With an increasing number of the terminal beads the electrostatic
interaction becomes more profound and the cut-off radius for the PME summation and
short-range van der Waals interactions is extended to rcut = 4 nm as compared to the
above atomistic simulation. The choice of the cutoff is verified by reference simulations with
increased cutoff value rcut = 6.0 nm. Unless specifically stated otherwise, the temperature
was set to 310 K as the default. The static dielectric constant of the solvent is \epsilon r = 78.2 at
this temperature. After energy minimization of the initial structure and a 1 ns equilibration
period, the production run of a NV T simulation lasts around 60 ns. That time has been
proven to be sufficient for equilibrium sampling for all generations as in detail verified by
scrutinizing relaxation times and time unit scalings between all-atom and CG simulations.
dPGS effective charge and radius
For the definition of the effective charge of a dendrimer (and thus the effective surface
potential) we take the basic DH theory for the radial electrostatic potential distribution (See
Sec. 3.2) around a charged sphere with radius r\mathrm{e}ff and valency Z\mathrm{e}ff as reference [20],
e\beta \phi \mathrm{D}\mathrm{H}(r) = Z\mathrm{e}ff lB
e\kappa r\mathrm{e}ff
1 + \kappa r\mathrm{e}ff





8\pi l\mathrm{B}c0 is the inverse Debye length for a symmetric, monovalent salt. This
solution is derived with the Dirichlet boundary condition, i.e., fixing the surface potential
\phi (r\mathrm{e}ff) and the one far away \phi (\infty ) = 0. The DH potential usually works well in the region
far from the colloid, where nonlinear effects, such as ion–ion correlations and condensation,
become irrelevant. For the “correlated Stern layer” at the interface of the charged sphere, the
electrostatic potential \phi is expected to deviate strongly from the DH potential \phi \mathrm{D}\mathrm{H} and all
nonlinear effects are adsorbed into the effective charge Z\mathrm{e}ff (as, e.g., based on solutions of the
full non-linear Poisson-Boltzmann theory [94, 177, 178, 20, 95]). By taking the logarithm of
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eq. (5.4) and mapping directly on the far-field behavior of the electrostatic decay calculated
in the simulation, the double-layer behavior can be quantified with high accuracy. [115] This
provides also the basis to define the position of the Stern layer, or better expressed, the
exact location r\mathrm{e}ff of the interface between the diffusive double layer in the DH sense and the
correlated condensed ion layers. The effective surface potential is then simply \phi 0 = \phi \mathrm{D}\mathrm{H}(r\mathrm{e}ff).
Experimental Materials and Methods
Table 5.3: Properties of dPGS of generation Gn in the experiments. The dPGS weight M\mathrm{n},\mathrm{d}\mathrm{P}\mathrm{G}\mathrm{S} is deduced
from the respective core weight M\mathrm{n},\mathrm{d}\mathrm{P}\mathrm{G} and sulfate group number N\mathrm{t}\mathrm{e}\mathrm{r}. DS is the degree of sulfation, and
PDI is the polydispersity index. \eta is the \zeta -potential attained from the electrophoretic experiment.
Label G2 G4 G4.5 G5.5
M\mathrm{n},\mathrm{d}\mathrm{P}\mathrm{G} [kD] 2 7 10 20
PDI 1.7 1.7 1.5 1.2
DS [%] 100 100 99 98
N\mathrm{t}\mathrm{e}\mathrm{r} 28 102 135 266
M\mathrm{n},\mathrm{d}\mathrm{P}\mathrm{G}\mathrm{S} [kD] 5 18 24 47
\eta [mV] -47.71 -58.46 -58.73 -70.9
(dPG) was synthesized by anionic ring opening polymerization of glycidol [179]. (GPC)
is empolyed to measure the number averaged molecular weight of the core M\mathrm{n},\mathrm{d}\mathrm{P}\mathrm{G} and
(PDI). Afterwards dPGS was prepared by the sulfation of dPG with SO3-pyridine complex
in (DMF) according to reported procedure [180]. The (DS) was determined by elemental
analysis. Properties of dPGS in different generations are summarized in Tab. 5.3.
Size and \zeta -potential (electrophoretic mobility) measurements were performed with a Zeta-
sizer Nano ZS instrument (ZEN 3500, Malvern Instruments, Herrenberg, Germany) equipped
with a 18 mW He-Ne laser (\lambda =633 nm). The molecule size r\mathrm{h}\mathrm{d} was measured by DLS in
UV-transparent disposable cuvettes (VWR, Germany) at a back scattering angle of 173\circ 
(See Sec. 3.3). The compounds were dissolved in 10 mM MOPS buffer (adding NaCl to ad-
just ionic strength to 10 mM) pH 7.4 at concentration of 1 mg/ml and were filtered through
0.8 \mu m polyethersulfone syringe filter (PALL, USA). Prior to measurement, each sample was
equilibrated for 2 min at 37\circ and measured with 10 scans each lasting for 10 s. The stated
values for the hydrodynamic diameter are the mean of three independent measurements. The
electrophoretic mobility was measured at 5 mg/ml in the same buffer as above also in three
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independent measurements. The solutions were filtered through 0.2 \mu m polyethersulfone
syringe filter and equilibrated for 10 min at 37\circ in folded DTS 1060 capillary cells (Malvern,
UK). The shown data for the \zeta -potential in the resulting figure are based on the Henry
function with the Ohshima approximation (See Sec. 3.3). The following reported \zeta -potential
are the mean of the three independent measurements.
5.4 Results and Discussion



























Figure 5.3: (a) Log–log plot of the radius of gyration Rg versus the total beads number N\mathrm{d}\mathrm{P} for generations
G0 to G6. The red line is the fitted power law function Rg \sim N0.33\mathrm{d}\mathrm{P} for all generations, while the dotted
cyan line is a fitted power law function Rg \sim N0.30\mathrm{d}\mathrm{P} for generations G2 to G6 only. Inset (b): the asphericity
parameter A (bottom panel) versus generation of the CG dPGS molecules.
The radius of gyration Rg (See Sec. 3.2) of the dPGS macromolecules as a function of
generation n is summarized in Table 5.4. We find that Rg increases from 0.52 nm to 2.17
nm from G0 to G6. A linear behavior is revealed in a log–log plot of Rg in terms of the
total number of the CG segments, N\mathrm{d}\mathrm{P}, in Fig 5.3(a). Hence, the dPGS size follows the
scaling law Rg \sim N \nu \mathrm{d}\mathrm{P}, where we find the scaling exponent \nu = 0.33 if we fit all generations,
while it decreases slightly to \nu = 0.30 if we only fit through the larger generations G2 to G6,
cf. Fig 5.3(a). Such a scaling close to 1/3 is fully consistent with the now well established
’dense-core’ picture of dendrimers, where details, however, can depend on the particular
dendrimer architecture, see the deeper discussions in exemplary previous work. [36, 37, 54,
181].
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In Fig 5.3(b), we plot the asphericity (See Sec. 3.2) versus the generation number. For all
inspected generations we find values lower than \mathrm{A} \sim 0.07, which suggests an almost perfect
spherical shape for dPGS molecules. Larger generations show higher sphericity, very likely
due to a more homogeneous distribution of the larger number of closer packed beads and
a thus higher compactness. We show snapshots of the CG dendrimers for all investigated
generations G0 to G6 in Table 5.4.
Table 5.4: Snapshots and Parameters for the CG dPGS model. In the dPGS snapshots on the top, red and
orange beads depict the terminal charged and inner neutral beads, respectively. N\mathrm{d}\mathrm{P} and N\mathrm{t}\mathrm{e}\mathrm{r} stand for the
total number of CG segments and terminal sulfate (C) beads for dPGS, respectively. We assign Z\mathrm{b}\mathrm{a}\mathrm{r} =  - N\mathrm{t}\mathrm{e}\mathrm{r},
rd and Rg as dPGS bare charge, radius, and radius of gyration, respectively. Z\mathrm{e}ff and r\mathrm{e}ff define the dPGS
effective charge and corresponding radius. Via the inflection point criterion, [20, 182] we can calculate the
inflection dPGS radius r\mathrm{i}\mathrm{n}\mathrm{f} and accordingly the inflection dPGS charge Z\mathrm{i}\mathrm{n}\mathrm{f} . Finally, \sigma d = Z\mathrm{b}\mathrm{a}\mathrm{r}/(4\pi r2d),
\sigma \mathrm{e}ff = Z\mathrm{e}ff/(4\pi r
2
\mathrm{e}ff) and \sigma \mathrm{i}\mathrm{n}\mathrm{f} = Z\mathrm{i}\mathrm{n}\mathrm{f}/(4\pi r
2
\mathrm{i}\mathrm{n}\mathrm{f}) denote the bare, effective surface charge density, and inflection
surface charge density, respectively. At the dPGS surface, we assign \phi (r\mathrm{e}ff) as the surface potential. All the
estimates are made given a salt concentration of c0 = 10 mM.
Label G0 G1 G2 G3 G4 G5 G6
MW [KDa] 0.79 1.72 4.10 8.32 16.77 33.67 68.00
N\mathrm{d}\mathrm{P} 10 22 46 94 190 382 766
N\mathrm{t}\mathrm{e}\mathrm{r} 6 12 24 48 96 192 384
Z\mathrm{b}\mathrm{a}\mathrm{r} [e] -6 -12 -24 -48 -96 -192 -384
Rg [nm] 0.52 0.71 0.92 1.16 1.43 1.76 2.17
rd [nm] 0.65 0.83 1.10 1.35 1.65 2.05 2.55
\sigma d [e/nm - 2] -1.28 -1.34 -1.58 -2.10 -2.81 -3.64 -4.70
r\mathrm{e}ff [nm] 0.7 1.6 1.9 2.4 2.8 3.3 3.8
Z\mathrm{e}ff [e] -6.0 -7.3 -10.6 -14.3 -18.7 -24.5 -32.9
\sigma \mathrm{e}ff [e/nm - 2] -0.97 -0.23 -0.23 -0.20 -0.19 -0.18 -0.18
\phi (r\mathrm{e}ff) [k\mathrm{B}T ] -4.20 -2.12 -2.37 -2.22 -2.28 -2.25 -2.40
r\mathrm{i}\mathrm{n}\mathrm{f} [nm] – 1.1 1.5 1.8 2.1 2.6 3.1
Z\mathrm{i}\mathrm{n}\mathrm{f} [e] – -9.9 -14.9 -22.9 -37.5 -52.2 -85.8
\sigma \mathrm{i}\mathrm{n}\mathrm{f} [e/nm - 2] – -0.65 -0.53 -0.56 -0.68 -0.62 -0.71
Density distributions and ‘intrinsic’ radius
Figure 5.4 shows the radial density distributions \rho i(r) of selected components with respect to
the distance r to the dendrimer core bead. Fig 5.4(a) shows the distribution of the terminal
sulfate beads. For the smaller generations G < 4, we find a single-peaked distribution,
corresponding to the picture that most of the charged terminal beads stay on the molecular
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Figure 5.4: Radial density distribution \rho i(r) with respect to the dPGS core of (a) the terminal sulfate beads,
i =C, (b) the cations (counterions; i = +), and (c) the anions (coions; i =  - ) for generations G0 to G6. In
the inset of panel (c) we show the anion density profile at longer distance up to r = 10 nm, with the limiting
bulk anion density c0 marked by a dashed horizontal line.
surface [169, 170, 52, 181]. For the larger generations, however, a bimodal distribution
signified by a small peak at r \simeq 0.6 nm appears, indicating a small number of dendrons
backfolding toward the dendrimer core. The backfolding effect was already detected for
other terminally-charged CG dendrimer models [169, 170, 52, 181] contributing to a dense-
core in contrast to a dense-shell arrangement. [36] An ‘intrinsic’ dPGS radius rd can be
roughly deduced from the location of maximum density of the terminal groups. As implied in
Fig. 5.4(a), we find a dPGS radius rG0d \simeq 0.6 nm for generation G0 increasing to r
G6
d \simeq 2.6 nm
for generation G6. All values are summarized in Table 5.4.
The radial density \rho +(r) of the cations, shown in Fig. 5.4(b), is found to have qualitatively
the expected response to the distribution of terminal beads and follows roughly the sulfate
distribution. In particular, for all generations \rho +(r) decreases as expected in an exponen-
tial (Yukawa or DH-like) fashion to the bulk concentration for large distances. For closer
66
Chapter 5. Charged dendrimers revisited: effective charge and surface potentials of
dendritic polyglycerol sulfate
distances, r \simeq rd highly nonlinear effects are visible, e.g., in the response to the backfolding
of the terminal beads we observe the enrichment of cations at r \simeq 0.5 nm inside the dPGS,
corresponding to the lower sulfate peaks close to the core in Fig. 5.4(a). On the contrary














































Figure 5.5: (a) Hydrodynamic diameter and (b) surface potential as determined via Zetasizer measurements
(blue bars) and simulations (symbols; dashed lines are guided to the eye). In a) the simulation results are
plotted for the intrinsic dPGS diameter dd = 2rd and the effective diameter d\mathrm{e}ff = 2r\mathrm{e}ff . In b) simulation
results are plotted for the effective surface potential \phi \mathrm{e}ff = \phi (r\mathrm{e}ff) at the location r\mathrm{e}ff and that at one solvation
layer shifted, i.e., r\mathrm{e}ff + 0.3 nm and r\mathrm{e}ff  - 0.3 nm, respectively.
In Fig 5.5(a), we plot the hydrodynamic diameter measured via Zetasizer experiments
of generation 2, 4, 4.5 and 5.5, respectively. As expected it increases with the molecular
weight. A comparison to the dPGS size estimated from the sulfate peak in Fig. 5.4(a)
from the simulation, 2rd, shows not a good agreement, probably because the correlated
solvation layer, i.e., the Stern layer, is relatively thick and reaches out further into the bulk.
The analysis in the next section, where an effective dPGS radius based on the ionic charge
distribution is calculated, fully supports this conjecture.
Electrostatic properties of dPGS
Electrostatic potential, charge renormalization and effective ‘charge’ radius
From the ionic density profiles we can now in detail investigate local charge accumulation
and electrostatic potential distributions (See Sec. 3.2). The accumulated number N+(r) of
counterions and the locally total accumulated dPGS charge Z\mathrm{a}\mathrm{c}\mathrm{c}(r) (i.e., the local effective
charge according to Eq. (3.51)) are presented in Fig 5.6(a) and Fig 5.6(b), respectively. It is
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found that both N+(r) and Z\mathrm{a}\mathrm{c}\mathrm{c}(r) increase sharply with distance r from the dPGS core due
to the rising accumulation of charged beads. While N+(r) naturally rises, Z\mathrm{a}\mathrm{c}\mathrm{c}(r) jumps to a
maximum at a distance rZ and drops gradually. At this distance, a large portion of the sulfate
charges are neutralized by counterions. As implied by Fig 5.6(b), we find for instance that
more than 70\% of the charges at r = rZ for G6 are compensated by bound counterions. This
charge renormalization effect has been extensively studied at hand of simple charged spheres
with smooth surfaces, and theories for the effective charge and size have been developed [20,
182, 94, 95, 96]. One important outcome is that one can define the critical location for
counterion-condensation in terms of the inflection point in a plot of Z\mathrm{a}\mathrm{c}\mathrm{c} as a function of
the inverse radial distance 1/r [20, 182]. The equation d2Z\mathrm{a}\mathrm{c}\mathrm{c}/d(1/r)2| r=r\mathrm{i}\mathrm{n}\mathrm{f} = 0 leads to the
inflection radius, r\mathrm{i}\mathrm{n}\mathrm{f} , within ions are deemed condensed. We marked r\mathrm{i}\mathrm{n}\mathrm{f} by circle symbols
for all generations in Fig 5.6. Note that r\mathrm{i}\mathrm{n}\mathrm{f} is larger than rZ and could be used to read off
an effective charge size and charge of the macromolecule.
1
10






































Figure 5.6: Distance–resolved (a) normalized running coordination number of counterions N+/Z\mathrm{b}\mathrm{a}\mathrm{r}, (b)
normalized accumulated effective charge Zacc(r)/Z\mathrm{b}\mathrm{a}\mathrm{r}, (c) the product of distance r and dimensionless radial
electrostatic potential | e\beta \phi | . We put a log-scale in (c) at the y-axis to examine the exponential decay. The
long dashed line in (c) are fits according to the DH potential \phi \mathrm{D}\mathrm{H}, see Eq.(5.4). The vertical dashed lines
signify the effective radius r\mathrm{e}ff of dPGS, whereas the circles mark the inflection radius r\mathrm{i}\mathrm{n}\mathrm{f} . The dPGS
generation for that plot ranges from 0 to 6 in condition of salt concentration c0 = 10 mM. The exponential
decay with standard inverse DH length \kappa = 0.33 nm - 1 derived by DH theory is plot in panel (c) as a further
comparison.
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A more practical concept to define an effective size and charge is to quantitatively map
the double-layer decay of the potential onto the basic DH-theory, Eq. (5.4). Fig. 5.6(c) plots
the rescaled potential | re\beta \phi | versus distance r in a log–linear scale. For the potential far
away a homogeneously charged sphere, the DH potential \phi \mathrm{D}\mathrm{H} with a renormalized charge
should apply, yielding an exponential decay e - \kappa (n)r/r attributed to the electrostatic screening.
The plot indeed shows the expected linear decay at large separations unambiguously for all
presented dPGS with a slope as expected to be close to the standard inverse DH length
\kappa = 0.33 nm - 1 for the salt concentration c0 = 10 mM. In detail, we find slopes of \kappa (n)
to monotonically increase with n from \kappa (0) = 0.36 nm - 1 to \kappa (6) = 0.41 nm - 1. That
slight increase is due to the increasing number of counterions in the finite system which also
contribute to screening. In contrast to the simple exponential decay at large separations,
for smaller distances the potential term | re\beta \phi (r)| climbs up quickly with decreasing distance
r to a maximum before it decays to almost vanishing potential close to the dPGS core.
This highly nonlinear behavior is expected from the high electrostatic and steric correlations




















Figure 5.7: dPGS effective surface charge density \sigma \mathrm{e}ff = Z\mathrm{e}ff/(4\pi r2\mathrm{e}ff) versus dPGS generation number n. The
solid circles are simulation results ranging from G1 to G6. The empty upward triangles, squares, diamonds
are effective charge based on various theories as expressed by \sigma \mathrm{M}, \sigma \mathrm{N}, \sigma \mathrm{O} in eqs. (5.6), Eq. (5.7), and Eq. (5.5),
respectively.
As indicated by Fig. 5.6(c), the potential can now be naturally divided into two parts: a
DH-regime r > r\mathrm{e}ff , where the DH potential describes correctly the potential, and a non-
DH regime rd < r < r\mathrm{e}ff , where a non-monotonic and highly non-exponential behavior is
revealed. In that sense, r\mathrm{e}ff now acts as a measure of the dPGS effective radius at which we
can attain an effective dPGS charge Z\mathrm{e}ff [20]. We depict the position of the DH radius r\mathrm{e}ff by
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vertical dashed lines in Fig 5.6. We list r\mathrm{e}ff and Z\mathrm{e}ff in the Table 5.4 for generations 0 to 6.
We find an increase of both r\mathrm{e}ff and Z\mathrm{e}ff with dPGS generation index and substantial charge
renormalization effects. For instance, the bare charge for G6–dPGS is  - 384 e (still presents
at a radius rd, cf. Fig. 5(b)) is effectively renormalized to Z\mathrm{e}ff =  - 32.9 e at large distances
r > r\mathrm{e}ff . An exception is G0 in which case we find rd \approx r\mathrm{e}ff and hardly any renormalization
by condensed counterions takes places. In agreement, the accumulated counterions profile
N+ for G0 in Fig 5.6(a) reveals DH behavior almost in the full range of r and no inflection
radius could be identified.
Note that both r\mathrm{i}\mathrm{n}\mathrm{f} and r\mathrm{e}ff can in principle be taken as definition for the effective size and
charge of the charge-renormalized sphere. Although the difference between them appears
not so large in Fig. 5.6, still a significant charge renormalization happens in between as
the gradient dN+(r)/dr at r\mathrm{i}\mathrm{n}\mathrm{f} is relatively large, i.e., there is a marked density decrease
of the counterions from distance r\mathrm{i}\mathrm{n}\mathrm{f} to r\mathrm{e}ff . In the following, we base our analysis only on
r\mathrm{e}ff as we believe that the inflection point criterion holds only for more idealized systems
(smooth surfaces, no salt). The procedure to obtain r\mathrm{e}ff rests on the assumption that we
can treat the dPGS as simple DH spheres, so it exactly serves our purpose. Interestingly, a
comparison of the corresponding effective diameter, 2r\mathrm{e}ff to the size measured in the Zetasizer
experiments in Fig 5.5(a) shows satisfying agreement. This demonstrates that the thickness
of the correlated Stern layer in our simulation is of reasonable size and resembles the size of
the bound solvation layer revealed by the experiments.
Effective surface charge density and potential
Considering the intrinsic radius rd and the DH radius r\mathrm{e}ff , the estimates of Z\mathrm{b}\mathrm{a}\mathrm{r} and Z\mathrm{e}ff
lead to the dPGS bare surface charge density \sigma d and effective surface charge density \sigma \mathrm{e}ff =
Z\mathrm{e}ff/(4\pi r
2
\mathrm{e}ff), respectively. Numbers are also summarized in Table 5.4. We find a monotonic
decrease on \sigma d with generation n, in response to the growing number of the surface beads.
(The small portion of backfolding terminal beads increasing with generation decreases the
surface charge valency slightly but not significant). Due to the large counterion-binding and
charge renormalization effect, the effective charge density \sigma \mathrm{e}ff is about one order of magnitude
smaller than the bare one. Interestingly, it virtually remains constant, even slightly decreases
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from  - 0.23 e nm - 2 for G1 to a saturated value  - 0.18 e nm - 2 for G5 and G6. Experiments of
carboxyl-terminated dendrimers at pH much larger than the pKa (i.e., almost full ionization)
also found higher effective charge densities of a lower generation G2 than for G5 [12].
The results for the effective surface charge can be compared to available theories of charge
renormalization of highly charged spheres, typically valid in low or high salt limits. Early
approaches are based on approximate solutions of the nonlinear Poisson-Boltzmann equation
for isolated spheres at infinite dilution, e.g., improvements of the now classical Ohshima
potential [94] lead to [95]
\sigma \mathrm{O}\mathrm{e}ff =
 - 2e[1 + \kappa (n)r\mathrm{e}ff ]2
\pi l\mathrm{B}r\mathrm{e}ff [1 + 2\kappa (n)r\mathrm{e}ff ]
(5.5)
and should be valid for large \kappa r\mathrm{e}ff \gtrsim 1, i.e., large spheres and/or high screening by salt. In
the framework of standard counterion-condensation theory, Manning later derived a different
but related expression for the saturation surface charge density of an isolated sphere in the
same regime (\kappa r\mathrm{e}ff \rightarrow 0) as [96]
\sigma \mathrm{M}\mathrm{e}ff =
e[1 + \kappa (n)r\mathrm{e}ff ] \mathrm{l}\mathrm{n}[\kappa (n)l\mathrm{B}]
2\pi l\mathrm{B}r\mathrm{e}ff
. (5.6)
In the other limit (\kappa r\mathrm{e}ff \rightarrow 0), Netz et al. [97] instead provide an estimate on the effective












For our dPGS systems, intermediate values 0.25 < \kappa r\mathrm{e}ff < 1.6 are established, for which an
accurate analytical description apparently is difficult to achieve. We plot \sigma \mathrm{e}ff in terms of
generation number n, together with \sigma \mathrm{M}\mathrm{e}ff , \sigma \mathrm{N}\mathrm{e}ff and \sigma \mathrm{O}\mathrm{e}ff in Fig. 5.7. We find that simulation and
theory both yield the same trend, i.e., the absolute effective surface charge density decreases
with generation n. Given the enormous charge renormalization effects of about one order of
magnitude, the agreement to all theories is actually satisfactory, especially for the Manning
theory. The relative error with respect to the magnitude of the bare surface charge is thus
less than 10%. Based on this empirical comparison, the Manning approach can thus serve
as a simple and analytical extrapolation to other systems and experiments.
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Figure 5.8: Log-linear plot of the distance-resolved G5-dPGS radial electrostatic potential times distance,
| re\beta \phi | , as in Fig. 5.6(c), but now for different salt concentrations c = 10, 100, and 200 mM. The dashed
lines depict the corresponding DH potential \phi \mathrm{D}\mathrm{H} after fitting to the linear decay regime.
Correspondingly, we define the dPGS surface potential \phi (r\mathrm{e}ff), also summarized in Ta-
ble 5.4. Similarly as the effective surface charge the surface potential is staying relatively
constant with generation number. An inspection and comparison to \zeta -potentials derived
from our electrophoretic mobility experiments is made in Fig 5.5(b). Recall that the shear
plane, where the \zeta -potential is located, should lie beyond the Stern layer which refers to a
position very close to r\mathrm{e}ff where our effective surface potential \phi (r\mathrm{e}ff) is in the simulation [183,
184]. Indeed, as we see in Fig 5.5(b), \phi (r\mathrm{e}ff) reproduces the experimental \zeta -potential very
well at all generations. The sources of the remaining deviations can be of various origin, e.g.,
missing explicit water contributions to the electrostatic potential in the CG simulations or
simply the lack of the exact knowledge of the shear plane. If, for instance, we assume an
up- or down-shift of the location of the shear plane only about one solvation layer, say to be
\simeq r\mathrm{e}ff \pm 0.3 nm, the experimental range is well matched, cf. Fig 5.5(b). Note also that in
the experiments not directly the potential is measured but the electrophoretic mobility and
their conversion is based on idealized models [185, 12].
5.5 Summary and concluding remarks
In summary, we have investigated the electrostatic (surface) properties of highly charged
dendrimers for various generations at hand of the biomedically important dPGS polyelec-
trolyte. We have defined an effective charge, effective surface charge and potential of dPGS
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for various generations and salt concentrations by a direct mapping procedure of the cal-
culated electrostatic potentials onto the long-range Debye-Hückel-like electrostatic decay
which defines the effective charge in its most practical level. The dPGS effective radius r\mathrm{e}ff
is accordingly addressed as a distance separating double-layer and condensation regimes and
therefore gives the dPGS effective charge without ambiguity. Evidently, with that procedure
the effective charge and the surface potential and their trends with generation can be con-
sistently described by counterion-condensation theory and show very good agreement with
new experimental \zeta -potential measurements as well.
73
74
6 Counterion-release entropy governs the inhi-
bition of serum proteins by hyperbranched poly-
electrolyte drugs
In this chapter, we concentrate at the interaction between the dPGS molecules of various
generations and some serum proteins. Any quantitative knowledge in that respect will
become an important reference for the rational optimization of modern dendritic drugs and
nanocarriers, especially in view of the dPGS as a focus in drug design because of their high
biomedical potential. Lysozyme and HSA as well-defined serum proteins, the respective
binding affinity with dPGS is investigated using ITC interpreted and complemented with
molecular computer simulations. We demonstrate with high consistency among the methods
and available data in literature that the driving force of the strong complexation originates
mainly from the release of only a few condensed counterions from the dPGS upon binding.
Our findings explain the high selectivity among P, L and E-selectins for dPGS, and can be
extended to investigate the temperature effect found from dPGS binding, which follows with
a notable enthalpy-entropy compensation. Note that the descriptions and figures in this
chapter are taken almost literally from our previous publication [186].
6.1 Material and methods
CG protein and dPGS models
The CG force field for perfectly dendritic dPGS in explicit salts was derived from coarse-
graining from all-atom explicit-water simulations as summarized in our previous work (See
also Chapter 4) [158]. Briefly, the CG beads represent the inner core C3H5, the repeating unit
C3H5O, and terminal sulfate SO4 individually. Only the terminal segments are charged with
-1 e, leading to the dPGS bare valency | Zn| = 6(2n+1 - 2n) of generation n. The model is fully
flexible and has bond and angular intra-bond potentials. The water is modeled as a dielectric
continuum, while salt- and counter-ions are explicitly resolved. The CG force field for the
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proteins is derived from a structure-based model where every amino acid is represented by a
single bead connected by a Go-model Hamiltonian [187] according to the structures from the
the Protein Data Bank: 2LZT for lysozyme [188], 3CFW for L-selectin [189], and 1ESL for
E-selectin [190]. The protein CG beads that correspond to basic and acidic amino acids were
assigned a charge of +1 e and -1 e, respectively, approximating their dissociation state at pH
= 7.4. Thus, the net charges of the simulated proteins were +8 e, 0 e, and -4 e for lysozyme,
L-selectin, and E-selectin, respectively. Apart from the Coulomb interaction between all
charged beads, the Lennard-Jones interaction acts between all CG beads. To approximate
the van der Waals interaction energy between pairwise protein CG beads i and dPGS beads
j with interaction diameter \sigma ij we take the Lifshitz-Hamaker approach [191] and use the
same \epsilon ij = 0.06 k\mathrm{B}T for all protein-dPGS beads pairs, equivalent with a Hamaker constant
of 9 k\mathrm{B}T [68].
Details for CG and atomistic simulation
The implicit-water, explicit-salt CG simulations used the second-order SD (see Sec. 3.2)
integrator in the GROMACS 4.5.4 software package [159]. The friction in the Langevin
equation was set with a time constant of \tau t = 1 ps. The electrostatic interactions were
calculated via PME [105] summation where the long-range potential was evaluated in the
reciprocal space using the FFT with a grid spacing of 0.16 nm and the cubic interpolation
of the fourth order. A cut-off radius of 4 nm was defined for both PME summation and
short-range van der Waals interactions. The choice of the cutoff is verified by reference
simulations with an increased cutoff value r\mathrm{c}\mathrm{u}\mathrm{t} = 6 nm. Unless specifically stated otherwise,
the temperature was set to 310 K and the salt concentration was set to 10 mM as the
default, accompanied with a static dielectric constant of \epsilon r= 74.1 for the solvent modeled as
a continuous medium. The production run of a NVT simulation lasted around 60 ns. The
procedure to extract the PMF profile please refer to Sec. 3.2.
We employed the atomistic simulation in the respect of dPGS and L-selectin binding. The
final complex structure of G3-dPGS and L-selectin was simulated via a standard, fully atom-
istic MD simulations built on the Optimized Potentials for Liquid Simulations ‘All-Atom’
(OPLS-AA) force field as included in GROMACS [159] and the SPC/E water model. We
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assigned the partial atomic charges for the G3-dPGS inner core according to the OPLS-AA
force field. The missing charges on sulfate in the OPLS are taken according to our previous
atomistic simulations on G0 and G1 [158] that agree with with recent work [164] which has
been applied, for instance, the simulations of sodium dodecyl sulfate micelles [165]. The
initial configurations of G3-dPGS are constructed in a vacuum with the program Chem-
Draw [166]. The equilibrated structure of G3-dPGS is obtained after a 30 ns equilibration
in the isobaric NPT ensemble (See Sec. 3.2) at conditions of P = 1 bar and T = 293 K. A
cutoff distance 1 nm for both the PME summation and van der Waals interactions was used
in a cubic box of side lengths 10.7 nm. For the atomistic simulation, the condensed counte-
rions of the G3-dPGS are deemed as those within the distance r\mathrm{e}ff = 2.4 nm with respect to
the dPGS COM which has been previously justified [158]. The difference of the condensed
counterions between the unbound and bound state leads to the released counterions number,
where the bound state was obtained by placing the dPGS initially close to the binding patch
observed in the CG simulations and let the system bind and equilibrate within 30 ns. The
final statistics were generated from a canonical NVT simulation with a working trajectory
of 30 ns
dPGS molecules in experiment and Isothermal Titration
Calorimetry
dPG was synthesized by anionic ring opening polymerization of glycidol as reported be-
fore [192, 30]. Briefly, GPC was employed to measure the number averaged molecular weight
of the core M\mathrm{n},\mathrm{d}\mathrm{P}\mathrm{G} and the PDI. The synthesis led to samples of generations G2, G4, G4.5,
and G5.5 with PDIs of 1.7, 1.7, 1.5, and 1.2, respectively. Afterwards, dPGS was prepared
by the sulfation of dPG with SO3-pyridine complex in DMF. DS was determined by ele-
mental analysis. Standard ITC measurements were performed with a VP-ITC instrument
(MicroCal, GE Healthcare, Freiburg, Germany) with a cell volume of 1.43 ml and a syringe
volume of 280 \mu l. Lysozyme was titrated into dPGS in MOPS buffer at 37 \circ C. The MOPS
buffer at pH 7.4 with different ionic strengths was prepared by adding sodium chloride into
10 mM MOPS accordingly. For all generations at 10 mM ionic strength and T = 310 K the
measurements were independently performed three times with the lysozyme concentration
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0.2 g/L (first 7 \mu L injection followed by 30x9 \mu L injections), 0.5 g/L (first 6 \mu L injection fol-
lowed by 34x8 \mu L injections), and 1 g/L (first 3 \mu L injection followed by 55x5 \mu L injections)
to balance the concentration error. At ionic strengths from 25 mM to 150 mM for G2, the
lysozyme concentration increased from 1 g/L to 15 g/L, accordingly.
6.2 Definitions and calculation methods






























































Figure 6.1: In the upper panel, we show the ITC binding isotherm and the corresponding protein coverage
\theta as a function of molar ratio \chi for the generations G2 and G5.5. In the lower panel, the corresponding ITC
differential heat is displayed. The dashed line indicates the binding stoichiometry N at the inflection point
and the related coverage \theta \ast (N).
Given the sigmoidal differential heat curve normalized by the number of injected protein
dQ/N\mathrm{L}\mathrm{y}\mathrm{s} versus the molar ratio \chi = c\mathrm{L}\mathrm{y}\mathrm{s}/c\mathrm{d}\mathrm{P}\mathrm{G}\mathrm{S}, the inflection point directly delivers the
binding stoichiometry N , see, for example the discussion in [193]. The protein coverage
\theta = i/N versus \chi (i.e. the binding isotherm) can be calculated by the integrated heat as
\theta (\chi ) =
\int \chi 
0
f(\chi \prime )\mathrm{d}\chi \prime /
\int \infty 
0
f(\chi \prime )\mathrm{d}\chi \prime (6.1)
With that, one can define the protein coverage at which the binding affinity is evaluated by
\theta \ast = \theta (\chi = N) as well as the the mean coordination number i\ast = N\theta \ast at the respective
binding equilibrium. In Fig. 6.1, we exemplify the calculation of \theta \ast and i\ast concerning G2
and G5.5-dPGS, respectively, at hand of one of the three ITC measurements. The coverage
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\theta \ast is found as \theta \ast = 0.92 for G2 and \theta \ast = 0.97 for G5.5, which correspond to the mean
coordination numbers i\ast = 2.2 for G2 and i\ast = 12.2 for G5.5, respectively. In this thesis we
report mean numbers averaged over all three ITC measurements.
The simulation-referenced Langmuir free energy




= c\mathrm{f}\mathrm{r}\mathrm{e}\mathrm{e} \mathrm{e}\mathrm{x}\mathrm{p}( - \beta \Delta G\mathrm{b}), (6.2)
where c\mathrm{f}\mathrm{r}\mathrm{e}\mathrm{e} is the concentration of free (unbound) ligands and Vb refers to the effective binding
volume which the ligand’s degrees of freedom are allowed to sample. \Delta G\mathrm{b} defines the transfer
free energy from bulk to the bound state, which we evaluate from the PMF at the global
binding minimum. We now assume that the binding complex can be considered as i lysozyme
ligands bound in a shell at the spherical dPGS surface, which leads to the binding volume
Vb = 4\pi (r
\mathrm{s}\mathrm{a}\mathrm{t}
b )
2\delta b. We take the binding distance r\mathrm{s}\mathrm{a}\mathrm{t}b at coordination i directly from the
simulation (see Table 6.1) as well as fix \delta b = 1 nm, the thickness of the spherical binding
shell, as a constant. The latter is motivated also directly from the PMFs (Fig. 6.3) whose
attractive well widths span roughly a distance 1 nm at the bound state.





= c\mathrm{f}\mathrm{r}\mathrm{e}\mathrm{e}Kb(1 - \theta ). (6.3)
with Kb = v0 \mathrm{e}\mathrm{x}\mathrm{p}( - \beta \epsilon \mathrm{b}) the binding constant related to the Langmuir binding energy \epsilon \mathrm{b}. To
obtain a standard binding energy, the volume prefactor v0 is usually taken to be 1 liter/mol.
Comparing Eq. (6.2) and (6.3) defines the ’simulation-referenced’ Langmuir free energy
\Delta G\mathrm{I}\mathrm{T}\mathrm{C}\mathrm{b} = \epsilon \mathrm{b}  - k\mathrm{B}T \mathrm{l}\mathrm{n}(1 - \theta ) - k\mathrm{B}T \mathrm{l}\mathrm{n}(V0N/V\mathrm{b}). (6.4)
which allows a direct comparison between the ITC evaluation and the simulation PMFs.
Note again that the standard Langmuir binding energy \epsilon \mathrm{b} is in practice fitted around the
inflection point \chi = N of the ITC isotherm, see the discussion above, which results into
coordination dependent binding affinity in non-ideal adsorption systems. That is the reason
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Table 6.1: Summary of dPGS characteristics. r\mathrm{s}\mathrm{a}\mathrm{t}\mathrm{b} is the saturated dPGS-lysozyme binding distance as
i = N \mathrm{s}\mathrm{i}\mathrm{m}, V\mathrm{b} the simulation binding volume, c\mathrm{c}\mathrm{i} the local surface concentration of bound counterions, and
\Delta S\mathrm{C}\mathrm{R}T the entropic benefit per released counterion with salt concentration c = 10 mM.
dPGS G2 G3 G4 G5
r\mathrm{s}\mathrm{a}\mathrm{t}\mathrm{b} [nm] 2.5 2.9 3.4 3.8
V\mathrm{b} [nm3] 78.5 105.7 145 181.5
c\mathrm{c}\mathrm{i} [M] 0.96 1.18 1.76 2.43
\Delta S\mathrm{C}\mathrm{R}T [k\mathrm{B}T ] 4.6 4.8 5.2 5.5
why a calculation of \Delta G\mathrm{I}\mathrm{T}\mathrm{C}\mathrm{b} (See Eq. (6.7)) can only be evaluated at \theta \ast = i\ast /N .
Electrostatic interaction energy calculated from the CG simulation
The (linear) screened part of the electrostatic interaction energy is considered in terms
of the electrostatic interaction on the DH level between pairwise charged segments of the
system. The gross DH electrostatic interaction energy G\mathrm{s}\mathrm{i}\mathrm{m}\mathrm{e}\mathrm{l}\mathrm{e} presented in the results part is
approximated as











where the set \scrC comprises all charged beads in the system apart from the solution ions.
Eq. (6.5) includes all pairwise interaction between CG beads of charges Qm and Qj with
separation r\mathrm{Q}\mathrm{Q}, ranging fromN\scrC charged beads in the given set. C\mathrm{Q}\mathrm{Q} = \mathrm{e}\mathrm{x}\mathrm{p}(2\kappa r\mathrm{Q})/(1+\kappa r\mathrm{Q})2
scales the Deybe-Hückel potential with r\mathrm{Q} = 0.4 nm, the radius of the CG beads. The charge
of the lysozyme beads follow from their used values for simulation. That is, either +1 or -1.
Importantly, for the dPGS terminal beads, we assigned the respective bead charge uniformly
being its effective charge, i.e., Q = (Zn+N\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{d})/N\mathrm{t}\mathrm{e}\mathrm{r}, where Z\mathrm{n} is the dPGS bare charge, N\mathrm{t}\mathrm{e}\mathrm{r}
the dPGS terminal beads number, and N\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{d} the number of condensed counterions. Thus,
the charge renormalization effect is taken into account. N\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{d} is taken from the simulation
as a function of the dPGS-dendrimer separation distance r. Moreover, the successively
approaching lysozyme ligands gradually increase the number of the released counterions,
which means N\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{d} is also as a function of the coordination i. Finally, the electrostatic
interaction energy change \Delta G\mathrm{s}\mathrm{i}\mathrm{m}\mathrm{e}\mathrm{l}\mathrm{e},\mathrm{a}\mathrm{t}\mathrm{t}\mathrm{r} upon binding is given by
\Delta G\mathrm{s}\mathrm{i}\mathrm{m}\mathrm{e}\mathrm{l}\mathrm{e} = \langle G\mathrm{s}\mathrm{i}\mathrm{m}\mathrm{e}\mathrm{l}\mathrm{e} (\scrC )\rangle \mathrm{b}\mathrm{o}\mathrm{u}\mathrm{n}\mathrm{d}  - \langle G\mathrm{s}\mathrm{i}\mathrm{m}\mathrm{e}\mathrm{l}\mathrm{e} (\scrC )\rangle \mathrm{u}\mathrm{n}\mathrm{b}\mathrm{o}\mathrm{u}\mathrm{n}\mathrm{d}. (6.6)
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Table 6.2: Summary of dPGS characteristics as well as fitting parameters of the ITC of dPGS-lysozyme
complexation evaluated via the standard Langmuir binding model. Mn is the respective dPGS molecular
weight and Z\mathrm{n} the bare valency (i.e., number of terminal sulfate groups) both determined experimentally. Z\mathrm{e}ff
is the effective charge due to charge renormalization and r\mathrm{e}ff is the effective Debye-Hückel radius interpolated
from previous simulation work on perfect dendrimers [158]. The ITC fits via the Langmuir model yield the
standard binding energy \epsilon b =  - k\mathrm{B}T \mathrm{l}\mathrm{n}Kb, enthalpy change \Delta H, and stoichiometry N . The ITC was
conducted at 10 mM salt concentration and T = 310 K.
dPGS G2 G4 G4.5 G5.5
Mn [kD] 5 18 24 47
Zn -28 -102 -135 -266
Z\mathrm{e}ff -11 -19 -22 -28
r\mathrm{e}ff [nm] 1.9 2.8 3.2 3.6
\epsilon \mathrm{b} [k\mathrm{B}T ] -19.0\pm 0.4 -20.3 \pm 0.2 -20.0\pm 0.3 -19.3 \pm 0.1
\Delta H [k\mathrm{B}T ] -23.7\pm 0.7 -24.4\pm 0.6 -25.3\pm 0.5 -25.8\pm 0.9
N 2.9\pm 0.5 8.1\pm 0.2 8.8\pm 0.7 13.9\pm 1.4
The difference is made between the bound and unbound state with \langle \cdot \cdot \cdot \rangle standing for the
ensemble average. Recall that the electrostatic repulsion results from the mutual repulsion
between the bound lysozyme ligands. Thus, the repulsive part G\mathrm{s}\mathrm{i}\mathrm{m}\mathrm{e}\mathrm{l}\mathrm{e},\mathrm{r}\mathrm{e}\mathrm{p} of the electrostatic
interaction energy can be computed similarly with Eq. (6.5), but with the set \scrC consisting
only of the lyosozyme charged beads. The difference of G\mathrm{s}\mathrm{i}\mathrm{m}\mathrm{e}\mathrm{l}\mathrm{e},\mathrm{r}\mathrm{e}\mathrm{p} at the bound and the unbound
state leads to\Delta G\mathrm{s}\mathrm{i}\mathrm{m}\mathrm{e}\mathrm{l}\mathrm{e},\mathrm{r}\mathrm{e}\mathrm{p}, as Eq. (6.6) indicated. The attractive part thus follows as\Delta G\mathrm{s}\mathrm{i}\mathrm{m}\mathrm{e}\mathrm{l}\mathrm{e},\mathrm{a}\mathrm{t}\mathrm{t}\mathrm{r} =
\Delta G\mathrm{s}\mathrm{i}\mathrm{m}\mathrm{e}\mathrm{l}\mathrm{e}  - \Delta G\mathrm{s}\mathrm{i}\mathrm{m}\mathrm{e}\mathrm{l}\mathrm{e},\mathrm{r}\mathrm{e}\mathrm{p}, which originates from the interaction between the lysozyme and dPGS
carrying an effective charge.
6.3 Results
ITC experiments of dPGS-lysozyme complexation
In the first step we evaluated lysozyme-dPGS complexation for the generations n = 2, 4, 4.5
and 5.5 by ITC experiments. The generation index n has non-integer values because of
the usual polydisperse synthesis. The released heat normalized by the number of injected
proteins is plotted in Fig. 6.2A versus the molar ratio c\mathrm{L}\mathrm{y}\mathrm{s}/c\mathrm{d}\mathrm{P}\mathrm{G}\mathrm{S}. The data are satisfactorily
fitted with (SSIS) model (See Sec. 3.3 for details), that is, a standard Langmuir adsorption
isotherm [128], with fitting parameters summarized in Table 6.2. The resulting number of
binding sites per dPGS, i.e., the stoichiometry N , increases from 2.9\pm 0.5 for G2 to 13.9\pm 1.4
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for G5.5. Hence, binding is multivalent, with N significantly increasing with growing gener-
ation n due to the expanding dendrimer size. The standard binding energy, \epsilon \mathrm{b} =  - k\mathrm{B}T \mathrm{l}\mathrm{n}Kb
between -19 and -20 k\mathrm{B}T , is large, however, stays surprisingly constant with n despite the
one-order-of-magnitude variation of molecular weight and bare charge among the genera-
tions, cf. Table 6.2. Importantly, ITC-experiments on the salt concentration dependence
of the lysozyme complexation with G2 are plotted in Fig. 6.2B to scrutinize for counte-
rion release effects according to the Record-Lohman law d \mathrm{l}\mathrm{n}Kb/d \mathrm{l}\mathrm{n} cs =  - N\mathrm{C}\mathrm{R}. The inset
in Fig. 6.2B demonstrates that indeed a clear linear relationship, \mathrm{l}\mathrm{n}Kb \propto \mathrm{l}\mathrm{n} cs, is found,
except for the lowest ionic strength where stronger screened electrostatic (Debye-Hückel)
interactions come into play (discussed in detail below). Evaluation of the slope suggests that
N \mathrm{I}\mathrm{T}\mathrm{C}\mathrm{C}\mathrm{R} = 3.1\pm 0.1 ions per protein are released, triggered by the complexation.
The latter analysis strongly suggests that the dominating driving force for complexation
originates from counterion-release entropy, in particular for larger (physiological) salt con-
centrations. However, one has to be aware that the Langmuir assumption of non-interacting
ligands is violated for our system where apart from excluded-volume effects there exists a mu-
tual DH-like screened electrostatic repulsion among the charged proteins bound in a multiva-
lent fashion, cf. the protein corona. As a consequence of this electrostatic anti-cooperativity,
the binding constant Kb is not really a constant but depends on the coordination number
i. This renders the interpretation of Kb difficult. In that respect, we should recall that the
value of Kb in Fig. 6.2A is actually determined by the slope at the inflection point of the
plotted differential heat curves (valid for large affinities in the canonical ensemble [193]).
From the integrated heat curves (see Fig. 6.1), we find thus that the obtained binding affini-
ties correspond, for example for the generations n = 2, 4, and 5.5, to the binding at (mean)
coordination i\ast = 2.7, 7.8, and 13.1, respectively. The latter correspond to large coverages
\theta \ast = i\ast /N = 0.93, 0.95, and 0.94, respectively. In our cooperative system we thus must ex-
pect that the binding affinity determined at these large coordinations can be quite different
to that of the first binding protein.
82

























































































































Figure 6.2: (A) ITC isotherms of the lysozyme-dPGS complexation ranging from generations 2 to 5.5 in
MOPS buffer pH 7.4 at 310 K and 10 mM salt concentration. The solid lines correspond to the fits by the
Langmuir model. (B) ITC isotherms of lysozyme-G2 complexation at different ionic strengths and fitted
by the Langmuir model. The inset displays the salt dependence of the binding constant Kb on a log-log
scale. According to Record-Lohman [100], -d \mathrm{l}\mathrm{n}Kb/d \mathrm{l}\mathrm{n} cs = N \mathrm{I}\mathrm{T}\mathrm{C}\mathrm{C}\mathrm{R} = 3.1\pm 0.1 counterions are released upon
binding. (C) CG simulation results of the PMF, Vi(r), as a function of the center-of-mass distance r between
G5 and lysozyme for the successive binding of i = 1 to 15 proteins in 10 mM salt concentration, color-coded
according to the scale. Snapshots of the equilibrium complex for i = 1, 8, 13 are shown. (D) The simulation
binding free energy \Delta G\mathrm{s}\mathrm{i}\mathrm{m}\mathrm{b} (i) (symbols) plotted versus coverage \theta = i/N
\mathrm{s}\mathrm{i}\mathrm{m} for G2, G4, and G5, respectively,
read off from the global minimum of the PMFs, as such in (C). The large open circle, triangle and square
symbols indicate the simulation-referenced Langmuir binding free energy \Delta G\mathrm{I}\mathrm{T}\mathrm{C}\mathrm{b} (i
\ast ), Eq. (6.7), for G2, G4,
and G5.5 at their respective coverage \theta \ast . The insets present the total DH electrostatic interaction energy
\Delta G\mathrm{s}\mathrm{i}\mathrm{m}\mathrm{e}\mathrm{l}\mathrm{e} (i) between ith ligand and the complex for G2 (bottom) and G5 (top).
Binding affinity and interactions from CG simulations
To further dissect and rationalize the experimental problem we employ CG, but ion-resolved,
computer simulations of lysozyme association with the perfect dendrimers G2, G3, G4, and
G5 [158]. We focus on the case of 10 mM salt concentration where electrostatic cooperativity
effects are strongest. The virtue of the simulations is that we can calculate the total binding
free energy \Delta G\mathrm{s}\mathrm{i}\mathrm{m}\mathrm{b} (i) of the ith lysozyme with the complex where i - 1 proteins are already
associated, i.e., we can stepwise investigate the assembly along i. The binding free energy
can be conveniently read off from the computed PMF as a function of the pair separation
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distance, Vi(r), at hand of the difference between the unbound (r = \infty ) and the bound state
at the PMF minimum at r = r\mathrm{b}. The PMFs for the example of G5 are plotted in Fig. 6.2C,
along with snapshots of the growing protein corona. The results for the free energy of
binding, \Delta G\mathrm{s}\mathrm{i}\mathrm{m}\mathrm{b} (i) = Vi(r\mathrm{b}), as well as those for G2 and G4, are presented in Fig. 6.2D
versus the coverage \theta = i/N \mathrm{s}\mathrm{i}\mathrm{m}. We find a strong attraction of very similar magnitude for
all generations that diminishes with rising i. For instance, \Delta G\mathrm{s}\mathrm{i}\mathrm{m}\mathrm{b} (i) for G5 reduces from
\simeq  - 28 k\mathrm{B}T for i = 1 to \simeq  - 8 k\mathrm{B}T for the 14th protein and is almost vanishing for i = 15.
Hence, the maximum coordination in the simulations, N \mathrm{s}\mathrm{i}\mathrm{m}, for G5 is about 15, while for
the smaller G4 and G2 we see maximally 10.8 and 5.2 ligands adsorbed, respectively. The
stoichiometry from the simulations overestimate the ones evaluated from ITC by about 2
ligands, cf. Table 6.2, which is quite satisfactory given the strong ideality assumptions in the
Langmuir model.
One reason for the decreasing attraction with i is the growing anti-cooperative DH repul-
sion between ligand i and the complex (involving i  - 1 proteins). The net DH interaction
energy between ligand i and the complex is plotted in the insets to Fig. 6.2D for the examples
of G2 and G5: For low coordination i, an attractive DH interaction between the oppositely
charged dPGS and proteins is observed, as expected. For increasing i, the DH interaction
stays roughly constant before it becomes much less attractive near saturation (i \simeq N \mathrm{s}\mathrm{i}\mathrm{m}),
due to additional protein-protein repulsions. The net DH interaction becomes even repul-
sive for G5, i.e., the complex shows a charge-reversal behavior. The second reason for the
decreasing attraction (free energy) with rising coordination i arises from the ligands’ steric
packing near saturation, or, in Langmuir terms, from filling up all possible binding sites.
In order to compare the binding affinity obtained from ITC at coordination i\ast consis-
tently to the simulations, we define the simulation-referenced Langmuir free energy (for the
derivation see Sec. 6.2)
\Delta G\mathrm{I}\mathrm{T}\mathrm{C}\mathrm{b} (i
\ast ) = \epsilon b  - k\mathrm{B}T \mathrm{l}\mathrm{n}(1 - i\ast /N) - k\mathrm{B}T \mathrm{l}\mathrm{n}(N \mathrm{s}\mathrm{i}\mathrm{m}v0/Vb), (6.7)
where the first term on the right hand side is the standard Langmuir binding energy (cf.
Table 6.2), the second term is the Langmuir entropic packing term, and the third term
converts the Langmuir standard reference state with binding volume v0 = l/mol to the
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simulation binding volume Vb [127] (see Table 6.1). The results for \Delta G\mathrm{I}\mathrm{T}\mathrm{C}\mathrm{b} (i\ast ) for generations
n = 2, 4 and n = 5.5 are all very similar with 14-15 k\mathrm{B}T and shown as big symbols at \theta \ast 
in Fig. 6.2D. They nicely match the simulation free energies at coverages of \theta = 0.9\pm 0.05,
consistent with the \theta \ast values where the ITC binding affinity was determined. Note that
a more quantitative dissection of only the ITC binding affinity Kb (or \epsilon b) is out of reach
as it carries a complex mix of contributions from counterion-release (see below) and DH
electrostatics as well as many-body excluded-volume effects. However, our analysis on the
free energy level shows full consistency between ITC and computer simulations, in particular
regarding the weak n-dependence of the observed complexation affinities.
Counterion-release as main driving force
We now discuss the details of the interactions driving the complexation of only the first
protein, i = 1, (where no cooperative effects play a role) to dPGS of the various generations
n. The PMFs are shown in Fig. 6.3A. The reasons for the weak n dependence of the binding
free energy, ranging from \simeq  - 26 k\mathrm{B}T for G2 to \simeq  - 28 k\mathrm{B}T for G5, we find are twofold:
First, despite the very high net charge of dPGS, the electrostatic screening (DH) part of the
PMF, V\mathrm{e}\mathrm{l}\mathrm{e}(r), plotted in the inset to Fig. 6.3A, is found to be relatively small. Corresponding
contributions are \simeq  - 9 to -4 kBT in the respective range of n = 2 to 5, apparently saturating
already for n > 3. The main cause for this is that dPGS exhibits a strong counterion conden-
sation and accompanying charge renormalization effect in the saturation regime, leading to
a relatively weakly n-dependent effective surface charge [158], cf. Table 6.2. Thus, apart for
G2, the DH contribution is of minor importance and relatively constant with n. Second, a
key consequence of the condensation effect is the release of highly confined counterions upon
protein binding. Fig. 6.3B presents the number of released counterions Nr(r) in the CG
simulations as a function of distance r, determined by counting the ions within the dPGS
condensed ion region [158]. The number of released ions at the bound state is read off at the
binding distance r\mathrm{b}, i.e., N \mathrm{s}\mathrm{i}\mathrm{m}\mathrm{C}\mathrm{R} := Nr(rb). We find N \mathrm{s}\mathrm{i}\mathrm{m}\mathrm{C}\mathrm{R} \simeq 3.3, 4.4, 4.5, and 4.8 for generation
G2, G3, G4 and G5, respectively. For G2, we reach a very good agreement with the number
N \mathrm{I}\mathrm{T}\mathrm{C}\mathrm{C}\mathrm{R} = 3.1\pm 0.1 attained by the Record-Lohman analysis of the ITC data in Fig. 6.2B. The
difference of N \mathrm{s}\mathrm{i}\mathrm{m}\mathrm{C}\mathrm{R} among the last three generations is quite minor. This is understandable
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as the protein surface serves as a generation-independent ‘template’ that sets the number of
replaceable counterions by the number of positive charges in the binding region (‘patch’), see
the illustrative snapshot in the inset of Fig. 6.3A: Indeed several positively charged beads
(colored in green) cluster in the binding patch. Accordingly, for n \gtrsim 3, where the dPGS
surface area is much larger than the binding patch, the dPGS size has a very weak influence
on the number of released ions.
  
Lysozyme
 G2  G3  G4  G5
A
B
Figure 6.3: (A) The PMF, V1(r), and (B) the number of released counterions, Nr(r), versus the center-of-
mass separation distance r for the first lysozyme, i = 1, for G2 to G5 at 10 mM salt concentration from
CG simulations. The lysozyme-dPGS complex (with snapshots on top) is stabilized at a distance r\mathrm{b} (PMF
minimum) where the binding free energy is \Delta G\mathrm{s}\mathrm{i}\mathrm{m}\mathrm{b} (i = 1) := V1(r\mathrm{b}) and the number of released counterions
(indicated by orange circles in (B)) is N \mathrm{s}\mathrm{i}\mathrm{m}\mathrm{C}\mathrm{R} := Nr(r\mathrm{b}). The insets in (A) depict the lysozyme binding
patch (top inset, with positively charged beads in green), and the DH electrostatic interaction energy V\mathrm{e}\mathrm{l}\mathrm{e}(r)
(bottom inset).
For a more quantitative assessment we estimate that the condensed counterions are con-
fined in the dPGS shell with a local surface concentration cci \simeq 3N\mathrm{c}\mathrm{i}/[4\pi (r3\mathrm{e}ff  - r3d)], where
r\mathrm{e}ff  - rd defines the width of the interactive surface shell region (or ’Stern’ layer) between
the diffusive ionic double layer and the sulfate surface groups [158]. We find cci \simeq 2.43 M
for G5, more than one or two orders of magnitude larger than typical physiological or exper-
imental bulk concentrations. According to Record-Lohman analysis, this can be translated
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into the entropic benefit \Delta S\mathrm{C}\mathrm{R}T \simeq 5.5 k\mathrm{B}T per counterion upon its release into bulk at
salt concentration cs = 10 mM. That amounts to the gross free energy gain \simeq  - 27 k\mathrm{B}T
exclusively arising from 4.8 released counterions for G5. Including the small DH correction
(\simeq  - 4.5 k\mathrm{B}T , cf. inset to Fig. 6.3A) the total estimate of about  - 31 k\mathrm{B}T is indeed close to
the binding free energy for the first protein from the simulations, \Delta G\mathrm{s}\mathrm{i}\mathrm{m}\mathrm{b} (i = 1) =  - 28 k\mathrm{B}T .
This good agreement (analogously derivable for the other generations) demonstrates that



























Figure 6.4: (A) The PMF V1(r) (upper panel) and the corresponding number of released counterions Nr(r)
(lower panel) for the first bound L-selectin at dPGS of generations 2 to 5 at 10 mM salt concentration from
CG simulations. As a comparison, the inset shows the PMF between G4-dPGS and E-selectin with the same
simulation conditions and a snapshot of the E-selectin binding patch. In the center, (B, D) present snapshots
of the L-selectin/G3-dPGS binding complex: CG versus all-atom simulations. In the right row, (C, E), the
corresponding snapshots of the L-selectin binding patch is shown. The responsible basic amino acids shown
to be interactive with dPGS are labeled and highlighted.
We finally applied our CG simulations to the biomedically important (E and L) selectin
proteins. Regarding the first ligand coordination, the PMF profiles, binding free energies,
released counterions as well as illustrative snapshots are presented in Fig. 6.4. A weak
dependence of the binding free energy on dPGS generation is revealed for L-selectin, where
\Delta G\mathrm{s}\mathrm{i}\mathrm{m}\mathrm{b} (i = 1) \simeq  - 21 k\mathrm{B}T for G2 and \simeq  - 27 k\mathrm{B}T for G5 (See Fig. 6.4A). This behavior
resembles that of lysozyme and is again accompanied by a relatively constant number of
released counterions upon binding, being N\mathrm{b} \simeq 3 \sim 4 for all generations. The corresponding
binding patch of L-selectin is found to accommodate a number of positively charged groups,
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with complexation snapshots shown in Fig. 6.4B and the binding interface presented in
Fig. 6.4C. Furthermore, we conducted the CG simulation also for G3-dPGS and L-selectin
at near physiological salt concentration c\mathrm{s} = 150 mM and temperature T = 293 K, for which
the experimental binding affinity from fluorescence measurements is available [60]. The
simulated result, \Delta G\mathrm{s}\mathrm{i}\mathrm{m}\mathrm{b} (i = 1) \simeq  - 15.0 k\mathrm{B}T is found in good agreement with \simeq  - 12.1 k\mathrm{B}T
measured in the experiment for a 1:1 binding stoichiometry.
To further support the structural picture, the final G3-dPGS/L-selectin complex was stud-
ied by standard (AA) molecular dynamics simulations. Compared to the CG simulation, we
find that the number of released counterions as well as the structure of the complex is vir-
tually the same, cf. Fig. 6.4D and E, regardless of the inclusion of the explicit solvent and
atomistic structure. We find 3.3 liberated counterions in the AA simulation and 3.6 for
the CG simulation. However, the CG model, where each amino acid is replaced by a simple
bead, to some extent brings small deviations to the surface geometry as compared to the fully
atomistic protein structure: we find that in the AA simulations two more amino acids R14
and K8 of L-selectin can interact with the dPGS (see Fig. 6.4E). Nevertheless, apparently
this deviation in the binding interface does not much affect the mean number of released
ions.
Finally, as opposed to L-selectin, we find from the CG simulations that E-selectin has a
much weaker affinity to dPGS. The binding free energy (see the inset to Fig. 6.4 A) is only
about  - 1 k\mathrm{B}T , suggesting a very unstable binding complex. Such an intriguing selective
binding behavior is in full agreement with the protein’s anti-inflammatory potency [30].
Interestingly, the global features of the native structure of E-selectin are not so different
from L-selectin. For instance, 157 amino acids and -4 e net charge for E-selectin have to
be compared to 156 amino acids and zero net charge for L-selectin. However, our findings
clearly show that the underlying difference of \sim 26 k\mathrm{B}T in the binding affinities must be
assigned to local changes in protein interface structure, where a patch accommodating many
positive charge clusters as in lysozyme or L-selectin is less developed [194], see also the inset
to Fig. 6.4A.
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Figure 6.5: (a) Representative CG simulation snapshot of the dPGS-G2-HSA complex at ionic strength 25
mM. Neutral beads in the protein are colored white, positive beads are green, and negative beads are pink.
For dPGS-G2, the terminal charged groups are colored red, whereas the monomer beads are orange. The
patch on HSA that found in CG simulation responsible for locating dPGS-G2 is marked in yellow dashed
circle. In particular, we magnify the HSA binding site in panel (c) which displays the positive amino acids in
Sudlow site II that directly participate in the binding. The binding site is hydrophobic with ten hydrophobic
beads (dark grey) and three hydrophilic beads (blue). In panel (b), we compute the surface charge potential
of the binding site according to its charge distribution at physiological pH via an adaptive Poisson-Boltzmann
Solver. Regions possessing positive and negative charges are colored blue and red, respectively.
Interaction between G2-dPGS and HSA
As an extension, we investigate the binding behavior between G2-dPGS and HSA. The
convenience of this study is that the binding stoichiometry remains as 1, which means the
binding is free of any degrees of cooperativity and the standard Langmuir adsorption isotherm
is fully justified. In particular, we find that G2-dPGS binds to Sudlow site II on HSA. The
details of the binding site are shown in Fig. 6.5. It is interesting to note that poly(acrylic
acid) is also binding to the Sudlow II site [129]. The corresponding site on the protein
exhibits a positive surface charge as indicated in Fig. 6.5(c). This site interacts with the
dPGS-G2 bearing opposite negative charges of high density. According to the simulation,
the amino acids at the binding site that directly contact with dPGS are: positive: Arg410,
Lys413, Lys534, Lys536, Lys538, Lys541, and negative: Glu492, Glu542.
The coarse-grained simulation computes the potential of mean force (PMF) as a function
of the HSA-dPGS center-of-mass distance r (see Fig. 6.6). The free enthalpy \Delta G\mathrm{b} obtained
by the simulation can be read off as the difference between the zero free energy reference state
at far separation (horizontal brown dotted line) and the global minimum representing the
















283 K, 25 mM
298 K, 25 mM
310 K, 25 mM
310 K, 150 mM
Figure 6.6: The free energy profile (or potential of mean force) G(r) between G2-dPGS and HSA versus
their center-of-mass distance r at different ionic strengths and temperatures. The error bars come from 3
independent runs.
quite consistent for all cases. With that, the corresponding standard binding free energy
(See Sec. 3.2) \Delta G\mathrm{s}\mathrm{i}\mathrm{m}\mathrm{b} at c\mathrm{s}=25 mM agrees very well with the experimental values \Delta G\mathrm{I}\mathrm{T}\mathrm{C}\mathrm{b} \sim 
 - 13.7 k\mathrm{B}T and \sim  - 12.4 k\mathrm{B}T at 283 K and 298 K, respectively. The simulation indicates
that electrostatic interaction is the dominant driving force for the binding of HSA with
dPGS at low ionic strength. Also, there is only a weak dependence of the simulated binding
free energy \Delta G\mathrm{s}\mathrm{i}\mathrm{m}\mathrm{b} on temperature. This is in full agreement with the experimental data.
This result indicates the underlying enthalpy-entropy cancellation. The agreement between
experiment and simulation implies this cancellation of possible hydrophobic contributions to
enthalpy and entropy is nearly total. At 310 K and a higher salt concentration c\mathrm{s}=150 mM
the electrostatic interaction coming from the DH terms gets diminished due to screening.
In this case, we estimated \Delta G\mathrm{s}\mathrm{i}\mathrm{m}\mathrm{b} \simeq -4 k\mathrm{B}T. However, due to weak binding nature in that
case, the ITC experiment is incapable of measuring \Delta G\mathrm{I}\mathrm{T}\mathrm{C}\mathrm{b} with reasonable error bar. As an
alternative, a rough estimate \Delta G\mathrm{I}\mathrm{T}\mathrm{C}\mathrm{b} \sim  - 3.5\pm 1.0 k\mathrm{B}T is found by extrapolating the binding
free energy profile at low concentration. Hence, simulation shows that HSA exhibits only a
very weak binding to dPGS-G2 in full agreement with experiments. The present accuracy
of the data, however, allows no further conclusion.
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hyperbranched polyelectrolyte drugs
6.4 Concluding remarks
We demonstrated that the complexation of proteins with highly charged dendritic macro-
molecules is largely dominated by the fully entropic counterion-release mechanism. The
complexation is weakly dependent on the generation mainly due to two effects: first, the
relatively small effective surface charge of dPGS in the charge renormalization saturation
limit leads to a weak generation dependence of the Debye-Hückel interactions. Secondly, for
not extremely small dendrimers the magnitude of the dominating counterion contribution
(directly proportional to the number of released ions) only depends on the protein-specific
interfacial binding patch structure. With that the experimentally found high selectivity and
weak generation dependence of dPGS in its anti-inflammatory potential towards relevant
proteins can be fully understood. Our clear mechanistic picture behind the dPGS-protein
complexation shall be important for the rational optimization of dendritic polyelectrolytes
as potential drugs and nanocarriers.
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7 Summary of the thesis and outlook
Summary of the thesis
In this thesis, we carried out a systematic study on the electrostatic complexation between
strong anionic polyelectrolytes and proteins. We aim at a description of the electrostatic
complexation in terms of well-established theories, the Deybe-Hückel theory and the con-
cept of charge renormalization. With that, one can understand and optimize the binding
behavior with clean and unprecedented molecular and quantitative insight. The electrostatic
complexation is examined for various cases, including the complexation between pairwise
polyelectrolytes with opposite charge, as well as for the interactions between the dPGS par-
ticle of biomedical importance and several serum proteins. For different complexations we
have observed quite diverse binding properties along the binding pathway, ranging from the
intriguing hand-shaking phase emerged from polyelectrolyte complexations to the successive
protein packing on the dendrimer surface with strong binding cooperativity. Nevertheless,
quite consistent for all systems, there is a certain number of the counterions previously con-
densed on the receptor surface that are released upon its binding to an oppositely charged
interface ‘patch’ specific to the ligand, providing a massive entropy gain. This entropy gain
governs the complexation serving as the driving force for all the systems under investigation.
Our finding thus provides a quantitative understanding of the binding free energy between
proteins and polyelectrolyte ligands, which paves the way for the rational optimization of
modern dendritic drugs and nanocarriers.
Particularly, in chapter 4 we begin the study with linear polyelectrolyte chains which
have been well modeled for the past decades. We utilize the coarse-grained, implicit-solvent
and explicit-salt computer simulations to resolve the LPE configuration states and the cor-
responding PMF profiles along the binding pathways. Our simulation accesses the intriguing
LPE transient states once the counterion-condensation threshold is exceeded. For that case,
the LPE association process exhibits a distinct sliding-rod-like behavior where the polymer
chains approach each other by first stretching out at a critical distance close to their con-
tour length, then ‘shaking hand’ and sliding along each other in a parallel fashion, before
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eventually folding into a neutral complex. This is well described by a simple theory based
on sliding charged ‘Debye–Hückel’ rods with renormalized charges in addition to an explicit
entropy contribution owing to the release of condensed counterions, which leads to a full
quantitative understanding of the PMF from simulations. This method is used to investi-
gate the LPE-HSA complexation. The simulation helps to resolve the binding stoichiometry,
complex and affinity, which is subsequently confirmed by ITC experiments.
Inspired by the insights attained from LPE simulations, we increase the complexity by
studying the biomedically important dPGS macromolecules. Various degrees of similarity
exist between LPE and dPGS. For instance, they are both heavily charged and belong to the
PE family but with different connectivity number. Thus, the CG simulations with implicit-
solvent and explicit-salt applied previously to PE can be transferred here to resolve the
dPGS molecular and electrostatic properties. Since the dPGS is a newly developed chemical
compound, in chapter 5 we first focus at constructing an effective mesoscale Hamiltonian
specific to the dPGS based on input from all-atom, explicit-water simulations of the dPGS of
low generations. In order to parameterize the proposed CG force field for dPGS, we aim at
a proper definition of the dPGS effective radii and charges as a function of generation, given
a considerable number of condensed counterions. A systematic mapping of the calculated
electrostatic potential onto the Debye-Hückel form is proposed, which serves as a basic
defining equation for the effective charge, then we determine well-defined effective net charges
and corresponding radii, surface charge densities, and surface potentials of the dPGS, which
compare very well with our new electrophoretic experiments and existing analytical theories.
Owing to the mesoscale Hamiltonian specific to the dPGS established previously, in chap-
ter 6 we investigate the interaction between the dPGS and several serum proteins both re-
solved on the CG level. The CG simulations give direct access to the binding stoichiometry
and free energy which are complemented with ITC experiments. High consistency is found
between simulations and experiments, ascribed to the definition of the simulation-referenced
Langmuir free energy which bridges the simulation results to the ITC experiment even in
the presence of the binding cooperativity. Importantly, the driving force of the strong com-
plexation originates mainly from the release of only a few condensed counterions from the
dPGS upon binding, which is essentially the same as the LPE-LPE complexation reported in
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chapter 4. That concept is confirmed by the Record-Rohmann analysis of the experimental
data, and rationalizes a surprisingly weak dependence of the binding affinity on dPGS size,
revealed both from simulations and experiments.
To conclude, this thesis provides a systematic investigation to electrostatic complexation
in several systems. The models and methods used in this thesis can be easily adopted to
describe more general constituents of living cells in nature comprising many charges on their
surfaces, including DNA/RNA, architectural proteins, cellular lipid membranes, and natu-
ral ion channels [195]. In particular, we revisit the electrostatic properties of the charged
dendrimers and the associated electrostatic complexation on the CG level with simulations
of large temporal and spatial scale. This approach is justified after a comparison with ex-
periments and theories. The dominant role of counterions in electrostatic complexation is
unambiguously demonstrated throughout this study. This knowledge may inspire pharma-
ceutical developments, for instance, to develop more effective anticancer drugs that interact
with DNA and proteins possessing the proper binding affinity [196]
Outlook
Even though the binding affinity in our CG simulations agrees very well with experiments, we
still can not resolve all thermodynamic properties of the binding due to the absence of water.
From the perspective of enthalpy and entropy, significant contribution comes from water
molecules due to their high number. A recent ITC experiment reveals a strong temperature
dependence of the dPGS-HSA binding enthalpy which, however, can not be captured by the
current CG simulations. Thus, it is necessary to construct full atomistic simulations taking
into account explicit solvent to resolve the dPGS hydration layer and the releasing water
molecules, much the same way as we did for counterions. With an eligible atomistic force
field, especially for the terminal groups, the atomistic simulations can possibly shed light on
the very puzzling ion-specific effect revealed by the highly functionalized polyanions based
on a dendritic polyglycerol (dPG) scaffold [13], which to date can not be understood by the
Hofmeister series.
The current CG simulations are mostly performed at fixed low salt concentrations such
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that the notable role of the electrostatics is present. Despite a few simulations are conducted
at a higher concentration (c = 150 mM) to mimic the physiological environment, we only ac-
count the symmetric monovalent electrolytes in absence of any multivalent salts. Thus, it is
interesting to explore the counterion condensation and the charge renormalization in a wide
range of salt concentrations, as well as the effects after the addition of the multivalent ions.
In particular, for a system with multivalent ions, less preference is expected for the system
to release the condensed multivalent counterions in view of their strong association with the
molecule. This difference thus requires corrections to the current counterion releasing mech-
anism found for monovalent ions. Moreover, the CG simulations used here can combine with
an external electric field to reproduce the electrophoretic behavior of the charged molecules.
Important conclusions on locating the very controversial shear plane might be expected.
In chapter 6, we derived a way of connecting the ITC experiment interpreted by the
Langmuir isotherm to simulations. As an alternative, the Langmuir isotherm can be replaced
by an advanced binding model that explicitly includes the binding cooperativity. Those
binding models are supposed to provide a full description of the protein corona construction
on a nanoparticle surface. In particular, the interplay of the ligand-receptor interaction, the
ligand-ligand interaction, the ligand packing free energy, and the counterion release entropy
will be captured. More importantly, the adopted binding models can be utilized to directly
fit the ITC data. As a result, the full binding affinity profile with the resolution of every
individual binding site will be obtained.
The current study on the protein-polyelectrolyte interaction provides numerous specula-
tions/hints for pharmaceutical science and polymer engineering. Firstly, we deliver a strong
indication that the binding affinity between the dendritic polyelectrolyte and serum proteins
is insensitive to the dendrimer size. Thus, the preoccupation for the dendritic drug/carrier
design should give way to the ligand loading capacity and the circulation time of the den-
drimer in vivo [197]. While the binding affinity modification correlates with the control of
the released counterions, given a dominant role of counterions for the ultimate binding. In
particular, for the optimization of the antifouling properties of polymeric surfaces [10], we
suggest a number reduction of the released counterions. A feasible strategy in that respect
is to opt polymers that possess functional groups binding less favorably to solution ions.
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In view of the intriguing weak dependence of the surface potential versus nanoparticle size
uncovered in this thesis, our study indicate the way by adjusting the solution environment
in terms of the salt concentration or the inclusion of multivalent ions, in order to generate
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