In this paper a technique is presented for simulating a set of hybrid systems (agenrs) whose continuous dynamics are decoupled; however coupling is introduced in the form of constraints (inequalities whose violation signifies the occurrence of a discrete event). We introduce a step size selection algorithm, motivated by the control theoretic concept of Inputloutput linearization, which allows two or more agents to be integrated asynchronously using different step sizes when the state is away from the constraint. When the state approaches a constraint, the algorithm is able to bring the two local time clocks into synchronization and localize the time of constraint violation. The algorithm is guaranteed to never miss or overshoot the constraints, eliminating the need for simulation roll-back.
Introduction
Hybrid sysrems are systems of continuous ordinary differential equations(0DEs) whose right-hand sides switch based on the occurrence of discrete events. The trajectory of the hybrid system can be viewed as a concatenation of continuous flows and discrete jumps. A multi-agent hybrid system is a collection of interacting hybrid systems (individually referred to as agents). Simulation is an important tool for designing such systems; in addition, numerical approximation techniques are increasingly being used in approximate reachability computations, verification and other forms of
automated analysis [l], [2], [3].
One particular class of multi-agent hybrid systems for which we would like to develop improved simulation techniques consists of groups of agents whose ODE'S are decoupled while the guard depends on the state of both agents.
Generically if zi is the state of Agent i, where i = 1,. . . , N where i # j and zi E R"' (resp. zj), f" : R"' + R"' (resp. d), and g'j : R"' x R"; + R. Once g'j (z' , zj) 2 0, f i and fj would change. Examples of such systems abound.
Automated highway systems, free-Right air traffic control, cooperative mobile robotic systems, and multi-body systems simulated for graphics applications all can be modeled o-7a03-706i-9m1~10.00 B 2001 IEEE 780 this way -the dynamics of each vehicle, plane, or robot are decoupled; however, certain critical events which are relevant to the simulation (e.g. collisions) depend on the states of pairs of agents.
It is well known that, when simulating hybrid systems, a failure to detect an event can have disastrous results on the global solution due to the discontinuous nature of the problem. Documents detailing requirements for hybrid simulators list accurate event detection as a primary concern [4]. Event detection in hybrid systems is, in itself, a very difficult problem [5]. The proper way of simulating such a system is to terminate the numerical integration procedure as close as possible to the time of constraint violation; activate the appropriate mode switches and resets; and then restart the simulation with the new differential equations, using the event time as the new initial condition and the value of the state at the event as the new initial state. Therefore accurately detecting and locating the time at which the event occurred is critical to generating valid simulation results. To ensure proper event handling all existing hybrid system simulators must simulate each ODE in eq.(l) in a synchronized fashion, despite the fact that their dynamics are decoupled. This approach can lead to grass inefficiencies, especially when the number of agents is large, because it forces all of the ODES to be simulated with the smallest acceptable step size. Indeed this has been mentioned as one of the reasons the SHIFT [6] simulator uses a fixed step size integration algorithm, despite the obvious disadvantages. Our ultimate goal is to develop a step size selection technique which is capable of simulating each agent asynchronously when the system is "far away" from the constraint surface, allowing each agent to be integrated with its own largest acceptable step size, increasing the overall efficiency of the simulation. As the system approaches the constraint, the relevant local time clocks automatically synchronize in order to properly detect and localize the occurrence of the surface crossing (i.e. the discrete event).
A variety of literature in fields closely related to this topic exists although it seems there has been little work specifically on this problem. [IO] we present a control theoretic method which is guaranteed to correctly detect an event for certain classes of constraints, while guaranteeing that the ODE is never evaluated on the opposite side of the switching surface (g(a) = 0). This technique forms the basis for our current work and is reviewed in detail later.
Background
In this section we present some results leading up to the main contribution of this paper, given in Section 3. First, in Section 2.1, we review the details of Linear Multistep Methods-our prefered numerical integration technique. We then summarize our previous work [IO] on event detection for hybrid system simulation for the single agent case in Section 2.2, since it provides the foundation for the multiagent approach.
Linear multistep methods
Given the system 5 = f ( a ) and xo = a(O), it is customary to denote the simulation data at the discrete time t b as a y = Z ( t k ) , and the value of the time derivative as
It is also convention to define the time step as Often in text books, values of 0 are supplied as constants; however this is only the case when the step size is constant.
In general, 0 is a rational polynomial function of the previous m step sizes. For our purposes it is important to note that, since the past step sizes are known, p j is essentially an mth order rational polynomial function of h k + l . w e emphasize this by writing & ( h k + ] ) . Multistep methods are a natural choice for simulating hybrid systems because the polynomial expressions for p j can be used as interpolants to approximate the solution at off-mesh points, which are exploited in event detection.
We also mention that most modem numerical integration software packages compute an ideal step size, he,, to keep the estimated local truncation error near some desired value.
In addition an absolute minimum and maximum step size, h,"in and h,,, are typically specified. An automatic step size selection scheme takes all these factor into account. In the next section we discuss an algorithm for computing an ideal step size based on event considerations.
Control theoretic view of event detection
It is well known that systems of differential equations with nonlinear algebraic constraints can be transformed to a equivalent systems with linear constraints by appending a new state variable z = g ( a ) .
(3)
Thus we only consider the case of linear constraints here;
other cases, such as polynomial and more general nonlinear constraints, are handled directly in [IO] .
We treat the problem of selecting the step size to properly approach the event surface as a control system design problem in discrete time. For a linear multistep method the "system dynamics" are given by eq.(2) which implies the constraint dynamics are
In our control system analogy. we consider the constraint as an "output function". If the event function is linear, eq.(4) becomes which can be thought of as a Taylor series expansion in h k + l about Z k . We treat hk+l. in eq. (2) as an input. The problem is then to select a "feedback function" (a rule for selecting h k + 1 ) to force the constraint dynamics, eq.(5), to converge exponentially to the surface g(a) = 0 without overshooting it. Note that 2 E,"=, p j f k -j + l is sim- 3 Multi-agent event detection
Extending the results of the previous section to the multiagent case which was discussed in Section I is more complicated due to the fact that we want to allow the simulation for Agent I and Agent 2 to proceed at different rates.
Therefore we consider the simplest example of a multiagent hybrid system:
We must define local times and time steps, t', h', and t 2 , hZ for each agent. The dynamics of the two systems and the Returning to our control system analogy, eq.(13) is a single output for a system with two inputs, h' and h2. implying there is some freedom in the selection of the step sizes. It is important to point out that g ( z ' ( t ' ) , z 2 ( t 2 ) ) = 0 does not necessarily correspond to a physical event unless t' = t2. If t' # t2 this implies that the two agents have passed though the same point in on the constraint surface but at different local times. Thus we introduce a second, fictitious, constraint which we term the synchronization constraint. Assuming for now that t 1 > t 2 , define T(tl,t2) = t2 -t' < 0
Since T = 0 implies the two simulations are synchronized, it is a necessary condition for an event to have physical significance.
We simply treat eq. (14) as an additional constraint and use our InpuVOutput linearization technique, presented in the previous section to select a candidate step size for h2 which would drive T + 0 h2,' = (7 -1)Tk + h:+l, terminate? $ One thing to note about the algorithm is that at each step we choose to advance the agent which lags the most. Since nearly all integration algorithms impose an upper bound on the allowable step size h,,, this method of advancing the slowest agent has the effect of ensuring that T is also bounded. Since our step size selection scheme is based on solving for the roots of an extrapolation polynomial, hounding the extrapolation interval increases the accuracy of the results.
Examples
In this section the effectivenessof the algorithm presented in the previous section is illustrated through a set of examples. The basis for these example is illustrated in Figure I Step sizes for used in the second example(le/). h' and h2 are selected to slow the simulation down when it seems an event may Dccur. Once it i s apparent that this is not the case the simulation quickly speeds up. The value of r (right), also decreases dufing this period but soon increases again.
two vehicles function r. Its value rapidly approaches zero to bring the two agent into synchronization.
In the second case, Fig. 4 -5, the value of the separation distance D is increased enough that the vehicles do not collide, but they do come very close to one another. The trajectories of the two cars are shown in Fig. 4(1) . There is a near miss halfway through car 1's second rotation. The hiswhere R is the sum of the two vehicle's radii. This example was simulated using the algorithm presented earlier for a variety of scenarios each with a different value for the separation distance (marked D in Figure I ).
In the firstexample, Fig. 2-3 , the value of the separation dislance D is small enough that the vehicleseventually collide. The path of the vehicles in the plane is shown in ~i~. 2([). Fig. 2(r) is a plot of the value of the constraint as a function of the iteration. The constraint peaks first around step 70, when car 1 completes a half of rotation; finally at step ber 107 the event detection criterion becomes active and the step sizes are selected in such a way that 9 + 0 exponentially. Further insight is gained by examining Fig. 3(l) which shows the step sizes used for each agent as a function of time. Note how h' and h2 vary independently until t =z 9.8 when the event detection mode is active; whereafter they both begin adjusting to slow down the simulation and synchronize the two local clocks. This is further illustrated in Fig. 314 which plots the history of the synchronization tory of the constraint in Fig. 4(r) shows the value of g(z)
very close to During this period, the More detailed analysis of the N-agent case is the topic of future work.
Conclusion
In this paper a technique is presented for simulating multiagent hybrid systems whose continuous dynamics are decoupled; however coupling is introduced in the form of constraints (an inequality whose violation signifies the occurrence of a discrete event) which depend on the states of both agents. We introduce a step size selection algorithm. motivated by the control theoretic concept of InpufIOutput linearization, which allows the two agents to be integrated asynchronously using different step sizes when the state is away from the constraint. As the state approaches the constraint the algorithm is able to bring the two local time clocks into synchronization and slow down the simulation in such a way that the algorithm terminates exactly on the surface of the constraint. The algorithm is guaranteed never to miss or overshoot the constraint, eliminating the need for simulation roll-back. The important question of how the performance of this simulation algorithm compares to that of more traditional simulation methods will be quantified in future work. Further work will also examine how the computational benefits of the algorithm scale as the number of agents gets large.
