This paper presents sensitivity and trade -off analyses for the design of a gaseous injector used for liquid rocket propulsion whose geometry (hydrogen flow angle, hydrogen and oxygen flow areas and oxygen post tip thickness) is sought to optimize performance (combustion length) and life/survivability (temperatures at three different locations). The analyses are conducted using data available from surrogate models of the design objectives, and the multi-objective optima (Pareto optimal front, POF) generated with the aid of multi-objective genetic algorithm and local search method. The trade-offs among objectives are estimated in different clusters (identified through a hierarchical clustering algorithm) along the POF. Sensitivity analyses are conducted using a variance-based non-parametric approach over the whole design space as well as on the clusters at the POF. The former analysis help identify the contribution of the design variables to the objective variability. The latter analysis highlights: the variability of the design variables and the objectives within a cluster of the POF (using box plots), and the relationship between the design variables and the objectives (using partial correlation coefficients). Additionally, the trade -offs between selected pairs of objectives are also analyzed.
I. Introduction
A critical goal for space propulsion design is to make the device safer, more affordable and more reliable. The design of combustion devices, namely, injectors, chambers and nozzles, will help in meeting these goals. The characteristics of the injector design are a key factor for both performance and thrust chamber environments. The thrust chamber performance is estimated by the rate and the extent to which mixing and resultant combustion occurs. The location of the mixing and resultant combustion determines the injector and thrust chamber thermal environments. These environments include temperatures on the combustor wall, the injector face and, for coaxial injectors, the oxidizer post tip. The difficulty encountered in designing injectors that perform well and have manageable environments is that the factors that promote
The application of CFD to injector design has lagged behind other areas such as turbomachinery because the physical models are more complicated for multiphase, turbulent reacting flows. Recently, new numerical models that efficiently account for some of these complex processes 7 and thus improve the solution fidelity have become available. Also, advances in computer speed and progress in parallel processing have begun to reduce the computation time. However, the threedimensional geometry of multi-element injectors and the complex physical processes inherent in flows that issue from them create major obstacles in the validation process. The high pressure and temperature environments typical of injector flows create significant difficulty in obtaining experimental data of satisfactory quality to validate and guide further development of computational models.
It has long been known that small changes in injector geometry can have significant impact on performance 8 , as well as on environmental variables such as combustion chamber wall and injector face temperatures and heat fluxes. Vaidyanathan et al. 9 in their work studied the injector design based on different trade-offs among the objectives and drawn conclusion on design trends. In a companion study, Goel et al. 10 presented a systematic approach to approximate the multi-objective optima (Pareto optimal front, POF) using the data obtained from surrogate models of the design objectives. The current paper focuses on sensitivity and trade-off analyses for the design of a gaseous injector for liquid rocket propulsion. The data for the analyses is obtained from surrogate models of the design objectives, and the multi-objective optima (Pareto optimal front, POF) generated by Goel et al. 10 with the aid of multi-objective genetic algorithm and a local search method (∈-constraint strategy). The regions of the POF that represent different trade-offs among the objectives are obtained through a hierarchical clustering algorithm. The information from the global sensitivity analysis can be useful in reducing the number of variables to be included in the construction of the surrogate models . For example, Knill et al. 11 have used linear aerodynamics to identify the important terms in the polynomia l-based RSA which were then used for creating the surrogate model from Euler analyses. This reduced considerably the number of points needed for the Euler design of experiments. The current study is broadly divided into two parts. Firstly a sensitivity study is carried over the whole design space. The contribution of the design variables to the objectives variability is calculated using a variance-based non-parametric approach and correlations between objectives are investigated. Secondly, sensitivity analyses are conducted on clusters along the POF. Box plots are used to highlight the variability of the design variables and the objectives within a cluster. Additionally, the linear relationships between the design variables and the objectives are explored with the aid of partial correlation coefficients. These measures can be used to tune the design variables in a chosen cluster so as to improve on the objectives as per design requirements.
II. Injector Model
Liquid rocket propulsion injector elements can be categorized into two basic types based on propellant mixing. The first type is an impinging element ( Figure 1a) where mixing occurs by direct impingement of the propellant streams at an acute angle. This enhances mixing by head-on interaction between the oxidizer and fuel 8 . The second type of injector consists of non-impinging elements where the propellant streams flow in parallel, typically in coaxial fashion (Figure 1b) . Here, mixing is accomplished through a shear-mixing processes 6 .
From a design standpoint, both element types have appealing as well as undesirable characteristics. For instance, if the impinging element has a fuel-oxidizer-fuel (F-O-F) arrangement (Figure 1a ), the mixing occurs rapidly, which can yield high performance. However, since the combustion zone is close to the injector face, the potential for high levels of injector face heating must be considered since it adversely affects the life/survivability of the injector. If the non-impinging element is assumed to be a shear coaxial ele ment, mixing across the shear layer is relatively slow 8 , requiring longer chambers to allow complete combustion. However, since the combustion zone spreads over a longer axial distance, the injector face is generally exposed to less severe thermal environments which results in longer life/survivability.
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The above-mentioned characteristics of injector types can be combined to develop new designs. For example, it has been noted 8 that performance improvement in the shear coaxial element can be realized by thinning the oxidizer post wall and directing the fuel toward the oxidizer stream rather than parallel to it. The first modification causes the shear coaxial element to take on some aspects of the F-O-F impinging element. These notions lead to the injector element ( Figure 2 ) that has been developed by The Boeing Company (U. S. Patent 6253539).
The injector design used for the current study is based on the injector shown in Figure 2 . The design variables chosen for this study are the angle, α, at which H 2 is directed toward the oxidizer, the change in H 2 flow area from the baseline, ∆HA, the change in O 2 flow area from the baseline, ∆OA, and the oxidizer post tip thickness, OPTT (Figure 3a) . The fuel and oxidizer flow rates are held constant. The ranges of the design variables are shown in Figure 3a . The H 2 flow angle varies between 0° and α°, the H 2 flow area varies between 0% and 25% of the baseline H 2 flow area ((1+0.25) × baseline H 2 flow area), the O 2 flow area varies between 0% and 40% of the baseline O 2 flow area ((1-0.40) × baseline O 2 flow area) and the O 2 post tip thickness varies between x inches to 2x inches. The design variables are normalized between zero and one based on their minimum and maximum values to avoid scalability issues.
Similarly, the objectives are also normalized between zero and one based on the minimum and m aximum values of the CFD solutions in the whole design space. The four objectives chosen for the injector design are TT max , the maximum temperature on the oxygen post tip, TF max , the maximum temperature on the injector face, TW 4 , the adiabatic wall temperature three inches from injector face and X cc , the x-location on the injector centerline where combustion is 99 % complete (Figure 3b ). Of the four objectives, the temperatures control the life/survivability of the injector and the combustion length, X cc , controls the performance. Minimizing the temperatures increases the life/survivability and minimizing X cc improves the performance.
III. Approach
Vaidyanathan et al. 9 in their work have generated the surrogate models of the 4 objectives based on the CFD results for the designs obtained using design of experiment (DOE) 12, 13 techniques. The numerical procedure and the response surface methodology (RSM) 12 used in their study are described in subsections A and B, respectively. In the current work, the surrogate models shown in subsection B are used to conduct sensitivity and trade-off analyses. The approaches used to estimate the sensitivity indices, namely the global indices 14 and the partial correlation coefficients 15 are given in subsections C. Section D describes the details of the box plot 15 used to visualize the variability of design variables and objectives. The multi-objective genetic algorithm (MOGA) 16 and local search method (∈-constraint strategy) 17 along with the response surfaces approximations (RSA) used to obtain the POF are explained in subsection E. Finally in subsection F, a hierarchical clustering algorithm 18 used to identify regions along the POF is explained. The variability of the design variables and objectives in these regions are analyzed using box plots and partial correlation coefficients.
A. Flow Solver
A pressure-based, finite difference, Navier-Stokes solver, FDNS500-CVS [19] [20] [21] , is used in this study. The Navier-Stokes equations, the two-equation turbulence model, and kinetic equations are solved. Convection terms are discretized using either a second order upwind, third order upwind or a central difference scheme, with adaptively added second order and fourth order dissipation terms. For the viscous and source terms, second order central differencing scheme is used. First order upwind scheme is used for scalar quantities, like turbulence kinetic energy and species mass fractions, to ensure positive values. Steady state is assumed and an implicit Euler time marching scheme is used for computational efficiency. The chemical species continuity equations represent the H 2 -O 2 chemistry. It is represented with the aid of a 7-species and 9-reaction set [19] [20] [21] . The simulation domain and the boundary conditions used in all the CFD cases are shown in Figure 4 . Because of the very large aspect ratio, both the injector and chamber have been shortened (at the cross hatched areas) in Figure 4 for clarity. Both fuel and oxidizer flow in through the west boundary where the mass flow rate is fixed for both streams. The nozzle exit at the east boundary is modeled by an outlet boundary condition. The south boundary is modeled with the symmetry condition. All walls (both sides of the oxygen post, the outside of the fuel annulus, the outside chamber wall, and the faceplate) are modeled with the no-slip adiabatic wall boundary condition.
B. Response Surface Methodology
The response surface methodology (RSM) 12 consists of performing a series of experiments or numerical analyses, for a prescribed set of design points, and to construct a RSA of the calculated quantity over the design space. Design of experiment (DOE) 12, 13 is used for the selection of the design space as it helps reduce the effect of noise on the fitted response surface.
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The response surface approximations are constructed by standard least-squares regression with a quadratic/cubic polynomial using JMP, a statistical analysis software 15 . The quality of fit between different surfaces is evaluated by comparing different error measures 10, 12 . A measure of the variability in an objective accounted by its surrogate model is given by the coefficient of multiple determination 11 , R 2 , given as
where SS E is the sum of squares of errors (difference between the predicted value and the observations) and SS yy is the sum of squares of the difference between the mean and the observations. For a good fit, R 2 should be close to one.
Vaidyanathan et al. 9 used orthogonal array (OA) 22 to generate 54 design points for the single element rocket injector based on the 4 design variables, of which 14 were selected for testing the RSAs. These 14 design points were selected using a kfold cross validation technique 23 . Of the 40 design points used two were unacceptable because the corresponding CFD solutions exhibited unsteady behaviors. Quadratic polynomials were generated for TF max , TW 4 and X cc . A reduced cubic polynomial was fit for TT max . For TT max , all 52 design points were used for the RSA and the testing was done using the press statistic measure 12 . The normalized design variables and objectives are used for the RSAs. The obtained RSAs are shown below. Vaidyanthan et al. 9 have compared different error measures to show that the generated RSAs are accurate enough. Additionally, the R 2 nonlinear listed in Table 2 for the 4 objectives have values close to 1 for all the objectives suggestion a good fit.
C. Sensitivity Analysis
Unlike local sensitivity where the partial derivatives are used to locally estimate the sensitivity of an objective to a specific design variable, global sensitivity allows the study of overall model behavior 14 . Sobol 14 has proposed a variance-based nonparametric approach to estimate the global sensitivity using Monte Carlo methods. To explain the concept, the surrogate model of the performance measure, X cc as a function of the normalized design variables, (α, ∆HA, ∆OA, OPTT) is used. To calculate the total sensitivity to any design variable, say α, the design variable set is divided into two complementary subsets, α and Z (Z = ∆HA, ∆OA, OPTT). The purpose of using these subsets is to isolate the influence of α on X cc variability from the influence of the remaining design variables included in Z. The total sensitivity index for α is then defined as
where
D α is the partial variance associated with α and D α,Z is the sum of all partial variances associated with any combination of the remaining variables representing the interactions between α and Z. Similarly the partial variance for Z can be defined as D Z . Therefore the total variability of the performance measure can be written as
In this study, the multidimensional integrals for computing the partial variances can be evaluated analytically. However, the Monte Carlo approach which is applicable under rather general conditions (e.g., any model, design under uncertainty) has been adopted. The designs for the current approach are selected without any preference of one design over the other from the uniformly distributed design space of unit sides. Hence the design variables are uncorrelated which is essential for the effective implementation of the method proposed by Sobol 14 . The variance estimates can be obtained using the following expressions:
where f 0 defines the mean of X cc .
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where the terms (α, Z) and (α', Z') represent random sample designs. Equations (10), (11) and (12) give the estimates for D α , D and D Z , respectively and D α,Z can be calculated using Equation (8) . Once these estimates are known the main factor and total sensitivity indices of the objectives variability with respect to a given design variable can be obtained using Equation (6) . The influence of a design variable on an objective variability without accounting for any of its interactions with other variables is called a main factor index and given as
For the current study, to estimate the global sensitivity indices 10 7 pairs of random designs were necessary to achieve a convergence to the third significant digit in the index values. Note that: each pair of random samples requires three different objective function evaluations (eg. X cc (α, Z), X cc (α, Z') and X cc (α', Z)), the mean and the total variance of an objective need to be estimated only once, and only two Monte Carlo integrals per design variable are necessary to compute the main factor and total sensitivity indices. The sensitivity indices are computed using a Matlab 24 code which is validated using a well-known benchmark problem 25 .
These indices will be used to understand the influence of design variables of the injector on the variability of life/survivability and performance related objectives. The design variables at different regions along the POF share some similar features. Therefore, the design variables are correlated and this correlation has to be accounted for before estimating the influence of a design variable on an objective. For this purpose, a partial correlation coefficient 15 was calculated.
A partial correlation coefficient 15 gives a measure of the linear relationship of a design variable, say α, with an objective, say X cc , after the influence of other variables have been filtered out. Linear fits are obtained for α and X cc as a function of Z (Z = ∆HA, ∆OA, OPTT) and the residuals measured as the difference between the data used for fitting and the predicted 7 value of the fit are estimated. A partial correlation coefficient is the correlation between these two residuals , r 1 and r 2 15 is a visualization tool which can help understand the variability in the design variables and objectives within the clusters of the POF. It can also assist identifying the design variable that could be fixed when analyzing a given cluster. A schematic of a box plot with the y-axis representing the range of the normalized design variable is shown in Figure 5 . Figure 5 shows that 25%, 50% and 75% of the data lie below the lower hinge, median and upper hinge, respectively. The difference between the upper and lower hinges is known as the "H-spread". The inner fence is located 1 step beyond the hinges which is equal to 1.5 times the H-spread. The upper adjacent value is identified as the largest value below the upper inner fence. The lower inner fence and lower adjacent value can be similarly determined. These box plots will be used to visualize the variability along the POF. The spread between the upper and lower adjacent values gives the range of variation of a variable in a given set. Any variable lying beyond this spread is a potential outlier of the set. Small range gives a tight bound on that particular variable. Sometimes the box plot is known to collapse to a single point which suggests that the variable should be fixed at that value.
E. Multi-Objective Genetic Algorithm (MOGA) for Pareto Optimal Front
MOGA has been widely used to address multi-objective optimization problem. Before describing the algorithm, it is essential to understand the concept of dominated and non-dominated solutions. In a multi-objective optimization scenario, when the objectives are conflicting in nature, many representative optimal solutions can be obtained. All these solutions comprise a set called the Pareto-optimal set 26 . These solutions are such that no improvement is possible in any objective without sacrificing at least one of the remaining objectives. Hence these solutions are non-dominated. On the other hand if for a given solution there are other solutions where improvement in any objective is possible without sacrificing the remaining objectives, that solution is said to be dominated. The function space of all the non-dominated solutions in the Pareto-optimal set is termed the Pareto-optimal front (POF) 26 . When there are two objectives, the POF is a curve. When there are three objectives, the POF is represented by a surface. If there are more than three objectives, it is represented by hyper-surfaces.
MOGA works on the principle of survival of the fittest. Genetic operators like reproduction, crossover and mutation are employed for finding the optimal solution. The multi-objective injector design optimization problem has been solved by Goel at al. 10 . In this study, NSGA -II 16 is used as the MOGA for finding the Pareto-optimal solutions. The algorithm of NSGA -II can be described as:
1. Randomly initialize population (injector designs) of size N. 2. Compute objective functions for each design. 3. Rank the population using non-domination criteria. 4. Compute crowding distance (This distance finds the relative closeness of the solution with other solutions in the objective space.) 5. Employ genetic operators -selection, crossover & mutation -Create new population. 6. Evaluate objective functions for the new population. 7. Combine the two populations, rank them and compute the crowding distance. 8. Select N best individuals. 9. Go to step 3 and repeat till termination criteria is reached, which in the current study is chosen to be the number of generations.
It is shown in a number of studies that using a combination of GA and local search (also known as hybrid GA), helps achieve faster convergence to the global Pareto optimal solution set 17, 27-30 . The posteriori hybrid method 17 used in this study assumes the set of solutions generated by GA simulations as a starting point for the local search. Most of the local search methods are very efficient only for single objective optimization problems. Hence, a ∈-constraint strategy 17 is used to reduce the dimensionality of the current problem. Sequential quadratic programming, available in Matlab 24 , serves as the local search optimizer. This gives a set of solutions from which the dominated and duplicate solutions are removed to obtain the global Pareto optimal solution set.
The multi-objective optimization problem is solved using the NSGA -II algorithm 10 and further refined using the ∈-constraint local search strategy coded in Matlab 24 . In this strategy, first, one of the objectives is treated as the objective function and rest of the objectives are treated as equality constraints . The constraint value is set equal to the corresponding objective value as found by NSGA -II simulation. The corresponding design variable vector is used as initial guess. This procedure is repeated for all individuals (designs) in the population. This gives a set of Pareto optimal solutions, referred to as Set 1 in this study. Next, a different objective is chosen as the objective and the remaining objective functions are treated as constraints. For this problem, the obtained Pareto optimal set is referred to as Set 2. Similarly, that many Pareto optimal set are obtained as the number of objectives. Now all the obtained Pareto optimal solutions (Sets 1, 2, …) and the original NSGA -II set are combined. To find the true Pareto optimal front, a non-domination check is carried out on this set of solutions and duplicates are removed.
F. Hierarchical Clustering Method
The POF can be divided into a number of clusters using a hierarchical clustering algorithm 18 to assist the designer in selecting the optimal solution of choice. The clustering algorithm can be summarized as:
1. Start by assuming all the solutions as individual clusters. 2. Find the mean of each cluster. 3. Find the distance between clusters. 4. Merge closest clusters. 5. Go to step 2 till the number of clusters is equal to K. 6. Find the member of each cluster closest to the mean of the cluster. This is the representative element.
IV. Results and Discussion
It has been observed by Vaidyanathan et al. 9 that the four objectives, based on the designs obtained during single objective minimization, largely fall into two groups: (TF max , TW 4 ) and (TT max , X cc ). However, there are differences between them. The change in oxygen flow area, ∆OA, affects the two objectives in each group differently. The observation also indicates that the three life/survivability -related objectives require compromises among design variables. Minimizing TF max and TW 4 leads to a design with α equal to zero (shear coaxial element), maximum fuel flow area and the thickest post tip. This design also yields moderate to poor performance due to the slow mixing across the shear layer. Minimizing TT max and X cc results in an impinging-like design with α equal to one. It also has the minimum fuel flow area and the thinnest post tip thickness. This design performs well, but has very high wall and injector face temperatures. In the present effort, the sensitivity of the objective variability to the design variables, trade-offs between selected objectives and the POFs are systematically investigated. Table 1 summarizes the results of this study and lists the essential and non-essential design variables with respect to individual objective variability. A design variable is considered essential if it is responsible for at least 5% of the objective variability. Figure 6 shows the percentage of main factor (S i ) contribution of different design variables to individual objectives. The variability of TF max is largely influenced by ∆HA and moderately by α (Figure 6a ). The effect of the other design variables is marginal suggesting that they are non-essential and in principle could be fixed. The variability of TW 4 is considerably influenced only by ∆HA (Figure 6b ). TT max is influenced considerably by OPTT and marginally by α ( Figure  6c ). For X cc , ∆HA, ∆OA and α have considerable influence (Figure 6d ). The total sensitivity indices (S i total ) were computed and compared with the main factors (S i ) and it was found that the contributions of the cross-interactions among the design variables to the objectives variability were negligible.
A. Global Analyses
In the current injector design study, for example, the design variables ∆OA and OPTT can be fixed at their mean value (0.5) for objective TF max as this does not result in significant differences in the prediction. The mean error (difference between predictions) throughout the design space between modified surrogate models (obtained by fixing the non-essential design variables at their mean values), and the actual surrogate models listed in Equations (2)- (5), are given in Table 1 . The error for TW 4 is about 12% suggesting that the cut-off for the non-essential variables may have to be lowered to capture additional features of the original model. The mean error in the modified RSA of the remaining objectives is about 6%, suggesting that they capture the original RSA reasonably well. This information can be used for dimensionality reduction and therefore, to ease the search for optimum designs. But since the number of design variables is small the remaining studies are carried out without fixing the non-essential variables. From an engineer's viewpoint and interest, this study provides an insight into the physics of a design problem by highlighting the design features that govern the individual objectives.
Linear surrogate models for the four objectives are constructed as a function of the four design variables. The corresponding coefficients are shown in Table 2 . The magnitude of the coefficients agrees well with the essential and nonessential nature of the design variables for each objective. Additionally, the R 2 values for the linear RSA are compared with those of the RSAs generated by Vaidyanathan et al. 9 (R A correlation analysis was then carried out to observe the interactions between objectives. A total of 14641 (11 4 ) design points were generated over the complete design space by varying one variable at a time by a constant value. The objectives were calculated using the RSAs. The correlation matrix C des and corresponding p-values are computed using Matlab 28 .
The correlation matrix, C des shows that there is a strong correlation between objectives TF max and TW 4 , as the corresponding coefficient is very close to 1. P-values and 95% confidence intervals for the correlation coefficients also establish the statistical significance of the results. Low P-values (<< 0.05) confirms the significance of the correlation results. This finding is in agreement with the observations made by Vaidyanathan et al. 9 . TW 4 is excluded and the optimization problem is formulated with the remaining three objectives as given by Equations (2), (4) 
B. Pareto Front Analyses
The trade-offs between objectives and sensitivity analyses are carried out at the POF. The Pareto fronts of (TF max , X cc ) and (TF max , TT max ) are of interest as these objectives conflict one another. Figure 7a shows the relation between TF max and X cc . The O 2 post tip temperature, TT max is ignored. It can be seen that the POF in this case is linear over a large region. A small increase in the value of TF max (≈ 10%) reduces the combustion length, X cc , by nearly 50%. Figure 7b shows the relation between TF max and TT max . The combustion length, X cc is ignored. It is obvious that the POF is non-convex. It is also seen that a small drop in the value of the face temperature ( ≈ 10%) can reduce the tip temperature TT max by nearly 60%. Hence at a small cost of TF max both X cc and TT max improves considerably.
Following the trade-off studies, the three objectives (TF max , X cc and TT max ) optimization problem is solved using the NSGA -II algorithm 10 and the ∈-constraint local search strategy as described earlier. A ll the Pareto optimal solutions obtained using this approach and the original NSGA -II set are combined. A non-domination check on this set of 400 solutions yields 254 non-dominated solutions. After removing the duplicates, there are 249 solutions, which are on the POF. These solutions are shown in Figure 8 . This solution set is the global Pareto optimal solution set.
The hierarchical clustering algorithm 18 is used to divide the obtained POF into 9 clusters for sensitivity and trade-off analyses . Values of the design variables and objectives for these designs are shown in Table 3 . Graphically, the solutions are shown on the POF in Figure 8 . It is clear from Figure 8 that solutions are selected uniformly over the design space. In Figure 9 , the box plots of the design variables for clusters 1, 3, 6 and 9 are shown. The box plots for the objectives are shown in Figure 10 . These plots highlight the variability of the design variables and objectives in each cluster.
For cluster 1 it is seen that the value of a is fixed at 0 (shear coaxial injector) (Figure 9a ) and ∆HA is fixed at 1 (Figure 9b ). This suggests that in this cluster, the designs are sensitive to a and ∆HA both of which reach their extreme values. The remaining two design variables ∆OA (Figure 9c ) and OPTT (Figure 9d ), vary over a range. It is observed that TF max is minimized (Figure 10a ) where as X cc and TT max lie near their maximum and have little variability. Hence the designs in cluster 1 tend to minimize TF max and represent shear coaxial injector designs. The design variables ∆OA and OPTT do not influence TF max but affect the remaining objectives, X cc and TT max . Partial correlation coefficients are estimated to obtain the relationship between these design variables and objectives (Table 4) . It is noticed that as ∆OA increases, X cc increases (R corr = 1.00) and TT max decreases (R corr = -0.638). As OPTT decreases both X cc and TT max decrease (R corr = 1.00 for both).
Similar observations can be made for clusters 3, 6 and 9. Figures 10a-c show that with increase in TF max , from cluster 1 to cluster 9, X cc and TT max decrease (based on the median of the box plots). This highlights the trade-off between the objectives. Cluster 9 provides information about the opposing trend as to what was observed in cluster 1. As objectives X cc and TT max are minimized (Figures 10b, 10c ) an impinging injector design is obtained (α ~ 1, Figure 9a ) with TF max exhibiting high values (Figure 10a ). The ∆HA is near minimum (Figure 9b ) contrary to the design in cluster 1 where high ∆HA minimized TF max . The ∆OA has considerable variation which suggests that the variability of objectives, X cc and TT max are not largely affected by this design variable. Figure 9d shows that X cc and TT max are minimized for the minimum value of OPTT. Table 4 gives the partial correlation coefficients for the set of design variables and the objectives in each cluster which shows considerable variation. The partial correlation coefficients for the combinations left out are effectively zero.
V. Summary and Conclusion
Different tools have been used to conduct sensitivity and trade-off analyses of a liquid rocket injector design. Global analyses have been conducted to observe the influence of design variables on the objective variability and estimate the correlation between objectives. A POF, generated using a RSA-MOGA coupled approach, is used to conduct trade-off studies between objectives. A 3-objective POF has been divided into 9 clusters and box plots have been used to observe the variability of the designs in each cluster. Additionally, partial correlation coefficients have been calculated to derive a relationship between the objectives and design variables in each cluster. Such analyses provide the designer with enough information to filter out designs based on his specific needs. Some observations based on the tools used, their performance, and the different design aspects of the injector are highlighted below.
• The global sensitivity indices (main factor and total sensitivity indices) help identify which design variable is essential for objective variability. Additionally, point out the effect of cross interactions among the design variables on the objectives variability.
• The variability of TF max depends on a and ∆HA, TW 4 on ∆HA, TT max on a and OPTT and X cc on a, ∆HA and ∆OA.
The rest of the design variables for each objective can, in principle, be fixed, as their contribution to the objective variability is marginal. It is noticed that the mean errors between the modified RSAs and the original RSAs are about 6-12%.
• It is observed that TF max and TW 4 are strongly correlated and hence TW 4 is excluded from the multi-objective optimization study.
• The conflicting nature of the objectives (TF max , TT max ) and (TF max , X cc ) is observed by examining the corresponding POFs. For a small cost in TF max (~10%) , both X cc and TT max (~50%) can be decreased considerably.
• The POF obtained for the 3-objective study (TF max , TT max and X cc ) gives an idea of the various comp romises among the different objectives. A hierarchical clustering approach helps divide the POF into regions of similar objective goals.
• Box plots and partial correlation coefficients can assist the design selection along the POF. Box plots identify the variability of design variables and objectives in each cluster. Partial correlation coefficient identifies linear trends between the design variables and objectives.
• To minimize TF max it is essential to have a shear coaxial injector (α = 0) and maximum change in baseline H 2 flow area. To minimize X cc and TT max , an impinging injector (α > 0) is required with minimum change in baseline H 2 flow area.
This study has offered in-depth information about the different design aspects pertaining to the design variables and objectives. We have been able to identify the importance of different design variables for individual objectives and also notice the influence of the objectives in each other. The POF of the 3-objective study gives different choices for the designer to look into but the key observation is that for a marginal cost in the injector face temperature, TF max , the performance, X cc and O 2 post tip temperature, TT max can be considerably reduced. Table 4 
