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Abstract
Convoluted, s-shaped ducts form an integral part of many subsystems in engineering appli-
cations and specifically the aviation industry. They are used, for example, as inlet ducts for
fuselage embedded jet engines and as connector pipes between high and low pressure turbine
or compressor stages. With a strong curvature and a diffusive nature, the geometry acts on the
throughflow making it prone to separate and experience significant cross-stream pressure gradi-
ents. The geometry and resulting flow phenomena lead to a non-uniform and highly unsteady
flow field in the duct aft the inflection point. Those effects are detrimental to the overall per-
formance of the convoluted duct, reducing the pressure recovery and increasing the distortion
parameters.
S-shaped ducts have been studied by a large number of researchers for many years. Tra-
ditionally, many studies rely on steady state simulations and time averaged experimental data
to characterise the flow in convoluted ducts and analyse their performance. However, more re-
cent findings point to the need of transient data to fully understand the dynamic nature of the
throughflow and discuss the complex flow physics. This is something that is lacking from many
studies reported in the current literature.
This is addressed with computational fluid dynamics (CFD) studies of the throughflow in
the s-duct using the open source tool OpenFOAM. First low fidelity, steady state simulations
are set up before higher fidelity, transient delayed detached eddy simulations (DDES) are con-
ducted. Baseline s-duct throughflow computations are validated against experimental data from
literature with very good agreement of pressure recovery values, wall static pressure contours,
and flow structures. CFD data is next post processed with statistical and modal decomposition
methods. Coherent structures and phase information are obtained from the proper orthogonal
decomposition (POD) and the dynamic mode decomposition (DMD) methods.
Modal decomposition analysis of DDES data confirms the existance of the horizontal shif-
ing mode. Contrary to previous findings, the presence of a second vertical shifting mode is
observed from DDES data. Occurance rates and phase information are determined from the
DMD analysis.
The recent surge of interest in plasma actuators is clearly illustrated by the high research
output that has been reported in literature. Dielectric barrier discharge (DBD) plasma actuators
have been studied and successfully applied to control external aerodynamics on aerofoils and
i
bluff bodies. However, successful flow control in convoluted ducts has not been reported with
this technology for realistic Reynolds numbers.
The DBD plasma characterisation is conducted on two types of actuators: alternating current
(ac) and nanosecond (ns) DBD plasma actuators. The Schlieren imaging technique is used with
ns-DBD plasmas to record density changes and establish the shock front strength and propaga-
tion speed with changing ambient pressure. Higher ambient pressures result in stronger shock
waves; this has been observed irrespective of the actuator thickness. This might be explained
with fewer air molecules to ionize at lower ambient pressures and hence a lower temperature
from the exothermal recombination reactions.
For ac-DBD actuators, thinner dielectric materials outperformed thicker ones in terms of
ionisation strength with constant voltage input. The smallest dielectric constant of the materials
tested resulted in higher induced velocities. Using particle image velocimetry (PIV), a high
gradient of velocity reduction with streamwise distance was recorded in the plasma jet. This is
significant, as it shows plasma actuators have mostly localised effects.
Experimental campaigns are set up such that the DBD experiments are coherent studies in
their own right. However, the main purpose of plasma experiments in the context of this thesis
is to collect data to validate numerical plasma models. Those phenomenological plasma models
are subsequently used for numerical flow control studies on the s-shaped duct. Phenomenolog-
ical plasma models match the experimental data well when tuned. However, the flow control
studies did not show a performance improvement in the convoluted duct.
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Nomenclature
UNITS
All units of measurement throughout this thesis conform to the Systeme Internationale, with
deviations from this rule noted where appropriate.
SYMBOLS
The following symbols are used throughout this thesis. Where a symbol is used only briefly, it
is defined at the appropriate point in the text.
GREEK SYMBOLS
symbol description units
β ns-DBD model Gaussian profile parameter
δ boundary layer thickness
ε dielectric constant / relative permittivity
γ ns-DBD model Gaussian profile parameter
ω specific dissipation rate 1/s
λ eigenvalues
ρ density kg/m3
σ standard deviation
χ ambient temperature multiplication factor
ABBREVIATIONS
symbol description units
AIP aerodynamic interface plane
BL boundary layer
CAD computer aided design
CFD computational fluid dynamics
xxi
CI confidence interval
Cp static pressure coefficient
DAQ data aquisition system
DBD dielectric barrier discharge
DC direct current
DCθ total pressure distortion coefficient
DDES delayed detached eddy simulation
DES detached eddy simulation
DFT discrete Fourier transform
DMD dynamic mode decomposition
DNS direct numerical simulation
DoE design of experiment
EHD electrohydrodynamics force
EMI electrmagnetic interference
fft fast fourier transform
GRE glass reinforced epoxy
HPC high performance computing
k turbulent kinetic energy m2/s2
LES large eddy simulation
Ma Mach number
MAM mid-point approximation method
MOGA multi objective genetic algorithm
NWTF national wind tunnel facility
PA plasma actuator
Ps static pressure Pascals
Pt total pressure Pascals
PIV particle image velocimetry
POD proper orthogonal decomposition
PRs static pressure recovery
PRt total pressure recovery
PTFE polyimide Kapton / Polytetrafluoroethylene
q dynamic pressure Pascals
RANS Reynolds averaged Navier-Stokes
Re Reynolds number
RMS root mean square
RSM response surface model
s entropy J
K
sc distance along duct centreline m
NOMENCLATURE xxiii
SCθ swirl distortion coefficient
SGS sub grid scale
sPIV stereoscopic particle image velocimetry
St Strouhal number
SQP sequential quadratic programming
SST shear stress transport
Tg glass transition temperature K
u, v, w velocity components m/s
UAV unmanned aerial vehicle
URANS unsteady RANS
UV ultra violet
VG vortex generator

Chapter 1
Introduction
The s-shaped duct is a key component on air breathing engines being used as an inlet for fuse-
lage embedded jet engines or as a connecting duct between turbine stages. Turbine connecting
ducts are annular in design and are not considered in detail for this work. With detrimental
flow physics dominating the duct throughflow an effort is made to understand the complex flow
physics in more detail and improve the performance parameters of the throughflow. To that end
plasma actuators, a novel active flow control technique, are used in various numerical studies
to characterise their effect. Computational simulations are conducted to first characterise the
baseline throughflow and apply active plasma flow control next. Figure 1.1 shows a snapshot
of the velocity magnitude along the symmetry plane in the baseline, convoluted duct geometry
used for this work. The geometry is adapted from Wellborn [1]. This thesis aims to investigate
the use of plasma actuators as active flow control techniques in s-shaped, convoluted ducts.
Figure 1.1: Throughflow snapshot of velocity magnitude (ms−1) along the symmetry plane as
well as the s-duct inlet and outlet planes. Simulation conducted in OpenFOAM.
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1.1 Background
Performance is key in the aviation sector, now more so than ever with growing pressures on
the industry due to a changing climate, greater scrutiny by the public and shareholders, and
awareness of the footprint the sector leaves on the planet. Operational costs, fuel efficiency,
and noise levels of modern airplane engines are a prime concern for environmental and business
reasons. The European Comission has launched a research and innovation programme, Clean
Sky, with ambitious environmental goals for the aviation industry. The programme provides
emission reduction targets, research funding, and collaboration opportunities for academia and
industral partners. Following the success of the initial Clean Sky Programme, its successor,
Clean Sky 2, was launched in 2014 as part of the Horizon 2020 research and innovation initiative.
Clean Sky 2 aims to be the main contributor to the Flightpath 2050 goals. These goals and targets
are:
• A 75% reduction in carbon dioxide (CO2) emissions;
• A 90% reduction in mono-nitrogen oxides (NOX);
• A noise reduction of flying aircraft of 65%;
• Mitigate the environmental impact of the lifecycle of aircraft and related products by de-
signing and manufacturing aircraft to be recyclable.
In line with the current business climate, new ideas and old approaches are being looked at
for potential performance benefits. One possibility to achieve a higher performance in aviation
is through reducing losses in the system and improving the quality of the air flow. This can be
achieved directly by reducing the weight of components or indirectly by increasing the pressure
in jet engine systems allowing a more efficient operation.
A key component of many air breathing engines is the convoluted, s-shaped duct. Guiding
the air flow to aft engine components, the s-shaped duct has a high potential for performance
improvements due to inherent detrimental flow physics. These are mostly driven by the cen-
treline curvature, the diffusion ratio, and centrifugal pressure gradients. The interplay of those
characteristics leads to strong secondary flows and a separated flow region. This in turn results
in a high level of unsteadiness and nonuniformity of the flowfield at the aerodynamic interface
plane (AIP). For this work, the s-shaped duct geometry was taken from literature. The decision
was made as there is detailed experimental data available in the public domain. This data is used
for validation and comparison. More detailed analysis of the flow physics in convoluted ducts
and the performance criteria is given in chapter 2.
Detrimental flow physics is traditionally tackled by various means of flow control to influ-
ence the fluid and improve a chosen performance parameter. The s-shaped, convoluted duct has
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also been subject to many flow control studies with both passive as well as active flow con-
trol methods. What has not been investigated, however, is the suitability of active plasma flow
control devices in s-shaped ducts.
Plasma actuators are a relatively novel form of flow control devices. Dielectric barrier dis-
charge (DBD) plasma actuators operate with high voltage waveforms to ionise the air layer near
the actuator. Depending on the mode of operation two distinct types can be characterised. The
nanosecond (ns) DBD plasma actuator is fed with nanosecond voltage pulses generating a sonic
pressure wave in the discharge region. The alternating current (ac) DBD actuator discharge oc-
curs on a longer timescale resulting in a wall bounded jet. The primary aim for using plasma
actuators as flow control devices is to delay or suppress the separation onset in the s-duct by
influencing the boundary layer upstream of the separation onset. If successful, this would sig-
nificantly decrease the non-uniform velocity profile at the AIP and reduce transient fluctuation
levels of flow phenomena. More details on plasma actuators are given in chapter 4.
Numerical simulations of the throughflow are performed with OpenFOAM. OpenFOAM
(Open Field Operation and Manipulation) is a computational fluid dynamics (CFD) toolbox
used to simulate many complex fluid flows involving chemical reactions, turbulence modelling,
and heat transfer. The core technology is a set of efficient C++ modules. This software package
is available open source which allows users to add their own functionality to the code and tailor
solution approaches to each specific problem.
In this work the suitability of plasma actuators to control the flow through an s-shaped duct
is investigated numerically.
1.2 Research objectives & scope
The main research question of this work is to evaluate the effect of active plasma flow control
on the throughflow and performance parameters in the s-shaped duct. Particular interest is put
on the transient flow properties.
The objectives addressing the main research question and the scope of the investigation are
summarised in bullet form:
• validate OpenFOAM computational fluid dynamics software for simulations of convoluted
ducts;
• characterise flow physics & fluid structures in convoluted duct;
• characterise plasma actuators experimentally for active flow control;
• create & validate plasma flow control numerical model in OpenFOAM;
• apply active plasma flow control to convoluted duct.
1.3 Thesis outline
Following the introduction, chapter 2 is dedicated to the literature survey on convoluted ducts. It
outlines past and current literature on the topic of flow physics in s-shaped ducts as well as flow
control research conducted on it. There are separate sections on passive and active flow control
studies including optimisation campaigns of both geometry and flow control devices.
In chapter 3 the baseline convoluted duct throughflow is presented and analysed with novel
and traditional performance criteria. Numerical simulations are validated against experimental
data from literature and compared to other numerical studies from the public domain. This
chapter is based on compressible, transient numerical simulations and uses modal decomposition
techniques to gain insight into dominant modes and their influence on the throughflow.
Chapter 4 introduces the reader to the operating principles of plasma actuators with the
two main types used in this work. The experimental campaigns undertaken to characterise the
performance of plasma actuators is outlined. Two experimental campaigns are presented: one
for the ac-DBD actuator and one for the ns-DBD actuator.
Chapter 5 follows up on the results of chapter 4 by presenting numerical models that simulate
plasma actuators. The simulation results are compared to experimental data gathered during the
experimental campaigns described in chapter 4. For each of the two plasma actuator types one
numerical model is introduced, discussed, and validated.
Next, in chapter 6, the numerical functionalities of ac-DBD and ns-DBD plasma actuators
from chapter 5 are applied to the throughflow simulations of the baseline, convoluted duct geom-
etry from chapter 3. Initially numerical studies were conducted with four different placements of
the plasma actuators within the duct for ac-DBD actuators to establish the actuator location with
the most impact on the flow. Those simulations are performed with a steady state solver. The
selected location is then used for both ns-DBD and ac-DBD actuator flow control with transient
simulations and a selected actuation frequency.
1.4 Originality & contribution
The research undertaken for this work resulted in a number of contributions to the current state
of knowledge. The main contributions were also presented separately in journal publications.
An experimental campaign on the pressure dependency of ns-DBD plasma actuators was
conducted. Results were published in the Journal Physics of Plasmas. This study established
the effect of ambient pressure from 30 kPa to atmospheric levels on the shock wave propagation
speed and strength, showing clear trends with decreasing ambient pressure. Higher ambient
pressures result in stronger shock waves; this has been observed irrespective of the actuator
thickness.
The effect of permittivity and frequency on induced velocity in ac-DBD plasma actuators
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was established experimentally with results published in the Journal Sensors and Actuators A:
Physical. Both surface and channel plasma actuators were used with three different dielectric
materials and five thicknesses of dielectric material. Surface plasma actuators with thinner di-
electric materials outperformed thicker ones for a given high voltage input. For the channel
actuator a high gradient of velocity reduction with streamwise distance from the exposed elec-
trode was also observed.
Furthermore, the numerical computations were conducted in an open source CFD solver
which has not previously been reported in literature. Simulation snapshots were then analysed
with modal decomposition techniques. The proper orthoganal decomposition (POD) is a well
established analysis tool, but the dynamic mode decomposition (DMD) has not been applied to
convoluted duct throughflow snapshots. With the DMD, phase information and frequency of
occurance of coherent structures can be extracted from data. Findings from the numerical study
have been submitted to the Journal of Fluid Mechanics for publication.
1.5 Research outcomes
The following list points out the research outcomes based on the work undertaken as part of the
PhD project.
Published work:
• Michael M. Wojewodka, Craig White, Shahrokh Shahpar, Konstantinos Kontis, A review
of flow control techniques and optimisation in s-shaped ducts, International Journal of
Heat and Fluid Flow, Volume 74, December 2018
• Michael M. Wojewodka, Craig White, Takahiro Ukai, Andrew Russell, Konstantinos Kon-
tis, Pressure dependency on a nanosecond pulsed dielectric barrier discharge plasma actu-
ator, Physics of Plasmas, Volume 26(6), June 2019
• Michael M. Wojewodka, Craig White, Konstantinos Kontis, Effect of permittivity and
frequency on induced velocity in ac-DBD surface and channel plasma actuators, Journal
of Sensors and Actuators, Elsevier Press, Volume 303, January 2020
Submitted work:
• Michael M. Wojewodka, Craig White, Konstantinos Kontis, Shahrokh Shahpar, Numeri-
cal study of complex flow physics and coherent structures of the flow through a convoluted
duct
Conferences:
• Michael M. Wojewodka, Craig White, Konstantinos Kontis, Complex flow physics and
fluid structures in convoluted ducts, ASME Turbomachinery Exhibition and Conference,
Phoenix Arizona, 2019
Chapter 2
Literature survey
The s-shaped duct, an example of which is shown in Figure 2.1, has a number of distinct advan-
tages. Due to the curvature in the duct, the incoming air is slowed down much faster than in con-
ventional straight ducts which leads to shorter designs and considerable weight savings [5,6]. It
is estimated that the net weight of an aircraft would decrease by 15% if the length of the fuselage
is reduced by one inlet diameter [7]. This has particular relevance only when propulsion systems
are integrated within the airframe and not pod mounted under an aircraft’s wing. Moreover, the
curved inlet is a line-of-sight blockage to the engine fan/compressor and thus effectively lowers
the noise level as well as radar and infrared signatures [5,7]. Further weight saving potential ex-
ists for unmanned aerial vehicles (UAVs) as their total size is often determined by the propulsion
system [6]: a shorter propulsion system would directly relate to a smaller UAV.
Figure 2.1: S-shaped duct. Geometry adapted from Wellborn [1]. Symbols denote: H = vertical
offset; D1 = inlet diameter, D2 = outlet diameter; L1 = horizontal distance to inflection point
from inlet; L2 = horizontal distance to outlet from inflection point; R1 = radius of first arc; R2
= radius of second arc. Figure taken from [8].
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S-shaped ducts have been used as intakes on a number of commercial and military airplanes
(engines) such as the Boeing 727 (P&W JT8D), the Lockheed Tristar L-1011 (RR-RB211), the
General Dynamics F-16 (P&W F100), and the McDonell-Douglas F-18 (GE F404) with the en-
gine buried in the fuselage. The convoluted s-duct has also been employed to join compressor
and turbine stages in turbomachinery. However, the duct design introduces a number of unde-
sirable flow features, such as a non-uniform pressure distribution at the aerodynamic interface
plane (AIP), i.e. the plane between the exit of the intake and the compressor/fan of the engine,
and flow separation for particularly aggressive convoluted ducts. These undesirable flow features
reduce the efficiency of the s-shaped inlets, increase the pressure loss, cause higher levels of fa-
tigue, and hence decrease the operational lives of the engine compressor/fan [7]. Non-uniform
flow conditions at the AIP also lower engine surge and stall limits [3].
2.1 Performance and geometrical parameters
S-shaped ducts are commonly characterised by their diffusion ratio, their radius ratio as well as
their length-to-diameter, LDR, and length-to-offset, LOR, ratios. The diffusion ratio depends
on the inlet and outlet diameters denoted by D1 and D2, respectively in Figure 2.1. The duct’s
centreline is specified by two arcs with respective radii R1 and R2. The radius ratio is defined
by the ratio of the arc radius to the inlet radius.
The two main criteria for evaluating the performance of engine intakes are total pressure
recovery and distortion coefficient. The latter one is described by various parameters as it is
defined in a number of ways [9, 10]. Total pressure recovery (PR) is defined as the mean value
of total pressure at the AIP < Pt−AIP > divided by the total pressure of the inlet freestream Pt−o
[11], i.e.,
PR =
< Pt−AIP >
Pt−o
. (2.1)
The distortion coefficient used in this work is denoted DCθ . Here θ represents the in-plane
angle in a chosen cross-section of the circular s-duct. This parameter is an indicator of the
non-uniformity of a flow property at a cross-section plane in the flow. The distortion coefficient
DCθ is computed by subtracting the minimum mean total pressure of all sectors of extent θ ,
< Pt−θ ,AIP >min, (usually equal to 60 degrees) at the AIP from the mean total pressure at the
AIP, < Pt−AIP >, and dividing the result by the dynamic pressure, q, at the AIP [11],
DCθ =
< Pt−AIP >−< Pt−θ ,AIP >min
q
. (2.2)
The swirl flow parameter, SCθ , is based on DCθ and is defined as the maximum average
circumferential component of the cross-flow velocity in a given theta degree sector MAX<
Ucross f low−θ−AIP >. The cross-flow velocity is the manitude of the in-plane velocities in the
y and z directions. This parameter is non-dimensionalised by dividing by the velocity on the
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centreline of the duct at the throat Ucentreline−throat [12],
SCθ =
MAX <Ucross f low−θ−AIP >
Ucentreline−throat
. (2.3)
Another swirl flow parameter, the swirl intensity, SI, is defined as the area weighted average
of absolute swirl angles for each measurement sector [13]:
SI =
∑mk=1 SS
+
k ∗θ
+
k +∑
m
k=1 SS
−
k ∗θ
−
k
360
, (2.4)
where θ−k and θ
+
k define the size of the swirl flow regions and SS
−
k and SS
+
k are symbols for
the negative and positive sector swirls, respectively.
Ideally, an s-shaped duct would have small LDR and LOR ratios (i.e. an aggressive design),
have a high PR for minimal losses, as well as low pressure and swirl distortion coefficients for a
uniform pressure distribution at the AIP with little swirl flow.
2.2 Flow physics in s-ducts
First, a schematic drawing (Figure 2.2) of widely accepted flow features in s-ducts is presented.
Figure 2.2 was created based on findings in the literature.
Depending on the diffusion rate, the radius of curvature and the strength of secondary flows,
flow separation is expected near the inflection point [1, 14]. The radius of curvature generates
centrifugal pressure gradients that, helped by the diffusion rate, develop into secondary flows
and promote a complex three-dimensional flow field [14–16].
The centrifugal body force creates a gradient of pressure between the concave and convex
sections of the duct walls [17]. Therefore, the higher velocity fluid is dragged from the top to
the bottom wall in the first bend and from the bottom to the top wall in the second bend. This
accounts for the low velocity region in the lower section of the AIP as slow moving fluid is less
affected by the centrifugal pressure gradients.
In the curving duct, the static pressure increases at the outer wall, contrary to the inner wall,
thickening the boundary layer (BL) [1, 15, 18]. Total pressure losses are most prominent in the
lower central region of the AIP and a smaller area at the top of the interface plane [13, 15, 19].
These pressure losses are caused by the secondary flow structures and flow separation in the first
bend and the adverse pressure gradient in the second bend, respectively [19].
Contrary to the reported results by Bensod and Bradshaw [20], it is generally agreed that the
time-averaged flow is symmetric about the symmetry plane of the s-duct. This was concluded in
studies by Taylor et al. [21,22] for low to medium Reynolds numbers (Re = 790 and Re = 48000)
as well as Vakili et al. [23] and Wellborn [1] for higher Reynolds numbers (Re = 3.25x106 and
Re = 2.6x106, respectively). This finding has been used extensively in numerical simulations
Figure 2.2: S-duct flow schematic, labelled with the major and widely accepted flow features.
On the top side, the +++ indicate a high pressure region and the - - - a low pressure region
on the bottom side. Streamlines are coloured with the normalised velocity magnitude. The
centreline velocity magnitude at the throat of the duct is used for normalising. Regions: A)
Favourable pressure gradient, thin BL; B) Diffusion causing cross-stream pressure gradients,
secondary flow, thickening of BL, and rising static pressure values; C) Radius of curvature
promotes centrifugal pressure gradients, cross-stream flow, and swirl formation; D) low energy
flow swept to inner wall in second bend; E) Low energy flow swept to inner wall in first bend; F)
Separation dependent on diffusion rate, secondary flows, and pressure gradient. Figure adapted
from [8].
and analysis of the through-flow with only half of the geometry being modelled. In steady, time-
averaged computations this results in a realistic representation of the flow. However, unsteady
flow phenomena are asymmetric by nature and hence, this assumption is void for detailed, time-
varying simulations of the flow field as demonstrated by Berens et al. [24].
This symmetric flow pattern is dominated by a pair of counter-rotating vortices that form in
the duct and propagate to the AIP. Guo and Seddon [25] report a double vortex pattern forming
after the second bend. As does Wellborn, stating that a large pair of counter-rotating vortices
evolves due to secondary flows dragging fluid from the BL into the core and thus degrading the
uniformity of the pressure profile [1]. Swirling flow also develops because the flow along the
centreline in a duct moves fastest and hence is subjected to a larger centrifugal force compared
to the flow along the duct walls [26]. Blockage, due to flow separation at the duct’s inflection
point, is responsible for the accelerated core flow [14].
Separation at the inflection point, an example of which is shown in Figure 2.3, is aided by the
adverse pressure gradient, diffusion, and secondary flows. Diffusion causes stream-wise pres-
sure gradients [27], resulting in a non-uniform pressure distribution that promotes separation.
The low energy flow in the separated region is affected more than any other part of the flow by
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the centrifugal pressure gradient associated with the bend, it is hence swept across the duct to
the inner wall as is reported by Guo and Seddon [25]. Brear et al. note that separation creates
large unsteady structures, with two vortices being the most distinctive features [28], leading to
a reduction in pressure recovery and a high level of unsteadiness. The exact mechanism, cause,
and effect of unsteadiness and flow phenomena such as separation, diffusion, and secondary
flows is not yet fully understood. However, recent studies have shed some light on the unsteady
features of flows in convoluted ducts [13, 16, 29].
Figure 2.3: Flow separation in convoluted duct at a Mach number of 0.6. Top: Wellborn’s exper-
imental oil-flow results [1]. Bottom: Authors’ CFD simulation with OpenFOAM. Streamlines
are coloured with the normalised streamwise velocity. The centreline streamwise velocity at the
throat of the duct is used for normalising. Figure adapted from [8].
A study by Luers [30] suggests that the distortion coefficient, in this case DC60, does not
change with the inlet Mach number. Zachos et al. [13], look at swirl, investigating the flow
through an s-duct at Mach numbers in the range 0.27-0.6 [13]. This study concludes that the
Mach number has little effect on the flow parameters. Both swirl descriptors, SI and SC60,
increase very weakly with higher Mach numbers as is shown in Figures 2.4 and 2.5.
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Figure 2.4: Swirl intensity vs inlet Mach number. Data replotted from [13].
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Figure 2.5: Swirl coefficient SC60 at AIP vs inlet Mach number. Data replotted from [13].
Unsteady flow measurements were conducted by Gil-Prieto et al.6 [16] in two circular s-
shaped ducts at Mach numbers of 0.27 and 0.6 [16]. They compared two ducts with two height-
to-length ratios H/L, of 0.5 and 0.27, respectively. It has to be noted that the snapshots of the flow
were under resolved temporally and the unsteadiness was quantified by a sample of statistically
representative data. Results show that the instantaneous flow features are different from the time-
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averaged properties. The difference in peak values of swirl distortion, for example, can be one
order of magnitude higher. Figure 2.6 shows the time averaged field and the standard deviation
of the pressure recovery and swirl at the AIP. The results are based on numerical analysis of
Delayed Detached Eddy Simulation (DDES) and are adapted from MacManus [29].
Figure 2.6: Average and standard deviation of pressure recovery and swirl at AIP of Wellborn
duct based on DDES simulation. Figure adapted from MacManus [29].
The literature survey on the subject of convolued ducts did not show any numerical studies
with the large eddy simulation (LES) or direct numerical simulation (DNS) techniques. Such
studies would fill a gap in the literature and provide benchmark data lower fidelity numeri-
cal studies and experimental findings can be compared against. However, due to the required
mesh resolution and computational expense for the LES and DNS techniques this is not readily
achievable.
Based on the analysis of stereoscopic PIV data, dominant modes of flow structures are iden-
tified in a follow-up study by Gil-Prieto et al. [31]. The results clearly show a switching as well
as a vertical mode. In the switching mode, the vortices observed in the mean flow alternate in
strength with either one dominating the flow pattern at the AIP - perturbing the circumferential
flow field. Gil-Prieto et al. [31] postulate that the vertical mode is associated with unsteadiness
of the centreline shear layer. Its effect is to shift the vortical structures, and hence the main loss
region, vertically from its time-averaged position (see Figure 2.7).
The described flow features are undesirable and much research has focussed on ways to
improve the flow at the AIP, using flow control devices, or geometry optimisation.
2.3 Passive flow control
2.3.1 Working principle of common passive flow control devices
Spoilers are commonly used as a swirl control device. The spoiler trips the flow which causes
separation and a decrease of the total pressure. A reduction in pressure gradients has a direct
effect on swirl formation. Fences and rails are also used to the same effect.
Vortex generators (VG) are mainly used to control separation. They re-energise the low
momentum fluid in the boundary layer by generating vortical structures that draw higher mo-
Figure 2.7: Switching and vertical modes (SM and VM respectively) at Mach number of 0.27.
Figure taken from [31]. Top: Proper orthogonal decomposition (POD) modal shapes with a)
symmetric distribution for the streamwise velocity component of the VM; b) vertical in-plane
perturbation (VM); c) anti-symmetric distribution of the switching mode; d) swirling perturba-
tion of the in-plane velocity. Bottom: Snapshots of vertical and switching modes superimposed
on the mean flow in the duct with a) showing the effect of the VM on the mean flow with a posi-
tive temporal coefficient, and b) with a negative temporal coefficient. The superimposed SM on
the mean flow is shown in c) and d) for a positive and negative temporal coefficient, respectively.
mentum fluid from the core flow in to the boundary layer. This mechanism delays the onset or
prevents separation of the BL. Vortex generators also introduce a secondary flow pattern within
the BL that, ideally, counters the naturally occuring one and prevents the formation of the pair of
counter rotating vortices [32]. Vortex generators come in different shapes and sizes. Schematic
diagrams of vane type, tapered-fin, and wishbone vortex generators are shown in Figure 2.8.
Submerged VGs have a much lower device drag than conventional VGs [33] - Lin [32]
reports a difference of an order of magnitude. Conventional VGs can produce vortices that are
too strong, due to their relative height compared to the boundary layer thickness (δ ), that do
not attenuate and disturb the flow past their intended range. However, in s-ducts a high rate
of vortex decay is desirable once short-range flow control is achieved. The effectiveness of
submerged VGs is in part attributed to the turbulent BL they are placed in. As the turbulent BL
has a fuller velocity profile than a laminar one, the submerged VGs have a higher velocity to
work with and hence create stronger vortices than in a laminar BL of similar height. The local
velocity at 20% height in a typical turbulent BL is already 75% of the freestream value [34].
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Figure 2.8: Schematic representation of various VG types: Counter and co-rotating configura-
tions of vane type VG in a) and b) respectively. Wishbone VG in c). Counter and co-rotating
configurations of tapered-fin VG in d) and e) respectively. Figure taken from [8].
Detrimentally, vortex generators, spoilers, fences, and rail devices cause an obstruction to the
flow, and have an associated drag penalty. From these four devices only the VG are positioned
axially, i.e. in the streamwise direction, so that the drag penalty is the smallest as they cause the
smallest obstruction to the flow.
2.3.2 Passive flow control devices employed in s-shaped ducts
Spoilers can be used to alter the swirl pattern and create a zero swirl flow as demonstrated in a
rectangular-to-circular cross-section s-duct by Guo and Seddon at 40 ms−1. A solid spoiler of
0.13w (where w is the ratio of spoiler width to duct width at throat) gives a zero swirl coeffi-
cient [12]. However, its side-area results in high drag at low incidence flows, and hence high
pressure losses. In a similar study, swirl reduction by using spoilers was also demonstrated in
convoluted ducts (U=38 ms−1, Re = 3.8x105), with both horizontal and vertical offsets [35].
Vakili et al. used a thick rail device of thickness equal to the BL height, to successfully control
swirl formation and eliminate flow separation [23] in an s-duct of circular cross-section (Ma =
0.6, Re = 3.25x106). As in Guo and Seddon’s study [12], this also resulted in losses due to
a high induced drag and blockage to the flow. The distortion coefficient, DC60, at the AIP was
degraded (from 0.559 to 0.772) by the rail device.
Reichert and Wendt [2] used arrays of wishbone VG in the Wellborn s-duct. The study
looked at VG streamwise location, their spacing, and their height (40%, 100%, and 160% of
BL height). Even though some configurations were effective in improving pressure recovery, no
configuration tested managed to reduce pressure distortion values at the AIP. This may be partly
due to the counter-rotating vortices produced by each wishbone VG. Counter-rotating vortices
interfere with one another resulting in vortex interference and a reduction in vortex strength [36].
Marginal effects on the flow of wishbone VG of height equal to 60% of the BL thickness have
also been reported by Sullerey [27] as they are best suited for flows with non-zero sideslip angle
which is not the case in s-ducts upstream of the separation point. Lin, also, concludes that
co-rotating configurations tend to yield better results in s-ducts [32].
Vane type vortex generators were used by a number of researchers [23, 37–41]. Two publi-
cations embedded counter-rotating configurations and report beneficial effects on the flow such
as a supressed separation region and reduced total pressure losses [39] or a more uniform flow at
the AIP [23]. However, the former study was conducted on a constant-area cross-section s-duct
which does not take into account the added complexity of the flow due to diffusion. The latter
does not provide essential information on the location of the actuators, their number, and their
height with respect to the BL thickness.
Five co-rotating VG configurations were tested by Delot et al. [38] with varying angle to
the incoming flow and of various heights (6, 4, and 2 mm - BL thickness information is not
provided). The greatest reduction in DC60 is achieved with the highest VG and a constant orien-
tation to the incoming flow of 18 degrees. Zhang et al. compared counter and co-rotating vane
type VG in the same convoluted duct at a Reynolds number of 1.5x105 [40] with heights of
25% and 15% of the BL thickness, respectively. Other geometric parameters and their number
(2 pairs in the counter-rotating set-up and 4 single VG in the co-rotating set-up) were identical
for both configurations. Zhang and collegues report that both configurations were successful in
eliminating separation (based on oil flow visualisations and surface pressures) and resulted in
an identical distribution of static pressure. This is also evident from oil flow visualisations pre-
sented in Figure 2.9. However, the counter-rotating VG array produced higher near-wall losses
and a less uniform flow at the AIP. The co-rotating array decreased the pressure loss at the AIP
by 5%, 1% more than the counter-rotating configuration.
Paul et al. [17,42] have managed to use counter-rotating vane type VG, called fishtail VG in
the publication, in s-ducts and improve performance parameters - flow uniformity improved at
the AIP (16% lower distortion [17]), higher static pressure recovery and reduced total pressure
loss [42]. Submerged VG of height of 0.2δ were placed at the inlet at both the bottom and top
surfaces of the convoluted duct. With the height of the VG being a fraction of the BL thickness,
counter-rotating VG gain effectiveness as their vortices remain within the BL, re-energising the
low-momentum fluid, but do not disturb the flow past their short-range flow control objective.
Combining submerged VG with a chamfered inlet area (23% at inlet and 12% at exit is blocked
with a fillet) Paul et al. showed that flow uniformity is improved significantly [17] as is the
pressure loss coefficient (Figure 2.10). This might be due to the fact that the rectangular cross-
section is made more circular by the fillets which reduces corner losses through the s-duct.
Reichert and Wendt employed arrays of tapered fin VG of height equal to the BL thickness
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Figure 2.9: Oil flow visualisation of baseline (a), co and counter-rotating vane VG (b) and
(c), respectively. In a) flow separation is clearly visible (marked with red oval). This separation
region is eliminated by the co and counter-rotating VG configurations in (b) and (c), respectively.
Figure taken from [40].
in the Wellborn s-duct at a Mach number of 0.6 [3]. The study investigated narrow and wide
spacings between consecutive VG. Based on the results, configurations of narrow spaced VG
shed vortices that did overcome the natural secondary flows and are better equipped to improve
pressure recovery and eliminate separartion. This is believed to be the case as vortices of narrow
configurations experience interference effects and merge into a single pair of vortices. Wide
spaced arrays, however, retain their separate vortices and have an effect on a wider circumfer-
ential extent, hence the uniformity was highest with wide spaced configurations. Wendt et al.
explain in their study on structure and development of streamwise vortex arrays that the down-
stream interaction depends on the VG spacing. Tight arrays provide best local mixing hence are
better equipped to supress flow separation, but their vortices attenuate rapidly downstream [37].
Tanguy employed vane type VG in an experiment with unsteady measurements to control the
flow through an s-duct [19]. This study (Ma = 0.27 & 0.6), which is temporally underresolved
and bases its conclusions on statistics of flow snapshots, examines the effect of the circum-
ferential extent, the VG height, and the axial location. All configurations were successful in
improving the pressure recovery and decreasing pressure losses, but four designs increased the
distortion levels at the AIP [19]. It was found that the smallest VG height (equal to 0.63 of BL
thickness), and an axial placement of 14δ upstream from the separation point (i.e. configuration
VG5 in the publication), resulted in the best performance improvement.
The effect on swirl at the AIP is also quantified in the study by swirl descriptors [19]. The
study shows that dynamic levels of swirl angle can be significantly reduced. Tanguy et al.
explain the beneficial effect with the increased secondary flow field which confines the swirling
flow to their respective regions, reducing unsteadiness across the AIP. For example, one of the
VG configurations decreased the mean swirl intensity, SI, by 49% with a significantly lower
standard deviation and maximum SI values.
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Figure 2.10: Coefficient of total pressure loss along the duct length. Data replotted from [17].
Conventional VGs are usually placed further downstream than submerged VGs, 5δ and 2δ
upstream of the baseline separation location, respectively [32]. Jenkins et al. [43] report that the
location of submerged VG should be 5-30 device heights upstream of the separation location. It
is widely agreed that the optimum location for vortex generators is upstream of the separation
point just ahead of the high adverse pressure gradient [27,39]. At this location the boundary layer
grows rapidly before detaching from the surface and separating. Sub VGs lose effectiveness for
heights smaller than 0.1δ . The smaller its height, the stronger the influence of the wall and the
shear stress on the produced vortices. This promotes faster vortex strength decay and hence less
flow control authority. Joint vane type VG, or VG in close proximity to one another producing
counter-rotating vortices, experience interference effects and a reduction in vortex strength [36].
Therefore, co-rotating configurations tend to work better in s-duct geometries [32].
Table 2.1 is a summary of all the passive flow control techniques considered in this litera-
ture review. The summary indicates which techniques were found to improve or deteriorate flow
phenomena such as separation, distortion at AIP, swirl flow, pressure loss, and pressure recovery.
The table also shows the flow regime, characterised by the Reynolds number or Mach number
of the flow, as well as the publication the results were reported in. The column labelled “study"
indicates through the letters “E" and “N" whether a study was performed experimentally, nu-
merically, or both. The percentage values given indicate the change of a certain parameter with
respect to the baseline value as reported in the publications.
Different geometries and flow regimes for the studies presented in Table 2.1 prevent the
results from being directly comparable to each other, but, a comprehensive overview is obtained.
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Reducing the extent of separation usually has a positive effect on pressure loss and pressure
recovery, however, this is not assumed in the summary so that only explicitly stated results from
the corresponding publications are included.
2.3.3 Optimisation studies
Optimisation techniques were used by a number of researchers to alter flow control actua-
tors [45–48] or the geometry [49–52] of convoluted ducts and thus mitigate undesirable flow
features. Optimisation algorithms can be broadly split into three groups: evolutionary based
algorithms, local search methods, and mid-range approximation methods.
Evolutionary based optimisation methods are based on natural selection principles of evo-
lution and mutation [53]. Different designs are rated according to their goodness criteria, i.e.
depending on the value of their corresponding cost function. The higher a particular design is
rated the greater its chance to ‘reproduce’ and influence the next generation of designs. These
algorithms are generally able to find a global optima, however, a considerable number of de-
sign evaluations are required to reach a final answer. An example of evolutionary optimisation
algorithms is the adaptive range multi-objective genetic algorithm, ARMOGA [54].
Local search methods make use of adjoint gradients which are used to compute the sensitivity
of a baseline design with respect to local changes. As pointed out by Shahpar et al. [55], the
sensitivity of a parameter can be divided into parts relating to changes in the flow and of the
geometry. For the adjoint method to work, an existing, well-converged computational fluid
dynamics (CFD) solution is required, as the gradients are computed on this basis.
Mid-point approximation methods (MAM) are based on the trust region approach in which
the optimiser searches for an optimum solution. The trust regions are gradually reduced in size
during the optimisation process as the design space is narrowed down. Approximate models are
built on each trust region with a response surface model (RSM) forming the basis for the next
design evaluations [56]. An advantage of using the combination of approximate models is that
this method is considerably faster (between 6 to 10 times) than genetic algorithms [57]. Exam-
ples of such algorithms are multi-point approximation methods [58, 59] (MAM1 and MAM2)
that are being developed.
Sequential quadratic programming (SQP) algorithms are iterative optimisers for non-linear
problems. The algorithm solves a number of sub-problems optimising a quadratic model [60].
The solution approximations are used to create a more appropriate solution in the next step.
Convergence is achieved by iterating through the process until a solution cannot be improved
upon further. As the solution is based on the initial approximation to the algorithm, SQP works
best with a good initial guess, but does not handle noisy data well.
Usually, the numerical cost of an optimisation study increases with increasing number of
design parameters (d.p.), as a bigger design space has to be searched and evaluated by the algo-
rithm.
Table 2.1: Summary of passive flow control techniques employed on s-ducts
flow control flow regime separation distortion PR pressure loss swirl E/N publication
spoilers Re=4.2x105 ↓ / ↓ ↓ ↑ E [12]
rail Re=3.25x106 ↑ ↓ 38% ↓ 13% / ↓ E [23]
wing type VG Re=3.25x106 ↑ ↑ 18% ↑ 9.9% / ↑ E [23]
vane type VG (const. area) Re=4.73x104 ↑ / / ↑ ↓ E [39]
tapered fin VG Re=2.6x106 ↑ ↑ 50% ↑ 0.65% / ↑ E [3]
tapered fin VG (duct1) Re=0.78x106 / ↑ 9% ↑ 8.4% ↑ 11% / E [27]
tapered fin VG (duct2) Re=0.78x106 / ↑ 17% ↑ 20% ↑ 38.8% / E [27]
wishbone VG (duct2) Re=0.78x106 / ↑ 5% ↑ 0.7% ↑ 13.5% / E [27]
fences (duct2) Re=0.78x106 / ↑ 10% ↑ 12% ↑ 28.8% / E [27]
fences (duct1) Re=0.78x106 / ↑ 11% ↑ 18.6% ↑ 37.5% / E [27]
VG Re=2.6x106, Ma=0.6 ↑ ↑ ↑ ↑ / E [2]
VG vanes Re=1.5x106 ↑ ↑ 50% ↑ ↑ / E [38]
subm. VG + chamfered corners Re=1.34x105 / ↑ 16% ↑ ↑ / E [17]
subm. vane type VG Re=0.68x105 ↑ ↑ 27% ↑ 27% ↑ 14% / E&N [42]
VG Ma=0.27 / - - - ↑ ↑ 25% ↑ E [19]
VG Ma=0.6 / - - - ↑ ↑ 30% ↑ E [19]
BL fences Ma=0.85 / ↑ 11% / ↓ 52% / E&N [44]
Symbols indicate: ↑ = improvement by flow control technique; / = not reported; ↓ = deterioration by flow control technique; - - - = no effect.
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VG optimisation
Geometrical features of VG and their location (5 d.p.) in a circular s-duct (Ma = 0.66) were op-
timised using a RSM search based on 27 CFD runs by Jirasek [46]. The RSM search indicated
that the most important parameters with respect to minimising the pressure distortion are the
VG height and their distance from the separation region. With respect to increasing the pressure
recovery, the angle of inclination and square of the VG height are the most important terms.
Performance parameters were improved significantly based on the optimisation study with dis-
tortion reduced to 7% from 56% and pressure recovery increased by 0.66%. An earlier study by
Hamstra et al. [45] utilised a design of experiment (DoE) approach based on 45 CFD Reynolds
Averaged Navier-Stokes (RANS) simulations for micro-jet and micro-vane VG (6 d.p.) at an
inlet Mach number of 0.6, improving both the distortion and pressure recovery in the duct.
Anderson et al. [47] also employed the DoE - RSM combination to investigate micro-vane
and micro-jet actuators at a Mach number of 0.7. Their optimisation strategy allowed for identi-
fying two-factor synergistic effects of the three variables used: number of micro-vane actuators
(n), their height (h), and cord length (c). The results suggest that there is a coupling effect be-
tween the number of actuators and their height (n & h), as well as their cord length (n & c), that
is important for controlling the inlet total pressure recovery. Three two-factor interactions (n &
h, n & c, and h & c) were found to influence the DC60 coefficient at the AIP.
Another study optimising VGs by Yi et al. [48] used an adjoint code to optimise an array
of 11 VGs resulting in 55 d.p. in total (5 d.p. per VG: chord length, height, angle of incidence,
axial position, circumferential position) in an s-duct of circular cross-section. The objective
was to minimise the distortion coefficient, with the baseline total pressure recovery defined as a
constraint (lower limit) to ensure pressure loss would not be increased. The optimised config-
uration improved distortion by 79% and also yielded improvements at a number of off-design
conditions. Total pressure recovery also improved as is evident from the contours presented in
Figure 2.11.
Figure 2.11: Normalised total pressure recovery contours for convoluted duct without (left) and
with (right) vortex generator array. Figure taken from [48].
Geometry optimisation
Zhang et al. [49] conducted an optimisation study using an SQP algorithm with two design pa-
rameters and distortion at the AIP as the objective function. The two design parameters were
controlling the height and width of a perturbation introduced just ahead of the onset of flow sep-
aration. The perturbation in the duct geometry introduces a separated flow region, reducing the
cross-flow, and resulting in a reduction of distortion of 63% at the AIP. The pressure recovery re-
mained unchanged as the separation in the bump behaved like a closed bubble and was confined
to that region [49]. The final geometry presented in the research is shown in Figure 2.12.
Figure 2.12: S-shaped duct with bump in geometry. Figure taken from [49].
In a similar study, the Wellborn s-duct was used for an optimisation study of a bump with
two design parameters (height and stream-wise width of bump) and one objective function (min-
imising distortion), using a gradient based feasible SQP optimiser [50]. Reducing the distortion
by 37%, the optimised design has an increased bump ahead of the separation region similar to
the one presented in reference [49]. This leads to an area increase and a reduction of secondary
flow as reported by Lefantzi and Knight [50]. This is consistent with other optimisation studies
that base the performance criteria on RANS simulations.
However, as noted previously, RANS simulations are not suitable to capture the full dynam-
ics of the complex flow field in diffusing, s-shaped ducts. By inspection of the optimised duct
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geometries in [49] and [50], it is highly likely that the benefits would be outweighted by the ex-
pected unsteady distortion such designs would naturally promote. Moreover, unless embedded
in the fuselage, the external aerodynamics over such geometries would be highly susceptible to
separation and increased drag, making such design solutions not acceptable from an applications
perspective.
Geometry optimisation based on a multi-objective genetic algorithm (MOGA) was used by
Aranake et al. on an s-duct (Ma = 0.3) including two design objectives: maximisation of total
pressure recovery and minimisation of distortion [51]. The optimisation was only partly success-
ful, as the total pressure recovery of the optimised designs was of the same order of magnitude
as for the baseline case. However, the distortion coefficient was significantly reduced by 56%
and 50%, according to numerical and experimental data, respectively. The lowest distortion was
achieved for the largest area ratio at mid span leading to the following design suggestion: “The
flow in the approximate midpoint of the bends should be over-expanded, i.e. the cross-sectional
area should be greater than the outlet cross-sectional area." [51]. Due to the over-expansion,
the BL separates earlier, generating more mixing of the flow, which, together with the favorable
pressure gradient resulting from the contraction, leads to a smaller distortion coefficient at the
duct outlet [51].
A combined low and high fidelity optimisation was conducted by Ghate et al. [52]. The
low fidelity study used a SQP algorithm optimising pressure recovery, while the high fidelity
optimisation minimised distortion through a DoE and RSM search. The low fidelity optimisation
produced designs with area expansion over the first one third of the duct’s length, with constant
area thereafter and a 1.5% increase in pressure recovery. The high fidelity optimisation reduced
the distortion coefficient from 6.19 to 1.7, with a much more uniform pressure distribution at the
exit plane.
It is important to note that all of the research studies presented in this section are based
on steady-state RANS simulations. While it has been established that the time-dependant flow
field properties are important in convoluted ducts, unsteady simulations still seem to be too
computationally expensive to be employed in optimisation studies due to the high number of
CFD runs required. However, with computational resources becoming more readily available,
optimisation studies should not only include the uniformity of the flow at the AIP but also the
unsteadiness. As a compromise, to minimise the computational expense of the simulations, at
least the optimised geometries should be analysed with unsteady CFD.
Table 2.2 gives a summary of all optimisation studies reported in this section in a similar
fashion to Table 2.1. The percentage values given indicate the change of a certain parameter
with respect to the datum as reported in the publications.
Table 2.2: Summary of optimisation techniques employed on s-ducts
flow control flow regime separation distortion PR pressure loss swirl E/N publication
microvane VG Ma=0.6 ↑ ↑ 50% ↑ 5% ↑ / E&N [45]
microjet VG Ma=0.6 ↑ ↑ 20% ↑ 2.5% ↑ / E&N [45]
VG and location Ma=0.6 / ↑ 87.5% ↑ 0.66% / / N [46]
VG Ma=0.27 / ↑ 79% - - - / / N [48]
bump in geometry Re=2.6x106, Ma=0.6 / ↑ 63% - - - / ↑ N [49]
geometry Ma=0.3 / ↑ 56% - - - / / E&N [51]
cross-sectional area Ma=0.52 / ↑ 72.5% ↑ 1.5% / / N [52]
bump in geometry Re=2.6x106, Ma=0.6 / ↑ 37% - - - / ↑ N [50]
Symbols indicate: ↑ = improvement by flow control technique; / = not reported; ↓ = deterioration by flow control technique; - - - = no effect.
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2.4 Active flow control
One of the earliest studies to employ active flow control in s-ducts was conducted by Ball in
1985 [61], using wall suction and blowing at a Mach number of 0.7. Pressure measurements
suggest that separation was eliminated and effective boundary layer control achieved, using a
slot blowing a mass flow equal to 2% of the inlet flow. Automatic adjustable blades (AABs) were
used as a swirl control mechanism by Weng and Guo in 1991 [62]. This method reduced the
bulk swirl to the point of elimination at 7.5 degree AAB angle in a rectangular-to-square cross-
section s-duct, without changing the pressure distribution along the walls. However, AABs also
resulted in a slightly higher pressure loss in the core flow [62].
Synthetic jets (blowing velocity = 11 ms−1, frequency = 1032 Hz) were employed in an s-
duct by Amitay, with results suggesting complete flow reattachment and higher pressure at the
AIP for Ma<0.2 and faster flow reattachment for 0.2<Ma<0.3 [63]. In another study, synthetic
jets were also found to suppress flow separation and decrease pressure distortion in an s-duct
at a Mach number of 0.43 [7]. Figure 2.13 shows the three actuation cases tested. The results
show that 3D actuation in the middle of the duct, i.e. Figure 2.13c, is more effective than the 3D
actuation along the sides of the duct (Figure 2.13d), or the 2D actuation (Figure 2.13b) along
the whole span. The cross-flow velocity presented in Figure 2.14 is lowest for the 3D actuation
case with synthetic jets applied in the middle of the duct closely followed by the 2D actuation.
It is worth pointing out that the 3D actuation along the sides of the duct (Figure 2.13d) does not
reduce the cross-flow velocities which stay at the same level as for the bare duct.
Figure 2.13: Sketch of synthetic jet actuation positions: (a) no control, (b) up, (c) up-mid, and
(d) up-side [7].
Luers [30] investigated wall jet injection (as a percentage of inlet mass flow) at the sep-
aration point and upstream of this, in an s-duct (Ma = 0.5-0.7), for different inlet mass flow
conditions. Pulsed actuation proved to be the most effective with a frequency equal to the shed-
ding frequency of vortices in the undisturbed flow. Increased values of pressure recovery and
lower distortion were measured [30]. Figures 2.15 and 2.16 show the pressure recovery, and
improvement in pressure recovery, for a number of jet injection mass flows and two inlet mass
flow conditions, respectively. It is clear that the beneficial effect of the wall jet on the pressure
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Figure 2.14: Average secondary (cross-flow) velocity [ms−1] vs nondimensionalised duct length
for control cases a, b, c, and d as in Figure 2.13. Data replotted from [7].
recovery increases initially with percentage injection mass flow, but saturates for 3-4% of the
inlet mass flow.
VG jets in circular and rectangular-to-circular cross-section s-ducts (Ma = 0.1, Re = 7.8x105)
were used with a fixed pitch angle of 45 degrees and a range of skew angle [64]. A skew angle
of 135 degrees resulted in the best performance. Jet-to-freestream-velocity ratios of 1.6 and 1.7
in the two circular and rectangular-to-circular ducts respectively give the best pressure recovery
values. For the circular s-duct, Pradeep and Sullerey record a 20% reduction in total pressure
loss and a 30% reduction of turbulence intensities at the AIP [64]. Tangential blowing (14 tubes,
blowing velocity 12.5 to 24.5 ms−1) and VG jets with the same momentum coefficient as the
tangential blowing, were investigated by Ng et al. [39] in a constant area s-duct (R = 4.73x104)
and were placed on the near-side wall. They suppressed flow separation successfully, but also
lead to an increased swirl in the flow at the AIP. As stated by Vaccaro et al. [65], a 2D control
jet actuator in an s-duct (Ma = 0.43) can affect centreline reattachment, but cannot influence
the formation of secondary flows, and does not reduce pressure losses at off-centreline locations
of the AIP. Vaccaro et al. suspect that the two-dimensional jet does not influence the three-
dimensional flow features enough to have a significant effect on the performance parameters of
the flow.
Another study by the same researcher, using 2D steady blowing through a continuous slit
spanning 90% of the duct along the lower surface of an s-duct with a similar Mach number (Re
= 0.75x106, Ma = 0.44), managed to reattach the flow along the centreline, decreasing the flow
speed and improving the flow at the AIP. Pressure recovery increased by 1.7%, there was a 13.3%
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Figure 2.15: Pressure recovery at AIP vs injection mass flow as % of inlet flow. Data replotted
from [30].
reduction of standard deviation in the pressure signal, and elimination of the dominant frequency
of Strouhal number (St) of 0.26 [6]. The study also shows that unsteady forcing, at frequencies of
St of 0.26, 0.59, and 0.88, did not have the same beneficial effect as steady actuation. Supersonic
pulsed jets (7 jets per half configuration) in an s-duct (Re = 1.5x106) resulted in fully reattached
flow in a study by Garnier et al. [66], with jets of Ma 1.4 out-performing jets with Ma 2. Garnier
et al. recommend the use of higher pulsed actuation frequencies than those present in the flow at
the separation region.
In a further study, actuation with pulsed jets (14 actuators, 0 to 1000 Hz) in an s-duct
(Remax = 1.5x106,Ma = 0.2−0.4) show that the efficiency of actuators decreases with increas-
ing Mach number [67]. Nonetheless, a 1% gain in efficiency was achieved for the Mach 0.4
case. A zero-net-mass-flow jet was created with a 4.5mm displacement of the oscillating piston
and a frequency of 28.8 Hz. This is a momentum influx device that does not add more mass
to the flow. Mathis et al. [68] employed this technique in an s-duct (Re = 4.1x104) for a low
Reynolds number flow eliminating the separation region completely. However, drawbacks of
this technique include added complexity through moving parts and weight addition.
Electrohydrodynamic (EHD) glow discharge plasma (no additional mass flow or moving
parts) was used in an s-duct (Ma=0.3 to 0.7) by Hui et al. in a numerical study, resulting in
a maximum improvement of 6.7% for pressure distortion and 0.34% for pressure recovery [5].
Another study that demonstrated the suitability of plasma for internal flow control was con-
ducted by Xu [69]. The author successfully used ac-DBD plasma actuation (dielectric barrier
discharge plasma powered with an alternating current wave form) in an s-duct to reduce the
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Figure 2.16: Improvement of pressure recovery at AIP in % vs injection mass flow as % of inlet
flow. Data replotted from [30].
extent of the separation region. The optimal location for actuators was found to be near the
separation point for both continuous and pulsed actuation. As expected, separation reduction in-
creases with increasing actuator strength [69]. Ac-DBD plasma, however, is self-limiting, with
the highest recorded values of induced flow being of the magnitude of 10 ms−1 [70], which is
not fast enough to influence the flow structure in s-shaped ducts and prevent separation at high
subsonic flow speeds.
A different form of plasma generation, referred to as ns-DBD plasma (dielectric barrier dis-
charge plasma powered with a nano-second pulse wave form) does not exhibit this self-limiting
behaviour [71]. No publications of ns-DBD plasma actuation in s-shaped ducts were found dur-
ing the literature review. However, its applicability to flow control in general has been demon-
strated in a number of studies on aerofoils [71–73].
Finally, a study comparing passive to active flow control in the same s-duct was performed
by Delot and Garnier [38] from the Onera Group in France. In their work, an array of VG vanes
and micro-jet actuators (10-120 ms−1, 14 continuous or pulsed jets) were used on the lower part
of an s-duct (Re = 1.5x106) showing that VGs (50% or more improvement for 0.15<Ma<0.45
at AIP) are more effective in reducing flow distortion than continuous jets (30% improvement,
for Ma 0.2 at AIP) or pulsed jets (50% improvement, for Ma 0.2 at AIP) and yield better results
for a wider range of Mach numbers [38].
Table 2.3 gives a summary of active flow control techniques discussed in this section. The
percentage values given indicate the change of a certain parameter with respect to the baseline
value as reported in the publications.
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Table 2.3: Summary of active flow control techniques employed on s-ducts
flow control flow regime separation distortion PR pressure loss swirl E/N publication
wall suction & blowing Ma=0.7 ↑ ↑ ↑ / / E [61]
automatic adjustable blade / / / / ↓ ↑ E [62]
synthetic jets Ma=0.3 ↑ / / ↑ / E [63]
3D synthetic jet Ma=0.43 ↑ ↑ ↑ ↑ ↑ N [7]
2D synthetic jets Ma=0.43 ↑ ↑ / / ↑ N [7]
VG jets Ma=0.1, Re=7.8x105 ↑ ↑ 25% ↑ ↑ 30% / E [64]
tang. blowing (const. area) Re=4.73x104 ↑ / / ↑ ↓ E [39]
VG jets (const. area) Re=4.73x104 ↑ / / ↑ ↓ E [39]
3D control jet Ma=0.43 ↑ ↑ ↑ / / E [65]
2D control jet Ma=0.43 ↑ ↑ - - - / / E [65]
2D steady blowing Ma=0.44, Re=7.5x105 ↑ ↑ 13.3% ↑ 1.7% / / E&N [6]
supersonic pulsed jets Re=1.5x106 ↑ ↑ ↑ / / E [66]
zero-net-mass-flow jet Re=4.1x104 ↑ / / / / E [68]
Electro-hydrodynamic EHD Ma=0.3-0.7 ↑ ↑ 6.7% ↑ 0.34% / / N [5]
AC-DBD plasma / ↑ / / / / E&N [69]
pulsed micro jet Re=1.5x106 ↑ ↑ 50% - - - / / E [38]
continuous micro jet Re=1.5x106 ↑ ↑ 30% - - - / / E [38]
Symbols indicate: ↑ = improvement by flow control technique; / = not reported; ↓ = deterioration by flow control technique; - - - = no effect.
2.5 Hybrid flow control
A few researchers have combined passive and active flow control techniques in an attempt to
control both the steady and time-dependant flow properties in s-shaped intake ducts. This com-
bination of active and passive flow control methods is called a hybrid system.
Gissen et al. [41, 74] proved that hybrid systems can have an additional benefit on perfor-
mance parameters, compared to passive or active flow control alone. In [41], the authors employ
vane-type VG and synthetic jets at a Mach number of 0.55 in an s-duct with no flow separation
in the baseline case. Vane-type VG and synthetic jets both improve the performance parameters
when used alone, and decrease the circumferential distortion descriptor by 20% each. The com-
bination of both in the hybrid system has a more profound effect, reducing the distortion by as
much as 35%. This is shown in Figure 2.18. Total pressure contours at the AIP, presented in
Figure 2.17, also demonstrate the combined effect of passive and active flow control. However,
as the authors note in their work, caution has to be exercised as some hybrid configurations had
a detrimental effect on the performance of the duct.
Figure 2.17: Time averaged total pressure contours at AIP for a) baseline s-duct, b) vane type
VG, c) synthetic jets, and d) hybrid flow control. Figure taken from [41].
A second publication [74] explains the dynamics of the hybrid flow control model. As
expected, the vane-type VG only have a steady effect, but the synthetic jets, operated at 133 Hz,
have a cyclic contribution. Initially, at the begining of the duty cycle, the synthetic jets cause
an increase of distortion followed by a stark decrease. Being a viability study, Gissen et al. [74]
have not optimised the jet operation for frequency which may result in improving the initial
response at the onset of the active flow control.
Owens et al. also investigated the suitability of hybrid flow control [75]. Their design of
vane-type VG and air jets achieved an additional benefit, too. The same decrease of circum-
ferential distortion coefficient at the AIP was recorded for lower air jet mass flows with the
hybrid system. This suggests that passive-active hybrid flow control can be a means of mak-
ing the active part more efficient, by having the passive flow control device improve the steady
performance and the active one the time-dependant performance.
Further research is necessary to show that hybrid systems can eliminate flow separation, as
existing studies only quantified the improvement in circumferential distortion at the AIP.
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Figure 2.18: Society of Automotive Engineers circumferential distortion descriptor (DPCP) with
Mach number for baseline flow, passive (vane type VG), active (synthetic jets), and hybrid flow
control. Figure taken from [41].
2.6 Conclusions
Passive flow control devices have been heavily studied by a number of researchers and show
promising results improving, by large, the performance parameters. From the passive flow con-
trol devices reviewed, tapered fin vortex generators and submerged vortex generators improved
pressure loss and distortion by double digit percentages. It is widely agreed that the optimum
location for vortex generators is upstream of the separation point just ahead of the high ad-
verse pressure gradient. At this location the boundary layer grows rapidly before detaching
from the surface and separating. Most early active flow control devices were derived from
their passive counterparts (i.e. VG jets) and employed in both continuous and pulsed mode.
Three-dimensional synthetic jets and pulsed micro-jets show the greatest promise amongst ac-
tive flow control devices. While the biggest improvements in flow parameters at first appear to
be achieved with optimisation techniques - decreasing distortion values of pressure by as much
as 80% - there is doubt over the accuracy of reported benefits because transient features have
not been accounted for.
Given the recent findings on the unsteadiness of the flow in convoluted ducts and the sig-
nificant variation to flow parameters as compared to time-averaged data, it is believed that the
effect of flow control techniques should also be obtained with unsteady measurements - both
experimentally and numerically.
Only limited work with ac-DBD plasma actuators and none with ns-DBD plasma actuators
in s-shaped ducts was found in the public domain. Plasma actuators have not previously been
used as a transient, active flow control technique for internal flows in convoluted ducts.

Chapter 3
Wellborn s-duct baseline CFD simulations
Extensive steady state analysis of the flow through convoluted ducts was conducted both numeri-
cally and experimentally by a number of researchers [1,12,28,76–79]. Those efforts established
the non-uniformity of the flow at the AIP and the existence of the double, counter-rotating vor-
tex pattern forming downstream of the separation region. More recent work has focused on the
unsteadiness, highlighting new aspects of the flow through an s-duct. Transient fluid flow sim-
ulations through convoluted ducts were performed, among others, by Berens [24]. Their study
showed that time dependent flow statistics and unsteadiness of flow properties varied greatly
between steady state and transient Detached Eddy Simulation (DES) computations. Delot [80]
notes that unsteady Reynolds Averaged Navier-Stokes (URANS) solutions did not capture the
dynamic behavior of the s-duct throughflow accurately.
This is expected as the nature of URANS simulations implies an averaging process that does
not allow for large deviations from the mean flow properties. RANS and URANS simulations
are based on statistical averaging where the effect of turbulence is simulated through modelling
of the Reynolds stresses. In eddie-resolved numerical approaches, however, the turbulence is
resolved up to a certain length scale. Only very small length eddies are averaged with a sub-grid
scale model.
Other studies [13, 29] look at swirl, investigating the flow through an s-duct at Mach num-
bers in the range 0.27 to 0.6. Results show that the instantaneous flow features are considerably
different from the time-averaged properties. The difference in peak values of swirl distortion,
for instance, can be one order of magnitude higher. Based on the analysis of stereoscopic parti-
cle image velocimetry (sPIV) data and Delayed Detached Eddy Simulation (DDES), dominant
modes of flow structures are identified in a follow-up study by Gil-Prieto [31] for a Reynolds
number of 7.1x105 and an inlet Mach number of 0.27. The results clearly show a switching as
well as a vertical mode. This has been earlier documented in [81] and [82] for pipes with bends.
In the switching mode, the vortices observed in the mean flow alternate in strength with either
one dominating the flow pattern at the AIP - perturbing the circumferential flow field.
In this chapter, in order to better understand the transient effects of the flow and how best to
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model it numerically, the Wellborn convoluted duct case was used and studied with unsteadiness
resolved. DDES and URANS formulations in the open source computational fluid dynamics
(CFD) toolbox OpenFOAM are presented. Steady flow properties and transient results are com-
pared to existing experimental data for validation of the OpenFOAM CFD results in the first
part of this chapter. Next, the transient nature of the flow is characterised through modal de-
composition techniques and the frequency spectrum of flow properties at the AIP. While Proper
Orthogonal Decomposition (POD) was previously used in analysing flow snapshots of convo-
luted duct throughflows [16, 29, 83], dynamic mode decomposition (DMD) is employed in such
flows for the first time. Moreover, maps of dominant frequencies of flow properties at the AIP
are presented and discussed for the first time.
Phase information and frequency domain analysis is often key to a successfull flow control
strategy. As reported in literature, active flow control often has the biggest effect when it is
influencing frequencies found in the baseline flow. A number of researchers, [84,85], proposed
coupling the actuation frequency to global instabilities in the flow field. With this line of thought,
it is argued that actuation is most effective when its period scales with the advection time over
the length of the flow domain downstream of separation.
The test case is run at a realistic cruise condition with a Reynolds number of 2.6x106 and a
Mach number at the inlet of 0.6.
3.1 Performance criteria
Traditional and more novel performance criteria are applied to characterise the flow field in de-
tail. The two main traditional criteria for evaluating the performance are static and total pressure
recovery, and the pressure distortion coefficient. Those parameters were introduced in the litera-
ture review in Chapter 2. Less common methods of analysing convoluted duct throughflows are
presented next.
The proper orthogonal decomposition snapshot method by Sirovich [86] is employed to
extract dominant modes from the data using second order flow statistics of flow properties,
Vi =
i
∑
j=0
a j(t)φ j(y,z), (3.1)
where φ j is the nondimensionalised POD modal distribution set of orthonormal bases, and a j
are the POD temporal coefficients associated with each mode. The POD representation of the
velocity field can be obtained as the linear sum of a finite number i of modal contributions [86,
87].
Phase information of dominant modes is given by the dynamic mode decomposition as pro-
posed by Schmid [88, 89]. This formulation allows for the evaluation of phase information and
varies from a POD analysis such that it does not produce orthogonal modes. The DMD algo-
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rithm as proposed by Tu [90] is used. A set of flow field snapshots, Vi, separated by a constant
timestep is arranged as follows:
V i1 = v1,v2,v3, ...,vn. (3.2)
A linear mapping matrix is then constructed that maps Vi onto Vi+1:
Vi+1 = AVi. (3.3)
This is used to formulate the following problem which is solved for the matrix S by min-
imising r:
AV n−11 =V
n
2 =V
n−1
1 S+ re
T
n−1. (3.4)
The eigenvectors and eigenvalues of S give the dynamic modes of flow properties and their
temporal behaviour.
Moreover, fast fourier transforms (FFT) are used to show the frequency spectrum of the time
series of data at the AIP.
3.2 Simulation set-up
Compressible flow solvers in OpenFOAM are used for both steady and transient simulations
given the flow is subsonic with an inlet Mach number of 0.6. For transient simulations a
timestep of 1µs was used resulting in a maximum Courant number of 0.24 in the domain with
a mean value of 0.06. Simulations were conducted for 24 convective timescales. One con-
vective timescale is defined by the ratio of the s-duct length and the inlet centreline velocity.
Gil-Prieto [16] showed that there is only 1% difference of averaged flow properties between 20
and 50 convective timescales. Due to the volume of data generated, flow solutions were saved
every 500µs of physical time. For faster run times transient simulations were initialised from
a converged RANS calculation. To account for the transitional flow the first 20 snapshots were
discarded. The ARCHIE-WeST high performance computing machine in Glasgow was used to
run the simulations in parallel on 40 cores. ARCHIE-WeST uses Intel Xeon Gold 6138 20 core
2.0 GHz CPU chips.
Compressible flow solvers are used for both steady and transient simulations given the flow
is subsonic with an inlet Mach number of 0.6. For transient simulations a timestep of 1µs was
used resulting in a maximum Courant number of 0.24 in the domain with a mean value of 0.06.
The Navier-Stokes Fourier equations are solved in OpenFOAM. Those equations are pre-
sented next through the mass, momentum, and total energy conservation equations:
∂ρ
∂ t
+∇ · (ρ
#»
U ) = 0 (3.5)
∂ (ρ
#»
U )
∂ t
+∇ · (ρ
#»
U ×
#»
U )+∇P+∇
#»
τ −ρ #»g = 0 (3.6)
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2
))+∇ · ( #»q )−ρ(
#»
U · #»g )+∇ · (P
#»
U )+∇ · (
#»
τ ·
#»
U ) = 0 (3.7)
where ρ is the density;
#»
U , #»q , and P denote the velocity field, the heat flux vector, and the
total pressure, respectively. The gravity is denoted by #»g . The total energy ρE = ρe+ ρ|
#»
U |2
2 with
e being the internal energy. Finally, #»τ represents the shear rate tensor.
3.2.1 Geometry
The Wellborn s-duct [1] design is used for this study as there are detailed experimental results
available in the public domain. The test case was first designed in the NASA Glenn Research
Centre and more recently also used by the research group at Cranfield University [13, 16, 19,
29, 83, 91]. The geometry, schematically shown in Figure 3.1, was created using the parametric
equations for radius and duct centreline given in Wellborn’s initial work and repeated here for
clarity. The duct centreline comprises of two circular arc sections of θmax2 = 30
◦. That is, the arc
sector from the inlet to the inflection point and from the inflection point to the exit each have an
angle of 30◦.
The duct has a diffusivity ratio of 1.52 based on the inlet and outlet areas, inlet and outlet
diameters of D1 = 0.2042 m and D2 = 0.2514 m, respectively, and a total vertical centreline
offset H equal to 0.2757 m. Consistent with Wellborn’s experimental set-up, pipes with constant
diameter of length 0.762 m are added to the front and aft of the convoluted duct. The total s-duct
length is made of two equal parts, L1 + L2, and is 1.021 m. This length does not include the
duct sections added to the aft and front parts. Figure 3.2 shows the full numerical domain used
for CFD simulations in this chapter.
The centreline coordinates of the s-duct are defined as:
xcl = 1.021sin(θ), (3.8)
ycl = 1.021cos(θ)−1.021, (3.9)
zcl = 0, (3.10)
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Figure 3.1: S-shaped duct. Geometry taken from Wellborn [1]. Symbols denote: H = vertical
offset; D1 = inlet diameter, D2 = outlet diameter; L1 = horizontal distance to inflection point
from inlet; L2 = horizontal distance to outlet from inflection point; R1 = radius of first arc; R2
= radius of second arc. Figure taken from [8].
Figure 3.2: Representation of full numerical domain used for CFD simulations.
for 0 ≤ θ ≤ 30◦.
And:
xcl = 2.042sin(
θmax
2
)−1.021sin(θmax−θ), (3.11)
ycl = 2.042cos(
θmax
2
)−1.021cos(θmax−θ)−1.021, (3.12)
zcl = 0, (3.13)
for 30◦ ≤ θ ≤ 60◦.
The variation of the radius, r, along the duct centreline is given by the following equation:
r
rinlet
= 1+3(
routlet
rinlet
−1)(
θ
θmax
)2 −2(
routlet
rinlet
−1)(
θ
θmax
)3, (3.14)
where rinlet = 0.1021m and routlet = 0.1257m.
It is important to note that the variation of radius along the centreline of the duct is not
uniform. The radius varies by design more rapidly closer to the inflection point where the two
θmax
2 arc sectors meet, thus creating a non-uniform diffusion ratio inside the duct.
3.2.2 Computational grid
The computational mesh is a multiple block, structured, high quality grid. It was generated
with the OpenFOAM blockMesh tool utilising spline curves for a smooth curvature definition
of the geometry. Prism layers are used to resolve the near wall flow region. Important quality
parameters were checked with a maximum skewness of 2.93, cell aspect ratios well below 1000,
and a mean non-orthogonality level of 12 degrees. Additionally, a grid independence study was
conducted to find a suitable mesh refinement. Figure 3.3 shows the results of a grid independence
study conducted on different meshes with RANS simulations. The total pressure recovery was
chosen as the figure of merit. The grid independence study is presented with average Y+ values
and total cell size of the mesh. Results clearly show an increasing level of mesh independence
with finer computational grids. The Y+ values in the computational domain are calculated based
on equations 3.15 to 3.16:
Y+ =
yuτ
ν
, (3.15)
where y is the distance to the nearest wall, uτ is the friction velocity at the nearest wall, and ν is
the local kinematic viscosity of the fluid.
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Figure 3.3: RANS simulations mesh convergence study with total pressure recovery: (3.3a) with
average Y+ value of mesh; (3.3b) with total cell size of mesh.
uτ = (
τω
ρ
)
1
2 , (3.16)
where τω is the wall shear stress, and ρ is the fluid density at the wall.
The final, total mesh size has 15.4x106 cells. The final mesh is presented in Figure 3.4 cut
along the symmetry plane of the geometry. Y+ values at the viscous walls of the computational
domain are presented in Figure 3.5a along with the convergence history of steady state RANS
calculations in Figure 3.5b. The average Y+ value at the walls for the whole domain is 0.97. The
local differences in Y+ values are due to a varying velocity field. This can be seen particularly
well for the Y+ values in the circumferential direction at a fixed streamwise location. For the
RANS calculations a residual drop of 12 orders of magnitude was achieved. The spikes in the
convergence history are due to restarts of the case on the high performance computer which has
a limited job run time of two weeks. Spikes occur due to the write precision of 8 digits which is
less than the internal 16 figures in memory. Upon restarting the simulation, there is a relatively
large difference when it switches back to 16 figures. However, as is evident from the Figure the
convergence recovers its previous level quickly.
3.2.3 CFD code
The open source CFD tool box OpenFOAM [92] is used for this study, with all presented data
computed with OpenFOAM v1712 (OpenFOAM.com).
For the RANS, URANS, and DDES calculations the k-ω SST turbulence model, as first
proposed by Menter [93] is used. This model improves on the freestream sensitivity of the
initial k-ω model. Fiola [94] showed that for the Wellborn test case the k-ω SST turbulence
model matched experimental results better than the Spalart-Allmaras or the k-ε models. The
Figure 3.4: Computational mesh: structured, multi block grid cut along the symmetry plane of
the geometry with a close up view of the prism layers near the wall.
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Figure 3.5: Wall Y+ values in computational domain for final mesh (3.5a) with corresponding
convergence history for steady state RANS simulation with two iterations for pressure correction
(3.5b) in OpenFOAM.
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delayed DES formulation is chosen instead of DES so that mesh induced separation problems
do not occur in the region where RANS is applied [95–97].
For the DDES formulation, the model put forward by Gritskevich [98] is used. This DDES
model had its model coefficients tuned for the k-ω SST turbulence model and builds on prior
work completed by Spalart [95] for the SA turbulence model. To prevent grid induced separation
(GIS) the near wall boundary layer RANS model is shielded from switching to the DES model
through the SST blending function. This shielding is the mechanism behind the delayed DES
model. Gritskevich [98] refind the SST blending function coefficients to only depend on the
eddy viscossity and wall distance. The DDES computations are carried out with the same model
coefficients and proposed by Gritskevich [98]. No spectral content is added to the simulation set
up. That is, there is no prescribed inlet turbulence profile.
Simulations were conducted with the rhoSimpleFoam and rhoPimpleFoam solvers for steady
state and transient cases, respectively. Those are pressure based, compressible Navier-Stokes
solvers utilising second order schemes and the SIMPLE or PIMPLE algorithms. The PIMPLE
algorithm is derived from both the PISO (pressure implicit with splitting of operator) algorithm
detailed by Issa [99] and the SIMPLE (semi implicit method for pressure linked equations)
algorithm given by Patankar [100]. Each PIMPLE timestep calculation was solved with 200
subiterations or until a drop of residuals of 6 orders of magnitude was reached. The Sutherland
law was used to model the relation of temperature and viscosity [101].
A geometric agglomerated algebraic multi grid pressure solver (GAMG) is used with a face
area pair agglomerator. The GAMG solver coarsens the computational grid initially to achieve
faster run times, smoothes high frequency errors out with a Gauss Seidel smoother, and generates
a starting solution for the final mesh defined by the user. Other flow properties like the inter-
nal energy, velocity components, and turbulent kinetic energy are solved with the OpenFOAM
smoothSolver. The smoothSolver iteratively solves the symmetric and asymmetric matrices with
a run time selected Gauss Seidel smoother.
3.2.4 Boundary conditions, initial conditions, and numerical schemes
RANS simulations were performed with turbulence properties prescribed for kinetic energy and
specific dissipation rate (ω) based on a 2.5% turbulence intensity. Equations 3.17 to 3.20 were
used for calculating the specific dissipation based on the turbulence intensity Iturb, turbulent
kinetic energy kturb, and turbulent dissipation rate ε .
Iturb = 0.16Re
− 18
in , (3.17)
kturb = 1.5(IturbUin)
2, (3.18)
ε =C
3
4
µ k
3
2
turbl
−1
mix, (3.19)
ω =
ε
kturbCµ
=
C
− 14
µ k
1
2
turb
lmix
, (3.20)
where Rein = 2.6x106, Uin ≈ 200 m/s is the centreline streamwise velocity at the s-duct inlet,
Cµ = 0.09, and lmix = 0.07Din is the mixing length based on the inlet diameter of the duct.
The total mass flow was set at the inlet, with the outlet being at atmospheric pressure. The no
slip wall boundary condition was employed. Second order Gauss linear upwind schemes were
used for gradient and divergence schemes. The scheme is based on Gaussian integration, linear
interpolation with upwind differencing. The temporal derivative scheme is an implicit, second
order, backward difference scheme. No wall functions are employed due to the low Y+ values.
It has been shownn that there is an impact of inlet boundary layer characteristics on pressure
distortion in the duct [102]. However, no such experimental data were available to match the
boundary layer from the numerical studies to. Thereofore, no inlet boundary layer profile was
prescribed to the numerical domain.
3.3 Steady flow properties and performance criteria
Numerical simulations are compared to and validated against experimental data from litera-
ture. The data set from Wellborn [1] is chosen due to the availability of both qualitative and
quantitative data. The experimental campaign was conducted in the early 1990’s at a NASA
research facility. The case is a benchmark study, but there are some limitations. Recorded
data does not show transient features of the throughflow including unsteadiness levels and flow
non-uniformity.
Wall static pressure coefficient plots are presented along streamwise and cross-stream loca-
tions in Figures 3.6a and 3.6b, respectively. The trends and gradients of the wall static pressure
coefficients are extremely well captured by the RANS simulation throughout the duct domain
from the inlet to the AIP both at cross-stream planes and streamwise locations. Most previous
numerical studies reported in literature do not show a comparison of Cp values with Wellborn’s
benchmark, experimental data. In studies where this comparison is made, the results do not
match the trends shown in experiments, see Delot [103]. Cross-stream pressure coefficients
match experimental results very well at three planes along the duct ( sc
D1 = 0.96, 2.97, and 4.01)
capturing the separated flow region. Streamwise pressure coefficients also exhibit the expected
trends and only slightly underpredict pressure coefficients downstream of the separation region
(4.0 < sc
D1 < 5.0) towards the end of the Wellborn s-duct.
The separation extent is visualised through streamlines at the inflection point in Figures 3.8
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Figure 3.6: Wall static pressure coefficient along (3.6a) three streamwise lines of 10, 90, and
170 degrees and (3.6b) three cross-stream planes for Wellborn’s experimental results ( [1]) and
OpenFOAM rhoSimpleFoam CFD results.
and 3.7. All streamlines are seeded from the same point source in paraview and displayed in the
same style and colour scheme. For Figure 3.8 the view is from the bottom of the convoluted duct
with the positive y direction into the page. The separated region consists of two saddle points,
occurring on the duct split line (z = 0), and two spiral nodes, lying in each symmetric duct half.
The entire separated region is located on the lower wall of the s-duct.
There are key differences between the separation region of RANS, time averaged URANS,
and time averaged DDES simulations. Firstly, it is evident that time averaged transient DDES
simulation differs considerably from Reynolds averaged simulations of RANS and URANS. The
separation region for DDES simulations seems more elongated in the streamwise direction with
RANS results showing a much more confined separated flow region. Moreover, the flow fol-
lowing reattachment displays a much stronger vortical structure in the DDES case as compared
to RANS and URANS simulations. Reversed flow is twice as high, however, with RANS and
URANS simulations.
Quantitatively, the axial extent of the separation onset is located at sc
D1 = 1.96 for all three
CFD simulation studies. The reattachment point varies, however, and moves further downstream
from the RANS, to the URANS, and to the DDES flow field data. For RANS simulation the
downstream saddle point occurs at sc
D1 = 4.12, while URANS and DDES predict the reattach-
ment point at sc
D1 = 4.28 and
sc
D1 = 4.39, respectively. This matches experimental data reported
in [1] closely though not exactly. Experimental flow visualisations showed the onset to occur
at sc
D1 = 2.02 with the reattachment position being at
sc
D1 = 4.13. RANS matches the recorded
experimental reattachment point of the separation region closest. This is, however, only one
aspect of the validation so definitive conclusions can not yet be drawn.
Time averaged total pressure and streamwise component of Mach number contour plots at
the AIP are compared to Wellborn’s experimental data in Figure 3.9. The figure shows that
(a)
(b)
Figure 3.7: Streamlines for RANS simulations of (3.7a) baseline s-duct throughflow and (3.7b)
a close up view on the inflection point. Colour legend describes the streamwise velocity com-
ponent in (ms−1).
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Figure 3.8: Streamlines at inflection point of s-duct for: (3.8a) RANS simulation; (3.8b) time
averaged URANS simulation; and (3.8c) time averaged DDES simulation. Colour legend de-
scribes the streamwise velocity component in (ms−1).
RANS and URANS simulations capture the flow properties in the upper AIP region just as
closely as DDES simulations. Based on experimental findings it is accepted that the smaller,
second bend flow separation is already reattached in the AIP plane. Both URANS and DDES
simulations capture the reattachment position accurately as is evident from the contour plots at
the AIP. It seems the k-ω SST turbulence model does capture the reattachment location well.
This is shown in the corresponding plots in Figure 3.9.
Pressure distortion coefficients for URANS and DDES simulations are presented in Fig-
ure 3.10 for different sector extents and compared to experiments by Reichert and Wendt [2, 3].
The maximum total pressure distortion of the DDES simulation is only about half as high as the
distortion recorded in experiments. It is believed that the turbulence modelling is responsible for
the mismatch in distortion values. It is possible that full LES and DNS simulations are required
to match experimental pressure distortion values at the AIP. URANS distortion coefficients are
still lower. RANS and URANS pressure distortion coefficients vary only very slightly.
Time averaged flow properties at the AIP for transient simulations are presented in Fig-
ure 3.11 for URANS and DDES formulations. The flow properties in Figure 3.11 show the well
known, distinctive low velocity, low pressure area in the centre of the bottom half of the AIP
region evident in both URANS and DDES simulations. Cross-stream flow exhibits a high ve-
locity upwards motion in the centre of the AIP and flow down the sides of the region for vertical
velocity component, v. The horizontal flow pattern, w, moves fluid from the centre to the sides
in the upper region of the AIP and then from the sides towards the centre in the lower region
facilitating the vortical fluid flow pattern.
Statistical confidence in the time averaged properties presented in Figure 3.11 is established
with a 95% confidence interval (CI). The CI is calculated with equation 3.21 for every face point
at the AIP separately based on the snapshot time series of data collected. Figure 3.12 shows the
CI normalised by the inlet centreline velocity for each face point at the AIP based on the URANS
and DDES simulation results.
CI95%i =
ZvalueσSDi
n
1
2
samples
, (3.21)
where Zvalue is taken as 1.96, σSDi is the standard deviation at each face point at the AIP, and
nsamples is the number of samples the standard deviation is based on.
For the presented flow properties of total pressure and the three velocity components u,v,w
the maximum values of the 95% CI at the AIP for the DDES simulation snapshot data are 690
Pascals, and 4.4, 4.5, and 3.8 m
s
, respectively. Hence, there is a 95% confidence that the flow
properties are within the calculated interval off the time averaged properties presented. The
URANS data confidence intervals show an even smaller uncertainity with the limits being much
closer to the time averaged properties.
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Figure 3.9: Contour plots: (3.9a-3.9b) Wellborn’s data, (3.9c-3.9d) RANS rhoSimpleFoam, time
mean rhoPimpleFoam CFD of (3.9e-3.9f) URANS, and (3.9g-3.9h) DDES.
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Figure 3.10: Total pressure distortion coefficient with sectors of 30, 45, 60, 90, and 120 degrees
for RANS, URANS, and DDES simulations compared to experiments by [2, 3].
Steady state RANS and time averaged URANS and DDES simulation data show a very
similar flow picture in terms of the wall static pressure distribution as well as Mach number
and total pressure contours at the AIP. In that respect, RANS, URANS, and DDES all match
experimental data closely.
3.4 Unsteady flow properties and performance criteria
Standard deviation maps of flow properties at the AIP for transient URANS and DDES simu-
lations are presented in Figure 3.13. There is a distinct and substantial difference in standard
deviation of all flow properties presented as is evident from Figure 3.13. The standard deviation
with DDES simulations for velocity components u, v, and w is 30, 50, and 55 times as high as
with URANS modelling, respectively. URANS standard deviation levels are much lower than
would be expected from an oscillating shear layer in a flow field with strong, secondary pressure
gradients. Being based on the average of computed Reynolds stresses, it is clear that URANS
modelling does not produce realistic unsteadiness levels of separated flow regions for flows
through the Wellborn convoluted duct. The inability of URANS to predict the high unsteadi-
ness levels seen in s-ducts is atributed to its averaging nature which does not allow large-scale
dynamics in the separated shear layer to be captured and hence has to be expected.
The DDES standard deviation maps depict the more realistic picture, with the central area
of the AIP region seeing the greatest fluctuations. The total pressure standard deviation at the
AIP as a percentage of the inlet total pressure value has fluctuations up to 4.3%. This compares
well with previous findings [29, 38]. Experiments were conducted on a scaled version of the
Wellborn s-duct in [38] and report total pressure standard deviation at the AIP with fluctuations
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Figure 3.11: Time averaged flow properties at AIP showing velocity components u, v, w nor-
malised by the inlet centreline velocity, and total pressure (Pa) normalised by the atmospheric
pressure for URANS and DDES simulations.
URANS DDES
u
(a) (b)
v
(c) (d)
w
(e) (f)
Pt
(g) (h)
Figure 3.12: 95% confidence interval plots of the volecity components u, v, w normalised by the
inlet centreline velocity, and the total pressure (Pa) normalised by the atmospheric pressure at
the AIP region for URANS and DDES simulations.
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Figure 3.13: Standard deviation maps of flow properties at AIP showing velocity components
u, v, w normalised by the inlet centreline velocity, and total pressure (Pa) normalised by the
atmospheric pressure for URANS and DDES simulations.
of up to 3.5% of the intake total pressure.
The higher level of unsteadiness and flow fluctuations in DDES simulations, as compared to
URANS, is also obvious from the snapshot based static and total pressure recovery data. Fig-
ure 3.14 shows the total and static pressure recovery for URANS and DDES simulations for each
snapshot as well as the time averaged values. Pressure recovery values show a healthy variation
between snapshots for DDES simulations emphasising the transient nature of the throughflow.
OpenFOAM results are presented against experimental findings from [2, 3], and numerical re-
sults from [4] who computed the throughflow with DDES formulation in Ansys Fluent. The
total pressure recovery is underpredicted by URANS and DDES simulations. However, the
mean PRt is less than 2.07% off the values recorded by Reichert and Wendt in their experiments
for both transient simulation cases. In comparison, results by MacManus et al. overpredict the
total pressure recovery by a margin of 0.8%.
The static pressure at the AIP indicates how efficiently the diffusing s-duct decelerates the
flow field. The instantaneous values of the static pressure recovery in Figure 3.14d at the in-
terface plane are yet another indicator of the unsteady nature of the flow field. The difference
compared to Figure 3.14b is striking and clearly demonstrates the effect of the simulation fidelity
on the results.
3.5 Modal decomposition and frequency spectrum
The proper orthogonal decomposition method of Sirovich [86] was applied to the DDES stream-
wise velocity snapshots at the AIP. Figure 3.15 shows the recreation of the secondary flow statis-
tics, i.e. the fluctuations of the streamwise velocity component Uxi −Uxavg , at the AIP with a
varying number of modes. Evidently, the decomposition works as intended, since the target
flow field is reconstruced with greater detail the more modes are being used for its reconstruc-
tion.
The most dominant mode of the streamwise velocity snapshot data set carries an energy
content of 4.35%. All the modal energy contents are shown in Figure 3.16.
POD modes of the velocity field show a number of dominant modes. The two most distinct
modes are a vertical and horizontal shifting mode. Those result in a shifting motion of the
central, low velocity region at the AIP. The horizontal mode shows the low velocity, low pressure
region at the AIP switching periodically from left to right. The verrtical mode, in contrast, shos
the same low velocity region moving up and down at the AIP. Data suggests there is only one
horizontal mode but two interacting vertical modes. Figure 3.17 shows the extreme cases of
the horizontal mode, with the bottom two images showing the combined flow field of the mode
shift and the mean flow superimposed. Extreme cases of modes are determined based on the
maximum and minimum values of temporal coefficients for the corresponding mode. Similarly,
the vertical shifting modes are presented in Figures 3.18 and 3.19.
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Figure 3.14: Total and static pressure recovery with snapshots of URANS (3.14a-3.14b) and
DDES (3.14c-3.14d) simulations. The average PR is shown by the continuous line. Results are
compared to experimental data recorded by [2,3]. Numerical DDES results published by [4] are
also presented.
(a) (b)
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Figure 3.15: Reconstruction of flow statistics (ms−1) at AIP with POD modes: (3.15a) target
snapshot secondary flow statistics; (3.15b) reconstruction based on first 5 modes; (3.15c) re-
construction based on first 10 modes; (3.15d) reconstruction based on first 20 modes; (3.15e)
reconstruction based on first 40 modes; (3.15f) reconstruction based on first 60 modes.
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(a)
Figure 3.16: POD energy content for modes of the streamwise velocity component snapshot
data set from DDES computations.
(a) (b)
(c) (d)
Figure 3.17: Horizontal shedding mode: (3.17a) mode for maximum temporal coefficient;
(3.17b) mode for minimum temporal coefficient; (3.17c) mode for maximum temporal coef-
ficient with superimposed average flow field; (3.17d) mode for minimum temporal coefficient
with superimposed average flow field (ms−1).
(a) (b)
(c) (d)
Figure 3.18: First vertical shedding mode: (3.18a) mode for maximum temporal coefficient;
(3.18b) mode for minimum temporal coefficient; (3.18c) mode for maximum temporal coef-
ficient with superimposed average flow field; (3.18d) mode for minimum temporal coefficient
with superimposed average flow field (ms−1).
The vertical shifting mechanism of the velocity field at the AIP is probably driven by the
oscillating shear layer related to the main separation in the s-duct. This oscillating shear layer is
also responsible for the high standard deviation values in the central AIP region. The horizontal
shifting mechanism is postulated to be caused by instabilities in the flow driven by secondary
flow patterns and cross-stream, in-plane velocity profiles. Frequencies of the vertical and
horizontal shifting modes were established through their respective occurance rate over the sim-
ulation time. The horizontal shift occurs with a frequency of 215 Hz, while the first and second
vertical modes’ frequencies are 420 and 94 Hz, respectively.
DMD manipulates data sets to highlight coherent patterns as a low dimensional representa-
tion in time and space. It can be thought of as an operator that combines static mode extraction
in the spatial domain and discrete Fourier transform (DFT) in the time domain. Unlike DFT,
dynamic mode decomposition also provides information about growth/decay rates.
Dynamic mode decomposition of snapshots of the flow properties at the AIP are performed
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Figure 3.19: Second vertical shedding mode: (3.19a) mode for maximum temporal coefficient;
(3.19b) mode for minimum temporal coefficient; (3.19c) mode for maximum temporal coef-
ficient with superimposed average flow field; (3.19d) mode for minimum temporal coefficient
with superimposed average flow field (ms−1).
(a)
Figure 3.20: Eigenvalue unit circle plot for dynamic mode decomposition of streamwise velocity
DDES data.
to get insight into phase information. Spatio-temporal coherent structures have characteristic
frequency of oscillation and growth/decay rate. Depending on their imaginary and real parts,
the unit circle of eigenvalues (λ ), Figure 3.20, reveals if a mode is stable, decaying (imaginary
part of λ within unit circle) or exhibits growing, unstable (imaginary part of λ outwith unit
circle) dynamics as defined by [104, 105].
Based on the unit circle plot it is clear that all DMD modes are stable as their imaginary parts
are located within the unit circle. Mode 1, positioned on the unit circle, is steady and represents
the mean flow field. Modes occur in coupled pairs with the same real part and different imag-
inary values. DMD modes 2 and 3, and 4 and 5 are coupled and represent the same dynamic
features as POD modes 1 and 2, i.e. the vertical and horizontal shifting modes. The first three
coupled DMD modes are shown in Figure 3.21.
The frequency of occurance, fi, is determined through the equation given in [106] and pre-
sented here:
fi =
imag(ωi)
2π
, (3.22)
where ωi ithe imaginary part of the eigenvalue of the corresponding mode. Frequency values for
the first and second vertical modes are 460 and 70 Hz. The DMD horizontal shifting mode has
a frequency of 230 Hz. Those frequencies match remarkably well to the frequencies deduced
from the mode occurance of the POD decomposition. Interestingly, analysis of both DMD and
POD decomposition suggests that the vertical mode is a combination of two vertical shifting
mechanisms with a slower and faster frequency.
Frequency plots are obtained by running the snapshot DDES data set through a fast fourier
transform function and extracting the dominant frequencies. This analysis is conducted for every
mesh face at the AIP, of which there are over 17000. Once the frequency spectrum is obtained,
it is normalised by its highest value. Next the Matlab peak detection function is used to extract
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Figure 3.21: DMD first vertical mode (coupled DMD modes 2 and 3 in 3.21a and 3.21b, respec-
tively) representing same dynamics as POD first vertical shifting mode. DMD horizontal mode
(coupled DMD modes 4 and 5 in 3.21c and 3.21d, respectively) representing same dynamics
as POD horizontal shifting mode. DMD second vertical mode (coupled DMD modes 6 and 7
in 3.21e and 3.21f, respectively) representing same dynamics as POD second vertical shifting
mode.
(a) (b)
Figure 3.22: Example of dominant frequency extraction process: (3.22a) non-normalised and
normalised FFT spectrum for point 14700; (3.22b) peak detection on normalised FFT spectrum.
dominant frequencies for each point location of the AIP. This process is shown in Figure 3.22.
The data signal is neither smoothed nor are its frequency peaks sorted. Frequency values are
nondimensionalised and presented as the Strouhal number:
Sti =
fiL
Ucl
, (3.23)
where fi is the frequency at a specific mesh point i, L is the inlet diameter, and Ucl is the
centreline inlet velocity magnitude.
Dominant frequency maps of the streamwise velocity component and the static pressure at
the AIP for DDES simulations are presented in Figure 3.23. For the static pressure, the highest
frequencies are concentrated in the central region of the AIP. This corresponds to the fluctuating,
highly dynamic region of the flow identified in the standard deviation plots. The first dominant
frequency for static pressure reaches up to 450 Hz. Second and third dominant frequencies are
higher still. In contrast, the area of the highest dominant frequencies for the streamwise velocity
component is located in the upper central region of the AIP and more towards the walls of the
interface plane. The frequencies for the first, second, and third dominant frequencies in those
regions are 150 to 200, 200 to 250, and 250 to 300 Hz, respectively.
The first dominant frequency extracted from the FFT analysis of streamwise velocity data at
the AIP is of the same order of magnitude as the oscillating frequency of the horizontal shifting
modes obtained with the POD and DMD decomposition methods.
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Figure 3.23: Maps of dominant frequency represented by the Strouhal number. Top row: stream-
wise velocity component; and bottom row: static pressure at the AIP.
3.6 Conclusions
Numerical simulations in OpenFOAM have matched experimental data on the Wellborn s-duct
remarkably well for steady state performance parameters generally and, especially, wall static
pressure coefficients as well as contour plots at the AIP.
As expected, URANS results show an unrealistic unsteadiness level of the flow past the sep-
aration point with an almost static shear layer. Standard deviation values for flow properties at
the AIP are massively underpredicted. URANS simulations are not adequate to capture impor-
tant transient flow phenomena. DDES simulations depict a much more realistic picture of the
throughflow. Total pressure recovery is within 2.07% of values recorded in experiments. Stan-
dard deviation values of velocity components are realistic and capture the fluctuation of the shear
layer in the central region of the AIP. Fluctuations are located in the well known low velocity,
low pressure central region of the AIP where the highest unsteadiness of the flow occurs.
The separation extent is captured well by the DDES CFD simulations also. The onset of
the separation is very slightly underpredicted with the upstream saddle point occuring at sc
D1 =
1.96 in the numerical simulations as compared to sc
D1 = 2.02 in experiments. The reattachment
position is overpredicted, however, so that the separated flow region from CFD has a greater
axial extent than recorded in experimental flow visualisations.
Modal decomposition revealed dominant modes that exhibit a horizontal and vertical switch-
ing mechanism of the low velocity, low pressure region in the centre of the AIP. Their dynamics
and frequency of occurance were established with dynamic mode decomposition and the fre-
quency domain analysis. Data suggests there are two vertical shifting modes with very different
occurance rates of 460 and 70 Hz. Static pressure and streamwise velocity component frequen-
cies reach 350 and 450 Hz respectively for the first dominant frequencies.
In the bigger picture, results of the modal decomposition analysis and frequency domain
might be useful to inform an active flow control strategy to counteract the undesirable flow fea-
tures within the Wellborn convoluted duct. It is believed that information on the dynamic nature
of the flow through s-ducts will be particularly useful to execute active flow control techniques
successfully. This is further explored in Chapter 6.
Chapter 4
Dielectric barrier discharge plasma
actuators
This chapter focuses on experimental campaigns to characterise plasma actuators. Each experi-
ment is stand alone and designed to advance the understanding in the field of plasma actuation
by answering research questions. However, the main purpose of this work in context of this the-
sis is to gather experimental data for validation of numerical plasma models. Numerical plasma
models are discussed in detail in the next chapter and applied to the convoluted duct geometry
in subsequent chapters.
4.1 Introduction
Plasma actuators (PA) have been studied extensively for a number of years, advancing the un-
derstanding of the underlying physics and showcasing their potential as flow control devices
in many applications. The benefits of plasma actuators are manifold. They are low-power,
lightweight devices with no moving parts, which makes them appealing as weight is a key cost
factor in many industries. Being flush mounted on the surface, PA do not carry a drag penalty
with them as is common in passive devices. The active nature of their operation means they can
be utilised at different flow conditions and either turned off or operated with varied parameters to
match off design conditions. It is no surprise, therefore, that PA were employed as flow control
devices on bluff bodies [107–109], backwards facing steps [110, 111], and aerofoils [112, 113]
to reduce wake losses, promote mixing, delay separation, and increase the stall angle. The use
of PA for turbomachinery has been reported in [114–119].
A typical dielectric-barrier-discharge (DBD) plasma actuator consists of two electrodes, one
exposed to the free stream and one covered by a dielectric layer [120], see Figure 4.1. Dependent
on the signal fed to the electrodes, two distinct characteristics of DBD plasma actuation are
common: alternate-current (ac) and pulsed nanosecond (ns) - with different operating principles
and mechanisms to influence the fluid in the vicinity of the PA. The DBD plasma is formed when
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a high, ac or ns, voltage is supplied across the electrodes, ionising the surrounding gas. In this
region, it is known that DBD actuators partially ionise the fluid with the resulting electric field
giving a body force to the ionised particles during DBD annihilation [121, 122]. In literature,
this body force is also called ionic wind or induced velocity.
Figure 4.1: Schematic representation of typical dielectric barrier discharge plasma actuator con-
figuration for ac and ns operation. Figure taken from [123].
Langmuir [124] first coined the term plasma to describe a region of ionised gas “containing
ions and electrons in about equal numbers” in 1928. The plasma is generated by increasing the
amplitude of the electric field above the breakdown electric field, Eb, which is the value needed
to sustain electron-ion pairs in the gas [125, 126]. The minimum breakdown electric field is
a function of the driving frequency, among other parameters. At atmospheric pressure, Eb is
generally lower for an ac input. When the voltage amplitude is large enough that the electric
field exceeds the breakdown electric field, the air ionizes. The ionised air is always observed
to form towards the grounded electrode and over the dielectric material [127]. Time-resolved
images of the ionization process, however, indicate it to be a highly dynamic, spatially evolving,
non-equilibrium process [128–131], with features that develop on the timescale of the ac voltage
period i.e. milliseconds or less [129].
Orlov [132] and Thomas et al. [121] investigated the effects of voltage and ac frequency
on the extent and propagation velocity of the discharge. The study found that the maximum
extent increased linearly with increasing ac voltage amplitude, and that it is independent of
its frequency. However, the velocity of the plasma front increased linearly with both voltage
amplitude and frequency. At the lower voltages, the induced thrust is proportional to the power
law V3.5AC. This was first observed by Enloe et al. [133] and is represented in Figure ??.
Thomas et al. [121] verified the consistency between the reaction force and the fluid momentum
by integrating the velocity profiles downstream of the actuator. Post et al. [134] and others [127,
133] showed that, with increasing ac amplitude, the maximum velocity induced by the plasma
actuator was limited by the area (extent for a unit span-wise width) of the covered electrode.
Thus, the dielectric area needed to store charge can be too small to take full advantage of the
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applied voltage. This is known as the self-limiting factor of ac-DBD plasma actuators with the
highest recorded induced velocities reaching 10 ms-1 [135–137].
Figure 4.2: Power law of ac-DBD plasma actuators based on work from Enloe et al. Figure
taken from [133].
Effects of different dielectric constants or the relative permittivity (ε r) as it is also known,
were studied, among others, by Roth and Dai [138] and Kozlov [139]. Pons et al. [140, 141]
found that maximal ionic wind velocity varies with the permittivity of the material used. Ex-
periments by Forte et al. [142] conducting velocity measurements for glass (ε r = 10.0) and
Polymethyl-methacrylate (PMMA) (ε r = 3.0) show higher induced velocities with glass as the
dielectric material for a given voltage input. A similar conclusion is reached by Thomas et
al. [121] after studying Teflon (ε r = 2.1), Delrin (ε r = 3.7), Quartz (ε r = 4.3), Macor (ε r = 6.0),
and Kapton (ε r = 3.7). Results show higher thrust values with higher dielectric constants for
fixed voltage input values.
Actuators tend to have higher saturation points with lower dielectric constants. Saturation
occurs when an increase in voltage input does not translate to higher induced velocities. This
was found to coincide with streamer formation on the actuator surface and give increased power
dissipation [121]. Streamer formation is shown in Figure 4.3. A lower dielectric constant cor-
responds to a smaller capacitance value which scales with ε r / t3, where t3 is the dielectric
thickness. This decreases the local concentration of the electric field strength allowing higher
voltage input before saturation is reached [120]. Hence, higher induced velocities are reached.
As pointed out by Cattafesta et al. [137], it is generally beneficial to use thicker dielectric mate-
rials with lower ε r values.
Pressure dependency of ac-DBD plasma actuators was studied by Valerioti et al. [143] for
pressures from 17 to 900 kPa and others [144–146]. Their studies conclude that the body force
produced by ac-DBD actuators has two maxima - one at sub-atmospheric pressures and one
(a) (b)
Figure 4.3: Plasma streamer formation for ac-DBD plasma actuators based on work from
Thomas et al. Figure taken from [121].
at super-atmospheric pressures. These peaks depend on voltage input and occur at pressures
further away from atmospheric conditions with increasing voltage input levels.
For the ns-DBD PA operation, the electrodes are fed with very high voltage nanosecond
pulses. During each pulse the gas between the electrodes is ionised and charged particles are
attracted to the high voltage electrode, traveling along the dielectric as close to the electrode
as possible [71]. As the pulse ends, the electrons are released moving in a direction opposite
to the relative position of the high voltage electrode. Plasma streamers are formed and induce
local changes to the temperature, density, and viscosity fields. Ultra-fast gas heating occurs in
the region of plasma streamers [147] which dictate the effective heating region. The highest
temperature is generated locally at the exposed electrode edge. As the streamer propagates
along the dielectric it is accompanied by a surface heating rise [70, 73]. Figure 4.4 shows the
gas temperarture field after a ns-DBD actuator discharge at t=40 ns.
Figure 4.4: Gas temperature field after discharge of ns-DBD plasma actuator. Figure taken
from [70].
Electrons collide with air molecules with enough energy to dissociate them. Their recombi-
nation is an exothermal process releasing large amounts of thermal energy [148, 149] over very
short time periods (about 1 µs). Popov [148] found that the fluid is heated mainly by chemical
reactions of dissociation of highly excited oxygen molecules.
The release of thermal energy in a short time period increases the local volume temperature
by an approximate factor of ten [72]. Temperature increase of hundreds of degrees Kelvin in
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a few dozen nanoseconds have been recorded [150–153]. Due to the short time frame the gas
does not expand, resulting in an increase of both pressure and temperature. The gas expands
adiabatically, generating a shock wave. The main mechanism of impact is the energy transfer to
the near-wall gas in the form of a heat plume [72,73,154], which results in a shock wave. Strong
local changes in temperature and viscosity accompanied by shock waves are the main method
of interaction of the ns-DBD plasma actuator with the fluid. This offers both a very high flow
control authority potential and low power consumption [72]. Unlike ac-DBD plasma actuators
there is very weak ionic wind/momentum generated by ns-DBD plasma actuation [155].
The effect of geometry on shock wave strength was investigated in a previous study [156],
with the results indicating that a thinner dielectric results in a stronger shock wave for a given
voltage and pulse frequency input. This was also shown in studies by Van den Broecke and
Avallone [157, 158].
Thermal effects of ns-DBD actuators and more specifically their ability to mitigate aircraft
icing, was investigated by Lui and Chen [159, 160]. Winkel and others [157, 161] looked at the
energy deposition of plasma actuators. Do Nascimento et al. [162] investigated the behaviour of
DBD actuators in different gasses using argon, helium, and nitrogen while helium was also used
by Nastuta and Liu [163, 164]. A novel method to measure the temperarture field was designed
and tested on ns-DBD plasma actuators by Ukai et al. [165].
4.2 Experimental set-up
Experiments were conducted at the University of Glasgow. The same equipment and basic set
up as in the work by Ukai et al. [165] was used for characterising the ns-DBD plasma actuator.
Ac-DBD measurements were taken in the National Wind Tunnel Facility.
Reasons for conducting experiments are twofold. The primary reason to characterise ns
and ac DBD plasma actuators is to obtain experimental data that could be used to validate nu-
merical models of plasma actuation. Furthermore, each investigation was aimed at extending
the understanding of plasma actuation and form a stand alone research outcome. The ns-DBD
PA measurements look into the effect of ambient pressure on the resulting discharge. For the
ac-DBD PA the dielectric thickness and material as well as the frequency of voltage input are
investigated.
4.2.1 ns-DBD experiments
The ns-DBD PA used in the study is shown in Figure 4.5. The exposed high-voltage and ground
electrodes were 5 and 10 mm wide, respectively. The electrodes were made of 35 µm thick
copper. The electrodes are separated by a dielectric material known as glass reinforced epoxy
(GRE FR-4: Flame Retardant Type 4) with three different thicknesses of 0.4, 0.8, and 1.6 mm.
There is no discharge gap between the electrodes. The lateral length of all electrodes is 85 mm.
The ground electrode was fully covered by three layers of polyimide film, approximately 210
µm in total. The polyimide film covered the exposed electrode 7.5 mm from both lateral side
edges to prevent plasma arcing on the sides of the actuator.
The actuators were made using double-sided photolithography. The masks, shown in Fig-
ure 4.5, for the process were created using CAD software. The copper comes with a photo-resist
coating, which is exposed under a UV light for 30 seconds. It is then submerged in a developer
bath that removes the resist that was exposed to the UV light. The developer is Seno 4006, a
solution of Potassium hydroxide, and Disodium metasilicate. The board is next sprayed with a
ferric chloride solution to remove the exposed copper. The whole process is usually concluded
in about 1 minute for each side of the actuator. Once the copper is removed, the remaining photo
resist is cleaned with acetone.
(a) (b)
Figure 4.5: Example of the actuator used (not to scale): masks used for etching process (4.5a).
Top: exposed, high voltage electrode. Bottom: covered, ground electrode. Image of actuator
(4.5b) made of GRE dielectric with copper electrodes.
The discharge is driven by a high-voltage nanosecond pulse generator (Megaimpulse, model:
NPG18/3500(N)) that supplies negative pulse polarity at a pulse rise time of approximately 4
ns. In the present study, an input voltage of 12 kV (negative polarity) was used with a pulse
frequency of 1 kHz controlled by a function generator (AIM & THURLBY THANDAR IN-
STRUMENTS, model: TG2000). The negative polarity produces large gross energy related
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to strong gas heating [166], thus negative polarity was used in this study. The supplied high-
voltage pulses were transferred from the pulse generator to the exposed electrode by a 75 Ω
coaxial cable. The ambient temperature was monitored using a K-type thermocouple with a
data acquisition module system (National Instruments Corp., model: NI-9213, 24 bit) driven
by LabVIEW. The pressure in a quadrilateral, stainless steel vacuum chamber with volume of
0.138 m3 was controlled through a vacuum pump and was measured through a pressure trans-
ducer (Kulite, model XTE-190M, pressure range: 0 to 170 kPA Absolute).
The Schlieren technique with a standard Z-type optical arrangement was employed to vi-
sualise the qualitative density gradient above the ns-DBD plasma actuator. Figure 4.6 shows a
schematic of the experimental set up. The Schlieren system consists of a continuous light source
(Newport, model: 66921) with a 450 W Xe arc lamp, a condenser lens with a focal length of 70
mm, a pinhole, a pair of 203.3 mm diameter concave mirrors with a focal length of 1829 mm,
a circular dot cut-off plate, an imaging lens, and a high-speed camera. The pinhole in front of
the condenser lens creates a light spot that illuminates the first concave mirror. The light beam
is then collimated by the first mirror. The collimated beam passes through a 137 mm diameter
quartz window of the vacuum chamber and the test section where the ns-DBD PA is located. A
second parabolic mirror reflects the beam onto optics and the camera. The circular dot plate is
positioned at the focal point of the second mirror.
Figure 4.6: Schematic representation of experimental Schlieren set up.
Two high speed cameras, HPV-1 (Shimadzu) and Fast cam SA 1.1 (Photon), were used to
capture the effect of pressure on the shock propagation speed and the shock strength. The images
were required at a frame rate of 75 kfps (Photon) and 500 kfps (Shimadzu) with an exposure
time of 1 second.
In order to measure the high voltage signal provided by the nanosecond pulse generator,
the back-current shunt technique was used [158]. Due to the high voltage levels experienced
through the core of the supply cable, the signal is instead measured from the current generated
in the shielding of the coaxial cable. This is done using a series of resistors, connected in parallel
to form a shunt resistor. This resistor is placed across a break in the ground of the coaxial cable
and the voltage across this shunt resistor is measured. The current generated in the ground
connection can be related to the voltage using Equation 4.1 from transmission line theory:
Vsupply =
Lcharacteristic
I
, (4.1)
where Vsupply is the supply voltage, I is the current through the transmission line and Lcharacteristic
is the characteristic impedance of the transmission line. For the coaxial cable used in this work,
the characteristic impedance is 75 Ω. The resistance of the shunt resistor is designed to be low,
in the order of milliohms in order for the generated voltage to be measured directly through an
oscilloscope. The voltage measured can then be converted to the actual voltage supplied, Vactual ,
to the DBD plasma actuator using Equation 4.2:
Vactual =Vshunt ·
Lcharacteristic
Rshunt
, (4.2)
where Vshunt is the voltage measured across the current shunt and Rshunt is the known current
shunt resistance.
4.2.2 ac-DBD experiments
This study discusses the characterisation of ac-DBD plasma actuators to optimise the use of
existing plasma generating equipment (PGE) with respect to actuator performance. Parameters
considered were the dielectric material, dielectric thickness, and the operating voltage frequency.
For the channel PA design, the distance from the exposed, high voltage wire to the encapsulated,
grounded electrodes was also varied. Constant inputs included the voltage waveform (sinu-
soidal) and an input voltage of 20 V to the Minipuls system. Both surface PA and channel PA
are used.
The equipment used to generate the high voltage consisted of the Minipuls 4 system manu-
factured by GBS Elektronik [167]. It takes direct current (DC) voltage from a Voltcraft VSP2410
power supply. The power supply converts a standard (20 V) input to a square-wave AC volt-
age waveform. Thereafter, the transformer steps up the voltage to the desired value, before
producing a sinusoidal waveform as an output. The specifications quoted by the datasheet by
Brutscher [168] are voltages up to 40 kV peak to peak or 14 kV Root Mean Square (RMS) at
a frequency range of 5-20 kHz. A custom LabVIEW program was used to control the required
AC operating frequency (plasma frequency). Figure 4.7 shows the system components and their
set-up.
The materials selected were polyimide Kapton, Polytetrafluoroethylene (PTFE), and Glass
Reinforced Epoxy (GRE). Kapton was selected as extensive research has been carried out using
CHAPTER 4. DIELECTRIC BARRIER DISCHARGE PLASMA ACTUATORS 71
Figure 4.7: Schematic representation of experimental set up.
Table 4.1: Dielectric materials used with corresponding physical properties.
Dielectric material Kapton PTFE GRE
Dielectric strength [kV/m] 16535 11220 15000
Dielectric constant ε r 3.70 2.10 4.48
Glass transition temperature Tg [K] 635 390 400
Kapton tape as the dielectric material, therefore it would provide a good baseline result. GRE
and PTFE have dielectric constants higher and lower than Kapton, respectively. See Table 4.1
for dielectric properties of the selected materials.
For the surface PA, the exposed high-voltage and ground electrodes were L2 = 6 mm and L1
= 18 mm wide, respectively. The electrodes were made of 35 µm thick copper tape (t1 and t2).
The electrodes are separated by a dielectric material of various thicknesses, t3, of 0.5, 1.0, 1.5,
2.0, and 3.0 mm. There is no discharge gap between the electrodes. The overlapping, lateral
length of the electrodes is 100 mm - the length over which plasma is expected to form. Surplus
copper was put in place to attach the high voltage and ground connections to the electrodes.
These regions were covered with dielectric, polyimide film. The ground electrode was fully
covered by three layers of polyimide film, approximately 210 µm thick in total. The polyimide
film covered the exposed electrode 7.5 mm from both lateral side edges to prevent plasma arcing
on the sides of the actuator, see Figure 4.8.
Plasma actuator performance was characterised with induced velocity data acquiried via a
traversable pitot tube connected to a FC012 micromanometer from Furness Controls and particle
image velocimetry (PIV) flow field measurements. The manometer has a precision better than
±0.5%. The glass pitot tube was manufactured to a specification of 100 mm straight section
with a 90 degree bend followed by a 60 mm long straight section. Glass was the material of
Figure 4.8: Design and layout of surface plasma actuator used. Left: side view, right: top view.
choice in order to prevent arcing from the discharge region to the pitot tube. The inner and outer
radii were 0.3 mm and 1.2 mm, respectively. These dimensions allowed for measurement of the
actuator jet velocity without the pitot tube affecting the flow field. Pitot tube readings were time
averaged over 5 seconds and the mean of three consecutive readings is presented in this paper.
An Agilent Technologies DSO3102A oscilloscope was used to record the current and voltage
signals passed to the plasma actuator from the Minipuls system.
Figure 4.9: Schematic representation of PIV set up including field of view (FoV) and plasma
actuator positioning.
PIV was conducted in a closed return wind tunnel at the National Wind Tunnel Facility
(NWTF) at the University of Glasgow. The wind tunnel was run to disperse the seeding particles
uniformly in the test section but turned off until quiescent conditions set in. The plasma actuator
was positioned on a nylon block to allow optical access. The PIV set up is given in Figure 4.9.
The velocity jet produced by plasma actuators is three dimensional. However, two dimen-
sional PIV is used to capture the velocity of the ionic wind. The highest velocities are generated
close to the exposed electrode edge. The jet diffuses and slows down downstream from this
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Table 4.2: Set up for PIV flow field measurements.
laser wavelength [nm] pulse duration [ns] flash lamp rate [Hz] delta t [µs] f#
535 8 10 60 2.8
point. The aim is to take measurements along the centreline of the actuator as close as possible
to the electrode edge where the jet velocities are highest. It is assumed that the jet is uniform off
centre along the exposed electrode edge hence 2D PIV is conducted.
Seeding particles were generated with a smoke machine that generates a fine mist. A spectra-
Physics, Lab 130-10 Nd: YAG, single cavity, double pulsed, frequency-doubled laser produced
the laser light sheet. The field of view was 110 by 110 mm with a spatial resolution of 2048
by 2048 pixels. Post processing of PIV images was performed using a tested cross correlation
based procedure implemented with a vector validation scheme [169]. Results shown here were
obtained using a forward/reverse tile testing (FRTT) correlation algorithm. A two-pass cross
correlation analysis was used. The first with a 64 by 64 pixel window size and 50% overlap, and
the second with a 32 by 32 pixel window size and 25% overlap.
Other PIV parameters are given in Table 4.2. The time delay between image pairs was set
to 60µs based on the expected plasma jet velocities and the desired displacement of particles
between two consecutive images. The f# of the camera was chosen so that the depth of field
is small enough to focus on particles at one distance away only. That is on particles that are
passing along the laser light sheet.
An often encountered issue when dealing with high voltage equipment is electromagnetic
interference (EMI) [170, 171]. This well known problem has the potential to affect electronic
devices and cause system failures. In the NWTF laboratory this was avoided with measures
including limiting the high voltage wire length, using aluminium foil shielding, and increasing
the physical distance between sensitive devices such as the PIV and DAQ systems and the high
voltage equipment.
4.3 Results & discussion
4.3.1 ns-DBD plasma actuators
The voltage supplied to the actuators is shown in Figure 4.10 which also shows the 20% and
80% treshhold lines. Those were used to evaluate the pulse width, rise time, and fall time of
the signal. Measurements show a triangular signal with a pulse width of 6 ns, a rise time of 3.8
ns, and a peak, negative polarity voltage of 9.45 kV. The fall time seems to be longer than the
rise time, lasting 9 ns based on the 20% and 80% threshhold values of the peak voltage. Current
measurements were not taken during experiments.
Figure 4.10: Voltage signal supplied to plasma actuators with the 20% and 80% treshhold lines
used to evaluate the pulse width, its rise and fall time.
The ns-DBD actuator generates a distinct, cylindrical shock wave with a tail which propa-
gates from the actuator surface as is evident from the Schlieren images shown in Figure 4.11.
There is also a clear planar wave which has been previously recorded in an experiment by
Takashima [172]. These two waves are shown for the case of an ambient atmospheric pres-
sure and temperature within the experimental domain and an actuator thickness of 0.8 mm. The
shock wave is shown for two times after actuation: 13.3 µs and 26.7 µs respectively.
Figure 4.11: Schlieren image of distinct, cylindrical and planar shock wave generated from the
ns-DBD actuator of 0.8 mm thickness at ambient (atmospheric) conditions. The location of the
plasma actuator is shown with the ground electrode coloured grey, the dielectric barrier coloured
white, and the high voltage electrode coloured black.
Shock propagation
Propagation speed of the shock wave is calculated based on the location of the shock front in
consecutive Schlieren images and the time between these images. The location of the shock front
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is estimated by analysing the profile of the image intensity values across it and then searching
for the maximum value in a purpose written post-processing code.
The following plots in Figures 4.12 to 4.14, show the shock propagation speed and the dis-
tance travelled by the shock front with time for the three actuator thicknesses (t = 0.4, 0.8, and
1.6 mm).
Figure 4.12: Shock propagation based on shock front location: time vs velocity. Actuator thick-
ness: 0.4 mm.
Figure 4.13: Shock propagation based on shock front location: time vs velocity. Actuator thick-
ness: 0.8 mm.
Figure 4.14: Shock propagation based on shock front location: time vs velocity. Actuator thick-
ness: 1.6 mm.
Shock strength
The shock strength was estimated based on the intensity values of the captured Schlieren images.
An image processing software was used to combine a number of Schlieren images showing
the propagation of a single shock wave in one image. Next, a purpose written Matlab code
analysed the intensity of each pixel on the image along a vertical line from the centre of the
actuator surface to the top of the image. Peak values of intensities and their corresponding
vertical location are also extracted. Peak intensity values, I, are normalised by the background
intensity, Ib, of each image. Image intensity was obtained from ten images of shock propagation.
Normalised shock intensity, I/Ib, has a mean value of 5.11 (for a pressure of 60 kPa and a
dielectric thickness of 0.4 mm) with a standard deviation of 0.243. The standard deviation is
significantly smaller (below 5%) than the mean, therefore there is a high degree in repeatability.
An example of this process is shown in Figure 4.15.
Figure 4.16 shows the intensity profiles of ten instances of recorded shock waves. Profiles
indicate little spread in shock strength and wave front speed for recorded shock waves. The
intensity values closest to the actuator region, 230 < Y < 250 pixels, show strong gradients in
the vicinity to the discharge in what is known as the generated heat plume [149].
For the three actuator thicknesses used, 0.4, 0.8, and 1.6 mm, the process above was re-
peated for Schlieren images capturing ten separate shock waves for each pressure value in the
vacuum chamber. The results presented below are the average of all ten instances. The plots in
Figures 4.17 to 4.19, show the normalised shock strength, I/Ib, with vertical distance from the
actuator surface. The pressure ranges from 30 to 100 kPa.
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Figure 4.15: Example of output from Matlab code. Top left: Combined Schlieren images of the
propagation of a single shock wave with the vertical line (from 215:5 to 215:250) indicating the
position intensities are extracted from. Top right: Pixel intensity profile along line from 215:5 to
215:250. Bottom left: Pixel intensity profile with identified peak values that correspond to the
shock wave fronts. Bottom right: Normalised shock strength I/Ib vs vertical distance [pixels]
from actuator surface.
Figure 4.16: Normalised intensity profiles, I/Ib, along vertical line across ten shock wave prop-
agation images.
Discussion
Previous studies by Roupassov et al. [72] and Takashima et al. [172] showed that ns-DBD gen-
erated compression waves propagate with an approximately sonic velocity. This is confirmed
by the shock propagation recorded through Schlieren images in this study. These results indi-
cate that there is very little variation for different ambient pressures. However, from figs. 4.12
to 4.14, it is evident that the initial propagation velocity near the discharge is considerably higher
though the waves remain sonic. The Mach number increases near the surface due to the high
Figure 4.17: Normalised shock strength I/Ib vs vertical distance from actuator for a pressure
range of 30 to 100 kPa. Actuator thickness is 0.4 mm.
Figure 4.18: Normalised shock strength I/Ib vs vertical distance from actuator for a pressure
range of 30 to 100 kPa. Actuator thickness is 0.8 mm.
temperature which results in higher wave speeds for Mach = 1. This has also been noted by
other studies [72, 172].
From the results obtained, it is clear that a higher ambient pressure leads to a stronger shock
strength. This has been observed for all three actuator thicknesses. With a higher pressure, the
air density is greater, so that there are more particles being ionised by the electric field. Due
to the higher number density of particles, it is believed that more exothermal recombination
reactions take place which increases the shock strength of the generated shock wave. The effect
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Figure 4.19: Normalised shock strength I/Ib vs vertical distance from actuator for a pressure
range of 30 to 100 kPa. Actuator thickness is 1.6 mm.
of ambient pressure on ultra-fast gas heating is not clear.
A second observation is that the actuator thickness also influences the shock strength con-
siderably. As the resistance of the electric circuit is proportional to the actuator’s thickness, this
has a direct effect on the strength of the electric field generated by the ns-DBD PA. The electric
field strength determines the rate/extent of the ionisation of air particles and hence the shock
wave strength is enhanced. Therefore, the thinner actuator leads to a greater shock strength.
4.3.2 ac-DBD plasma actuators
Induced velocities from pitot tube and PIV measurements are presented for the surface PA. The
power consumption of each plasma actuator is also shown. Voltage and current waveform plots
passed to the actuator are presented in Figure 4.20 for frequencies of 5, 7, and 10 kHz with a 0.5
mm thick Kapton dielectric material. High-amplitude spikes of current are typical for plasma
actuators [173] and indicate ionisation. They are the result of each micro-discharge and occur
twice per cycle. Characteristically, the current and voltage are 90 degrees out of phase [142].
Based on the spike occurance, it appears the 7 kHz case has more ionisation than the 5 kHz or 10
kHz cases. The impedance of PA, the electrostatic capacity, and the length of the high voltage
cable can all influence the output voltage signal and hence the ionisation levels.
Initially, a study was conducted to establish the optimum location to measure plasma induced
velocity downstream of the surface actuator. Figure 4.21 shows induced velocity measurements
along the centreline of the actuator with streamwise and vertical positions of the Pitot tube. This
exercise was performed with a PTFE plasma actuator of 1.0 mm thickness at a driving frequency
(a)
(b)
(c)
Figure 4.20: Measured voltage and current signal waveforms passed to the plasma actuator for
a 0.5 mm thick Kapton dielectric with (4.20a) 5 kHz, (4.20b) 7 kHz, and (4.20c) 10 kHz signal
frequency.
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of 10 kHz. Results show a peak induced velocity at a downstream distance of 4 mm from the
high voltage electrode edge and a vertical location of 0.6 mm. All measurements presented and
discussed hereafter refer to data collected at this optimum position.
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Figure 4.21: Induced velocity with x-y location along centreline (z = 0mm) downstream of
plasma actuator.
Pitot tube measurements
Induced velocity measurements of the three dielectric materials and for five dielectric thick-
nesses for a frequency range of 5 to 10 kHz are presented in Figures 4.22a, 4.23a, and 4.24a.
Higher frequencies resulted in the dielectric materials breaking down and the actuators becom-
ing damaged with visible signs of degradation of the dielectric material due to arcing. Damaged
actuators were replaced with spare ones. This did not effect measurement results as the GRE
and PTFE dielectric material was machined to size in order to keep a consistent geometry of
the actuators. Measurements were taken with a traversable pitot tube along the centreline of the
exposed actuator. Each data point is the average of three measurements.
Plots of consumed power by the plasma actuators are given in Figures 4.22b, 4.23b, and 4.24b.
Consumed power was calculated by multiplying the root mean square values of the voltage and
current signals recorded over one period by the oscilloscope.
Pc =VRMSIRMS. (4.3)
PIV measurements
Two component PIV measurements were taken for two configurations of surface plasma actua-
tors with PTFE and GRE as the dielectric material. Kapton could not be used due to excessive
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Figure 4.22: Induced velocity with frequency for varying thicknesses of Kapton dielectric ma-
terial, ε r = 3.70 (4.22a) and the corresponding power used (4.22b).
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Figure 4.23: Induced velocity with frequency for varying thicknesses of GRE dielectric material,
ε r = 4.48 (4.23a) and the corresponding power used (4.23b).
Table 4.3: Best performing surface PA and their properties.
Dielectric material Kapton PTFE GRE
Thickness [mm] 0.5 0.5 0.5
AC frequency [kHz] 10 10 10
Velocity [ms-1] 5.22 4.66 5.05
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Figure 4.24: Induced velocity with frequency for varying thicknesses of PTFE dielectric mate-
rial, ε r = 2.10 (4.24a) and the corresponding power used (4.24b).
laser sheet reflections from its tape surface resulting in poor PIV data sets. The two cases cor-
respond to the PTFE and GRE cases from Table 4.3. In total, three sets of 20 image pairs were
recorded. Statistical convergence was established with fewer image pairs. Results obtained from
processing fewer vector maps were qualitatively similar to those obtained by processing the full
set of 60. The PIV error, Eu, estimate was calculated based on the magnification factor, M
[pixel/m], and the time step ∆t between image pairs assuming a maximum displacement error of
0.1 pixels as given by [174]:
Eu =
0.1
M ∗∆t
=
0.1
2048
0.11 ∗60∗10
−6
= 0.0895[m/s]. (4.4)
The plasma actuators were positioned on the edge of a nylon support block to allow optical
access to the region of interest i.e. the ionic jet coming off the plasma actuator. Due to reflections
from surfaces, namely the actuator geometry itself, the field of view (FoV) of the camera had
to be reduced and shifted to exclude the actuator geometry. The FoV captures the edge of the
nylon block/actuator with the jet only visible from a distance of 18 mm (the length of the covered
electrode) off the exposed electrode onwards i.e. not directly from the edge of the high voltage
electrode where the induced flow is highest. The PIV region does not cover the peak velocity jet
loation.
Time averaged velocity vector fields for both cases are presented in Figures 4.25 and 4.26.
The averaged velocity profiles along horizontal and vertical planes are also shown in Fig-
ures 4.27 and 4.28, respectively.
Discussion
The highest averged induced velocity was achieved with Kapton tape as the dielectric. It was
operating at an AC frequency of 10 kHz, and a material thickness of 0.5 mm yielding a velocity
Figure 4.25: Time averaged velocity vector plot from PIV for surface PA with a 0.5 mm GRE
dielectric material. Units are in ms-1 with the horizontal and vetical axes showing the FoV.
Figure 4.26: Time averaged velocity vector plot from PIV for surface PA with a 0.5 mm PTFE
dielectric material. Units are in ms-1 with the horizontal and vetical axes showing the FoV.
of 5.22 ms-1. GRE and PTFE both produced velocities over 4.5 ms-1. For the set power supply
input conditions of 20 V and 0.12 A, the thinnest dielectric performed best for all materials.
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Figure 4.27: Induced flow air jet velocity profiles for PTFE surface PA: (4.27a) horizontal ve-
locity profile along y=0.049 m, (4.27b) vertical velocity profile along x=0.034 m.
0.03 0.035 0.04 0.045 0.05 0.055 0.06 0.065 0.07
x distance [m]
0.6
0.7
0.8
0.9
1
1.1
1.2
1.3
1.4
1.5
v
e
lo
c
it
y
 m
a
g
n
it
u
d
e
 [
m
/s
]
(a)
0 0.2 0.4 0.6 0.8 1 1.2 1.4
velocity magnitude [m/s]
0.037992
0.037994
0.037996
0.037998
0.038
0.038002
0.038004
0.038006
0.038008
0.03801
y
 d
is
ta
n
c
e
 [
m
]
(b)
Figure 4.28: Induced flow air jet velocity profiles for GRE surface PA: (4.28a) horizontal veloc-
ity profile along y=0.049 m, (4.28b) vertical velocity profile along x=0.038 m.
As the material thickness increased, the induced velocity is reduced, due to the constant input
voltage. Since the input voltage is constant, thicker dielectric materials perform worse as the
electric field strength decreases. Operating frequencies of 5 and 10 kHz resulted in the highest
measured induced velocities while the ionic wind was lower for other frequencies. A minimum
induced flow was consistently recorded for a frequency of 7 kHz, irrespective of the dielectric
material or its thickness. Table 4.3 summarises the best performing surface plasma actuators.
Power consumption was highest for frequencies of 5 and 10 kHz irrespective of the dielectric
material. Those cases correspond to the highest induced velocities recorded. A minima of power
consumption was consistently recorded at a frequency of 7 kHz. This is not expected as other
studies show an increase in ionic wind with increasing signal frequencies [121, 175]. However,
a change in plasma from a corona discharge to a streamer discharge can result in a decrease in
the body force generated and hence lower consumed power levels. See Figure 4.20 for measured
voltage and current waveforms with 5, 7, and 10 kHz frequency signals.
PIV measurements clearly show the jet of air formed by the plasma actuators. Peak velocities
are, however, much smaller than recorded with the pitot tube. This is expected because the
distance from the exposed electrode edge to the pitot tube was much smaller than in the PIV
set-up. Reflections rendered the near actuator vector field useless and hence were excluded from
the analysis. The error in velocity is only about 0.064% and 0.081% of the maximum velocities
recorded for the GRE and PTFE vector fields.
The GRE surface PA produces an induced jet with more vertical spreading (diffusion) than
the PTFE actuator which has a much more confined jet structure. This may be due to a buoyancy
effect which is related to heat release within the dielectric materials. This would result in differ-
ent surface temperatures between the two cases inducing a different convection of the induced
jet.
The vertical induced jet profiles show more clearly the vertical spread of the two induced
jets. Looking at the horizontal velocity profiles across the induced air jets, it is clear that there is
a considerable drop off in velocity with distance from the exposed electrode. This is significant,
as it limits the effects of the ionic flow to the vicinity of the PA. The total rate of velocity decrease
is -14.8 and -20.2 ms-1 per metre for the PTFE and GRE surface PA, respectively.
Compared to the velocity magnitudes seen in the Wellborn s-duct which reach 200 ms-1 it
is questionable whether the plasma jet strength is sufficient to have a meaningful impact on the
duct throughflow. In relation to the freestream velocities the plasma induced jet strengths reaches
only about 2.5 % of the freestream. However, the aim is to use the plasma jets to reenergize the
near wall fluid within the boundary layer which is much slower.
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4.4 Conclusions
For the ns-DBD plasma actuators shock wave propagation speed and strength were recorded
showing clear trends with decreasing ambient pressure. Higher ambient pressures result in
stronger shock waves; this has been observed irrespective of the actuator thickness. This might
be explained with fewer air molecules to ionise at lower ambient pressures and hence a lower
temperature from the exothermal recombination reactions which produce thermal energy. This
finding has, potentially, implications on using plasma actuators at altitude i.e. on airborn ve-
hicles where the ambient pressure is naturally lower than at sea level. Although, the effect of
ambient temperature would also have to be considered. To the author’s knowledge, no such ex-
periment linking plasma actuator performance to altitude is available in the literature. The data
further shows that the thickness of the dielectric barrier also influences the shock strength. In
accordance with previous findings it was confirmed that a thinner dielectric barrier results in a
greater shock strength.
For the ac-DBD plasma actuator, PTFE and GRE dielectric materials performed similarly,
with Kapton producing the highest induced velocity jet of 5.22 ms-1. Higher plasma ionisation
tends to occur with operating frequencies of 5 and 10 kHz. Power consumption is also greater
for frequencies of 5 and 10 kHz. Results show a clear minimum power consumption at 7 kHz for
all tested cases. With the voltage input being constant, thinner dielectric materials outperformed
thicker ones. For a given thickness, GRE, which has the smallest dielectric constant of the
materials tested, resulted in higher induced velocities. However, the thinnest dielectric of 0.5
mm does not exhibit the same behavior. A high gradient of velocity reduction with streamwise
distance was recorded. This is significant, as it shows plasma actuators have mostly localised
effects. The GRE surface PA had a total rate of velocity decrease of -20 ms-1 per metre.

Chapter 5
DBD plasma numerical models
5.1 ns-DBD model
Various models exist in the literature to numerically simulate ns-DBD plasma actuation. The
most detailed models aim at modelling the chemistry of particle dynamics including reaction
equations. On the other spectrum, phenomenological models try to reproduce the effects of
an ns-DBD plasma actuator without resolving the chemistry of the discharge process. Both
approaches have their merits with the former being more physical, producing insights into the
discharge process while the latter is usually less computationally expensive and simpler in na-
ture.
Many researchers chose to create a detailed physical model of ns-DBD plasma generation
including near wall electric field equations, adding electron and ion densities in the gas, and
solving drift diffusion equations [70, 176, 177]. Unfer and Boeuf [70] implemented a two di-
mensional ns-DBD model taking into account the drift diffusion and local field approximations.
The latter is used to approximate the energy gained by charged particles from the electric field
by locally balancing the gains with losses due to collisions with neutral molecules. The former
assumes that a particle’s momentum can be estimated by equating a particle’s fluxes with the
sum of a drift and a diffusion term.
However, most researchers agree that given the timescales involved there is no added benefit
from adding ion motion, electron diffusion, and chemical recombination processes to plasma
modelling unless the focus is on studying those interactions and the discharge mechanism. This
is not the case in this thesis, so a phenomenological model is used instead.
Here a phenomenological model is selected hence the aim of this work is to apply a numer-
ical ns-DBD model and determine its effect on the flow field within a convoluted duct. The
model is adapted from the method proposed by Gaitonde [178, 179] and is based on a heated
volume region. Similar approaches are used by Zhao and Kinefuchi [180, 181].
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5.1.1 ns-DBD model implementation
A numerical model of ns-DBD PA was implemented in OpenFOAM for the use with transient,
compressible computational fluid dynamics (CFD) calculations. A region of the mesh is selected
for which a Gaussian temperature profile is prescribed to simulate the heat addition by the ns-
DBD plasma actuators. See Figure 5.1 for the temperature profile prescribed to the heated
region. The non-symmetric nature of the profile results in both a cylindrical and planar shock
wave being generated. The length of the Gaussian profile was chosen based on the covered
electrode width along which the plasma is generated. Discharge distance or streamer length,
which actually govern the extent of the heated region, were not available from experiments to
use.
The governing equation defining the heat addition is multiplied by a factor (χ) of the ambient
temperature Tamb:
T = Tamb +
√
γ
2πx3
exp(−
γ
2β 2x
(x−β )2)Tambχ (5.1)
The symbols γ and β are parameters used to alter the Gaussian profile and its mean value,
respectively. In this study, γ is set to 1 and β to 0.3.
Implementation is achieved through a local cell set temperature constraint that follows the
desired Gaussian profile. To this end a new constraint functionality in OpenFOAM was created ,
called nsdbdTemperatureConstraint. This functionality uses a selected mesh region to prescribe
temperature values to their cell centres based on the governing equation for temperature addition.
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Figure 5.1: Gaussian distribution of temperature profile prescribed to heated region. Shape
adapted from [178, 179].
The Gaussian temperature profile is essential to capture the shock structure while the uniform
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and step profiles of temperature do not produce a good match [178]. In the current implemen-
tation, the pulse time, rest time, actuator length and width, and its starting point can all be set
by the user. It is also possible to create multiple heated regions and investigate the effect of
a number of actuators. The fvOptions file used to set up these parameters is included in the
appendix.
5.1.2 Results
For this study, the sonicFoam solver in OpenFOAM was used due to its transient, compressible
features. Calculations were performed with second order (Gauss limitedLinear) schemes and the
PIMPLE algorithm in laminar, quiescent conditions. The PIMPLE algorithm derived from both
the PISO (pressure implicit with splitting of operator) [99] and SIMPLE (semi implicit method
for pressure linked equations) [100] algorithms. The time step was 2 nanoseconds with the
pulse time of the ns-DBD model set to 100 nanoseconds. The simulation was performed for a
total of 60 microseconds with a write interval of 2 microseconds. Initially a mesh independence
study was conducted to acertain that simulation results would not be affected by mesh density.
Figure 5.2 shows the grid independence study with the shock front Mach number taken as the
criteria for mesh convergence. The shock front Mach numbers are evaluated and presented
for various times after the plasma model actuation. The ambient temperature was set to 293 K,
corresponding to the ambient temperature during the experimental campaign. Wave transmissive
boundary conditions were used along all domain boundaries but the bottom of the domain which
was a solid surface. The wall boundary was assigned a no-slip condition.
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Figure 5.2: Mesh independence study.
The implementation was tested with a simple 2D case in a quiescient flow. The numerical
domain was 100×50×1 mm in the x, y, and z direction, respectively. Within this domain the
heated region was placed centrally at y = 50mm. The heated volume dimensions are 10× 1×
10−5 ×1 mm in the x, y, and z direction, respectively. The 10 mm length of the heated volume
match the covered electrode width from the experiments described in the previous chapter.
Flow solutions show a shock wave propagating through the domain with the same distinct
features observed from experiments. The results were post-processed with a purpose written
code to determine the exact shock front location at different time steps. Figure 5.3 shows the
shock wave structure at a time of 10 microseconds after discharge. The figure presents a strong
pressure gradient (5.3a) and the density field (5.3b). The progression of the shock wave front
through the numerical domain is depicted in Figure 5.4.
(a) (b)
Figure 5.3: Numerically modelled ns-DBD plasma actuator: (a) pressure contours of shock
front, (b) density contours of shock front.
Figure 5.4: Progression of shock wave with the ns-DBD model implemented in OpenFOAM.
Black coloured region at the bottom of the computational domain schematically depicts the
heated volume region. This is not to scale. Dimensions of the heated volume are 10× 1×
10−5 ×1 mm in the x, y, and z direction, respectively.
Figure 5.5 shows an instantaneous density field captured by the Schlieren imaging next to
the density field produced by the numerical plasma model. Both flow structures show the same
key features of a cylindrical and planar shock wave.
The parameter χ controls the amount of the thermal energy being added to the heated region.
Increasing χ yields a stronger shock wave with higher velocities (Figure 5.6). The model is
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(a) (b)
Figure 5.5: Experimental density field from Schlieren imaging (a) and numerical density field
from plasma model (b). Both flow structures show the same key features of a cylindrical and
planar shock wave.
compared to experimental results obtained. Plots, in Figures 5.7 to 5.9, show the shock wave
propagation speed as distance vs time, for pressures of 30, 70 and 100 kPa, respectively. The y
axis represents the vertical distance travelled by the shock wave front from the actuator surface
in the experiments and from the heated volume region in the numerical plasma simulations. This
distance is non-dimensionalised by the heated volume length which is also equal to the covered
electrode width in the experiments.
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Figure 5.6: Effect of parameter χ on Mach number of shock front at ambient conditions.
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Figure 5.7: Comparison of experimental and numerical shock wave propagation for ambient
pressure of 30 kPa.
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Figure 5.8: Comparison of experimental and numerical shock wave propagation for ambient
pressure of 70 kPa.
5.1.3 Discussion
The numerical ns-DBD model captures the overall shock structure and propagation speed ac-
curately. The numerical simulation results compare well with experiments, matching the shock
front propagation determined from the Schlieren experiments. The amount of temperature ad-
dition required to match experimental results of shock propagation are given in Table 5.1. It
outlines the temperature values added to the near wall region for the simulation of ns-DBD gen-
erated shock waves. Less added thermal energy is needed at lower pressure values to match
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Figure 5.9: Comparison of experimental and numerical shock wave propagation for ambient
pressure of 100 kPa.
Table 5.1: Temperature values added to the near wall region for the simulation of ns-DBD
generated shock waves.
Presure [kPa] χ T max [K] T avg [K]
30 0.1 410.319 295.214
70 0.3 654.657 299.642
100 0.5 898.995 304.071
Temperature values corresponding to χ parameters used for CFD.
experimental results. This indicates that less flow control authority is available at lower ambient
pressures.
The overall shock wave structure and propagation speed from CFD match well with con-
ducted experiments, allowing the conclusion that a phenomenological plasma model is sufficient
to capture the dominant features of ns-DBD plasma actuation. The heat addition required to re-
produce experimental results varied with ambient pressure. Less heating of the near-wall region
was needed with lower ambient pressures.
Finally, it is highlighted that there is a compuational cost associated with the ns-DBD plasma
model beyond the numerical calculations based on the heat addition. The model is based on a
physical time step of nanoseconds and thus requires a time step small enough to capture the
plasma actuation.
5.2 ac-DBD model
The ac-DBD plasma model is a combination of the electrohydrodynamic (EHD) body force
proposed by Soloviev [182] and the EHD body force distribution by Singh [183]. Babou et al.
first presented preliminary results of this approach [184].
5.2.1 ac-DBD model implementation
Soloviev’s model is based on key parameters of plasma actuators: the dielectric thickness, the
applied peak-to-peak voltage, and the driving frequency. This simplified model can produce
qualitative thrust values in agreement with empirical data [182]. The actuator EHD force pro-
duction is given by:
TSoloviev = 2.4x10
−10β 4
fv
d
(
9V0
4∆Vc
)4(1−
7∆Vc
6V0
)4(1− exp(
−1
4 fv∆τq
)) (5.2)
where β = 1 is a fitting parameter, fv = 10 is the frequency of voltage (kHz), d = 0.3 is the
thickness of dielectric (cm), V0 = 20000 is the applied voltage peak-to-peak (V), ∆Vc = 600
is the normal falldown of cathode voltage, ∆τq = 1e− 4 is the residence time of negative ions
inside the acceleration volume.
The EHD force distribution presented by Singh is based on detailed computational studies
of plasma discharge. From the CFD data, Singh et al. recorded spatial and temporal distri-
bution statistics of electric potential and species densities [183]. Singh et al. noted that the
force magnitude from their approximation does not match experimental body force measure-
ments. However, the spatial distribution is based on direct measurements and is adopted for this
combined model. The force distribution was then expressed by an analytical relation:
FSing,x(V,x,y,x0,y0) =
Fx0
Fy0
exp(−
√
(ccX − x0 − (ccY − y0))ccY − γx
√
ccY − y0) (5.3)
FSing,y(V,x,y,x0,y0) =
Fx0
Fy0
∗ exp(−
√
ccX − x0
ccY
− γy
√
ccY − y0 (5.4)
where Fx0 is the force in the horizontal direction, Fy0 is the force in the vertical direction, ccX
and ccY are the cell centers in the x and y directions, x0 and y0 are the actuator (cell region) start
points, γx and γy are constants set to 8×105 and 1×107 respectively.
The resulting numerical model for ac-DBD plasma actuation EHD force production and
distribution is used as a source term in the momentum equation for fluid simulations in Open-
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FOAM. The model has been generalised to allow for three dimensional computational domains
and transient simulations where the on/off time of the actuation can be specified based on the
timestep of the simulation. The momentum source term is implemented through the fvOptions
utility in OpenFOAM. A full fvOptions file is included as an appendix.
5.2.2 Results
The implementation of the ac-DBD body force model was tested with OpenFOAM in a quiescent
flow numerical domain. The computational domain was a flat plate with no slip condition at
the wall. Different model parameters were varied to assess the model EHD force production.
Figures 5.10 and 5.11 show the resultant, horizontal wall bounded jet streamwise velocity from
the ac DBD model with dielectric thickness and driving frequency. Varying the input peak-
to-peak voltage level in the model parameters affects the resultant wall bounded jet strength.
Figure 5.12 shows the streamwise velocity component of the wall bounded jets for a range of
voltage values with dielectric thickness. As expected, with lower input peak-to-peak voltage
level the streamwise velocity decreases.
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Figure 5.10: Numerically modelled ac-DBD plasma actuator: resultant horizontal jet velocity
with dielectric thickness used in numerical model.
The flow field around the numerical ac-DBD plasma actuator in quiescent air is presented
in Figure 5.13. The wall bounded jet diffuses downstream as expected and entrains fluid down-
wards towards the wall at the beginning of the actuated region.
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Figure 5.11: Numerically modelled ac-DBD plasma actuator: resultant horizontal jet velocity
with driving frequency ( fv = 10 kHz) used in numerical model.
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Figure 5.12: Resulting streamwise jet velocities with peak-to-peak voltage input for ac-DBD
numerical model.
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Figure 5.13: Horizontal velocity component (ms−1) of resultant wall bounded jet.
5.2.3 Discussion
Wall bounded jet velocity magnitudes of the ac-DBD model and experiments are plotted in Fig-
ure 5.14 with dielectric thickness. The body force produced by the numerical model follows
the same trend as the experiments, generating smaller magnitudes of ionic jet velocities with
increasing dielectric thickness. However, the magnitudes of the body force do not match ex-
perimental values for the same dielectric thickness, driving frequency, and peak-to-peak voltage
inputs. This might be due to the fact that the numerical model does not take into account the
properties of the dielectric material such as the dielectric constant and the breakdown voltage.
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Figure 5.14: Experiments compared to ac-DBD model body force with dielectric thickness.
The numerical model is tuned by using a lower input voltage level than in experiments to
match the resultant wall bounded jet velocities to the experimental values. Wall bounded jet ve-
locity magnitudes of the tuned ac-DBD model and experimental data are plotted in Figure 5.14
with dielectric thickness. Lower input peak-to-peak voltage levels than in the experiments cover
the range of ionic jet velocities recorded for the PTFE, GRE, and Kapton dielectric plasma ac-
tuators. Figures 5.15 to 5.17 show more clearly how the ac-DBD numerical model matches
experimental data from PTFE, Kapton, and GRE plasma actuators, respectively. An input peak-
to-peak voltage of 12 kV matches numerically the experimental data recorded for a PTFE dielec-
tric actuator operated at 20kV, while to match the GRE dielectric actuator an input peak-to-peak
voltage level of 15kV is needed.
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Figure 5.15: PTFE dielectric experiments compared to tuned ac-DBD model body force with
dielectric thickness.
5.3 Conclusions
The ns-DBD numerical model matches experimental results well capturing qualitatively and
quantitatively experimental results. This model is phenomenological in nature and based on
the thermal energy input to a near wall volume where the plasma discharge takes place. This
model captures the overall shock structure and propagation speed accurately. However, this
model suffers from the required time step it is based on increasing the computational cost of
the simulation. The ns-DBD model applies the plasma pulses at very short time frames, usually
nanoseconds. Therefore, the computational cost is high as the time step needs to be small enough
to capture the individual pulses of actuation.
The numerical model presented for ac-DBD plasma actuation captures qualitatively the wall
bounded jet. However, the velocity of the ionic jet produced exceeds experimental values by
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Figure 5.16: Kapton dielectric experiments compared to tuned ac-DBD model body force with
dielectric thickness.
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Figure 5.17: GRE dielectric experiments compared to tuned ac-DBD model body force with
dielectric thickness.
up to a factor of two. This could possibly be addressed by incorporating physical properties of
the dielectric material into the numerical model. For the purpose of demonstrating the effects
of ac-DBD plasma actuation on the flow in a convoluted duct, the numerical model is tuned
successfully by using a lower input voltage level than in experiments to match the resultant wall
bounded jet velocity. It was shown in this chapter that, when tuned, the ac-DBD model matches
experimental results well. The ac-DBD model can be applied in steady state and transient sim-
ulations. Therefore, unlike the ns-DBD model, the additional computational cost is negligible.
Chapter 6
Plasma flow control
6.1 Plasma flow control in convoluted ducts
In chapter 5, experimental data of ac and ns DBD plasma actuators was used to model their
effect numerically with separate functionalities implemented in OpenFOAM. The baseline flow
physics and throughflow characteristics of the convoluted duct were analysed in chapter 3. This
chapter combines the two main aspects of the work undertaken in chapters 3 and 5 with the aim
of determining the effect plasma actuation has on the throughflow in a convoluted duct. To this
end, lower and higher fidelity numerical simulations are conducted within the convoluted duct
with the new plasma functionalities.
The ac-DBD plasma actuators were characterised experimentally for highest induced jet
velocity to help influence the near wall fluid the most. The ns-DBD plasma actuation was
intended to be pulsed with a frequency based on the baseline flow features extracted in chapter
3. However, the frequencies extracted for dominant flow features varied from 94, to 215, to 420
Hz. As a result, the ns-DBD plasma pulse was set to 100 Hz for the flow control study.
6.1.1 Meshing: new cell set for plasma functionality
In OpenFOAM cell sets are used to select and group mesh regions. Usually, cell sets are defined
so that a particular operation can be performed on the whole set as a group rather than on indi-
vidual cells. A new cell set class in OpenFOAM was developed to select a cell region based on a
target circular arc sector called radialStripToCell. This cell set class complements other, existing
OpenFOAM classes such as boxToCell that work with simpler geometries. The functionality of
radialStripToCell is key to apply the phenomelogical plasma models in the convoluted duct due
to its circular cross-section.
The topoSet functionality in OpenFOAM was used to create mesh regions for the DBD
plasma models to be applied to. First, the selected mesh region was refined into smaller cells
in order to better represent the prescribed Gaussian temperature profile of the DBD code in a
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given physical length of the actuation region. For this, the refineMesh utility was used. Next,
based on this finer defined mesh region a cellSet source function called radialStripToCell was
implemented. This radialStripToCell function selects cells with their respective cell centers in a
circular arc volume as defined by input parameters. The user needs to define an inner and outer
radius along with the arc centre point, as well as the axial and angular extent of the arc volume.
With this information, the function groups all cells that fall within the arc volume into one cell
set. Figure 6.1 shows one such circular arc volume selected from the total numerical domain
of the s-shaped duct. An example topoSetDict file is included in the appendix for reference.
The radialStripToCell function code files radialStripToCell.C and radialStripToCell.H are also
included of the appendix.
Figure 6.1: Mesh of heated region at x = 0.18m in numerical domain of s-shaped duct.
6.1.2 CFD code
The open source CFD tool box OpenFOAM ( [92]) is used, with all presented data computed
with OpenFOAM v1712 (OpenFOAM.com). For the RANS and DDES calculations the k-ω
SST turbulence model, as first proposed by [93] is used. The simulation set up is kept consistent
with the baseline CFD computations conducted. Further details about the turbulence model are
discussed in chapter 3.
Simulations were conducted with the rhoSimpleFoam and rhoPimpleFoam solvers for steady
state and transient cases, respectively. Those are pressure based, compressible solvers utilising
second order schemes and the SIMPLE or PIMPLE algorithms. Each PIMPLE timestep calcu-
lation was solved with 200 subiterations or until a drop of residuals of 6 orders of magnitude
was reached. For more details refer to the CFD set up section in chapter 3.
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Due to the volume of data generated, flow solutions were saved every 500 µs of physical
time for the ac-DBD case and 250 µs for the ns-DBD case. For faster run times transient
simulations were initialised from a converged RANS calculation. The ARCHIE-WeST high
performance computing machine in Glasgow was used to run the simulations in parallel on
40 cores. ARCHIE-WeST uses Intel Xeon Gold 6138 20 core 2.0 GHz CPU chips. Being
computationally expensive simulations, two weeks of run time of DDES on the HPC generate
only 25 snapshots for the ac-DBD plasma model in the convoluted duct. The ns-DBD plasma
model is even more computationally expensive as its time step is 50 times smaller.
Boundary conditions, initial conditions, and numerical schemes
RANS simulations were performed with turbulence properties prescribed for kinetic energy and
specific dissipation rate (ω) based on a 2.5% turbulence intensity. Equations 3.17 to 3.20 were
used for calculating the specific dissipation based on the turbulence intensity Iturb, turbulent
kinetic energy kturb, and turbulent dissipation rate ε .
The total mass flow was set at the inlet, with the outlet being at atmospheric pressure. The no
slip wall boundary condition was employed. Second order Gauss linear upwind schemes were
used. No wall functions are employed due to the low Y+ values.
6.1.3 ac-DBD flow control
Compressible flow solvers are used for both steady and transient simulations given the flow is
subsonic with an inlet Mach number of 0.6. Consistent with the baseline flow calculations of
chapter 5, for transient simulations a timestep of 1 µs was used resulting in a maximum Courant
number of 0.24 in the domain with a mean value of 0.06.
Initially, steady state RANS simulations are conducted before transient simulations with
DDES are set up.
Flow control cases
To find an optimum placement of plasma actuation within the convoluted duct four locations
were chosen for the initial steady state simulations. Steady state simulations were kept to four
cases only due to constraints on computational resources and the time frame of the project.
The optimum location of flow control devices is upstream of the separation point as pointed
out in chapter 2 based on analysis of existing literature on flow control studies in convoluted
ducts. The actual optimum position can not be defined for a general case, however. For in-
stance, in literature, recommendations range from 5 to 30 device heights upstream of the sepa-
ration location for submerged vortex generators [43]. Therefore, four locations upstream of the
separation onset were chosen to determine any effect of the actuator placement. Those locations
are all upstream of the separated flow region and the duct inflection point. The separated flow
region is well defined from the baseline flow study in chapter 5 and the experimental data from
Wellborn [1]. In the duct the separated flow region extends from 2.0 < sc
D1 < 3.7. Based on this,
the four actuation locations were set at sc
D1 = 0.88575,1.13619,1.38928, and 1.64584.
The circumferential extent of the heated regions is based on findings in literature which
suggest that actuation along the centre of the duct is more beneficial to actuation along the
whole cross-stream surface [7]. The actuators’ circumferential extent was fixed to span from
160 to 200 degrees in the cross-stream plane of the duct, i.e. the actuators are centred at the
symmetry plane of the duct at z = 0 m. Their streamwise extent was modelled on the length of
physical plasma actuators and was set to 5 mm.
Figure 6.2: Flow control locations in s-shaped duct with inlet and AIP cross-stream planes
shaded. Flow direction is in the positive x-direction.
Figures 6.2 and 6.3 show the four actuation locations within the convoluted duct and the four
cell sets selected for actuation. Figure 6.2 shows the heated regions at four locations within the
numerical domain, while the heated regions are shown in more detail in Figure 6.3.
The four cell regions were refined first and next selected with the radialStripToCell function
discussed earlier. In Figure 6.2 the Wellborn s-duct inlet and AIP cross-stream planes are shaded.
As is evident from the Figure there are constant diameter duct sections upstream and downstream
of the Wellborn duct. The numerical domain is identical to the one described in chapter 3 for
the baseline s-duct CFD calculations.
Table 6.1 provides details of the four cell set regions selected for the DBD plasma actuation.
Their axial location is given in terms of the streamwise coordinate the cell set regions start at
and the corresponding non-dimensionalised distance sc
D1 along the duct centreline. There are
slight variations in the number of cells each cell region encompases, however, this is of little
overall effect as their volume is of the same order of magnitude. This becomes more evident
once the resultant plasma jets are compared between the four placements. To this end, test runs
with quiescent boundary conditions were conducted. Figure 6.4 shows the streamwise velocity
component produced by the ac-DBD plasma model in the convoluted duct for quiescent RANS
CHAPTER 6. PLASMA FLOW CONTROL 107
Figure 6.3: Heated regions in numerical domain of s-shaped duct.
simulations. The refined mesh region at the respective cell sets are also included with clearly
visible finer mesh region. The maximum streamwise velocity of the generated plasma jets across
the four locations is constant for all practical purposes and only varies very slightly from 5.486
to 5.610 ms−1. This is important so that a fair comparison between the actuator placements can
be conducted. The thickness of the resulting jet profiles looks to be increasing from the most
upstream to the most downstream actuation region. This is the case as the curvature of the duct
comes into play. The jet direction is parallel to the surface at the point of actuation with the
curvature of the convoluted duct moving away downstream of that point.
Table 6.1: Details of cell set regions for flow control cases.
axial location [m] 0.18 0.23 0.28 0.33
centreline location sc
D1 0.88575 1.13619 1.38928 1.64584
circumferential extent [◦] 160-200 160-200 160-200 160-200
number of cells 9030 8838 9734 10074
volume x10−7 [m3] 1.06781 0.96667 1.38127 1.89639
As mentioned in chapter 5 on the phenomenological model of ac-DBD plasma actuators,
the numerical model requires tuning to match expected ionisation levels. Without tuning the
ac-DBD model overpredicts the resulting ionic jet strength. Therefore, the input paramters for
the four actuator placement regions were adjusted in the fvOptions file. Table 6.2 shows the
driving frequency, dielectric thickness, and voltage levels taken for the simulations. The voltage
level was adjusted while monitoring the resulting plasma jet profile. The driving frequency is
kept the same as for the plasma experiments presented in chapter 5 and is set to 10 kV. Values
presented in Table 6.2 provide an equal actuation strength across all four plasma placements in
the numerical domain.
u u with mesh
x=0.18
(a) (b)
x=0.23
(c) (d)
x=0.28
(e) (f)
x=0.33
(g) (h)
Figure 6.4: Streamwise velocity component produced by ac-DBD plasma model in convoluted
duct for quiescent RANS simulations.
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Table 6.2: Input details of numerical ac-DBD model.
axial location [m] 0.18 0.23 0.28 0.33
centreline location sc
D1 0.88575 1.13619 1.38928 1.64584
voltage [kV] 16.00 17.00 20.00 17.35
driving frequency [kHz] 10 10 10 10
dielectric thickness [mm] 3 3 3 3
RANS
Numerical simulations with ac-DBD plasma flow control are analysed and compared against the
baseline CFD simulations. First, entropy in the flow at the AIP is calculated based on the flow
snapshots and presented in Figure 6.5 for all cases. Entropy, s, is calculated at each face point
at the AIP based on the time averaged values of temperature and static pressure, the specific gas
constants, R, and the specific heat capacity at constant pressure, Cp:
si =Cplog(Tavgi)−Rlog(Psavgi). (6.1)
Entropy is a measure of randomness and, being an irreversible quantity, can be directly re-
lated to the losses generated in a system. For both the baseline and the actuated cases the entropy
profile at the AIP is most prominent in the lower central region. This is the lower velocity region
most influenced by the oscillating shear layer from the separation region where there are the
biggest fluctuations in flow properties. Though the changes are subtle, the baseline case shows
a higher maximum value of entropy at the AIP than the four actuated cases suggesting higher
localised losses in the baseline case. However, the distribution of entropy fields for the actuated
cases show a larger area of high entropy. Overall, the differences are marginal with the entropy
level decreasing by less than 1% from the baseline case.
For a quantitative analysis the area averaged entropy values at the AIP face are calculated.
Baseline RANS simulation results in an average entropy level of 2420.4 J
K
at the AIP while the
ac-DBD actuated cases produce a lower entropy level of 2419.1 J
K
.
Differences between the four ac-DBD plasma actuation cases are even less pronounced.
Based on the entropy plots at the AIP there is no clear variation between them and no optimum
location of actuation can be singled out.
Figure 6.6 shows plots of stagnation pressure at the AIP for the four actuated cases and the
baseline simulations. Differences between the plots are even smaller than for the entropy fields
presented earlier. The only spottable difference is in the extent of the highest pressure region.
This region extents slightly further towards the bottom of the AIP in the baseline case.
The separation extent of the baseline and four ac-DBD model RANS studies are shown in
Figures 6.7 and 6.8 by streamlines around the inflection point of the s-duct. All streamlines
(a) (b)
(c) (d)
(e)
Figure 6.5: Entropy ( J
K
) plots at the AIP for the (6.5a) baseline s-duct throughflow and plasma
model simulations at: (6.5b) x = 0.18 m, (6.5c) x = 0.23 m, (6.5d) x = 0.28 m, (6.5e) x = 0.33
m.
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(a) (b)
(c) (d)
(e)
Figure 6.6: Plots of stagnation pressure at the AIP for the (6.6a) baseline s-duct throughflow and
plasma model simulations at: (6.6b) x = 0.18 m, (6.6c) x = 0.23 m, (6.6d) x = 0.28 m, (6.6e)
x = 0.33 m.
are seeded from the same point source in paraview and displayed in the same style and colour
scheme. The view is from the bottom of the convoluted duct with the positive y direction into
the page. The separated flow region is clearly visible in all plots with its extent only changing
marginally between the different flow control cases and the baseline flow. In chapter 3, the flow
separation region and its key features are described in detail. From the four ac-DBD model
simulations there is no clear delay of separation onset in the convoluted duct.
Wall static pressure coefficients at three internal planes, sc
D1 = 0.96, 2.97, and 4.01, of the
convoluted duct are extracted and presented in Figure 6.9. There is no evidence in the data that
the plasma actuation affected the static pressure distribution at these three cross-planes in the
duct. Wall static pressure coefficients along three stream-wise lines are shown in Figure 6.10
and also do not show any influence on the wall static pressure distribution by the actuation.
Comparing the wall static pressure coefficients at the cross-stream planes and the three
streamwise lines of the four actuated cases, there is no distinguishable difference between them.
Based on this data, two possible conclusions can be made. Firstly, there is no optimum place-
ment of actuation. Secondly, the actuation is not having any effect on the flow field. This could
be due to the modelling method or point to a fundamental problem with plasma actuation in this
specific application.
Pressure recovery values for both total and static pressure data at the AIP is also recorded.
The total pressure recovery for the baseline and actuated cases is 0.9446 with a small variation
around that number. However, the differences are not significant with variations starting after
4 decimal places. The static pressure recovery also does not vary significantly between the
baseline and actuated cases and is calculated to be 0.8990.
Figure 6.11 shows the pressure distortion coefficients for various sector extents at the aero-
dynamic interface plane for both the baseline and actuated cases with the ac-DBD plasma model.
Pressure distortion coefficients do not vary significantly between the baseline and actuated cases.
However, with the scale of the figure no clear distinction between the various cases can be made
for any one sector extent. Therefore, the cases were split up for each sector size. Pressure dis-
tortion coefficients for sectors of 30, 45, 60, and 90 degrees are presented in Figure 6.12. The
baseline distortion is lower than than the distortion with the ac-DBD actuation. The differences
are marginal, however, with far less than 1% variation between the various cases. There is also
no clear optimum location of actuation that would outperform other actuation placements in the
convoluted duct yet alone better the baseline case throughflow performance.
Unsurprisingly, with all performance parameters staying unchanged or varying only very
slightly, the separation extent is not changed by the four actuation cases with the ac-DBD model
either. As is the case for the baseline throughflow, the separation onset for the actuated cases
also occurs upstream of the inflection point in the geometry and lies between 2.0 < sc
D1 < 3.7.
It is expected, to some degree, that the ac-DBD actuators have a low flow control authority
due to their relatively low induced velocities compared to the free stream velocity. This is
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Baseline
(a)
x = 0.18m
(b)
x = 0.23m
(c)
Figure 6.7: Streamlines at inflection point of s-duct for (6.8a) the baseline flow and ac-DBD
model at: (6.7b) x = 0.18 m and (6.7c) x = 0.23 m. Colour legend describes the streamwise
velocity component in (ms−1).
Baseline
(a)
x = 0.28m
(b)
x = 0.33m
(c)
Figure 6.8: Streamlines at inflection point of s-duct for (6.8a) the baseline flow and ac-DBD
model at: (6.8b) x = 0.28 m and (6.8c) x = 0.33 m. Colour legend describes the streamwise
velocity component in (ms−1).
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sc
D1 = 0.96
(a)
sc
D1 = 2.97
(b)
sc
D1 = 4.01
(c)
Figure 6.9: Wall static pressure contours at three cross-stream planes.
10◦
(a)
90◦
(b)
170◦
(c)
Figure 6.10: Wall static pressure contours along three streamwise lines.
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Figure 6.11: Pressure distortion coefficient at AIP for various sector extents.
reported in literature for other flows also. Zheng et al. [185] come to the same conclusion when
investigating plasma flow control on bi-stable vortices over a cone-cylinder. Controlling free
turbulent jets, Labergue et al. [186] also noticed a lower flow control authority with an increased
free stream.
With no clear benefit of ac-DBD plasma actuation computed with RANS simulations and
no clear difference in performance between the four actuation placements it is unlikely transient
simulations will change that initial conclusion. With limited computational resources available
and keeping in mind the considerable run time of DDES simulations, no transient CFD is con-
ducted for the ac-DBD model. Transient simulations are still recommended as they form a key
part of analysing flow control techniques in convoluted ducts. However, to justify the computa-
tional expense a performance benefit in steady state computations is needed to have confidence
in the overall viability of the flow control technique and its application in the desired flow field.
6.1.4 ns-DBD flow control
Unlike the ac-DBD actuated cases, ns-DBD actuation does not generate a continous ionisation
as it is operated in very short duration pulses. Steady state simulations are thus not employed
with plasma pulse actuation being achieved through time step control. The ns-DBD flow con-
trol simulations require a much smaller time step than the baseline numerical computations due
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Figure 6.12: Pressure distortion coefficients for baseline and ac-DBD actuated cases: (6.12a)
30◦ sector; (6.12b) 45◦ sector; (6.12c) 60◦ sector; (6.12d) 90◦ sector.
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to the nature of the actuation mode and timescales involved in the physical plasma ionisation
mechanism. Therefore, the time step was reduced significantly and set at 20 nano seconds.
An undesirable consequence of this neccessity is the prolonged computational expense of any
numerical study and extended run time. A further drawback is that no first estimates of per-
formance criteria can be obtained of steady state simulations that can serve as a guidance for
transient simulations. For those reasons, only one placement of actuation was chosen and set at
x = 0.23 m or sc
D1 = 1.13619.
Table 6.3: Input details of numerical ns-DBD model.
axial location [m] 0.23
centreline location sc
D1 1.13619
pulse time [µs] 1.0
ambient temperature [K] 288.15
rest time [ms] 9.999
χ 0.7
actuator start point 0.23
actuator length 0.006
Table 6.3 shows the input parameters for the ns-DBD model simulation specified in the
fvOptions file. The pulse time of 1µs and rest time of 9.999 ms are used to define an occurence
of actuation every 0.01 seconds. Hence, the simulation operates with actuation activated at a
frequency of 100 Hz.
DDES
Time averaged data is compared to the baseline DDES simulations. Similarly to the ac-DBD
cases, entropy generation is looked at first. Figure 6.13 shows the entropy profile at the AIP for
both the baseline and ns-DBD actuated cases. In absolute values, there is a higher total entropy
level in the ns-DBD plasma model case. However, qualitatively the baseline case has a larger
region of high entropy in the lower half of the AIP. For a quantitative comparison the entropy
values across the AIP face are area averaged. This shows that the ns-DBD actuation results in a
higher average entropy level across the AIP face. The baseline DDES produces an entropy level
of 2420.7 J
K
which is only slightly higher than for the baseline RANS simulation. The ns-DBD
actuated case, however, has an area averaged entropy level of 2421.1 J
K
.Caution has to be taken
though when analysing entropy levels. The ns-DBD model adds heat to the selected cell region
and thus increases the entropy in the system of the convoluted duct throughflow.
The separation extent of the baseline DDES simulations and the ns-DBD plasma model
DDES simulations is shown in Figure 6.14 through the streamwise velocity profile along the
symmetry plane of the convoluted duct at z = 0 m. The upper limits of the streamwise velocity
in the figure are set at 0 ms−1 so that the reverse flow region is highlighted. Based on those two
(a) (b)
Figure 6.13: Entropy plots at the AIP for the (6.13a) baseline s-duct throughflow and ns-DBD
plasma model simulation at (6.13b) x=0.23 for time averaged DDES computations.
extents of reverse flow region the separated flow area for the baseline and actuated cases are very
similar. Neither the onset of reversed flow nor the extent seems to be changed. The magnitude
of the reverse flow varies between the two cases, however, with the actuated reverse flow being
a few ms−1 higher than the baseline case.
Streamlines at the inflection point in the duct show the separation region in more detail in
Figure 6.15. The extent of the separation region does only vary marginally between the baseline
simulation and the ns-DBD numerical model.
The total and static pressure recovery of the convoluted duct did not change from the baseline
DDES computations to the actuated plasma model DDES computations. Therefore, the total
efficiency and performance of the convoluted duct stayed the same with no visible effect of the
plasma actuation with the ns-DBD model.
Figure 6.16 shows the standard deviation maps of flow properties at the AIP for the baseline
and ns-DBD actuated transient DDES computations. The standard deviation values for the three
velocity components are normalised by the centreline velocity magnitude at the s-duct inlet
and the total pressure standard deviation values are non-dimensionalised by the atmospheric
pressure. The standard deviation levels of the in-plane velocity components, v and w, for the
ns-DBD actuated case are lower than for the baseline case. The difference is low, however, with
4.5 ms−1 and 1.8 ms−1 , respectively. Contrary, the streamwise velocity standard deviation is
higher with the ns-DBD model than for the baseline case. The difference here is 3.8 ms−1. The
total pressure standard deviation reaches the same maximum value for both the baseline and
ns-DBD actuated case. Figure 6.16 also shows that the baseline standard deviation maps have
a larger region of peak values than the actuated simulation. This data seems to suggest that the
plasma actuation, though not influencing traditional performance metrics, has an effect on the
transient features of the flow.
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(a)
(b)
Figure 6.14: Reversed flow region with streamwise velocity normalised by the inlet centreline
velocity for time averaged DDES simulations of (6.14a) baseline s-duct throughflow and (6.14b)
ns-DBD plasma model simulation at x = 0.23 m. Upper limit of colour map was set to 0.
(a)
(b)
Figure 6.15: Streamlines for time averaged DDES simulations of (6.15a) baseline s-duct
throughflow and (6.15b) ns-DBD plasma model simulation at x = 0.23 m. Colour legend de-
scribes the streamwise velocity component normalised by the inlet centreline velocity.
CHAPTER 6. PLASMA FLOW CONTROL 123
baseline actuated
u
(a) (b)
v
(c) (d)
w
(e) (f)
Pt
(g) (h)
Figure 6.16: Standard deviation maps of flow properties at AIP showing velocity components u,
v, w normalised by the inlet centreline velocity, and total pressure normalised by the atmospheric
pressure for DDES simulations of the baseline and actuated cases.
This is to some degree unexpected, as in literature the high speed flow control authority of
ns-DBD plasma actuators is well documented. For instance Littel et al. [187] applied ns-DBD
plasmas to control stall on an aerofoil at Reynolds number of 1 million. However, Russell [187]
also found ns-DBD plasma actuators not to be effective as high speed flow control devices in
supersonic cavity flows. Neither a reduction nor an amplification in the amplitude of the resonant
tones were observed within the cavity investigated.
Pulsed operation of ns-DBD plasmas for flow control is believed to be the reason for its
effective application to other high speed, high Reynolds number flows. However an explanation
of the limited effect might be that the vorticity generated by discrete lengths of plasma actuators
is in fact the key to the influence on the surrounding fluid. This was recently postulated by
Russell [187]. Following this line of thought it is the small vortices created rather than the
pulsed forcing that makes the ns-DBD plasmas effective as high speed flow control devices.
The phenomenological model, however, is applied to a whole cell set of the numerical domain
and not to discrete patches in the mesh region. Therefore, the same effect does not transpire
here.
6.1.5 Conclusions
Flow control studies in the convoluted duct did not show a clear benefit in terms of performance
improvement. The initial RANS computations with the ac-DBD numerical model applied at
four streamwise locations did not answer the question which actuation placement is best suited
for flow control. To answer this question fully, an optimisation study would be best equipped
with incremental changes to the placement being driven by a cost function based on previous
iterations. Such an approach does, however, require a considerable amount of time and com-
putational resources as oftentimes hundreds of iterations are needed for an optimiser to find
an optimum solution. This is outwith the scope of this thesis and hence this question remains
unanswered.
Time averaged properties of plasma actuation did produce limited performance benefits at
best. Therefore, transient phenomena were not computed in the case of the ac-DBD model. For
the ns-DBD model, transient results show a mixed picture with lower standard deviation values
for in-plane velocity components, but a higher value for the streamwise component. Both ac and
ns DBD flow control studies did not produce the results hoped for. Other flow control studies in
convoluted ducts did record more performance benefits as pointed out in the literature review.
On the other hand, some flow control studies recorded in the public domain were detrimental to
the overall throughflow performance increasing non-uniformity and distortion parameters.
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6.2 Practical considerations
In light with the many benefits plasma actuators offer it is no surprise that they were employed
as flow control devices on bluff bodies [107–109], backwards facing steps [110], and aerofoils
to reduce wake losses, promote mixing, delay separation, and increase the stall angle. The use
of plasma actuators for turbomachinery has been reported in [114, 115, 118, 119]. A number
of researchers report higher aerodynamic efficiencies through increased lift to drag ratios on
airfoils [71, 134, 188–191]. Others show the flow attachment at post-stall angles of attack for
plasma actuated cases [192, 193].
6.2.1 Control authority
There is, however, a question mark over the control authority of plasma actuators at normal,
cruise flight conditions. From the aforementioned studies, the highest free stream velocity in
experiments was used by Correale [71] at 80 ms-1 and a Rechord of 3.2×106, while the second
highest Rechord used was 1× 106 [193] with a free stream velocity of 62 ms-1. Typical cruise
conditions of civil aircraft, however, range from Mach numbers of 0.5 to 0.8 and a Reynolds
number in the tens of millions. It follows that working principle in compressible flow fields
have yet to be demonstrated. To the author’s knowldege, no studies of successful plasma flow
control at realistic Mach and Reynolds numbers have been published to date.
Moreover, flow control authority in adverse pressure gradients and off-design conditions
needs to be demonstrated for this technology to be considered in practical applications in the
aviation industry.
6.2.2 Effect of ambient conditions
It has been shown that plasma actuator are capable to operate in both low temperature and low
pressure environments. Thermal effects and the ability to mitigate aircraft icing was demon-
strated in two studies by Liu and Chen [159,160]. Nanosecond plasma performance with ambi-
ent pressure has been investigated in [123]. With lower pressures and hence fewer air molecules
to ionise, the plasma actuator ionisation was shown to be weaker with less flow control author-
ity. AC plasma actuators pressure dependency also varies with ambient pressure [143]. Based
on those results, the body force (ionic wind) produced has two maxima - one at subatmospheric
and one at superatmospheric pressures. The combined effect, if any, of ambient temperature
and pressure on plasma actuators is yet to be investigated. This is key to gain confidence in
the practical operation of plasma actuators at altitude or within the challenging environment of
modern jet engines.
6.2.3 Power source
Further practical considerations include the energy source for the active actuation. Plasma actu-
ators require very high voltage input signals (typically 5-40 kV) and high frequency (typically
1-20 kHz) waveforms to operate. This is of little concern, however, as the current being drawn is
low in the order of milliamps, resulting in generally low power requirements. Voltage levels can
be achieved from a mains supply if an electrical step up converter is used. This could possibly
be drawn from the propulsion system i.e. the gas turbine engine or from batteries on board the
aircraft. Both the voltage converter and the batteries mean additional weight, however. There-
fore, the overall benefits due to the plasma actuator flow control have to be evaluated with the
extra system complexity and mass taken into consideration.
With the given voltage levels, electromagnetic interference is an issue that has to be ad-
dressed. It is beneficial to place the power source as close to the actuator as possible and reduce
the high voltage cable length that connects to the plasma actuator. Some kind of shielding is
advised to protect other electrical systems in the vicinity of the plasma actuator as some elec-
tromagnetic noise will still be generated. The actuator should also be separated from other
metal surfaces with a dielectric barrier. Note, that these issues will have to be solved for the
’all-electric’ aircraft of the future also.
6.2.4 Control system
Active actuation requires a control system operated manually or an autonomous feedback loop
based on sensor readings of the incoming flow. Such systems were shown to work by Segawa
et al. and Kwan et al. for low speed plasma flow control with free stream velocity values of 20
ms-1 and 30 ms-1, respectively [194, 195]. Concepts are yet to be translated to higher velocity
environments and industrial scale.
6.2.5 Conclusions
A multidisciplinary effort including power electronics, control systems, and plasma actuator
development is essential to make plasma actuator flow control viable for industrial scale, com-
mercial applications. Power supply and electromagnetic noise considerations pose problems
that are solvable. The overall benefit of using plasma actuators has first to become apparent, in
order to make the exercise worthwile. Therefore, the main push in research ought to go towards
increasing the flow control authority of plasma actuators. Attention is also required to reduce
the size and mass of step up converters and minimise the overall energy use of PA increasing
their efficiency. Experiments at realistic flow conditions are key to demonstrate that ability.
Chapter 7
Conclusions & Future work
Combining both numerical and experimental aspects, the work presented in this thesis covers
a broad range of topics within the fields of aerodynamics, fluid dynamics, and flow control.
Background information, details, and explanations are kept concise due to the complexity and
depth of every one of those research fields.
The common denominator in this research project is the convoluted duct. In the literature re-
view, the current accepted knwoledge about s-shaped ducts is established and categorised, com-
paring and contrasting different approaches and methods. The main findings are summarised in
a published review article which should be beneficial to the research community.
7.1 Conclusions
Separate parts of this thesis are summarised in turn and conclusions drawn on the outcomes
of each section. Those include i) OpenFOAM CFD validation for convoluted duct test case;
ii) analysis of transient phenomena and coherent structures in convoluted ducts; iii) ac and ns
DBD plasma characteristion; iv) numerical models of ac and ns DBD plasma actuation; v) flow
control studies with plasma actuators.
7.1.1 OpenFOAM CFD validation for convoluted duct test case
Validation of CFD simulations in the open source tool OpenFOAM were conducted against
experimental data from literature. Results show that the throughflow was captured accurately
as various flow features and performance criteria were matched to experiments. Numerical data
compares well qualitatively and quantitatively with experimental findings. Well known flow
features like the separation extent, the double vortex pattern, and the location of the low velocity
region at the AIP were captured. Wall static pressure profiles along streamwise lines and in
cross-stream planes matched experimental data very closely.
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7.1.2 Analysis of transient phenomena and coherent structures
Transient data confirmed the existence of dominant shifting modes in the vertical and horizontal
directions. In addition, a second vertical shifting mode was extracted from the snapshot CFD
data time series. Rate of occurence of modes and phase information were also discussed.
7.1.3 ac- and ns-DBD plasma characteristion
Experimental campaigns for ac and ns DBD plasma actuators were designed with two purposes.
Each study was stand alone so that it would answer a specific research question. However, the
main aim was to gather data for the validation of numerical plasma models. The ns-DBD exper-
imental campaign established the effect ambient pressure has on the resulting shock strength,
while the ac-DBD experiments analysed parameters such as frequency, dielectric material and
thickness, and actuator geometry.
7.1.4 Numerical models of ac and ns DBD plasma actuation
Numerical models of ac and ns DBD plasma actuators were adopted from literature. Those
models were implemented in OpenFOAM and tested in 2D and 3D computational domains
with quiescent boundary conditions. The models were found to phenomenologically capture
the plasma actuators but not quantitatively. Therefore, with the experimental data collected, the
models were tuned to match the experimental findings more accurately.
7.1.5 Flow control studies with plasma actuators
Numerical plasma flow control in the convoluted duct did not show any significant performance
improvement. Analysis shows marginal differences between the baseline case and actuated
cases. However, with the current flow control authority of plasma actuators the effects are small.
Transient features showcased some effect of the actuation on the s-duct through-flow. Stan-
dard deviation values of transient flow properties are slightly different. Those paint a mixed
picture with lower maximum fluctuations of the in-plane velocities, but a higher standard devi-
ation of the streamwise velocity component.
7.2 Future work
Recommendations for future work are given in bullet points below. Different aspects of the work
are grouped individually.
The proposed work on flow physics in convoluted ducts is intended to provide greater insight
into flow structures. Higher fidelity data would also be useful for validation of numerical models
and create a reference for other studies.
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With regards to the flow control aspect, work is required on the authority of the ac-DBD
plasma actuators in higher velocity flow fields in order to see performance benefits. Moreover,
a tailored control strategy could easier be formulated for the specific case of the s-duct with
detailed phase information on important flow features. This ties in with the previous point.
On a separate note, the performance of plasma actuators in high altitude is of very practical
interest. Those experiments need a controlled environment of ambient temperature and pressure.
Results would complement the data collected for effect of ambient pressure variation.
• Flow physics in convoluted ducts
– determine exact mechanism, cause, and effect of unsteadiness and flow phenomena
(such as flow separation, diffusion, swirl formation, secondary flows)
– conduct benchmark LES and DNS numerical studies to complement literature
– extract phase information for modal analysis from experimental data at AIP
• ns-DBD experimental campaign
– establish combined effect of ambient temperature and pressure on actuation perfor-
mance
• ac-DBD experimental campaign
– explore options to increase flow control authority of actuation
• Numerical plasma flow control in convoluted ducts
– demonstrate flow control authority on lower Reynolds number test case
– use opimisation algorithms to define optimum actuation location
– compare steady actuation to pulsed operation of plasma actuator
– collect experimental data with plasma actuation
• Experimental flow control studies in convoluted ducts
– collect experimental data with plasma actuation in convoluted duct

Appendix A
A.1 fvOption file ns-DBD numerical model
Example fvOption file for the ns-DBD numerical model.
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A.2 fvOption file ac-DBD numerical model
Example fvOption file for the ac-DBD numerical model.
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A.3 blockMeshDict file
Example of blockMeshDict file for the Wellborn s-duct mesh.
APPENDIX A. 135

APPENDIX A. 137
A.4 controlDict file
Example of controlDict file for the Wellborn s-duct CFD simulations with rhoPimpleFoam in
OpenFOAM.
APPENDIX A. 139
A.5 fvSchemes file
Example of fvSchemes file for the Wellborn s-duct CFD simulations with rhoSimpleFoam in
OpenFOAM.
A.6 fvSolution file
Example of fvSolution file for the Wellborn s-duct CFD simulations with rhoSimpleFoam in
OpenFOAM.
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A.7 refineMeshdict
Example of refineMeshDict file to refine the mesh in a given area.
A.8 topoSetDict file
Example of topoSetDict file to select cells within an arc volume of the mesh with the radial-
StripToCell function.
APPENDIX A. 143

APPENDIX A. 145
A.9 radialStripToCell.C
Cell set code radialStripToCell.C file.

APPENDIX A. 147
A.10 radialStripToCell.H
Cell set code radialStripToCell.H file.
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