Abstract: A Global Positioning System (GPS) receiver uses satellite signals to determine position, velocity, and timing information. Measurements are obtained by synchronising the locally generated signal in the receiver with the signals received. A synchronisation procedure called acquisition adjusts the code phases of the incoming signal and the locally generated pseudo-random replica sequence of the corresponding satellite to a small timing offset and finds the residual frequency modulation after carrier wipe-off. New fast techniques for acquiring signals indoors in conditions that require a significant number of computations are presented. In this work many arithmetic operations are shared when exploring different search options by using fast Fourier transform (FFT) and a technique based on the frequency domain replica shifting. It is shown that FFT can be used for the joint processing of multiple (code-phase/frequency) search options in both dimensions at once. With a slight degradation in performance, the algorithm has a modified version that implements the technique using two-dimensional FFT. Several possible processing schemes are presented. Moreover, the presented shifting replica approach in the frequency domain can significantly reduce computational complexity by jointly acquiring different satellites.
Introduction
The NAVSTAR (Navigation Satellite Timing and Ranging) Global Positioning System (GPS) is a satellite-based worldwide navigation system [1] . A GPS receiver uses satellite signals to determine position, velocity, and timing information [1, 2] . The receiver calculates the distance from its antenna to each of several satellites as the multiplication of measured signal propagation time and the speed of light. Then, the positions of the satellites are calculated using the orbital parameters broadcast by the satellites and the user position is finally estimated based on the satellite positions and satellite-to-user distances (ranges).
Each of the satellites transmits two microwave carrier signals. One of these carrier signals, L1, is employed for carrying a navigation message and the code signals of a standard positioning service (SPS). Each satellite modulates the L1 carrier signal with a different coarse acquisition (C=A) code known at the receivers. This code, which is a periodical pseudo-random noise (PRN) signal, is repeated every millisecond. The carrier frequency of L1 signal is further modulated with the navigation information at a bit rate of 50 bits. As the noise completely masks the GPS signals received, the receivers use a method called correlation to process against the noise. The correlation synchronises the locally generated signal in the receiver with the signals received in order to identify the transmitting satellites and propagation delay. To achieve code synchronisation, it usually takes two steps: code acquisition and tracking.
The purpose of the acquisition stage is to adjust the phases of the incoming signal and the locally generated pseudo-random replica sequence of the corresponding satellite to a small timing offset and also to find the residual frequency modulation after carrier wipe-off. Such an additional modulation may occur, for example, owing to a Doppler effect and/or a receiver clock inaccuracy. The phase of the received signal relative to the available replica sequence can have any possible value due to uncertainties in time and position. It is also possible that the receiver may not know the exact apparent satellite frequencies or which of the possible satellites are visible in the sky.
The basic idea of signal acquisition is to search over a predicted time-frequency uncertainty zone [1] . The incoming signal and the local code are correlated for a predetermined time interval with a candidate code phase and frequency assumptions. After the integration, a statistical test is applied to the correlation results to determine if a signal acquisition has been reached or not. If it has been, the acquisition is terminated and the receiver starts the tracking stage; if not, the search continues and moves to the next code-phase=frequency option.
The receiver must do a search in several codephase=frequency planes, one plane for each possible satellite. In many situations, e.g. indoors, the receiver operation requires the search to be performed over a large number of code-phase=frequency options and long integration times. In these cases, the conventional acquisition process is very time-consuming.
The speed of the acquisition system is defined by two factors: (1) the search procedure requires certain integration times for each code-phase=frequency option and (2) the computational complexity can be very high owing to many search options, which results in delays due to processing. This paper considers the computational aspect of acquisition systems and suggests several approaches to this cost reduction.
To reduce the acquisition stage delays due to the computational complexity, most of the known GPS receivers utilise a multiplicity of correlators, which allows a parallel search. Among them, the bank of correlators, which is a straightforward parallel approach [3] and the matched filter, which efficiently calculates the correlations reusing the hardware for different code phases [4] should be mentioned. However, different acquisition approaches have also used discrete Fourier transform (DFT) both in frequency and code phase dimensions owing to the existence of the fast DFT algorithm called fast Fourier transform (FFT). Here, the complexity in the number of arithmetic operations is reduced algorithmically by removing redundant calculations. DFT has been used to compute the correlation for all the code phases at once at a candidate frequency. Alternatively, DFT has been used for the parallel search in frequency dimension at a candidate code phase. The use of DFT for signal acquisition has been the topic of extensive study [4 -10] .
DFT has been used for code phase or frequency dimensions, although it was not used for both dimensions at once and this paper suggests approaches that accelerate the computations, identifying and avoiding redundant processing in both dimensions. Moreover it is shown that the computations for different satellites can be also shared. Thus the joint processing schemes are suggested for satellites searches in three dimensions: code-phase/frequency/satellites. The novel features of the presented methods are the usage of FFT for the signal acquisition in an optimised manner, the possibility of applying one-or two-dimensional FFTs for both the code phase and frequency, and the possibility of reducing significantly the number of arithmetic operations in certain processing scenarios by reusing intermediate computations. The paper systematises the ideas reported in [8, 9] .
2 Coherent integration and cross correlation 2.1 A conventional search procedure A conventional GPS receiver contains an antenna, a front end, an analogue-to-digital converter (ADC), a system for baseband (BB) signal processing to obtain measurements, and a system for navigation processing. Detailed descriptions of GPS receivers are out of the scope of this paper and [1, 2] are excellent references for this purpose.
The signal received by the antenna is filtered, amplified and downconverted by the front end. The ADC digitises the signal and provides the samples for BB processing, which includes signal acquisition. Thus, we assume that the input signal for the acquisition system is provided from an ADC and the carrier modulation is wiped off. It is still shifted in frequency due to Doppler effects and clock inaccuracy and corrupted by the noise. For the purposes of the method presented, it is enough to consider the signal having the model
where A is the signal amplitude, r n 2 fAE1g is the code modulation, t is the unknown code phase, c n 2 fAE1g is the data modulation, f D is the unknown residual frequency after carrier wipe-off, DT is the sampling interval, and x noise is the noise component. The so-called code Doppler effects are not considered in this paper since they could be handled by one of the known methods [7] , and some of the block diagrams in the paper indicate the place where the code Doppler compensation mechanism can be included. The code sequence r n is periodic, with a period of 1 ms for the C/A code. The sign changes due to data modulation occur every 20 ms. The purpose of the acquisition system is to find the unknown values of the residual frequency shift and the code phase. The conventional procedure is demodulation with different possible candidate frequencies followed by coherent and non-coherent integrations to increase the signal-to-noise ratio. This is performed for all possible code phases. The two-dimensional (frequency, code phase) array of integration results is analysed to find the most probable candidate pair.
The novelty of this article is related to the coherent integration and cross-correlation operations of the acquisition stage as the decision-making and non-coherent processing could be performed by any of existing methods. Without a loss of generality, simple non-coherent and decision-making methods are chosen to illustrate our approach. A schematically conventional acquisition process in the baseband is presented in Fig. 1 .
The signal fragment of consecutive N 1 N 2 N 3 samples is considered next, where N 1 is the code period length in samples, N 2 is the number of coherent stages, and N 3 is the number of non-coherent stages. Let the index variable of the signal x n be decomposed as
where n i ¼ 0; . . . ; N i À 1 for i ¼ 1; 2; and 3. Let r ðlþaÞmod N 1 be the code replica generated by the receiver with the known code phase a; where l ¼ 0; . . . ; N 1 À 1 and a 2 f0; . . . ; N 1 À 1g:
Assuming a simple non-coherent and decision-making scheme, the conventional acquisition algorithm will be Algorithm 1:
1. For each possible residual frequency f and code phase a; perform the following operations:
Correlation with the code replica with the code phase a:
Owing to the periodicity of the code Fig. 1 Conventional signal acquisition components in the baseband
This sum can be computed in two stages [7] 1.2.1 Coherent integration
1.2.2 Correlation with the code replica with phase a
1.3 Non-coherent integration
2. Find the ð f ; aÞ address of the maximum value element in the array x ncoh ð f ; aÞ: (From the signal model (1), the correct estimate will be ð f ; aÞ ¼ ð f D ; tÞ.
The approach suggested in the following Section processes a group of frequencies at once and the aim is to have efficient, fast joint processing by avoiding redundant computations.
Joint search in a group of frequencies to reduce coherent processing complexity
The methods discussed next are optimising the computations of stages 1.1 and 1.2 of the algorithm presented at the end of the preceding Section. For this reason, in the following, the processing in one non-coherent stage is considered to be omitting the indexing in n 3 : This will simplify the indexing without a loss of generality. The particular non-coherent processing and decisionmaking scheme is not relevant as the complexity reduction is performed for coherent and cross-correlation stages.
Consider a grid of frequencies
where f s is the sampling frequency, and k is the frequency index of the form k ¼ ðk 2 À k 0 þ k 1 N 2 Þ; where k 0 is an integer, e.g., dN 2 =2e; k 2 ¼ 0; 1; . . . ; N 2 À 1 is the 'fine' frequency index and k 1 ¼ 0; 1; . . . ; N 1 À 1 is the 'coarse' frequency index. With this choice of the frequency grid, we decompose the frequency into groups of fine frequencies grouped around coarse frequency grid f coarse k ¼ f s ðk 1 Þ=ðN 1 Þ (Fig. 2) . Using this frequency decomposition, stages 1.1 and 1.2.1 of Algorithm 1 (multiplication by the sinusoid and coherent integration stages) can be transformed in the following way:
The sum
is a discrete Fourier transform (DFT) of the fragments of the sequencex x n which are then circularly shifted in the frequency domain by k 0 : If we reorganisex x n into 2-dimensional arrayx x n 1 ;n 2 ¼x x n 1 þn 2 N 1 (Fig. 3) , then DFT is applied to the rows of this array. Thus, for the group of frequencies, the coherent integration stage could be performed by DFT. Many fast (FFT) algorithms have been suggested for the DFT computation [11] . The matrix notation is used next to simplify the processing description above. One can see from (9) that 
for derivations
Input sequences x n andx x n , n ¼ 0; 1; . . . ; N 1 N 2 À 1; are arranged in arrays using index decomposition n ¼ n 1 þ n 2 N 1 . The columns of the array are repetitive epochs of 1 ms samples Fig. 2 The search in frequency domain is performed jointly for a set of fine frequencies around a coarse frequency
The frequency grid is
is arranged in a matrix filled column-wise. Let e X X be the matrix containingx x n 1 ;n 2 1 x x n 1 þn 2 N 1 as the elements. According to (10) , the rows of the matrixX X are DFT (FFT) transformed. Combining the computations for all the frequencies defined by k 2 and a fixed k 1 ; the output of the coherent processing stage will be
where notation :Ã stands for element-wise multiplication, F is the DFT matrix, and C has elements
For a fixed value of the coarse frequency, i.e. the fixed value of k 1 ; the matrix Z coh has the elements z n 1 ;
The columns of the matrix Z coh are the coherently combined epochs of the incoming signal demodulated by the coarse frequency. Each column corresponds to a certain frequency from the group of frequencies defined by index k 2 : Equation (11) shows that several frequencies of algorithm 1 can be processed jointly using DFT (Fig. 4) . Now let us consider the cross-correlation stage 1.2.2 of algorithm 1. Each of the columns of the matrix Z coh should be correlated with the code phases of the replica code. Let R t be the square matrix with rows formed by the replica code with different phases, i.e., having elements r i; j ¼ r ðiþjÞmod N 1 : Then the stages 1.1 and 1.2 of algorithm 1 with the joint processing of all the code phases and fine frequencies defined by index k 2 will be
In this matrix, the row index of elements indicates the code phase of the correlating replica while the column index denotes the demodulation frequency in a group of frequencies defined by k 2 : This is the output of one non-coherent stage. Several such matrices Z corr could be combined non-coherently and after all the frequency groups have been processed, a decision will be made on most probable actual frequency and code phase.
In (13), DFT is only used for the joint processing of the frequencies. One can also use DFT for computing correlations with different code phases. One can write for the output of the coherent stage
where R f is a diagonal matrix, diagðR f Þ ¼ F N 1 r; r is the inverted replica code epoch with zero code phase, F N is the DFT matrix of size N. Thus, DFT acceleration property based on reducing the amount of redundant computations is exploited for both frequency and code phase dimensions. This approach is illustrated in Fig. 5 . All the fine frequencies are processed at once and many computations are shared. The first row of Table 1 shows the number of multiplications (multiplicative complexity) for the presented method and a reference. The reference is the conventional system shown schematically in Fig. 1 . The multiplication due to the in-epoch compensation matrix C could be avoided by allowing some degradation on the system response, which is demonstrated in Section 3. In this case, the two consecutive forward FFT transforms (of rows and columns) in Fig. 5 could be implemented as a twodimensional transform. Many algorithms exist for twodimensional transforms, which reduce the computational cost by at least 25% when compared to the conventional row-column approach; applying those will further reduce computational cost. 
Shifting replica approach to reduce complexity
In this Section we present an efficient frequency search approach in case the FFT is used for correlations (joint parallel processing for different code-phase options). Actually, in this case there is no need in multiplication to the coarse frequency sinusoid.
Let us substitute the decomposed index n ¼ n 1 þ n 2 N 1 in (9), which is the multiplication to a sinusoid with the coarse frequency:x
Thus, the coarse modulation does not depend on the index n 2 .
For the matrixX X, defined before (11), it results in the same multiplier for the elements with different indices. The coherent integration is performed over the index n 2 in (10); it will be the same if the coarse frequency compensation is performed after the coherent stage. More formally, the matrix form, including the coarse sinusoid modulation, will be
where X is the matrix obtained from x n 1 ;n 2 ¼ x n 1 þn 2 N 1 ; M is the diagonal matrix and ðdiagðMÞÞ n 2 ¼ exp½À2pjðk 1 n 1 Þ=ðN 1 Þ:
It is straightforward that the multiplication by M could be performed after the point-wise multiplication
By the well-known shifting property of the DFT, the modulation on the input by the complex sinusoid exp½À2pjðk 1 n 1 Þ=ðN 1 Þ circularly shifts the output of the DFT by k 1 , i.e. by an integer shift. Denoting the shifting operator through the reordering matrix, P shift , the result is
where R shift; f is the diagonal matrix with the diagonal elements representing the transform domain replica code shifted circularly by k 1 in the opposite direction; M Ã is the conjugate of M. Instead of shifting the DFT of the signal, the idea is to shift the frequency domain replica in the opposite direction. In the last line of (19), the matrix Hermitian transposed identity
The conclusion obtained from the mathematical inspection above is that the coarse frequency modulation on the Fig. 1 and proposed methods input (right-hand side of the DFT matrix) is replaced by the modulation of the replica (left-hand side of the DFT matrix). Therefore, the first two DFT transforms are not necessary for each coarse frequency search. Figure 6 shows the structure of the acquisition system with the method of shifting replica in the frequency domain. The numerically controlled oscillator is not required for coarse frequency compensation. In addition, the first two transforms are not related to the replica at all and thus they could be used for all satellites. Even without the shifting replica approach, the first two transforms at each coarse frequency could be performed once for all the satellites. The shifting replica approach makes them independent of the coarse frequency. The overall algorithm is as follows, when generalised for using zero-padding FFT:
1. Collect N 1 N 2 samples of the input signal x n in an array X with the elements x n 1 ;n 2 ¼ x n 1 þn 2 N 1 : 2. Append by N z columns with zero values to get
FFT the rows of the matrix X z . 6. Circularly shift the result by k 0 or, better yet, multiply in the next stage to a circularly shifted correction matrix 7. Point-wise multiplication by correction matrix C 8. FFT of the columns of the matrix resulting from the previous stage 9. If the purpose is to search in the frequency for the ðÀN f ; . . . ; þN f Þ kHz range, then for each n f from this range, circularly shift the FFT of the replica by n f positions 10. Point-wise multiplication of the columns of the FFTtransformed array by the replica in the frequency domain for each shift in stage 9. 11. Inverse FFT of columns 12. Non-coherent processing 13. Decision-making The significant advantages of the shifting replica method are for the software receivers. The signal is transformed by the DFTs once (stages 1 -8) while only the IDFTs (stages 9-12) are iterated for all coarse frequencies and satellites. The simulations have demonstrated the validity of the shifting replica approach. An example of a correlation peak in a 2-dimensional search by using the DFT for coherent processing and the shifting replica approach is presented in Fig. 7 .
Complexity reduction using one DFT for both code phase and frequency dimensions
In this Section, a single DFT is used for processing both the multiple frequency and code phase options. Let us consider the processing without coarse frequency and initial shifting in frequency k 0 . The coarse frequency could be implemented as a modulation on the input or as a shifting of the replica in the frequency domain. The initial shifting in frequency could also be implemented through the modulation on the input. Thus, without loss of generality, we assume in this section that
. We introduce the frequency index k 3 for the frequency domain indexing after the DFT transform F N 1 in (14). Then, the first DFT F N 2 À Á ; in-epoch correction, and the second DFT F N 1 À Á stages could be presented as
Using the following equivalence due to the periodicity of the sinusoid
The result will be Fig. 7 Example of cross-correlation peak obtained by using DFT for coherent processing and shifting replica approach
By combining the sums, we obtain the following expression
This is recognised as a DFT on the input sequence but with the larger size N 1 N 2 and the resulting column vector is rearranged to a matrix of size N 1 Â N 2 by filling it rowby-row. This implementation is presented in Fig. 8 .
Results and discussions
Next, we consider the frequency responses of the system when the replica is aligned with the signal and the codephase is found. Figure 9 shows an example of the system frequency response. Four coherent stages (250 Hz frequency spacing) and a frequency search are performed for the 5 kHz range. Figure 10 shows the frequency response of the system without in-epoch correction. This case corresponds to the systems when the frequency analysis is performed after the correlation stage. This type of processing is often used to accelerate computations for long coherent inte- grations using FFTs. Before drawing conclusions, let us prove this equivalence by examining the system output after coherent processing stage:
If the correction C is not used, it becomes
and the order of the matrices operations could be taken as
The correlation degrades the frequency response close to the edges of 1 kHz areas. The zero-padding technique improves the frequency response within 1 kHz area as it shown in Figs. 11 and 12 by refining frequency spacing, although it does not improve the overall degradation of the 1 kHz area borders when no correction is applied. Alternatively if the correction C is not used, (14) will be
One can recognise in
Well-known two-dimensional FFT algorithms can be used [12] with additional savings in computations. The degradation will be the same as it is described in relation to (26) as (27) directly follows from it. Figure 10 illustrates the degradation of the system response (correlation peak degradation) in this case.
The complexity of the proposed approaches is compared with the reference in Table 1 and Fig. 13 , where the conventional method is shown in Fig. 1 . When implementing the coherent processing by DFT, the complexity of the coherent processing due to complex multiplications is reduced ð2N 2 Þ=ðlog 2 N 2 þ 2Þ times, if FFT is implemented using the Cooley -Tukey algorithm [11] . The complexity reduction is even more if a state-of-the-art FFT algorithm is used with N 2 ðlog 2 N 2 À 3Þ þ 4 real multiplications (3N 2 ðlog 2 N 2 À 1Þ þ 4 real additions) [11] . When implementing the shifting replica approach, the forward FFTs are performed only once. For several kHz searches and several satellites, the main complexity is due to inverse FFTs; therefore, in comparison with the reference, the complexity reduction is almost two times as much if it is assumed that the correlations are also performed using DFT as the reference. The code Doppler effects could be also compensated. Each channel from the (N 2 ) candidate frequencies at each coarse frequency assumes a certain known frequency and the code Doppler compensating technique in [7] is well suited to this purpose. Other approaches for code Doppler compensation could be used as well.
The approach presented here could be applied to other types of CDMA communications systems.
Conclusions
Several sources of redundant computations are identified and appropriate algorithms with cost reduction are presented. Applying FFT for sinusoidal demodulation and coherent integration can reduce the complexity by up to 40% depending on the coherent integration length. By using a shifting replica approach and saving the intermediate results, one can further reduce the complexity by up to 70% depending on the number of processed satellites, kHz areas, and coherent integration length. Figure 13 presents the relative multiplicative complexities of the system only using FFT for coherent integration and sinusoid demodulation (curve a) in addition to the case where the shifting replica's DFT is used and the intermediate data is saved and applied for all kHz areas and satellites (curve b). The case study is for a 3 kHz area search and five satellites and the reference system for the comparison is the one presented in Fig. 1 . The dependence on the number of coherently integrated epochs is shown. The shifting replica approach in the DFT domain and the use of the single DFT for frequency and code-phase searches also structurally simplify the processing. With some degradation of the system response, an approximate method utilising 2-D DFT could also be used to further reduce costs by applying fast 2-D FFT algorithms [12] . To enable positioning indoors one should increase the receiver sensitivity by using long integrations. In such scenarios the coherent integration lengths may be equal to several code periods and the frequency spacing should be fine enough to detect the signal. The presented algorithms are applicable for indoor positioning receivers as they describe correlator structures optimised for long integrations over several code periods with consistent frequency spacing and shared computations in a unified framework.
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