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Re´sume´
On s’inte´resse a` des proble`mes mixtes pour des syste`mes syme´triques hyperboliques
multidimensionnels quasiline´aires avec des conditions aux limites maximales dissipatives
portant sur un bord non caracte´ristique ou caracte´ristique de multiplicite´ constante. On
suppose donne´e une solution re´gulie`re d’un tel proble`me sur un intervalle de temps (0, T0),
ou` T0 > 0. On conside`re des perturbations paraboliques, introduisant dans l’e´quation une
famille (εE)0<ε61 ou` E est une viscosite´ non line´aire uniforme´ment elliptique donne´e. On
prescrit des conditions aux limites tre`s particulie`res non line´aires de type mixte Dirichlet-
Neumann. On montre, pour ε assez petit, l’existence de solutions re´gulie`res uε de ces
proble`mes sur l’intervalle de temps (0, T0). De plus, on montre que u
0 est limite dans
C(0, T0;L
∞
∩ H1), quand ε → 0+, des uε. L’existence et la convergence vers u0 des uε
jusqu’au temps T0 proviennent d’une proprie´te´ originale de transparence. En fait, on donne
une description asymptotique, pour ε→ 0+, tre`s pre´cise des uε a` l’aide de de´veloppements
de type BKW mettant en e´vidence des couches limites de petite amplitude. La petitesse des
couches est lie´e au choix des conditions aux limites pour les perturbations visqueuses.
Abstract
We consider quasilinear symmetric hyperbolic boundary problems in several space dimen-
sions, with maximal dissipative conditions on a boundary noncharacteristic or characteristic
of constant multiplicity. We suppose that a regular solution of such a problem is given on the
time interval (0, T0), where T0 > 0. We consider parabolic perturbations, by introducing in
the equation a family (εE)ε∈]0,1] where E is a given nonlinear uniformly elliptic viscosity. We
prescribe some very particular nonlinear boundary conditions of Dirichlet-Neumann type.
We show, for small ε, the existence of regular solutions uε of these problems on the time
interval (0, T0). Moreover, we show that u
0 is the limit in C(0, T0;L
∞
∩H1), when ε→ 0+,
of the uε. The existence and the convergence to u0 of the uε untill T0 are the result of an
original property of transparency. Indeed, we give a very accurate asymptotic description,
for ε→ 0+, of the uε by using WKB expansions which reveal small amplitude boundary lay-
ers. The smallness of the boundary layers is linked to the choice of the boundary conditions
for the viscous perturbations.
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1 Introduction
Dans cette article, on s’inte´resse a` des perturbations visqueuses de proble`mes mixtes hyper-
boliques.
Dans la section 1.1, nous pre´sentons la classe des proble`mes mixtes hyperboliques que nous
conside`rons. Il s’agit de syste`mes syme´triques hyperboliques multidimensionnels quasiline´aires.
Les conditions aux limites sont maximales dissipatives et portent sur un bord non caracte´ristique
ou caracte´ristique de multiplicite´ constante. Sous ces hypothe`ses, O.Gue`s a montre´ l’existence,
locale en temps, de solutions re´gulie`res. Il s’agit pour nous d’un point de de´part. On suppose
donne´e une solution re´gulie`re d’un tel proble`me sur un intervalle de temps (0, T0), ou` T0 > 0.
Notre propos concerne certaines perturbations visqueuses de ces proble`mes mixtes hyperboliques.
Dans la section 1.2, on conside`re des perturbations paraboliques, introduisant dans l’e´quation une
famille (εE)0<ε61 ou` E est une viscosite´ non line´aire uniforme´ment elliptique donne´e. On prescrit
des conditions aux limites tre`s particulie`res non line´aires de type mixte Dirichlet-Neumann. On
donne un premier e´nonce´ simplifie´ des re´sultats de l’article.
1.1 Proble`mes mixtes hyperboliques
Dans cet article, on s’inte´resse a` des proble`mes mixtes P0(T ) :
H(b, u, ∂)u = F (b, u) quand (t, x) ∈ Ω+T (1)
Φ(b, u) = 0 quand (t, x) ∈ ΓT (2)
u = 0 quand (t, x) ∈ Ω+0 (3)
ou` l’ope´rateur
H(b, u, ∂) :=
∑
06j6n
Aj(b, u)∂j ,
est syme´trique hyperbolique. La variable de l’espace-temps R1+n e´tant note´e (t, x) et ∂ :=
(∂0 := ∂t, ∂1, ..., ∂n) avec ∂j :=
∂
∂xj
. La fonction inconnue est u : R1+n → RN , tandis que
b : R1+n → RN ′ est une fonction donne´e jouant aussi bien le roˆle, sur un compact de R1+n, de la
variable de R1+n, que celui d’un parame`tre ou de seconds membres e´ventuels. n, N et N ′ sont des
entiers naturels non nuls quelconques fixe´s. On note θ := (b, u) la variable de RN
′+N . Lorsqu’une
fonction de´pend de θ, on notera indiffe´remment Du ou ∂u sa diffe´rentielle partielle par rapport
a` u. Les matrices (Aj)06j6n sont de taille N ×N , et, comme F , b et Φ, C∞ de leurs arguments.
La fonction Φ est a` valeurs dans Rr, ou` r est un entier fixe´. On suppose que Φ(0) = F (0) = 0
et rang DuΦ(0) = r. On traite ici le cas mode`le du demi-espace, mais les re´sultats s’e´tendent
aux domaines situe´s d’un seul coˆte´ de leur bord C∞. On note x = (y, xn). Le domaine est une
demi-bande d’espace-temps : Ω+T := (−1, T )× Rn+ ou` Rn+ := Rn−1 × R+ de´signe le demi-espace.
On conside`re donc des solutions u nulles dans le passe´ i.e. pour −1 6 t 6 0. Ceci simplifie la
pre´sentation. Le bord ΓT := (−1, T )×Rn−1 est suppose´ caracte´ristique de multiplicite´ constante
ou non caracte´ristique et la condition aux limites maximale dissipative.
Hypothe`se 1.1 Il existe un entier d0 tel que pour θ voisin de 0, si Φ(θ) = 0, la dimension
kerAn(θ) est d0.
Insistons sur le fait que l’on n’exclut pas le cas ou` la multiplicite´ d0 est constante e´gale a` 0,
c’est a` dire le cas non caracte´ristique.
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Hypothe`se 1.2 La condition aux limites est maximale dissipative i.e. pour θ voisin de 0, si
Φ(θ) = 0, la forme quadratique < An(θ)., . > est ne´gative sur kerDuΦ(θ) et kerDuΦ(θ) est
maximale pour cette proprie´te´.
Insistons sur le fait que dans l’hypothe`se pre´ce´dente, les conditions aux limites peuvent eˆtre
conservatives c’est a` dire ve´rifier
< An(θ)u, u >= 0 pour Φ(θ) = 0, DuΦ(θ).u = 0.
Notons qu’une conse´quence de l’hypothe`se 1.2 est que si Φ(θ) = 0 alors kerAn(θ) ⊂ kerDuΦ(θ).
L’application kerAn(b, .) de´finit une distribution de d0-plans sur la varie´te´ Λb := {u ∈ RN/ Φ(b, u) =
0}. On fait l’hypothe`se suivante, qui est automatiquement satisfaite si d0 = 0 (bord non ca-
racte´ristique), si d0 = 1 ou si (1) est un syste`me de lois de conservation (cf. Exemple 1 de
[15]).
Hypothe`se 1.3 Pour θ voisin de 0, la distribution de d0-plans kerAn(b, .) sur Λb est involutive
au sens de Frobenius.
Rappelons qu’un the´ore`me de Frobenius assure que faire l’hypothe`se 1.3 e´quivaut a` supposer
que pour θ voisin de 0, la distribution kerAn(b, .) sur Λb est inte´grable. Sous ces hypothe`ses,
et quitte a` supposer que b|Ω+
0
est a` valeurs dans un voisinage compact suffisamment petit de 0
(ce qui est toujours possible en introduisant une fonction de troncature dans b), on dispose du
re´sultat suivant :
The´ore`me 1.4 (O.Gue`s [15]) Il existe un temps T0 strictement positif et une unique solution
re´gulie`re u0 ∈ H∞(Ω+T0) du proble`me P0(T0).
1.2 Perturbations visqueuses
On veut s’interesser a` des perturbations visqueuses du proble`meP0(T0). Pour cela, on regarde
l’effet de l’ajout dans le membre de gauche de (1) d’une famille (εE)ε>0 ou`
E(b, u, ∂xu, ∂x)u :=
∑
16i,j6n
∂iEi,j(b, u)∂ju+ E(b, u, ∂xu)
est un ope´rateur non line´aire uniforme´ment elliptique donne´.
Hypothe`se 1.5 Les matrices (Ei,j)16i,j6n sont syme´triques de taille N × N , C∞ et il existe
un re´el c > 0 tel, pour tout θ ∈ RN ′+N et ζ ∈ Sn−1,∑
16i,j6n
ζiζjEi,j(b, u) > cIdRN . (4)
On a de´signe´ par Sn−1 la sphe`re euclidienne unite´ de Rn. La fonction E est a` valeurs dans
R
N et de classe C∞. La notation ∂x de´signe la collection des de´rive´es spatiales : (∂1, ..., ∂n).
On regarde alors l’ope´rateur Lε de´fini par
Lε(b, u, ∂xu, ∂)u := H(b, u, ∂)u− (F (b, u) + εE(b, u, ∂xu, ∂x)u). (5)
Une question naturelle est la suivante. Existe t-il une famille de conditions aux limites :
(Cε)0<ε61 telles
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(i) qu’il existe un re´el ε0 ∈]0, 1] et un re´el T ∈]0, T0] tels que pour tout ε ∈]0, ε0], le proble`me
mixte parabolique
Lε(b, uε, ∂xuε, ∂)uε = 0 quand (t, x) ∈ Ω+T
uε satisfait Cε quand (t, x) ∈ ΓT
uε = 0 quand (t, x) ∈ Ω+0
admet une unique solution uε ∈ H∞(Ω+T ) ;
(ii) et que les uε convergent vers u0 lorsque ε→ 0+ dans L2(Ω+T ).
Cette question constitue en quelque sorte un proble`me inverse a` celui, plus courant dans la
litte´rature, de la convergence de proble`mes mixtes paraboliques avec conditions de Dirichlet vers
un proble`me mixte hyperbolique limite a` identifier ([11], [17], [14], [32], [25]).
D’un point de vue strictement mathe´matique, une ide´e naturelle consiste a` prescrire :
uε = u0 quand (t, x) ∈ ΓT0 . (6)
Nous donnons dans la section 2.2 un re´sultat concernant ces conditions aux limites. Il donne
une premie`re re´ponse positive a` la question pre´ce´dente. Il e´tend notamment aux bords ca-
racte´ristiques un the´ore`me de D.Michelson [28].
Cependant, nous ne nous arreˆtons pas la`. En dehors de l’intereˆt the´orique, une motivation du
proble`me inverse est lie´e a` l’approximation nume´rique des proble`mes aux limites hyperboliques
(cf. commentaire 6 du The´ore`me 1.7). Dans ce cas, on ne connait pas u0 de manie`re exacte.
Aussi la question se modifie ainsi : existe t-il une famille de conditions aux limites : (Cε)0<ε61
ve´rifiant (i) et (ii) et qui ne fasse pas intervenir u0, ou sa trace au bord ?
Nous exhibons une classe de famille de conditions aux limites de type mixte Dirichlet-Neumann
qui re´pond par l’affirmative a` cette dernie`re question. Cette classe contient en particulier des
conditions aux limites physiques (cf. commentaire 7 du The´ore`me 1.7).
Pre´sentons ces conditions aux limites particulie`res. A la condition (2), nous allons adjoindre des
conditions aux limites comple´mentaires d’ordre un. Pour embrasser une plus grande ge´ne´ralite´,
nous allons autoriser une de´pendance en ε, en fait meˆme en
√
ε. Plus pre´cisemment, nous envi-
sageons des conditions aux limites de la forme :
Ψε(b, u, ∂xu) = 0 (7)
et nous supposons qu’il existe une fonction Ψ de classe C∞, a` valeurs dans RN−r telle que pour
tout (ε, b, u, v) ∈ [0, 1]× RN ′+N × (RN )n,
Ψε(b, u, v) = Ψ(
√
ε, b, u, v). (8)
Un point essentiel de notre analyse est que le terme d’ordre
√
ε
0
impliquant la de´rive´e nor-
male ve´rifie une proprie´te´ d’orthogonalite´. L’hypothe`se qui suit pre´cise cela. Avant de l’e´noncer,
fixons quelques notations. Une conse´quence de l’hypothe`se 1.5 est que la matrice En,n est
syme´trique de´finie positive. On de´finit, pour tout θ := (b, u) ∈ RN ′ × RN , l’espace F1(θ) :=
(kerDuΦ(θ))
⊥En,n(θ) comme l’orthogonal, pour le produit scalaire induit par la matrice syme´trique
de´finie positive En,n(θ), de kerDuΦ(θ). Comme pour θ voisin de 0, rang DuΦ(θ) = r, l’espace
F1(θ) est de dimension r. L’ensemble C des champs C∞ de matrices Π(θ) de tailles (N − r)×N
ve´rifiant
∀θ := (b, u) ∈ RN ′ × Λb, kerΠ(θ) = F1(θ) (9)
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est par conse´quent non vide. Lorsque v ∈ (RN )n, on note v := (v′, vn) ou` v′ := (v1, ..., vn−1) ∈
(RN )n−1. On suppose que la fonction Ψ est de la forme suivante :
Hypothe`se 1.6 Pour tout (, θ, v) ∈ [0, 1]× RN ′+N × (RN )n,
Ψ(, θ, v) := Π(θ)vn +K(, θ, v
′, vn), (10)
ou` Π ∈ C et K est une fonction de classe C∞, a` valeurs dans RN−r, ve´rifiant K(0) = 0.
On donne un premier e´nonce´ simplifie´ des re´sultats de l’article. Un expose´ plus pre´cis est fait
dans la section 2. Des exemples d’application sont donne´s a` la section 3.
The´ore`me 1.7 Il existe un re´el ε0 ∈]0, 1] tel que pour ε ∈]0, ε0], le proble`me mixte parabolique
Pε(T0) suivant
Lε(b, uε, ∂xuε, ∂)uε = 0 quand (t, x) ∈ Ω+T0 (11)
Φ(b, uε) = 0 quand (t, x) ∈ ΓT0 (12)
Ψε(b, uε, ∂xu
ε) = 0 quand (t, x) ∈ ΓT0 (13)
uε = 0 quand (t, x) ∈ Ω+0 (14)
admette une unique solution uε ∈ H∞(Ω+T0) et on a les estimations :
||uε − u0||L∞(Ω+
T0
) 6 c
√
ε, ||uε − u0||L2(Ω+
T0
) 6 cε
3
4 ,
ou` la constante c ne de´pend pas de ε. Dans le cas non caracte´ristique, ces estimations peuvent
eˆtre ame´liore´es :
||uε − u0||L∞(Ω+
T0
) 6 cε, ||uε − u0||L2(Ω+
T0
) 6 cε.
COMMENTAIRES :
1. Temps d’existence uniforme. L’existence d’une solution re´gulie`re uε, pour un ε ∈]0, 1]
fixe´, sur un intervalle de temps non trivial (0, Tε) (Tε > 0) est connue dans la litte´rature des
proble`mes mixtes paraboliques. Notons que le the´ore`me 1.7 affirme, lui, l’existence des (uε)ε sur
un intervalle de temps non trivial commun et, qui plus est, e´gal a` l’intervalle (0, T0) d’existence
de la solution u0 du proble`me hyperbolique.
2. Pre´sence de couches limites. Lorsque ε → 0+, la famille (uε)ε converge vers u0 non
seulement dans L2(Ω+T0) mais aussi dans L
∞(Ω+T0). Cependant, la convergence des (u
ε)ε vers u
0
n’a pas lieu dans tous les Hs, contrairement a` ce qui se passe lorsque l’e´quation est pose´e dans
tout l’espace (sans bord). Elle est aussi moins rapide, mesure´e dans les espaces L∞ et L2. Cela
provient de ce qu’il se forme au voisinage du bord des couches limites c’est a` dire des variations
rapides de uε. Dans la section 2, on e´tablit un de´veloppement asymptotique, pour ε → 0+, de
type BKW des uε ou` sont de´crits ces termes de couches limites. Celles-ci sont, ici, a` classer en
deux cate´gories. Les premie`res sont les couches limites caracte´ristiques. Elles sont de taille
√
ε
et sont de´crites par une variable xn√
ε
. Les secondes sont les couches limites non caracte´ristiques
sont de taille ε et correspondent a` une variable rapide xn
ε
. Lorsque leur amplitude est en O(1)
(en norme L∞), leur norme L2 est en ε
1
4 pour les couches limites caracte´ristiques et
√
ε pour les
couches limites non caracte´ristiques.
3. Re´gime faiblement non line´aire. L’inte´reˆt des proble`mes mixtes (et plus particulie`rement
des conditions aux limites de type Dirichlet-Neumann (12) − (13)) conside´re´(e)s ici est juste-
ment que les couches limites ne sont pas d’amplitude en O(1) mais de petites amplitudes. En
effet, le choix des conditions aux limites force le proble`me parabolique a` suivre un re´gime que
l’on peut qualifier de faiblement non line´aire, par analogie avec l’optique ge´ome´trique. Les termes
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de couches limites caracte´ristiques (resp. non caracte´ristiques) apparaissent a` l’ordre
√
ε (resp ε).
4. Proprie´te´ de transparence. De plus, l’hypothe`se 1.3 peut se voir comme une version affai-
blie de la proprie´te´ de de´ge´nerescence line´aire bien connue en optique ge´ome´trique pour assurer
des proprie´te´s de transparence. Cette hypothe`se rend possible un changement non line´aire de
fonction inconnue qui transforme le proble`me initial en un proble`me pour lequel la matrice nor-
male de l’ope´rateur hyperbolique est redresse´e (cf. section 4.1). Un point cle´ de l’article est ainsi
que le comportement des couches limites est line´aire. La proprie´te´ de transparence du lemme 4.1
joue un roˆle crucial dans ce fait et, par conse´quent, dans l’existence et la convergence vers u0
des uε jusqu’au temps T0. Nous reviendrons sur ce point apre`s le the´ore`me 2.1, qui constitue le
re´sultat central de l’article.
5. Comparaison avec la condition de Dirichlet homoge`ne. Il est inte´ressant de comparer
la situation pre´sente au cas ou` l’on prescrit une condition de Dirichlet homoge`ne uε = 0 pour
les proble`mes paraboliques. Commenc¸ons par rappeler les re´sultats dont on dispose concernant
ce dernier cas.
Dans le cas non caracte´ristique, signalons les travaux de M.Gisclon [11], d’E.Grenier et d’O.Gue`s
[14], de F.Rousset [32] et re´cemment de G.Me´tivier et de K.Zumbrun [25] qui e´lucide la question
de la stabilite´.
Dans le cas caracte´ristique, on ne dispose pas, a` ma connaissance, de re´sultat ge´ne´ral. O.Gue`s
dans [17], et [38] traitent le cas semiline´aire, E.Grenier [13] le cas quasiline´aire totalement
caracte´ristique.
Venons-en a` la comparaison annonce´e.
Une premie`re diffe´rence essentielle re´side dans la proble`matique elle-meˆme. Lorsqu’on conside`re
des proble`mes mixtes paraboliques avec condition de Dirichlet, on identifie un proble`me mixte
hyperbolique limite. Ensuite, on e´tudie la convergence des proble`mes paraboliques vers le
proble`me hyperbolique limite. Dans le the´ore`me 1.2, on s’inte´resse a` un proble`me inverse. On
conside`re un proble`me mixte hyperbolique et on cherche a` en approcher les solutions re´gulie`res
par celles de perturbations visqueuses du proble`me hyperbolique initial.
Ensuite, lorsqu’on conside`re des proble`mes mixtes paraboliques avec condition de Dirichlet,
que le bord soit caracte´ristique ou non, il se forme en ge´ne´ral des couches limites d’amplitude
O(1). Ces dernie`res font obstruction a` la convergence dans L∞ et H
1
2 , limitent le temps de
convergence et ralentissent la convergence dans L2. Au contraire, la suite (uε) du the´ore`me
1.7 converge sur (0, T0) et il n’y a pas de condition de stabilite´ supple´mentaire a` imposer. La
solution hyperbolique u0 est limite dans L∞ et dans L2 des uε. On verra dans la section suivante
que u0 est aussi limite des uε dans Hs pour s < 32 .
Notons aussi que l’on atteint avec les conditions aux limites (12) et (13) des proble`mes mixtes
syme´triques hyperboliques qui ne sont pas limite des proble`mes mixtes syme´triques paraboliques
avec condition de Dirichlet homoge`ne :
{ Lεuε = 0 quand (t, x) ∈ Ω+T
uε = 0 quand (t, x) ∈ ΓT (15)
En effet, dans le cas semiline´aire, [38] montre que la limite des proble`mes (15) est un proble`me
hyperbolique strictement dissipatif. De plus, meˆme dans le cas ou` l’on dispose d’un proble`me
mixte hyperbolique strictement dissipatif P0(T ), la convergence des proble`mes (15) vers P0(T )
recquiert une condition non triviale sur la matrice normale En,n du tenseur de viscosite´ (cf.
J.Rauch [29]). Au contraire, le the´ore`me 1.7 est valide pour toute viscosite´ uniforme´ment ellip-
tique. L’obtention des proble`mes mixtes hyperboliques conservatifs comme limite de proble`mes
mixtes paraboliques avec conditions de Dirichlet est une question ouverte (cf. [29]). L’exemple
des e´quations d’Euler sugge`re notamment que l’on peut obtenir des proble`mes mixtes syme´triques
hyperboliques conservatifs comme limite de proble`mes mixtes syme´triques paraboliques de´ge´ne´re´s.
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Rappelons que l’on donne aussi dans ce papier des re´sultats sur des conditions de Dirichlet
non homoge`nes tre`s particulie`res, a` savoir les conditions de Dirichlet (6). On renvoie a` la section
2.2 pour la pre´sentation de ces re´sultats et une comparaison entre les conditions de Dirichlet-
Neumann du the´ore`me 1.7 et les conditions de Dirichlet (6).
6. Approximation nume´rique. Une motivation importante pour ce travail est lie´e a` l’ap-
proximation discre`te des proble`mes aux limites hyperboliques. La discre´tisation introduit un
effet comparable a` celui d’un terme de diffusion. On parle de viscosite´ nume´rique. Aussi, en
pre´sence d’un bord apparaˆıt un phe´nome`ne de couches limites nume´riques qui limite la conver-
gence du sche´ma conside´re´. De telles couches limites ont e´te´ e´tudie´es par M.Gisclon et D.Serre
dans [12] (sche´ma de Godunov) et par C.Chesnais-Hillairet et E.Grenier dans [2] (sche´ma de Lax
Friedrichs). Citons e´galement les travaux de K.T.Joseph et P.G.LeFloch [18], de D.Michelson
(cf. [27] et [26]) et le guide de D.Serre [35]. Dans l’approximation nume´rique, le pas d’espace
∆x joue le roˆle de l’e´chelle de viscosite´ ε. Aussi, on ne s’attend pas, en pre´sence d’une couche
limite caracte´ristique (respectivement non caracte´ristique) d’ordre 0, a` un ordre de convergence
meilleure que 14 (resp.
1
2 ). Cependant, si le but recherche´ est la simulation du proble`me hyperbo-
lique , on peut espe´rer que des choix particuliers de conditions aux limites “tuent” la couche a`
l’ordre 0. Ainsi le the´ore`me 1.7 suscite l’espoir d’une convergence d’ordre 34 . Nous renvoyons aux
rapports de F.Dubois [8] et de J-M.Ghidaglia et F.Pascal [10] pour des exemples d’utilisation de
conditions aux limites discre`tes de type mixte Dirichlet-Neumann. Signalons e´galement l’article
d’Y.Coudie`re, J-P.Vila et P.Villedieu [6] qui donne un re´sultat de convergence en O(∆x
1
2 ) de
sche´mas de volumes finis explicites pour des syste`mes line´aires dans un domaine borne´ par un
bord non caracte´ristique en plusieurs dimensions d’espace.
7. Hypothe`se 1.6 et conditions aux limites ”physiques”. Il est remarquable que des condi-
tions aux limites qui ont un sens physique satisfont l’hypothe`se 1.6. Un exemple extreˆme (au
sens ou` r = 0) est donne´ par le micromagne´tisme (cf. [1]). Pour les perturbations paraboliques,
on prescrit des conditions aux limites qui sont purement de type Neumann. D’autres exemples
sont donne´s par la me´canique des fluides. C’est le cas des conditions libres conside´re´es par J-
L.Lions [21] ou encore par P.Fabrie et C.Galusinski [9] et des conditions de friction e´tudie´es
par T.Clopeau, A.Mikelic et R.Robert [5]. Les articles pre´ce´dents traitent des mode`les incom-
pressibles. Ces conditions aux limites sont ne´anmoins pertinents pour les mode`les compressibles.
Pour ces mode`les, la viscosite´ e´tant de´ge´ne´re´e, les re´sultats de ce papier ne sont pas directement
applicables. Il est cependant vraisemblable qu’on puisse encore mene´e une analyse BKW re´ve´lant
des couches limites de petites amplitudes.
8. Proprie´te´ d’involution. Ce commentaire concerne les proble`mes mixtes hyperboliques. Le
the´ore`me 1.4, montre´ par O.Gue`s dans [15], constitue une extension au cadre quasiline´aire des
travaux de J.Rauch [30] pour le proble`me line´aire. Signalons e´galement que l’on dispose dans
le cas non caracte´ristique de re´sultats de J.Rauch et F.Massey [31], H-O.Kreiss [19] et dans le
cas caracte´ristique d’A.Majda et S.Osher [22] ou de S.Schochet [33] pour le syste`me d’Euler.
L’hypothe`se 1.3 joue un roˆle majeur dans [15] et re´ve`le un aspect ge´ome´trique du proble`me qui
n’apparaˆıt pas dans les cas semiline´aires ou non caracte´ristiques. Cette hypothe`se est naturelle :
elle est notamment valide pour les syste`mes de lois de conservations. Cette hypothe`se rend pos-
sible un changement non line´aire de fonction inconnue qui transforme le proble`me initial en un
proble`me pour lequel la matrice normale du syste`me est diagonale par blocs (cf. section 4.1.1).
L’inte´reˆt de cette diagonalisation est le “bon comportement” des commutations de l’ope´rateur
aux de´rivations conormales. En l’absence d’une telle hypothe`se, l’analyse du proble`me line´arise´
conduit a` des ine´galite´s d’e´nergie avec perte d’une de´rive´e, des coefficients vers la solution. Une
question inte´ressante est de savoir s’il est possible d’utiliser une strate´gie de type Nash-Moser
pour obtenir l’existence de solutions re´gulie`res sans l’hypothe`se 1.3. Si tel est le cas, signalons
qu’il est encore possible de construire un de´veloppement asymptotique, a` la diffe´rence pre`s que
le comportement de la couche limite caracte´ristique d’amplitude
√
ε fait intervenir un terme non
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line´aire de type Burgers. En ge´ne´ral, ce dernier provoque une limitation du temps de convergence
des (uε) vers u0.
9. Condition mixte Dirichlet-Neumann. Notons qu’une conse´quence de l’hypothe`se 1.6 est
que les matrices Π(θ) sont surjectives. Seuls leurs noyaux importent dans l’analyse. En effet,
si Π˜(θ) est un autre champ C∞ de matrices (N − r) × N appartenant a` C alors, pour tout
θ := (b, u) ∈ RN ′ × Λb, ker Π˜(θ) = kerΠ(θ). Par conse´quent, il existe des matrices carre´es
G(θ) de taille N − r de classe C∞ telles que Π˜(θ) = G(θ).Π(θ). Alors les conditions aux li-
mites (7) peuvent se re´ecrire Ψ˜ε(b, u, ∂xu) = 0 ou` les fonctions Ψ˜
ε sont de´finies, pour tout
(ε, θ, v) ∈ [0, 1]× RN ′+N × (RN )n, par
Ψ˜ε(θ, v) := Ψ˜(
√
ε, θ, v),
avec, pour tout (, θ, v := (v′, vn)) ∈ [0, 1]× RN ′+N × (RN )n,
Ψ˜(, θ, v) := Π˜(θ)vn + K˜(, θ, v
′, vn) et
K˜(, θ, v′, vn) := G(θ).K(, θ, v′, vn).
et ve´rifient l’hypothe`se 1.6.
Dans cet article, on ne se pose pas la question de savoir quel est l’ensemble des familles de
conditions aux limites (Cε)0<ε61 ve´rifiant (i) et (ii), ni de savoir quel est l’ensemble des fa-
milles (Cε)0<ε61 pour lesquelles le the´ore`me 1.7 est valide. Le champ Π utilise´ ici rele`ve tout au
moins d’un choix canonique effectue´ en vue d’utiliser une me´thode d’e´nergie. Cependant notons
(cf. H-O.Kreiss et J.Lorenz [20]) que la me´thode d’e´nergie se re´ve`le souvent beaucoup moins
ge´ne´rale que la me´thode de Fourier-Laplace dans le cadre de proble`mes mixtes paraboliques
avec des conditions aux limites mixtes Dirichlet-Neumann. Une question inte´ressante est de sa-
voir s’il est possible d’adapter la me´thode de G.Me´tivier et de K.Zumbrun [25] a` des conditions
mixtes. Notons toutefois que cette dernie`re concerne des proble`mes hyperboliques limites non
caracte´ristiques ve´rifiant la condition de Lopatinski uniforme.
10. Caracte`re intrinse`que des hypothe`ses. Les hypothe`ses sont pre´serve´es par changement
non line´aire de fonction inconnue. D’une part, cette pre´servation des hypothe`ses est satisfaisante
intellectuellement puisque le choix d’une inconnue reveˆt, a` priori, un caracte`re arbitraire. D’autre
part, au cours de la preuve, nous allons utiliser successivement deux changements d’inconnus (cf.
section 4). Ceux-ci jouent des roˆles essentiels. Le premier d’entre eux est inde´pendant du pa-
rame`tre ε. Nous allons voir qu’un tel changement de fonction inconnue pre´serve les hypothe`ses
sur la famille de proble`mes mixtes (Pε(T0))ε.
Pour eˆtre tout a` fait clair et parceque cela` nous permet de mettre en place des notations pour
la suite, pre´cisons ce que l’on entend par pre´servation des hypothe`ses. Supposons qu’il existe w1
voisinage ouvert de 0 dans RN
′
, w2, w˜2 voisinages ouverts de 0 dans R
N et un diffe´omorphisme
C∞
χ : w˜ → w ou` w := w1 × w2
(b, u˜) 7→ (b, u) = (b,M(b, u˜)) w˜ := w1 × w˜2 .
La lettre u˜ de´signe ainsi la nouvelle inconnue. Nous allons e´galement introduire la nouvelle fonc-
tion parame`tre b˜ := (b, ∂b, ∂2b). Notons que l’on supposait C∞ la fonction b, et la fonction b˜ l’est
donc aussi.
Regardons dans un premier temps les proble`mes mixtes hyperboliques de la forme P0(T ). Mul-
tipliant a` gauche l’e´quation (1) par les matrices inversibles t∂u˜M, on obtient une e´quation de la
forme H˜(b˜, u˜, ∂) = F˜ (b˜, u˜), ou`
H˜(b˜, u˜, ∂) :=
∑
06j6n
A˜j(b˜, u˜)∂j ,
F˜ (b˜, u˜) := (t∂u˜M.Foχ)(b, u˜) +
∑
06j6n
Aˆj(b, u˜).∂jb,
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avec, pour 0 6 j 6 n,
A˜j :=
t∂u˜M.Ajoχ.∂u˜M, Aˆj =:= t∂u˜M.Ajoχ.∂bM.
La condition aux limites (2) se re´ecrivent Φ˜(b, u˜) = 0 ou` Φ˜ := Φoχ. Un instant de re´flexion
convainc que l’on obtient ainsi un proble`me mixte ve´rifiant les meˆmes hypothe`ses que le proble`me
initial P0(T ).
Examinons maintenant les perturbations visqueuses. Multipliant l’e´quation (1) a` gauche par
t∂u˜M, on obtient une e´quation de la forme L˜ε(b˜, u˜ε, ∂xu˜ε, ∂)u˜ε = 0 ou` l’ope´rateur L˜ε s’e´crit
L˜ε(b, u˜, ∂xu˜, ∂)u˜ := H˜(b, u˜, ∂)u˜− (F˜ (b, u˜) + εE˜(b˜, u˜, ∂xu˜, ∂x)u˜).
On a
E˜(b˜, u˜, ∂xu˜, ∂x)u˜ :=
∑
16i,j6n
∂iE˜i,j(b, u˜)∂j u˜+ E˜(b˜, u˜, ∂xu˜)
ou`, pour 1 6 i, j 6 n, les matrices E˜i,j sont de´finies par
E˜i,j :=
t∂u˜M.Ei,joχ.∂u˜M
et la fonction E˜ est de´finie par
E˜(b˜, u˜, ∂xu˜) :=
t∂u˜M(b, u˜)E(χ(b, u˜),Mx) +
∑
16i,j6n
Γi,j
ou` Mx de´signe la collection des de´rive´es spatiales de M(b, u˜) :
Mx := ∂x(M(b, u˜)),
= ∂bM(b, u˜).∂xb+ ∂u˜M(b, u˜).∂xu˜,
et, pour 1 6 i, j 6 n,
Γi,j :=
t∂u˜M(b, u˜).(Ei,j)θ .∂bM(b, u˜).∂jb
+t∂u˜M(b, u˜).Ei,j(χ(b, u˜)).(∂bM.∂jb)i
−(t∂u˜M)i .Ei,j(χ(b, u˜)).∂u˜M(b, u˜).∂j u˜,
avec
(Ei,j)θ := ∂bEi,j(χ(b, u˜)).∂ib
+∂uEi,j(χ(b, u˜)).(∂bM(b, u˜).∂ib+ ∂u˜M(b, u˜).∂iu˜),
(∂bM.∂jb)i := ∂2bM(b, u˜).∂ib.∂jb+ ∂bM(b, u˜).∂ijb + ∂u˜bM(b, u˜).∂iu˜.∂jb,
(t∂u˜M)i := t∂2u˜M(b, u˜).∂iu˜+ t∂2u˜M(b, u˜).∂ib.
La condition aux limites (13) se reformule en
Ψ˜ε(b˜, u˜ε, ∂xu˜
ε) = 0
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avec, pour u˜ ∈ RN et v˜ := (v˜′, v˜n) ∈ (RN )n−1 × RN ,
Ψ˜ε(b˜, u˜, v˜) := Π˜(b, u˜)v˜n + K˜(
√
ε, b, u˜, v˜′,
√
εv˜n), ou`
Π˜ := Πoχ.∂u˜M,
K˜(, b˜, u˜, v˜) := K(, χ(b, u˜),V(b˜, u˜, v˜)) + (Πoχ.∂bM)(b, u˜).∂nb, avec
V(b˜, u˜, v˜) := ∂u˜M(b, u˜).v˜ + ∂bM(b, u˜).∂yb.
La famille de proble`mes mixtes paraboliques obtenues ve´rifient les meˆmes hypothe`ses que les
proble`mes Pε(T0). En particulier, en notant
Λ˜b := {u˜ ∈ RN/ Φ˜(b, u˜) = 0},
on a la proprie´te´ d’orthogonalite´
∀(b, u˜) ∈ RN ′ × Λ˜b, ker Π˜(b, u˜) = (kerDu˜Φ˜(b, u˜))⊥E˜n,n(b,u˜).
11. Extensions. On a choisi un cadre simplifie´. Les re´sultats s’e´tendent aux cas de domaines
situe´s localement du meˆme coˆte´ de leur bord C∞, a` des solutions de re´gularite´ finie et a` des
conditions initiales (ou dans le passe´) plus ge´ne´rales ([38]).
2 Expose´ des re´sultats
2.1 Re´sultat principal
Dans cette section, nous allons donner le re´sultat principal de l’article a` travers un the´ore`me
plus pre´cis que le the´ore`me 1.7 donne´ en introduction et qui s’obtient par une analyse du type
BKW.
Conside`rons un temps T positif quelconque et introduisons les espaces
Nθ(T ) := H∞(Ω+T ,S(R+θ )), Nz(T ) := H∞(Ω+T ,S(R+z )), (16)
ou` S de´signe l’espace de Schwartz des fonctions C∞ a` de´croissance rapide, et l’espace de
profils
P(Ω+T ) := {U(t, x, z, θ) = Ua(t, x) + Ub(t, x, θ) + Uc(t, x, z) ou`
Ua ∈ H∞(Ω+T ), Ub ∈ Nθ(T ) et Uc ∈ Nz(T )}.
La fonction Ua est la partie re´gulie`re ou inte´rieur du profil, Ub est un terme de couche limite
caracte´ristique et Uc un terme de couche limite non caracte´ristique.
On note, pour 0 6 i 6 n − 1, Zi := ∂i et Zn := h(xn)∂n ou` h est une fonction C∞ a` va-
leurs strictement positives et borne´e sur R+ telle que h(xn) = xn quand 0 6 xn 6 1. La famille
Z := (Zi)06i6n est ge´ne´ratrice de l’alge`bre des champs de vecteurs C
∞ tangents a` {xn = 0}.
Pour un n + 1-uplet α := (α0, ..., αn) ∈ N , on note |α| la longueur |α| := α0 + ... + αn et
Zα := Zα00 ...Z
αn
n .
On de´finit pour s ∈ N, les normes
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|u||s,T :=
∑
|α|6s
||Zαu||L2(Ω+
T
), (17)
|||u|||εs,T :=
{ |u||s,T si s = 0
|u||s,T +
∑s
k=1 ε
k− 1
2 ||∂knuε||s−k,T si s > 1
, (18)
et les ensembles
Λs(T ) := {(uε)ε∈]0,1] ∈ (L2(Ω+T ))]0,1]/ ∃ε′ ∈]0, 1]/ supε∈]0,ε′]|||uε|||εs,T <∞}.
Remarquons que Λs est un ensemble de familles de fonctions (a` un parame`tre) adapte´ au
proble`me puisque si U ∈ P(Ω+T ) alors la famille (uε)ε∈]0,1] de´finie par
uε(t, x) := U(t, x, xn
ε
,
xn√
ε
) (19)
est pour tout s ∈ N dans Λs(T ). Insistons notamment sur le fait qu’un profil de couche limite
non caracte´ristique est un O(
√
ε) dans L2 alors qu’un profil de couche limite caracte´ristique est
un O(ε
1
4 ).
Ainsi si l’on dispose d’un de´veloppement
wε(t, x) :=
k∑
j=0
√
ε
j Uj(t, x, xn
ε
,
xn√
ε
) (20)
on peut e´crire, pour 0 6 k′ 6 k,
wε(t, x) :=
k′∑
j=0
√
ε
j Uj(t, x, xn
ε
,
xn√
ε
) +
√
ε
k′+1
rε(t, x) (21)
avec rε ∈ Λs(T ), pour tout s ∈ N.
De tels de´veloppements a` trois e´chelles, pour des proble`mes ou` apparaissent a` la fois des couches
limites caracte´ristiques et non caracte´ristiques, ont e´te´ introduit par O.Gue`s dans [17]. L’article
[38] introduit pour ce type de proble`me l’espace de profil P(Ω+T ) et les ensembles Λs(T ). Signa-
lons aussi que des outils similaires sont utilise´s dans [37].
Le re´sultat central de l’article est donne´ par le the´ore`me suivant.
The´ore`me 2.1 Il existe un re´el ε0 ∈]0, 1] tel que pour tout entier naturel k > 2, pour ε ∈]0, ε0],
le proble`me Pε(T0) admette une et une seule solution u
ε et
uε(t, x) = u0(t, x) +
√
εU1b (t, x,
xn√
ε
) +
k∑
j=2
√
ε
j Uj(t, x, xn
ε
,
xn√
ε
) +
√
ε
k+1
Rε(t, x)
ou` U1b ∈ Nθ(T0), les (Uj)26j6k sont dans P(Ω+T0) et Rε ∈ Λs(T0), pour tout s ∈ N.
Indications sur la preuve. Dans la section 4, nous donnons un sche´ma de´taille´ de la preuve
du the´ore`me 2.1. Nous e´voquons ici, plus succinctement, les points cle´s de la preuve.
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L’hypothe`se 1.3 rend possible un changement non line´aire de fonction inconnue qui transforme le
proble`me initial en un proble`me pour lequel la matrice normale de l’ope´rateur hyperbolique est
redresse´e (cf. section 4.1). Ce redressement est la manifestation d’une proprie´te´ de transparence
confe´re´e au proble`me par l’hypothe`se 1.3.
On cherche une famille de solutions approche´es sous la forme d’un de´veloppement BKW (cf. sec-
tions 4.2 et 5). On re´soud pour cela une succession de proble`mes pour les profils du de´veloppement.
Signalons ici que si l’on utilise des profils similaires a` ceux de [38] et [37], et que les e´quations de
profils sont de meˆme type, les conditions aux limites diffe`rent. Un point crucial est que les couches
limites sont de petites amplitudes. L’analyse spectrale du champ comple´mentaire Π, mene´e dans
la section 5.2, est de´terminante dans la compre´hension de ce fait. L’ordre de re´solution des
proble`mes pour les profils n’est par conse´quent pas le meˆme que dans [38] et [37]. De plus, ex-
ploitant la structure redresse´e de la matrice normale de l’ope´rateur hyperbolique, on observe que
le comportement des couches limites caracte´ristiques est line´aire. On obtient ainsi une famille de
solutions approche´es jusqu’au temps T0.
On prouve ensuite l’existence d’une famille de solutions exactes des proble`mes mixtes para-
boliques ayant pour partie principale la famille de solutions approche´es de la premie`re e´tape
(cf. section 4.3, 4.4 et 6). La diffe´rence est une famille de restes que l’on obtient comme solu-
tions de proble`mes mixtes paraboliques quasiline´aires et pour lesquels on e´tablit des estimations
uniformes en ε. Parceque nous conside`rons des conditions aux limites non line´aires ET de type
Dirichlet-Neumann, cette e´tape est tre`s difficile. Nous surmontons cette difficulte´ en re´alisant
une famille de changements de fonctions inconnues. Cette famille est parame´tre´e par ε par
l’interme´diaire de la famille de solutions approche´es construites lors de la premie`re e´tape. Les
changements de fonctions inconnues sont line´aires. On obtient une famille de proble`mes pour
lesquelles la partie la plus singulie`re des conditions aux limites est redresse´e.
Comparaison avec l’optique ge´ome´trique. Notons ici l’analogie avec l’optique ge´ome´trique :
pour la propagation d’oscillations monophase´es pour un syste`me hyperbolique quasiline´aire, on
a, en ge´ne´ral, des re´sultats positifs que dans le re´gime dit faiblement non line´aire. Ce dernier
correspond a` des oscillations d’amplitude ε et de fre´quence de l’ordre de 1ε . Les oscillations sont
transporte´es par un champ caracte´ristique de l’ope´rateur hyperbolique. En ge´ne´ral, l’e´quation
des paquets d’onde contient un terme non line´aire de type Burgers, pre´ce´de´ d’un coefficient
d’interaction γ. Lorsque le champ caracte´ristique est line´airement de´ge´ne´re´e, ce coefficient s’an-
nule. C’est le phe´nome`ne de transparence. Dans le cas des couches limites caracte´ristiques avec
une viscosite´ d’ordre ε, l’e´quivalent du re´gime faiblement non line´aire est le cas de couches
caracte´ristiques avec des valeurs en O(
√
ε). Nous verrons dans la section 5 que les profils Ujb
ve´rifient des proble`mes de type hyperbolique-parabolique. L’e´quation de profil pour U1b fait, a`
priori, intervenir un terme non line´aire de type Burgers. Le changement non line´aire de fonction
inconnue induit par l’hypothe`se 1.3 (cf. section 4.1) assure que ce terme est nul, caracte´risant
ainsi un phe´nome`ne de transparence.
Notons e´galement que dans le cas d’un champ caracte´ristique line´airement de´ge´ne´re´e, on peut
augmenter la force des oscillations. Aussi, dispose t’on aujourd’hui de re´sultats positifs concer-
nant la propagation d’oscillations de grandes amplitudes i.e. d’amplitudes en O(1) en dimension
un d’espace. L’amplitude ne peut pas eˆtre autant pousse´e, en ge´ne´ral, en plusieurs dimension
d’espace, comme le montre le travail de D.Serre ([34]). C.Cheverry, O.Gue`s et G.Me´tivier [4]
donne pourtant des re´sultats positifs pour ce que les auteurs appellent des oscillations fortes
c’est-a`-dire d’amplitude en O(
√
ε). C.Cheverry, O.Gue`s et G.Me´tivier [3] montre qu’il est meˆme
possible de propager des solutions sous forme d’oscillations de grande amplitude polarise´es sur
l’entropie pour le syste`me d’Euler. Il serait inte´ressant de chercher des re´sultats analogues pour
les couches limites.
Polarisation et estimation. Le the´ore`me 1.7 donne´ en introduction est une conse´quence du
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the´ore`me 2.1. En fait, on peut meˆme de´duire du the´ore`me 2.1 des estimations plus pre´cises de
uε − u0 dans des espaces de type Sobolev. Nous allons pre´senter ces estimations plus bas dans
cette section. Avant cela, nous donnons des proprie´te´s de polarisation des profils de couches
limites intervenant dans le the´ore`me 2.1. Celles-ci sont montre´es au cours de sa de´monstration.
Ces proprie´te´s de polarisation permettent de donner des estimations plus pre´cises de uε − u0
pour certaines coordonne´es.
Lorsqu’on dispose d’une fonction re´gulie`re u (a` valeurs vectorielles ou matricielles) sur Ω+T ,
on note u˚ sa trace sur ΓT . On de´finit e´galement, pour tout (t, y) ∈ ΓT ,
A˚n(t, y) := An (˚b(t, y), u˚0(t, y)),
E˚n(t, y) := En,n (˚b(t, y), u˚0(t, y)).
On introduit les champs d’espaces vectoriels :
E+(t, y) :=
∑
λ>0
ker(E˚−1n,nA˚n(t, y)− λId), E0(t, y) := ker A˚n(t, y),
E−(t, y) :=
∑
λ<0
ker(E˚−1n,nA˚n(t, y)− λId).
A ces trois sous-espaces on associe, pour tout (t, y), leur dimension respective d+, d0 et d−
et les projecteurs Π+, Π0 et Π− associe´s a` la de´composition de RN en RN = E+⊕E0⊕E−. Par
exemple, Π+ est le projecteur sur E+ paralle´lement a` E− ⊕ E0. En ge´ne´ral, ces projecteurs ne
sont donc pas orthogonaux. Une conse´quence de l’hypothe`se 1.1 est que les valeurs d+, d− et d0
sont inde´pendantes de (t, y). Une conse´quence de l’hypothe`se 1.2 est que r = d+. Au niveau de
la couche limite caracte´ristique, on a l’e´quation de polarisation :
(Id−Π0)U1b = 0. (22)
et la relation de polarisation suivante pour les deux premiers profils de couche limite non
caracte´ristique :
(Id−Π−)U2c = (Id−Π−)U3c = 0. (23)
En fait, ces proprie´te´s (22) et (23) sont ve´rifie´es respectivement par le premier profil non nul
de couche limite caracte´ristique et par les deux premiers profils non nuls de couche limite non
caracte´ristique. C’est en tenant compte des proprie´te´s (22) et (23) que l’on de´duit du the´ore`me
2.1 les estimations qui suivent. On introduit les normes
||u||Hm,s(ΩT ) :=
∑
i+|α|6m;i6s
||Zα∂inu||L2(Ω+
T
)
qui diffe´rentient re´gularite´s normale et conormale. On de´finit les quantite´s
Uε+ := Π+(u
ε − u0), Uε− := Π−(uε − u0), Uε0 := Π0(uε − u0). (24)
Elles ve´rifient, lorsque ε→ 0+, les estimations suivantes :
• dans la norme L∞
||Uε+||L∞(Ω+
T0
) = O(ε), ||Uε−||L∞(Ω+
T0
) = O(ε), ||Uε0 ||L∞(Ω+
T0
) = O(
√
ε),
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• dans les normes Hm,s,
||Uε+||Hm,s(Ω+
T0
) = O(ε(1 + ε
1
4
− s
2 )) ∀s ∈ [0, 5
2
],
||Uε−||Hm,s(Ω+
T0
) = O(ε(1 + ε
1
2
−s + ε
1
4
− s
2 )) ∀s ∈ [0, 3
2
],
||Uε0 ||Hm,s(Ω+
T0
) = O(ε
3
4
− s
2 ) ∀s ∈ [0, 3
2
].
Dans le cas ou` le bord est non caracte´ristique, du fait que les couches limites non ca-
racte´ristiques sont plus petites que les couches limites caracte´ristiques, on peut ame´liorer les
estimations en
||Uε+||Hm,s(Ω+
T0
) = O(ε(1 + ε
3
2
−s)) ∀s ∈ [0, 5
2
], (25)
||Uε−||Hm,s(Ω+
T0
) = O(ε(1 + ε
1
2
−s)) ∀s ∈ [0, 3
2
]. (26)
On notera donc que la limitation de la convergence des uε vers u0 provient des diffe´rentiations
normales et de certaines composantes. Ceci est du a` la pre´sence de couches limites de faibles
amplitudes.
2.2 Conditions de Dirichlet (6)
Nous examinons ici les cas des conditions de Dirichlet (6). Avec les techniques de cette article,
on obtient le re´sultat suivant, a` mettre en paralle`le au the´ore`me 2.1.
The´ore`me 2.2 Il existe un re´el ε0 ∈]0, 1] tel que pour tout entier naturel k > 2, pour ε ∈]0, ε0],
le proble`me
Lε(b, uε, ∂xuε, ∂)uε = 0 quand (t, x) ∈ Ω+T0 ,
uε = 0 quand (t, x) ∈ Ω+0 ,
uε = u0 quand (t, x) ∈ ΓT0 .
admette une et une seule solution uε et
uε(t, x) = u0(t, x) +
k∑
j=2
√
ε
j Uj(t, x, xn
ε
,
xn√
ε
) +
√
ε
k+1
Rε(t, x)
ou` les (Uj)26j6k sont dans P(Ω+T0) et Rε ∈ Λs(T0), pour tout s ∈ N.
On donne dans la section 7 de l’article des indications sur la preuve de ce re´sultat. Elle suit
les meˆmes lignes que la preuve du the´ore`me 2.1, en plus simple. Une diffe`rence essentielle entre
les the´ore`mes 2.1 et 2.2 est l’absence de couche limite caracte´ristique a` l’ordre
√
ε : U1b .
Citons D.Michelson [28] qui obtient des de´veloppements de couche limite de faible amplitude
pour des proble`mes hyperboliques perturbe´s par des viscosite´s de´ge´ne´re´es. D.Michelson conside`re
des conditions tre`s ge´ne´rales sur un bord non caracte´ristique mais suppose que la solution du
proble`me hyperbolique limite u0 ve´rifie des conditions au bord surde´termine´es. Pour une condi-
tion de type Dirichlet, cette strate´gie consiste a` supposer que la fonction u0 donne´e par le
the´ore`me 1.4 ve´rifie u0 = 0 quand (t, x) ∈ ΓT0 ; et a` conside`rer pour les perturbations para-
boliques des conditions de Dirichlet homoge`nes uε = u0 pour (t, x) ∈ ΓT0 . Le the´ore`me 2.2
ge´ne´ralise ceci au cas de bord caracte´ristique.
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Comme dans la section 2.1, les premiers profils de couches limites ont des proprie´te´s de po-
larisation. Ici, le premier profil de couche limite caracte´ristique est U2b qui ve´rifie (Id − Π0)U2b .
Les deux premiers profils de couche limite non caracte´ristique U2c et U3c ve´rifient (23).
On de´duit du the´ore`me 2.2 et des remarques pre´ce`dentes, lorsque ε → 0+, les estimations
suivantes :
1. dans la norme L∞ : ||uε − u0||L∞(Ω+
T0
) = O(ε)
2. dans les normes Hm,s,
||Uε+||Hm,s(Ω+
T0
) = O(ε+ ε
7
4
− s
2 + ε
5
2
−s) ∀s ∈ [0, 5
2
],
||Uε−||Hm,s(Ω+
T0
) = O(ε+ ε
3
2
−s + ε
1
4
− s
2 )) ∀s ∈ [0, 3
2
],
||Uε0 ||Hm,s(Ω+
T0
) = O(ε+ ε
5
4
− s
2 ) ∀s ∈ [0, 5
2
].
Dans le cas ou` le bord est non caracte´ristique, on a les estimations (25)− (26).
Dans la section suivante, nous donnons des exemples d’applications. Les sections suivantes sont
consacre´es a` la de´monstration du the´ore`me 2.1.
3 Applications
3.1 Le cas unidimensionnel
Un syste`me hyperbolique line´aire en dimension n = 1 avec une condition aux limites portant
sur un bord non caracte´ristique et satisfaisant la condition de Lopatinski peut se mettre sous
une forme syme´trique pour laquelle la condition aux limites est strictement dissipative. ([36])
3.2 Les e´quations de Maxwell dans le vide avec condition d’onde en-
trante
Dans le vide, le syste`me de Maxwell peut s’e´crire :
∂tE − c. rotB = 0, ∂tB + c. rotE = 0.
On conside`re la condition aux limites dite d”’onde entrante” ([7])
(E − cB ∧ ν) ∧ ν = 0
ou` ν est la normale sortante au milieu. Le proble`me ve´rifie les hypothe`ses 1.1 (d0 = 2), 1.2
(il est meˆme strictement dissipatif) et 1.3 (le proble`me est line´aire). Prenant pour viscosite´ le
Laplacien, on introduit le proble`me parabolique :

∂tE
ε − c. rotBε = ε∆Eε
∂tB
ε + c. rotEε = ε∆Bε
}
quand (t, x) ∈ Ω+T
(Eε − cBε ∧ ν) ∧ ν = 0
(∂νE
ε + c∂νB
ε ∧ ν) ∧ ν = 0
∂νE
ε ∧ ν = ∂νBε ∧ ν = 0

 quand (t, x) ∈ ΓT
(27)
ou` ∂ν de´signe la de´rive´e normale.
Notons que dans cette application, on conside`re des syste`mes line´aires si bien que l’existence
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de solutions re´gulie`res aux proble`mes (27) sur l’intervalle de temps (0, T0) est dans ce cas-la` as-
sure´e. Le the´ore`me 2.1 donne cependant d’autres informations pertinentes sur les solutions uε. Il
donne une description asymptotique, pour ε→ 0+, des solutions uε a` travers un de´veloppement
de type BKW. De plus, une conse´quence de ce de´veloppement est la convergence des solutions
(Eε, Bε) vers la solution (E0, B0) du proble`me :
∂tE
0 − c. rotB0 = 0
∂tB
0 + c. rotE0 = 0
}
quand (t, x) ∈ Ω+T
(E0 − cB0 ∧ ν) ∧ ν = 0 quand (t, x) ∈ ΓT
Les quantite´s U+, U− et U0 correspondent ici a`
U+ := (E − cB ∧ ν) ∧ ν, U− := (E + cB ∧ ν) ∧ ν, U0 :=
[
(E.ν)ν
(B.ν)ν
]
.
3.3 Solutions discontinues de syste`mes hyperboliques semiline´aires
On conside`re un ope´rateur
H = A0(t, x)∂t +
∑
16j6n
Aj(t, x)∂j +B(t, x)
syme´trique hyperbolique line´aire et on s’inte´resse a` des solutions particulie`res du proble`me
{ Hu = F (t, x, u) + f(t, x) quand (t, x) ∈ ΩT ,
u = 0 quand (t, x) ∈ Ω0, (28)
ou` ΩT := (0, T )×Rn, sous forme de fonctions re´gulie`res de part et d’autre d’une hypersurface
Γ de Rn+1. Les singularite´s envisage´es sont des sauts de u ou de ses de´rive´es, l’hypersurface Γ
e´tant suppose´e lisse et caracte´ristique. Comme on s’interesse a` des re´sultats locaux, on peut,
quitte a` la redresser, supposer sans perte de ge´ne´ralite´ que Γ = {xn = 0}.
On note p−H∞(ΩT ) l’espace des fonctions H∞ de part et d’autre de ΓT et on suppose que
f ∈ p−H∞(ΩT ). Le fait que Γ soit une surface caracte´ristique se traduit par KerAn 6= {0}. Le
saut n’est possible que sur la projection orthogonale sur KerAn (condition de Rankine-Hugoniot
cf. par exemple le livre de D.Serre [36]). On suppose
Hypothe`se 3.1 L’espace KerAn est de dimension constante sur Γ.
C’est en particulier le cas lorsque l’ope´rateur est strictement hyperbolique. On dispose du
re´sultat suivant (G.Me´tivier [24], [37]) :
The´ore`me 3.2 Il existe un temps T0 et une unique solution re´gulie`re u
0 ∈ p−H∞(ΩT ) du
proble`me
{ Hu = F (t, x, u) + f(t, x) quand (t, x) ∈ ΩT0 ,
u = 0 quand (t, x) ∈ Ω0, (29)
On va montrer que l’on peut obtenir ces solutions comme limites de solutions sur Ω+T et
Ω−T := (0, T ) × Rn− de l’e´quation perturbe´e par une petite viscosite´. Par souci de simplicite´,
on choisira le Laplacien mais les re´sultats sont les meˆmes pour toute viscosite´ uniforme´ment
elliptique. On conside`re l’e´quation
Lεuε = 0 (30)
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ou`
Lεu := Hu− (F (t, x, u) + f(t, x) + ε∆u). (31)
Montrons en quoi ceci est un exemple d’application des re´sultats de la section 2. On rame`ne,
pour cela, le proble`me a` un proble`me dans le demi-espace doublant le nombre d’inconnues.
• En ce qui concerne le proble`me hyperbolique, les conditions de transmission impose´es par
l’e´quation (conditions de Rankine-Hugoniot) se traduisent par des conditions aux limites maxi-
males dissipatives (en fait meˆme conservatives).
A u de´fini sur Ω+T , on associe u+ sa restriction a` Ω
+
T , u− par u−(t, x) := u(t, y,−xn), pour
tout (t, x) ∈ Ω+T et u :=
[
u+
u−
]
. Pour tout (t, y), on note Π0(t, y) le projecteur orthogonal sur
ker A˚n(t, y). On a alors que u ve´rifie (29) si et seulement si u ve´rifie le proble`me mixte hyperbo-
lique


Hu = F(t, x,u) + f(t, x) quand (t, x) ∈ Ω+T
Mu = 0 quand (t, x) ∈ ΓT
u = 0 quand (t, x) ∈ Ω+0
(32)
ou`
M :=
[
(Id−Π0) −(Id−Π0)
]
, H :=
[H+ 0
0 H−
]
,
H+ := H, H− := A0,−(t, x)∂t +
∑
16j6n−1
Aj,−(t, x)∂j −An,−(t, x)∂n +B−(t, x),
F(t, x,u) :=
[
F (t, x, u+)
F (t, y,−xn, u−)
]
, f :=
[
f+
f−
]
.
Le proble`me (32) rentre ainsi dans le cadre des the´ore`mes 1.4 et 2.1. La matrice normale du
syste`me est
An :=
[
An 0
0 −An
]
.
L’hypothe`se 3.1 assure que An ve´rifie l’hypothe`se 1.1. Le lemme suivant assure l’hypothe`se
1.2 :
Lemme 3.3 La condition aux limites est maximale dissipative i.e. la forme quadratique <
A˚n·, · > est ne´gative sur le sous-espace kerM et kerM est maximale pour cette proprie´te´.
Preuve. Soit u :=
[
u+
u−
]
∈ kerM . On a donc (Id−Π0)u+ = (Id−Π0)u−. Or,
< A˚nu,u >=< A˚nu+, u+ > − < A˚nu−, u− > .
Utilisant l’identite´ A˚nΠ0 = 0 et la syme´trie de A˚n, on obtient
< A˚nu,u > = < A˚n(Id−Π0)u+, (Id−Π0)u+ >
− < A˚n(Id−Π0)u−, (Id−Π0)u− >
= 0.
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Ainsi la forme quadratique < A˚n·, · > est ne´gative sur le sous-espace kerM . De plus, A˚n
posse`de N + d0 valeurs propres ne´gatives ou nulles et la somme des sous-espaces spectraux
associe´s constitue un sous-espace maximal sur lequel la forme quadratique < A˚n·, · > est
ne´gative. Comme tous les sous-espaces maximaux pour cette proprie´te´ ont la meˆme dimen-
sion N + d0 = dim kerM , le lemme est prouve´. 
L’hypothe`se 1.3 est trivialement satisfaite car l’ope´rateur H est line´aire.
On note Π0 le projecteur orthogonal sur ker A˚n.
• Inte´ressons nous maintenant aux perturbations paraboliques. La condition aux limites Π∂nu =
0 e´quivaut a`
(Id−Π0)∂nu+ = −(Id−Π0)∂nu− et Π0∂nu+ = Π0∂nu− = 0.
On associe a` la fonction uε, une fonction uε de´finie sur Ω+T a` valeurs dans R
2N par uε :=
[
uε+
uε−
]
,
ou` uε+ est la restriction de u
ε a` Ω+T et u
ε
− est de´finie par
uε−(t, x) := u
ε(t, y,−xn) pour (t, x) ∈ Ω+T .
On a alors l’e´quivalence suivante : uε ve´rifie (30) si et seulement si uε ve´rifie
L
εuε = 0 sur Ω+T
ou`
L
εu :=Hu− ε∆u− F(t, x,u) − f
avec ∆ :=
[
∆ 0
0 ∆
]
.
On conside`re donc les proble`mes mixtes paraboliques :
L
εuε = 0 pour (t, x) ∈ Ω+T
Muε = 0
Π∂nu
ε = 0
}
pour (t, x) ∈ ΓT
uε = 0 pour (t, x) ∈ Ω+0
On insiste sur le fait que les approximations (uε)ε que l’on conside`re ici ne sont pas solutions
de (11) sur ΩT . Les conditions aux limites que l’on prescrit pour le proble`me re´duit (a` un
demi-espace) diffe`rent des conditions de raccord conside´re´es dans [37]. Pre´cisemment, ce sont
les conditions aux limites portant sur Π0u
ε qui sont modifie´es. On de´finit Π+ (resp Π−) le
projecteur orthogonal associe´ a` la somme directe des sous-espaces propres correspondants a` des
valeurs propres strictement positives (resp strictement ne´gatives). Les estimations de la section
2. tiennent pour
Uε+ := Π+(u
ε − u0), Uε− := Π−(uε − u0), Uε0 :=Π0(uε − u0).
On notera le gain de re´gularite´ par rapports aux estimations de [37]. Essentiellement, l’espace
critique pour la convergence est H
1
2 dans [37] et H
3
2 ici. Le gain s’exprime aussi en vitesse de
convergence dans L2 : celle-ci est de ε
1
4 dans [37] et de ε
3
4 ici.
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Dans [37], on constate que l’on peut affiner les estimations dans le cas ou` la discontinuite´ n’affecte
qu’une de´rive´e de la fonction. Plus pre´cisemment, on montre que la convergence des uε vers u0
tient dans des espaces de Sobolev Hs avec s d’autant plus e´leve´ que la singularite´ est faible, c’est
a` dire plus la discontinuite´ affecte une de´rive´e d’ordre e´leve´e. Dans le cas d’un saut de de´rive´e,
les conditions de raccord de [37] peut donc conduire a` une meilleure estimation que celle obtenue
ici avec le champ comple´mentaire Π.
3.4 Le syste`me d’Euler
On note respectivement p, v et s la pression, la vitesse et l’entropie, ρ(p, s) la densite´ volu-
mique, suppose´e strictement positive, et α(p, s) :=
∂pρ(p,s)
ρ(p,s) , le syste`me d’Euler peut s’e´crire :
Xvs = 0
ρXvv +∇p = 0
αXvp+∇.v = 0
ou` l’on a note´ Xv la de´rive´e particulaire Xv := ∂t + v.∇, soit encore
(A0∂t +
n∑
i=1
Ai∂i)

sv
p

 = 0
ou` A0 := diag(1, ρIn, α) et, pour 1 6 i 6 n, Ai =

vi 0 00 ρviIn ei
0 tei αvi

, ou` les (ei)16i6n de´signe
la base canonique de Rn.
Notons que dans cet exemple, on a N = n+ 2. On supposera que α est strictement positif. En
particulier, notant v = (w, vn) les vitesses tangentielles et normale, on a
An = vnA0 +

0n 0 00 0 1
0 1 0

 .
On va conside´rer, pour condition aux limites, la condition naturelle vn = 0. Le proble`me :
Xv0s
0 = 0
ρ(p0, s0)Xv0v
0 +∇p0 = 0
α(p0, s0)Xv0p
0 +∇.v0 = 0

 quand (t, x) ∈ Ω+T
v0.ν = 0 quand (t, x) ∈ ΓT
est alors conservatif. Le bord est caracte´ristique de multiplicite´ constante e´gale a` n. [15] assure
que l’hypothe`se 1.3 est ve´rifie´e. On introduit le proble`me mixte parabolique :
Xvεs
ε = ε∆sε
ρ(pε, sε)Xvεv
ε +∇pε = ε∆vε
α(pε, sε)Xvεp
ε +∇.vε = ε∆pε

 quand (t, x) ∈ Ω+T
vε.ν = 0
∂νp
ε = ∂νw
ε = ∂νs
ε = 0
}
quand (t, x) ∈ ΓT
Le the´ore`me 1.7 assure alors la convergence des solutions (sε, vε, pε) vers (s0, v0, p0). Les
quantite´s U+, U− et U0 de´finies en (24) correspondent ici a`
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U+ := vn + p, U− := vn − p, U0 :=
[
s
w
]
.
4 Sche´ma de la preuve du the´ore`me 2.1
On prouve le the´ore`me 2.1 avec la strate´gie de [38] et [37] : on commence par prouver l’exis-
tence de solutions approche´es sous la forme de de´veloppements BKW, puis on utilise un the´ore`me
d’approximation. Une difficulte´ est lie´e aux nonline´arite´s. D’une part, le syste`me de de´part est
quasiline´aire, au lieu de semiline´aire dans [38] et [37]. D’autre part, nous conside`rons des condi-
tions aux limites non line´aires, et qui plus est, de type mixte Dirichlet-Neumann.
Au cours de la preuve, nous allons utiliser de manie`re essentielle deux changements d’incon-
nus. Seul le premier est non line´aire.
4.1 Changement non line´aire de fonction inconnue
L’hypothe`se 1.3 rend possible un changement non line´aire de fonction inconnue qui trans-
forme le proble`me initial en un proble`me pour lequel la condition aux limites (12) et, dans un
certain sens, la matrice normale du syste`me sont redresse´es. Ce proble`me redresse´ posse`de une
proprie´te´ de transparence qui joue un roˆle essentiel dans nos re´sultats. En particulier, elle permet
d’obtenir une famille de solutions approche´es jusqu’au temps T0.
Explicitons l’hypothe`se 1.3. On note (ei)16i6N la base canonique de R
N et M est la matrice
constante, de taille r × N , M := [Idr 0r,N−r], de sorte que kerM = Vect(ei)N−r+16i6N . On
note aussi F0 le sous-espace F0 := Vect(ei)N−d0+16i6N . Il existe w1 voisinage ouvert de 0 dans
R
N ′ , w2, w˜2 voisinages ouverts de 0 dans R
N et un diffe´omorphisme C∞ de la forme
χ : w˜ → w
(b, u˜) 7→ (b, u) = (b,M(b, u˜))
ou` w := w1 × w2, w˜ := w1 × w˜2 tels qu’en notant Λ˜b :=M(b, .)−1(Λb), on ait
• pour tout b ∈ w1,
Λ˜b ∩ w˜2 = (kerM) ∩ w˜2, (33)
• pour tout couple de vecteurs (b, u˜) ∈ w1 × ((kerM) ∩ w˜2),
(∂u˜M(b, u˜))−1. kerAnoχ(b, u˜) = F0. (34)
Dans le premier point, on redresse les conditions aux limites tandis que dans le second point,
on redresse le noyau de la matrice normale du syste`me. Notons que ce changement de fonction
inconnue est utilise´ par O. Gue`s dans sa preuve du the´ore`me 1.4 (cf. [15]).
4.1.1 Structure par blocs de la matrice normale
Introduisons la matrice carre´e, de taille N ×N , de variable (b, u˜) :
A˜n :=
t ∂u˜M.Anoχ.∂u˜M.
Compte-tenu de (34), on a, pour (b, u˜) dans w1 × (kerM ∩ w˜2),
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ker A˜n(b, u˜) = F0. (35)
Comme, de plus, la matrice A˜n est syme´trique, elle est, pour (b, u˜) ∈ w1 × (kerM ∩ w˜2), de
la forme
A˜n(b, u˜) =
[
H(b, u˜) 0
0 0
]
,
ou` H est une matrice carre´e de taille N − d0 inversible.
4.1.2 Proprie´te´ de transparence
On va de´duire de ce qui pre´ce`de le lemme suivant qui e´tablit une proprie´te´ de transparence.
Lemme 4.1 Pour tout couple de vecteurs (b, u˜, h˜) ∈ w1 × (kerM ∩ w˜2)× kerM ,
ker A˜n(b, u˜) ⊂ ker(Du˜A˜n(b, u˜).h˜). (36)
Preuve. En effet, on a, pour (b, u˜, h˜) ∈ w1 × (kerM ∩ w˜2)× kerM ,
Du˜A˜n(b, u˜).h˜ =
[
Du˜H(b, u˜).h˜ 0
0 0
]
.
Ainsi, pour N − d0 + 1 6 i 6 N , on a Du˜A˜n(b, u˜).h˜.ei = 0. Avec (35), ceci prouve (36). 
Nous allons voir que l’inclusion (36) reste vraie si, au lieu de parcourir kerM , la variable h˜
parcourt ker A˜n(b, u˜).
Corollaire 4.2 Pour tout couple de vecteurs (b, u˜, h˜) ∈ w1 × (kerM) ∩ w˜2 × ker A˜n(b, u˜), on a
l’inclusion (36).
Preuve. Commenc¸ons par rappeler que l’espace tangent a` la varie´te´ Λb en un point u est
TθΛb = kerDuΦ(θ), ou` θ = (b, u). Une conse´quence de l’hypothe`se 1.2 est que pour θ dans w,
φ(θ) = 0⇒ kerAn(θ) ⊂ kerDuΦ(θ). (37)
De plus, on a par hypothe`se que, pour tout b ∈ w1,
M−1(b, .)(Λb ∩ w2) = kerM ∩ w˜2.
En conse´quence, on a, pour θ˜ := (b, u˜) ∈ w˜,
(∂u˜M)−1(θ˜).(kerDuΦ(χ(θ˜))) = kerM.
Appliquant (∂u˜M)−1 a` l’inclusion (37), on a ker A˜n(b, u˜) ⊂ kerM . On obtient ainsi le re´sultat
souhaite´. 
Remarque 4.3 Au premier abord, on pourrait penser que la proprie´te´ e´nonce´e dans le lemme
4.2 est plus faible que l’hypothe`se 1.3 dont nous sommes partis, puisque nous avons restreint
le domaine que parcourt h˜. Il en est autrement puisque nous allons montrer une re´ciproque.
On suppose que les hypothe`ses 1.1 et 1.2 sont ve´rifie´es. Supposons maintenant qu’il existe w1
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voisinage ouvert de 0 dans RN
′
, w2, w˜2 voisinages ouverts de 0 dans R
N et un diffe´omorphisme
C∞ de la forme
χ : w˜ → w
(b, u˜) 7→ (b, u) = (b,M(b, u˜))
ou` w := w1×w2, w˜ := w1× w˜2 tels qu’en notant Λ˜b :=M(b, .)−1(Λb), on a pour tout couple
de vecteurs (b, u˜, h˜) ∈ w1 × Λ˜b ∩ w˜2 × ker A˜n(b, u˜), l’inclusion (36).
Soit (r1(θ˜), ..., rd0(θ˜)) une base de ker A˜n(θ˜), de´pendant de fac¸on C
∞ de θ˜ parcourant w1 ×
(Λ˜b ∩ w˜2). Conside`rons un couple p, q d’entiers compris entre 1 et d.
Comme l’identite´ (A˜nrp)(θ˜) = 0 tient pour tout θ˜ ∈ w1 × (Λ˜b ∩ w˜2) et que ker A˜n(θ˜) ⊂ TθΛ˜b, on
peut appliquer le champ de vecteurs rq .∇u˜, d’ou`
{(rq.∇u˜)A˜n}rp + A˜n{(rq.∇u˜)rp} = 0. (38)
Comme, pour tout couple de vecteurs (b, u˜, h˜) ∈ w1 × (Λ˜b ∩ w˜2) × ker A˜n(b, u˜), on a, par
hypothe`se, l’inclusion l’inclusion (36), il vient
rp(b, u˜) ∈ ker A˜n(b, u˜) ⊂ kerDu˜A˜n(b, u˜).rq(b, u˜) = ker(rq .∇u˜)A˜n(b, u˜),
c’est a` dire {(rq.∇u˜)A˜n}rp = 0.
De (38), on tire alors A˜n{(rq.∇u˜)rp} = 0 c’est a` dire (rq.∇u˜)rp ∈ ker A˜n.
En e´changeant p et q, on a de meˆme (rp.∇u˜)rq ∈ ker A˜n. Par soustraction, on obtient que
le crochet de Lie [rp(b, .), rq(b, .)] appartient a` ker A˜n(b, .). On a ainsi montre´ que, pour θ˜ voisin
de 0, la distribution ker A˜n(b, .) sur Λ˜b est involutive. Comme cette notion est pre´serve´e par
diffe´omorphisme, on en de´duit l’hypothe`se 1.3.
Remarque 4.4 Supposons que l’on ait (36) pour tout couple de vecteurs (b, u˜, h˜) ∈ w1 × Λ˜b ∩
w˜2 × ker A˜n(b, u˜), et conside`rons le changement d’inconnue line´aire u˜ = G(b)uˇ. Notons
Λˇb := G(b)
−1Λ˜b et Aˇn(b, uˇ) := tG2(b).An(b,G(b)uˇ).G(b).
On a alors pour tout (uˇ, hˇ) ∈ Λˇb × ker Aˇn(b, u), l’inclusion
ker Aˇn(b, u) ⊂ DuˇAˇn(b, uˇ).hˇ.
4.1.3 Re´e´criture des proble`mes initiaux
On supposera, dans la suite, le changement de fonction inconnue du de´but de la section 4.1
effectue´.
Pour ne pas alourdir l’e´criture, on conservera les notations des proble`mes initiaux, omettant vo-
lontairement les tildes. Par ailleurs, nous avons vu dans le commentaire 10, qui suit le the´ore`me
1.7 que les hypothe`ses sont pre´serve´es par changement non line´aire de fonction inconnue. Nous
travaillons donc de´sormais avec des proble`mes perturbe´s qui s’e´crivent
Lε(b, uε, ∂xuε, ∂)uε = 0 quand (t, x) ∈ Ω+T0 (39)
Muε = 0 quand (t, x) ∈ ΓT0 (40)
Ψε(b, uε, ∂xu
ε) = 0 quand (t, x) ∈ ΓT0 (41)
uε = 0 quand (t, x) ∈ Ω+0 (42)
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et qui satisfont pour tout couple de vecteurs (b, u, h) ∈ w1 × ((kerM) ∩ w˜2) × kerAn(b, u˜)
l’inclusion kerAn(b, u) ⊂ ker(DuAn(b, u).h). La condition d’orthogonalite´ (9) se re´exprime ainsi :
si Mu = 0 alors kerΠ(b, u) = (kerM)⊥En,n(b,u). (43)
Remarque 4.5 Notons que la condition aux limites (13) n’est, elle, pas redresse´e : la condition
(41) n’est en ge´ne´ral pas plus simple que la condition (13). Simplifier la condition (13), en meˆme
temps que l’on re´duit la condition (12) et la matrice normale de la partie hyperbolique, n’est pas
possible en position ge´ne´rale. Malgre´ la nonline´arite´ de la condition (41), la construction d’une
famille de solutions approche´es est ne´anmoins possible. Rappelons que dans notre proble´matique
(cf. introduction), la viscosite´ est suppose´e donne´e. Si, au lieu de c¸a, on se laisse le choix d’une
viscosite´ parmi celles ve´rifiant l’hypothe`se 1.5, il est alors possible de redresser la condition (13).
Plus pre´cisemment, un choix judicieux conduit a` une matrice En,n(b, u) dans les e´quations (39)
et (43) ne de´pendant pas de u. On conside`re alors un champ de matrices Π ne de´pendant pas
non plus de u. On redresse alors ce champ au moyen d’un changement line´aire d’inconnue qui
pre´serve la matrice normale An et la condition aux limites (40). Dans ce cas, la suite de la preuve
peut eˆtre simplifie´e. En particulier, dans la preuve du the´ore`me 4.7, les changements d’inconnues
de la section 6.3 deviennent inutiles.
4.2 Construction d’une famille de solutions approche´es
Le the´ore`me suivant prouve l’existence de solutions approche´es de la forme (20) de tout ordre.
Par commodite´, compte-tenu de la me´thode de de´monstration, on pre´fe`re introduire un profil de
couche limite caracte´ristique et deux profils de couche limite non caracte´ristique supple´mentaires.
On introduit aussi, pour tout T > 0 et pour tout s ∈ R, les espaces
Bs(T ) := {(vε)ε ∈ (Hs(ΓT ))]0,1]/ sup
0<ε61
||vε||Hs(ΓT ) <∞}.
The´ore`me 4.6 Pour tout entier naturel k > 2, il existe des profils U1b ∈ Nθ(T0), (Uj)26j6k ∈
P(Ω+T0), Uk+1b ∈ Nθ(T0), Uk+1c , Uk+2c ∈ Nz(T0) tel que la famille (aε)ε∈]0,1] de´finie par
aε(t, x) = u0(t, x) +
√
εU1b (t, x,
xn√
ε
) +
k∑
j=2
√
ε
j Uj(t, x, xn
ε
,
xn√
ε
) (44)
+
√
ε
k+1 {Uk+1b (t, x,
xn√
ε
) + Uk+1c (t, x,
xn
ε
)} +√εk+2 Uk+2c (t, x,
xn
ε
)
ve´rifie
Lε(b, aε, ∂xaε, ∂)aε =
√
ε
k+1
Rε quand (t, x) ∈ Ω+T0
Maε =
√
ε
k+1
Rε1
Ψε(b, aε, ∂xa
ε) =
√
ε
k+1
Rε2
}
quand (t, x) ∈ ΓT0
aε = 0 quand (t, x) ∈ Ω+0
ou` Rε ∈ Λs(T0) ; Rε1 et Rε2 sont dans Bs(T0), pour tout s entier naturel.
La preuve du the´ore`me 4.6 fait l’objet de la section 5.
4.3 Existence d’une famille de solutions exactes
Le the´ore`me suivant prouve l’existence d’une famille de solutions exactes de la famille de
proble`mes Pε admettant un de´veloppement asymptotique dont la partie principale est une fa-
mille de solutions approche´es des proble`mes Pε.
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Soient, pour T positif et m ∈ N, les ensembles
Am(T ) := {(aε)ε∈]0,1] ∈ Wm,∞(Ω+T )/ ∀(j, k) ∈ N2/ j + k 6 m
sup
ε∈]0,1]
||(ε∂n)max(0,k−1)Zjaε||L∞(Ω+
T
) <∞}.
Notons que si U ∈ P(Ω+T ) alors la famille (aε)ε∈]0,1] de´finie par (44) est dans Am(T ) pour
tout m ∈ N.
The´ore`me 4.7 Soit M > 1 et m0 >
n
2 + 1. Alors si (a
ε)ε∈]0,1] ∈ Am0+1(T0) est une famille de
solutions approche´es de Pε(T0) au sens ou`
Lε(b, aε, ∂xaε, ∂)aε = εMgε quand (t, x) ∈ Ω+T0
Maε = 0
Ψε(b, aε, ∂xa
ε) = εMhε
}
quand (t, x) ∈ ΓT0
aε = 0 quand (t, x) ∈ Ω+0
avec (gε)ε∈]0,1] ∈ Λm0(T0) alors il existe un re´el ε0 ∈]0, 1] et une famille (uε)ε∈]0,1] de solutions
exactes des proble`mes Pε(T0) telle que
(
uε − aε
εM
)ε∈]0,1] ∈ Λm0(T0).
Ce the´ore`me, de´montre´ a` la section 6, s’inspire des the´ore`mes d’approximations utilise´s dans
[38] et [37]. Les diffe´rences essentielles re´sident dans les conditions aux limites et dans le ca-
racte`re quasiline´aire. Si dans le cas semiline´aire, le controˆle des semiline´arite´s peut se faire par
une norme L∞, on utilise ici une norme Lipschitz. C’est pourquoi, on est ici amene´ a` faire l’hy-
pothe`se M > 1 alors que dans le cas semiline´aire, on ne supposait que M > 14 .
Au cours de la preuve du the´ore`me 4.7, nous cherchons une famille de solutions exactes (uε)ε∈]0,1]
sous la forme uε = aε + εM wε. Nous obtenons pour (wε)ε∈]0,1] une famille de proble`mes mixtes
paraboliques dans lesquelles les aε jouent le roˆle de parame`tres. Pour chaque valeur de ε, nous
effectuons un changement line´aire d’inconnue qui permet de redresser les conditions aux limites.
Il s’agit donc d’une famille de changements d’inconnues, parame´tre´e par ε par l’interme´diaire de
la famille de solutions approche´es (aε)ε∈]0,1] construites lors de la premie`re e´tape. Ce redresse-
ment joue un roˆle essentiel dans le controˆle, uniforme en ε, des commutateurs des de´rivations
conormales avec les conditions aux limites.
4.4 Rele`vement partiel des conditions aux limites
Le the´ore`me 2.1 s’obtient en appliquant le the´ore`me 4.7 avec, pour famille de solutions
approche´es (aε) un rele`vement du de´veloppement donne´ par le the´ore`me 4.6, pour k > 2.
Pre´cisons cela. Nous allons conside´rer la famille de solutions (a˜ε)ε∈]0,1] de´finie par a˜ε(t, x) :=
aε(t, x) + aˇε(t, x) ou` aˇε(t, x) :=
√
ε
k+1
Rε1(t, y)e
−xn et Rε1 :=
t
[
Rε1 0
]
. Notons pour commencer
que la famille (a˜ε)ε∈]0,1] est bien dans Am0+1(T ).
De plus, on a le re´sultat suivant.
Proposition 4.8 La famille (a˜ε)ε∈]0,1] ve´rifie
Lε(b, a˜ε, ∂xa˜ε, ∂)a˜ε =
√
ε
k+1
R˜ε quand (t, x) ∈ Ω+T0 (45)
Ma˜ε = 0
Ψε(b, a˜ε, ∂xa˜
ε) =
√
ε
k+1
R˜ε2
}
quand (t, x) ∈ ΓT0 (46)
a˜ε = 0 quand (t, x) ∈ Ω+0 (47)
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ou` (R˜ε)ε∈]0,1] ∈ Λs(T0) et (R˜ε2)ε∈]0,1] ∈ Bs(T0), pour tout s entier naturel.
Preuve. Par un de´veloppement de Taylor, on obtient l’existence
• de matrices E[i,j de taille N2×N , de classe C∞ telles que, pour tout (b, u, v) ∈ RN
′×RN×RN ,
Ei,j(b, u+ v) = Ei,j(b, u) + v.E
[
i,j(b, u, v).
Ecrivant les matrices E[i,j par blocs :
E[i,j :=


E[,1i,j
.
.
E[,Ni,j


ou` les E[,ki,j sont des matrices N ×N , la notation v.E[i,j correspond a`
v.Ei,j :=
∑
16k6N
vk.E
[,k
i,j , (48)
ou` v = (v1, ..., vN ).
Introduisons l’ope´rateur EP tel que
EP (b, u, ∂) :=
∑
16i,j6n
∂iEi,j(b, u)∂j. (49)
On obtient
EP (b, u+ v, ∂x) = EP (b, u, ∂x) + (v, ∂xv).E[P (b, u, v, ∂x) (50)
ou`
E[P (b, u, v, ∂x) =


E[,0P (b, u, v, ∂x)
E[,1P (b, u, v, ∂x)
.
.
E[,nP (b, u, v, ∂x)


avec
E[,0P (b, u, v, ∂x) :=
∑
16i,j6n
∂iE
[
i,j(u, v)∂j ,
E[,kP (b, u, v, ∂x) :=
∑
16j6n
E[k,j(u, v)∂j pour 1 6 k 6 n.
On a note´ (v, ∂xv).E[P (b, u, v, ∂) pour
(v, ∂xv).E[P = v.E[,0P +
∑
16k6n
∂kv.E[,kP ,
ou` chaque produit est a` prendre au sens de (48).
• d’ope´rateur H[ tel que pour tout (b, u, v) ∈ RN ′ × RN × RN ,
H(b, u+ v, ∂) := H(b, u, ∂) + v.H[(b, u, v, ∂), (51)
• de matrices F [, re´gulie`res, de tailles N ×N telles que
F (u+ v) = F (u) + v.F [(u, v), (52)
4 SCHE´MA DE LA PREUVE DU THE´ORE`ME ?? 27
• de matrices E[(b, u, v, ∂xu, ∂xv), re´gulie`res, de tailles N2.(1 + n)×N , telles que
E(b, u+ v, ∂xu+ ∂xv) = E(b, u, ∂xu) + (v, ∂xv).E
[(b, u, v, ∂xu, ∂xv)
ou` E[ :=


E[,0
.
.
E[,n

 et les matrices (E[,k)16k6n sont de taille N2 × N et se de´composent a` leur
tour en
E[,k :=


E[,k,1
.
.
E[,k,N

 ,
ou` les matrices (E[,k,l)16k,l6n sont de taille N ×N . A l’instar de ce que l’on avait fait pour E[P ,
on a note´ (v, ∂xv).E
[ pour
(v, ∂xv).E
[ = v.E[,0 +
∑
16k6n
∂kv.E
[,k.
• de fonctions Ψε,[ (a` valeurs dans R(1+n)×N2) telles que
Ψε(b, u+ v, ∂x(u+ v)) = Ψ
ε(b, u, ∂xu) + (v, ∂xv).Ψ
ε,[(b, u, v, ∂xu, ∂xv).
On introduit les ope´rateurs (LεP )ε∈]0,1] tels que
LεP (b, u, ∂) := H(b, u, ∂)− εEP (b, u, ∂x). (53)
Rappelons que l’ope´rateur EP est de´fini en (49). Ainsi,
Lε(b, u, ∂xu, ∂)u = LεP (b, u, ∂)u− F (b, u)− εE(b, u, ∂xu). (54)
On introduit les fonctions (Lε,[)ε∈]0,1] tels que
(v, ∂xv).Lε,[(b, u, v, ∂u, ∂xv, ∂2xu) = v.{H[(b, u, v, ∂)u− F [(u, v)} (55)
−ε(v, ∂xv).(E[P (b, u, v, ∂x)u+ E[(b, u, v, ∂xu, ∂xv)).
Substituant u+ v a` u dans la relation (55), on a On a donc
Lε(b, u+ v, ∂x(u+ v), ∂)(u+ v) = LεP (b, u+ v, ∂)(u+ v)− F (b, u+ v)
−εE(b, u+ v, ∂x(u + v)).
On de´compose le premier terme :
Lε(b, u+ v, ∂x(u+ v), ∂)(u + v) = LεP (b, u+ v, ∂)u+ LεP (b, u+ v, ∂)v
−F (b, u+ v)− εE(b, u+ v, ∂x(u+ v)).
Revenant aux de´finitions (35) et (53), et exploitant les relations (50)− (51)− (52)− (53), on
obtient
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Lε(b, u+ v, ∂x(u+ v), ∂)(u + v) = Lε(b, u, ∂xu, ∂)u
+LεP (b, u+ v, ∂)v
+(v, ∂xv).Lε,[(b, u, v, ∂u, ∂xv, ∂2xu). (56)
Ainsi, on obtient (45)-(46) avec
R˜ε := Rε +Rε1e
−xn{H[(b, aε, aˇε, ∂)aε − F [(aε, aˇε)}
−ε(Rε1e−xn , ∂x(Rε1e−xn)).(E[P (b, aε, aˇε, ∂x)aε + EP (b, aε, aˇε, ∂xaε, ∂xaˇε)),
R˜ε1 := R
ε
1 + (R
ε
1e
−xn , ∂xRε1e
−xn).Ψε,[(b, aε, ∂aε, aˇε, ∂xaˇε).
On voit que (R˜ε)ε∈]0,1] ∈ Λs(T0) et (R˜ε2)ε∈]0,1] ∈ Bs(T0), pour tout s entier naturel. Enfin, le
fait que aε = 0 pour (t, x) ∈ Ω+0 entraˆıne que R˜ε = 0 pour (t, x) ∈ Ω+0 . Ainsi, on a a˜ε = 0 pour
(t, x) ∈ Ω+0 . 
5 Preuve du the´ore`me 4.6
Cette section est consacre´e a` la preuve du the´ore`me 4.6. On commence par e´noncer, dans la
section 5.1, une proprie´te´ des de´veloppements de couches limites conside´re´s qui est de´montre´e
dans [38]. Dans la section 5.2, nous re´alisons une analyse spectrale du champ comple´mentaire Π˚
de´finie par
Π˚(t, y) := Π(˚b(t, y), u˚0(t, y)).
Cette analyse joue un roˆle essentiel dans le fait que couches limites pre´sentes dans le cadre
de cet article sont de petite amplitude. En particulier, nous montrons qu’il existe des matrices
K(t, y) telles que
Π˚u = 0⇔ Π0u = 0 et (Π− + KΠ+)u = 0.
Dans les sections 5.3 et 5.4, nous e´nonc¸ons des re´sultats sur les e´quations de profils corres-
pondantes respectivement aux couches limites caracte´ristiques et non caracte´ristiques. Le choix
de conditions aux limites diffe´rentes induisent des variations mineures par rapport a` [17], [38],
[37]. Dans la section 5.5, nous substituons le de´veloppement
u0(t, x) +
√
εU1b (t, x,
xn√
ε
) +
∑
j>2
√
ε
j Uj(t, x, xn
ε
,
xn√
ε
) (57)
a` la place de uε dans (11). La proposition 5.2 assure que l’on obtient un de´veloppement de la
meˆme nature et nous de´taillons ce de´veloppement . Dans la section 5.6, nous faisons une e´tude
similaire pour les conditions aux limites. Dans les sections 5.7 a` 5.10, nous montrons comment
l’obtention d’une solution approche´e sous la forme d’un de´veloppement de la forme (57) e´quivaut
a` une succession de proble`mes pour les profils et nous re´solvons “en cascade” ces proble`mes.
Conside`rons un temps T positif quelconque.
5.1 Composition non line´aire des profils
De´finition 5.1 On dira qu’une famille de fonctions re´gulie`res (uε)ε satisfait
uε ∼
∑
j>0
√
ε
j Uj(t, x, xn
ε
,
xn√
ε
)
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pour une suite donne´e de profils Uj de P(Ω+T ) si pour tout k entier naturel, la famille (rεk)ε
de´finie par
rεk := u
ε −
k∑
j=0
√
ε
j Uj(t, x, xn
ε
,
xn√
ε
)
est dans Λm(T ).
On e´nonce un re´sultat de stabilite´ des de´veloppements du type (57) par composition non
line´aire.
Proposition 5.2 Soit (uε)ε>0 une famille de fonctions de H
∞(Ω+T ) satisfaisant
uε ∼ u0(t, x) +√εUjb (t, x,
xn√
ε
) +
∑
j>2
√
ε
j Uj(t, x, xn
ε
,
xn√
ε
)
pour une suite donne´e de profils U1 ∈ Nθ(T ), (Uj)j≥2 de P(Ω+T ). Soit G(t, x, u) une fonction de
C∞(Ω+T × RN ,RN) telle que G(t, x, 0) = 0. Alors la fonction G(t, x, uε(t, x)) est dans H∞(Ω+T )
et il existe V1b ∈ Nθ(T ), (Vj)j>1 dans P(Ω+T ) tels que
G(t, x, uε(t, x)) ∼ G(t, x, u0(t, x)) +√εV1b (t, x,
xn√
ε
) +
∑
j>2
√
ε
j Vj(t, x, xn
ε
,
xn√
ε
)
ou`
V1b = DuG(t, x, u0(t, x)).U1b .
De plus, pour tout j ≥ 2, il existe des fonctions (Qja, Qjb, Qjc)j≥2 C∞ de leurs arguments tels
que Vj se de´compose en Vj = Vja + Vjb + Vjc avec
Vja := DuG(t, x, u0(t, x)).Uja +Qja(t, x, (Uka )k6j−1),
Vjb := DuG(t, x, u0(t, x)).Ujb +Qjb(t, x, (Uka ,Ukb )k6j−1),
Vjc := Qjc(t, x, z, (Uka ,Ukc )k6j , ( ˚∂iθUkb )i+k6j).
Ce re´sultat est tout a` fait analogue a` la proposition 5.1 de [38]. L’esprit de la proposition
est le suivant : notre analyse fait intervenir des de´veloppements avec des profils et un reste.
Aussi, la proprie´te´ d’alge`bre n’est pas essentielle si l’erreur commise peut eˆtre incluse dans le
reste. La strate´gie de la de´monstration se re´sume ainsi : on introduit une alge`bre de profils plus
vaste contenant P(Ω+T ) ou` sont autorise´s des profils de´pendants a` la fois de xnε et de xn√ε . C’est
un de´veloppement avec de tels profils que l’on obtient a` priori par composition non line´aire.
On rede´veloppe les profils couple´s en un de´veloppement de couche limite non caracte´ristique en
controˆlant l’erreur a` tout ordre. On renvoit a` la preuve de la Proposition 5.1 de [38]. Cette dernie`re
contient tous les ingre´dients ne´cessaires a` la preuve de la proposition 6.1 e´nonce´e ci-dessus.
5.2 Analyse spectrale du champ comple´mentaire
Comme le sugge`re les relations de polarisation (22) et (23), on ne s’attend pas a` pouvoir
prescrire les valeurs de (Id−Π0)U1b et (Id−Π−)U2c au bord (ni de leur de´rive´e). Aussi, on prend
soin d’analyser les conditions aux limites (12) − (13) au moyen des projecteurs spectraux Π+,
Π− et Π0.
Proposition 5.3 Il existe un champ re´gulier (C∞) de matrices S(t, y), de taille N ×N , tel que
l’on ait, pour tout vecteur u de RN , pour tout (t, y), l’e´quivalence suivante :
Mu = 0⇔ Π+(t, y)u = S(t, y)Π−(t, y)u
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Preuve. Pour rester concis, on omettra au cours de la preuve les variables (t, y). On introduit
la racine carre´e de E˚n,n : R := E˚
1
2
n,n, qui est syme´trique de´finie positive. On de´finit la matrice
syme´trique Λ := R−1A˚nR−1. Le sous-espace d’e´quationMR−1u = 0 est maximal dissipatif pour
Λ. On introduit les champs d’espaces vectoriels :
E˜+ :=
∑
λ>0
ker(Λ− λId), E˜0 := kerΛ, E˜− :=
∑
λ<0
ker(Λ− λId).
A ces trois sous-espaces on associe les projecteurs orthogonaux respectifs P+, P0 et P−. Pour
tout vecteur u de RN , on a la proprie´te´ suivante :
P+u 6= 0 et MR−1u = 0 implique P−u 6= 0. (58)
En effet, dans le cas contraire, on aurait que le produit scalaire < Λu, u > est strictement
positif, ce qui est absurde. Utilisant (58), on a que l’application Φ :
kerMR−1 → E˜− ⊕ E˜0
u→ (P−u, P0u)
est injective. Comptant les dimensions, on a meˆme que Φ est un isomorphisme. On a ainsi
l’existence de matrices carre´es, de tailles N ×N , S′ et T ′ telles que
Mu = 0⇔ P+Ru = S′P−Ru+ T ′P0Ru.
Montrons que T ′P0 = 0. Dans le cas contraire, on pourrait conside´rer un vecteur u de RN
tel que T ′P0Ru 6= 0, P−Ru = 0 et P+Ru = S′P−Ru. Ceci contredirait (58).
Remarquant que PδR = RΠδ ou` δ est une notation commune pour les indices +, − et 0, le
re´sultat suit avec S = R−1S′R. 
Remarquons que, quitte a` substituer Π+SΠ− a` S, on peut supposer que
ImS = E+ et kerS = E0 ⊕ E−. (59)
Notons qu’avec ces conditions supple´mentaires, S est uniquement de´termine´e.
On de´finit, pour tout (t, y) ∈ ΓT , la matrice N ×N :
Π\ := Π0 +Π− + KΠ+ ou` K := E˚−1n,n(
tS)E˚n,n.
Lemme 5.4 Les matrices Π\, ainsi de´finies, ve´rifient kerΠ\ = (kerM)⊥E˚n,n.
Preuve. Pour cela, on montre que pour tout couple de vecteurs (a, b) de RN × RN ve´rifiant
les conditions Ma = 0 et Π\b = 0, on a < a, E˚n,nb >= 0 .
En effet, on a
< a, E˚n,nb > = < Ra,Rb >
= < P+Ra, P+Rb > + < P−Ra, P−Rb > + < P0Ra, P0Rb >,
en utilisant l’orthogonalite´ des projecteurs.
Or la condition Ma = 0 se re´exprime par P+Ra = S
′P−Ra et la condition Π\b = 0 par P−Rb =
−tS′P+Rb et P0Rb = 0. On conclut en remarquant que
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< P−Ra, P−Rb > = < P−Ra,−tS′P+Rb >
= − < S′P−Ra, P+Rb >
= − < P+Ra, P+Rb > . 
Du re´sultat de ce lemme, de (43) et des identite´s (59), on de´duit, pour tout vecteur u ∈ RN ,
les e´quivalences suivantes :
Π˚u = 0⇔ Π\u = 0⇔ Π0u = 0 et (Π− + KΠ+)u = 0. (60)
Notons bien que si Π˚ et Π\ ont meˆme noyau, Π\ est une matrice carre´ N ×N tandis que Π˚
est une matrice (N − r)×N surjective.
5.3 Proble`me hyperbolique-parabolique
On donne ici un re´sultat qui nous sera utile dans la construction des couches limites ca-
racte´ristiques. Il existe des matrices A[n(t, x), de re´gularite´ C
∞, telles que An(b(t, x), u0(t, x)) =
A˚n(t, y) + xnA
[
n(t, x). Notons H0 le line´arise´ de H en u0, i.e. H0(b, ∂) := H(b, u0, ∂), et
H :=t Π0H0Π0 +t Π0A[nΠ0θ∂θ.
H est un ope´rateur syme´trique hyperbolique pour lequel le bord {xn = 0} est totalement
caracte´ristique. Introduisons l’ ope´rateur
Ξ := H−t Π0E˚n,n∂2θ .
On de´finit le proble`me hyperbolique-parabolique line´aire :


(Id−Π0)W = 0, quand (t, x) ∈ Ω+T0 × R+θ ,
ΞW = f quand (t, x) ∈ Ω+T0 × R+θ ,
∂θW |θ=0 = d quand (t, x) ∈ Ω+T0
W = 0 quand (t, x) ∈ Ω+0
(61)
ou` f est dans Nθ(T0) et d dans H∞(Ω+T0), ve´rifie (Id−Π0)d = 0 et d|t60 = 0.
On a alors le the´ore`me suivant :
The´ore`me 5.5 Il existe un unique W dans Nθ(T0) solution de (61).
Rappelons que l’espace Nθ(T0) est de´fini en (16). Le the´ore`me 5.5 est une variante facile
des the´ore`mes, semiline´aires, montre´s dans [38] et [37]. La condition aux limites est ici de type
Neumann mais les techniques de de´monstration s’adaptent sans difficulte´.
5.4 Couche limite non caracte´ristique
L’e´tude des couches limites non caracte´ristiques fait intervenir des e´quations de la forme
(−∂2z + E˚−1n,nA˚n∂z)U = Φ quand (t, x, z) ∈ Ω+T0 × R+z , (62)
ou` Φ ∈ Nz(T0) et des conditions aux limites de la forme :
Π−∂zU = L quand (t, x, z) ∈ Ω+T0 × {0} (63)
ou` L est dans H∞(Ω+T0). Il s’agit d’une e´quation diffe´rentielle line´aire en z parame´tre´e par
(t, x). On a la proposition suivante, tre`s classique ([38], [37]) :
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Proposition 5.6 1. Si Φ = 0 et U ∈ Nz(T0) est solution de (62) alors on a (Id−Π−)U = 0.
2. Si Π−Φ = 0 alors (62) admet une et une seule solution U ∈ Nz(T0) telle que Π−U = 0.
3. Si (Id − Π−)Φ = 0 et si (Id − Π−)L = 0 alors (62) − (63) admet une et une seule solution
U ∈ Nz(T0) telle que (Id−Π−)U = 0.
Rappelons que l’espace Nz(T0) est de´fini en (16).
5.5 L’ansatz de re´solution
En utilisant a` plusieurs reprises la proposition 5.2, nous allons voir que la substitution du
de´veloppement (57) a` la place de uε dans (11) donne un de´veloppement (l’ansatz de re´solution)∑
j>0
√
ε
j F j(t, x, xn
ε
,
xn√
ε
)
ou` les profils F j sont dans P(Ω+T ).
5.5.1 Partie hyperbolique
Pour 0 6 i 6 n, la proposition 5.2 assure l’existence de profils (Vj(Ai))j>2 dans P(Ω+T ) tels
que
Ai(b, u
ε) ∼ Ai(b, u0) +
√
εDuAi(b, u
0).U1b (t, x,
xn√
ε
) +
∑
j>2
√
ε
j Vj(Ai)(t, x, xn
ε
,
xn√
ε
)
avec, pour j ≥ 2,
Vja(Ai) := Qja(t, x, (Uka )k6j),
Vjb (Ai) := Qjb(t, x, (Uka )k6j , (Ukb )k6j),
Vjc (Ai) := Qjc(t, x, (Uka )k6j , ( ˚∂iθUkb )i+k6j , (Ukc )k6j).
Pour 0 6 i 6 n− 1, on a
∂iu
ε ∼ ∂iu0 +
√
ε ∂iU1b (t, x,
xn√
ε
) +
∑
j>2
√
ε
j
∂iUj(t, x, xn
ε
,
xn√
ε
).
Ainsi, pour 0 6 i 6 n− 1, on a
Ai(b, u
ε)∂iu
ε ∼ Ai(b, u0).∂iu0 +
√
εV1b +
∑
j>2
√
ε
j Vj(Ai∂i)
ou`
V1b = Ai(b, u0).∂iU1b +DuAi(b, u0).U1b . ∂iu0,
et pour tout j ≥ 2, le profil Vja(Ai∂i) est dans P(Ω+T ) et vaut
Vj(Ai∂i) = Ai(b, u0).∂iUj +DuAi(b, u0).U1b . ∂iUj−1 +
∑
k+l=j; k>2
Vk(Ai).∂iU l.
Dans la somme pre´ce´dente, on a note´ U0 := u0 et U1 := U1b .
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Ainsi, on peut e´crire les Vja(Ai∂i) comme (bien suˆr, les fonctions Qj ne sont pas les meˆmes
que pre´ce`demment)
Vja(Ai∂i) = Ai(b, u0)∂iUja +Qja(t, x, (Uka )k6j , (∂iUka )k6j−1),
Vjb (Ai∂i) = Ai(b, u0)∂iUjb +Qjb(t, x, (Uka )k6j , (Ukb )k6j , (∂iUkb )k6j−1),
Vjc (Ai∂i) = Ai(b, u0)∂iUjc
+Qjc(t, x, (Uka )k6j , ( ˚∂iθUkb )i+k6j−1, (Ukc )k6j , (∂iUkc )k6j−1).
On a
∂nu
ε ∼
∑
j>0
√
ε
j
(∂nUj + ∂θUj+1b + ∂zUj+2c ). (64)
ainsi
An(b, u
ε)∂nu
ε ∼
∑
j>0
√
ε
j Vj(An∂n)
ou`
V0(An∂n) = An(b, u0).(∂nu0 + ∂θU1b + ∂zU2c )
V1(An∂n) = An(b, u0).(∂nU1 + ∂θU2b + ∂zU3c )
+DuAn(b, u
0).U1b .(∂nu0 + ∂θU1b + ∂zU2c )
et pour tout j ≥ 2, le profil Vj(An∂n) est dans P(Ω+T ) et vaut
Vj(An∂n) = An(b, u0).(∂nUj + ∂θUj+1b + ∂zUj+2c )
+DuAn(b, u
0).U1b .(∂nUj−1 + ∂θUjb + ∂zUj+1c )
+
∑
k+l=j; k>2
Vk(Ai).(∂nU l + ∂θU l+1 + ∂zU l+2).
Remarquons que pour tout profil Ub ∈ Nθ(T0) (respectivement Uc ∈ Nθ(T0)), la fonction
θ∂θUb (resp. z∂zUc) est encore dans Nθ(T0) (resp. Nz(T0)). De plus, on a
(An(b, u
0)∂θUb)(t, x, xn√
ε
) = (A˚n∂θUb)(t, x, xn√
ε
) +
√
ε(A[nθ∂θUb)(t, x,
xn√
ε
),
(An(b, u
0)∂zUc)(t, x, xn
ε
) = (A˚n∂zUc)(t, x, xn
ε
) + ε(A[nz∂zUc)(t, x,
xn
ε
).
On a ainsi
An(b, u
ε)∂nu
ε ∼
∑
j>0
√
ε
j V˜j(An∂n)
ou`
V˜0(An∂n) = An(b, u0).∂nu0 + A˚n(∂θU1b + ∂zU2c )
V˜1(An∂n) = An(b, u0).∂nU1 +A[nθ∂θU1b + A˚n(∂θU2b + ∂zU3c )
+DuAn(b, u
0).U1b .(∂nu0 + ∂θU1b + ∂zU2c )
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ou`, pour tout j ≥ 2, le profil Vj(An∂n) est dans P(Ω+T ) et vaut
V˜j(An∂n) = An(b, u0).∂nUj +A[nθ∂θUjb +A[nz∂zUjc + A˚n(∂θUj+1b + ∂zUj+2c )
+ DuAn(b, u
0).U1b .(∂nUj−1 + ∂θUjb + ∂zUj+1c )
+
∑
k+l=j; k>2
Vk(An).(∂nU l + ∂θU l+1 + ∂zU l+2).
Ainsi, on peut e´crire
V˜0a(An∂n) = An(b, u0)∂nu0 et pour j > 1
V˜ja(An∂n) = An(b, u0)∂nUja +Qja(t, x, (Uka )k6j , (∂nUka )k6j−1),
V˜0b (An∂n) = A˚n∂θU1b
V˜1b (An∂n) = A˚n∂θU2b +An(b, u0)∂nU1b +DuAn(b, u0).U1b .(∂nu0 + ∂θU1b )
V˜jb (An∂n) = A˚n∂θUj+1b +An(b, u0)∂nUjb +DuAn(b, u0).U1b .∂θUjb
+ Qjb(t, x, (Uka )k6j , (Ukb )k6j , (∂nUkb )k6j−1, (∂θUkb )k6j−1), pour j > 2
V˜0c (An∂n) = A˚n∂zU2c et pour j > 1
V˜jc (An∂n) = A˚n∂zUjc
+Qjc(t, x, (Uka )k6j , ( ˚∂iθUkb )i+k6j , (Ukc )k6j , (∂nUkc )k6j , (∂zUkc )k6j+1).
On en de´duit
H(b, uε, ∂)uε ∼
∑
j>0
√
ε
j Vj(H) ou` Vj(H) =
n−1∑
i=0
Vj(Ai∂i) + V˜j(An∂n).
On a donc
V0a(H) = H0u0, V0b (H) = A˚n∂θU1b , V0c (H) = A˚n∂zU2c ,
et, pour j > 1,
Vja(H) = H0Uja +Qja(t, x, (Uka )k6j , (∂Uka )k6j−1),
Vjb (H) = A˚n∂θUj+1b +H0Ujb +A[nθ∂θUjb +DuAn(b, u0).U1b .(∂nUj + ∂θUj+1b )
+Qjb(t, x, (Uka )k6j , (Ukb )k6j , (∂Ukb )k6j−1, (∂θUkb )k6j−1),
Vjc (H) = A˚n∂zUj+2c
+Qjc(t, x, (Uka )k6j , ( ˚∂iθUkb )i+k6j , (Ukc )k6j , (∂Ukc )k6j , (∂zUkc )k6j+1).
5.5.2 Terme source
Appliquant encore une fois la proposition 5.2, on a l’existence de profils (Vj(F ))j∈N dans
P(Ω+T ) telle que
F (b, uε) ∼ u0(t, x) +√εV1b (F ) +
∑
j>2
√
ε
j Vj(F )
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ou`
V1b (F ) = DuF (b, u0).U1b .
De plus, pour tout j ≥ 2, il existe des fonctions (Qja, Qjb, Qjc)j≥2 de classe C∞ de leurs
arguments tels que Vj se de´compose en Vj = Vja + Vjb + Vjc avec
Vja(F ) := DuF (b, u0(t, x)).Uja +Qja(t, x, (Uka )k6j−1),
Vjb (F ) := DuF (b, u0(t, x)).Ujb
+Qjb(t, x, (Uka ,Ukb )k6j−1),
Vjc (F ) := Qjc(t, x, z, (Uka ,Ukc )k6j , ( ˚∂iθUkb )i+k6j)
5.5.3 Partie elliptique
Dans le traitement de la viscosite´, nous allons utiliser, comme pour la partie hyperbolique,
un de´veloppement de Taylor de la matrice normale, ici en l’occurrence, la matrice En,n. Il
existe des matrices E[n,n(t, x), de´pendantes de fac¸on C
∞ de (t, x), tels que En,n(b(t, x), u(t, x)) =
E˚n,n(t, y) + xn.E
[
n,n(t, x). Par suite, pour des profils Ub ∈ Nθ(T0), Uc ∈ Nz(T0), on a
(En,n∂θUb)(t, x, xn√
ε
) = (E˚n,n∂θUb)(t, x, xn√
ε
) +
√
ε(E[n,nθ∂θUb)(t, x,
xn√
ε
)
(En,n∂zUc)(t, x, xn
ε
) = (E˚n,n∂zUc)(t, x, xn
ε
) + ε(E[n,nz∂zUc)(t, x,
xn
ε
).
On a
εE(b, ∂)uε ∼
∑
j>
√
ε
j Vj(E)
avec
V0a(E) = V1a(E) = 0 et pour j > 2, Vja(E) = EUj−2
V0b (E) = 0, V1b (E) = E˚n,n∂2θU1b et pour j > 2,
Vjb (E) = E˚n,n∂2θUjb + EbUj−1b + EUj−2b
Vjc (E) = E˚n,n∂2zUj+2c + EcUjc + EUj−2c pour j > 0,
avec
Eb :=
n∑
i=1
∂n(Ein∂θ.) + ∂θ(Eni∂n.) + E
[
n,nθ∂
2
θ ,
Ec :=
n∑
i=1
∂n(Ein∂z.) + ∂z(Eni∂n.) + E
[
n,nz∂
2
z .
et la convention Ujc = 0 pour j 6 2.
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5.5.4 Conclusion
Les profils (F j)j∈N se de´composent de la manie`re suivante :
F0a = H(b, u0, ∂)u0 − F (b, u0)
F0b = A˚n∂θU1b
F0c = A˚n∂zU2c − E˚n,n∂zzU2c ,
et, pour j > 1,
F ja = H0Uja −DuF (b, u0)Uja + qja,
F jb = A˚n∂θUj+1b + (H0 +A[nθ∂θ +DuAn(b, u0).U1b ∂θ)Ujb − E˚n,n∂θθUjb + qjb ,
F jc = A˚n∂zUj+2c − E˚n,n∂zzUj+2c + qjc ,
ou`
q1a = 0, q
1
b = DuAn(b, u
0).U1b ∂nu0 −DuF (b, u0).U1b , q1c = 0,
et, pour j > 2,
qja := −EUj−2a −Qja(t, x, (Uka )k6j , (∂Uka )k6j−1),
qjb := −EbUj−1b − EUj−2b −Qjb(t, x, (Uka )k6j , (Ukb )k6j , (∂Ukb )k6j−1, (∂θUkb )k6j−1),
qjc := (H0 − Ec)Ujc − EUj−2c
−Qjc(t, x, (Uka )k6j , ( ˚∂iθUkb )i+k6j , (Ukc )k6j , (∂Ukc )k6j , (∂zUkc )k6j+1).
Noter que si l’on a choisi ici, pour la clarte´ de l’expose´, de chercher directement un de´velop-
pement de la forme (57), le lecteur curieux pourra introduire un de´veloppement plus complet
∑
j>0
√
ε
j Uj(t, x, xn
ε
,
xn√
ε
)
et constater que les profils d’ordre 0 et 1 sont ne´cessairement u0 et un profil de couche limite
caracte´ristique.
5.6 L’ansatz de re´solution des conditions aux limites
La proposition 5.2 assure l’existence de profils (Vj(Π))j∈N dans P(Ω+T ) tels que
Π(b, uε) ∼ Π(b, u0) +√εDuΠ(b, u0).U1b (t, x,
xn√
ε
) +
∑
j>2
√
ε
j Vj(Π)(t, x, xn
ε
,
xn√
ε
)
avec, pour j ≥ 2, Vj(Π) := Qj(t, x, (Uk)k6j) . Avec (64), on obtient donc
Π(b, uε)∂nu
ε ∼
∑
j>0
√
ε
j Vj(Π∂n)
ou`,
V0(Π∂n) := Π(b, u0).(∂nu0 + ∂θU1b + ∂zU2c ),
V1(Π∂n) := Π(b, u0).(∂nU1 + ∂θU2b + ∂zU3c ) +DuΠ(b, u0).U1b .(∂nu0 + ∂θU1b + ∂zU2c ),
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et, pour tout j ≥ 2, le profil Vj(Π∂n) est dans P(Ω+T ) et vaut
Vj(Π∂n) = Π(b, u0).(∂nUj + ∂θUj+1b + ∂zUj+2c )
+DuΠ(b, u
0).U1b .(∂nUj−1 + ∂θUjb + ∂zUj+1c )
+
∑
k+l=j; k>2
Vk(Π).(∂nU l + ∂θU l+1 + ∂zU l+2).
Il existe des matrices Π[(t, x), de re´gularite´ C∞, telles que Π(b(t, x), u0(t, x)) = Π˚n(t, y) +
xnΠ
[(t, x). On a ainsi
Π(b, uε)∂nu
ε ∼
∑
j>0
√
ε
j V˜j(Π∂n)
ou`,
V˜0(Π∂n) = Π(b, u0).∂nu0 + Π˚(∂θU1b + ∂zU2c )
V˜1(Π∂n) = Π(b, u0).∂nU1 +Π[θ∂θU1b + Π˚(∂θU2b + ∂zU3c )
+DuΠ(b, u
0).U1b .(∂nu0 + ∂θU1b + ∂zU2c )
ou`, pour tout j ≥ 2, le profil V˜j(Π∂n) est dans P(Ω+T ) et vaut
V˜j(Π∂n) = Π(b, u0).∂nUj +Π[θ∂θUjb +Π[z∂zUjc + Π˚(∂θUj+1b + ∂zUj+2c )
+ DuΠ(b, u
0).U1b .(∂nUj−1 + ∂θUjb + ∂zUj+1c )
+
∑
k+l=j; k>2
Vk(Π).(∂nU l + ∂θU l+1b + ∂zU l+2).
Appliquant encore une fois la proposition 5.2, on a l’existence de profils (Vj(K))j∈N dans
P(Ω+T ) telle que
K(
√
ε, b, uε, ∂yu
ε,
√
ε∂nu
ε) ∼ K(0, b, u0, ∂yu0, 0) +
∑
j>1
√
ε
j Vj(K)
ou`, pour tout j ≥ 1, il existe des fonctions (Qj)j≥2 C∞ de leurs arguments tels que
Vj(K) := Qj(t, x, (Uk)k6j , (∂yUk)k6j , (∂nUk)k6j−1(∂θUkb )k6j , (∂zUkc )k6j+1)
Par suite, on a
Ψε(b, uε, ∂nu
ε) ∼
∑
j>0
√
ε
j Vj(Ψε)
ou`
V0(Ψε) := Π˚.(∂θU1b + ∂zU2c ) +Q0(t, x) avec
Q0(t, x) := Π(b, u0).∂nu
0 +K(0, b, u0, ∂yu
0, 0)
et, pour j ≥ 1,
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Vj(Ψε) := Π˚.(∂θUj+1b + ∂zUj+2c ) (65)
+ Qj(t, x, (Uk)k6j , (∂xUk)k6j , (∂θUkb )k6j , θ∂θUjb , (∂zUkc )k6j+1, z∂zUj+1c ).
La substitution du de´veloppement (57) a` la place de uε dans (12) et (13) donnent les ansatz
de re´solution
∑
j>0
√
ε
j F jcl0(t, y),
∑
j>0
√
ε
j F jcl1(t, y)
ou` pour tout j ∈ N, F jcl0 =MUj|xn=0 et F jcl1 = Vj(Ψε)|xn=θ=z=0.
On conside`re alors, pour j > 0, les proble`mes
(Sjcl(T0)) :
{
MUj|xn=0 = 0
Vj(Ψε)|θ=z=0 = 0 .
Comme les matrices Π˚ sont surjectives, les valeurs que prennent les fonctions (Qj)j∈N de la
formule (65) admettent des ante´ce´dents, que l’on notera Kj . En utilisant les e´quivalences (60),
on obtient que le proble`me (S0cl(T0)) est e´quivalent a`


Mu0|xn=0 = 0
Π0(∂θU1b |θ=0 + ∂zU2c |z=0 +K0) = 0
(Π− + KΠ+)(∂θU1b |θ=0 + ∂zU2c |z=0 +K0) = 0
,
et, pour j > 1, le proble`me (Sjcl(T0)) est e´quivalent a`

MUj |xn=0 = 0
Π0(∂θUj+1b |θ=0 + ∂zUj+2c |z=0 +Kj |θ=z=0) = 0
(Π− + KΠ+)(∂θUj+1b |θ=0 + ∂zUj+2c |z=0 +Kj|θ=z=0) = 0
.
5.7 Le tableau de la cascade
On conside`re, pour j > 0, les proble`mes
(Sj(T0)) :
{ F ja = (Id− tΠ0)F jb = F jc =t Π0F j+1b = 0
quand (t, x, θ, z) ∈ Ω+T0 × R+θ × R+z
,
et on illustre notre state´gie de re´solution en cascade par le tableau suivant :
(S0) (S1) (S2)
F0 F0a , (Id−t Π0)F0b , F0c
F1 tΠ0F1b F1a , (Id−t Π0)F1b , F1c
F2 tΠ0F2b F2a , (Id−t Π0)F2b , F2c
Chaque terme de la premie`re colonne est la somme de la ligne correspondante. Lors de la
re´solution du proble`me (Sj), les profils inconnus sont Uja , Uj+1b et Uj+2c . Notons que compte-tenu
de la forme de F0b , on a tΠ0F0b = 0.
Dans le cas ou` l’ope´rateur est semiline´aire, on dispose des re´sultats d’O.Gue`s [17] et [38] pour
le cas ou` on prescrit des conditions aux limites de type Dirichlet aux proble`me parabolique et
des re´sultats de [37] pour l’approximation d’une discontinuite´. Aussi, il est possible de faire une
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analyse compare´e. Dans [37], on montre qu’il est possible de ramener le proble`me de l’approxi-
mation d’une discontinuite´ le long d’une hypersurface caracte´ristique a` un proble`me dans le
demi-espace. Selon une proprie´te´ dite de Rankine-Hugoniot, la discontinuite´ est polarise´e sur le
noyau de la matrice normale. Les conditions aux limites pour les perturbations visqueuses sont
la retranscription des conditions de raccord portant sur la fonction et sa de´rive´e. Au niveau de
la cascade, passer de Dirichlet a` ces conditions revenait a` de´caler d’un cran vers la gauche les
profils de couche limite non caracte´ristique. Passer au champ Π exhibe´ dans cet article revient
alors a` de´caler a` leur tour d’un cran vers la gauche les profils de couche limite caracte´ristique, et
d’un cran de plus les couches limites non caracte´ristiques. Ce dernier point provient du couplage
induit par la partie “Neumann” des conditions aux limites.
En optique ge´ome´trique, pour des oscillations de fre´quence 1
ε
, C.Cheverry, O.Gue`s et G.Me´tivier
[4] ont de´fini la terminologie suivante : les oscillations d’amplitudes O(ε) sont dites de faibles
amplitudes, les oscillations d’amplitudes O(
√
ε) sont dites de fortes amplitudes, et les oscillations
d’amplitudes O(1) de grandes amplitudes. Par analogie, une couche limite non caracte´ristique
(respectivement caracte´ristique) d’amplitude O(ε) (resp. O(
√
ε)) est dite de faible amplitude, une
couche limite caracte´ristique ou non d’amplitude O(1) de grande amplitude, une couche limite
non caracte´ristique (resp. caracte´ristique) d’amplitude O(
√
ε) (resp O(ε
1
4 )) de forte amplitude.
Passer, pour les perturbations paraboliques, de conditions aux limites de type Dirichlet aux
conditions expose´es ici, c’est passer de couches limites de grande amplitude a` des couches limites
de faibles amplitudes.
Voyons comment se re´solvent successivement les proble`mes (Sj(T0)) − (Sjcl(T0)) pour j > 0.
Nous commenc¸ons par de´tailler le cas j = 0, qui est un peu particulier.
5.8 (S0(T0))− (S0cl(T0))
On de´finit l’ope´rateur Ξ[1] par Ξ[1]W := ΞW +K [1]W∂θW ou` K
[1] de´signe le tenseur K [1] :=t
Π0DuAn(b, u˚0).Π0 et on conside`re le proble`me
(Id−Π0)U1b = 0
Ξ[1]U1b = 0
}
quand (t, x) ∈ Ω+T0 × R+θ ,
∂θU1b |θ=0 = −Π0K0 quand (t, x) ∈ Ω+T0 ,
U1b = 0 quand (t, x) ∈ Ω+0 .
Rappelons, pour le confort du lecteur, que l’ope´rateur Ξ est de´fini a` la section 7.3. A priori,
ce proble`me est non line´aire en raison du terme K [1]U1b ∂θU1b . Cependant, sous la condition
(Id − Π0)U1b = 0, la proprie´te´ de transparence du corollaire 4.2 assure que ce terme est nul.
L’ope´rateur Ξ[1] co¨ıncide alors avec l’ope´rateur Ξ. Le the´ore`me 5.5 assure ainsi l’existence d’une
solution re´gulie`re U1b ∈ Nθ(T0).
A l’aide de la proposition 5.6, on construit U2c comme solution dans Nz(T0) de l’EDO en z
parame´tre´ en (t, x) :
(−E˚n,n∂2z + A˚n∂z)U2c = 0 quand (t, x, z) ∈ Ω+T0 × R+z ,
∂zU2c |z=0 = −(Π− + KΠ+)K0 quand (t, x) ∈ Ω+T0
Avec ces choix de U1b et U2c , les proble`mes (S0(T0))− (S0cl(T0)) sont ve´rifie´es.
Notons que les deux proble`mes sont de´couple´s. Cela provient essentiellement des relations de
polarisation (Id−Π0)U1b = 0 et (Id−Π−)U2c = 0 (cf. point 1 de la proposition 5.6).
Aux ordres supe´rieurs, il en est autrement. Les diffe´rents types de termes (partie re´gulie`re,
couche limite caracte´ristique et non caracte´ristique) sont couple´s par les conditions aux limites.
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5.9 (Sj(T0))− (Sjcl(T0)); j > 1
On va se servir, la` encore, des re´sultats des sections 6.3 et 6.4.
On prend pour Uja la solution du proble`me mixte syme´trique hyperbolique line´aire :
H0Uja = F ′u(b, u0)Uja + qja quand (t, x) ∈ Ω+T0
MUja = −M(Ujb |θ=0 + Ujc |z=0) quand (t, x) ∈ ΓT0
Uja = 0 quand (t, x) ∈ Ω+0
On de´termine ensuite, dans l’ordre que l’on veut, (Id − Π0)Uj+1b et (Id − Π−)Uj+2c comme
suit. On prend (Id−Π0)Uj+1b comme l’unique solution dans Nθ(T0) de
A˚n∂θ(Id−Π0)Uj+1b = φj+1b quand (t, x) ∈ Ω+T0 × R+θ ,
ou` φj+1b := −(Id−t Π0)[(H0 +A[nθ∂θ − F ′u(b, u0)− E˚n,n∂2θ)Ujb − qjb ]. L’unicite´ provient de ce
que l’ope´rateur ∂θ re´alise un automorphisme de Nθ(T0).
On construit (Id − Π−)Uj+2c comme solution dans Nz(T0) de l’EDO en z ∈ R+ parame´tre´e
par (t, x) ∈ Ω+T0 :
(−∂2z + E˚−1n,nA˚n∂z)(Id− Π−)Uj+2c = (Id−Π−)E˚−1n,nqjc . (66)
Reste a` determiner Π0Uj+1b et Π−Uj+2c . Cela se fait, encore une fois, dans l’ordre que l’on
veut, comme suit : on construit Π0Uj+1b comme l’unique solution dans Nθ(T0) du proble`me
hyperbolique-parabolique
ΞUj+1b = ψj+1b quand (t, x) ∈ Ω+T0 × R+θ ,
Π0∂θUj+1b |θ=0 = dj+1b quand (t, x) ∈ Ω+T0
Π0Uj+1b = 0 quand (t, x) ∈ Ω+0 ,
ou`
ψj+1b :=
tΠ0(q
j
b −t Π0(H0 +A[nθ∂θ − E˚n,n∂2θ )(Id −Π0)Uj+1b )
dj+1b := −Π0(∂zUj+2c |z=0 +Kj|θ=z=0)
On construit Π−Uj+2c comme solution dans Nz(T0) de l’EDO en z parame´tre´e en (t, x) :
(−∂2z + E˚−1n,nA˚n∂z)Π−Uj+2c = Π−E˚−1n,nqjc quand (t, x, z) ∈ Ω+T0 × R+z ,
Π−∂zUj+2c |z=0 = Lj+2c quand (t, x) ∈ Ω+T0 ,
ou`
Lj+2c := − Π−(∂θUj+1b |θ=0 +Kj |θ=z=0)
− KΠ+(∂θUj+1b |θ=0 + ∂zUj+2c |z=0 +Kj |θ=z=0).
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5.10 Conclusion
Avec la strate´gie pre´ce´dente, on obtient que le de´veloppement (44) satisfait les proble`mes
(Sj(T0))06j6k et (S
j
cl(T0))06j6k. Or, se re´fe´rant au tableau de la section 6.7, on remarque lorsque
les proble`mes (Sj(T0))06j6k sont ve´rifie´s, les premiers termes non nuls de l’ansatz de re´solution
sont
√
ε
k+1
(Fk+1a + (Id−t Π0)Fk+1b + Fk+1c ).
On a ainsi un reste de la forme
√
ε
k+1
Rε, avec (Rε)ε ∈ Λm(T0), pour tout entier naturel m.
Ainsi se conclut la preuve du the´ore`me 4.6.
Pour eˆtre complet, signalons comment obtenir la deuxie`me moitie´ des proprie´te´s de polarisa-
tion (23). Il suffit de se rappeler que q1c = 0 (cf. section 6.5) et qu’ainsi le second membre dans
l’e´quation (66) est nul. La proposition 5.6 permet de conclure.
6 Preuve du the´ore`me 4.7
Pour ne pas accabler le lecteur, on omet le parame`tre b dans les lignes qui suivent. Celui-ci
ne joue pas de roˆle majeur dans l’analyse mathe´matique du proble`me.
6.1 Reformulation du proble`me
On va reformuler le proble`me de manie`re a` jauger la force des non line´arite´s en fonction du
petit parame`tre ε. On cherche une famille de solutions exactes de Pε(T0) (au moins pour une
gamme de ε petits) sous la forme uε = aε + εMwε.
Nous utilisons les de´finitions de la sous-section 4.4. De´finissons
F εR(a
ε, ∂aε, w, ∂xw, ∂
2
xa
ε) := −(w, ∂xw).Lε,[(aε, εMw, ∂aε, εM∂xw, ∂2xaε). (67)
Rappelons que les fonctions Lε,[ sont de´finies en (55), section 4.
Introduisons, pour simplifier les notations, la fonction J de´finie, pour tout (, u, v) ∈ [0, 1] ×
R
N × (RN )n, par J(, u, v) := K(, u, v′, vn), ou` v := (v′ := (v1, ..., vn−1), vn).
Par un de´veloppement de Taylor, on obtient l’existence d’une fonction J[, a` valeurs dans
R
(1+n)×N2 , telle que, pour tout (, u1, u2, v1, v2) ∈ [0, 1]× RN × RN × (RN )n × (RN )n,
J(, u1 + u2, v1 + v2) = J(, u1, v1) + (u2, v2).J
[(, u1, u2, v1, v2). (68)
On renvoie a` (48), section 4 pour le sens du produit dans l’expression pre´ce´dente.
De la meˆme fac¸on, on a l’existence de matrices Π[ de tailles (N − r) ×N , de classe C∞, telles
que pour tout (u, v) ∈ RN × RN ,
Π(u+ v) = Π(u) + v.Π[(u, v).
On introduit aussi, pour tout (ε, u, v) ∈ [0, 1]× RN × (RN )n,
KεR(a
ε, u, ∂xa
ε, v) := u.Π[(aε, εMu).(∂na
ε + εMvn) + (u, v).J
[(
√
ε, aε, εMu, ∂xa
ε, εMv). (69)
6 PREUVE DU THE´ORE`ME ?? 42
Proposition 6.1 Soit T un re´el positif. Pour chaque ε, uε ve´rifie le proble`me Pε(T ) si et seule-
ment si wε ve´rifie le proble`me :


LεP (uε, ∂)wε = F εR(aε, ∂aε, wε, ∂xwε, ∂2xaε)− gε quand (t, x) ∈ Ω+T
Mwε = 0
Π(aε)∂nw
ε +KεR(a
ε, wε, ∂xa
ε, ∂xw
ε) = −hε
}
quand (t, x) ∈ ΓT
wε = 0 quand (t, x) ∈ Ω+0 .
(70)
Preuve. Nous ne montrons que le sens direct, laissant le lecteur remonter la preuve pour
se convaincre de la re´ciproque. On commence par montrer la premie`re e´quation. On utilise la
relation (56) avec aε et εMwε en lieu et place de u et v. Ainsi
Lε(uε, ∂xuε, ∂)uε = Lε(aε, ∂xaε, ∂)aε + LεP (uε, ∂)εMwε
+εM (wε, ∂xw
ε).Lε,[(aε, εMwε, ∂aε, εM∂xwε, εM∂2xwε). (71)
Par l’e´quation (11), on a Lε(uε, ∂xuε, ∂)uε = 0 et par hypothe`se du the´ore`me 4.7, on a
Lε(aε, ∂xaε, ∂)aε = εMgε. L’identite´ (71) devient donc plus simplement :
0 = εMgε + LεP (uε, ∂)εMwε − εMF εR(aε, ∂aε, wε, ∂xwε, ∂2xaε),
ce qui, arrange´e, donne la premie`re e´quation de (70).
Les deuxie`mes et quatrie`mes e´quation de (70) sont triviales. Il nous reste a` de´tailler la troisie`me.
Par l’e´quation (13), on a Ψε(uε, ∂xu
ε) = 0. Avec la de´finition (8) et la de´finition de J , ceci s’e´crit
encore
Π(uε)∂nu
ε + J(
√
ε, uε, ∂xu
ε) = 0.
On de´compose le premier terme. Ainsi, on obtient
Π(uε)∂na
ε + εMΠ(uε)∂nw
ε + J(
√
ε, uε, ∂xu
ε) = 0.
On utilise les relations (68) et (69) :
Π(aε)∂na
ε + εMwε.Π[(aε, εMwε)∂na
ε + εMΠ(aε)∂nw
ε + ε2MΠ[(aε, εMwε)∂nw
ε
+J(
√
ε, aε, ∂xa
ε) + εM (wε, ∂xw
ε).J[(
√
ε, aε, εMwε, ∂xa
ε, εM∂xw
ε) = 0.
Avec les de´finitions (8) et (69), ceci s’e´crit plus simplement
Ψε(aε, ∂xa
ε) + εMKεR(a
ε, wε, ∂xa
ε, ∂xw
ε) + εMΠ(aε)∂nw
ε = 0
Comme par hypothe`se du the´ore`me 4.7, on a Ψε(aε, ∂xa
ε) = εMhε, on obtient l’e´quation
souhaite´e. 
Pour montrer le the´ore`me 4.7, il suffit donc de montrer qu’il existe une famille (wε)ε ∈ Λm0(T0)
de solutions des proble`mes (70).
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6.2 Analyse de F εR
Il est essentiel dans la suite (cf. Lemme 6.15) de savoir de quelle manie`re les termes F εR et K
ε
R
de´pendent de ε. L’analyse du terme F εR est subtile. Ce paragraphe lui est consacre´e. On regarde
la de´pendance en les de´rive´es de aε et de w. Revenant aux de´finitions de la section 4, on obtient
l’existence d’un ope´rateur E[,xP (u, v, ∂) et d’une fonction E[,x(u, v, ∂xu, ∂xv) tels que
(v, ∂xv).E[P (u, v, ∂) = v.E[,0P (u, v, ∂) + ∂xv.E[,xP (u, v, ∂),
(v, ∂xv).E
[(u, v, ∂u, ∂v) = v.E[,0(u, v, ∂u, ∂v) + ∂xv.E
[,x(u, v, ∂u, ∂v).
On remarque alors qu’il existe trois fonctions, de classe C∞, LI , LII et LIII :
LI(u, v, ∂xu).∂2xu := −
∑
16i,j6n
E[i,j(u, v)∂iju,
LII(ε, u, v, ∂u, ∂xv) := H[(u, v, ∂)u− ε
∑
16i,j6n
∂uE
[
i,j(u, v).∂iu.∂ju
−εE[,0(u, v, ∂xu, ∂xv),
∂xv.LIII(u, v, ∂xu, ∂xv) := −v.
∑
16i,j6n
∂vE
[
i,j(u, v).∂iv.∂ju
−∂xv.(E[,xP (u, v, ∂)u+ E[,x(u, v, ∂xu, ∂xv)),
telles que
(v, ∂xv).Lε,[(u, v, ∂u, ∂xv, ∂2xu) = εv.LI(u, v, ∂xu).∂2xu+ v.LII(ε, u, v, ∂u, ∂xv) (72)
+ε∂xv.LIII(u, v, ∂xu, ∂xv).
Combinant la de´finition (67) et la relation (72), on a
F εR(a
ε, ∂aε, w, ∂xw, ∂
2
xa
ε) := F εR,I(a
ε, ∂xa
ε, w, ∂2xa
ε) + F εR,II(ε, a
ε, ∂aε, w, ∂xw)
+F εR,III(a
ε, ∂xa
ε, w, ∂xw)
ou`
F εR,I(a
ε, ∂xa
ε, w, ∂2xa
ε) := w.LI(aε, εMw, ∂xaε).ε∂2xaε
F εR,II(a
ε, ∂aε, w, ∂xw) := w.LII(ε, aε, εMw, ∂aε, εM∂xw)
F εR,III(a
ε, ∂xa
ε, w, ∂xw) := ε∂xw.LIII(aε, εMw, ∂xaε, εM∂xw).
Le terme F εR,I contient des de´rive´es secondes de a
ε mais pas de de´rive´e de w. Le facteur ε
sera utilise´ avec les de´rive´es secondes de aε. Plus pre´cisemment, la collection ε∂2xa
ε, ainsi que ses
de´rive´es conormales, sont uniforme´ment borne´es en ε en norme L∞.
Le terme F εR,III ne contient qu’au pire des de´rive´es premie`res de a
ε mais aussi des de´rive´es
premie`res en w. Le facteur ε sera utilise´ pour controˆler le terme ε∂xw en facteur de LIII .
Le terme F εR,II est plus inoffensif, contenant moins de de´rive´es que les deux termes pre´ce´dents.
6.3 Changements d’inconnues
On va effectuer, pour chaque ε, un changement line´aire d’inconnue qui permet de redresser la
partie principale des conditions aux limites. Plus pre´cisemment, on redresse le champ Π(aε)∂n,
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tout en pre´servant la condition aux limites Mwε = 0. L’ide´e sous-jacente est exprime´e dans le
lemme alge´brique suivant. Rappelons (cf. sous-section 4.1) que F0 de´signe le sous-espace F0 :=
Vect(ei)N−d0+16i6N , ou` (ei)16i6N est la base canonique de R
N . M de´signe la matrice M =[
Idr 0r,N−r
]
. Ainsi kerM = V ect(ei)r+16i6N .
Proposition 6.2 Ils existent des matrices carre´es G1(a) et G2(a), C
∞, de taille respective N−r
et N , inversibles, telles que pour tout a ∈ kerM ,
G2(a)(F0) = F0 G2(a)(kerM) = kerM et (G1ΠG2)(a) = Πˇ
ou` Πˇ est la matrice de taille (N − r) ×N : Πˇ := [ON−r,r IdN−r] .
Preuve. Notons (εi(a))16i6N−r une base C∞ de kerΠ(a) = (kerM)⊥En,n(a) . On note G2(a)
les matrices carre´es N ×N de´finies par
G2(a).ei = εi(a) pour 1 6 i 6 r,
G2(a).ei = ei pour r + 1 6 i 6 N.
Ainsi, pour tout a ∈ RN ,
• G2(a)|kerM = Id|kerM , donc a` fortiori G2(a)(F0) = F0 et G2(a)(kerM) = kerM ,
• G2(a) est inversible (car la famille (ε1(a), ..., εr(a), er+1, ..., eN ) est une base de RN = kerΠ(a)⊕⊥
kerM) et
• (ΠG2)(a).ei = 0 = Πˇ.ei pour 1 6 i 6 r.
De plus, les matrices G2(a) de´pendent de fac¸on C
∞ de a.
Utilisant a` nouveau l’argument que, pour tout a ∈ RN , kerM et kerΠ(a) sont en somme directe
orthogonale, la restriction Π(a)|kerM est bijective. Appelons (βi)16i6N−r la base canonique de
R
N−r et, pour tout a ∈ RN , G1(a) la matrice carre´e (N−r)×(N−r) telle que (G1Π)(a).εr+i = βi
pour 1 6 i 6 N − r. Comme les matrices Π(a) de´pendent de fac¸on C∞ de a, il en va de meˆme
pour G1(a).
Pour tout a ∈ RN , on a,
pour 1 6 i 6 N − r, (G1ΠG2)(a).εr+i = (G1Π)(a).εr+i = βi = Πˇ.εr+i,
pour 1 6 i 6 r, (G1ΠG2)(a).εi = 0 = Πˇ.εi.
Ainsi G1ΠG2 et Πˇ coincident sur l’ensemble {εi ; 1 6 i 6 N}, qui constitue une base de RN
donc G1ΠG2 = Πˇ . 
Pour chaque valeur de ε, on effectue le changement line´aire de fonction inconnue wε = G2(a
ε)wˇε,
et on note uˇε = G2(a
ε)−1uε. En multipliant la premie`re e´quation (respectivement la troisie`me)
par tG2(a
ε) (resp. G1(a
ε)), on obtient des proble`mes redresse´s :


LˇεP (uˇε, ∂)wˇε = Fˇ εR(aε, wˇε, ∂aε, ∂xwˇε, ∂2xaε)− gˇε quand (t, x) ∈ Ω+T
Mwˇε = 0
Πˇ∂nwˇ
ε + KˇεR(a
ε, wˇε, ∂aε, ∂xwˇ
ε) = −hˇε
}
quand (t, x) ∈ ΓT
wˇε = 0 quand (t, x) ∈ Ω+0 .
(73)
ou` l’ope´rateur Lˇε est de´fini par LˇεP (uˇ, ∂)wˇ := (Hˇε − εEˇεP )(uˇ, ∂)wˇ avec
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Hˇε(uˇ, ∂) :=
∑
06j6n
Aˇεj(uˇ)∂j , EˇεP (uˇ, ∂) :=
∑
16i,j6n
∂iEˇ
ε
i,j(uˇ)∂j ,
ou`
{
Aˇεj(uˇ) :=
tG2(a
ε)Aj(G2(a
ε)uˇ)G2(a
ε) pour 0 6 j 6 n
Eˇεi,j(uˇ) :=
tG2(a
ε)Ei,j(G2(a
ε)uˇ)G2(a
ε) pour 1 6 i, j 6 n
. (74)
La fonction Fˇ εR est de la forme
Fˇ εR(a
ε, wˇ, ∂aε, ∂xwˇ, ∂
2
xa
ε) := Fˇ εR,I(a
ε, ∂xa
ε, wˇ, ∂2xa
ε) + Fˇ εR,II(a
ε, ∂aε, wˇ, ∂xwˇ)
+Fˇ εR,III(a
ε, ∂xa
ε, wˇ, ∂xwˇ)
ou` • Fˇ εR,I := Fˇ εR,I,1 + Fˇ εR,I,2 avec
Fˇ εR,I,1 :=
tG2(a
ε)FR,I(a
ε, ∂xa
ε, G2(a
ε)wˇ, ∂2xa
ε)
Fˇ εR,I,2 := −εtG2(aε).
∑
06i,j6n
Ei,j(G2(a
ε).uˇ).∂2aG2(a
ε).∂ija
ε,
• FˇR,II := FˇR,II,1 + FˇR,II,2 + FˇR,II,3 avec
Fˇ εR,II,1 :=
tG2(a
ε)FR,II(a
ε, ∂aε, G2(a
ε)wˇ, ∂x(G2(a
ε))wˇ +G2(a
ε)∂xwˇ)
Fˇ εR,II,2 :=
tG2(a
ε).
∑
06j6n
Aj(G2(a
ε).uˇ).∂aG2(a
ε).∂ja
ε
Fˇ εR,II,3 := −εtG2(aε).
∑
06i,j6n
Γi,j
ou`
Γi,j := ∂uEi,j(G2(a
ε).uˇ).∂aG2(a
ε).∂ia
ε.∂aG2(a
ε).∂ja
ε
+Ei,j(G2(a
ε).uˇ).∂2aG2(a
ε).∂ia
ε.∂ja
ε
• Fˇ εR,III := Fˇ εR,III,1 + Fˇ εR,III,2 avec
Fˇ εR,III,1 :=
tG2(a
ε)F εR,III(a
ε, ∂xa
ε, G2(a
ε)wˇ, ∂x(G2(a
ε))wˇ +G2(a
ε)∂xwˇ)
Fˇ εR,III,2 := −ε
∑
06i,j6n
t∂aG2(a
ε).∂ia
ε.Ei,j(G2(a
ε).uˇ)∂jwˇ.
La fonction gˇε vaut gˇε := tG2(a
ε)gε. Les fonctions KˇεR et hˇ
ε sont de´finies par
KˇεR(a
ε, uˇ, ∂xa
ε, vˇ) := (G1Π∂nG2)(a
ε)uˇ
+G1(a
ε)KR(
√
ε, aε, G2(a
ε)uˇ, ∂xa
ε, (∂xG2)(a
ε)vˇ +G2(a
ε)vˇ), (75)
hˇε := G1(a
ε)hε. (76)
On introduit les notations
||u||0,T := ||u||L∞(Ω+
T
), ||u||1,T := ||u||0,T + ||Zu||0,T , ||u||Lip := ||∂u||0,T .
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On de´finit pour s ∈ N les ensembles
Υs(T ) := {(uε)ε∈]0,1] ∈ (Hsco(0, T ))]0,1]/ ∃ε′ ∈]0, 1]/ υε
′,s(T ) <∞},
ou` υε
′,s(T ) := supε∈]0,ε′](υ
ε,s(T ) + υε,sM (T ))
avec
{
υε,s(T ) := |uε||s,T +√ε|∂nuε||s,T + ε 32 |∂2nuε||s,T ,
υε,sM (T ) := ε
M− 3
4 ||uε||1,T + εM ||uε||Lip. .
Rappelons que les normes |u||s,T sont de´finies par (17). On va montrer qu’il existe une famille
(wˇε)ε ∈ Υm0(T0) de solutions des proble`mes (73). On en de´duira qu’il existe une famille (wε)ε ∈
Υm0(T0) de solutions des proble`mes (70). Nous estimerons ensuite les de´rive´es normales ite´re´es
directement sur la premie`re e´quation du proble`me (70).
6.4 Analyse des proble`mes (73)
Par congruence, pour chaque ε, l’ope´rateur Hˇε est syme´trique hyperbolique. Examinons la
structure de sa matrice normale Aˇεn(uˇ) lorsque uˇ satisfait la condition aux limites Muˇ = 0. Pour
tout ε ∈]0, 1] et pour tout uˇ ∈ kerM , ker Aˇεn(uˇ) = G2(aε)−1. kerAεn(uε), ou` u = G2(aε).uˇ ∈
G2(a
ε). kerM = kerM . Ainsi, ker Aˇεn(uˇ) = G2(a
ε)−1.F0 = F0. En particulier, le bord {xn = 0}
est non caracte´ristique (si d0 = 0) ou caracte´ristique de multiplicite´ constante d0 (cf. hypothe`se
1.1). Ensuite, comme Aˇεn est syme´trique, elle est de la forme Aˇ
ε
n =
[
Hˇ 0
0 0
]
ou` Hˇ est une matrice
carre´e de taille N − d0 inversible. Rappelons que cette structure, obtenue dans la section 4.1
et donc conserve´e par les changements line´aires d’inconnus pre´ce´dents, est une conse´quence de
l’hypothe`se 1.3. Par congruence, on de´duit de l’hypothe`se 1.2 que la condition aux limitesMuˇ = 0
est maximale dissipative.
Remarque 6.3 Une technique, classique dans ce cas de figure, utilise´e par O.Gue`s dans [16] et
[17], est de multiplier le syste`me a` gauche par la matrice de taille N ×N : Q :=
[
Hˇ−1 0
0 IN−d0
]
.
L’intereˆt est que l’on obtient ainsi une matrice normale Aˆεn := QAˇ
ε
n qui est constante lorsque
Muˇ = 0. Lors des estimations conormales, cela` simplifie dans [16] et [17] le traitement des
commutateurs. Ici, il semble de´licat d’utiliser la meˆme technique. En effet, nous utiliserons dans
la section 6.8.1 (troisie`me cas) la syme´trie de la formulation (73) pour e´tablir une estimation
uniforme en ε.
Par congruence, la condition d’orthogonalite´ (43) donne pour tout ε ∈ [0, 1],
ker Πˇ = (kerM)⊥(Eˇn,n(aˇ
ε))|xn=0 ou` aˇε := G2(aε)−1.aε. (77)
Cela` signifie que les matrices Eˇn,n(aˇ
ε) sont diagonales par blocs
(Eˇεn,n(aˇ
ε))|xn=0 :=
[
Eˇε,1n,n(aˇ
ε|xn=0) 0
0 Eˇε,2n,n(aˇ
ε|xn=0)
]
,
ou` les (Eˇε,1n,n(aˇ
ε|xn=0) et Eˇε,2n,n(aˇε|xn=0) sont carre´es de tailles respectives r et N − r. Les
de´rive´es conormales des matrices Eˇεn,n|xn=0 sont elles aussi diagonales par blocs ainsi, pour tout
α ∈ Nn,
ker Πˇ = (kerM)⊥Z
α(Eˇn,n(aˇ
ε)|xn=0). (78)
Ceci nous sera utile dans la section 6.3.2 lors du controˆle des commutateurs entre les de´rive´es
conormales et le tenseur elliptique.
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Pour chaque ε, l’ope´rateur EˇεP est uniforme´ment elliptique. De plus, puisque la famille (aε)ε∈]0,1]
est borne´e dans L∞, on peut trouver une constante d’ellipticite´ uniforme en ε : il existe cˇ > 0
tel que pour tout uˇ ∈ RN , pour tout ε ∈]0, 1] et ζ ∈ Sn−1,∑
16i,j6n
ζiζjEˇi,j(uˇ) > cˇIdRN . (79)
Il suffit de prendre cˇ := c.minε∈]0,1]||G2(aε)−1||22.
On observe qu’il existe trois fonctions LˇI , LˇII et LˇIII , de classe C∞, telles que


Fˇ εR,I(a
ε, ∂xa
ε, wˇ, ∂2xa
ε) = (wˇ, 1).LˇI(aε, εM wˇ, ∂xaε).ε∂2xaε,
Fˇ εR,II(a
ε, ∂aε, wˇ, ∂xwˇ) = (wˇ, 1).LˇII(aε, εM wˇ, ∂aε, εM∂xwˇ),
Fˇ εR,III(a
ε, ∂xa
ε, wˇ, ∂xwˇ) = ε∂xwˇ.LˇIII(aε, εM wˇ, ∂xaε, εM∂xwˇ).
(80)
6.5 Sche´mas ite´ratifs
On va montrer la convergence, uniforme´ment en ε, sur (0, T0), d’une famille (w
ε,ν)(ε,ν)∈]0,1]×N
de sche´mas ite´ratifs de´finie par wε,0 = 0 et


LˇεP (aˇε + εMwε,ν , ∂)wε,ν+1 = fε,ν quand (t, x) ∈ Ω+T
Mwε,ν+1 = 0
Πˇ∂nw
ε,ν+1 = hε,ν
}
quand (t, x) ∈ ΓT
wε,ν+1 = 0 quand (t, x) ∈ Ω+0
(81)
ou` les second membres fε,ν et hε,ν sont de´finis par
{
fε,ν := Fˇ εR(a
ε, wˇε,ν , ∂aε, ∂xwˇ
ε,ν , ∂2xa
ε)− gε,
hε,ν := KˇεR(a
ε, wˇε,ν , ∂aε, ∂xwˇ
ε,ν)− hε.
6.6 Techniques mises en jeu
On introduit pour λ > 1, les normes a` poids
|u||0,λ,T := ||e−λtu||L2(Ω+
T
), |u||m,λ,T :=
∑
|α|6m
λm−|α||Zαu||0,λ,T ,
||u||0,λ,T := ||e−λtu||L2(ΓT ), ||u||m,λ,T :=
∑
α6m
λm−|α|||Zαu||0,λ,T .
On note < ., . >0,λ,T (respectivement (., .)0,λ,T ) le produit scalaire dans L
2(Ω+T ) (L
2(ΓT )),
muni de la mesure e−2λtdtdx (e−2λtdtdy). Pour simplifier, lorsque u et v sont deux fonctions de
H1(Ω+T ) on notera ||u||0,λ,T la norme de sa restriction a` ΓT et (u, v)0,λ,T le produit scalaire de
leur restriction a` ΓT . On dispose pour les normes pre´ce´dentes des ine´galite´s de Moser a` poids
suivantes [17] :
Lemme 6.4 Soient (m, l) ∈ N × N∗, a1, ..., al ∈ Hm(Ω+T ) et α1, ...αl ∈ Nd+1, |α| := |α1| + ... +
|αl| 6 m. Alors, pour tout λ > 1, on a
λm−|α||Zα11 a...Zαlal||0,λ,T 6 c
∑
16j6l
(Πi6=j ||ai||∞)|aj ||m,λ,T .
La constante c e´tant inde´pendante des ai. Les meˆmes estimations sont valables avec les
normes ||.||m,λ,T .
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Nous allons maintenant voir que l’on peut controˆler les normes Lipschitz par des plongements
de Sobolev. Le point essentiel est que l’on de´sire eˆtre e´conome en ε, et donc en de´rive´e normale.
C’est pourquoi, a` l’instar de [38], [37], on se tourne vers des plongements de Sobolev anisotropes.
Le plongement Sobolev qui suit est de´montre´ dans [17]. Rappelons que m0 est un entier ve´rifiant
m0 >
n
2 + 2.
Proposition 6.5 Il existe un re´el ρ > 0 tel que, pour tout w ∈ Hm0(Ω+T ),
||w||∞ 6 ρTeλT (|w||m0,λ,T + |∂nw||m0,λ,T )
On en de´duit par un simple changement de variable
Proposition 6.6 Il existe un re´el ρ > 0 tel que, pour tout w ∈ Hm0(Ω+T ), pour tout ε ∈ [0, 1],
ε
1
4 ||w||L∞(Ω+
T
) 6 ρTe
λT (|w||m0,λ,T +
√
ε|∂nw||m0,λ,T ).
On obtient aussi un controˆle des normes ||.||1,T et ||.||lip.
Corollaire 6.7 Il existe un re´el ρ > 0 tel que, pour tout w ∈ Hm0(Ω+T ), pour tout ε ∈ [0, 1],
ε
1
4 ||w||1,T 6 ρTeλT (|w||m0,λ,T +
√
ε|∂nw||m0,λ,T ),
ε||w||Lip 6 ρTeλT (|w||m0,λ,T +
√
ε|∂nw||m0,λ,T + ε
3
2 |∂2nw||m0,λ,T ).
Avec une strate´gie similaire, on montre
Proposition 6.8 Pour tout m ∈ N, il existe un re´el ρ > 0 tel que, pour tout w ∈ Hm(Ω+T ), pour
tout ε ∈ [0, 1],
ε
1
4 ||w||m,λ,T 6 ρTeλT (|w||m,λ,T +
√
ε|∂nw||m,λ,T ),
ε||∂nw||m,λ,T 6 ρTeλT (
√
ε|∂nw||m,λ,T + ε 32 |∂2nw||m,λ,T ).
Losque ceci ne preˆte pas a` confusion, on notera, pour des quantite´s a et b de´pendantes
e´ventuellement de λ et ε, a . b s’il existe une constante C, uniforme en λ et ε, telle que a 6 Cb.
6.7 Estimations line´aires L2
On commence par e´tablir des estimations pour la famille de proble`mes line´aires :


(LˇεP (aˇε + εMwε, ∂)wε = fε quand (t, x) ∈ Ω+T
Mwε = 0
Πˇ∂nw
ε = hε
}
quand (t, x) ∈ ΓT
wε = 0 quand (t, x) ∈ Ω+0
(82)
ou` les familles (wε)ε, (f
ε)ε et (h
ε)ε sont suppose´es donne´es. Notons que l’on omet dore´navant
les accents sur w et w (mais pas l’indice ε).
Proposition 6.9 On conside`re un re´el µ > 0. Il existe λ0 > 1 tel que si pour tout ε ∈]0, 1], pour
λ > λ0
wε, wε ∈ Hm(Ω+T ) ve´rifient le proble`me (82)
εM−
3
4 ||wε||1,T , εM ||wε||Lip,
√
ε||hε||0,λ,T 6 µ,
Mwε = 0 quand (t, x) ∈ ΓT
wε = 0 quand (t, x) ∈ Ω+0
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alors on a l’estimation :
λ|wε||20,λ,T + ε|∇xwε||20,λ,T 6 λ−1λ0| < fε, wε >0,λ,T |. (83)
Preuve. On commence par multiplier l’e´quation a` gauche par twε. On inte´gre ensuite en es-
pace. Le parame`tre de temps est pour l’instant fixe´.
Partie hyperbolique. Utilisant la syme´trie des ope´rateurs Hˇε i.e. la syme´trie des matrices
(Aˇεi )16i6n, on obtient
∫
Rn
+
twε.
n∑
i=1
Aˇεi (aˇ
ε + εMwε)∂iw
ε = − 1
2
∫
Rn
+
twε.(
n∑
i=1
∂iAˇ
ε
i (aˇ
ε + εMwε))wε
− 1
2
(twε.Aˇεn(aˇ
ε + εMwε)wε)|xn=0.
Concernant le termes de bord, on remarque que pour tout vecteur w tel que Mw = 0, on a
twAˇεn(aˇ
ε + εMwε)w = 0 6 0. (84)
En effet, par hypothe`se du the´ore`me 4.7, on a Maε = 0 et comme on suppose Mwε = 0, il
vient M(aˇε + εMwε) = 0. L’hypothe`se 1.2 donne l’ine´galite´ (84).
Par hypothe`se (du the´ore`me 4.7), on a (aε)ε ∈ Am+1 donc (aˇε)ε est uniforme´ment Lipschitz.
Comme on a aussi que (εMwε)ε est uniforme´ment Lipschitz, il vient que (
∑n
i=1 ∂iAˇ
ε
i (aˇ
ε+εMwε))ε
est uniforme´ment borne´ dans L∞.
Partie elliptique. Par la formule de Green, on obtient
∫
Rn
+
twε.
∑
16i,j6n
∂iEˇ
ε
i,j(aˇ
ε + εMwε)∂jw
ε = T1 + T2
ou`
T1 := −
∫
Rn
+
t∂iw
ε.
∑
16i,j6n
Eˇεi,j(aˇ
ε + εMwε)∂jw
ε,
T2 := −
∫
Rn−1×{0}
twε.
∑
16j6n
Eˇεn,j(aˇ
ε + εMwε)∂jw
ε.
Exploitant (98), on a ||∂xwε||L2(Ω+
T
) . −T1.
Si l’on prescrivait pour les proble`mes (82) une condition aux limites de type Dirichlet homoge`ne,
le terme T2 serait nul. C’est ce qui se passe dans les articles [17], [38] et dans la de´monstration
du the´ore`me 2.2. Mais dans le proble`me (82), nous avons des conditions aux limites de type
Dirichlet-Neumann. Le terme T2 recquiert un traitement subtil. Le terme le plus de´licat est celui
qui contient une de´rive´e normale. On va le traiter se´paremment, e´crivant T2 = T2,I + T2,II avec
T2,I := −
∫
Rn−1×{0}
twε.
∑
16j6n−1
Eˇεn,j(aˇ
ε + εMwε)∂jw
ε,
T2,II := −
∫
Rn−1×{0}
twε.Eˇεn,n(aˇ
ε + εMwε)∂nw
ε.
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Commenc¸ons par traiter le terme T2,I , qui ne contient que des de´rive´es tangentielles. On
utilise la syme´trie des matrices Eˇεn,j en inte´grant par parties. On a
T2,I =
1
2
∫
Rn−1×{0}
twε.(
∑
16j6n−1
∂j(Eˇ
ε
n,j(aˇ
ε + εMwε)))wε.
Comme la famille (
∑
16j6n−1 ∂j(Eˇ
ε
n,j(aˇ
ε + εMwε)))ε est uniforme´ment borne´e dans L
∞, on
obtient
|T2,I | .
∫
Rn−1×{0}
|wε|2,
6 C||wε||2
L2(Ω+
T
)
+
1
2
||∂xwε||2L2(Ω+
T
)
.
Venons-en au terme T2,II . Pour utiliser les conditions aux limites, nous allons scinder la partie
normale de la viscosite´ Eˇεn,n(aˇ
ε + εMwε) en deux termes
Eˇεn,n(aˇ
ε + εMwε) = Eˇεn,n(aˇ
ε) + εM Eˇε,[n,n(aˇ
ε, εMwε).wε. (85)
Ainsi T2,II = T2,II,i + T2,II,ii avec
T2,II,i := −
∫
Rn−1×{0}
twε.Eˇεn,n(aˇ
ε)∂nw
ε
T2,II,ii := −
∫
Rn−1×{0}
twε.εM Eˇε,[n,n(aˇ
ε, εMwε).wε.∂nw
ε
C’est pour traiter le terme T2,II,i que nous allons utiliser les conditions aux limites. Comme,
pour tout a ∈ kerM ,
Im(Id− Πˇ) = kerΠˇ = (kerM)⊥Eˇεn,n(aˇ) ou` aˇ := G2(a)−1a (cf. (77)),
on a
∫
Rn−1×{0}
twε.Eˇεn,n(aˇ
ε)(Id− Πˇ)∂nwε = 0
et donc
T2,II,i = −
∫
Rn−1×{0}
twε.Eˇεn,n(aˇ
ε)Πˇ∂nw
ε
= −
∫
Rn−1×{0}
twε.Eˇεn,n(aˇ
ε)hε.
Ainsi,
ε|T2,II,i| . ε.||wε||L2(ΓT ).||hε||L2(ΓT ),
. ε
3
4 (||w||L2(Ω+
T
) +
√
ε||∂nw||L2(Ω+
T
).||hε||L2(ΓT ),
. ε
1
4 (||w||L2(Ω+
T
) +
√
ε||∂nw||L2(Ω+
T
),
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en utilisant la proposition 6.8 et le fait que (
√
ε||hε||L2(ΓT ))ε soit borne´e.
Pour le terme T2,II,ii, le facteur ε
M permet de controˆler la de´rive´e normale. On majore le terme
Eˇε,[n,n(aˇ
ε, εMwε).wε par sa norme L∞ et on utilise l’ine´galite´ de Cauchy-Schwarz
ε|T2,II,ii| 6 CεM+1.||wε||L∞(ΓT ).||wε||L2(ΓT ).||∂nwε||L2(ΓT )
6 C
√
ε.(εM−
3
4 ||wε||L∞(ΓT ))(ε
1
4 ||wε||L2(ΓT )).(ε||∂nwε||L2(ΓT )).
On utilise ensuite les propositions 6.6 et 6.8.
ε|T2,II,ii| 6 C
√
ε.(||w||L2(Ω+
T
) +
√
ε||∂nw||L2(Ω+
T
).(
√
ε||∂nw||L2(Ω+
T
) + ε
3
2 ||∂2nw||L2(Ω+
T
)
La fin du raisonnement est classique. On utilise le terme T1 pour absorber les de´rive´es nor-
males qui interviennent dans T2. On inte`gre ensuite en temps et on obtient l’ine´galite´ (86) par
un lemme de Gronwall 
6.8 Estimations line´aires conormales
Proposition 6.10 Soit m un entier et µ un re´el strictement positif. Il existe λm > 1 tel que si
pour tout ε ∈]0, 1], pour tout λ > λm
wε, wε ∈ Hm(Ω+T ) ve´rifient le proble`me (82)
εM−
3
4 ||wε||L∞(Ω+
T
), ε
M ||wε||Lip(Ω+
T
),
√
ε||h||2m,λ,T 6 µ,
Mwε = 0 quand (t, x) ∈ ΓT
wε = 0 quand (t, x) ∈ Ω+0
alors on a l’estimation
ε|∇xwε||2m,λ,T + λ|wε||2m,λ,T 6 λ−1λm(|fε||2m,λ,T + (|wε||2m,λ,T + (86)
εM ||wε||Lip|wε||m,λ,T .|wε||m,λ,T ).
Preuve. Pour m = 0, il s’agit d’e´tablir une estimation L2. On raisonne ensuite par re´currence
forte supposant l’estimation (86) e´tablie avec 0, 1, ...,m− 1 en lieu et place de m. On applique
alors l’ope´rateur de de´rivation Zα, pour |α| 6 m. Puisque les matrices M et Πˇ sont constantes,
elles commutent avec l’ope´rateur Zα. On e´crit α = (α′, αn) ou` α′ est un n-uplet. Une re´currence
sur αn montre que (∂n(Z
αn
n .))|xn=0 = ∂n. Par suite,
(Πˇ∂nZ
αwε)|xn=0 = Zα
′
(Πˇ∂nw
ε)|xn=0 = Zα
′
hε.
On a ainsi que Zαwε ve´rifie
LˇεP (aˇε + εMwε, ∂)Zαwε = f˜ε quand (t, x) ∈ Ω+T (87)
MZαwε = 0
Πˇ∂nZ
αwε = Zα
′
hε
}
quand (t, x) ∈ ΓT (88)
Zαwε = 0 quand (t, x) ∈ Ω+0 (89)
ou` f˜ε := Zαfε + [LˇεP (aε + εMwε, ∂), Zα]wε.
Appliquant (86), et multipliant par λ2(m−|α|), on obtient
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ε(λ(m−|α|)|∂xwε||0,λ,T ) + λ(λ(m−|α|)|wε||0,λ,T )2 6 λ0λ2(m−|α|)| < f˜ε, wε >0,λ,T |.
Pour controˆler le membre de gauche, il nous faut majorer les termes
λ2(m−|α|)| < Zαfε, Zαwε >0,λ,T |, (90)
λ2(m−|α|)| < [Hˇε(aˇε + εMwε, ∂), Zα]wε, Zαwε >0,λ,T |, (91)
λ2(m−|α|)| < [−εEˇεP (aˇε + εMwε, ∂), Zα]wε, Zαwε >0,λ,T |. (92)
Le terme (90) se majore par
(λ(m−|α|)|Zαfε||0,λ,T )(λ(m−|α|)|Zαwε||0,λ,T )
puis par
λ−1cδ(λm−|α||Zαfε||0,λ,T )2 + λδ(λm−|α||Zαwε||20,λ,T )2,
pour un δ assez petit de fac¸on a` ce que le terme en wε soit absorbe´ dans le membre de gauche.
Les estimations des termes (91) et (92) sont ardues. Elles sont traite´es dans les deux paragraphes
suivants.
Nous consignons ici un lemme que nous utiliserons a` plusieurs reprises. Introduisons une no-
tation. On conside`re une fonction Φ de Ω+T dans R
N . Si α ∈ N∗, on de´signe par Z<α>φ la collec-
tion des termes de la forme (Zα1φi1)...(Z
αrφir ) pour 1 6 r 6 α, 1 6 i1, ..., ir 6 N, α1, ..., αr ∈
N
n+1, |α1|+ ...+ |αr| = α et si α = 0, on pose par convention Z<0>φ = 1.
Lemme 6.11 Soit (M ε)ε une famille de fonctions de la forme M
ε := Ψ(aε, εMwε), ou` Ψ est
une fonction C∞. Soient β et γ des (n+ 1)−uplets tels que |β|+ |γ| 6 |α| avec |γ| < |α|. On a
λm−|α||ZβM ε.ZγZwε|0,λ,T 6 |wε||m,λ,T + εM ||wε||1,T .|wε||m,λ,T , (93)
λm−|α||ZβM ε.Zγ∂nwε|0,λ,T 6 |∂nwε||m−1,λ,T + εM ||∂nwε||∞.|wε||m,λ,T . (94)
Les meˆmes ine´galite´s sont valables pour les normes ||.||m,λ,T .
Preuve. On ne prouve que l’ine´galite´ (93). La preuve des autres ine´galite´s ne demandent que
des modifications mineures. Le terme ZβM ε.ZγZwε s’e´crit comme une somme de termes de la
forme
Φ(aε, εMwε)Z<α1>aε.Z<α2>εMwε.Zα3wε
avec α1 + α2 + α3 = |α|+ 1, |α| > α3 > 1 et Φ de classe C∞.
La strate´gie s’inspire du lemme 2.5 d’O.Gue`s [16]. L’observation de de´part est qu’il y a une
de´rivation de trop pour appliquer directement le lemme 6.4. On va distinguer deux cas.
Soit au moins une de´rivation porte sur la famille de parame`tre aε. On utilise alors le fait que
l’on dispose pour cette famille d’estimations de type L∞.
Soit aucune de´rivation ne porte sur la famille de parame`tre aε. On applique alors le lemme 6.4
a` Zwε et Zwε.
6 PREUVE DU THE´ORE`ME ?? 53
Explicitons cette ide´e.
Premier cas. Si α1 6= 0, le commutateur se majore par
Cλm−|α||Z<α2>εMwε.Zα3wε||0,λ,T
c’est a` dire par
Cλ1−|α|λm−(α2+α3)|Z<α2>εMwε.Zα3wε||0,λ,T . (95)
Puisque α1 6= 0, on a α2+α3 6 |α| 6 m. A l’aide du lemme 6.4, on majore le terme (95) par
Cλ1−|α|(|wε||m,λ,T + εM |wε||L∞ .|wε||0,λ,T ). (96)
Comme λ > 1 et |α| > 1, on a λ1−|α| 6 1.
Deuxie`me cas. Si α1 = 0, tout revient a` majorer
Cλm−k|Z<α2>εMwε.Zα3wε||0,λ,T . (97)
Dans ce cas, comme α2 6= 0, le terme (97) peut s’e´crire
Cλ(m−1)−(|α|−1)|Z<α2−1>(εMZwε).Zα3−1(Zwε)||0,λ,T . (98)
On observe que (α2− 1)+ (α3− 1) = |α| − 1 et on applique le lemme 6.4 a` Zwε et Zwε avec
m− 1 au lieu de m. Ainsi, le terme (98) se majore par
C(|wε||m,λ,T + εM ||wε||1,T |wε||m,λ,T )  (99)
6.8.1 Estimation de (92)
Conside`rons maintenant le terme (92). Nous allons majorer les termes
λ2(m−|α|)| < [−ε∂iEˇεi,j(aˇε + εMwε)∂j , Zα]wε, Zαwε >0,λ,T |, (100)
pour 1 6 i, j 6 n. Nous allons distinguer trois cas. La difficulte´ va crescendo.
Premier cas : 1 6 i, j 6 n − 1. Le commutateur [∂iEˇεi,j(aˇε + εMwε)∂j , Zα] est une somme
de termes de la forme
∂i(Z
βEˇεi,j(aˇ
ε + εMwε))∂jZ
γwε, (101)
ou` β et γ des (n+ 1)−uplets tels que |β|+ |γ| 6 |α| avec |γ| < |α|. En inte´grant par parties,
on a l’e´galite´ :
< (101), Zαwε >0,λ,T= − < ZβEˇεi,j(aˇε + εMwε))∂jZγwε, ∂iZαwε >0,λ,T . (102)
Ainsi, appliquant l’ine´galite´ de Cauchy-Schwarz, on obtient
λ2(m−|α|)|(102)| 6 λm−|α||ZβEˇεi,j(aˇε + εMwε))∂jZγwε||0,λ,T .|∂iwε||m,λ,T .
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On applique maintenant le lemme (6.11). On obtient
λ2(m−|α|)|(102)| . (|wε||m,λ,T + εM ||wε||1,T |wε||m,λ,T ).|∂xwε||m,λ,T et
(100) . ε(|wε||m,λ,T + εM ||wε||1,T .|wε||m,λ,T )).|∂xwε||m,λ,T .
Deuxie`me cas : i = n et 1 6 j 6 n− 1. Le commutateur [∂nEˇεi,j(aˇε+ εMwε)∂j , Zα] est une
somme de termes de la forme
a(xn)∂n(Z
βEˇεn,j(aˇ
ε + εMwε))∂jZ
γwε, (103)
ou` a est une fonction scalaire C∞, β et γ des (n + 1)−uplets tels que |β| + |γ| 6 |α| avec
|γ| < |α|. En inte´grant par parties, on a l’e´galite´ :
< (103), Zαwε >0,λ,T= (104) + (105)
ou` les termes (104) et (105) de´signent respectivement
− < a(xn)(ZβEˇεn,j(aˇε + εMwε))∂jZγwε, ∂n(a(xn)Zαwε) >0,λ,T (104)
et − (a(0)(ZβEˇεn,j(aˇε + εMwε))∂jZγwε, Zαwε)0,λ,T . (105)
On traite le terme (104) en suivant la me´thode du premier cas.
Venons-en au terme (105). Inte´grer par parties comme nous l’avions fait pour le terme T2,I
ne fonctionne plus. Nous allons cependant majorer ce terme. Pour commencer, on applique
l’ine´galite´ de Cauchy-Schwarz.
λ2(m−|α|)|(105)| 6 λm−|α|||(ZβEˇεn,j(aˇε + εMwε))∂jZγwε||0,λ,T .||wε||m,λ,T .
puis le lemme 6.11
λ2(m−|α|)|(105)| . (||wε||m,λ,T + εM .||wε||1,T .||wε||m,λ,T ).||wε||m,λ,T .
On applique ensuite le lemme 6.8, mettant a` profit le facteur ε.
Troisie`me cas : i = j = n. Nous devons majorer le terme
λ2(m−|α|)| < [ε∂nEˇεn,n(aˇε + εMwε)∂n, Zα]wε, Zαwε >0,λ,T |. (106)
Dans [17], O.Gue`s traite ce type de terme en inte´grant par parties. Au lieu d’avoir un produit
scalaire d’un terme contenant deux de´rive´es normales avec un terme ne contenant pas de de´rive´e
normale, on obtient un produit scalaire de deux termes contenant une de´rive´e normale. Le gain
provient de ce qu’en norme L2 la premie`re de´rivation normale couˆte
√
ε tandis que la seconde
couˆte ε. Le facteur ε devant la viscosite´ devient alors suffisant pour controˆler le commutateur la`
ou` une analyse a` priori pre´disait la ne´cessite´ d’un facteur ε
3
2 . Lors de l’inte´gration par parties,
on doit se soucier des termes de bord. Comme lors de l’estimation L2, on doit alors scinder en
deux le terme (106) en utilisant une fois encore le de´veloppement (85). Voyons tout cela` en de´tails.
Le commutateur [∂nEˇ
ε
n,n(aˇ
ε + εMwε)∂n, Z
α]wε est une somme de termes de la forme
a(xn)∂n(Z
βEˇεn,n(aˇ
ε + εMwε))b(xn)∂nZ
γwε, (107)
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ou` a et b sont des fonctions scalaires C∞, β et γ des (n + 1)−uplets tels que |β| + |γ| 6 |α|
avec |γ| < |α|. Or, en inte´grant par parties, on a l’e´galite´ :
< (107), Zαwε >0,λ,T= (108) + (109)
ou` les termes (108) et (109) de´signent respectivement
− < (ZβEˇεn,n(aˇε + εMwε))b(xn)∂nZγwε, ∂n(a(xn)Zαwε) >0,λ,T (108)
et − ((ab)(xn)(ZβEˇεn,n(aˇε + εMwε))∂nZγwε, Zαwε)0,λ,T . (109)
On commence par traiter le terme (108). En appliquant l’ine´galite´ de Cauchy-Schwarz, on
obtient
ελ2(m−|α|)|(108)| . λm−|α||(ZβEˇεn,n(aˇε + εMwε))b(xn)∂nZγwε||0,λ,T .|∂nwε||m,λ,T .
Appliquant le lemme (6.11), on a l’estimation :
ελ2(m−|α|)|(108)| . ε(|∂nwε||m−1,λ,T + εM ||∂nwε||L∞ |wε||m,λ,T ).|∂nwε||m,λ,T
On explique brie`vement comment s’en sortir maintenant avec le terme ε|∂nwε||m−1,λ,T .|∂nwε||m,λ,T .
On reprend une ide´e de [17]. On e´crit
|∂nwε||m−1,λ,T .|∂nwε||m,λ,T 6 δ|∂nwε||2m,λ,T + Cδ|∂nwε||2m−1,λ,T
ou` δ est suffisamment petit pour que le premier terme soit absorbe´ par la viscosite´. Le second
terme est controˆle´ par hypothe`se de re´currence.
Venons-en au terme de bord (109). On scinde la matrice Eˇεn,n(aˇ
ε + εMwε) en
Eˇεn,n(aˇ
ε + εMwε) = Eˇεn,n(aˇ
ε) + εME (110)
ou` E := Eˇε,[n,n(aˇ
ε, εMwε).wε. Par suite, on se rame`ne a` l’e´tude des termes
λm−|α||((ZβEˇεn,n(aˇε))∂nZγwε, Zαwε)0,λ,T | (111)
λm−|α||((ZβE)∂nZγwε, Zαwε)0,λ,T | (112)
Commenc¸ons par le terme (111). On a (111) = (113) + (114), ou` les termes (113) et (114)
de´signent respectivement
−((ZβEˇεn,n(aˇε))Πˇ∂nZγwε, Zαwε)0,λ,T (113)
et − ((115), Zαwε)0,λ,T , (114)
ou` le terme (115) de´signe
(ZβEˇεn,n(aˇ
ε))|xn=0.(Id− Πˇ)Zγwε. (115)
Comme a et b sont scalaires,
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(115) ∈ (ZβEˇεn,n(aˇε))|xn=0.Im (Id− Πˇ) = (ZβEˇεn,n(aˇε))|xn=0.Ker Πˇ.
Comme Zαwε ∈ Ker M , (78) assure que le terme (114) est nul.
Prenant en compte (88), on a
(113) = −((ZβEˇεn,n(aˇε))|xn=0.Zγ
′
hε, Zαwε)0,λ,T .
L’ine´galite´ de Cauchy-Schwarz et la proposition 6.8 donnent successivement
ελ2(m−|α|)|(113)| 6 Cε||hε||m,λ,T .||wε||m,λ,T
6 Cε
3
4 ||hε||m,λ,T .(|wε||m,λ,T +
√
ε|∂nwε||m,λ,T ).
Traitons maintenant le terme (112). On applique l’ine´galite´ de Cauchy-Schwarz :
λm−|α||((ZβE)∂nZγwε, Zαwε)0,λ,T | . λm−|α||((ZβE)∂nZγwε||0,λ,T .||wε||m,λ,T .
On applique ensuite le lemme 6.11 et le lemme 6.8. 
6.8.2 Estimation de (91)
Il reste a` controˆler le terme (91). On e´crit les matrices normales Aˇεn par blocs :
Aˇεn =
[
Aˇ
ε,[1]
n Aˇ
ε,[2]
n
tAˇ
ε,[2]
n Aˇ
ε,[4]
n
]
,
ou` les matrices Aˇ
ε,[1]
n et Aˇ
ε,[4]
n sont carre´es de taille respective N − d0 et d0. Les matrices
Aˇ
ε,[2]
n sont donc de taille (N − d0)× d0. On note
Aˇεn,1 :=
[
Aˇ
ε,[1]
n 0
0 0
]
et Aˇεn,2 :=
[
0 Aˇ
ε,[2]
n
tAˇ
ε,[2]
n Aˇ
ε,[4]
n
]
.
Lorsque Muˇ = 0, les matrices Aˇ
ε,[2]
n et Aˇ
ε,[4]
n sont nulles (cf. section 6.4). On va estimer
successivement les termes
λ2(m−|α|)| < [Aˇεi (aˇε + εMwε)Zi, Zα]wε, Zαwε >0,λ,T | (116)
pour 0 6 i 6 n− 1,
et λ2(m−|α|)| < [Aˇεn,2(aˇε + εMwε)∂n, Zα]wε, Zαwε >0,λ,T |, (117)
et
et λ2(m−|α|)| < [Aˇεn,1(aˇε + εMwε)∂n, Zα]wε, Zαwε >0,λ,T |, (118)
Lemme 6.12 Sous les hypothe`ses de la proposition 6.10, on a pour tout ε ∈]0, 1],
(116) . (|wε||m,λ,T + εM ||wε||1,T |wε||m,λ,T )|wε||m,λ,T . (119)
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Preuve. L’ine´galite´ de Cauchy-Schwarz donne
(116) . λm−|α||[Aˇεi (aˇε + εMwε)Zi, Zα]wε||0,λ,T |wε||m,λ,T .
Par de´finition de Aˇεi (cf. 74), il existe une fonction Ψ de classe C
∞ telle que
Aˇεi (aˇ
ε + εMwε) = Ψ(aε, εMwε)
On applique maintenant le lemme 6.11. 
Lemme 6.13 Sous les hypothe`ses de la proposition 6.10, on a pour tout ε ∈]0, 1],
(117) . εM (||wε||1,T .|∂nwε||m,λ,T + |wε||m,λ,T ||∂nwε||0,T ) (120)
+(1 + εM ||wε||Lip).|wε||m,λ,T .
Preuve. Notons A
ε
n := Aˇ
ε
n,2(aˇ
ε + εMwε). Le commutateur [A
ε
n∂n, Z
α]wε s’e´crit comme une
somme de termes de la forme
Zα1A
ε
n.Z
α2∂nw
ε (121)
avec α1 + α2 = |α| + 1, |α| > α2 > 1. La de´rivation Zα1Aεn est elle-meˆme une collection de
termes de la forme
Φ(aε, εMwε).Z<α3>aε.Z<α4>(εMwε), (122)
ou` α3 + α4 = α1. Comme dans la preuve du lemme 6.11, on a une de´rivation de trop pour
appliquer directement le lemme 6.4. Un diffe´rence essentielle est qu’il s’agit ici d’une de´rivation
normale. L’aspect ne´gatif est que la direction normale est singulie`re. L’aspect positif, c’est que ce
n’est pas une de´rivation en temps. Graˆce a` la viscosite´, on a, a` un facteur ε pre`s, une estimation
pour les normes de type L2 d’une de´rive´e spatiale supple´mentaire. Ceci est vrai en particulier
pour une de´rivation normale. Nous allons amortir cette de´rivation normale par un facteur εM
(l’occurence du facteur εM dans l’ine´galite´ (120) est cruciale dans le fonctionnement de notre
preuve du the´ore`me 4.7). Il est ainsi important de distinguer les deux types de de´rivations qui
interviennent dans le terme Z<α1>A
ε
n. On distingue deux cas suivant la valeur de α4.
Si α4 > 1, on utilise des estimations de type L
∞ sur la famille de parame`tre aε et on applique
le lemme 6.4 a` (ZεMwε) et a` ∂nw
ε.
Si α4 = 0, on va s’inspirer d’une ide´e qu’utilise O.Gue`s dans le lemme IV.1.3 de [15]. On utilise
le fait que les matrices A
ε
n s’annulent sur le bord {xn = 0}. Elles se factorisent ainsi par xn. Ce
facteur permet de re´gulariser le terme en wε et de faire passer la de´rive´e normale sur le terme
en wε. On majore ce dernier en norme L∞.
Voyons ceci en de´tail.
Premier cas. Si α4 > 1, on e´crit alors α4 = α
′
4 + 1 et on doit majorer un terme de la forme
λm−|α||Z<α′4>(ZεMwε).Zα2(∂nwε)||0,λ,T . (123)
comme α′4 + α2 = α− 1 6 m− 1, le lemme 6.4 permet de majorer le terme (123) par
εM ||wε||1,T .|∂nwε||m−1,λ,T + εM |wε||m,λ,T .||∂nwε||0,T .
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Deuxie`me cas. Si α4 = 0, puisque A
ε
n|xn=0 = 0, on peut e´crire Z<α1>A
ε
n = xnG ou`
G(t, y, xn) :=
∫ 1
0
(∂nZ
<α1>A
ε
n)(t, y, sxn)ds (124)
et re´ecrire le terme (121) = G.Zα2(Zwε). Comme α2+1 6 |α| 6 m, on obtient la majoration
λm−k|G.Zα2(Zwε)||0,λ,T 6 ||G||0,T .|wε||m,λ,T .
Tenant compte de (122) et de (124), on a ||G||∞ 6 1 + εM ||∂nwε||0,T . 
Remarque 6.14 Soulignons ici une diffe´rence essentielle avec le lemme IV.1.3 de [15]. Dans
ce lemme, O.Gue`s utilise des estimations L∞ de de´rive´es secondes. En revanche, la majoration
(120) ne fait intervenir que la norme Lipschitz. Cela` provient de la re´gularisation induite par la
viscosite´. Elle permet, a` un facteur ε pre`s, le controˆle pour les normes de type L2 de la de´rive´e
normale. Un effet de vase communiquant permet d’abaisser la re´gularite´ ne´cessaire en les normes
de type L∞.
Pour le terme (118), l’ide´e est d’utiliser la forme par blocs de Aˇεn pour se ramener a` des cas
pre´ce´dents. Le commutateur [Aˇεn,1(aˇ
ε+ εMwε)∂n, Z
α]wε s’e´crit comme une somme de termes de
la forme
Zα1Aˇεn,1(aˇ
ε + εMwε).Zα2∂nw
ε (125)
avec α1+α2 = |α|+1, |α| > α2 > 1. Notons wε :=
[
wε,I
wε,II
]
ou` wε,I et wε,II sont respectivement
des vecteurs de Rd0 et RN−d0. Le terme (125) est de la forme
[
(126)
0
]
ou` le terme (126) de´signe
Zα1Aˇεn,1(aˇ
ε + εMwε).Zα2∂nw
ε,I . (126)
Or de la premie`re e´quation de (82), on de´duit
Aˇεn,1(aˇ
ε + εMwε)∂nw
ε = −Aˇεn,2(aˇε + εMwε)∂nwε
−
∑
06j6n−1
Aˇεj(aˇ
ε + εMwε)∂jw
ε
+εEˇεP (aˇε + εMwε, ∂x)wε + fε.
En de´composant par blocs, on peut exprimer Aˇεn,1(aˇ
ε + εMwε).∂nw
ε,I sous la forme
Aˇεn,1(aˇ
ε + εMwε)∂nw
ε,I := −Aˇε,[2]n (aˇε + εMwε)∂nwε,II
−
∑
06j6n−1
(Aˇε,Ij (aˇ
ε + εMwε)∂jw
ε,I + Aˇε,IIj (aˇ
ε + εMwε)∂jw
ε,II)
+εEˇε,IP (aˇε + εMwε, ∂x)wε + fε,I . (127)
On introduit pour δ > 0 et λ > 1, les normes a` poids
δ|u||0,λ,T := ||e−λtu||L2((−1,T )×Rn−1×(0,δ)), δ|u||m,λ,T :=
∑
k6m
λm−kδ|Zku||0,λ,T ,
|u||δ0,λ,T := ||e−λtu||L2((−1,T )×Rn−1×(δ,∞)), |u||δm,λ,T :=
∑
k6m
λm−k|Zku||δ0,λ,T .
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Compte-tenu de la de´finition des matrices Aˇεn, on a l’existence de δ > 0 tel que, pour tout
ε ∈]0, 1], pour tout xn ∈]0, δ], les matrices Aˇεn,1(aˇε + εMwε) sont inversibles.
On va distinguer les cas xn 6 δ et xn > δ, estimant successivement
δ|(126)||0,λ,T et |(126)||δ0,λ,T .
Si xn 6 δ, on peut extirper alors ∂nw
ε,I par l’e´quation. On obtient des expressions qui peuvent
eˆtre traite´es comme dans les estimations de commutateurs pre´ce´dentes.
Si xn > δ, on peut re´e´crire (126) comme
1
xn
Zα1Aˇεn,1(aˇ
ε+ εMwε).Zα2Zwε,I . Majorant 1
xn
par 1
δ
,
on proce`de comme dans le lemme 6.12. 
6.9 Estimation line´aire de la de´rive´e normale seconde
Nous allons estimer les de´rive´es conormales de la de´rive´e normale seconde. Plus pre´cisemment,
on suppose m > 2 et on va majorer |∂2nwε||m−2,λ,T . Pour cela`, on part du proble`me (82) et plus
pre´cisemment de l’e´quation LˇεP (aˇε + εMwε, ∂)wε = fε. Graˆce a` l’ellipticite´, on peut extirper
ε∂2nw
ε =
∑4
i=1Ei avec
E1 := (Eˇ
ε
n,n(aˇ
ε + εMwε))−1.Hˇ(aˇε + εMwε, ∂)wε,
E2 := −ε(Eˇεn,n(aˇε + εMwε))−1.(EˇεP,T (aˇε + εMwε))−1.EˇεP,T (aˇε + εMwε, ∂)wε,
E3 := −ε(Eˇεn,n(aˇε + εMwε))−1.(∂nEˇεn,n(aˇε + εMwε)).∂nwε
E4 := (Eˇ
ε
n,n(aˇ
ε + εMwε))−1.fε
ou` EˇεP,T de´signe l’ope´rateur
EˇεP,T (uˇ, ∂) :=
∑
1 6 i, j 6 n,
(i, j) 6= (n, n)
∂iEˇ
ε
i,j∂j .
A l’aide du lemme 6.4, on montre les estimations suivantes
|E1||m−2,λ,T . |∂wε||m−1,λ,T + εM ||wε||Lip.|wε||m−2,λ,T , (128)
|E2||m−2,λ,T . ε(|wε||m,λ,T + |∂wε||m−1,λ,T + (129)
+εM (||wε||Lip.|wε||m−1,λ,T + ||wε||1,T .|∂nwε||m−2,λ,T )),
ε(|E3||m−2,λ,T . |∂nwε||m−1,λ,T + εM ||wε||Lip.|∂nwε||m−2,λ,T ), (130)
|E4||m−2,λ,T . |fε||m−2,λ,T + εM ||fε||∞.|wε||m−2,λ,T . (131)
Commenc¸ons par e´tablir l’estimation (128). On conside`re un n+1-uplet α tel que |α| 6 m−2
et on estime λm−|α||Zαwε||0,λ,T . La de´rivation ZαE1 est une collection de termes de la forme
a(xn).Ψ(a
ε, εMwε).Z<α1>aε.Z<α2>(εMwε).Zα3∂jw
ε
ou` a est une fonction scalaire C∞, Ψ une fonction C∞ a` valeurs dans RN , α1, α2 et α3
ve´rifient α1 + α2 + α3 = α. On applique alors le lemme 6.4 en discutant selon la valeur de α1.
On proce`de de meˆme pour montrer les estimations (128), (129) et (130).
6.10 Convergence du sche´ma ite´ratif
On va maintenant utiliser ce re´sultat au sche´ma ite´ratif (81). On commence par estimer les
termes sources de (81).
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Lemme 6.15 Soit µ > 0 fixe´. Il existe C > 0 tel que si pour tout ε ∈]0, 1], εM ||wε,ν ||Lip(Ω+
T
) 6 µ
alors, pour λ > 1, pour tout ε ∈]0, 1],
|fε,ν ||m,λ,T 6 C(|gε||m,λ,T + |wε,ν ||m,λ,T + ε|∂xwε,ν ||m,λ,T , (132)√
ε||hε,ν ||m,λ,T 6 C(
√
ε||hε||m,λ,T + ε 14 |wε,ν ||m,λ,T +
√
ε|∂xwε,ν ||2m,λ,T ). (133)
Preuve. On applique les ine´galite´s de Moser du lemme 6.4 en tenant compte de la structure
mise en e´vidence par les e´quations (80) et (75). On obtient ainsi Les ine´galite´s (132) et
||hε,ν ||m,λ,T 6 C(||hε||m,λ,T + ||wε,ν ||m,λ,T +
√
ε||∂xwε,ν ||m,λ,T ). (134)
Pour obtenir l’estimation (133), on utilise ensuite les lemmes de trace 6.8. 
Proposition 6.16 Soit µ > 0 fixe´. Il existe λ1 > 0 tel que pour tout ε ∈]0, 1], pour tout λ > λ1,
si
εM−
3
4 ||wε,ν ||1,T , εM ||wε,ν ||Lip(Ω+
T
) 6 µ
alors on a l’estimation
ε|∇xwε,ν+1||2m,λ,T + λ|wε,ν+1||2m,λ,T 6 λ−1λ1(|gε||2m,λ,T + |wε,ν ||2m,λ,T
+εM ||wε,ν+1||Lip|wε,ν ||m,λ,T .|wε,ν+1||m,λ,T ).
Preuve. On applique la proposition 6.10 avec respectivement wε,ν et wε,ν+1 a` la place de wε
et wε. Ainsi,
ε|∇xwε,ν+1||2m,λ,T + λ|wε,ν+1||2m,λ,T 6 λ−1λ1(|fε,ν ||2m,λ,T + |wε,ν ||2m,λ,T
+εM ||wε,ν+1||Lip|wε,ν ||m,λ,T .|wε,ν+1||m,λ,T ). 
Fixons un re´el µ > 1 arbitraire, un re´el λ1 donne´ par la proposition 6.16, λ > 3λ1 et
h := sup0<ε61(|gε||m0+2,λ,T0 + |w0||m0+2,λ,T0).
Le corollaire 6.7 montre la ne´cessite´ de disposer d’estimations conormales pour les de´rive´s nor-
males d’ordre infe´rieur ou e´gal a` deux. Exploitant la section 6.9, on a
Proposition 6.17 Pour tout entier m ∈ N, il existe C tel que si pour tout ε ∈]0, 1],
εM ||wε,ν ||Lip(Ω+
T0
) 6 µ, |wε,ν+1||m+2,λ,T0 6 h,
√
ε|∂nwε,ν+1||m+1,λ,T0 6 h,
alors pour tout ε ∈]0, 1], ε 32 |∂2nwε,ν+1||m,λ,T0 6 C.
On choisit alors 0 < ε0 < 1 assez petit pour que ε
M−1
0 (2h+ C)ρT0e
λT0 6 µ.
Proposition 6.18 Pour tout ν ∈ N, pour tout ε ∈]0, ε0], on a
εM−
3
4 ||wε,ν ||0,T0 , εM ||wε,ν ||Lip(Ω+
T0
),
√
ε||hε,ν ||0,λ,T0 6 µ,
|wε,ν ||m0+2,λ,T0 ,
√
ε|∂nwε,ν ||m0+2,λ,T0 6 h.
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Preuve. On raisonne par re´currence sur ν. La proposition est vraie pour ν = 0. Supposons la
vraie pour ν quelconque. On applique la proposition 6.16 avec m = m0 + 2
ε|∇xwε,ν+1||2m,λ,T0 + λ|wε,ν+1||2m,λ,T0 6 λ−1λ13h2.
On en de´duit |wε,ν+1||m,λ,T0 6 h,
√
ε|∂nwε,ν+1||m,λ,T0 6 h. On applique la proposition 6.17
avec m = m0 + 2 et le corollaire 6.7. On obtient
εM ||wε,ν+1||Lip 6 εM−1(C + 2h)ρT0eλT0h 6 µ.
On termine la preuve de la proposition 6.18 en utilisant l’estimation (133) avec µ + 1 a` la
place de µ. 
On obtient alors classiquement une famille de solutions re´gulie`res (wˇε)ε de (73). Par passage a` la
limite, puisque |.||m,T 6 |.||m,λ,T 6 λm|.||m,T , (wˇε)ε ∈ Υm0(T0). On en de´duit l’existence d’une
famille (wε)ε ∈ Υm0(T0) de solutions des proble`mes (70). Pour terminer la preuve du the´ore`me
4.7, nous allons estimer les de´rive´es normales ite´re´es (∂knw
ε)k∈N directement sur l’e´quation (70).
6.11 Estimation des de´rive´es normales ite´re´es
On note Zε pour une de´rivation prise parmi la collection de de´rivations : Z0, ..., Zn et ε∂n.
Pour α := (α0, ..., αn, αn+1) ∈ Nn+2 , on note |α| la longueur |α| := α0 + ... + αn + αn+1 et
Zα := Zα00 ...Z
αn
n Z
αn+1
n+1 . On introduit les normes
||u||εm,T :=
∑
|α|6m
|Zαε u||m,T =
∑
06k6m
εk|∂knu||m−k,T .
Rappelons que les normes |u||s,T sont de´finies par (17). On dispose pour les normes ||u||εm,T
des ine´galite´s de Moser suivantes [3] :
Lemme 6.19 Soient m ∈ N, a1, ..., al ∈ Hm(Ω+T ) et α1, ...αl ∈ Nn+2, |α| := |α1|+ ...+ |αl| 6 m.
Alors, pour tout λ > 1, on a
λm−|α||Zα1ε a1...Zαlε al||0,T 6 c
∑
16j6l
(Πi6=j ||ai||∞)|aj ||εm,T .
La constante c e´tant inde´pendante des ai.
On va montrer par re´currence sur m ∈ N, l’assertion suivante :
Π(m) : sup
0<ε6ε0
|||u|||εm,T0 <∞.
Puisque la famille (wε)ε est dans Υ
m0(T0), les assertions Π(0) et Π(1) sont ve´rifie´es. Conside`rons
un entier 1 6 m 6 m0−1, supposons l’assertion Π(i) vraie pour 0 6 i 6 m et montrons l’assertion
Π(m). Pour cela`, on va montrer par re´currence sur 0 6 k 6 m, l’assertion
Π(m, k) : sup
0<ε6ε0
εk−
1
2 |∂knwε||m−k,T0 <∞.
Puisque la famille (wε)ε est dans Υ
m0(T0), les assertions Π(m, 0) et Π(m, 1) sont ve´rifie´es.
Supposons les assertions (Π(m, p))06p6k vraies et montrons l’assertion Π(m, k + 1). Pour cela`,
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on part du proble`me (70) et plus pre´cisemment de la premie`re e´quation de ce proble`me. Graˆce
a` l’ellipticite´, on peut extirper ε∂2nw
ε =
∑5
i=1 Ei avec
E1 := (En,n(a
ε + εMwε))−1.H(aε + εMwε, ∂)wε,
E2 := −ε(En,n(aε + εMwε))−1.EP,T (aε + εMwε, ∂)wε,
E3 := −ε(En,n(aε + εMwε))−1.(∂nEn,n(aε + εMwε)).∂nwε
E4 := (En,n(a
ε + εMwε))−1.F εR(a
ε, ∂aε, wε, ∂xw
ε, ∂2xa
ε),
E5 := (En,n(a
ε + εMwε))−1.gε,
ou` EP,T de´signe l’ope´rateur
EP,T :=
∑
1 6 i, j 6 n,
(i, j) 6= (n, n)
∂iEi,j∂j .
Ecrivant
εk+1−
1
2 |∂k+1n wε||m−k−1,T0 = εk−
1
2 |∂k−1n (ε∂2nwε)||m−k−1,T0 ,
on voit qu’il suffit de borner uniforme´ment en ε les quantite´s : εk−
1
2 |∂k−1n Ei||m−k−1,T0 pour
1 6 i 6 5. Rappelons que la famille de fonctions (aε)ε est dans As(T0) pour tout s ∈ N.
1. Commenc¸ons par le terme εk−
1
2 |∂k−1n E1||m−k−1,T0 . De´composant l’ope´rateur H, on voit qu’il
suffit de borner uniforme´ment en ε des termes de la forme
εk−
1
2 |∂k−1n (Ai(aε, εMwε)∂iwε)||m−k−1,T0 pour 0 6 i 6 n.
Le terme le plus de´licat est celui impliquant la de´rive´e normale. Nous allons nous concenter
sur lui. Pour cela`, on doit majorer pour tout |α| 6 m− k − 1, le terme
εk+1−
1
2 |Zα∂k−1n (An(aε, εMwε)∂nwε)||0,T0 .
On e´tend la notation Z<α> aux de´rivations normales. Pre´cisons cela`. On conside`re une fonc-
tion Φ de Ω+T dans R
N . Si α ∈ N∗, on de´signe par
• ∂<k>n φ la collection des termes de la forme (∂k1n φi1 )...(∂krn φir ) pour 1 6 r 6 k, 1 6 i1, ..., ir 6
N, k1 + ...+ kr = k.
• Z<α>ε φ la collection des termes de la forme (Zα1ε φi1)...(Zαrε φir ) pour 1 6 r 6 α, 1 6 i1, ..., ir 6
N, α1, ..., αr ∈ Nn+2, |α1|+ ...+ |αr| = α.
Si α = 0, on pose par convention ∂<0>n φ = Z
<0>
ε φ = 1.
Par la formule de Leibniz, le terme Zα∂k−1n (An(aε, εMwε)∂nwε) est une combinaison line´aire
de termes de la forme
Ψ(aε, εMwε).Z<l1>∂<k1>n a
ε.Z<l2>∂<k2>n (ε
Mwε).Zα3∂k3n w
ε, (135)
ou` l1, l2, k1, k2, k3 ∈ N, α3 ∈ Nn+1, l1 + k1 + l2 + k2 + |α3| + k3 6 m − 1, k1 + k2 + k3 = k,
k3 > 1. On va distinguer deux cas.
(i) si l2+k2 = 0, alors on majore le terme ε
k− 1
2 |(135)||m−k−1,T0 par
∑
p6k ε
p− 1
2 |∂pnwε||m−p−1,T0 .
On conclut avec l’hypothe`se de re´currence.
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(ii) si l2 + k2 6= 0, alors on majore le terme εk− 12 |(135)||m−k−1,T0 comme suit. On commence
par se servir des estimations L∞ sur la famille (aε)ε.
εk−
1
2 |(135)||m−k−1,T0 . εk+M−
1
2 |Z<l2>∂<k2>n wε.Zα3∂k3n wε||0,T0 .
Comme k2 + k3 6 k, il vient
εk−
1
2 |(135)||m−k−1,T0 . εM−
1
2 |Z<l2>(ε∂n)<k2>wε.Zα3(ε∂n)k3wε||0,T0
Par application du lemme 6.19, puisque l2 + k2 + |α3|+ k3 6 m− 1, on a
εk−
1
2 |(135)||m−k−1,T0 . εM−
1
2 ||wε||∞.||wε||εm−1,T0 .
Comme (wε)ε ∈ Υm0(T0), la famille (εM− 34wε)ε est borne´e. Combinant a` l’hypothe`se de
re´currence, on borne uniforme´ment le terme εk−
1
2 |(135)||m−k−1,T0 .
2. Venons-en au terme εk−
1
2 |∂k−1n E2||m−k−1,T0 . Fixons (i, j) tels que 1 6 i, j 6 n, (i, j) 6=
(n, n). Nous allons voir comment borner uniforme´ment en ε le terme
εk+
1
2 |∂k−1n (En,n(aε + εMwε))−1.∂iEi,j(aε + εMwε)∂jwε||m−k−1,T0 .
On conside`re un terme α ∈ Nn+1 tel que |α| 6 m− k − 1 et majorons le terme
εk+
1
2 |Zα(∂k−1n (En,n(aε + εMwε))−1.∂iEi,j(aε + εMwε)∂jwε)||0,T0 .
Le terme Zα(∂k−1n (En,n(a
ε+εMwε))−1.∂iEi,j(aε+εMwε)∂jwε) est une combinaison line´aire
de termes de la forme
Ψ(aε, εMwε).Z<l1>∂<k1>n a
ε.Z<l2>∂<k2>n (ε
Mwε).Zα3∂k3n w
ε, (136)
pour l1 + k1 + l2 + k2 + |α3| + k3 6 m, k1 + k2 + k3 = k ou k − 1, |α3| + k3 > 1. On va
distinguer deux cas.
(i) si l2+k2 = 0, alors on majore le terme ε
k+ 1
2 |(136)||m−k−1,T0 par ε
∑
p6k ε
p− 1
2 |∂pnwε||m−p,T0 .
On conclut avec l’hypothe`se de re´currence.
(ii) si l2 + k2 > 0, alors on commence par majorer le terme ε
k+ 1
2 |(136)||m−k−1,T0 par
εk+
1
2 |Z<l2>∂<k2>n (εMwε).Zα3∂k3n wε||0,T0 .
Comme k2 + k3 6 k, on peut encore majorer par
ε
1
2 |Z<l2+k2>ε (εMwε).Zα˜3ε wε||0,T0 ,
avec α˜3 ∈ Nn+2, |α˜3| = |α3|+ k3. Comme l2+ k2 > 0, on peut sortir le facteur εM et e´crire
Z<l2+k2>ε = Z
<l2+k2−1>
ε (Zεw
ε). On peut proce`der de meˆme avec |α3| + k3 > 1. Ainsi on
le terme εk+
1
2 |(136)||m−k−1,T0 par
εM+
1
2 |Z<l2+k2−1>ε (Zεwε).Zαˇ3ε (Zεwε)||0,T0 , (137)
avec |αˇ3| = |α˜3| − 1 = |α3|+ k3 − 1. Comme l2 + k2 − 1+ |αˇ3| 6 m− 2, par application du
lemme 6.19, on majore le terme (136) par εM+
1
2 ||Zεwε||∞.||wε||εm−1. Utilisant l’hypothe`se
de re´currence et les estimations L∞ sur (wε)ε, on obtient une borne uniforme.
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3. On poursuit avec le terme εk−
1
2 |∂k−1n E3||m−k−1,T0 . Il suffit de majorer les termes de la
forme
εk+
1
2 |∂k−1n (A(aε, εMwε).∂<δ1>n aε.∂<δ1>n (εMwε).∂nwε)||m−k−1,T0 (138)
avec δ1 + δ2 = 1. Le terme (138) se majore par
ε
1
2 |(ε∂n)k−1(A(aε, εMwε).∂<δ1>n aε.(ε∂n)<δ1>wε.(ε∂n)wε)||m−k−1,T0 .
Par application du lemme 6.19, on a
(138) . ε
1
2 (1 + ||Zεwε||∞).||wε||εm−1,T0 .
Ainsi le terme εk−
1
2 |∂k−1n E3||m−k−1,T0 est uniforme´ment borne´e.
4. Nous allons maintenant traiter le terme εk−
1
2 |∂k−1n E4||m−k−1,T0 . Avec l’analyse de la section
6.2 et en appliquant le lemme 6.19, on a
||(En,n(aε + εMwε))−1.F εR(aε, ∂aε, wε, ∂xwε, ∂2xaε)||εm−2 . (1 + εM ||∂xwε||∞).||wε||εm−1.
Or le terme εk−
1
2 |∂k−1n E4||m−k−1,T0 se majore par
ε
1
2 ||(En,n(aε + εMwε))−1.F εR(aε, ∂aε, wε, ∂xwε, ∂2xaε)||εm−2.
On conclut en combinant ces deux dernie`res estimations, l’hypothe`se de re´currence et les
estimations Lipschitz sur (wε)ε.
5. Pour borner uniforme´ment le terme εk−
1
2 |∂k−1n E5||m−k−1,T0 , on se sert de ce que la famille
(gε)ε est dans Λ
m(T0). 
7 Indications sur la preuve du the´ore`me 2.2
On donne de courtes indications sur la preuve du the´ore`me 2.2. La me´thode est la meˆme que
pour la preuve du the´ore`me 2.1. On se contente de signaler les changements majeurs. Il s’agit
essentiellement de simplifications. Il est inutile d’utiliser le changement d’inconnue de la section
4.1. L’analyse spectrale de la sous-section 5.2 devient inutile et la sous-section 5.6 est simplifie´e.
On obtient des proble`mes de profils analogues aux proble`mes (61) et (62)-(63) mais avec des
conditions de type Dirichlet. On dispose pour ce type de proble`me des re´sultats de [17].
On de´taille la de´termination du premier correcteur c’est a` dire du profil U2. On prend pour
U2a la solution du proble`me mixte syme´trique hyperbolique line´aire :
H0U2a = F ′u(b, u0)U2a + q2a quand (t, x) ∈ Ω+T0
MU2a = 0 quand (t, x) ∈ ΓT0
U2a = 0 quand (t, x) ∈ Ω+0
On construit Π0U2b comme l’unique solution dansNθ(T0) du proble`me hyperbolique-parabolique
(Id−Π0)U2b = 0
ΞU2b = 0
}
quand (t, x) ∈ Ω+T0 × R+θ ,
U2b |θ=0 = −Π0u0 quand (t, x) ∈ Ω+T0 ,
U2b = 0 quand (t, x) ∈ Ω+0 .
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A l’aide de la proposition 5.6, on construit U2c comme solution dans Nz(T0) de l’EDO en z
parame´tre´ en (t, x) :
(−E˚n,n∂2z + A˚n∂z)U2c = 0 quand (t, x, z) ∈ Ω+T0 × R+z ,
U2c |z=0 = −Π−u0 quand (t, x) ∈ Ω+T0
De tels proble`mes sont e´tudie´s dans [17] et [38]. Dans la partie convergence de la preuve
(section 6), il est inutile d’utiliser une famille de changements d’inconnues telle que celle de la
sous-section 6.3. L’estimation du commutateur (92) est simplifie´e, les termes de bord provenant
des inte´grations par parties e´tant notablement plus simples a` traiter. On peut aussi mettre a`
profit la remarque 6.3 pour estimer le commutateur (91).
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