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1. Introduction
This paper shows the existence of positive solutions to the singular boundary value problem for fractional differential
equation{
Dα0+u(t)+ q(t)f (u, u′, . . . , u(n−2)) = 0, 0 < t < 1,
u(0) = u′(0) = · · · = u(n−2)(0) = u(n−2)(1) = 0, (1.1)
where Dα0+ is the Riemann–Liouville fractional derivative of order n− 1 < α ≤ n, n ≥ 2, defined by
Dα0+u(t) =
dn
dtn
In−α0+ u(t), n− 1 < α ≤ n, n ≥ 2,
In−α0+ u(t) = 1Γ (n−α)
∫ t
0 (t − τ)n−α−1u(τ )dτ is the Riemann–Liouville fractional integral of order n− α, see [1]. For α = n, we
can write Dn0+ as
dn
dtn , see [1]. The nonlinear f may be singular at u = 0, u′ = 0, . . . , u(n−2) = 0, and function q(t) may be
singular at t = 0.
Fractional differential equations have gained importance due to their applications in various sciences, such as physics,
mechanics, chemistry, engineering etc. In recent years, there has been significant development in the existence of solutions
and positive solutions to boundary value problems for fractional differential equations, see [2–5,7–10]. But, as far as we
know, there have been few papers which have considered the existence of positive to singular boundary value problems
for fractional differential equations. In [6], authors considered unique existences of positive to singular boundary value
problems for fractional differential equation{
Dα0+u(t) = f (t, u(t)), 0 < t < 1, 3 < α < 4,
u(0) = u(1) = 0, (1.2)
where f (t, u) = q(t)[g(u)+ h(u)], t ∈ (0, 1), g : [0,+∞)→ [0,+∞) is continuous and nondecreasing; h : (0,+∞)→
(0,+∞) is continuous and nonincreasing; q ∈ C((0, 1), (0,+∞)) satisfies ∫ 10 s2−η(2−α)(1 − s)α−2−2ηq(s)ds < +∞,
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η ∈ (0, 1). However, one can meet the singular boundary value problem as the following forms{
Dα0+u(t)+ t−
1
2 (u
1
3 + (u′) 13 + u− 14 + (u(n−2))− 14 ) = 0, 0 < t < 1,
u(0) = u′(0) = · · · = u(n−2)(0) = u(n−2)(1) = 0, (1.3){
Dα0+u(t)+ t−
1
2 u−
1
6 (u(n−1))−
1
6 = 0, 0 < t < 1,
u(0) = u′(0) = · · · = u(n−2)(0) = u(n−2)(1) = 0, (1.4)
where n− 1 < α ≤ n, n ≥ 2.
The purpose of this paper is to establish the existence of positive solutions to singular nonlinear fractional boundary
value problem (1.1), by means of a fixed point theorem for a mixed monotone operator. Here, by a positive solution to (1.1),
we mean a function u ∈ C[0, 1], which is positive on (0, 1), and satisfies (1.1). The paper has been organized as follows. In
Section 2, we give preliminary facts and provide some basic properties which are needed later. We also state a fixed point
theorem for the mixed monotone operator. In Section 3, we establish two existence results of positive solutions to problem
(1.1), under certain assumptions for the functions q(t), f . At the end of this section, two examples are also given to illustrate
the main results.
2. Preliminaries
In this section, we introduce preliminary facts and some basic results, which are used throughout this paper.
Lemma 2.1 ([1]). The equality Iγ0+I
δ
0+f (t) = Iγ+δ0+ f (t), γ > 0, δ > 0 holds for f ∈ L(0, 1).
Lemma 2.2 ([1]). The equality Dγ0+I
γ
0+f (t) = f (t), γ > 0 holds for f ∈ L(0, 1).
Lemma 2.3 ([1]). Let α > 0. Then the differential equation
Dα0+u = 0
has unique solution u(t) = c1tα−1 + c2tα−2 + · · · + cntα−n, ci ∈ R, i = 1, 2, . . . , n, here n− 1 < α ≤ n.
Lemma 2.4 ([1]). Let α > 0. Then the following equality holds for u ∈ L(0, 1),Dα0+u ∈ L(0, 1);
Iα0+D
α
0+u(t) = u(t)+ c1tα−1 + c2tα−2 + · · · + cntα−n,
ci ∈ R, i = 1, 2, . . . , n, here n− 1 < α ≤ n.
In the following, we present Green’s function of the fractional differential equation boundary value problem.
Lemma 2.5. Let y ∈ Cr [0, 1] (Cr [0, 1] = {y ∈ C(0, 1], t ry ∈ C[0, 1], 0 ≤ r < 1}). Then the boundary value problem{
Dα−n+20+ v(t)+ y(t) = 0, 0 < t < 1, n− 1 < α ≤ n, n ≥ 2,
v(0) = v(1) = 0, (2.1)
has a unique solution
v(t) =
∫ 1
0
G(t, s)y(s)ds,
where
G(t, s) =

(t(1− s))α−n+1 − (t − s)α−n+1
Γ (α − n+ 2) , 0 ≤ s ≤ t ≤ 1,
(t(1− s))α−n+1
Γ (α − n+ 2) , 0 ≤ t ≤ s ≤ 1.
(2.2)
Proof. According to Lemma 2.4, we can obtain that
v(t) = c1tα−n+1 + c2tα−n − 1
Γ (α − n+ 2)
∫ t
0
(t − s)α−n+1y(s)ds.
By the boundary conditions of (2.1), there are c1 =
∫ 1
0 (1 − s)α−n+1y(s)ds/Γ (α − n + 2), c2 = 0. Therefore, the unique
solution of (2.1) is
v(t) = t
α−n+1
Γ (α − n+ 2)
∫ 1
0
(1− s)α−n+1y(s)ds− 1
Γ (α − n+ 2)
∫ t
0
(t − s)α−n+1y(s)ds =
∫ 1
0
G(t, s)y(s)ds. 
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Lemma 2.6. The function G(t, s) defined by (2.2) satisfies the following conditions:
(1) G(t, s) ≥ 0, G(t, s) ≤ tα−n+1/Γ (α − n+ 2), G(t, s) ≤ G(s, s) for all 0 ≤ t, s ≤ 1;
(2) there exists a positive function ρ ∈ C(0, 1) such that minγ≤t≤δ G(t, s) ≥ ρ(s)G(s, s), s ∈ (0, 1), where 0 < γ < δ < 1.
Proof. On one hand, by the definition of G, we have,
(t(1− s))α−n+1 − (t − s)α−n+1 = (t(1− s))α−n+1 − tα−n+1(1− s
t
)α−n+1
≥ (t(1− s))α−n+1 − tα−n+1(1− s)α−n+1 = 0,
which implies that G(t, s) ≥ 0, 0 ≤ t, s ≤ 1. And that, it is easy to see that G(t, s) ≤ tα−n+1/Γ (α − n + 2) holds
for all 0 ≤ t, s ≤ 1. On the other hand, let g1(t, s) = (t(1 − s))α−n+1 − (t − s)α−n+1, 0 < s ≤ t ≤ 1 and g2(t, s)
= (t(1− s))α−n+1, 0 < t ≤ s ≤ 1. Then,
dg1(t, s)
dt
= (α − n+ 1)(tα−n(1− s)α−n+1 − (t − s)α−n)
= (α − n+ 1)tα−n((1− s)α−n+1 − (1− s
t
)α−n)
≤ (α − n+ 1)tα−n((1− s)α−n+1 − (1− s)α−n) ≤ 0,
which implies that g1(·, s) is non-increasing for all s ∈ (0, 1], hence, we obtain that
g1(t, s) ≤ g1(s, s), 0 < s ≤ t < 1. (2.3)
Moreover, it is obvious that G(0, s) = 0 ≤ G(s, s) and G(1, s) = 0 ≤ G(s, s) for all s ∈ [0, 1]. Hence, together with (2.2) and
(2.3), we know that G(t, s) ≤ G(s, s), 0 ≤ t, s ≤ 1;
(2) Since g1(·, s) is non-increasing, g2(·, s) is nondecreasing, for all s ∈ (0, 1), then, we have
min
γ≤t≤δ G(t, s) =

g1(δ, s)
Γ (α − n+ 2) , s ∈ (0, γ ],
min
{
g1(δ, s)
Γ (α − n+ 2) ,
g2(γ , s)
Γ (α − n+ 2)
}
, s ∈ [γ , δ],
g2(γ , s)
Γ (α − n+ 2) , s ∈ [δ, 1),
=

g1(δ, s)
Γ (α − n+ 2) , s ∈ (0, r],
g2(γ , s)
Γ (α − n+ 2) , s ∈ [r, 1),
=

(δ(1− s))α−n+1 − (δ − s)α−n+1
Γ (α − n+ 2) , s ∈ (0, r],
(γ (1− s))α−n+1
Γ (α − n+ 2) , s ∈ [r, 1),
where γ < r < δ is the solution of equation
(δ(1− r))α−n+1 − (δ − r)α−n+1 = (γ (1− r))α−n+1.
It follows from the monotonicity of g1 and g2 that
max
0≤t≤1
G(t, s) = G(s, s) = (s(1− s))
α−n+1
Γ (α − n+ 2) , s ∈ (0, 1).
Thus, we set
ρ(s) =

(δ(1− s))α−n+1 − (δ − s)α−n+1
(s(1− s))α−n+1 , s ∈ (0, r],(γ
s
)α−n+1
, s ∈ [r, 1),
the proof is complete. 
S. Zhang / Computers and Mathematics with Applications 59 (2010) 1300–1309 1303
In order to obtain existence of positive solutions to problem (1.1), we will consider existence of positive solutions to the
following modified problem{
Dα−n+20+ v(t)+ q(t)f (In−20+ v(t), In−30+ v(t), . . . , I10+v(t), v(t)), 0 < t < 1, n− 1 < α ≤ n, n ≥ 2,
v(0) = v(1) = 0. (2.4)
Indeed, we have result as follows:
Lemma 2.7. Let u(t) = In−20+ v(t), v ∈ C[0, 1]. Then we can transform (1.1) into (2.4). Moreover, if v ∈ C([0, 1], [0,+∞)) is a
solution of problem (2.4), then, the function u(t) = In−20+ v(t) is a positive solution of problem (1.1).
Proof. Put u(t) = In−20+ v(t) into (1.1), by the definition of Riemann–Liouville fractional derivative and Lemmas 2.1 and 2.2,
we can obtain that
dn
dtn
In−α0+ u(t) =
dn
dtn
In−α0+ I
n−2
0+ v(t) =
dn
dtn
I2n−2−α0+ v(t) = Dα−n+20+ v(t),
u′(t) = D10+In−20+ v(t) = D10+I10+In−30+ v(t) = In−30+ v(t),
u′′(t) = D20+In−20+ v(t) = D20+I20+In−40+ v(t) = In−40+ v(t),
...
u(n−3)u(t) = Dn−30+ In−20+ v(t) = Dn−30+ In−30+ I10+v(t) = I10+v(t),
u(n−2)(t) = Dn−20+ In−20+ v(t) = v(t).
Also, we have v(0) = u(n−2)(0) = 0, v(1) = u(n−2)(1) = 0. Hence, by u(t) = In−20+ v(t), v ∈ C[0, 1], we can transform (1.1)
into (2.4).
Now, let v ∈ C([0, 1], [0,+∞)) be a solution for problem (2.4). Then, from the definition of the Riemann–Liouville
fractional derivative and Lemmas 2.1 and 2.2, there has
Dα0+u(t) =
dn
dtn
In−α0+ u(t) =
dn
dtn
In−α0+ I
n−2
0+ v(t) =
dn
dtn
I2n−2−α0+ v(t) = Dα−n+20+ v(t)
= −q(t)f (In−20+ v(t), In−30+ v(t), . . . , I10+v(t), v(t)), 0 < t < 1
= −q(t)f (u(t), u′(t), . . . , u(n−3)(t), u(n−2)(t)), 0 < t < 1
u(0) = u′(0) = · · · = u(n−3)(0) = 0, u(n−2)(0) = v(0) = u(n−2)(1) = v(1) = 0,
moreover, it follows from the monotonicity and property of In−20+ that I
n−2
0+ v ∈ C([0, 1], [0,+∞)). Consequently, u(t) =
In−20+ v(t) is a positive solution of problem (1.1).
For this purpose, we shall consider the following problemDα−n+20+ v(t)+ q(t)f
(
In−20+ v(t)+
1
m
, In−30+ v(t)+
1
m
, . . . , I10+v(t)+
1
m
, v(t)+ 1
m
)
, 0 < t < 1,
v(0) = v(1) = 0,
(2.4m)
where n− 1 < α ≤ n, n ≥ 2 andm ∈ {2, 3, . . .}. 
Lemma 2.8. Assume that t rq : [0, 1] → [0,+∞) and f : (0 +∞) × (R \ {0})n−2 → [0,+∞) are continuous, 0 ≤ r < 1.
Then v ∈ C([0, 1], [0,+∞)) is a solution of problem (2.4)m if and only if v is a solution of integral equation
v(t) =
∫ 1
0
G(t, s)q(s)f
(
In−20+ v(s)+
1
m
, In−30+ v(s)+
1
m
, . . . , I10+v(s)+
1
m
, v(s)+ 1
m
)
ds, 0 ≤ t ≤ 1. (2.5)
Proof. In the same way as the proof of Lemma 2.6, we can easily complete proof of sufficiency. Indeed, let v ∈ C([0, 1],
[0,+∞)) be a solution of (2.4)m. Then, applying operator Iα−n+20+ to both sides of equation of (2.4)m, we have
v(t) = c1tα−n+1 + c2tα−n − Iα−n+20+ q(t)f
(
In−20+ v(t)+
1
m
, In−30+ v(t)+
1
m
, . . . , I10+v(t)+
1
m
, v(t)+ 1
m
)
.
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Since v ∈ C([0, 1], [0,+∞)), there are In−20+ v(t) ≥ 0, . . . , I10+v(t) ≥ 0, v(t) ≥ 0 for all t ∈ [0, 1]. Hence f (In−20+ v(t) + 1m ,
In−30+ v(t) + 1m , . . . , I10+v(t) + 1m , v(t) + 1m ) is continuous for v ∈ C([0, 1], [0,+∞)), t ∈ [0, 1]. Thus, by the boundary
conditions of (2.4)m, we can obtain that
c1 = 1
Γ (α − n+ 2)
∫ 1
0
((1− s)α−n+1)q(s)f
(
In−20+ v(s)+
1
m
, In−30+ v(s)+
1
m
, . . . , I10+v(s)+
1
m
, v(s)+ 1
m
)
ds,
c2 = 0, which implies that v is a solution of (2.5).
Now, we let v ∈ C([0, 1], [0,+∞)) be a solution of (2.5). Then there is
v(t) =
∫ 1
0
G(t, s)q(s)f
(
In−20+ v(s)+
1
m
, In−30+ v(s)+
1
m
, . . . , I10+v(s)+
1
m
, v(s)+ 1
m
)
ds
= tα−n+1Iα−n+20+ q(1)f
(
In−20+ v(1)+
1
m
, In−30+ v(1)+
1
m
, . . . , I10+v(1)+
1
m
, v(1)+ 1
m
)
− Iα−n+20+ q(t)f
(
In−20+ v(t)+
1
m
, In−30+ v(t)+
1
m
, . . . , I10+v(t)+
1
m
, v(t)+ 1
m
)
, 0 ≤ t ≤ 1,
hence, by Lemmas 2.2 and 2.3, we can obtain that
Dα−n+20+ v(t) = Iα−n+2q(1)f
(
In−20+ v(1)+
1
m
, In−30+ v(1)+
1
m
, . . . , I10+v(1)+
1
m
, v(1)+ 1
m
)
Dα−n+20+ t
α−n+1
−Dα−n+20+ Iα−n+2q(t)f
(
In−20+ v(t)+
1
m
, In−30+ v(t)+
1
m
, . . . , I10+v(t)+
1
m
, v(t)+ 1
m
)
= 0− q(t)f
(
In−20+ v(t)+
1
m
, In−30+ v(t)+
1
m
, . . . , I10+v(t)+
1
m
, v(t)+ 1
m
)
= −q(t)f
(
In−20+ v(t)+
1
m
, In−30+ v(t)+
1
m
, . . . , I10+v(t)+
1
m
, v(t)+ 1
m
)
, 0 < t < 1.
Also, by G(0, s) = G(1, s) = 0, we get that
v(0) =
∫ 1
0
G(0, s)q(s)f
(
In−20+ v(s)+
1
m
, In−30+ v(s)+
1
m
, . . . , I10+v(s)+
1
m
, v(s)+ 1
m
)
ds = 0,
v(1) =
∫ 1
0
G(1, s)q(s)f
(
In−20+ v(s)+
1
m
, In−30+ v(s)+
1
m
, . . . , I10+v(s)+
1
m
, v(s)+ 1
m
)
ds = 0.
As a result, v is a solution of problem (2.4)m. 
Let P be a normal cone of a Banach space E, and e ∈ P with ‖e‖ ≤ 1, e 6= θ (θ is zero element of E). Define
Qe = {x ∈ P| there exist constantsm,M > 0 such thatme ≤ x ≤ Me}. Now we give the following definition and theorem
(see [11–13]).
Definition 2.9. Assume A : Qe × Qe → Qe. A is said to be mixed monotone if A(x, y) is non-decreasing in x and non-
increasing in y, i.e., if x1 ≤ x2(x1, x2 ∈ Qe) implies A(x1, y) ≤ A(x2, y) for any y ∈ Qe, and y1 ≥ y2(y1, y2 ∈ Qe) implies
A(x, y1) ≤ A(x, y2) for any x ∈ Qe. Element x∗ ∈ Qe is called a fixed point of A if A(x∗, x∗) = x∗.
Theorem 2.10. Suppose that A : Qe × Qe → Qe is a mixed monotone operator and there exists a constant β, 0 < β < 1 such
that
A
(
tx,
1
t
y
)
≥ tβA(x, y), x, y ∈ Qe, 0 < t < 1.
Then A has a unique fixed point x∗ ∈ Qe.
3. Main results
We assume that:
(C1) f (x1, x2, . . . , xn−1) = g(x1, x2, . . . , xn−1)+ h(x1, x2, . . . , xn−1), where g : [0,+∞)× Rn−2 → [0,+∞) is continuous,
h : (0,+∞)× (R \ {0})n−2 → (0,+∞) is continuous;
(C2) g is non-decreasing in xi > 0, i = 1, 2, . . . , n− 1; also, h is non-increasing in xi > 0, i = 1, 2, . . . , n− 1;
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(C3) there exists β ∈ (0, 1) such that, for xi > 0, i = 1, 2, . . . , n− 1,
g(tx1, . . . , txn−1) ≥ tβg(x1, . . . , xn−1), t ∈ (0, 1),
h(t−1x1, . . . , t−1xn−1) ≥ tβh(x1, . . . , xn−1), t ∈ (0, 1).
(C4) t rq : [0, 1] → [0,+∞) is continuous and ∫ 10 q(s)s−β(α−1)ds < +∞, 0 ≤ r < 1.
We let E = C[0, 1], and let P be a normal cone of C[0, 1], defined by
P = {v ∈ C[0, 1]|v(t) ≥ 0, 0 ≤ t ≤ 1},
also define
Qe =
{
v ∈ P
∣∣∣∣ 1M e(t) ≤ v(t) ≤ Me(t), t ∈ [0, 1]
}
, (3.1)
where e(t) = tα−n+1, it is clear that e ∈ P , ‖e‖ = 1, e 6= θ ;M is a positive constant defined by
M > max
1,
(
2βg(1, 1, . . . , 1)
∫ 1
0 q(s)ds+ η−βh(1, 1, . . . , 1)
∫ 1
0 q(s)s
−β(α−1)ds
Γ (α − n+ 2)
) 1
1−β
, 2η,
(ηβg(1, 1, . . . , 1)
∫ δ
γ
ρ(s)G(s, s)q(s)sβ(α−1)ds+ 2−βh(1, 1, . . . , 1)
∫ δ
γ
ρ(s)G(s, s)q(s)ds)
1
β−1
 ,
here
0 < η < min
{
1,
Γ (α − n+ 2)
Γ (α)
,
Γ (α − n+ 2)
Γ (α − 1) , . . . ,
Γ (α − n+ 2)
Γ (α − n+ 3)
}
.
Theorem 3.1. Suppose that (C1)–(C4) hold. Then problem (1.1) has a unique positive solution u(t) = In−2v(t) with v ∈ Qe
(see (3.1)).
Proof. We first consider the existence of a positive solution to problem (2.4)m. For this purpose, from Lemma 2.8, we only
need to consider the existence of a positive solution to integral equation (2.5).
By (C3), for xi > 0, let t−1xi = yi, i = 1, . . . , n− 1, one has
h(y1, . . . , yn−1) ≥ tβh(ty1, . . . , tyn−1), t ∈ (0, 1), yi > 0, i = 1, . . . , n− 1.
Now, with yi = 1, i = 1, 2, . . . , n− 1, there is
h(1, . . . , 1) ≥ tβh(t, . . . , t), t ∈ (0, 1). (3.2)
Thus, from (C3) and (3.2), we have{
h(t−1, . . . , t−1) ≥ tβh(1, . . . , 1), h(tx1, . . . , txn−1) ≤ t−βh(x1, . . . , xn−1),
h(t, . . . , t) ≤ t−βh(1, . . . , 1), t ∈ (0, 1), xi > 0, i = 1, 2, . . . , n− 1.
(3.3)
Similarly, from (C3), there are
g(tx1, . . . , txn−1) ≥ tβg(x1, . . . , xn−1), t ∈ (0, 1), xi > 0, i = 12, . . . , n− 1.
With xi = 1, i = 1, 2, . . . , n− 1, there is
g(t, . . . , t) ≥ tβg(1, . . . , 1), t ∈ (0, 1).
Now, when x1 = x2 = · · · = xn−1 =: x > 1, let t = 1x , x > 1, there are
g(x, . . . , x) ≤ xβg(1, . . . , 1), x > 1. (3.4)
Since v ∈ Qe, there are In−20+ v(t) + 1m > 0, . . . , I10+v(t) + 1m > 0, v(t) + 1m > 0 for all t ∈ [0, 1]. Thus, from the mono-
tonicity of Riemann–Liouville fractional integral Iδ0+, δ > 0, (C2) and (3.3), (3.4), we have for v ∈ Qe,
g
(
In−20+ v(t)+
1
m
, In−30+ v(t)+
1
m
, . . . , I10+v(t)+
1
m
, v(t)+ 1
m
)
≤ g(In−20+ Me(t)+ 1, In−30+ Me(t)+ 1, . . . , I10+Me(t)+ 1,Me(t)+ 1)
≤ g(In−20+ M + 1, In−30+ M + 1, . . . , I10+M + 1,M + 1)
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= g
(
M
(n− 2)! t
n−2 + 1, M
(n− 3)! t
n−3 + 1, . . . ,Mt + 1,M + 1
)
≤ g(M + 1,M + 1, . . . ,M + 1,M + 1) ≤ (M + 1)βg(1, 1, . . . , 1, 1)
≤ (2M)βg(1, 1, . . . , 1, 1),
h
(
In−20+ v(t)+
1
m
, In−30+ v(t)+
1
m
, . . . , I10+v(t)+
1
m
, v(t)+ 1
m
)
≤ h
(
In−20+
1
M
e(t)+ 1
m
, In−30+
1
M
e(t)+ 1
m
, . . . , I10+
1
M
e(t)+ 1
m
,
1
M
e(t)+ 1
m
)
= h
(
Γ (α − n+ 2)
MΓ (α)
tα−1 + 1
m
,
Γ (α − n+ 2)
MΓ (α − 1) t
α−2 + 1
m
, . . . ,
Γ (α − n+ 2)
MΓ (α − n+ 3) t
α−n+2 + 1
m
,
1
M
tα−n+1 + 1
m
)
≤ h
(
η
M
tα−1 + 1
m
,
η
M
tα−1 + 1
m
, . . . ,
η
M
tα−n+3 + 1
m
,
η
M
tα−n+2 + 1
m
)
≤ h
(
η
M
tα−1 + 1
m
,
η
M
tα−1 + 1
m
, . . . ,
η
M
tα−n+4 + 1
m
,
η
M
tα−n+3 + 1
m
)
≤ ...
≤ h
(
η
M
tα−1 + 1
m
,
η
M
tα−1 + 1
m
, . . . ,
η
M
tα−1 + 1
m
,
η
M
tα−1 + 1
m
)
≤
(
ηM−1tα−1 + 1
m
)−β
h(1, 1, . . . , 1, 1)
≤ η−βMβ t−β(α−1)h(1, 1, . . . , 1, 1)
where
0 < η < min
{
1,
Γ (α − n+ 2)
Γ (α)
,
Γ (α − n+ 2)
Γ (α − 1) , . . . ,
Γ (α − n+ 2)
Γ (α − n+ 3)
}
(it is obvious that (ηM−1tα−1 + 1m ) ∈ (0, 1)), and
g
(
In−20+ v(t)+
1
m
, In−30+ v(t)+
1
m
, . . . , I10+v(t)+
1
m
, v(t)+ 1
m
)
≥ g
(
In−20+
1
M
e(t)+ 1
m
, In−30+
1
M
e(t)+ 1
m
, . . . , I10+
1
M
e(t)+ 1
m
,
1
M
e(t)+ 1
m
)
= g
(
Γ (α − n+ 2)
MΓ (α)
tα−1 + 1
m
,
Γ (α − n+ 2)
MΓ (α − 1) t
α−2 + 1
m
, . . . ,
Γ (α − n+ 2)
MΓ (α − n+ 3) t
α−n+2 + 1
m
,
1
M
tα−n+1 + 1
m
)
≥ g
(
η
M
tα−1 + 1
m
,
η
M
tα−1 + 1
m
, . . . ,
η
M
tα−n+3 + 1
m
,
η
M
tα−n+2 + 1
m
)
≥ g
(
η
M
tα−1 + 1
m
,
η
M
tα−1 + 1
m
, . . . ,
η
M
tα−n+4 + 1
m
,
η
M
tα−n+3 + 1
m
)
≥ ...
≥ g
(
η
M
tα−1 + 1
m
,
η
M
tα−1 + 1
m
, . . . ,
η
M
tα−1 + 1
m
,
η
M
tα−1 + 1
m
)
≥
(
ηM−1tα−1 + 1
m
)β
g(1, 1, . . . , 1, 1)
≥ ηβM−β tβ(α−1)g(1, 1, . . . , 1, 1)
(it is obvious that
(
ηM−1tα−1 + 1m
) ∈ (0, 1)), and
h
(
In−20+ v(t)+
1
m
, In−30+ v(t)+
1
m
, . . . , I10+v(t)+
1
m
, v(t)+ 1
m
)
≥ h
(
In−20+ Me(t)+
1
m
, In−30+ Me(t)+
1
m
, . . . , I10+Me(t)+
1
m
,Me(t)+ 1
m
)
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≥ h (In−20+ M + 1, In−30+ M + 1, . . . , I10+M + 1,M + 1)
= h
(
M
(n− 2)! t
n−2 + 1, M
(n− 3)! t
n−3 + 1, . . . ,Mt + 1,M + 1
)
≥ h(M + 1,M + 1, . . . ,M + 1,M + 1)
≥ (M + 1)−βh(1, 1, . . . , 1) ≥ 2−βM−βh(1, 1, . . . , 1).
Now, we define the operator T : Qe × Qe → Qe by
T (v,w)(t) =
∫ 1
0
G(t, s)q(s)
(
g
(
In−20+ v(s)+
1
m
, . . . , I10+v(s)+
1
m
, v(s)+ 1
m
)
+h
(
In−20+ w(s)+
1
m
, . . . , I10+w(s)+
1
m
, w(s)+ 1
m
))
ds, t ∈ [0, 1].
(3.5)
First we show that T : Qe × Qe → Qe is well defined. In fact, for v,w ∈ Qe, from Lemma 2.6, (C2), (C4) and the previous
arguments, we know that T (v,w) ∈ C([0, 1], [0+∞)), and that there are∫ 1
0
G(t, s)q(s)g
(
In−20+ v(s)+
1
m
, . . . , I10+v(s)+
1
m
, v(s)+ 1
m
)
ds
≤ t
α−n+1
Γ (α − n+ 2)
∫ 1
0
q(s)
(
g
(
In−20+ v(s)+
1
m
, . . . , I10+v(s)+
1
m
, v(s)+ 1
m
))
ds
≤ 2βMβ tα−n+1 g(1, 1, . . . , 1)
Γ (α − n+ 2)
∫ 1
0
q(s)ds,∫ 1
0
G(t, s)q(s)h
(
In−20+ w(s)+
1
m
, . . . , I10+w(s)+
1
m
, w(s)+ 1
m
)
ds
≤ t
α−n+1
Γ (α − n+ 2)
∫ 1
0
q(s)
(
h
(
In−20+ w(s)+
1
m
, . . . , I10+w(s)+
1
m
, w(s)+ 1
m
))
ds
≤ M
β tα−n+1η−βh(1, 1, . . . , 1)
Γ (α − n+ 2)
∫ 1
0
q(s)s−β(α−1)ds,
which imply that
T (v,w)(t) ≤ Mtα−n+1 = Me(t), t ∈ [0, 1].
Similarly,∫ 1
0
G(t, s)q(s)
(
g
(
In−20+ v(s)+
1
m
, . . . , I10+v(s)+
1
m
, v(s)+ 1
m
))
ds
≥
∫ δ
γ
G(t, s)q(s)
(
g
(
In−20+ v(s)+
1
m
, . . . , I10+v(s)+
1
m
, v(s)+ 1
m
))
ds
≥
∫ δ
γ
ρ(s)G(s, s)q(s)
(
g
(
In−20+ v(s)+
1
m
, . . . , I10+v(s)+
1
m
, v(s)+ 1
m
))
ds
≥ M−βg(1, 1, . . . , 1)ηβ
∫ δ
γ
ρ(s)G(s, s)q(s)sβ(α−1)ds
≥ tα−n+1M−βg(1, 1, . . . , 1)ηβ
∫ δ
γ
ρ(s)G(s, s)q(s)sβ(α−1)ds,∫ 1
0
G(t, s)q(s)
(
h
(
In−20+ w(s)+
1
m
, . . . , I10+w(s)+
1
m
, w(s)+ 1
m
))
ds
≥
∫ δ
γ
G(t, s)q(s)
(
h
(
In−20+ w(s)+
1
m
, . . . , I10+w(s)+
1
m
, w(s)+ 1
m
))
ds
≥ 2−βM−βh(1, 1, . . . , 1)
∫ δ
γ
ρ(s)G(s, s)q(s)ds
≥ tα−n+12−βM−βh(1, 1, . . . , 1)
∫ δ
γ
ρ(s)G(s, s)q(s)ds,
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which imply that
T (v,w)(t) ≥ 1
M
e(t), t ∈ [0, 1],
hence, T : Qe × Qe → Qe is well defined.
Secondly, we shall show that T : Qe × Qe → Qe is a mixed monotone operator. In fact, if v1 ≤ v2, (v1, v2 ∈ Qe), from the
monotonicity of Riemann–Liouville fractional integral Iδ0+, δ > 0 and (C2), we obtain that∫ 1
0
G(t, s)q(s)
(
g
(
In−20+ v1(s)+
1
m
, . . . , I10+v1(s)+
1
m
, v1(s)+ 1m
))
ds
≤
∫ 1
0
G(t, s)q(s)
(
g
(
In−20+ v2(s)+
1
m
, . . . , I10+v2(s)+
1
m
, v2(s)+ 1m
))
ds,
which implies that
T (v1, w)(t) ≤ T (v2, w)(t), w ∈ Qe,
that is, T (v,w) is non-decreasing in v for anyw ∈ Qe. Similarly, ifw1 ≥ w2, (w1, w2 ∈ Qe), from (C1), we obtain that∫ 1
0
G(t, s)q(s)h
(
In−20+ w1(s)+
1
m
, . . . , I10+w1(s)+
1
m
, w1(s)+ 1m
)
ds
≤
∫ 1
0
G(t, s)q(s)h
(
In−20+ w2(s)+
1
m
, . . . , I10+w2(s)+
1
m
, w2(s)+ 1m
)
ds,
which implies that
T (v,w1)(t) ≤ T (v,w2)(t), v ∈ Qe,
that is, T (v,w) is non-increasing inw for any v ∈ Qe. Hence, T : Qe × Qe → Qe is a mixed monotone operator.
Finally, for v,w ∈ Qe, t ∈ (0, 1), from (C3), we have∫ 1
0
G(t, s)q(s)g
(
In−20+ tv(s)+
1
m
, . . . , I10+tv(s)+
1
m
, tv(s)+ 1
m
)
ds
≥
∫ 1
0
G(t, s)q(s)g
(
In−20+ tv(s)+
t
m
, . . . , I10+tv(s)+
t
m
, tv(s)+ t
m
)
ds
=
∫ 1
0
G(t, s)q(s)g
(
t
(
In−20+ v(s)+
1
m
)
, . . . , t(I10+v(s)+
1
m
), t
(
v(s)+ 1
m
))
ds
≥ tβ
∫ 1
0
G(t, s)q(s)
(
g
(
In−20+ v(s)+
1
m
, . . . , I10+v(s)+
1
m
, v(s)+ 1
m
))
ds∫ 1
0
G(t, s)q(s)h
(
In−20+ t
−1w(s)+ 1
m
, . . . , I10+t
−1w(s)+ 1
m
, t−1w(s)+ 1
m
)
ds
≥
∫ 1
0
G(t, s)q(s)h
(
In−20+ t
−1w(s)+ 1
tm
, . . . , I10+t
−1w(s)+ 1
tm
, t−1w(s)+ 1
tm
)
ds
=
∫ 1
0
G(t, s)q(s)h
(
t−1
(
In−20+ w(s)+
1
m
)
, . . . , t−1
(
I10+w(s)+
1
m
)
, t−1
(
w(s)+ 1
m
))
ds
≥ tβ
∫ 1
0
G(t, s)q(s)h
(
In−20+ w(s)+
1
m
, . . . , I10+w(s)+
1
m
, w(s)+ 1
m
)
ds,
which imply that
T (tv, t−1w)(t) ≥ tβT (v,w)(t), t ∈ (0, 1).
Thus, the Theorem 2.10 assure that there exists a unique v∗m ∈ Qe such that T (v∗m, v∗m) = v∗m, that is, problem (2.4)m has a
unique positive solution for everym ∈ {2, 3, . . .}.
Since v∗m ∈ C([0, 1], [0,+∞)), there are In−20+ v∗m(t) ≥ 0, . . . , I10+v∗m(t) ≥ 0, v∗m(t) ≥ 0 for all t ∈ [0, 1]. Hence
f (In−20+ v∗m(t) + 1m , In−30+ v∗m(t) + 1m , . . . , I10+v∗m(t) + 1m , v∗m(t) + 1m ) is continuous for v∗m ∈ C([0, 1], [0,+∞)), t ∈ [0, 1].
Also, we see that v∗m have uniform lower and upper bounds. This directly comes from v∗m ∈ Qe. Hence, in order to pass the
solutions v∗m of (2.4)m to that of (2.4), we need the following fact
{v∗m}m≥2 is an equicontinuous family on [0, 1].
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AndbyArzela–Ascoli Theoremand Lebesgue dominated convergence theorem,we can complete the proof. Since this process
is easy and standard, here we omit the details. 
Now, from Lemma 2.7, we can claim that u∗(t) = In−20+ v∗(t) ∈ P (here v∗(t) = limm→∞ v∗m(t)) is a unique positive
solution of (1.1), with
Γ (α − n+ 2)
MΓ (α)
tα−1 = 1
M
In−20+ e(t) ≤ u∗(t) ≤ MIn−20+ e(t) =
MΓ (α − n+ 2)
Γ (α)
tα−1, 0 ≤ t ≤ 1.
Example 3.2. Consider the nonlinear singular problem{
Dα0+u(t)+ t−
1
2 (ub1 + (u′)b2 + u−a1 + (u′)−a2) = 0, 0 < t < 1, 2 < α < 3
u(0) = u′(0) = u′(1), (3.6)
where 0 < max{a1, a2, b1, b2} < {1, 12(α−1) }. We let g(u) = ub1 + (u′)b2 , h(u) = u−a1 + (u′)−a2 . we note that, for l ∈ (0, 1),
u > 0, u′ > 0, there are
g(lu, lu′) = lb1ub1 + lb2(u′)b2 ≥ lβ(ub1 + (u′)b2) = lβg(u, u′),
h(l−1u, l−1u′) = la1u−a1 + la2(u′)−a2 ≥ lβ(u−a1 + (u′)−a2) = lβh(u, u′),
where β = max{a1, a2, b1, b2}. Thence, the assumptions (C1)–(C4) of Theorem 3.1 hold. Then, Theorem 3.1 implies that
problem (3.6) has unique solution u∗ ∈ C([0, 1], [0,+∞)).
In the same way as Theorem 3.1, we can obtain the another unique existence result of positive solution to problem (1.1),
under the following assumptions:
(C5) f (x1, x2, . . . , xn−1) = g(x1, x2, . . . , xn−1)× h(x1, x2, . . . , xn−1), where g : [0,+∞)× Rn−2 → [0,+∞) is continuous,
h : (0,+∞)× (R \ {0})n−2 → (0,+∞) is continuous;
(C6) g is non-decreasing in xi > 0, i = 1, 2, . . . , n− 1; also h is non-increasing in xi > 0, i = 1, 2, . . . , n− 1;
(C7) there exists β1, β2 > 0, β1 + β2 ∈ (0, 1) such that, for xi > 0, i = 1, 2, . . . , n− 1,
g(tx1, . . . , txn−1) ≥ tβ1g(x1, . . . , xn−1), t ∈ (0, 1),
h(t−1x1, . . . , t−1xn−1) ≥ tβ2h(x1, . . . , xn−1), t ∈ (0, 1).
(C8) q : t r : [0, 1] → [0,+∞) is continuous and ∫ 10 a(s)s−(β1+β2)(α−1)ds < +∞, 0 ≤ r < 1.
Theorem 3.3. Suppose that (C5)–(C8) hold. Then problem (1.1) has a unique positive solution.
Example 3.4. Consider the nonlinear singular problem{
D
5
2
0+u(t)+ t−
1
2 u−
1
6 (u′)−
1
6 = 0, 0 < t < 1,
u(0) = u′(0) = u′(1) = 0.
(3.7)
We let f (u) = u− 16 (u′)− 16 = g(u, u′)h(u, u′), g(u, u′) = u 13 (u′) 13 , h(u) = u− 12 (u′)− 12 . We can easily know that g, h satisfy
(C5)–(C7) with β1 = 13 , β2 = 12 . Also, q(t) = t−
1
2 satisfies (C8). Hence, by Theorem 3.3, problem (3.7) has a unique positive
solution.
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