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x , y x est de´fini par y
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X+ = XT(XXT)−1 si N < M
IN Matrice identite´ de dimension N × N
‖x‖p Norme `p de x : ‖x‖p = (∑Mi=1 |xi|p)
1
p , si 0 < p < ∞




H(X) Entropie de la variable ale´atoire X
I(X; Y) Information mutuelle entre les variables ale´atoires









EX [ f (x)] Espe´rance de f (x) par rapport a` la distribution de X :
EX [ f (x)] =
∫
x p(x) f (x)dx
EX|Y[ f (x)] Espe´rance conditionnelle de f(x) par rapport a` la
distribution de X sachant Y : EX|Y[ f (x)] =
∫
x p(x|y) f (x)dx
N (m, σ) Distribution normale de moyenne m et de variance σ
Ber(p) Distribution de Bernoulli de parame`tre p
δa(x) Distribution de Dirac de´centre´e : δa(x) = δ(x− a)
i.i.d. inde´pendantes et identiquement distribue´es








La compression d’image est un domaine de recherche de´ja` riche d’une
longue histoire. Trouvant ses racines the´oriques dans la the´orie de l’infor-
mation initie´e par Shannon en 1948 [99], elle a depuis fait appel a` de nom-
breux outils mathe´matiques, de plus en plus sophistique´s. La proble´matique
est cependant toujours d’actualite´, sous-jacente des applications de sto-
ckage des donne´es, ou de transmission a` travers des canaux a` bande pas-
sante limite´e. Malgre´ les de´veloppements technologiques conside´rables ces
dernie`res anne´es, l’eˆtre humain, insatiable, de´clare indispensable ce qu’hier
il conside´rait superflu, et nous sommes sans cesse confronte´s a` de nouveaux
besoins exigeant l’acce`s a` toujours plus d’information.
La compression d’image met en jeu diffe´rentes techniques. On peut
grossie`rement les diviser en quelques grandes familles. Certaines ont pour
but de structurer la redondance pre´sente dans l’image que l’on souhaite com-
presser. C’est le cas par exemple de la transformation, qui cherche a` concentrer
l’information dans un petit nombre d’e´le´ments en changeant de domaine, et
de la pre´diction, qui calcule un estimateur de l’information courante a` par-
tir d’une information passe´e. D’autres re´duisent l’information a` traiter en la
quantifiant par exemple. Enfin, un grand pan de recherche de la compression
d’image est occupe´ par le codage entropique, qui cherche a` traduire l’informa-
tion en une se´quence de symboles la plus courte possible.
Paralle`lement a` ce domaine de recherche, la the´matique des
de´compositions parcimonieuses s’est de´veloppe´e. Les de´compositions
parcimonieuses sont attache´es a` la description d’un signal (exactement ou de
fac¸on approche´e) comme combinaison d’un petit nombre d’atomes choisis
dans un tre`s grand ensemble appele´ dictionnaire. A notre connaissance, le
nom de “de´compositions parcimonieuses” est ne´ a` la fin des anne´es 1990
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sous la plume de Chen et Donoho [15]. Mais la notion mathe´matique, elle,
inte´ressait les scientifiques depuis quelques temps de´ja`. On la trouvait en
re´gression dans le domaine des statistiques [13, 107], ou en re´solution de
proble`mes inverses bien de´finis [39] en traitement du signal.
On peut comprendre intuitivement l’inte´reˆt des scientifiques de la commu-
naute´ de la compression d’image pour les de´compositions parcimonieuses :
de´crire une image avec un petit nombre d’e´le´ments permettrait de re´duire
la quantite´ d’information a` transmettre ou stocker. Mais la mise en pratique
n’est pas si imme´diate et a re´ve´le´ quelques e´cueils. Jusqu’a` pre´sent, malgre´ de
nombreuses contributions prometteuses [53, 86], elle n’a pas re´ussi a` s’impo-
ser comme alternative se´rieuse aux sche´mas de compression plus “classiques”
qui, quoique tre`s souvent lie´s a` l’ide´e de parcimonie, ne la formalisent pas ex-
plicitement.
Dans cette the`se, nous nous sommes inte´resse´s a` l’utilisation des
de´compositions parcimonieuses dans des sche´mas de compression
d’image, via des me´thodes Baye´siennes. Les proble`mes reposant sur des
de´compositions parcimonieuses peuvent eˆtre en effet interpre´te´s de fac¸on
probabiliste relativement intuitivement et la de´finition d’un cadre Baye´sien
permet l’utilisation d’outils probabilistes performants pour leur re´solution.
Quoique envisage´e tre`s toˆt (de`s 1997 par Olshausen et Field [81] par exemple),
cette approche est reste´e peu exploite´e jusqu’a` re´cemment, ou` plusieurs al-
gorithmes de recherche de de´compositions parcimonieuses “Baye´siens” ont
vu le jour [119, 103]. C’est dans la continuite´ de ces contributions (et parfois
meˆme paralle`lement !) que nos travaux se sont inscrits.
Organisation du manuscrit
Ce manuscrit est compose´ de cinq chapitres. Les deux premiers pre´sentent
le contexte the´orique des travaux re´alise´s pendant cette the`se, l’un s’attardant
sur les aspects de compression d’image, l’autre sur les de´compositions parci-
monieuses. Ils sont parfaitement inde´pendants l’un de l’autre. Les trois der-
niers chapitres exposent les travaux proprement dits.
Ainsi, le chapitre 2 introduit les notions de parcimonie, de´compositions
parcimonieuses et dictionnaires favorisant la parcimonie des de´compositions.
Diffe´rents algorithmes de la litte´rature cherchant a` re´soudre des proble`mes de
recherche de de´compositions parcimonieuses et d’apprentissage de diction-
naires sont expose´s. Dans le chapitre 1, nous pre´sentons quelques e´le´ments
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de la the´orie de l’information utiles a` la compre´hension du document. Nous
e´tudions ensuite plus attentivement deux techniques de codage d’image en
particulier : le codage par transformation et le codage par pre´diction. Ces deux
techniques de compression sont respectivement l’objet d’e´tude des chapitres 3
et 4. Le chapitre 3 s’inte´resse plus spe´cifiquement aux transformations adap-
tatives. Une premie`re partie est consacre´e a` l’e´tude d’un sche´ma de compres-
sion optimisant le choix de la base de transformation par une segmentation
en bintree de l’image et l’utilisation d’ensembles de bases locales. Ces bases
locales sont d’abord conside´re´es comme pre´de´finies, puis elles sont apprises
par un algorithme de la litte´rature. Cet algorithme nous permet alors d’intro-
duire un nouvel algorithme d’apprentissage Baye´sien, favorisant la parcimo-
nie de la de´composition. Le de´veloppement de ce nouvel algorithme consti-
tue la deuxie`me grande partie du chapitre 3. L’aspect codage par pre´diction
est aborde´ dans le chapitre 4. Inspire´ de contributions re´centes s’appuyant
sur des de´compositions parcimonieuses, un nouvel algorithme de pre´diction
Baye´sien reposant sur un me´lange de de´compositions parcimonieuses est
propose´. Enfin, approfondissant l’ide´e de structuration de la parcimonie des
de´compositions, mise en e´vidence dans le chapitre 3, le chapitre 5 propose
l’e´tude d’un mode`le Bernoulli-Gaussien et s’inte´resse a` son utilisation dans la
de´rivation d’algorithmes de de´compositions parcimonieuses.
Chacun des trois chapitres de contributions a donne´ lieu a` un ou plusieurs
papiers de confe´rences. Ces papiers sont re´pertorie´s en fin de manuscrit.
4 Introduction
Compression d’image 1
Ce chapitre rappelle brie`vement les fondamentaux de la compression
d’image. Nous pre´sentons d’abord quelques e´le´ments de la the´orie de l’infor-
mation, puis, e´tudions plus attentivement deux techniques de compression
d’image en particulier : le codage par transformation (section 1.3) et le codage
par pre´diction (section 1.4). Ces deux approches feront spe´cifiquement l’objet
de contributions, pre´sente´es dans les chapitres 3 et 4 de ce manuscrit.
1.1 E´le´ments de the´orie de l’information
La compression d’image repose sur des concepts fondamentaux de la
the´orie de l’information. Initie´e par Shannon en 1948 (cf. [99]), cette the´orie
introduit les notions de quantite´ d’information, d’entropie d’une source
et de´finit les bornes the´oriques sur le nombre de bits ne´cessaires a` la
repre´sentation d’une information. S’appuyant sur cette the´orie, la compres-
sion d’image cherche le meilleur moyen de re´duire la taille d’une information
- l’image - tout en conservant sa qualite´ visuelle, i.e., a` approcher au mieux les
bornes de performance pose´es par la the´orie de l’information.
Dans la suite de cette section, nous utiliserons les notations suivantes. Le
signal source est mode´lise´ par un vecteur ale´atoire Y = [Y1, . . . , YN ]T dans
l’alphabet YN et de densite´ de probabilite´ p(y)=Pr{Y=y}, y∈YN . On note
y = [y1, . . . , yN ]T une re´alisation de Y. Le re´sultat du codage de la source,
appele´ signal reconstruit, et les variables associe´es sont diffe´rencie´s par un ˆ .
On appelle sche´ma de codage une ope´ration
s :
{
YN → YˆN ,
y 7→ yˆ = s(y), (1.1)
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de l’ensemble YN vers l’ensemble YˆN .
1.1.1 Mesures de performance
Quantite´ d’information et qualite´ de reconstruction sont des notions
fondamentales de la the´orie de l’information. Elles sont quantifie´es par des
mesures de de´bit et de distorsion.
De´bit binaire
Le de´bit binaire mesure la quantite´ d’information transmise ou stocke´e en
bits par unite´ de mesure.
S’il s’agit d’images fixes, l’unite´ de mesure conside´re´e est le pixel. Le de´bit
binaire - assimile´ au de´bit par la suite - s’exprime alors en bits par pixel
(abre´ge´ en bpp).
Par souci de simplicite´, on formalise ici le de´bit binaire obtenu par un sche´ma
de codage par symbole, note´ s (cf. sous-section 1.2.2). Y est vu ici comme un
ensemble fini.
Dans le cas unidimensionnel (N = 1), le de´bit binaire est de´fini par
Ry,s = ly, (1.2)
ou` ly est la longueur de la se´quence de bits correspondant au codage de y.






p(y) est alors appele´e probabilite´ d’apparition du symbole y ∈ Y .
Dans le cas multidimensionnel avec y ∈ YN re´alisation deY, les deux notions


























ou` p(yi) est la probabilite´ d’apparition du symbole yi ∈ Y .
Distorsion
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La distorsion mesure l’alte´ration de la forme originale d’un signal, a` mesure
que ce signal subit diffe´rentes ope´rations (compression, transmission, etc.).
Dans le cas unidimensionnel (N = 1), une mesure de distorsion est une
ope´ration
d : Y × Yˆ → R+ (1.6)
du produit carte´sien des ensembles Y et Yˆ , vers l’ensemble des re´els positifs.
Elle est dite borne´e si son maximum est fini, i.e.,
max
(y,yˆ)∈(Y ,Yˆ)
d(y, yˆ) < ∞. (1.7)
Dans la plupart des cas, l’ensemble Yˆ est le meˆme que l’ensemble Y . Des me-
sures de distorsion communes sont alors par exemple :
 la distorsion de Hamming telle que
d(y, yˆ) =
{
0 si y = yˆ,
1 si y 6= yˆ, (1.8)
 l’erreur quadratique telle que
d(y, yˆ) = (y− yˆ)2. (1.9)
Cette dernie`re mesure de distorsion est tre`s utilise´e pour des alphabets
continus. Elle est inte´ressante de par sa simplicite´ et son lien avec l’es-
timation au sens des moindres carre´s. Cependant, dans les applications
de type compression d’image qui nous inte´ressent ici, cette mesure ne
rend pas bien compte de la distorsion perc¸ue par l’oeil humain. Des al-
ternatives ont e´te´ propose´es mais en ge´ne´ral, elles sont hautement non
line´aires et difficiles a` manipuler ([68]). On conserve donc pour le mo-
ment l’erreur quadratique comme mesure de distorsion, en remarquant
que diminuer l’erreur quadratique signifie souvent ame´liorer la qualite´
visuelle de reconstruction. Cette mesure peut ensuite eˆtre corrige´e via
l’introduction de coefficients de ponde´ration permettant de mieux s’ap-
procher de notre sensibilite´ perceptuelle sans compliquer l’optimisation
mathe´matique.
Pour un signal source multidimensionnel y∈YN et son pendant reconstruit
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Dy,s de´pend de la re´alisation y et du sche´ma de codage utilise´ s via la
re´alisation reconstruite yˆ.
La distorsion moyenne, note´e D¯Y,s, est alors
D¯Y,s = EY,Yˆ[Dy,s], (1.11)
ou` E
Y,Yˆ[Dy,s] est l’espe´rance mathe´matique de Dy,s par rapport a` la distribu-
tion de (Y, Yˆ). D¯Y,s de´pend de la source Y et du sche´ma de codage utilise´ s
via la source reconstruite Yˆ.
1.1.2 Fonction de´bit-distorsion
On distingue deux grands types de codage : les codages avec et sans perte.
Codage sans perte
Lors d’un codage sans perte, l’information reconstruite est l’exacte copie de
l’information originale ; il n’y a pas de distorsion entre l’information originale
et l’information reconstruite. On cherche alors a` de´terminer le sche´ma de




ou` S est l’ensemble des sche´mas de codage possibles.
Dans ce cas, la the´orie de l’information affirme que le de´bit atteignable par un
codage sans perte est borne´ infe´rieurement par l’entropie de la source de´finie
par les de´finitions 1, 2 et le the´ore`me 1 ci-dessous.
De´finition 1 (Entropie d’une source discre`te) L’entropie H(Y) d’une variable
ale´atoire Y est de´finie par
H(Y) = − ∑
y∈Y
p(y) log2 p(y). (1.13)
H(Y) ≥ 0 avec e´galite´ si et seulement si une re´alisation y∈Y de Y se produit
avec une probabilite´ 1.
De´finition 2 (Entropie conditionnelle d’une source discre`te) Pour deux va-
riables ale´atoires Y1 et Y2 a` re´alisations dans Y1 et Y2 respectivement, l’entropie
conditionnelle H(Y2|Y1) est de´finie par




p(y2, y1) log2 p(y2|y1). (1.14)
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The´ore`me 1 (Re`gle de chaıˆne) Pour un vecteur ale´atoire Y = [Y1, . . . , YN ],




H(Yi|Yi−1, . . . , Y1). (1.15)






si et seulement si les {Yi}Ni=1 sont inde´pendants.
Le codage sans perte repre´sente un enjeu important lorsqu’une recons-
truction parfaite de la source est ne´cessaire. Cependant, cette exigence
restreint conside´rablement les capacite´s de compression. Lorsque l’applica-
tion conside´re´e supporte une certaine distorsion de la source reconstruite, le
codage avec perte s’ave`re donc plus inte´ressant.
Codage avec perte
Lors d’un codage avec perte, on ne retient qu’une partie de l’information
originale, juge´e pertinente. Il y a donc une distorsion non nulle entre l’infor-
mation originale et l’information reconstruite. On cherche alors a` de´terminer
le sche´ma de codage s? qui minimise le de´bit moyen sous contrainte d’une
distorsion moyenne donne´e, i.e.,
s? = argmin
s∈S
R¯Y,s soumis a` D¯Y,s ≤ D¯c (1.17)
ou` D¯c est une distorsion cible fixe´e.
Cette optimisation est ge´ne´ralement tre`s complique´e a` re´soudre. Une ap-
proche sous-optimale consiste a` restreindre l’ensemble complet des sche´mas de
compression possibles S a` un sous-ensemble Sr de sche´mas de compression
particuliers, par exemple constitue´s des meˆmes types d’ope´rations, comme on
le verra a` la section 1.5.
La limite de performance de´bit-distorsion atteignable par un sche´ma de
compression s? solution de (1.17) est donne´e par une fonction de´bit-distorsion
R(D) (appele´e OPTA pour Optimum Performance Theoretically Attainable).
Cette fonction e´tablit la quantite´ d’information minimale ne´cessaire a` la
repre´sentation d’une source pour une distorsion donne´e, ou inversement, la
distorsion minimale atteignable pour un de´bit donne´. Elle est formalise´e par
le the´ore`me 2 et utilise la notion d’information mutuelle, de´finie en fonction
de l’entropie comme suit.
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De´finition 3 (Information mutuelle) L’information mutuelle entre deux vecteurs
ale´atoires Y et X est donne´e par
I(Y;X) = H(Y)− H(Y|X). (1.18)
The´ore`me 2 (The´ore`me De´bit-Distorsion) La fonction de´bit-distorsion d’une
source Y i.i.d. de distribution de probabilite´ p(y) associe´e a` la mesure de distorsion




ou` YˆND¯c = {Yˆ|D¯Y,s ≤ D¯c} et I(Y; Yˆ) est l’information mutuelle entre Y et Yˆ.
En pratique, la fonction OPTA n’est connue dans sa forme analytique que pour
des sources simples, comme des sources gaussiennes. Au dela`, le calcul s’ave`re
rapidement trop complexe. En outre, la de´finition meˆme de la fonction exige
de caracte´riser la source de fac¸on probabiliste, ce qui peut eˆtre proble´matique
dans le cas de sources complexes, comme les images ou les vide´os. Enfin, les




Atteindre la limite de performance de´bit-distorsion ne´cessite donc de
connaıˆtre la distribution statistique de la source. Or, il n’existe pas de dis-
tribution de´crivant de fac¸on fine les signaux images. Comme nous l’avons
e´voque´ dans la section pre´ce´dente, l’optimisation (1.17) est donc re´alise´e sur
un ensemble restreint de sche´mas de compression. Cet ensemble est de´fini par
un certain nombre d’hypothe`ses probabilistes sur le signal (explicites ou plus
souvent implicites) valide´es expe´rimentalement a posteriori.
Une hypothe`se naturelle, tre`s couramment exploite´e, suppose des
de´pendances statistiques entre les pixels. Ainsi beaucoup de sche´mas de com-
pression tendent a` structurer la redondance pre´sente dans l’image de fac¸on a`
permettre une manipulation plus aise´e de l’information et in fine, un codage
moins couˆteux. On cherchera par exemple a` concentrer l’information dans
un petit nombre d’e´le´ments : une image contenant des pixels de meˆme cou-
leur pourra alors possiblement eˆtre parfaitement de´crite via un unique coef-
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ficient. Deux grands types de techniques permettent de structurer la redon-
dance inter-pixel :
 le codage par transformation,
 le codage pre´dictif.
Elles font l’objet des deux sections suivantes 1.3 et 1.4 et des chapitres de
contributions 3 et 4.
Dans la suite de ce manuscrit, on s’inte´ressera exclusivement aux sche´mas
de compression avec perte. Par de´finition, et comme nous l’avons e´voque´ dans
la section pre´ce´dente, ce type de codage repose sur l’extraction de l’information
juge´e pertinente. Cette ope´ration peut eˆtre re´alise´e de plusieurs fac¸ons, chacune
re´pondant a` des hypothe`ses particulie`res sur le signal. La plus courante est ap-
pele´e quantification et consiste a` repre´senter l’information par des symboles
pris dans un ensemble fini appele´ alphabet de quantification. Il existe la` en-
core plusieurs types de quantification, nous abordons les plus utilise´s dans la
section 1.2.3.
Une fois quantifie´e, l’information peut eˆtre transcrite en une se´quence de
bits. On parle alors de codage entropique binaire. Le choix d’un codage entro-
pique est fortement lie´ a` la nature de l’information a` coder. On pourra par
exemple pre´fe´rer un codage par “symbole” ou en “bloc” suivant les cas. La
sous-section 1.2.2 expose quelques e´le´ments the´oriques du codage entropique.
Les trois e´tapes “structuration de la redondance”/“extraction de l’infor-
mation pertinente”/“codage entropique” sont re´alise´es a` l’encodeur et per-
mettent de repre´senter une image en une se´quence de bits (que l’on veut la
plus petite possible). Le de´codeur, quant a` lui, ope`re a` l’inverse, en reconstrui-
sant l’image a` partir de la se´quence de bits.
Les e´tapes de codage entropique et de structuration de la redondance sont
en ge´ne´ral inversibles. Ce sont des ope´rations “sans perte”. Ce n’est pas le cas
pour l’e´tape de quantification, qui ne conserve qu’une partie seulement de
l’information originale.
La figure 1.1 pre´sente une illustration sche´matique de la chaıˆne standard
comple`te d’encodage/de´codage. De fac¸on simplifie´e, on repre´sente ici l’e´tape
de structuration de la redondance par un ope´rateur inversible t. Un ope´rateur
c e´galement inversible correspond a` l’e´tape de codage entropique. Enfin, on
note q l’e´tape d’extraction de l’information re´alise´e a` l’encodage et son pen-
dant - mais pas inverse ! - h, l’e´tape d’approximation de l’information re´alise´e
au de´codage. Pour des raisons de simplicite´, le signal source est vu ici comme
une variable ale´atoire unidimensionnelle Y.















Figure 1.1 Illustration des diffe´rentes e´tapes formant un sche´ma de compression complet
Dans la suite de cette section, nous nous re´fe´rerons aux notations de la fi-
gure 1.1 pour repre´senter les signaux qui nous occupent a` chaque e´tape. Nous
de´taillons dans les sous-sections 1.2.2 et 1.2.3 les e´tapes de codage entropique
et de quantification.
1.2.2 Codage entropique
On se restreint dans un premier temps a` l’e´tude du codage entropique
par symbole. Dans ce type de codage, chaque coefficient du vecteur source
conside´re´ est code´ se´pare´ment. Reprenant les notations de la figure 1.1, on
conside`re alors une source X˜, variable ale´atoire a` re´alisations dans l’ensemble
X˜ , appele´ alphabet. Cet ensemble est suppose´ fini, comme l’est, par exemple,
un alphabet de quantification. L’ope´ration de codage entropique est une
ope´ration inversible, sans perte, de´finie comme suit.




x˜ 7→ x˜c = c(x˜),
(1.20)
ou` A est un ensemble de se´quences de symboles de taille finie.
c(x˜) repre´sente la se´quence de symboles - ou mot de code - associe´e a` la
re´alisation x˜ ; lx˜ est sa longueur (i.e., le nombre de symboles utilise´s dans
c(x˜)). A est appele´ code. Il est dit binaire si les symboles utilise´s pour former
les mots de code sont 0 et 1. Dans la suite de cette section, on conside`re un tel
codage. On cherche alors a` minimiser le nombre de bits moyen utilise´s pour
repre´senter les re´alisations de X˜. L’ope´ration de codage e´tant une ope´ration
sans perte, cela revient a` approcher le plus possible la borne sur le de´bit
de´finie par l’entropie de la source X˜ (cf. sous-section 1.1.2).
Codage a` longueur fixe (FLC pour fixed length code en anglais)
Tous les e´le´ments de l’ensemble X˜ peuvent eˆtre repre´sente´s par des mots
de codes de meˆme longueur lx˜ = dlog2 |X˜ |e bits. Ce codage n’est optimal
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(i.e., il n’atteint l’entropie de la source) que pour des sources X˜ uniformes,
i.e., pour lesquelles tous les mots de code ont la meˆme probabilite´ d’eˆtre
utilise´s (appele´e probabilite´ d’apparition). Dans tous les autres cas, il est
plus inte´ressant de prendre en compte les fre´quences d’utilisation relative
a` chaque mot de code en utilisant des codes a` longueur variable. Le but est
alors d’optimiser le code A pour minimiser R¯X˜,c (de´fini par l’expression (1.3))
et approcher ainsi l’entropie de la source.
Code pre´fixe
Un code binaire est appele´ code pre´fixe si aucun mot de code n’est pre´fixe
d’un autre mot de code. Cette de´finition est appele´ condition de pre´fixe.
Les deux exemples suivants (emprunte´s a` Mallat dans [68]) illustrent cette
de´finition.
Conside´rons le code qui a` {x˜1, x˜2, x˜3, x˜4} associe les mots binaires
{c(x˜1) = 0, c(x˜2) = 10, c(x˜3) = 110, c(x˜4) = 101}.
Ce code ne ve´rifie pas la condition de pre´fixe et conduit a` des ambiguı¨te´s
de de´codage. Ainsi, le message 1010 peut correspondre a` c(x˜2)c(x˜2) ou a`
c(x˜4)c(x˜1).
Inversement, le code
{c(x˜1) = 0, c(x˜2) = 10, c(x˜3) = 110, c(x˜4) = 111}
ve´rifie la condition de pre´fixe. Tout message code´ par ce code sera de´code´ de
manie`re unique.
Le the´ore`me de Shannon (the´ore`me 3) de´finit les bornes sur le de´bit moyen
atteignable par un code pre´fixe optimal (i.e., de longueur moyenne minimale).
The´ore`me 3 (Shannon) Il existe un code pre´fixe c? tel que
H(X˜) ≤ R¯X˜,c? ≤ H(X˜) + 1. (1.21)
Codage de Huffman
Un code pre´fixe optimal peut eˆtre construit par un algorithme simple propose´
par Huffman dans [51]. Cet algorithme construit un arbre binaire minimisant
le nombre de bits moyen R¯X˜,c. Les correspondances entre symboles et mots
de code forment alors une table que le de´codeur devra connaıˆtre pour trans-
crire les se´quences binaires en symboles de X˜ (le cas e´che´ant, il faudra la lui
transmettre).
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La figure 1.2 illustre par un exemple pratique le de´roulement de l’algo-
rithme de Huffman. Une description the´orique de´taille´e peut eˆtre trouve´e
dans [20].









L’algorithme de Huffman additionne successivement les deux probabilite´s les plus petites pour re´aliser un
arbre binaire de fac¸on bottom-up (i.e., des feuilles a` la racine). Ici, l’algorithme atteint la racine de l’arbre
en 6 ite´rations :
(0) pe = 0.1, pr = 0.1, pn = 0.1, pg = 0.1, pm = 0.1, pa = 0.2, pi = 0.3
(1) pn = 0.1, pg = 0.1, pm = 0.1, pre = 0.2, pa = 0.2, pi = 0.3
(2) pm = 0.1, pre = 0.2, png = 0.2, pa = 0.2, pi = 0.3
(3) png = 0.2, pa = 0.2, pmre = 0.3, pi = 0.3
(4) pmre = 0.3, pi = 0.3, pang = 0.4
(5) pang = 0.4, pimre = 0.6





















La table de Huffman correspondante est alors :








Figure 1.2 Exemple d’utilisation de l’algorithme de Huffman
On peut montrer (cf. [20]) qu’il n’existe pas d’autres codes pre´fixes de lon-
gueur moyenne plus petite que celle atteinte par un code construit par l’algo-
rithme de Huffman. Cet algorithme est optimal et satisfait donc le the´ore`me
de Shannon.
Toutes les conside´rations d’optimalite´ conside´re´es ci-dessus sont prises
au sens du codage par symbole. Ce type de codage peut s’ave´rer assez peu
inte´ressant lorsque l’entropie de la source est faible (par exemple pour |X˜ | pe-
tit). Dans ce cas en effet, le surcouˆt potentiel de 1 bit pose´ par le the´ore`me de
Shannon devient important.
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Une solution a` ce proble`me est de travailler sur des “blocs” (i.e., des suites)
de plusieurs symboles. On peut alors montrer la proposition 1.
Proposition 1 Le code de Huffman ch pour un bloc de taille n requiert en moyenne
un nombre de bits par symbole qui ve´rifie




Une preuve de cette proposition est donne´e dans [68]. On note que lorsque
n→ +∞, i.e., lorsque l’on traite des se´quences de bits tre`s longues, les perfor-
mances en de´bit atteignables par un codeur de Huffman tendent vers l’entro-
pie de la source X˜.
Cependant, l’algorithme de Huffman n’est pas ide´al pour le codage
par bloc. Pour une longueur de bloc n, il ne´cessite le calcul des probabi-
lite´s de toutes les combinaisons de n symboles et une modification de la
longueur des blocs entraıˆne un recalcul complet. Le codage arithme´tique
permet d’e´tendre facilement la longueur des blocs sans re´initialiser les calculs.
Codage arithme´tique
Introduit par Rissanen en 1976 dans [92], le codage arithme´tique enregistre
les symboles de fac¸on plus structure´e qu’un codage de Huffman. Le code
est construit progressivement au fur et a` mesure de la prise en compte des
symboles.
Le codage arithme´tique proce`de par partitionnement successif de l’inter-
valle [0, 1], re´sultant en un de´coupage de [0, 1] en |X˜ |n intervalles, ou` |X˜ | est
le nombre de symboles de X˜ et n est la longueur du bloc conside´re´. Chaque
intervalle caracte´rise alors une se´quence de n symboles possible, et ce sans
ambiguı¨te´.
Cette affirmation est illustre´e par la figure 1.3 qui pre´sente le codage
arithme´tique de la se´quence ’imaginaire’ introduite pre´ce´demment dans la
figure 1.2. On trouve une formalisation du codage arithme´tique dans [68].
Lorsque la taille des blocs augmente, la longueur des intervalles de codage
diminue et leur nombre augmente. La transcription binaire des e´le´ments choi-
sis pour repre´senter chaque intervalle de codage est calcule´e progressivement
en ajoutant des bits au fur et a` mesure de l’augmentation de la se´quence de
symboles code´e. Witten et al. en proposent dans [114] des imple´mentations
efficaces. Notant [a, a + b] un intervalle de codage, b correspondra a` la proba-
bilite´ d’apparition du bloc conside´re´ et la se´quence binaire associe´e aura une
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Reprenons la se´quence de symboles ’imaginaire’. Dans cet exemple pre´cis, |X˜ | = 7 et n = 10,
’imaginaire’ est une se´quence possible parmi 710 possibilite´s.
Dans un premier temps, on associe a` chaque symbole un intervalle dans l’espace des probabilite´s dont la
longueur de´pend de sa probabilite´ d’apparition (donne´e dans la figure 1.2) :
0 10.3 0.4 0.6 0.7 0.8 0.9
i m a g n r e
Cette table d’association devra eˆtre connue du de´codeur.










































Pour une taille de bloc e´gale a` 10, l’intervalle [0.1057341612, 0.1057341720[ caracte´rise la se´quence
’imaginaire’ sans ambiguı¨te´. De plus, comme les intervalles ne se recoupent pas, n’importe quel e´le´ment
de [0.1057341612, 0.1057341720[ suffit a` de´terminer l’intervalle de codage.
Figure 1.3 Exemple d’utilisation du codage arithme´tique
longueur lb telle que
−dlog2 be ≤ lb ≤ −dlog2 be+ 2. (1.23)
On peut alors ve´rifier qu’un code arithme´tique ca permet d’atteindre un
nombre de bits moyen par symbole tel que




Ses performances sont donc le´ge`rement moins bonnes que celles obtenues par
un codage de Huffman (notons que lorsque n → +∞, l’e´cart de performance
avec le codage de Huffman est tout a` fait ne´gligeable), mais sa relative
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simplicite´ et sa grande adaptativite´ en fait un codage tre`s souvent utilise´.
Codage par plages de ze´ros
Le codage par plages de ze´ros - Run-Length Encoding (RLE) en anglais -
est utilise´ pour des blocs constitue´s de symboles binaires uniquement. Ici,
ce ne sont pas les probabilite´s d’apparition des symboles qui servent de
base a` l’encodage mais les probabilite´s d’apparition des suites de symboles
identiques (par exemple 000, 11, etc...).
Une fois ces probabilite´s d’apparition e´tablies, l’algorithme proce`de
comme un codeur entropique “classique”, par exemple, comme l’algorithme
de Huffman en construisant un arbre binaire de fac¸on bottom-up. Il suffit alors
d’indiquer au de´codeur le premier symbole du bloc (par exemple 0 ou 1) - ou
de fixer une re`gle du premier symbole, par exemple 1, et ajouter 0 comme
“longueur” possible de suite lors de l’apprentissage de la table - avant de
transmettre le code binaire proprement dit.
Ce type de codage est tre`s populaire. On le trouve dans le standard de
compression JPEG par exemple, utilise´ pour coder les indices des coefficients
de transforme´e non nuls (on a alors des blocs de 0 et 1 qui se preˆtent tre`s bien
au codage par plages). Le format de compression JPEG est de´crit de fac¸on plus
approfondie dans la sous-section 1.3.3.
1.2.3 Quantification
La quantification pre´ce`de le codage entropique. Son objectif est double : ex-
traire l’information juge´e pertinente et faciliter le codage entropique. L’infor-
mation quantifie´e doit alors pouvoir eˆtre de´crite par un nombre de symboles
suffisamment petit pour atteindre de bonnes performances en de´bit mais aussi
suffisamment grand pour ne pas trop de´te´riorer l’information originale.
Dans cette sous-section, nous pre´sentons quelques me´thodes de quantifi-
cation et de´rivons la fonction de´bit-distorsion OPTA pour l’une d’entre elles.
Reprenant les notations de la figure 1.1 e´tendues au cas multidimen-
sionnel, on conside`re une source X = [X1, . . . , XN ]T , vecteur ale´atoire a`
re´alisations dans X N . Cet ensemble peut eˆtre continu et non borne´, comme
- c’est souvent le cas - l’ensemble des re´els. L’ope´ration de quantification est
une ope´ration non inversible, de´finie comme suit.
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De´finition 5 Une quantification est une ope´ration
q :
{
X N → X˜ N ,
x 7→ x˜ = q(x), (1.25)
de l’ensemble X N vers l’ensemble fini X˜ N .
Une quantification scalaire approxime chaque coefficient de x
inde´pendamment les uns des autres de sorte que q est constitue´ de N
ope´rations se´pare´es. Lorsque les coefficients de x sont tre`s interde´pendants,
un quantificateur vectoriel qui quantifie ensemble les N coefficients de x
peut nettement ame´liorer la performance d’un quantificateur scalaire. Ce-
pendant, un quantificateur vectoriel est d’une plus grande complexite´ qu’un
quantificateur scalaire. Si une e´tape de structuration de la redondance est
utilise´e en outre de la quantification, les coefficients qui en re´sulteront seront
par de´finition moins de´pendants les uns des autres, et le gain apporte´ par le
quantificateur vectoriel ne vaudra pas le couˆt de calcul. Les quantificateurs
scalaires sont donc en pratique plus souvent utilise´s.
Dans les sche´mas de codage que nous proposerons par la suite, nous
utiliserons e´galement une quantification scalaire. Nous de´taillons donc ici
plus spe´cifiquement ce type de quantification, mais renvoyons le lecteur
curieux au livre de Gersho et Gray [41] pour une pre´sentation approfondie de
la quantification vectorielle.
Quantification scalaire
Puisqu’une quantification scalaire de X N vers X˜ N peut eˆtre vue comme
N ope´rations se´pare´es, e´tudier un quantificateur scalaire de dimension N
revient a` e´tudier N quantificateurs unidimensionnels. Dans la suite de cette
sous-section, on conside`re donc un quantificateur scalaire q avec N = 1 et la
variable ale´atoire X a` re´alisations dans X .
Si X = [a, b] (avec e´ventuellement a = −∞, b = +∞), l’ope´ration
de quantification revient a` partitionner l’intervalle [a, b] en K intervalles
{]αk−1, αk]}1≤k≤K, puis a` associer a` chaque valeur x un point de quantifica-
tion x˜k tel que
∀x ∈]αk−1, αk], q(x) = x˜k. (1.26)
La longueur de chaque intervalle de quantification ]αk−1, αk] est appele´e pas
de quantification et est note´ ∆k , αk − αk−1.
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Quantificateur de haute re´solution
Un quantificateur est dit de haute re´solution si la distribution de probabilite´s
de la variable X, p(x), peut eˆtre vue comme constante sur chaque intervalle
de quantification ]αk−1, αk].
C’est le cas si les pas de quantification ∆k sont suffisamment petits par rapport
aux variations de p(x) pour que l’on puisse ne´gliger ces variations sur chaque
intervalle de quantification.
La proposition suivante donne une expression de l’erreur quadratique
moyenne D¯X,q d’un quantificateur de haute re´solution en fonction des pas
de quantification ∆k. Une preuve peut eˆtre trouve´e dans [68].
Proposition 2 Pour un quantificateur de haute re´solution, l’erreur quadratique









Pr{X ∈]αk−1, αk]}∆2k , (1.27)




Un quantificateur scalaire uniforme est un quantificateur scalaire pour lequel
tous les pas de quantification sont identiques :
∆k = ∆ ∀k ∈ {1, . . . , K}. (1.28)






La distorsion est alors inde´pendante de la source.
Dans la sous-section 1.2.2, nous avons vu que le codage entropique,
ope´ration sans perte, cherche a` s’approcher au mieux de l’entropie de X˜.
Pre´ce´dant le codage entropique, une quantification optimale est donc une
quantification qui minimise l’entropie H(X˜) sous contrainte d’une distorsion
donne´e.
Dans [42], Gish et Pierce ont e´tablit une relation entre l’entropie H(X˜) et
l’entropie diffe´rentielle de X formalise´e dans la de´finition 6. C’est le re´sultat
du the´ore`me 4.
20 Chapitre 1. Compression d’image




p(x) log2 p(x)dx. (1.30)
The´ore`me 4 (Gish et Pierce) Si q est un quantificateur de haute re´solution par
rapport a` p(x), alors
H(X˜) ≥ Hd(X)− 12 log2(12D¯X,q). (1.31)
Il y a e´galite´ si et seulement si q est un quantificateur uniforme.
Ce the´ore`me montre que sous hypothe`se de haute re´solution, le quanti-
ficateur scalaire optimal est un quantificateur scalaire uniforme. Supposant
que le codage entropique est optimal et atteint l’entropie H(X˜), on obtient






La quantification scalaire uniforme de haute re´solution est l’une des rares
ope´rations avec perte re´alise´es sur des signaux images dont on sache calcu-
ler et exprimer analytiquement la fonction de´bit-distorsion OPTA.
Lorsque la condition de haute re´solution n’est pas satisfaite, le quanti-
ficateur scalaire uniforme n’est pas optimal. On cherche alors a` construire
un quantificateur propre aux donne´es que l’on cherche a` quantifier. Dans le
cas particulier ou` l’on utilise un codeur entropique a` longueur fixe, le de´bit
est directement proportionnel au nombre de points de quantification. Le
quantificateur optimal sera alors celui qui minimise la distorsion de quanti-
fication sous contrainte d’un nombre fixe´ de points de quantification. Lloyd
en 1957 [64] et Max en 1960 [76] ont de´termine´ deux conditions ne´cessaires
pour la construction de tels quantificateurs : la re`gle dite du plus proche
voisin et la condition du centroı¨de. Ces deux conditions sont a` la base des
algorithmes d’apprentissage d’alphabet de quantification, dont le plus utilise´
est l’algorithme de Lloyd-Max (cf. [41]).
Quantificateur uniforme a` zone morte
Un quantificateur scalaire a` zone morte - dead-zone en anglais - est un quan-
tificateur scalaire ou` l’intervalle autour de ze´ro est plus large. La zone morte
- ou dead-zone -, note´e T, qualifie cet intervalle, qui permet a` l’ensemble des
valeurs conside´re´es comme petites, d’eˆtre quantifie´es a` une seule et meˆme
valeur ze´ro.
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Stricto sensus, ce type de quantificateur est non-uniforme (T 6= ∆). Toute-
fois, si tous les autres pas de quantification sont e´gaux, on qualifie le quanti-
ficateur de uniforme a` zone morte, et si T reste de grandeur comparable aux
autres pas de quantification, on conside`re que l’expression (1.29) reste valide.
Ce type de quantificateur est tre`s re´pandu en compression d’image. C’est
celui que nous utiliserons dans les sche´mas de compression que nous pro-
poserons dans la suite de ce manuscrit, en pre´cisant la longueur de la zone
morte.
La figure 1.4 pre´sente une illustration des quantificateur scalaire uni-
forme et quantificateur scalaire uniforme a` zone morte. Sur la figure 1.4(a)
est repre´sente´ graphiquement un quantificateur scalaire uniforme de pas de
quantification ∆ tandis que la figure 1.4(b) montre un quantificateur scalaire































Figure 1.4 Illustration des quantificateur scalaire uniforme (a) et quantificateur scalaire uniforme a` zone morte
(b, ici T = 2∆)
1.3 Codage par transformation
La transformation est l’une des deux principales me´thodes utilise´es pour
structurer la redondance pre´sente dans l’image.
Dans cette section, nous pre´sentons le principe ge´ne´ral du codage par
transformation, et les bases the´oriques sur lequel il repose. Puis nous
e´tablissons un bref e´tat de l’art des transformations utilise´es dans la litte´rature,
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avant de de´crire deux formats de compression base´s sur le codage par trans-
formation, les standard JPEG et JPEG2000.
1.3.1 Principe ge´ne´ral
L’ide´e de codage par transformation a e´te´ introduite par Kramer et Ma-
thews en 1956 (cf. [57]). Reprenant les notations de la figure 1.1 e´tendues
au cas multidimensionnel, on conside`re une source Y = [Y1, . . . , YN ]T , vec-
teur ale´atoire a` re´alisations dans YN . L’ope´ration de transformation est une
ope´ration sans perte, inversible, de´finie comme suit.
De´finition 7 Une transformation est une ope´ration
t :
{
YN → X N ,
y 7→ x = t(y), (1.33)
de l’ensemble YN vers l’ensemble X N .
Le plus souvent, on parlera de transformations line´aires, de sorte que
t(y) = Ty, ou` T est appele´e matrice ou base de transformation.
Le but de la transformation est de repre´senter le vecteur signal y,
re´alisation du vecteur ale´atoire Y, avec un petit nombre de coefficients
de´corre´le´s, re´alisations xi de variables ale´atoires Xi. Ayant ainsi concentre´ l’in-
formation, on espe`re quantifier et coder ces coefficients plus efficacement.
Pourtant, il n’existe pas de re´sultat the´orique e´tablissant l’inte´reˆt de la
de´corre´lation : meˆme si les variables Xi sont inde´pendantes (par exemple,
de´corre´le´es et gaussiennes), la the´orie de l’information montre que la
quantification vectorielle sera toujours meilleure en terme de performance
de´bit-distorsion que la quantification scalaire. En pratique cependant, on
a pu constater que plus les variables Xi sont inde´pendantes ou du moins
de´corre´le´es, plus la quantification scalaire est efficace et moins il y a a` gagner
a` utiliser une quantification vectorielle, complexe a` mettre en oeuvre.
Deux autres arguments, l’un intuitif, l’autre subjectif, peuvent e´galement
renforcer cette observation. L’argument intuitif tient dans l’ide´e que le codage
par transformation ope`re comme un simple quantificateur vectoriel : il prend
avantage de la redondance pre´sente dans le vecteur d’entre´e pour mieux co-
der le vecteur entier, il le fait alors d’une fac¸on simple et ad hoc qui permet
ensuite de re´aliser la quantification par des quantificateurs scalaires. Enfin,
on a pu montrer que certains syste`mes biologiques comme l’oreille ou l’oeil
qui nous inte´resse ici semblent ope´rer dans le domaine transforme´ : l’oeil, par
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exemple, est peu sensible aux variations rapides (correspondant aux hautes
fre´quences dans le domaine fre´quentiel).
On peut donner une intuition mathe´matique de l’inte´reˆt de la transforma-
tion en conside´rant un codage sans perte constitue´ des seules deux ope´rations
de transformation et codage entropique. Dans la suite de cette section, nous
assimilerons donc le vecteur ale´atoireX re´sultant de la transformation du vec-
teur Y au vecteur ale´atoire X˜ “entrant” dans le codeur entropique. On com-
prend alors que la transformation aura pour objectif de minimiser le de´bit at-
teignable par le codeur entropique et ainsi de s’approcher de l’entropie jointe
H(Y).
La meilleure performance en de´bit que peut atteindre un sche´ma de com-
pression est l’entropie jointe de la source H(Y). Or, puisque la transformation
est une ope´ration inversible, on a
H(Y) = H(X), (1.34)
et la re`gle de chaıˆne e´tablit que









Si le codage utilise´ est un codage entropique par symbole de type Huffman
ou arithme´tique, nous avons vu dans la sous-section 1.2.3 que l’optimalite´ est
obtenue pour un de´bit e´gal a` la somme des entropies ∑i H(Xi). Une fac¸on
d’atteindre l’entropie jointe de la source H(Y) est alors de rendre les coeffi-
cients Xi inde´pendants. C’est l’objet de la transformation. Plus pre´cise´ment, la
transformation cherche a` de´corre´ler les coefficients Xi afin de s’approcher de
leur inde´pendance. On a alors





Pour un signal quelconque, il est tre`s difficile de calculer la base de trans-
formation “optimale”, i.e., re´sultant en des coefficients de transformation
inde´pendants. Mais si le signal Y est un vecteur ale´atoire gaussien, les co-
efficients de transformation Xi sont des variables gaussiennes dans n’importe
quelle base de transformation, et dans ce cas, on montre que la base de trans-
formation optimale est la base de Karhunen-Loe`ve (KLT pour Karhunen-
Loe`ve Transform en anglais). Cette base diagonalise la matrice de cova-
riance du vecteur X, re´sultant en une de´corre´lation comple`te des coeffi-
cients Xi. Les coefficients e´tant gaussiens, leur de´corre´lation entraıˆne leur
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inde´pendance. Dans le cas ge´ne´ral (non-gaussien), la base de Karhunen-Loe`ve
ne sera pas optimale car les coefficients de transformation obtenus ne seront
pas inde´pendants, mais du moins seront-ils de´corre´le´s, ame´liorant ainsi les
performances d’un codage entropique par symbole.
Si elle constitue ainsi la solution la plus adapte´e pour la de´corre´lation des
coefficients Xi, la KLT pre´sente l’inconve´nient d’eˆtre complexe en calcul
(elle repose sur une analyse en composantes principales) et de´pendante des
donne´es. On la remplace en pratique par la transforme´e en cosinus discret
(DCT pour Discrete Cosine Transform en anglais), introduite en 1974 dans [2].
Shanmugam montre en effet dans [98] que cette transforme´e et la KLT sont
proches (elles sont ainsi asymptotiquement e´quivalentes si la matrice de co-
variance du signal Y est une matrice de Toeplitz). La DCT est tre`s populaire
et fre´quemment utilise´e dans les sche´mas de compression par transformation.
Le format de compression JPEG, de´crit dans la sous-section 1.3.3, en est un
exemple.
D’autres codages, comme le codage par plages de ze´ros, seront d’autant
plus efficaces que la transformation favorisera une “parcimonie structure´e”
des coefficients, i.e., avec beaucoup de ze´ros successifs et tre`s peu de coeffi-
cients non nuls. Le codage EZW introduit par Shapiro dans [100], par exemple,
utilise les de´pendances intere´chelles entre les coefficients issus d’une trans-
formation en ondelettes. Dans ce cas, ce sont les entropies conditionnelles
H(Xi|Xi−1, . . . , X1) que l’on cherche a` approcher au mieux afin, in fine, d’at-
teindre l’entropie jointe H(Y).
1.3.2 Etat de l’art
Les recherches mene´es dernie`rement en compression par transformation
tendent a` montrer que l’adaptation de la transforme´e aux caracte´ristiques lo-
cales de l’image permet une ame´lioration notable des performances. En pra-
tique, l’optimisation de la transforme´e peut eˆtre re´alise´e a` deux niveaux :
 dans le domaine spatial, en adaptant le support de la transforme´e,
 dans le domaine transforme´, en adaptant les atomes de la base de projec-
tion aux caracte´ristiques du signal que l’on cherche a` de´crire.
Plusieurs contributions conside´rant ces approches peuvent eˆtre trouve´es
dans la litte´rature.
L’adaptation du support de la transforme´e exploite l’ide´e d’appliquer la
transformation sur des blocs de l’image plutoˆt que sur l’image en entier. Cette
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approche peut en effet non seulement avoir un inte´reˆt en terme de couˆt de cal-
cul, mais e´galement en terme de performance de´bit-distorsion. Plusieurs tech-
niques peuvent eˆtre conside´re´es. La plus simple est le de´coupage de l’image
en blocs de taille fixe, par exemple de taille 8× 8 pixels comme dans le for-
mat de compression JPEG. Mais on trouve, par exemple dans [13], l’utilisation
d’une DCT sur des blocs de tailles diffe´rentes via un quadtree [45, 104, 102].
Version anisotropique du quadtree, le bintree [97] permet une segmentation
en blocs rectangulaires (nous y reviendrons dans la sous-section 3.2.3). Plus
re´cemment, des arbres plus complexes ont e´te´ propose´s, comme un bintree
adaptatif [52] ou des arbres segmentant l’image en polygones [116]. Enfin dans
[78], ce sont des me´thodes de chevauchement de blocs qui sont conside´re´es et
compare´es.
Paralle`lement, de nouvelles transforme´es ont e´merge´es, tendant vers une
meilleure prise en compte des caracte´ristiques de l’image. Dans [50], les au-
teurs remplacent la DCT utilise´e dans un sche´ma de codage de type JPEG
par d’autres transforme´es, mieux adapte´es aux statistiques locales des blocs.
Dans la meˆme ide´e, Sezer et al. ([96]) optimisent un ensemble de bases sur un
ensemble d’entraıˆnement pour maximiser la parcimonie des vecteurs trans-
forme´s ; nous y ferons plus largement re´fe´rence dans le chapitre 3. On peut
e´galement citer les DCT directionnelles ([122]), ondelettes ([67]), ondelettes
oriente´es ([12]), curvelettes ([10]), contourlettes ([26]) et bandelettes ([61]), tre`s
efficaces pour de´crire les contours d’une image.
On trouve enfin des contributions conside´rant des approches hybrides,
adaptant la transformation dans les domaines spatial et transforme´. Ainsi,
dans [61], les auteurs optimisent la taille des blocs et la direction de bases de
bandelettes simultane´ment.
1.3.3 Formats de compression : JPEG et JPEG2000
Le formats de compression JPEG et JPEG2000 ont e´te´ propose´s respective-
ment en 1992 et 2000 par l’organisme de standardisation Joint Photographic
Experts Group. Ils constituent les deux formats de compression avec perte
d’image fixe les plus populaires et sont base´s tous deux sur un sche´ma de
codage par transformation.
JPEG
Comme nous l’avons e´voque´ dans la sous-section 1.3.2, le format JPEG
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proce`de par de´coupage de l’image en blocs de taille 8 × 8 pixels. Les blocs
sont alors traite´s successivement, d’abord transforme´s inde´pendemment via
l’utilisation d’une DCT, puis quantifie´s selon une matrice de quantification de
taille 8× 8.
Le premier coefficient quantifie´, appele´ DC, repre´sente la valeur moyenne
du bloc conside´re´ et est pre´dit a` partir du bloc encode´ pre´ce´demment. Ainsi,
seule la diffe´rence entre la valeur du coefficient DC courant et celle du coef-
ficient DC pre´ce´dant est encode´, typiquement beaucoup plus petite en valeur
absolue. Ce type de codage diffe´rentiel est appele´ DPCM, pour Differential
Pulse Code Modulation en anglais. Les 63 autres coefficients, appele´s AC, sont
encode´s en utilisant directement les valeurs des coefficients du bloc courant.
Figure 1.5 Ordre de scanning des coefficients de transformation utilise´ dans le format de compression JPEG
JPEG utilise un codeur entropique bidimensionnel. Les coefficients AC
sont traite´s selon un scanning en zigzag qui ordonnancent les coefficients
approximativement de la fre´quence la plus basse vers la fre´quence la plus
haute (cf. illustration de la figure 1.5). Les coefficients successifs quantifie´s a` 0
forment des plages de ze´ros interrompues par des coefficients quantifie´s non
nuls. Le codage conside`re alors des couples (longueur,valeur), ou` “longueur”
repre´sente le nombre de coefficients AC conse´cutifs nuls entre le coefficient
non nul courant et le coefficient non nul le pre´ce´dant, et “valeur” correspond
a` la valeur (non nulle) du coefficient courant. Un symbole spe´cial “fin de
bloc” (EOB pour End of Block en anglais) est utilise´ pour signaler la fin
des coefficients non nuls dans le bloc conside´re´. La se´quence de couples
(longueur,valeur) est alors compresse´e en utilisant des codes de Huffman ou
arithme´tique.
JPEG2000
Nous pre´sentons ici les principes fondamentaux du format de compression
JPEG2000. Une description plus de´taille´e peut eˆtre trouve´e dans [72].
Le format JPEG2000 est ne´ de l’ide´e de re´soudre certains proble`mes lie´s au
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format JPEG.
Le plus connu est l’effet de mosaı¨que, du au de´coupage en blocs de
l’image, qui apparait sur les images lorsque le taux de compression de-
vient important. Pour re´soudre ce proble`me, le codage JPEG2000 proce`de sur
l’image en entier (cependant un de´coupage en “tuiles” est e´galement pos-
sible).
L’image est d’abord de´compose´e en sous-bandes par une transformation
en ondelettes ([67]) sur plusieurs niveaux. Les coefficients issus de la trans-
forme´e sont ensuite quantifie´s scalairement par sous-bande, puis encode´s par
un codeur arithme´tique complexe appele´ EBCOT (pour “embedded block co-
ding with optimized truncation” en anglais). Nous ne de´crivons pas ici son
fonctionnement mais renvoyons le lecteur a` l’article de Taubman [106]. Cet en-
codage ge´ne`re un train (i.e., se´quence) binaire imbrique´ et organise´ de fac¸on
progressive. Il est dit scalable, i.e., le fichier compresse´ de l’image peut eˆtre
tronque´ a` n’importe quel endroit et permettre cependant un de´codage perti-
nent de l’image, re´sultant en une compression flexible et adaptative.
Enfin, JPEG2000 donne la possibilite´ de de´finir des re´gions d’inte´reˆt i.e.,
de spe´cifier a` l’encodeur des zones de l’image que l’on souhaite de meilleure
qualite´ et transmises en priorite´. Cette possibilite´ constitue un avantage
supple´mentaire non ne´gligeable par rapport au format de compression JPEG.
1.4 Codage par pre´diction
La pre´diction constitue la deuxie`me me´thode permettant de structurer
la redondance pre´sente dans une image. Nous en pre´sentons ici le principe
ge´ne´ral. Nous exposons ensuite l’exemple pratique de la pre´diction dite intra
utilise´e dans le format de compression vide´o H.264 puis terminons cette sec-
tion par un bref e´tat de l’art des me´thodes de pre´diction de´veloppe´es dans la
litte´rature.
1.4.1 Principe ge´ne´ral
Jusqu’a` pre´sent, nous n’avons conside´re´ que des codages sans me´moire,
ou` l’information est code´e inde´pendamment des actions passe´es a` l’encodeur
et au de´codeur. Cependant, la pre´dictabilite´ d’un signal peut constituer un
inte´reˆt non ne´gligeable : mieux on peut pre´dire un signal a` partir du passe´,
moins on aura besoin d’envoyer de nouvelles informations.
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La pre´dictabilite´ d’un signal est intimement lie´e a` l’ide´e de redondance.
Dans un codage vide´o, il pourra s’agir de redondance temporelle, entre
deux ou plusieurs images successives, et, si les images sont code´es via un
de´coupage en blocs, de redondance entre les blocs constituant une image.
Chacune de ces redondances donne lieu a` un type de pre´diction particulier :
pre´diction “inter”, exploitant la redondance temporelle, et pre´diction “intra”,
base´e sur la redondance entre blocs d’une meˆme image.
La pre´diction intra peut eˆtre similairement utilise´e dans le codage d’image
fixe base´ sur un de´coupage en blocs. C’est donc elle qui nous inte´resse parti-
culie`rement ici. La pre´diction peut eˆtre conside´re´e seule (suivie par exemple
d’une quantification vectorielle) ou associe´e a` une transformation. Il y a en
effet comple´mentarite´ entre les deux me´thodes : la transformation structure




Bloc code´ par pre´diction, connu du de´codeur
Bloc non pre´dit, code´ par un codage sans me´moire
Figure 1.6 Sche´ma de codage pre´dictif standard
Un sche´ma de codage pre´dictif standard est illustre´ sur la figure 1.6.
Les blocs situe´s le long du bord gauche et en haut de l’image constituent
la “base causale” du codage pre´dictif. Ils ne sont pas pre´dits mais encode´s
inde´pendamment via par exemple un codage par transformation. Les autres
blocs sont ensuite code´s par pre´diction successivement de la gauche vers la
droite et de haut en bas sur la base des blocs pre´ce´demment encode´s et re-
construits - formant la zone causale de la pre´diction. La zone causale peut va-
rier selon les sche´mas propose´s (en terme de taille et de position). Par exemple,
dans la pre´diction utilise´e dans le format de compression vide´o H.264 de´taille´e
dans la sous-section 1.4.2, la zone causale est constitue´e des pixels adjacents
au bloc que l’on souhaite pre´dire. Le bloc pre´dit est ensuite soustrait au bloc
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courant connu de l’encodeur, re´sultant en une information re´siduelle qui de-
vra eˆtre transmise au de´codeur. Cette information re´siduelle peut alors eˆtre
code´e par transformation par exemple.
1.4.2 Me´thode de pre´diction intra utilise´e dans H.264
La pre´diction intra utilise´e dans le format de compression H.264 repose
sur une division de l’image en macroblocs de taille 16× 16 pixels et en blocs
de taille 4× 4 pixels et 8× 8 pixels. Nous focalisons ici sur la pre´diction intra
re´alise´e sur des blocs de taille 4× 4 pixels mais re´fe´rons au livre de Richardson
([91]) pour une pre´sentation comple`te du format de compression H.264.
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Figure 1.7 Illustration de la pre´diction intra de type H.264 (a) et notations des pixels (b)
Il y a 9 modes de pre´diction pour les blocs de taille 4× 4 pixels. L’enco-
deur se´lectionne le mode de pre´diction qui minimise la diffe´rence entre le bloc
pre´dit P et le bloc original que l’on cherche a` encoder. La figure 1.7 montre un
bloc de taille 4 × 4 pixels que l’on souhaite pre´dire et sa zone causale. Les
pixels au dessus et sur la gauche (indice´s de A, . . . , O) ont e´te´ pre´ce´demment
encode´s et reconstruits et sont donc disponibles a` l’encodeur et au de´codeur.
Les pixels a, b, . . . , p du bloc pre´dit sont calcule´s sur la base des pixels A, . . . , O
comme illustre´ sur la figure 1.8.
Les fleˆches de la figure 1.8 indiquent la direction de pre´diction de
chaque mode. Pour les modes 3−8, les pixels pre´dits sont forme´s a` partir
d’une moyenne ponde´re´e des pixels A, . . . , O. Par exemple, si le mode 4 est
se´lectionne´, le pixel en haut a` droite du bloc conside´re´ (indice´ par d dans la




4 ]], ou` [[]] signifie ici “arrondi” a` l’entier
le plus proche.
Notons que le mode 8 ne peut eˆtre utilise´ que si le bloc situe´ en diagonal
30 Chapitre 1. Compression d’image































































O O O OO
O O O O
0. Vertical 1. Horizontal 2. DC 3. Diagonal down-left 4. Diagonal down-right
5. Vertical right 6. Horizontal down 7. Vertical left 8. Horizontal up
Figure 1.8 Illustration des diffe´rents modes de pre´diction de´finis dans la pre´diction intra H.264
a` gauche du bloc traite´ est connu du de´codeur. Dans le cas contraire, le mode
est dit non-causal et n’est pas conside´re´ pendant la pre´diction.
Le bloc re´siduel issu de la diffe´rence entre le bloc original et sa pre´diction
est ensuite code´ par une transformation DCT suivie d’une quantification sca-
laire uniforme, puis transmis au de´codeur.
1.4.3 E´tat de l’art
La plupart des contributions de la litte´rature concernant la pre´diction spa-
tiale partent de la me´thode utilise´e dans la compression vide´o H.264 et en
proposent des ame´liorations ou extensions.
Un premier axe de recherche est constitue´ par le partionnement des blocs
conside´re´s lors de la pre´diction. Dans [112], l’auteur emprunte les blocs de
taille rectangulaire a` la pre´diction inter de H.264 [91] (16 × 8, 8 × 16, 8 × 4
et 4 × 8 pixels) et les ajoute aux blocs carre´s classiquement utilise´s dans la
pre´diction intra de H.264. On trouve e´galement dans des articles plus re´cents
(cf. par exemple [21]) des partitionnements plus complexes, reposant par
exemple sur un mode`le parame´trique line´aire.
D’autres travaux se sont plus particulie`rement inte´resse´s aux pre´dicteurs
en eux-meˆmes. Certains proposent de simplement enrichir la me´thode de
pre´diction intra de H.264 en ajoutant des lignes de pixels supple´mentaires aux
pixels de re´fe´rence [75], ou des modes bidirectionnels, issus de la combinaison
de deux modes de pre´diction utilise´s dans H.264, aux 9 modes de´ja` existants
[117]. D’autres envisagent de tout autres pre´dicteurs. Conservant l’ide´e de ba-
ser la pre´diction sur les pixels causaux entourant le bloc a` pre´dire, la me´thode
dite de “Template Matching” [105] propose de rechercher dans un voisinage
causal des pixels de meˆme configuration spatiale et de caracte´ristiques simi-
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laires. Le bloc a` pre´dire est alors approxime´ par le bloc entoure´ des pixels les
plus “ressemblants”. Pour une meilleure ade´quation, le template matching est
re´alise´ sur des sous-blocs de taille 2× 2 pixels issus de la division en 4 du bloc
a` pre´dire. Enfin, citons encore les travaux [23] proposant des manipulations
ge´ome´triques de blocs de re´fe´rence, pris dans un voisinage causal, et codant
ensuite les caracte´ristiques de la transformation re´sultant en la meilleure ap-
proximation du bloc conside´re´.
Un dernier axe de recherche explore´ dans la litte´rature est constitue´ par
le codage des re´sidus de pre´diction. Dans [117], paralle`lement a` leur propo-
sition de modes bidirectionnels, les auteurs e´laborent des transforme´es di-
rectionnelles se´parables de´rive´es de la KLT (qui, elle, est ge´ne´ralement non-
se´parable). On peut e´galement citer la me´thode de transformation introduite
dans [93] qui s’appuie sur une permutation des coefficients du bloc re´siduel et
permet ainsi une meilleure prise en compte, par la DCT, des directionnalite´s
persistantes.
1.5 Optimisation de´bit-distorsion
Lorsqu’on ne connait pas pre´cise´ment la distribution de la source, la re-
cherche de la limite de performance de´bit-distorsion est particularise´e a` un
type de source et un type de codage. La fonction de´bit-distorsion limite qui
en de´coule n’est donc plus the´orique et ge´ne´rale, comme celle de´finie par le
the´ore`me de´bit-distorsion (The´ore`me 2), mais ope´rationnelle et propre a` la
source et au sche´ma de codage e´tudie´s. Les grandeurs optimise´es ne sont plus
les de´bit et distorsion moyens mais les de´bit et distorsion re´els, calcule´s selon
les expressions (1.4) et (1.10).
L’approche “optimisation de´bit-distorsion” restreint la recherche du
sche´ma de codage optimal a` un sous-ensemble Sr de S . De fac¸on analogue
a` l’optimisation (1.17), on cherche alors a` de´terminer le sche´ma de codage




Ry,s soumis a` Dy,s ≤ Dc, (1.37)
ou` Sr est l’ensemble des sche´mas de codage fixe´s par les hypothe`ses et Dc est
une distorsion cible fixe´e. Ou bien, inversement, le sche´ma de codage s?r ∈ Sr
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qui minimise la distorsion re´elle sous contrainte d’un de´bit donne´ i.e.,
s?r = argmin
s∈Sr
Dy,s soumis a` Ry,s ≤ Rc, (1.38)
ou` Rc est un de´bit cible fixe´.
Ce dernier cas est le plus courant : les applications multime´dia imposent plus
souvent une contrainte sur le de´bit que sur la distorsion. C’est donc l’optimisa-
tion (1.38) que nous conside´rons dans la suite de cette section, mais l’analogie
peut eˆtre faite imme´diatement pour l’optimisation du de´bit (1.37).
Dans la plupart des cas pratiques e´tudie´s, Sr est fini, i.e., s?r est choisi parmi
un nombre fini de sche´mas de codage. On peut alors tracer les points de fonc-
tionnement de´bit-distorsion de tous les sche´mas de codage inclus dans Sr.
Ainsi que le montre la figure 1.9, la frontie`re entre les performances attei-
gnables et non-atteignables par les sche´mas de codage de Sr est de´finie par




Figure 1.9 Ensemble des points de fonctionnement (R, D) de´finis par un ensemble de sche´mas de compres-
sion donne´s et enveloppe convexe correspondante
La re´solution du proble`me contraint (1.38) discret est base´e sur la version
discre`te de l’optimisation Lagrangienne introduite d’abord par Everett dans
[36], puis reprise dans le contexte de codage de source par Shoham et Gersho
dans [101]. Par la suite, cette approche a e´te´ utilise´e tre`s largement dans la
litte´rature.
1.5 Optimisation de´bit-distorsion 33
The´ore`me 5 Pour λ ≥ 0, la solution s?r (λ) du proble`me non contraint
argmin
s∈Sr
Dy,s + λRy,s (1.39)
est e´galement solution du proble`me contraint (1.38) de contrainte Rc = Ry,s?r (λ), i.e.,
Ry,s ≤ Ry,s?r (λ).
Ortega et Ramchandran spe´cifient dans [82], que les solutions du proble`me
non-contraint (1.39) sont les points de fonctionnement situe´s sur l’enveloppe
convexe de´finie comme sur la figure 1.9.
Le multiplicateur Lagrangien λ permet de se´lectionner des points de com-
promis de´bit-distorsion spe´cifiques. Graphiquement, il repre´sente la pente de
la tangente a` l’enveloppe convexe au point de´bit-distorsion conside´re´. Mini-
miser la fonction de couˆt Lagrangienne (1.39) lorsque λ = 0 est e´quivalent
a` minimiser la distorsion, i.e., a` se´lectionner le point de fonctionnement de
l’enveloppe convexe le plus proche de l’axe horizontal. Inversement, mini-
miser la fonction de couˆt Lagrangienne (1.39) lorsque λ est tre`s grand, est
e´quivalent a` minimiser le de´bit, et ainsi a` trouver le point de fonctionnement
de l’enveloppe convexe le plus proche de l’axe vertical. Les valeurs de λ in-
terme´diaires de´finissent les points de fonctionnement interme´diaires de l’en-
veloppe convexe.
Le the´ore`me 5 de´finit une condition suffisante mais pas ne´cessaire de
l’e´galite´ entre les proble`mes contraint et non-contraint (1.38) et (1.39). La fi-











Figure 1.10 Illustration de la non-ne´cessite´ de la condition de´finie par le the´ore`me 5
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Sur le graphe 1.10(a), la solution Lagrangienne (Ry,s?r (λ), Dy,s?r (λ)) (en
rouge) donne les meilleures performances de´bit-distorsion sous la contrainte
de de´bit Rc (il n’y a pas d’autres points de fonctionnement dans l’espace
de´limite´ par les trois contraintes D = Dy,s?r (λ), R = Rc et l’enveloppe convexe)
sans valider la condition Rc = Ry,s?r (λ). Mais ce n’est pas toujours le cas,
comme le montre le graphe 1.10(b) ou` Rc 6= Ry,s?r (λ), et la solution Lagran-
gienne (Ry,s?r (λ), Dy,s?r (λ)) (en rouge) n’est pas solution de l’optimisation sous
contrainte (1.38) (en bleu).
Ceci tient au caracte`re discret de l’optimisation Lagrangienne. Dans les cas
ou` l’enveloppe convexe est de´crite avec un nombre important de points, la
configuration 1.10(b) est plus rare et, si elle advient, l’e´cart entre la solution
Lagrangienne et la solution optimale sera ne´gligeable. Par ailleurs, l’optimisa-
tion Lagrangienne pre´sente une complexite´ calculatoire plus faible. Cet atout
en fait une approximation souvent en utilise´e en pratique.
De´compositions
parcimonieuses 2
Dans le chapitre pre´ce´dent, nous avons introduit quelques principes de
la compression d’image et e´voque´ l’inte´reˆt de la description d’un signal par
un petit nombre de coefficients non nuls. Cet inte´reˆt est intuitif en codage
par transformation notamment, ou` l’utilisation ulte´rieure d’un codage entro-
pique par plages de ze´ros sera d’autant plus valorise´e. Il est un peu moins
e´vident en codage par pre´diction ; nous verrons dans le chapitre 4 comment
cette ide´e peut eˆtre exploite´e comme une information a priori sur le signal que
l’on cherche a` pre´dire.
Dans ce chapitre, nous nous restreindrons a` l’e´tude de signaux re´els par
souci de simplicite´, et parce que nous traiterons de signaux images re´els par
la suite.
La description d’un signal par un petit nombre de coefficients non nuls est
appele´e de´composition parcimonieuse. Formulation et re´solution de recherche
de de´compositions parcimonieuses, taille et proprie´te´s du dictionnaire de
de´composition sont autant d’axes de recherche de ce domaine. Nous en
pre´sentons ici les principaux re´sultats.
2.1 Proble`mes d’optimisation
La de´composition parcimonieuse d’un signal y dans un dictionnaire D,
ensemble de vecteurs, peut eˆtre de deux types :
– elle peut eˆtre repre´sentation, auquel cas le signal s’exprime exactement
sous la forme d’une combinaison d’un petit nombre de vecteurs du dic-
tionnaire, y = Dx,
– ou approximation, et dans ce cas, y est approche´ par la combinaison d’un
petit nombre de vecteurs du dictionnaire, y ≈ Dx.
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Le vecteur x est le vecteur de de´composition de y dans D. Il contient les co-
efficients de ponde´ration de la combinaison de vecteurs repre´sentant ou ap-
proximant y.
La parcimonie du vecteur x = [x1, . . . , xM]T est le nombre de coefficients
nuls dans x. Moins utilise´e, la notion de diversite´ correspond, elle, au nombre
de coefficients non nuls. Si x est de dimension M, on a donc
diversite´ = M− parcimonie. (2.1)
On parle plus souvent de “parcimonie” que de “diversite´” mais c’est bien
une mesure de diversite´ qui est prise en compte pour caracte´riser la parci-
monie d’un vecteur x. Cette mesure “ide´ale” (par opposition aux mesures “re-
lache´es” qui feront l’objet de la sous-section 2.1.1), formalise´e par la pseudo-





|xi|0 = |I|, (2.2)
ou` I = {i|xi 6= 0}. Notons que cette mesure de parcimonie ne satisfait pas
l’une des trois proprie´te´s des normes, la condition d’homoge´ne´ite´ (2.47) (cf.
annexe de ce chapitre), d’ou` son appellation de pseudo-norme. Les proprie´te´s
des normes sont rappele´es en annexe de ce chapitre.
Le proble`me de repre´sentations parcimonieuses “standard” consiste a` re-
chercher le vecteur de coefficients x le plus parcimonieux qui me`ne a` la re-
construction exacte du vecteur y dans le dictionnaire D. On le formalise de la
fac¸on suivante :
P0 : minx ‖x‖0 soumis a` Dx = y. (2.3)
Le dictionnaire D est en ge´ne´ral redondant : l’ensemble de se´lection des vec-
teurs est exprime´ sous la forme d’une matrice D de M colonnes dk ∈ RN avec
M ≥ N, ou` chaque colonne repre´sente un vecteur - ou atome.
Dans la suite de cette section, nous pre´sentons d’abord les mesures re-
lache´es de la parcimonie et leur inte´reˆt dans la re´solution des proble`mes
inverses parcimonieux, puis e´tudions leur e´quivalence dans un deuxie`me
temps. La dernie`re sous-section est consacre´e aux approximations parcimo-
nieuses.
2.1.1 Mesures relache´es de parcimonie
Lorsque le dictionnaire D est redondant, le proble`me (P0) est NP-complet,
i.e., il ne peut eˆtre re´solu qu’en conside´rant toutes les combinaisons possibles
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d’atomes, ce qui n’est pas envisageable en grande dimension. Pour reme´dier
a` cette difficulte´, des mesures “relache´es” de la parcimonie ont e´te´ introduites,







p , 0 < p < ∞. (2.4)
Pour 0 < p < 1, la condition d’ine´galite´ triangulaire (2.48) (cf. annexe de
ce chapitre) des normes n’est pas valide´e, elle est remplace´e par la condition
d’ine´galite´ quasi-triangulaire
∀(x1, x2) ∈ (RM)2, ‖x1 + x2‖pp ≤ ‖x1‖pp + ‖x2‖pp.
La mesure de parcimonie (2.4) constitue alors une quasi-norme. Pour p ≥ 1
par contre, les trois proprie´te´s des normes sont ve´rifie´es, la mesure de par-
cimonie (2.4) de´finit bien une norme. Dans le reste du manuscrit, nous use-
rons abusivement du meˆme terme, norme, pour recouvrir les trois notions de
pseudo-norme, quasi-norme et norme.
Le recours a` des mesures relache´es de la parcimonie tient a` la proprie´te´
de convexite´ de certaines d’entre elles : pour p < 1, une norme `p pre´sentera
des courbes de niveaux non-convexes (c’est e´galement le cas pour la mesure
“ide´ale” en norme `0 de la parcimonie) mais pour p ≥ 1, elles seront convexes.
Or la convexite´ est souhaitable : elle permet la mise en oeuvre d’algorithmes
efficaces pour re´soudre le proble`me (Pp), obtenu en substituant la norme `p a`
la norme `0 dans (P0),
Pp : minx ‖x‖p soumis a` Dx = y. (2.5)
Cependant, toutes les normes `p n’apportent pas les meˆmes re´sultats ni les
meˆmes performances en terme de parcimonie. Ainsi, conside´rons un signal y
unidimensionnel et un dictionnaire D forme´ de deux atomes undimensionnels
(N = 1, M = 2). La repre´sentation de y dans D sera le vecteur x = [x1, x2]
bidimensionnel. Une interpre´tation graphique du proble`me (Pp) est donne´e
sur la figure 2.1 pour trois valeurs diffe´rentes de p : p < 1, p = 1, p > 1.
A chacune de ces cate´gories correspond un graphe (respectivement figures
2.1(a), (b) et (c)). Les courbes de niveaux des normes y sont repre´sente´es, ainsi
que la droite de´finie par y = Dx (en rouge). La solution au proble`me (2.5) est
le point x? = [x?1 , x
?
2 ], situe´ a` l’intersection de la droite de´finie par y = Dx et
de la courbe de niveau de plus petite valeur. Elle est indique´e en bleu.
Pour p ≤ 1, la solution sera effectivement parcimonieuse (x1 = 0, x2 6= 1)
mais pour p > 1, elle sera de dimension supe´rieure au signal que l’on cherche
a` repre´senter (xi 6= 0 ∀i ∈ {1, 2}).




















(c) p > 1
Figure 2.1 Illustration de la (non-)convexite´ des normes `p , pour (p < 1, figure (a)) p ≥ 1, figures (b) et (c)
En pratique, beaucoup de contributions proposent de remplacer la norme
`0 par la norme `1. Avantageuse de par son caracte`re convexe, elle pre´sente en
outre l’inte´reˆt d’eˆtre e´quivalente a` la norme `0 sous certaines conditions (cf.
the´ore`me 6, section suivante). Ce n’est pas le cas pour les normes de parame`tre
p > 1, qui sont convexes mais n’encouragent pas la parcimonie. Dans la suite
de cette section, nous restreignons notre e´tude aux valeurs de p comprises
entre 0 et 1.
2.1.2 Equivalence et unicite´ des solutions de (Pp)
Plusieurs e´tudes mene´es ces dernie`res anne´es ont permis de caracte´riser
les solutions admises par le proble`me (Pp) selon la valeur du parame`tre p.
En particulier, les contributions de Donoho et Elad [28] paralle`les a` celles de
Gribonval et Nielsen [43] se sont penche´es sur les conditions garantissant
l’unicite´ et l’e´quivalence des solutions aux proble`mes (Pp), pour respective-
ment p ∈ {0, 1} et plus ge´ne´ralement p ∈ [0, 1]. Le the´ore`me 6 re´sume leurs
re´sultats.
The´ore`me 6 Soit D un dictionnaire arbitraire dans un espace de Hilbert de dimen-
sion finie ou infinie et µ(D) , maxk 6=k′ |〈dk, dk′〉|. Si y = ∑i xidi avec




alors x? = x est la solution unique des proble`mes de minimisation (Pp), pour 0 ≤
p ≤ 1.
La grandeur µ(D) est appele´e cohe´rence du dictionnaire D. Elle mesure la
proximite´ maximale entre les atomes d’un dictionnaire, sa valeur est comprise
entre 0 et 1 si les atomes de D sont norme´s a` 1. Ainsi, si D est une base ortho-
normale, µ(D) = 0 et le the´ore`me 6 affirme que tout vecteur x peut eˆtre re-
trouve´ sans ambiguite´ quelle que soit sa parcimonie ; en revanche il suffit que
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deux atomes du dictionnaire soient coline´aires (identiques s’ils sont norme´s
a` 1), pour que µ(D) = 1 et qu’aucun vecteur x ne puisse eˆtre retrouve´ sans
ambiguite´.
Les conse´quences du the´ore`me 6 sont tre`s importantes : il autorise et jus-
tifie le recours a` des mesures relache´es de la parcimonie. En particulier, la
norme `1 permet l’utilisation de techniques de programmation line´aire pour
la re´solution de (P1). C’est l’approche adopte´e par Chen et al. dans [16] pour
l’algorithme de Basis Pursuit (BP).
2.1.3 Approximations parcimonieuses
L’approximation parcimonieuse autorise un e´cart par rapport a` la
de´composition parcimonieuse. Elle repose sur les deux notions de qualite´
d’approximation et de parcimonie du vecteur de de´composition. La qualite´
d’approximation est en ge´ne´ral mesure´e par une erreur quadratique entre le
signal re´el y et l’approximation parcimonieuse Dx : ‖y−Dx‖22. La parcimonie
est prise en compte selon les mesures pre´sente´es dans la sous-section 2.1.1.
Trois grands types de proble`mes d’optimisation peuvent alors eˆtre
conside´re´s.
Parcimonisation
Le premier est le pendant du proble`me (2.5). On souhaite trouver le vecteur
x le plus parcimonieux, i.e., contenant le moins de coefficients non nuls, sous
la contrainte que l’erreur d’approximation est infe´rieure a` un seuil fixe´ e ≥ 0.
Ce proble`me est formalise´ de la fac¸on suivante
PPp : minx ‖x‖p soumis a` ‖y−Dx‖
2
2 ≤ e. (2.7)
Approximation
Inversement, on peut e´galement rechercher le vecteur parcimonieux x qui
conduit a` l’approximation parcimonieuse la plus proche de y au sens de l’er-
reur quadratique, sous la contrainte que x a une parcimonie supe´rieure a` un
seuil fixe´, i.e., la mesure de la parcimonie de x est infe´rieure a` un certain seuil
L. Ce proble`me s’e´crit comme suit
PAp : minx ‖y−Dx‖
2
2 soumis a` ‖x‖p ≤ L. (2.8)
Si la parcimonie de x est mesure´e par la norme `0, le parame`tre L correspon-
dra au nombre maximal de coefficients non nuls dans x.
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Re´gularisation
Enfin, le vecteur x peut eˆtre cherche´ comme la solution d’un compromis entre
qualite´ d’approximation et parcimonie. Le point de compromis est alors fixe´
par un parame`tre λ ≥ 0 et le proble`me peut eˆtre formule´ de la fac¸on suivante
PRp : minx ‖y−Dx‖
2
2 + λ‖x‖p. (2.9)
Un facteur 12 est parfois ajoute´ en ponde´ration de l’erreur d’approximation
‖y − Dx‖22 pour faciliter la de´rivation d’algorithmes. On note que cette for-
malisation peut eˆtre vue comme une version Lagrangienne des proble`mes de
parcimonisation et d’approximation (2.7)-(2.8).
Dans la suite de ce chapitre, nous nous focaliserons sur la recherche d’ap-
proximations parcimonieuses en remarquant que le proble`me (2.5) peut eˆtre
vu comme un cas particulier du proble`me (2.7) pour e = 0.
2.2 Recherche d’approximations parcimonieuses
Chacune des formalisations (2.7) a` (2.9) conduit a` la conception d’un ou
plusieurs algorithmes diffe´rents. Dans cette section, nous passons en revue les
principaux algorithmes existants, en commenc¸ant par le cas particulier ou` le
dictionnaire D est une base orthonorme´e.
2.2.1 Cas particulier : base orthonorme´e
L’utilisation d’une base orthonorme´e (i.e., ‖dk‖2 = 1 ∀k ∈ {1, . . . , M},
〈dk, d′k〉 = 0 si k 6= k′, et N = M) comme dictionnaire d’approximation est
un cas simple permettant une re´solution rapide des proble`mes d’approxima-
tion (PP0 ), (PA0 ) et (PR0 ) sous la contrainte “ide´ale” de parcimonie, p = 0.
La solution est imme´diate pour les proble`mes de parcimonisation et d’ap-
proximation en remarquant que




(xi − dTi y)2. (2.10)
On peut montrer que la solution x? a` ces proble`mes est obtenue en seuillant
les coefficients dTi y.
Dans le cas de la parcimonisation (PP0 ), la solution x? sera obtenue en met-
tant a` ze´ro petit a` petit, dans l’ordre croissant de leur valeur, les coefficients
du produit DTy jusqu’a` ce que la contrainte ‖x?−DTy‖22 ≤ e soit juste encore
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satisfaite. Dans le cas de l’approximation (PA0 ), la solution x? sera obtenue en
ne retenant que les L plus grands coefficients du produit DTy.
La re´solution du proble`me de re´gularisation (PR0 ) est un peu moins
e´vidente mais se re´duit la` encore a` une simple ope´ration de seuillage ([96]) :
x?i = T 0λ (dTi y) ,
{





Un re´sultat similaire a e´te´ obtenu par Donoho dans [27] pour la re´solution
du proble`me de re´gularisation (PR1 ). Dans le cas d’une base orthonorme´e, il a
montre´ que ce proble`me peut eˆtre re´solu par un seuillage doux :
x?i = T 1λ (dTi y) ,

dTi y− λ/2 si dTi y > λ/2,
0 si |dTi y| ≤ λ/2,
dTi y + λ/2 si d
T
i y < −λ/2.
(2.12)
Le choix d’un seuillage dur ou doux (norme `0 ou norme `1) est motive´
par le contexte de calcul de l’approximation parcimonieuse. Dans le cas de
de´bruitage, par exemple, ou` l’on suppose le mode`le
y = Dx + n (2.13)
avec n bruit, le parame`tre λ est choisi de fac¸on a` seuiller, avec une grande
probabilite´, juste au dessus de l’amplitude des coefficients de bruit ni. Un
seuillage doux permet alors de reconstruire le signal en e´vitant les transitions
brutales dues au bruit [68]. La figure 2.2 illustre les deux seuillages dur et doux
de´finis respectivement par (2.11) et (2.12).
2.2.2 Algorithmes de recherche
Le cas plus ge´ne´ral ou` D est un dictionnaire redondant (M > N) peut
avoir un inte´reˆt non ne´gligeable dans la description de signaux complexes
comme les signaux audio ou les images. Conside´rons un signal y de dimen-
sion N et son approximation parcimonieuse re´sultant de la combinaison de
L < N atomes. Pour une parcimonie donne´e (pour un L fixe´), plus le dic-
tionnaire de repre´sentation sera redondant, i.e., plus l’ensemble de se´lection
des vecteurs contiendra de vecteurs diffe´rents, plus l’approximation parcimo-
nieuse aura de chance d’eˆtre proche du signal y. Re´ciproquement, pour une
erreur d’approximation donne´e, un dictionnaire tre`s redondant diminuera le
nombre d’atomes ne´cessaires pour approximer le signal y.











Figure 2.2 Illustration des seuillages dur (a) et doux (b), de´finis respectivement par (2.11) et (2.12)
Cependant, lorsque le dictionnaire D est redondant, les proble`mes
(PP0 ), (PA0 ) et (PR0 ), qui utilisent la mesure “ide´ale” de parcimonie sont
NP-complets. On ne trouve alors dans la litte´rature que des algorithmes
sous-optimaux, cherchant a` approcher au mieux la solution optimale.
Algorithmes de seuillage ite´ratifs
Re´solvant le proble`me de re´gularisation (PRp ) avec p = 0 ou p = 1, les
algorithmes de seuillage ite´ratifs sont une extension des algorithmes de
seuillage dur et doux pre´sente´s dans la sous-section pre´ce´dente 2.2.1 au cas
ge´ne´ral ou` D est un dictionnaire redondant quelconque.
On trouve dans la litte´rature diffe´rentes versions d’algorithmes de
seuillage ite´ratifs. Les premiers travaux significatifs ont e´te´ re´alise´s par King-
sbury et Reeves. Dans [55], ils de´rivent une me´thode de seuillage ite´rative
permettant d’approcher la solution du proble`me (PR0 ). Cependant, leur contri-
bution ne fait re´ellement aucune connexion avec la fonction objectif (PR0 ). On
trouve une version plus explicite et le´ge`rement diffe´rente de leur re´sultat dans
[8]. Blumensath et Davies montrent ainsi que le proble`me (PR0 ) peut eˆtre re´solu
par l’e´quation de mise a` jour
x(n+1)i = T 0λ (x(n)i + dTi (y−Dx(n))), (2.14)
ou` T 0λ est de´finie par l’e´quation (2.11).
Un re´sultat similaire peut eˆtre prouve´ pour le proble`me (PR1 ). Dans [24],
Daubechies et al. mettent ainsi en e´vidence qu’une solution peut eˆtre obtenue
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en ite´rant l’expression
x(n+1)i = T 1λ (x(n)i + dTi (y−Dx(n))), (2.15)
ou` T 1λ est de´finie par l’e´quation (2.12). Dans la meˆme ide´e, on peut e´galement
citer les travaux de Combettes et Pesquet [18].
Algorithmes de poursuite
Les algorithmes de poursuite, ou algorithmes gloutons, cherchent a` re´soudre
les proble`mes (PP0 ) ou (PA0 ). Leur proce´dure est ite´rative : a` chaque ite´ration,
un ou plusieurs (dans le cas des algorithmes stagewise, aborde´s en dernie`re
partie de ce paragraphe) atomes sont ajoute´s a` la de´composition selon des
conside´rations locales. La recherche se poursuit jusqu’a` atteindre le crite`re
d’arreˆt, qui peut eˆtre une erreur d’approximation maximale e, ou un nombre
maximal d’atomes dans la de´composition L.
Les de´cisions e´tant prises localement a` chaque ite´ration, il n’y a aucune
garantie d’obtenir un optimum global pour un dictionnaire D quelconque.
Cependant, ces algorithmes sont en ge´ne´ral simples et rapides, ils sont donc
tre`s souvent utilise´s.
Il existe de nombreux algorithmes de poursuite. Nous pre´sentons les plus
populaires :
 Matching Pursuit (MP), introduit dans la communaute´ du traitement du
signal en 1993 par Mallat et Zhang [71],
 Orthogonal Matching Pursuit (OMP), e´volution de MP propose´e par Pati
et al. dans [84].
Par la suite, des variantes et extensions de ces deux algorithmes ont e´te´
de´rive´es. Citons pour exemple les algorithmes Optimized Orthogonal Mat-
ching Pursuit (OOMP) [90], Complementary Matching Pursuit (CMP) [88] et
Complementary Orthogonal Matching Pursuit (COMP) [89].
La plupart des algorithmes gloutons estiment successivement le support
de la de´composition parcimonieuse et les valeurs des coefficients du vecteur
parcimonieux. Le support est de´fini comme un vecteur s = [s1, . . . , sM]T tel
que ∀i ∈ {1, . . . , M},
si =
{
1 si xi 6= 0,
0 sinon,
(2.18)
ou` x est le vecteur de de´composition parcimonieuse.
L’algorithme MP repose sur une se´lection des atomes les plus corre´le´s avec
le signal. Son processus ge´ne´ral est donne´ par l’Algorithme 1.
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Algorithme 1: Matching Pursuit
0. Initialisation : r(0) = y.
Tant que le crite`re d’arreˆt n’est pas atteint, re´pe´ter :
1. Mise a` jour du support de la de´composition parcimonieuse (se´lection de l’atome le plus
corre´le´ avec le re´sidu)
sˆ(n)j =
{
1 si j = argmaxi〈r(n−1), di〉2,
sˆ(n−1)j sinon.
(2.16)




j + 〈r(n−1), dj〉 si j = argmaxi〈r(n−1), di〉2,
xˆ(n−1)j sinon.
(2.17)
3. Mise a` jour du re´sidu : r(n) = r(n−1) − 〈r(n−1), dj〉dj.
Algorithme 2: Orthogonal Matching Pursuit
0. Initialisation : r(0) = y.
Tant que le crite`re d’arreˆt n’est pas atteint, re´pe´ter :
1. Mise a` jour du support de la de´composition parcimonieuse (se´lection de l’atome le plus
corre´le´ avec le re´sidu)
sˆ(n)j =
{
1 si j = argmaxi〈r(n−1), di〉2,
sˆ(n−1)j sinon.
(2.19)







est la pseudo-inverse de Dsˆ(n) , matrice forme´e des colonnes di telles que sˆ
(n)
i 6= 0.
3. Mise a` jour du re´sidu : r(n) = y−Dsˆ(n) xˆsˆ(n) .
Remarquons que rien n’empeˆche un atome d’eˆtre se´lectionne´ plusieurs
fois, de sorte qu’il faut parfois un nombre important d’ite´rations pour at-
teindre le crite`re d’arreˆt. Cependant, l’algorithme est assure´ de converger si
le signal y est contenu dans l’espace engendre´ par les atomes du dictionnaire
D (cf. [54]).
L’algorithme OMP re´alise la meˆme mise a` jour du support que MP, mais
calcule les valeurs des coefficient non nuls du vecteur parcimonieux d’une
autre manie`re. Ainsi, au lieu de ne mettre a` jour qu’un coefficient par ite´ration
(a` partir de la projection du re´sidu sur l’atome conside´re´), OMP re´estime tous
les coefficients non nuls en projetant le signal y sur l’espace engendre´ par tous
les atomes se´lectionne´s. L’ope´ration est re´alise´e par une orthogonalisation de
Gram-Schmidt. Ainsi, un atome de´ja` choisi ne peut l’eˆtre a` nouveau et a` la N-
ie`me ite´ration, les N atomes se´lectionne´s et orthogonalise´s forment une base
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orthogonale de RN capable de repre´senter sans erreur le signal y. OMP est
donc assure´ de converger en un nombre fini d’ite´rations, au plus e´gal a` la taille
du signal N. La description de l’algorithme OMP est donne´e par l’Algorithme
2.
Plusieurs travaux se sont inte´resse´s a` la capacite´ de reconstruction des al-
gorithmes MP et OMP. Tropp [111], ainsi que Gribonval et Vandergheynst [44]
donnent des conditions pour que les algorithmes retrouvent la de´composition
exacte d’un signal y :
The´ore`me 7 Supposons que le signal y admet une de´composition y = ∑Li=1 xidi
dans un dictionnaire D arbitraire. Pour I = {i|xi 6= 0}, on note ΦI l’ope´rateur tel
que ΦIz = ∑i∈I zidi. Si
sup
i/∈I
‖Φ+I di‖1 < 1, (2.21)
ou` Φ+I est la pseudo-inverse de ΦI , alors MP et OMP retrouvent la de´composition,
i.e., a` chaque ite´ration n, un atome “correct” dkn est choisi (kn ∈ I).
Comme nous l’avons vu, les algorithmes MP et OMP ne permettent de
se´lectionner qu’un atome a` chaque ite´ration. Les algorithmes de poursuite par
e´tape (stagewise en anglais) reme´dient a` cette limitation : a` chaque ite´ration,
plusieurs atomes peuvent eˆtre choisis, acce´le´rant ainsi le processus global
d’optimisation. Parmi les plus connus, on trouve l’algorithme Stagewise OMP
(StOMP) [30], l’algorithme Subspace Pursuit (SP) [22], similaire a` l’algorithme
Compressive Sampling Matching Pursuit (CoSaMP) [80] ou encore l’algo-
rithme d’analyse en composantes morphologiques (MCA pour Morphologi-
cal Component Analysis en anglais) [9]. Nous de´taillons ici les algorithmes
StOMP et CoSaMP/SP.
L’algorithme StOMP peut eˆtre vu comme une variante de l’algorithme
OMP de´crit dans le paragraphe pre´ce´dent. Le calcul des coefficients du vec-
teur parcimonieux est identique, mais le choix des atomes ajoute´s au support
de la de´composition parcimonieuse a` chaque ite´ration n est re´alise´ par un
seuillage de parame`tre T(n) sur le produit au carre´ 〈r(n−1), di〉2. Donoho et
al. proposent dans [30] deux approches diffe´rentes pour fixer la valeur du
parame`tre T(n) a` chaque ite´ration. L’Algorithme 3 pre´sente les principales
ope´rations de StOMP.
L’algorithme CoSaMP/SP re´soud exclusivement le proble`me (PA0 ), mais
offre un degre´ de liberte´ supple´mentaire pour la re´solution : la de´se´lection
d’atomes. Pour cela, CoSaMP/SP s’appuie sur la connaissance du nombre de
coefficients non nuls autorise´s, L. Son principe est de´crit dans l’Algorithme 4.
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Algorithme 3: Stagewise Orthogonal Matching Pursuit
0. Initialisation : r(0) = y.
Tant que le crite`re d’arreˆt n’est pas atteint, re´pe´ter :
1. Mise a` jour du support de la de´composition parcimonieuse
sˆ(n)j =
{
1 si 〈r(n−1), dj〉2 > T(n),
sˆ(n−1)j sinon.
(2.22)







est la pseudo-inverse de Dsˆ(n) , matrice forme´e des colonnes di telles que sˆ
(n)
i 6= 0.
3. Mise a` jour du re´sidu : r(n) = y−Dsˆ(n) xˆsˆ(n) .
Les deux algorithmes CoSaMP et SP se distinguent par le choix du pa-
rame`tre P. Dans SP, il est fixe´ a` L, le nombre de coefficients non nuls autorise´.
Dans CoSaMP, il est e´gal a` 2L.
Algorithmes d’optimisation convexe
Les algorithmes d’optimisation convexe s’inte´ressent au proble`me d’optimisa-
tion (PR1 ). On trouve parmi eux les algorithmes base´s sur une programmation
quadratique comme les algorithmes Basis Pursuit Denoising (BPD) [16]
et Global Matched Filter (GMF) [40]. Nous ne les de´taillons pas ici, mais
quelques re´sultats importants me´ritent d’eˆtre mentionne´s au regard des
algorithmes pre´ce´dents.
De nombreuses simulations nume´riques tendent a` montrer ([16]) que si
le signal y a une de´composition tre`s parcimonieuse dans un dictionnaire D
bien structure´, la de´composition parcimonieuse est parfaitement retrouve´e
par les algorithmes BPD et GMF. Cette observation a donne´ lieu a` une se´rie
de re´sultats the´oriques sur des dictionnaires diffe´rents (cf. par exemple [43],
[111]). Un des re´sultats les plus ge´ne´raux est celui obtenu par Fuchs dans [39].
The´ore`me 8 Supposons que le signal y admet une de´composition y = ∑Li=1 xidi
dans un dictionnaire D arbitraire. Pour I = {i|xi 6= 0}, on note ΦI l’ope´rateur tel
que ΦIz = ∑i∈I zidi. Si λ est suffisamment petit et
|〈(Φ+I )∗sign(x), di〉| < 1, ∀i /∈ I , (2.28)
ou` Φ+I est la pseudo-inverse de ΦI et (Φ
+
I )
∗ est l’adjoint de Φ+I , alors la re´solution
du proble`me (PR1 ) conduit a` la “bonne” de´composition : chaque coefficient non nul de
x?, solution du proble`me (PR1 ), correspond a` un indice i ∈ I .
Les algorithmes d’optimisation convexe pre´sentent en ge´ne´ral de bonnes
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Algorithme 4: Subspace Pursuit/Compressive Sampling Matching Pursuit
0. Initialisation : r(0) = y et sˆ(0) = y.
Tant que le crite`re d’arreˆt n’est pas atteint, re´pe´ter :
1. Se´lection des P atomes les plus corre´le´s avec le re´sidu





si〈r(n−1), di〉2 soumis a` ‖s‖0 = P et ∀i ∈ I , si = 1, (2.24)







est la pseudo-inverse de Ds˜(n) , matrice forme´e des colonnes di telles que s˜
(n)
i 6= 0.





si |x˜(n)j | soumis a` ‖s‖0 = L, (2.26)
4. Mise a` jour du vecteur x
xˆ(n) = x˜sˆ(n) , (2.27)
5. Mise a` jour du re´sidu : r(n) = y−Dsˆ(n) xˆsˆ(n) .
performances en terme de qualite´ d’approximation vs parcimonie de la
de´composition, au regard des algorithmes gloutons. Mais c’est au prix d’une
complexite´ plus e´leve´e. Ainsi, tandis que MP et OMP admettent respective-
ment une complexite´ O(M) et O(L3 + M) par ite´ration, GMF ne´cessite pre`s
de N3 ope´rations.
Algorithmes Baye´siens
Plus re´cemment, de nouvelles approches se plac¸ant dans un cadre Baye´sien
ont e´te´ propose´es. Ces approches supposent en ge´ne´ral le mode`le suivant :
y = Dx + n, (2.29)
ou` n est un bruit blanc gaussien de variance σ2n .
On trouve dans la litte´rature diffe´rentes distributions de probabilite´ a
priori sur le vecteur ale´atoire X a` re´alisations x ∈ RM (dans la suite, nous
assimilerons variable ale´atoire et re´alisation lorsque le contexte est univoque).
La plus intuitive est la distribution Laplacienne, qui permet une interpre´tation
probabiliste de la mesure en norme `1 de la parcimonie ([6]). Pour chaque
composante xi du vecteur x,
p(xi) ∝ exp(−λ|xi|), (2.30)
ou` ∝ signifie “proportionnel a`”.
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Etant donne´s le signal y et le dictionnaire D, on montre que le proble`me
(PR1 ) correspond a` un proble`me d’estimation au Maximum A Posteriori
(MAP) sur x utilisant la distribution a priori (2.30)
x?MAP = argmax
x
log p(x|y, D), (2.31)
= argmax
x









Cette interpre´tation Baye´sienne du proble`me (PR1 ) comme un proble`me d’es-
timation MAP ouvre des perspectives d’analyse inte´ressantes. Ainsi, comme
nous l’avons mentionne´ ci-dessus, d’autres distributions a priori sur x peuvent
eˆtre envisage´es, possiblement plus complexes. On peut e´galement conside´rer
d’autres approches d’estimation, en particulier, la minimisation de l’erreur




x p(x|y, D)dx. (2.32)
Cette estimation ne´cessite en ge´ne´ral l’e´valuation de la probabilite´ a posteriori
p(x|y, D). Ce n’est pas le cas de l’estimation MAP qui peut s’e´valuer a` partir
de la distribution de la probabilite´ jointe p(y, x, D) (cf. e´quation (2.31)), en
ge´ne´ral plus simple a` calculer. Enfin, le cadre Baye´sien permet le recours a` des
me´thodes probabilistes pour re´soudre les proble`mes d’estimation MAP (2.31)
et MMSE (2.32).
Nous pre´sentons ici quelques me´thodes Baye´siennes propose´es dans la
litte´rature.
Dans [121], Zayyani et al. conside`rent une approche MAP base´e sur un
mode`le Bernoulli-Gaussien. Les auteurs introduisent une factorisation des xi
telle que xi = qisi, ∀i ∈ {1, . . . , M}, et supposent que les variables qi suivent
des lois Gaussiennes de variance σ2q et de moyenne nulle et les composantes
si sont des variables de Bernoulli. La distribution de probabilite´s de y, vecteur
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δ0(xi)p(qi)p(si = 0)dqi +
∫
qi
δqi (xi)p(qi)p(si = 1)dqi,
= p(si = 0)δ0(xi) + p(si = 1)pQi (xi),
= p(si = 0)δ0(xi) + p(si = 1)N (0, σ2q ).
La notation pQi (xi) est utilise´e ici pour diffe´rencier la variable ale´atoire Qi
de sa re´alisation xi. Un algorithme ite´ratif est ensuite propose´ estimant suc-
cessivement les variables q = [q1, . . . , qM]T et s = [s1, . . . , sM]T au sens du
maximum a posteriori. L’estimation de q pour s fixe´ est relativement aise´e
du fait de la Gaussianite´ de q. En revanche, l’estimation de s pour q fixe´ est
plus subtile. Les auteurs ont recours a` une me´thode du gradient. Pour cela, ils
“convertissent” chaque variable ale´atoire discre`te si en une variable continue
via un me´lange de Gaussiennes centre´es en 0 et 1 de faibles variances σ20 et σ
2
1 :
p(si) = pN (0, σ20 ) + (1− p)N (0, σ21 ), (2.34)
ou` p est un parame`tre compris entre 0 et 1 ponde´rant le me´lange. En terme de
complexite´, leur approche est beaucoup plus couˆteuse que les algorithmes de
poursuite ou d’optimisation convexe, cependant elle atteint des performances
relativement bonnes en termes de PSNR vs parcimonie. Cette meˆme distribu-
tion a priori (2.33) est utilise´e dans d’autres articles signe´s des meˆmes auteurs
([119, 120]). On la retrouve e´galement dans un rapport technique de Soussen et
al. [103], s’appuyant sur l’algorithme Single Most Likely Replacement (SMLR).
Cet algorithme fut introduit en 1982 par Kormylo et Mendel [56, 77] pour la
de´convolution d’un signal issu d’un processus Bernoulli-Gaussien. Son ap-
proche repose sur la maximisation de fonctions de vraisemblance de la forme
S(s|y) (estimation MAP marginalise´e) ou S(q, s|y) (estimation MAP jointe).
Nous reviendrons sur ce mode`le Bernoulli-Gaussien en particulier dans le
chapitre 5 pour le de´veloppement de nouveaux algorithmes de recherche.
Un mode`le Bernoulli-Gaussien diffe´rent est envisage´ dans une estimation
MMSE par Baron et al. ([4]). Chaque composante xi est de´crite selon une dis-
tribution Gaussienne de´pendant d’une variable de Bernoulli si, re´sultant en
un me´lange de Gausiennes :
p(xi) = p(si = 0)N (0, σ2(si = 0)) + p(si = 1)N (0, σ2(si = 1)), (2.35)
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Les auteurs utilisent un algorithme de propagation de croyance pour estimer
les distributions marginales a posteriori p(xi|y, D). Cette technique repose sur
des graphes factoriels qui permettent un calcul rapide des marginales en ex-
ploitant la factorisation de la distribution de probabilite´s jointe (ici, p(x|y, D)).
Dans [4], les auteurs montrent que, particularise´ au mode`le (2.35), l’algorithme
qui en re´sulte a une complexite´ O(M log2(M)), ce qui reste compe´titif au re-
gard des algorithmes de poursuite ou d’optimisation convexe.
He et Carin conside`rent dans [49] le cas limite σ2(si = 0) → 0 ∀i ∈
{1, . . . , M}. Le mode`le sur x (2.35) e´volue alors en un me´lange de deux distri-
butions diffe´rentes :
p(xi) = p(si = 0)δ0(xi) + p(si = 1)N (0, σ2(si = 1)), (2.36)
l’une de Dirac (δ0), l’autre Gaussienne (N (0, σ2(si = 1))) de moyenne nulle et
de variance σ2(si = 1) (remarquons que nous retombons alors sur une distri-
bution de probabilite´s similaire a` (2.33)). He et Carin supposent en outre que
les variables σ2(si = 1) et pi sont ale´atoires et suivent respectivement une loi
Inverse-Gamma et une loi Beta. Une me´thode MCMC (pour Monte Carlo Mar-
kov Chain en anglais, cf. [11]) est ensuite utilise´e pour estimer la distribution
a posteriori p(x|y, D).
Enfin, on trouve dans la litte´rature le mode`le suivant : pour chaque com-
posante xi,
p(xi|σ2i ) = N (0, σ2i ), (2.37)
ou` σ2i est inconnu, ∀i ∈ {1, . . . , M}. C’est le mode`le conside´re´ dans l’algo-
rithme Sparse Bayesian Learning (SBL) introduit par Tipping dans [108]. Sup-
posant le vecteur de variances σ2 = [σ21 , . . . , σ
2
M]
T connu, la distribution a
posteriori de x peut eˆtre exprime´e analytiquement comme une distribution
Gaussienne de moyenne µ et de variance Σ :
p(x|y,σ2) = p(x, y|σ
2)∫
p(x, y|σ2) dx ,
= N (µ,Σ), (2.38)
avec
µ = σ−2n ΣDTy, (2.39)
Σ = (σ−2n DTD + A)−1, (2.40)
ou` A = diag(σ−21 , . . . , σ
−2
M ). Il s’agit alors d’estimer les variances σ
2
i . Pour ce
faire, SBL re´alise une estimation au Maximum de Vraisemblance (ML pour
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Maximum of Likelihood) de type II (ou maximisation d’e´vidence), i.e., une
maximisation de la vraisemblance marginale p(y|σ2) ([5][66]). En raison de
l’inversion matricielle (2.40), la complexite´ de l’algorithme est assez e´leve´e,
O(N3) (cf. lemme d’inversion matricielle [115]). Ce de´faut a motive´ la concep-
tion d’un SBL rapide ([109]), de complexite´ infe´rieure,O(MN2). Notons enfin
que SBL a e´te´ de´rive´ a` l’origine pour re´soudre des proble`mes de re´gression.
Lorsque D est carre´ et constitue´ de fonctions noyaux de´finies positives, on ob-
tient le Relevance Vector Machine (RVM), concurrent Baye´sien du Support
Vector Machine (SVM) pre´sentant de nombreux avantages [38]. Nous ren-
voyons le lecteur a` la the`se de Wipf [113] pour une analyse de´taille´e de SBL et
des algorithmes Baye´siens base´s sur des estimations MAP.
2.3 Dictionnaires
Comme nous l’avons vu, la ”qualite´” de la de´composition parcimonieuse,
en terme de parcimonie et d’approximation, de´pend de l’algorithme de
de´composition parcimonieuse utilise´. Elle est e´galement lie´e au dictionnaire
dans lequel est re´alise´e la de´composition. Plus le dictionnaire est adapte´
aux caracte´ristiques du signal et favorise la parcimonie de la de´composition,
“meilleure” est la de´composition parcimonieuse. La de´finition de diction-
naires constitue donc un enjeu important et fait l’objet d’un grand nombre
de contributions.
2.3.1 Introduction a` l’apprentissage de dictionnaires
Deux types de dictionnaires peuvent eˆtre diffe´rencie´s :
 les dictionnaires constitue´s d’un ensemble pre´de´fini de fonctions,
 les dictionnaires appris sur un ensemble de signaux.
Les dictionnaires pre´de´finis pre´sentent l’avantage d’eˆtre simples d’utilisa-
tion. Mais leur ”succe`s” de´pend de leur bonne adaptation a` une description
parcimonieuse des signaux conside´re´s. Ainsi, un dictionnaire bien adapte´ a`
des signaux images texture´s ne favorisera vraisemblablement pas une bonne
de´composition parcimonieuse de signaux images homoge`nes ou contenant
des contours.
L’apprentissage permet de de´finir un dictionnaire propre a` un type de si-
gnaux donne´s (constituant l’ensemble d’entrainement du dictionnaire) sous
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des crite`res que l’on peut controˆler. Particularise´ aux de´compositions parcimo-
nieuses, le proble`me peut se formaliser de la fac¸on suivante. Etant donne´ un
ensemble d’entrainement {yj}Kj=1, on recherche le dictionnaire D? qui conduit
au meilleur compromis distorsion-parcimonie :







‖yj −Dxj‖22 + λ‖xj‖0
}
,
ou` xj est le vecteur de de´composition parcimonieuse du signal yj dans le dic-
tionnaire D.
Les approches d’apprentissage de dictionnaires adapte´s aux
de´compositions parcimonieuses propose´es jusqu’ici pre´sentent toutes un
processus ite´ratif en deux e´tapes :
 pour un dictionnaire donne´, recherche de la de´composition parcimo-
nieuse pour chaque signal de l’ensemble d’entrainement,
 pour des de´compositions parcimonieuses donne´es, recherche du diction-
naire.
Leurs diffe´rences reposent sur les me´thodes utilise´es pour estimer successive-
ment les vecteurs parcimonieux et le dictionnaire.
2.3.2 Algorithmes d’apprentissage
On trouve dans la litte´rature de nombreuses me´thodes d’apprentissage
de dictionnaires adapte´s aux repre´sentations parcimonieuses. Nous en
pre´sentons ici quelques unes, parmi les plus populaires.
Approches Baye´siennes
Les approches Baye´siennes traitent le proble`me d’optimisation de diction-
naire dans un cadre probabiliste. Chaque signal d’entrainement yj est vu
comme une combinaison bruite´e d’atomes choisis dans un dictionnaires D,
yj = Dxj + n, (2.41)
ou` n est un bruit blanc gaussien.
Deux approches peuvent alors eˆtre envisage´es.
La premie`re conside`re le proble`me d’estimation au Maximum de Vraisem-
















Plusieurs distributions de probabilite´ diffe´rentes sont propose´es dans la
litte´rature. On trouve ainsi des distributions de Cauchy et de Laplace ([81] et
[63]), cense´es favoriser la parcimonie (la distribution de Laplace correspond a`
la mesure en norme `1).
La marginalisation (2.43) est tre`s complexe a` re´soudre. Olshausen et Field








log p(yj, xj|D). (2.44)
Une me´thode du gradient est ensuite utilise´e pour estimer les vecteurs parci-
monieux xj d’une part et le dictionnaire D d’autre part. Cette solution tendant
a` augmenter les valeurs des atomes du dictionnaire, les auteurs proposent de
contraindre la norme `2 des atomes.
Confronte´s a` la meˆme marginale (2.43), Lewicki et Sejnowski ([63]) choi-
sissent d’approximer la distribution de probabilite´ p(yj|D) plutoˆt que de
maximiser sur les variables xj. Ils ont recours pour cela a` une approximation
de Laplace qui approche une distribution de probabilite´ complexe par une
Gaussienne. Cette technique permet de re´soudre analytiquement l’inte´gration
(2.43) et ainsi de prendre en compte les incertitudes sur la distribution de
probabilite´ des xj. Elle pre´sente de plus l’avantage d’e´viter la de´finition de
contraintes sur les normes des atomes du dictionnaire. Une simple me´thode
du gradient peut alors eˆtre utilise´e pour l’estimation du dictionnaire, sans
autre conside´ration.
La deuxie`me approche propose´e dans la litte´rature conside`re le proble`me
d’estimation au Maximum A Posteriori (MAP) suivant :





log p(yj, xj, D). (2.45)
C’est l’approche adopte´e par Murray et Kreutz-Delgado dans [79] et Kreutz-
Delgado et Rao dans [58]. Une me´thode du gradient est utilise´e pour estimer
le dictionnaire. Confronte´s au meˆme proble`me d’augmentation des valeurs
des atomes que Olshausen et Field, les auteurs choisissent une distribu-
tion a priori qui contraint le dictionnaire a` avoir une norme de Frobenius
unitaire. Mais l’apport fondamental de leur contribution est l’utilisation de
l’algorithme de recherche FOCUSS pour re´aliser l’e´tape d’estimation des
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vecteurs parcimonieux. Ce choix ame´liore les performances de l’algorithme
d’apprentissage au regard des autres algorithmes Baye´siens pre´ce´dents.
Me´thode des directions optimales (MOD)
La me´thode des directions optimales (MOD pour Method of Optimal Direc-
tions en anglais), introduite par Engan et al. dans [35], s’inspire explicitement
de l’algorithme de Lloyd-Max utilise´ pour l’apprentissage de dictionnaires
de quantification ([41]). L’e´tape d’estimation des vecteurs parcimonieux
est re´alise´e, comme dans l’algorithme propose´ par Kreutz-Delgado et Rao,
par un algorithme de recherche (cette fois-ci cependant, OMP est pre´fe´re´ a`
une norme `1). L’e´tape d’estimation du dictionnaire constitue la principale
contribution de la me´thode MOD et re´side dans la minimisation de l’erreur
d’approximation totale ‖Y−DX‖2F, ou` Y = [yT1 , . . . , yTK]T et X = [xT1 , . . . , xTK]T .
Cette approche conduit a` de bonnes performances au regard des algorithmes
propose´s jusqu’ici. Notons que dans cette me´thode comme dans celle de Ol-
shausen et Field, une normalisation des atomes du dictionnaire est ne´cessaire.
Algorithme K-SVD
Propose´e par Aharon et al. dans [1], cette me´thode s’appuie sur une
de´composition en valeurs singulie`res (SVD pour Singular Value Decom-
position en anglais) pour estimer le dictionnaire D. Apre`s une estimation
de vecteurs parcimonieux par un algorithme de recherche de type OMP,
les atomes du dictionnaire sont mis a` jour successivement. L’algorithme
proce`de de la fac¸on suivante. La contribution de l’atome conside´re´, note´
dk, dans la description des signaux est e´value´e par une matrice d’erreur de
repre´sentation correspondant a` la diffe´rence entre les signaux yj “utilisant”
l’atome dk et leurs approximations parcimonieuses “tronque´es”(i.e., dans
lesquelles on a retire´ l’atome dk). Les vecteurs obtenus forment une matrice
dont on calcule ensuite la SVD. L’atome dk peut alors eˆtre estime´ par le
premier vecteur propre ainsi calcule´. L’algorithme K-SVD pre´sente de tre`s
bonnes performances en conside´ration des autres algorithmes de la litte´rature.
Apprentissage de dictionnaires structure´s : l’union de bases
Dans le cadre du codage par transformation, l’utilisation de dictionnaires
redondants peut avoir des re´percussions importantes sur le couˆt de co-
dage des indices des atomes choisis pour la de´composition parcimonieuse
(nous y reviendrons dans le chapitre 3). Une fac¸on de re´duire ce couˆt est
d’introduire de la structure dans le dictionnaire, ce peut eˆtre simplement
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re´alise´ en conside´rant un ensemble de dictionnaires, voire de bases. Plusieurs
contributions se sont inte´resse´es a` l’apprentissage d’unions de bases. Nous
en pre´sentons ici deux qui proposent des approches diffe´rentes quoique
base´es sur les meˆmes techniques : l’une optimise une union de bases dans son
ensemble, tandis que l’autre conside`re chaque base se´pare´ment.
Une premie`re me´thode a e´te´ introduite par Lesage et al. dans [62]. Base´ sur
une SVD comme l’algorithme de Aharon et al., l’algorithme en propose cepen-
dant une autre utilisation. Il proce`de ainsi en estimant les atomes de chaque
base en meˆme temps et non successivement comme dans l’algorithme K-SVD.
Les vecteurs parcimonieux sont e´galement estime´s de fac¸on diffe´rente, via
la me´thode BCR (pour Block Coordinate Relaxation) de´crite dans [94]. Cette
me´thode permet d’e´tendre le seuillage doux pre´sente´ dans la sous-section
2.2.1 a` l’union de bases orthonorme´es.
Un autre algorithme a e´te´ propose´ par Sezer et al. dans [96]. Au lieu de
conside´rer le dictionnaire dans son ensemble, les auteurs partent ici de l’hy-
pothe`se que chaque signal admet une de´composition parcimonieuse dans une
unique base. L’algorithme pre´sente donc une e´tape supple´mentaire de clas-
sification, ou` chaque signal est classe´ en fonction de la base qui minimise
l’erreur d’approximation, re´sultant en plusieurs “sous-ensembles d’entraine-
ment”. L’algorithme poursuit ensuite de fac¸on classique en estimant successi-
vement les vecteurs parcimonieux et les bases sur les sous-ensembles corres-
pondants. Les vecteurs parcimonieux sont calcule´s par un seuillage dur (cf.
(2.11)). Les bases sont mises en jour par une me´thode base´e sur une SVD si-
milaire a` celle utilise´e par Lesage et al. Cet algorithme fera l’objet d’une e´tude
plus approfondie dans la section 3.4 du chapitre 3.
2.4 Annexe : de´finition et proprie´te´s des normes
On appelle norme sur un espace vectoriel E de K = R ou C toute applica-
tion G de E vers R+ ve´rifiant les proprie´te´s suivantes :
 Positivite´ :
∀x ∈ E \ {0}, G(x) > 0, (2.46)
 Homoge´ne´ite´ :
∀x ∈ E, ∀λ ∈ K, G(λx) = |λ|G(x), (2.47)
56 Chapitre 2. De´compositions parcimonieuses
 Ine´galite´ triangulaire :
∀(x1, x2) ∈ (E)2, G(x1 + x2) ≤ G(x1) + G(x2). (2.48)
Transformations
adaptatives 3
Dans ce chapitre, nous e´tudions un sche´ma de compression par transfor-
mation reposant sur des dictionnaires structure´s.
Les deux premie`res sections motivent et explicitent l’approche propose´e,
tandis que dans les suivantes, nous en exposons des imple´mentations pra-
tiques.
Ainsi, plusieurs contributions de cette the`se sont ici expose´es : extension
des DCT directionnelles propose´es par Zeng et Fu [122] a` des supports rec-
tangulaires, e´tude et ame´lioration d’un algorithme d’apprentissage favori-
sant la parcimonie des de´compositions, introduit par Sezer et al. [96], et enfin
e´laboration d’un nouvel algorithme d’apprentissage de bases. Chacune de ces
contributions a fait l’objet d’un article de confe´rence [C][F][D].
3.1 Codage par transformation et parcimonie
Cette section formalise et justifie le sche´ma de compression propose´. Nous
e´tudions ainsi les expressions des de´bit et distorsion dans la compression par
transformation “classique” avant d’envisager l’utilisation d’un dictionnaire
redondant en terme de couˆt de codage.
3.1.1 Conside´rations de´bit-distorsion
Soit y ∈ RN une image vectorise´e que l’on cherche a` compresser.
Par la transformation, y est de´compose´ dans une base orthonorme´e D =







58 Chapitre 3. Transformations adaptatives
Les coefficients de transformation xk sont ensuite quantifie´s. Conside´rant






ou` q(xk) est possiblement nul pour k ∈ {1, . . . , N}. Rappelons que pour
x = [x1, . . . , xN ]T et q quantificateur scalaire, on utilise les notations
q(x) , [q(x1), . . . , q(xN)]T .
Limite de validite´ de l’hypothe`se de haute re´solution
Conside´rant la de´composition d’une image sur une base d’ondelettes, on
peut montrer de fac¸on empirique que les histogrammes des coefficients
d’ondelettes sont fortement “pique´s” et peuvent eˆtre mode´lise´s dans une
premie`re approximation par des distributions Laplaciennes. Cette obser-
vation est illustre´e dans la figure 3.1 par l’histogramme des coefficients de
de´composition de l’image “Lena” sur une base d’ondelettes orthogonales,
emprunte´ a` Mallat [68].
xk
Figure 3.1 Histogramme normalise´ des coefficients d’ondelettes pour la de´composition de l’image “Lena”
Cette caracte´ristique est montre´e e´galement pour des bases DCT applique´es
sur des blocs d’image [69]. Elle est ge´ne´ralement admise.
Dans ces conditions, la densite´ de probabilite´ de la variable ale´atoire X
correspondant aux re´alisations xk est tre`s mal approxime´e par une constante
dans la zone proche de 0. L’hypothe`se de quantificateur de haute re´solution
n’est pas ve´rifie´e a` bas de´bits (i.e., pour des grands pas de quantification),
on ne peut donc pas utiliser la formulation (1.32) (sous-section 1.2.3 chapitre
1) pour exprimer la distorsion en fonction du de´bit. Le paragraphe suivant
e´tudie et e´tablit le lien entre distorsion et de´bit dans ce cas.
Etude de´bit-distorsion
Le de´bit binaire associe´ a` la compression de´pend de la base D et du
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quantificateur q utilise´s. On le note R(D, q). R(D, q) est compose´ de deux
termes :
 Rv(D, q), le nombre de bits ne´cessaires a` la transmission des valeurs
quantifie´es non nulles,
 Ri(D, q), le couˆt de codage des indices des coefficients quantifie´s non
nuls.
Mallat montre dans [68] que le nombre de bits Rv(D, q) obtenu par un codage
entropique a` longueur variable est proportionnel au nombre de coefficients
non nuls de q(x), note´ ‖q(x)‖0 = L,
Rv(D, q) ∝ L. (3.3)
Le de´bit binaire Ri(D, q) est constitue´ du couˆt de codage du nombre de coef-
ficients non nuls et du nombre de bits ne´cessaires pour spe´cifier le choix de la
combinaison de ‖q(x)‖0 = L vecteurs parmi N. Pour un codage a` longueur
fixe, on obtient
Ri(D, q) = log2 N + log2 C
L




Le couˆt de codage total est alors tel que




Si L  N, le couˆt de codage des indices des coefficients non nuls domine le
de´bit binaire total, R(D, q) ∼ L log2 NL .
Par ailleurs, la distorsion obtenue entre le signal y et son approximation yˆ
est explicite´e par












ou` I est l’ensemble des indices des coefficients non nuls de q(x). Restreignant
notre e´tude aux quantificateurs scalaires uniformes (avec e´ventuellement une
zone morte), l’erreur de quantification sur les coefficients xk non quantifie´s a`
0 est comprise entre 0 et ∆2 , ou` ∆ est le pas de quantification. Ainsi,
∑
k/∈I
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Le terme ∑k/∈I |xk|2 constitue l’erreur d’approximation non line´aire, re´sultant
de la parcimonie de q(x).
Pour introduire le the´ore`me 9 explicitant la distorsion en fonction du de´bit,
nous adoptons les notations suivantes. Les coefficients xk sont classe´s dans
l’ordre de´croissant de leur valeur absolue ; on les note
|xik | ≥ |xik+1 | ∀k ∈ {1, . . . , N − 1}. (3.8)
On e´crit alors |xik | ∼ C k−s s’il existe deux constantes A, B > 0 inde´pendantes
de C, k et N telles que
A C k−s ≤ |xik | ≤ B C k−s. (3.9)
Dans [69], Mallat et Falzon prouvent le re´sultat ci-dessous.
The´ore`me 9 Soit q un quantificateur scalaire uniforme. Il existe un code a` longueur
variable tel que ∀s > 12 et c > 0, si |xik | ∼ C k−s alors






pour R(D, q) ≤ N (3.10)
La condition R(D, q) ≤ N impose que l’on se trouve a` bas de´bits, i.e., a` moins
de 1 bit par pixel (abre´ge´ en bpp). On voit alors que pour de tels de´bits, la
distorsion est proportionnelle a` R(D, q)1−2s au lieu de 2−2R(D,q) a` hauts de´bits
(cf. e´quation (1.32) sous-section 1.2.3 chapitre 1).
Quantificateur optimal
Puisque l’hypothe`se de haute re´solution n’est plus valide, un quantificateur
scalaire uniforme ne minimise pas la fonction de´bit-distorsion. Reprenons
les histogrammes des coefficients de transformation (figure 3.1). Comme
nous l’avons mentionne´, ces histogrammes peuvent eˆtre approxime´s par des
distributions Laplaciennes. Or, pour celles-ci, on peut montrer [83] que le
quantificateur optimal qui minimise la distorsion sous contrainte de de´bit
avec un codage entropique est uniforme de pas de quantification ∆ avec un
intervalle de quantification autour de 0 de´fini par [−∆,∆], i.e., deux fois plus
large que les autres intervalles de quantification. Notons que la modification
de l’intervalle de quantification autour de 0 n’affecte pas la validite´ du
the´ore`me 9.
Pour une base donne´e D, on peut alors chercher a` caracte´riser le pas de
quantification optimal au sens de´bit-distorsion i.e., a` caracte´riser q∆? , quantifi-
cateur scalaire uniforme de pas de quantification ∆? et de zone morte T = 2∆?,




D(D, q∆) soumis a` R(D, q∆) ≤ Rc, (3.11)
ou` Rc est un de´bit cible spe´cifie´ comme contrainte sur le de´bit R(D, q∆) ;
D(D, q∆) et R(D, q∆) sont de´finis respectivement par (3.6) et (3.5). Comme
on le montrera par la suite (cf. sous-sections 3.4.2 et 3.5.3), l’expression (2 +
log2
N
‖q(x)‖0 ) dans (3.5) peut eˆtre approxime´e par une constante γ, de´pendant
de la base D et du sche´ma de compression utilise´, de sorte que
R(D, q∆) ∼ γ‖q∆(x)‖0. (3.12)
Nous avons vu dans la section 1.5 du chapitre 1 que l’on peut exprimer,




D(D, q∆) + µR(D, q∆), (3.13)
ou` µ, multiplicateur Lagrangien, est lie´ implicitement a` Rc et de´finit le point




‖x− q∆(x)‖22 + µγ‖q∆(x)‖0. (3.14)
On montre alors (cf. annexe 3.8.1 a` la fin de ce chapitre) que le pas de quanti-






3.1.2 Redondance et couˆt de codage
L’approche parcimonieuse se propose de remplacer la base orthonorme´e
utilise´e de fac¸on classique dans le codage par transformation par un diction-
naire potentiellement redondant, note´ D, de M colonnes dk ∈ RN . Des contri-
butions se sont inte´resse´es a` cette approche. Citons pour exemples les travaux
de Figueras i Ventura et al. [53] et Peotta et al. [86].
On formalise l’approche de la fac¸on suivante. Si le dictionnaire est de rang
plein (ce que nous supposerons a` chaque fois qu’il s’agira de dictionnaire re-
dondant), tout signal y est parfaitement repre´sente´ mais pas de fac¸on unique.
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ou` J de´crit l’ensemble des indices des vecteurs utilise´s pour de´crire y, avec
|J | ≤ N.
Nous avons e´voque´ dans le chapitre pre´ce´dent l’inte´reˆt intuitif de l’utili-
sation d’un dictionnaire redondant plutoˆt qu’une base dans l’approximation
parcimonieuse : plus le dictionnaire de de´composition est redondant, plus le
signal dont on cherche une approximation a de chances d’eˆtre bien de´crit par
un petit nombre de vecteurs du dictionnaire. Transpose´e au codage par trans-
formation, la redondance permettrait donc, pour une parcimonie donne´e, de
diminuer la distorsion, ou inversement de concentrer davantage l’e´nergie
du signal en un petit nombre de coefficients. Cependant, cet avantage est a`
mettre en regard du couˆt de codage de la combinaison des vecteurs, i.e., de la
spe´cification des vecteurs et des coefficients de ponde´ration correspondants
utilise´s pour de´crire le signal.
Apre`s transformation, les coefficients du vecteur parcimonieux sont quan-




ou` I est l’ensemble des indices des coefficients non nuls de q(x) ∈ RM,
avec |I| = L. Notons que la parcimonie de q(x) dans (3.17) de´rive du quan-
tificateur qui peut eˆtre e´ventuellement a` zone morte, mais e´galement de la
de´composition parcimonieuse de y dans D, donc des algorithmes et du dic-
tionnaire utilise´s (cf. section 2.2 chapitre 2).
Le calcul du couˆt de codage total RR(D, q) est similaire a` celui attache´ au
codage par transformation “classique” (3.5). Il est constitue´ de la meˆme fac¸on
de deux termes, correspondant au nombre de bits ne´cessaires pour coder les
valeurs et les indices des coefficients non nuls de q(x). Cependant, tandis que
le premier reste proportionnel a` ‖q(x)‖0 = L, le deuxie`me est sensiblement
modifie´ :
Ri(D, q) = log2 M + log2 C
L




Le couˆt de codage total est donc, dans le cas d’un dictionnaire redondant,








Ainsi, si la redondance peut eˆtre inte´ressante du point de vue de l’approxi-
mation du signal y, son couˆt - et en particulier le couˆt de codage du support
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de l’approximation de y (i.e., les indices de coefficients non nuls de q(x)) - peut
eˆtre re´dhibitoire. Une fac¸on de re´duire le couˆt de codage du support de l’ap-
proximation de y sans se priver d’une bonne description est d’introduire de la
structure dans le dictionnaire.
3.2 Structuration du dictionnaire
Dans cette section, nous proposons une structuration de dictionnaire
simple base´e sur un ensemble de bases locales concate´ne´es en bintree. La
premie`re sous-section rappelle quelques contributions de la litte´rature allant
dans ce sens. La deuxie`me justifie en terme de couˆt de codage l’utilisation d’un
ensemble de bases plutoˆt qu’un dictionnaire redondant de meˆmes dimensions
dans le sche´ma de compression par transformation. Enfin, dans la dernie`re
sous-section, nous comple´tons cette structuration par une concate´nation en
arbre.
3.2.1 Motivations
Soit D un dictionnaire redondant de M colonnes dk ∈ RN et y un signal
que l’on cherche a` compresser. Pour une parcimonie fixe´e, i.e., par exemple,
pour une approximation de y avec L atomes de D, il existe CLM combinaisons
possibles d’atomes, soit encore CLM sous-espaces de ge´ne´ration de yˆ possibles
de dimension L.
C’est ce grand nombre qui rend la spe´cification de la meilleure combinai-
son couˆteuse. On peut de`s lors s’interroger sur l’inte´reˆt relatif d’un tel choix :
est-il ne´cessaire de se laisser autant de degre´s de liberte´ ? Ne peut-on pas se
satisfaire, en terme de qualite´ d’approximation, d’un plus petit nombre de
sous-espaces ?
A travers l’ide´e de structuration du dictionnaire, on va donc chercher a`
forcer le choix de groupes d’atomes, i.e., a` re´duire le nombre de combinaisons
d’atomes possibles en les liant les uns aux autres. On trouve dans la litte´rature
un grand nombre de contributions approchant cette ide´e. Les premie`res, les
plus connues, sont celles utilisant un “de´coupage” du domaine transforme´ ou
spatial. Par exemple, les paquets d’ondelettes introduits par Coifman, Meyer
et Wickerhauser [17] se construisent en divisant l’axe fre´quentiel en intervalles
de taille variables. Ces transforme´es sont particulie`rement bien adapte´es a` la
de´composition de signaux qui ont des comportements diffe´rents selon les in-
tervalles de fre´quences. Si au contraire, le signal a des proprie´te´s qui varient
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dans l’espace (ou le temps pour des signaux audio par exemple), il sera plus
judicieux de de´composer le signal en “arbre” qui segmente l’axe spatial (ou
temporel) en intervalles dont les tailles sont adapte´es aux structures du si-
gnal. Nous y avons fait mention dans l’e´tat de l’art consacre´ a` la compression
par transformation (sous-section 1.3.2 chapitre 1).
Dans une approche propre aux de´compositions parcimonieuses, Eldar et
al. ont propose´ dans [34] et [33] un dictionnaire redondant sous contrainte de
parcimonie structure´e en “blocs” ou “sous-espaces”. Le vecteur parcimonieux
qui en re´sulte pre´sente de grandes plages de ze´ros correspondant aux zones
du dictionnaire non utilise´es. On en trouve une ge´ne´ralisation dans [3] sous
forme de “mode`les” de parcimonie. Enfin, dernie`rement, Yu et al. ont propose´
dans [118] un algorithme de de´bruitage base´ sur un ensemble de bases ap-
prises sur l’image bruite´e par une analyse en composantes principales (PCA
pour principal component analysis en anglais). Notons que ces approches
“parcimonieuses” peuvent eˆtre vues comme autant de fac¸ons de structurer
le dictionnaire dans le domaine transforme´ - si tant est qu’une telle distinc-
tion “transforme´-spatial” ait un sens puisque dans les deux cas, c’est bien le
dictionnaire re´sultant qui transpose le signal dans le domaine transforme´.
3.2.2 Ensemble de bases
Sur la base des dernie`res contributions pre´sente´es dans la sous-section
pre´ce´dente, nous proposons de conside´rer dans un premier temps un en-
semble de P bases orthonorme´es : on suppose que le signal y que l’on
cherche a` compresser a une approximation parcimonieuse dans l’une d’entre
elles. La parcimonie de l’approximation dans cette base peut eˆtre totalement
inde´pendante de la quantification : les coefficients de la transformation sont
alors seuille´s (selon un parame`tre Lagrangien, un crite`re de distorsion ou un
nombre de coefficients non nuls maximum, cf. sous-section 2.2.1 du chapitre 2)
puis quantifie´s. Elle peut au contraire eˆtre obtenue par la seule quantification.
C’est l’approche que nous traiterons dans la suite du manuscrit.
On note D = {D1, . . . , DP} l’ensemble des P bases orthonorme´es. Si Di =
[d1i , . . . , d
N
i ] est la base dans laquelle y a une approximation parcimonieuse, le
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ou` I est l’ensemble des indices des coefficients non nuls de q(x), avec |I| =
‖q(x)‖0 = L. On suppose pour simplifier que le quantificateur q utilise´ est
inde´pendant de la base Di.
On note Rd(D) le couˆt de spe´cification de la base choisie pour l’approxi-
mation parcimonieuse du signal y. Rd(D) est e´gal a` log2 |D| = log2 P avec un
codage a` longueur fixe. Le de´bit binaire total de´pend de l’ensemble D et du
quantificateur q, il est note´ RE(D, q) et s’exprime d’apre`s (3.5) comme




) + log2 P.
Comparons ce re´sultat au de´bit atteint avec le dictionnaire correspondant
non structure´, i.e., fait de la concate´nation des P dictionnaires. Ce dictionnaire,
note´ D = [D1, . . . , DP] contient alors M = PN atomes. Le de´bit binaire total
RR(D, q) re´sultant est tel que










RR(D, q) ≥ RE(D, q), (3.23)
avec e´galite´ si et seulement si L = 1, i.e., un seul atome est utilise´ pour de´crire
le signal y.
3.2.3 Concate´nations de bases locales
L’ensemble de bases permet de structurer le dictionnaire de de´composition
dans le domaine transforme´. Dans cette sous-section, nous proposons de com-
biner cette approche avec une structuration spatiale, via l’utilisation d’un
arbre. Notre choix se porte sur une segmentation en bintree, qui exploite, de
fac¸on simple, des supports de bases locales anisotropiques (rectangulaires).
On peut conside´rer la segmentation en bintree de deux manie`res
diffe´rentes. D’un coˆte´, elle offre un degre´ de liberte´ supple´mentaire par rap-
port a` un traitement de l’image en blocs de taille fixe´e, permettant d’augmen-
ter le nombre de bases d’image possibles (et on peut intuitivement suppo-
ser que plus on a de bases a` disposition, plus on a de chance de choisir une
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base qui de´crira au mieux les proprie´te´s de l’image avec peu de coefficients).
De l’autre, ce degre´ de liberte´ est limite´ puisque le bintree interdit de par sa
structure certaines combinaisons de bases locales. Il y a donc bien structura-
tion re´sultant en une re´duction du couˆt de codage de la base d’image utilise´e
par rapport a` un ensemble non structure´ de bases d’image.
Avec cette double structuration - concate´nation de bases locales en arbre
et se´lection des bases locales dans un ensemble - on espe`re obtenir une bonne
adaptabilite´ spatiale de la base de transformation aux ge´ome´tries de l’image
et une bonne description des caracte´ristiques locales de l’image. Pour e´viter
les confusions entre bases locales et globales, nous noterons, dans la suite
de ce chapitre, B une base d’image globale construite ainsi que nous ve-
nons de le voir et Di une base locale d’indice i choisie dans un ensemble
D = {D1, . . . , DP}.
Reprenons l’expression du de´bit (3.21). Elle est constitue´e des termes de
codages des coefficients de transformation quantifie´s non nuls (valeurs et
indices) et de la spe´cification de la base de transformation choisie dans un
ensemble (Di est alors une base globale). Avec le niveau de structuration
supple´mentaire apporte´ par la segmentation en bintree, ce dernier couˆt de-
vient celui de la spe´cification des bases choisies localement et il faut en outre
ajouter le couˆt de codage de la segmentation en bintree, spe´cifiant les supports
des bases locales.
Pour alle´ger les e´quations, nous adoptons les notations suivantes :
 Rx est le de´bit binaire attache´ au codage des coefficients de transforma-
tion quantifie´s non nuls (valeurs et indices),
 Rd est le couˆt de codage des indices des bases locales,
 Rs est le nombre de bits ne´cessaires pour coder la segmentation en bin-
tree.
Le de´bit binaire total qui de´pend de la base d’image globale note´e B et du
quantificateur global q (nous de´taillons ce dernier dans la section suivante)
s’exprime donc comme
R(B, q) = Rx + Rd + Rs. (3.24)
Nous explicitons chacun de ses termes dans la section suivante.
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3.3 Optimisation de´bit-distorsion
Dans la section pre´ce´dente, nous avons de´fini un ensemble de bases
d’image. Dans cette section, nous e´tudions le proble`me du choix de la
meilleure base parmi cet ensemble.
Comme nous l’avons e´voque´ plusieurs fois, deux parame`tres du codage
par transformation peuvent affecter les performances de´bit-distorsion : la base
de transformation et le quantificateur des coefficients transforme´s. On note B?
la base d’image globale, optimale au sens de´bit-distorsion, recherche´e (parmi
un ensemble structure´ comme explique´ dans la section pre´ce´dente), et q? le
quantificateur optimal recherche´. Sous sa forme non contrainte, le proble`me
s’exprime de la fac¸on suivante :
(B?(µ), q?(µ)) = argmin
B,q
D(B, q) + µR(B, q), (3.25)
avec µ multiplicateur Lagrangien.
Hypothe`ses de re´solution
La solution de (3.25) peut eˆtre obtenue de fac¸on efficace par programmation
dynamique [87] en s’assurant que :
1. l’ensemble des bases d’image est une concate´nation en arbre de bases
locales,
2. la distorsion et le de´bit peuvent eˆtre de´compose´s en termes locaux as-
socie´s a` chaque base locale.
La premie`re condition est satisfaite par notre sche´ma de compression (cf. sous-
section pre´ce´dente). La segmentation en bintree permet une application lo-
cale de la quantification. Localement, dans le cas d’une quantification uni-
forme scalaire avec une zone morte, le pas de quantification de´pend des ca-
racte´ristiques de la base de transformation (cf. e´quation (3.15)). Nous faisons
ici l’hypothe`se que ce pas de quantification est le meˆme quelle que soit la base
locale choisie. Ainsi, la quantification re´alise´e sur l’image globale ne de´pend
que du support de la base de transformation, i.e., de la segmentation en bin-
tree. Le pas de quantification est de´fini localement par ∆?(µ) = {∆?j (µ)}j∈F
tel que
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D(B,∆?(µ)) + µR(B,∆?(µ)). (3.27)
En revanche, la deuxie`me condition doit eˆtre ve´rifie´e pour chacun des
termes Rx, Rd et Rs que nous avons de´finis plus haut.
Nous adoptons d’abord une simple imple´mentation du bintree en assi-
gnant “1” aux noeuds internes de l’arbre et “0” aux noeuds feuilles. Ainsi, Rs
peut eˆtre exprime´ comme la somme des de´bits ne´cessaires pour coder chaque




Nous supposons ensuite que les indices des bases locales sont encode´s par





Notons que l’utilisation d’un FLC est en ge´ne´ral sous-optimale (cf. sous-
section 1.2.2 chapitre 1). Ce choix est fait ici pour des raisons de complexite´
puisqu’il permet de de´composer Rd en une somme de termes locaux. Dans
la sous-section suivante, nous de´crivons une fac¸on plus efficace de coder
les indices des bases locales. L’expression (3.29) constitue alors une borne
supe´rieure sur le de´bit atteignable par le sche´ma pratique.
Le de´bit ne´cessaire pour coder les coefficients quantifie´s de transforma-
tion sur chaque base locale est proportionnel au nombre de coefficients non
nuls (cf. e´quation (3.12)). D’apre`s l’hypothe`se que nous avons pose´e sur








ou` qj(xj) repre´sente le vecteur de coefficients de transformation quantifie´s sur
la j-ie`me feuille du bintree et γj est le facteur de proportionnalite´ entre le de´bit
local Rjx et le nombre de coefficients ‖qj(xj)‖0. Par hypothe`se, la quantification
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qj de´pend uniquement du support de la transforme´e locale, i.e., de la taille du
j-ie`me bloc-feuille.
Re´sumant ces observations et hypothe`ses, on obtient finalement que le














x, ou` Dij est la base locale attache´e a` la j-
ie`me feuille et choisie dans un ensemble D, ij ∈ {1, . . . , P}. Le proble`me (3.25)








j (µ)) + µR(Dij ,∆
?
j (µ)), (3.32)
et des me´thodes de programmation dynamique standard (cf. [87]) peuvent
alors eˆtre applique´es.
3.4 Bases locales pre´de´finies : les DCT directionnelles
Les DCT directionnelles (DDCT) ont e´te´ introduites dans [122] sur des sup-
ports carre´s. Les auteurs montrent que ces bases donnent de bonnes perfor-
mances de codage pour des blocs d’image contenant des contours oriente´s.
Dans cette section, nous e´tendons ces bases a` des supports rectangulaires de
taille variable afin de les exploiter dans un sche´ma de compression utilisant
une segmentation en bintree de l’image. Des re´sultats en termes de perfor-
mance de´bit-distorsion sont pre´sente´s et compare´s aux standards de compres-
sion JPEG et JPEG2000. Ils ont e´te´ pre´sente´s lors de la confe´rence ICASSP 2010
[C].
3.4.1 Principe
L’ide´e principale des DDCT repose sur la proprie´te´ de se´parabilite´ de la
transforme´e DCT bidimensionnelle standard, i.e., une DCT bidimensionnelle
peut eˆtre re´alise´e en calculant successivement une DCT unidimensionnelle sur
les colonnes du bloc-image conside´re´ puis une DCT unidimensionnelle sur les
lignes du bloc issu de la premie`re DCT. La construction d’une DDCT est base´e
sur la modification de l’ordre de scanning des pixels du bloc pour cre´er des
bases avec des directions privile´gie´es.
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Pour des raisons de clarte´, nous exposons la construction d’une trans-
forme´e DDCT sur un bloc y de taille 8× 4 pixels et le mode directionnel “dia-
gonal down-left” repre´sente´ sur la figure 3.2. L’extension aux autres modes
directionnels est directe.
A chaque mode directionnel, on associe un ordre de scanning de´fini par
un ensemble de vecteurs vk. Chaque vecteur vk contient un sous-ensemble de
pixels pris selon une direction donne´e. Pour le mode “diagonal down-left”,
les vk sont constitue´s des pixels situe´s sur des fle`ches allant de haut en bas et
de droite a` gauche comme illustre´ sur la figure 3.2. Ils ont ainsi des longueurs
diffe´rentes.








v1 v2 v3 v4 v5 v6 v7 v8 v9 v10 v11
y =
Figure 3.2 Ordonnancement des pixels pour le mode “diagonal down-left” sur un bloc rectangulaire
Les pixels peuvent eˆtre ensuite re´ordonnance´s, re´sultant en un tableau de
pixels “pyramidal”, dont les colonnes sont les vecteurs vk. Conside´rant ce ta-
bleau, le processus de construction de la DDCT est alors similaire a` la DCT bi-
dimensionnelle standard. Une premie`re DCT unidimensionnelle est d’abord
re´alise´e sur les colonnes vk ; une seconde ensuite sur les lignes de la matrice
pyramidale, comme illustre´ sur la figure 3.3.
DCT sur les colonnes DCT sur les lignes
x
Figure 3.3 Transforme´e DCT “diagonal down-left” sur un bloc rectangulaire
Le bloc de transformation x est enfin obtenu en re´arrangeant les coeffi-
cients dans leurs positions initiales dans y.
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3.4.2 Imple´mentation
Dans cette section, nous de´taillons l’imple´mentation du sche´ma de com-
pression que nous proposons et illustrons ses performances.
Dictionnaire
On conside`re un ensemble de bases d’image construites comme explique´
dans la section 3.2. Les supports des bases locales ont des tailles qui varient
de 4× 4 pixels a` 32× 32 pixels. Pour chaque taille de support, on conside`re 7
modes directionnels correspondant a` 7 modes de pre´diction intra du format
de compression vide´o H.264 (cf. sous-section 1.4.3 chapitre 1). Les modes
“vertical”, “horizontal” et “DC” de la pre´diction H.264 sont regroupe´s sous
le mode directionnel “1”, re´sultant en la DCT bidimensionnelle “standard”.
Les modes suivants correspondent a` des DCT oriente´es. La base de transfor-
mation est se´lectionne´e selon une proce´dure d’optimisation de´crite dans la
section 3.3.
Ordre de scanning
De la meˆme fac¸on que dans le format de compression JPEG (cf. figure 1.5,
sous-section 1.3.3 chapitre 1) , les coefficients transforme´s et quantifie´s sont
traite´s selon un ordre de scanning particulier favorisant un ordonnancement
de la fre´quence la plus basse vers la fre´quence la plus haute (cf. [122] pour
des blocs carre´s). La figure 3.4 montre l’ordre de scanning choisi pour le mode
“diagonal down-left” sur un bloc de 8× 4 pixels.
Figure 3.4 Ordre de scanning des coefficients de transformation utilise´ pour le mode “diagonal down -left”
Codage des coefficients quantifie´s
Apre`s ordonnancement, les coefficients quantifie´s de la transformation sont
encode´s par des codes de Huffman. Les tables de Huffman sont optimise´es
selon la taille du support des transforme´es locales. Les indices des coefficients
non nuls sont encode´s via un codage par plages de ze´ros (RLE, cf. sous-section
1.2.2 chapitre 1).
Codage des modes directionnels locaux
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L’encodage des modes directionnels est re´alise´ au moyen d’une proce´dure


























Figure 3.5 (a) Exemple d’une segmentation en bintree et (b) encodage en quadtree des modes directionnels
locaux correspondants
La figure 3.5(a) repre´sente les supports des bases locales. Le nume´ro
a` l’inte´rieur de chaque support correspond au mode directionnel choisi
localement. La figure 3.5(b) repre´sente l’encodage en quadtree des indices
correspondants. On proce`de de la fac¸on suivante. L’image est segmente´e
en 4 blocs carre´s de dimensions e´gales. Si toutes les bases locales dans un
bloc ont un mode directionnel identique, ce bloc correspond a` une feuille du
quadtree et est “labellise´” par le mode directionnel commun ; sinon, le bloc
est sous-divise´ en 4 blocs carre´s etc.
Analyse des facteurs de proportionnalite´ γj
Les facteurs γj de´pendent des bases de transformation et du sche´ma de
codage. Nous faisons ici l’hypothe`se qu’ils ne de´pendent pas des modes
directionnels des bases : seule la taille du support de la transformation
est importante. Les facteurs γj sont donc de´termine´s empiriquement par
taille de bloc, en conside´rant un sche´ma de codage identique a` celui de´fini
pre´ce´demment mais pour une segmentation en blocs de meˆme taille. Les
courbes 3.6(a) et 3.6(b) expriment le rapport RxL , ou` L est le nombre de
coefficients non nuls sur toute l’image, en fonction de log2
N
L , ou` N est la
dimension de l’image, pour respectivement une segmentation en blocs de
taille 8× 8 pixels et 16× 16 pixels. On observe que ce rapport e´volue tre`s peu,
dans un intervalle compris entre 6 et 8.5 pour les blocs de 8× 8 pixels et entre
5.5 et 8.5 pour des blocs de 16× 16 pixels. Le tableau 3.1 re´sume les valeurs
moyennes choisies pour les 7 tailles de blocs possibles de la segmentation en
bintree propose´e.
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Figure 3.6 Valeurs des γj obtenues par compression des images “Barbara”, “Cameraman”, “Lena” et “Roofs”
sur une segmentation en blocs de 8× 8 pixels (a) et 16× 16 pixels (b).
Taille de bloc 32× 32 32× 16 16× 16 16× 8 8× 8 8× 4 4× 4
γj 6.80 6.90 6.90 7.0 7.40 7.20 7.10
Table 3.1 Valeurs moyennes de γj par taille de blocs pour les DCT directionnelles.
3.4.3 Evaluation des performances
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Figure 3.7 (a) Segmentation bintree et modes directionnels associe´s obtenus pour “Cameraman” (a) a` R= 0.46
bpp et PSNR= 31.40 dB et “Lena” (b) a` R= 0.08 bpp et PSNR= 28.30 dB.
La figure 3.7 repre´sente les supports des bases locales composant la base
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d’image ainsi que leurs modes directionnels pour les images “Cameraman”
et “Lena”, a` des points de´bit-distorsion particuliers. On remarque que la DCT
conventionnelle (mode “1”) est se´lectionne´e dans les re´gions homoge`nes de
l’image tandis que les transforme´es DDCT sont utilise´es dans les re´gions ou`
la directionnalite´ est plus importante (par exemple, des contours oriente´s).













































































Figure 3.8 Courbes de´bit-distorsion pour la compression de “Barbara” (a), “Cameraman” (b), “Lena” (c) et
“Roofs” (d) avec le sche´ma de codage propose´ utilisant des DCT directionnelles et les standard JPEG2000 et
JPEG.
La figure 3.8 compare les performances de´bit-distorsion obtenues par notre
sche´ma de compression avec celles obtenues par les formats de compres-
sion JPEG et JPEG2000 sur quelques images. On remarque que le sche´ma
de compression propose´ surpasse JPEG de plus d’1 dB pour l’ensemble des
images e´tudie´es et JPEG2000 d’1 dB environ pour la plupart des images a` bas
et moyens de´bits. L’image Lena est moins bien encode´e avec le sche´ma de
compression propose´ qu’avec le standard JPEG2000. Une explication possible
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re´side dans les caracte´ristiques des atomes de transforme´e utilise´s : les DCT
directionnelles semblent bien de´crire les zones et contours oriente´s, mais pas
les textures sans orientation “simple”, comme peut l’eˆtre la plume du chapeau.
Remarque : les images sont rappele´es en annexe 3.8.3 de ce chapitre.
3.5 Bases locales apprises : e´tude d’un algorithme de la
litte´rature
Les bonnes performances obtenues par le sche´ma de compression exploite´
dans la section pre´ce´dente sont encourageantes. Conservant la structuration
du dictionnaire de´taille´e dans la section 3.2, on peut espe´rer les ame´liorer en-
core en utilisant des bases locales apprises selon un crite`re favorisant la parci-
monie des de´compositions. C’est l’objet de cette section et des deux suivantes.
Nous nous proposons dans un premier temps d’e´tudier un algorithme
d’apprentissage de bases adapte´es aux de´compositions parcimonieuses intro-
duit par Sezer et al. dans [96]. Cet algorithme, appele´ algorithme de Sezer dans
la suite, servira d’algorithme de re´fe´rence pour l’e´tude et la conception d’un
algorithme Baye´sien que nous pre´senterons dans les deux sections 3.6 et 3.7.
Nous adopterons dans la suite de ce chapitre les notations suivantes. Soit
{yj}Kj=1 un ensemble d’entrainement pour l’optimisation d’un ensemble de P
bases. Nous noterons D cet ensemble de bases et le de´finissons de la fac¸on
suivante,
D , [D1, . . . , Di, . . . , DP], DTi Di = IN , (3.33)
ou` IN est la matrice identite´ de dimension N. Cette notation est abusive : D
n’est jamais conside´re´ comme concate´nation mais bien comme un ensemble
de P bases. Elle permet cependant une formulation simple des algorithmes.
De la meˆme fac¸on, on note xji le vecteur de de´composition de yj dans la base
Di et xj le vecteur tel que
xTj , [xTj1, . . . , xTji , . . . , xTjP]T . (3.34)
Les re´sultats pre´sente´s dans cette section ont fait l’objet d’un article dans
les proceedings de la confe´rence SPIE 2010 [F].
3.5.1 Algorithme de Sezer
L’algorithme de Sezer est un algorithme ite´ratif en deux e´tapes. Dans une
premie`re e´tape, chaque signal d’entrainement est assigne´ a` une famille Si, i ∈
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{1, . . . , P}. Puis, dans une seconde e´tape, chaque famille Si est utilise´e pour
optimiser une base Di sous un crite`re parcimonie-distorsion.
Plus pre´cise´ment, a` la k-ie`me ite´ration de l’algorithme, la premie`re e´tape
associe a` chaque signal d’entrainement yj, j ∈ {1, . . . , K}, un indice c(k)j ∈
{1, . . . , P} correspondant a` l’indice de la base qui minimise l’erreur d’approxi-
mation du signal sous contrainte de parcimonie. De fac¸on formelle, on de´finit
∀ i ∈ {1, . . . , P}, S (k)i =
{
j ∈ {1, . . . , K} ∣∣ c(k)j = i} , (3.35)
ou` c(k)j = argmin
i∈{1,...,P}
{
‖yj −D(k−1)i x(k−1)ji ‖22 + λ′‖x(k−1)ji ‖0
}
. (3.36)
L’e´tape de mise a` jour des bases, formant la deuxie`me e´tape de l’algo-
rithme de Sezer, se formalise de la fac¸on suivante :








{‖yj −Dixji‖22 + λ′‖xji‖0}
}
soumis a` DTi Di = IN . (3.37)
Elle est en pratique elle-meˆme re´alise´e selon une proce´dure ite´rative, opti-
misant successivement pour chaque famille Si les repre´sentations parcimo-
nieuses associe´es aux signaux de la famille conside´re´e et la base Di. Les
repre´sentations parcimonieuses sont calcule´es par une ope´ration de seuillage
dur (cf. section 2.2.1 chapitre 2), selon la formalisation “standard”




‖yj −D(k,l−1)i xji‖22 + λ′‖xji‖0
}
, (3.38)
ou` (l) est le nume´ro de l’ite´ration dans l’e´tape de mise a` jour des bases. No-
tons que le parame`tre λ′ est de´fini par l’utilisateur et permet de fixer le com-
promis entre parcimonie et distorsion. Les bases Di sont ensuite estime´es. Le
proble`me se formalise, a` la l-ie`me ite´ration de l’e´tape, de la fac¸on suivante :








soumis a` DTi Di = IN ,
et revient a` calculer
∀i ∈ {1, . . . , P}, D(k,l)i = VUT , (3.40)
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Algorithme 5: Algorithme de Sezer
0. Initialisation
– D(0) = [D(0)1 , . . . , D
(0)
i , . . . , D
(0)
P ],
– ∀i ∈ {1, . . . , P}, ∀j ∈ {1, . . . , K}, x(0)ji = argmin
xji
{
‖yj −D(0)i xji‖22 + λ′‖xji‖0
}
.
Tant que le crite`re d’arreˆt n’est pas atteint, re´pe´ter :
1. Classification
∀ i ∈ {1, . . . , P}, S (k)i =
{
j ∈ {1, . . . , K} ∣∣ c(k)j = i} , (3.35)
ou` c(k)j = argmin
i∈{1,...,P}
{
‖yj −D(k−1)i x(k−1)ji ‖22 + λ′‖x(k−1)ji ‖0
}
. (3.36)
2. Mise a` jour des bases








{‖yj −Dixji‖22 + λ′‖xji‖0}
}
soumis a` DTi Di = IN . (3.37)





La justification de ce calcul peut eˆtre trouve´e dans [62, 96]. A l’issue de la
proce´dure ite´rative de l’e´tape, au bout de l f in ite´rations,
∀i ∈ {1, . . . , P}, D(k)i = D
(k,l f in)
i . (3.41)
L’algorithme 5, dans l’encadre´, re´sume les deux e´tapes de l’algorithme de Se-
zer.
3.5.2 Ame´liorations
Dans cette section, nous introduisons quelques modifications dans l’al-
gorithme de Sezer afin d’ame´liorer sa convergence et ses performances en
termes de distorsion vs de´bit. Pour e´tudier la pertinence de ces modifications,
nous appliquons les bases apprises sur des blocs de taille 8 × 8 pixels et
adoptons un sche´ma de codage simple, utilisant des codes de Huffman pour
encoder les coefficients quantifie´s et un encodeur RLE pour coder les indices
des coefficients non nuls. Les performances de´bit-distorsion atteintes sont
alors compare´es a` celles obtenues par l’algorithme de Sezer original.
Initialisation
La fonction que l’on cherche a` optimiser est multimodale : selon l’initialisa-
tion, l’algorithme converge vers un minimum local particulier, diffe´rentes
initialisations conduisent donc potentiellement a` diffe´rents re´sultats. A
78 Chapitre 3. Transformations adaptatives
l’e´tape d’initialisation, Sezer et al. re´alisent une classification des blocs d’en-
trainement en K sous-ensembles au moyen de gradients d’image. Sur chaque
sous-ensemble, la base est ensuite initialise´e par une transforme´e de Karhu-
nen Lo`eve (KLT) en utilisant les signaux correspondants. Or, meˆme si l’on
peut penser que des signaux de meˆmes caracte´ristiques ge´ome´triques auront
des de´compositions parcimonieuses dans une meˆme base, il n’en existe pas
de preuve e´vidente. Il peut donc eˆtre inte´ressant de de´corre´ler l’initialisation
des bases de l’ensemble des signaux d’entrainement. Nous proce´dons en
initialisant d’abord K bases inde´pendemment de l’ensemble d’entrainement
et en reliant ensuite par (3.35) les signaux d’entrainement a` l’une d’entre elles.
Dans ce but, nous proposons d’utiliser les DDCT introduites par Zeng et al.
[122] de´crites dans la section pre´ce´dente. Etant inde´pendantes des signaux
d’entrainement, ces bases permettront une classification des signaux selon le
seul crite`re de parcimonie de leurs de´compositions ; et si effectivement, il y
a bien lien entre parcimonie des de´compositions et similarite´s ge´ome´triques
des signaux, ces bases n’y feront pas obstacle, pre´sentant elles-meˆmes des
caracte´ristiques ge´ome´triques fortes.

















Figure 3.9 Performances de´bit-distorsion obtenues par deux initialisations diffe´rentes : KLT and DDCT.
La figure 3.9 pre´sente les performances de´bit-distorsion obtenues par
l’algorithme de Sezer initialise´ par des KLT et par des DDCT sur l’image
Barbara. On observe que cette dernie`re initialisation ame´liore le PSNR par
plus d’1 dB a` bas de´bits.
Crite`re de parcimonie
Autre enjeu important : le choix de la norme `p utilise´e comme mesure de la
parcimonie dans (3.38), dont nous avons de´ja` eu l’occasion (cf. chapitre 2) de
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mentionner le roˆle peut conduire a` des performances diffe´rentes. Le cas p = 0
utilise´ par Sezer imple´mente le “vrai” crite`re de parcimonie. Cependant,
d’autres choix de p peuvent potentiellement conduire a` des points fixes
diffe´rents et par ailleurs, se montrer plus judicieux en terme de rapidite´
d’exe´cution de l’algorithme. Nous nous sommes inte´resse´s au cas p = 1. Dans




‖yj −D(k)i xji‖22 + λ′‖xji‖1
}
, (3.42)
et re´solue par une ope´ration de seuillage doux (cf. section 2.2.1 chapitre 2).
Pour ce choix de norme, nous avons pu constater de fac¸on expe´rimentale
que l’algorithme re´sultant e´tait plus rapide.




















Figure 3.10 Performances de´bit-distorsion obtenues par deux normes d’optimisation diffe´rentes : normes `0
and `1.
Les courbes comparatives de´bit-distorsion sont donne´es dans la figure
3.10 sur l’image Roofs. Les deux algorithmes sont initialise´s avec les DDCT.
On peut voir que le choix de la norme `1 conduit a` une le´ge`re augmentation
du PSNR.
Prise en compte de la quantification
Enfin, puisque les bases apprises sont applique´es dans un contexte de
compression d’image, il semble inte´ressant d’inte´grer la connaissance du
sche´ma de codage utilise´ apre`s l’e´tape de transformation. En pratique, cela
revient a` prendre la quantification en compte et ainsi, a` contraindre les xj a`
prendre leurs valeurs dans un ensemble fini de points. En particulier, si on
conside`re une quantification scalaire uniforme a` zone morte T = 2∆, ou` ∆ est
le pas de quantification, les coefficients des xj peuvent prendre leurs valeurs
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dans l’ensemble {0} ∪ {±( 32∆ + k∆)}k∈N. Cette restriction permet de lier
implicitement l’ensemble des bases optimise´es au quantificateur utilise´ dans
le sche´ma de codage conside´re´.




































Figure 3.11 Performances de´bit-distorsion obtenues avec et sans inte´gration de la quantification dans l’algo-
rithme d’apprentissage : (a) sur des blocs de taille 4× 4 pixels, (b) sur des blocs de taille 8× 8 pixels.
La figure 3.11 analyse la pertinence de l’inte´gration de la quantification
dans l’algorithme d’apprentissage sur l’image Peppers. Les algorithmes sont
initialise´s avec des DDCT et utilisent la norme `1. Pour des blocs de taille 4× 4
pixels, la prise en compte de la quantification ame´liore les performances de´bit-
distorsion a` hauts et moyens de´bits (cf. figure 3.11(a)). Cependant, ce n’est pas
le cas a` bas de´bits ou pour des blocs de taille plus grande comme on peut le
voir sur la figure 3.11(b) pour des blocs de taille 8 × 8 pixels. Plusieurs rai-
sons peuvent expliquer ces re´sultats de´cevants. La plus probable re´side dans
l’e´tape de classification rendue instable par la quantification. A bas de´bits, la
diffe´rence entre les valeurs re´elles et quantifie´es est grande (en raison de la
largeur des intervalles de quantification), de plus elles sont peu nombreuses.
La classification repose donc sur un petit nombre de coefficients qui, d’une
ite´ration a` l’autre, peuvent prendre des valeurs tre`s diffe´rentes. Lorsque la
taille des blocs augmente, ce comportement est renforce´ par la contrainte de
parcimonie (le rapport “nombre de coefficients non nuls sur nombre total de
coefficients” diminue). De par la structure de l’algorithme, la prise en compte
de la quantification ne semble donc pas pertinente. Nous ne conside´rerons
pas cette modification dans la version finale de l’algorithme d’apprentissage
utilise´ dans le sche´ma de compression pre´sente´ dans la sous-section suivante.
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3.5.3 Imple´mentation
L’imple´mentation du sche´ma de compression utilisant les bases apprises
par l’algorithme de Sezer est similaire a` celle de´taille´e dans la sous-section
3.4.2.
Apprentissage des bases
La base de transformation est choisie selon une proce´dure d’optimisation
de´crite dans la section 3.3 parmi un ensemble fait de la concate´nation de bases
locales en bintree.
Selon la taille du support (compris entre 4 × 4 pixels et 32 × 32 pixels),
on utilise entre 50000 et 400000 signaux d’entrainement pour optimiser un
ensemble de 6 bases avec la proce´dure et les ame´liorations de´crites dans les
sous-sections pre´ce´dentes 3.5.1 et 3.5.2. Les bases sont initialise´es avec des
DDCT dont les modes directionnels correspondent aux modes de pre´diction
intra du standard de compression vide´o H.264 (les modes “DC”, “vertical”
et “horizontal” ne sont pas conside´re´s). L’apprentissage est ainsi re´alise´ pour
plusieurs valeurs de λ′ (λ′ ∈ {5, 16, 51, 161}). La base DCT est ajoute´e aux
bases apprises, re´sultant pour une taille de bloc fixe´e en 4 ensembles de 7
bases. A chaque point de compression global, spe´cifie´ par le parame`tre µ, la
valeur de λ′ correspondant a` l’ensemble ge´ne´rant les meilleures performances
en de´bit-distorsion est code´e et transmise (une meˆme valeur de λ′ est ainsi
utilise´e sur l’ensemble de la segmentation en bintree, i.e., pour toutes les
tailles de blocs).
Ordre de scanning
Contrairement aux DCT directionnelles, les ordres de scanning correspondant
aux bases de Sezer ne peuvent eˆtre de´termine´s de fac¸on the´orique, ils sont
appris sur un ensemble d’images transforme´es par les bases apprises puis
quantifie´es. L’apprentissage re´sulte en 168 ordres de scanning diffe´rents
correspondant a` chaque base, chaque λ′ et chaque taille de bloc. Pour la
base DCT, l’ordre de scanning “en zigzag” utilise´ dans JPEG (cf. figure 1.5,
sous-section 1.3.3 chapitre 1) est conserve´.
Codage
L’encodage des valeurs quantifie´es des coefficients transforme´s et des indices
des coefficients non nuls est re´alise´ comme de´crit dans la sous-section 3.4.2.
De meˆme, l’encodage des indices des bases locales se fait au moyen d’un
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Taille de bloc 32× 32 32× 16 16× 16 16× 8 8× 8 8× 4 4× 4
λ′ = 5 6.90 7.0 7.10 7.30 7.50 7.20 7.30
λ′ = 16 6.80 6.90 7.0 7.30 7.50 7.20 7.20
λ′ = 51 6.90 7.0 7.10 7.20 7.40 7.20 7.20
λ′ = 161 6.80 6.80 6.80 7.10 7.30 7.10 7.30
Table 3.2 Valeurs moyennes de γj par taille de blocs et valeur de λ′ pour les bases apprises par l’algorithme
de Sezer.
quadtree.
Analyse des facteurs de proportionnalite´ {γj}
Nous reprenons l’hypothe`se que les facteurs γj ne de´pendent pas des indices












































Figure 3.12 Valeurs des γj obtenues par compression des images “Barbara”, “Cameraman”, “Lena” et “Roofs”
sur une segmentation en blocs de 8× 8 pixels (a) et 16× 16 pixels (b) pour λ′ = 16.
des bases mais uniquement de la taille du support de la transforme´e et, ici, du
parame`tre λ′. Ils sont donc de´termine´s empiriquement par taille de blocs et
par valeur de λ′, en conside´rant un sche´ma de codage identique a` celui de´fini
pre´ce´demment mais pour une segmentation en blocs de meˆme taille. Les
figures 3.12(a) et 3.12(b) illustrent graphiquement les valeurs des γj obtenues
pour respectivement des blocs de taille 8 × 8 pixels et 16 × 16 pixels pour
λ′ = 16. Le tableau 3.2 re´sume les valeurs moyennes choisies pour les 7 tailles
de blocs possibles de la segmentation en bintree propose´e et les 4 valeurs de
λ′ choisies.
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3.5.4 Evaluation des performances
Plusieurs analyses permettent de caracte´riser les performances atteintes
par le sche´ma de compression propose´.
Une premie`re comparaison des performances obtenues par les DCT di-
rectionnelles d’une part et les bases apprises par l’algorithme de Sezer d’autre
part est re´alise´e en conside´rant une segmentation de l’image en blocs de meˆme
taille.






































Figure 3.13 Performances parcimonie-distorsion atteintes par les deux ensembles de bases, DDCT et bases
apprises par l’algorithme de Sezer, pour une segmentation de l’image “Cameraman” en blocs de taille 8× 8
pixels (a) et 16× 16 pixels (b).
La figure 3.13 pre´sente les performances parcimonie-distorsion atteintes
par les bases DDCT d’une part et les bases apprises par l’algorithme de Sezer
d’autre part, pour un de´coupage de l’image “Cameraman” en blocs de taille
8× 8 pixels (3.13(a)) et 16× 16 pixels (3.13(b)). On observe ainsi que pour un
PSNR donne´, les blocs transforme´s par les bases de Sezer pre´sentent une plus
grande parcimonie que ceux transforme´s par les DCT directionnelles. L’ap-
prentissage a donc bien favorise´ la parcimonie des de´compositions.
L’e´cart entre les deux courbes de performances parcimonie-distorsion se
retrouve quoique moins prononce´ sur la figure 3.14 qui pre´sente les perfor-
mances en de´bit-distorsion obtenues par chaque ensemble de bases.
Enfin, la figure 3.15 illustre et compare les performances de´bit-distorsion
atteintes par le sche´ma de compression base´ sur une segmentation en bin-
tree et l’utilisation de bases apprises par l’algorithme de Sezer avec le meˆme
sche´ma utilisant des DCT directionnelles et les standards de compression
JPEG et JPEG2000. Le gain apporte´ par l’apprentissage est dans l’ensemble
84 Chapitre 3. Transformations adaptatives




































Figure 3.14 Performances de´bit-distorsion atteintes par les deux ensembles de bases, DDCT et bases apprises
par l’algorithme de Sezer, pour une segmentation de l’image “Cameraman” en blocs de taille 8× 8 pixels (a) et
16× 16 pixels (b).
peu significatif, voire, dans le cas de l’image “Roofs”, inexistant. Cette dernie`re
image pre´sente des zones fortement oriente´es (cf. annexe 3.8.3), de´ja` tre`s bien
capte´es par les DCT directionnelles.
L’apprentissage de bases selon l’algorithme introduit par Sezer et al. a
permis d’augmenter la parcimonie des vecteurs de repre´sentation mais cela
n’a pas suffi pour ame´liorer de fac¸on significative les performances de´bit-
distorsion. Plusieurs raisons peuvent eˆtre avance´es : une parcimonie encore
trop faible, un codage des coefficients de transformation quantifie´s couˆteux.
Pour cette dernie`re raison, il peut eˆtre inte´ressant de comparer les couˆts de co-
dage des valeurs et indices des coefficients de transformation quantifie´s pour
chaque ensemble de bases, DDCT et bases apprises par l’algorithme de Sezer.
La figure 3.16 repre´sente graphiquement ces couˆts en fonction de la parcimo-
nie des de´compositions pour la compression des images “Barbara”, “Came-
raman”, “Lena” et “Roofs”. On peut ainsi observer que si le couˆt de codage
des valeurs est en ge´ne´ral plus faible pour le sche´ma de compression utilisant
les bases apprises que celui utilisant les DDCT, c’est un comportement inverse
qui re´git le couˆt de codage des indices. Malgre´ l’apprentissage des ordres de
scanning, le codage des indices des coefficients de transformation non nuls,
re´alise´ par plages de ze´ros, est moins efficace, donc plus couˆteux, que celui
attache´ au codage par DDCT. De par leurs constructions, les DCT direction-
nelles concentrent l’e´nergie du signal conside´re´ sur les meˆmes atomes en prio-
rite´ alors qu’aucune contrainte de ce type n’est impose´e par l’algorithme de
Sezer aux bases optimise´es. Les atomes utilise´s dans les de´compositions par-
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Figure 3.15 Performances de´bit-distorsion pour la compression de “Barbara” (a), “Cameraman” (b), “Lena”
(c) et “Roofs” (d) avec le sche´ma de codage propose´ utilisant des bases apprises par l’algorithme de Sezer, des
DCT directionnelles et les standard JPEG2000 et JPEG.
cimonieuses sont alors choisis de fac¸on “uniforme”, sans priorite´. Ce handicap
peut expliquer en partie les performances relativement de´cevantes du sche´ma
de compression utilisant les bases apprises par l’algorithme de Sezer.
3.6 Vers une approche probabiliste
Une des raisons avance´es pour expliquer les re´sultats peu satisfaisants de
la section pre´ce´dente invoque la faible ame´lioration de la parcimonie intro-
duite par l’apprentissage de Sezer. Et en effet, nous avons eu l’occasion de
souligner certaines faiblesses de la structure de l’algorithme, en particulier
son e´tape de classification des signaux d’entrainement. Dans les sections 3.6
et 3.7 nous de´veloppons une nouvelle approche d’apprentissage susceptible
86 Chapitre 3. Transformations adaptatives





































































































Figure 3.16 De´bits Ri et Rv obtenus pour la compression de “Barbara” (a), “Cameraman” (b), “Lena” (c) et
“Roofs” (d) en fonction de la parcimonie (nombre de coefficients non nuls rapporte´ au nombre de pixels, L/N)
avec le sche´ma de codage propose´ utilisant des bases apprises par l’algorithme de Sezer et le meˆme utilisant
des DCT directionnelles.
de re´soudre les proble`mes d’instabilite´s lie´s a` cette ope´ration.
La section 3.6 peut eˆtre vue comme une transition entre l’algorithme de Se-
zer pre´sente´ dans la section pre´ce´dente et le nouvel algorithme. Nous y pro-
posons une interpre´tation probabiliste de l’algorithme de Sezer et posons les
bases de l’approche alternative qui fera l’objet de la section suivante.
3.6.1 De´finition d’un cadre probabiliste
Dans cette section et la suivante, nous assimilerons variable ale´atoire et
re´alisation lorsque le contexte est univoque.
On conside`re le mode`le suivant pour chaque signal d’entrainement yj, j ∈
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p(yj|xj, D, cj) p(xj|cj) p(cj) dxj, (3.43)
avec
p(yj|xj, D, cj = i) = N (Dixji, σ2IN) (3.44)
ou` N (m, Γ) est une distribution Gaussienne de moyenne m et de covariance
Γ, et
p(xj|cj = i) ∝ exp(−λ‖ xji‖0), (3.45)
ou` λ > 0 et ∝ signifie “proportionnel a`” 1. Cette expression impose la parci-
monie de xji.
Le mode`le (3.43)-(3.45) peut eˆtre interpre´te´ comme suit : chaque yj est
conside´re´ comme une combinaison bruite´e de vecteurs choisis dans une
unique base ; le choix de la base est indice´ par cj. La parcimonie est encou-
rage´e via la distribution a priori (3.45) qui pe´nalise les xji avec beaucoup
de coefficients non nuls. p(yj|D) peut alors eˆtre vue comme un me´lange de
Gaussiennes N (Dixji, σ2IN) ou` chaque e´le´ment est ponde´re´ par un facteur
de´pendant de la parcimonie de xji et de la probabilite´ a priori p(cj = i).
3.6.2 L’algorithme de Sezer revisite´
Dans cette sous-section, nous montrons que l’algorithme de Sezer peut eˆtre
conside´re´ comme une imple´mentation particulie`re d’un proble`me au maxi-
mum a posteriori (MAP) dans le contexte probabiliste expose´ dans la sous-
section pre´ce´dente. Posons X = [x1, . . . , xj, . . . , xK] une matrice dont les co-
lonnes sont les vecteurs parcimonieux xj et c = [c1, . . . , cK]T un vecteur forme´
des indices cj. Si on fait les deux hypothe`ses suivantes
∀i ∈ {1, . . . , P}, ∀j ∈ {1, . . . , K}, p(cj = i) = 1P et λ
′ = 2λσ2, (3.46)
ou` P est le nombre de bases conside´re´es et λ′ le facteur Lagrangien utilise´
dans l’algorithme de Sezer, alors les re´cursions (3.35)-(3.38) peuvent eˆtre re-
1. Remarque : (3.45) ne de´finit pas une distribution de probabilite´ “propre” puisque le facteur
de normalisation est ∞. Cependant cette “entorse” ne conduit a` aucune difficulte´ dans la suite de
la de´rivation de l’algorithme.
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log p(yj, xj, D, c
(k)
j ). (3.48)
L’e´quivalence entre (3.47)-(3.48) et (3.35)-(3.38) est e´vidente en prenant le
mode`le (3.43)-(3.45) en compte.
De (3.47)-(3.48), on de´duit que l’algorithme de Sezer est e´quivalent a` une
optimisation se´quentielle du proble`me MAP suivant :





log p(yj, xj, D, cj). (3.49)
Remarquons que la formulation MAP de l’algorithme de Sezer donne une
connexion entre le parame`tre utilisateur λ′ et les parame`tres “physiques” du
mode`le λ, σ2.
3.7 Bases locales apprises : un nouvel algorithme
Baye´sien
Cette section explore une approche alternative au proble`me d’estimation
MAP (3.49).
La premie`re sous-section explicite cette alternative qui est ensuite
de´veloppe´e dans la seconde sous-section. La qualite´ de l’algorithme propose´
est e´value´e dans les dernie`res sous-sections a` travers ses performances en re-
construction et en compromis de´bit-distorsion, compare´es a` celles obtenues
par l’algorithme de Sezer.
Cette contribution a fait l’objet d’un article dans les proceedings de la
confe´rence ICASSP 2010 [D].
3.7.1 Une approche alternative
Dans la dernie`re sous-section, nous avons mis en e´vidence le fait que l’al-
gorithme de Sezer peut eˆtre interpre´te´ comme un algorithme ite´ratif pour
re´soudre un proble`me d’estimation MAP joint (sur D, X et c). Cette formu-
lation sugge`re des approches alternatives pour l’optimisation du dictionnaire.
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Ici, nous conside´rons le proble`me d’estimation MAP marginalise´ suivant :





log p(yj, xj, D), (3.50)
ou`




p(yj, xj, D, cj). (3.51)
Le proble`me (3.50) n’a pas de solution analytique simple. Ne´anmoins, il peut
eˆtre re´solu de fac¸on efficace au moyen d’un algorithme EM ([25]).
3.7.2 Un nouvel algorithme
L’algorithme EM ([25]) est une me´thode ite´rative permettant de re´soudre
des proble`mes d’estimation au sens du maximum de vraisemblance impli-
quant des variables cache´es. L’algorithme alterne entre deux e´tapes. Dans
l’e´tape E-step (pour “expectation step” en anglais), une borne infe´rieure sur
la fonction objectif que l’on cherche a` maximiser (ici, ∑j log p(yj, xj, D), cf.
(3.50)) est calcule´e en utilisant la valeur courante des parame`tres d’inte´reˆt en
compte. La valeur des parame`tres est ensuite mise a` jour en maximisant la
borne infe´rieure (constituant ainsi l’e´tape M-step pour “maximization step”).
Dans notre cas, la variable c est conside´re´e comme cache´e. Applique´es au
proble`me (3.50), les e´tapes E-step et M-step peuvent eˆtre formalise´es comme
suit : a` la k-ie`me ite´ration de l’algorithme,
E-step :








w(k)ji log p(yj, xj, D, cj = i),
ou` w(k)ji , p(cj = i|yj, x(k−1)j , D(k−1)). Y = [y1, . . . , yK] est la matrice dont les
colonnes sont les signaux d’entrainement yj.
M-step :
(D(k+1), X(k+1)) = argmax
(D,X)
Q(D, X, D(k), X(k)). (3.53)
Les e´quations du E-step (3.52) et M-step (3.53) sont particularise´es au mode`le
(3.43)-(3.45) dans l’algorithme 6.
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Il peut eˆtre inte´ressant de comparer les ope´rations re´alise´es par l’algo-
rithme propose´ et l’algorithme de Sezer. En particulier, l’e´tape de E-step (3.58)
peut eˆtre vue comme une version “douce” de la classification effectue´e par
l’algorithme de Sezer. Tandis qu’une de´cision dure c(k)j est prise sur les va-
leurs des cj dans (3.36), l’algorithme EM calcule une probabilite´ a posteriori
de cj, probabilite´ que le vecteur yj ait une de´composition parcimonieuse dans
la i-e`me base. Les probabilite´s w(k)ji = p(cj = i|yj, x(k−1)j , D(k−1)) sont calcule´es
de la fac¸on suivante :




∝ p(yj|cj = i, x(k−1)j , D(k−1)) p(x(k−1)j |cj = i, D(k−1)) p(cj = i),
∝ exp(− 1
2σ2
‖yj −D(k−1)i x(k−1)ji ‖22 − λ‖x(k−1)ji ‖0) p(cj = i).
Il est alors facile de voir, d’apre`s (3.36), que, si p(cj = i) = 1P , ∀i, ∀j,
c(k)j = argmax
i
p(cj = i|yj, x(k−1)j , D(k−1)). (3.55)
L’algorithme de Sezer peut eˆtre, dans ce cas, interpre´te´ comme une version
seuille´e de l’approche que nous proposons, base´e sur l’algorithme EM.
L’e´tape M-step est trop complexe a` calculer. On la remplace par
une proce´dure ite´rative qui assure l’augmentation de la fonction
Q(D, X, D(k), X(k)), re´sultant en un algorithme EM ge´ne´ralise´ (GEM pour
“generalized expectation-maximization”). En pratique, la proce´dure est
relativement similaire a` la mise a` jour des bases re´alise´e dans l’algorithme
de Sezer. Elle alterne entre deux e´tapes : elle calcule les repre´sentations
parcimonieuses des signaux dans chaque base par une ope´ration de seuillage
dur (cf. section 2.2.1 chapitre 2),




‖yj −D(k,l−1)i xji‖22 + λ′‖xji‖0
}
, (3.56)
ou` (l) est le nume´ro de l’ite´ration dans l’e´tape M-step et λ′ = 2λσ2, puis
met a` jour les bases. C’est dans cette dernie`re ope´ration que tient la diffe´rence
principale entre les deux algorithmes. Tandis que dans l’algorithme de Sezer,
chaque base Di est optimise´e en n’utilisant que les vecteurs contenus dans
le sous-ensemble Si (cf. e´quation (3.40)), ici l’ensemble d’entrainement entier
{yj}Kj=1 est utilise´ en ponde´rant chaque contribution des yj par wji, i.e., la pro-
babilite´ de choisir la base Di sachant son approximation parcimonieuse dans
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Algorithme 6: Algorithme d’apprentissage base´ EM
0. Initialisation
D(0) = [D(0)1 , . . . , D
(0)
i , . . . , D
(0)
P ],
∀i ∈ {1, . . . , P}, ∀j ∈ {1, . . . , K}, x(0)ji = argmin
xji
{
‖yj −D(0)i xji‖22 + λ′‖xji‖0
}
.
Tant que le crite`re d’arreˆt n’est pas atteint, re´pe´ter :
1. E-step




‖yj −D(k−1)i x(k−1)ji ‖22 − λ‖x(k−1)ji ‖0) p(cj = i). (3.58)
2. M-step







{‖yj −Dixji‖22 + λ′‖xji‖0}
}
soumis a` DTi Di = IN . (3.59)
cette base. Les bases sont donc calcule´es selon
∀i ∈ {1, . . . , P}, D(k,l)i = VUT , (3.57)







et (l) est le nume´ro de l’ite´ration dans l’e´tape de mise a` jour des bases. Les
complexite´s de l’approche base´e EM et de l’algorithme de Sezer sont donc
similaires.
3.7.3 Estimation de la variance de bruit
Le cadre probabiliste que nous avons de´fini pre´sente l’avantage
supple´mentaire de permettre l’estimation des parame`tres du mode`le. Parmi
ceux-ci, la variance de bruit σ2 peut eˆtre vue comme une mesure de la
diffe´rence entre les signaux re´els yj et leurs approximations parcimonieuses
dans les bases correspondantes. Puisque ces dernie`res sont re´estime´es a`
chaque ite´ration de l’algorithme, il peut eˆtre pertinent de re´percuter la modifi-
cation sur la variance de bruit, i.e., de la mettre a` jour e´galement. L’estimation
de ce parame`tre est re´alise´e en incluant σ2 comme nouvelle variable inconnue
dans le proble`me MAP (3.50), i.e.,





log p(yj, xj, D). (3.60)
92 Chapitre 3. Transformations adaptatives
Les e´quations de l’algorithme EM sont adapte´es a` ce nouveau proble`me en










w(k)ji ‖yj −D(k)i x(k)ji ‖22. (3.61)
Les de´tails de ce calcul sont donne´s dans l’annexe 3.8.2 de ce chapitre.
Dans la section suivante, nous verrons que l’estimation de la variance de
bruit ame´liore de fac¸on significative la convergence de l’algorithme d’appren-
tissage.
3.7.4 Evaluation des performances en reconstruction
Dans cette sous-section, on cherche a` e´valuer la capacite´ de l’algorithme
propose´ a` retrouver des bases utilise´es lors de la ge´ne´ration des donne´es d’en-
traıˆnement. Pour cela, on compare les performances de trois algorithmes :
 “Sezer” : algorithme d’apprentissage propose´ dans [96] et de´fini dans
l’algorithme 5,
 “EM” : algorithme de´fini dans l’algorithme 6 ou` l’estimation de la va-
riance de bruit (3.61) est e´galement imple´mente´e,
 “EM-seuille´” : similaire a` l’algorithme “EM” ou` l’e´tape E-step est rem-
place´e par l’ope´ration de seuillage (3.55).
Remarquons que “Sezer” et “EM-seuille´” sont similaires mais diffe`rent par
l’estimation de la variance de bruit imple´mente´e dans le dernier.
Ge´ne´ration des donne´es d’entrainement
On utilise des signaux synthe´tiques pour tester la capacite´ des algorithmes
a` retrouver les bases originales qui ge´ne`rent les donne´es. 500 signaux
d’entrainement yj de dimension N = 16 sont ge´ne´re´s selon le mode`le
(3.43)-(3.45). On conside`re un ensemble de 6 matrices ale´atoires orthonor-
males D = [D1, . . . , D6] ge´ne´re´s selon une loi uniforme. Chaque base est
se´lectionne´e avec une probabilite´ p(cj) = 1/6. Les vecteurs xj contiennent
L = 4 coefficients non nuls a` des positions ale´atoires. Les amplitudes des
coefficients non nuls sont de´finies selon une distribution Gaussienne de
moyenne nulle et de variance σ2x = 16.
Initialisation des algorithmes
L’ensemble de bases D(0) est initialise´ a` partir des bases originales comme
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suit :
∀i ∈ {1, . . . , P} D(0)i = DiMT , (3.62)
ou` M = GS(I16 + N(a)), GS repre´sente le processus de l’orthogonalisation
de Gram-Schmidt et N(a) repre´sente une matrice de taille 16 × 16 dont
les e´le´ments sont des re´alisations i.i.d. d’une loi uniforme sur [−a, a]. Cette
formulation permet de controˆler l’e´cart de D(0) par rapport a` D. On initialise
les x(0)ji en re´solvant le proble`me (3.56) avec D
(0). La variance de bruit est
initialise´e par (σ2)(0) = (L/N)σ2x . Enfin, on pose λ = log N selon le re´sultat
e´tabli par Donoho et Johnstone dans [29].
Evaluation des performances en reconstruction
Les performances des algorithmes sont e´value´es via le taux de de´tections
manque´es (MDR pour missed-detection rate en anglais) repre´sentant le
nombre relatif d’atomes originaux qui ne correspondent a` aucun atome
estime´. Puisque tous les atomes sont de normes unitaires, deux atomes d1 et
dˆ1 sont conside´re´s comme “correspondants” si et seulement si |dT1 dˆ1| ≥ ξ, ou`
ξ est fixe´ a` 0.99. Le MDR est e´value´ en fonction du rapport signal-a`-bruit (SNR
pour signal-to-noise ratio en anglais) de´fini par SNR, 10 log((L/N)σ2x /σ2).
Les trois algorithmes sont initialise´s de la meˆme manie`re et applique´s sur
le meˆme ensemble de donne´es. Les algorithmes sont ite´re´s 50 fois. L’e´tape de
M-step est imple´mente´ en ite´rant 10 fois entre (3.59) et (3.56).





























































Figure 3.17 Comparaison entre les algorithmes “Sezer”, “EM” et “EM-seuille´” pour diffe´rentes initialisations :
a=0.3 (a) et a=0.4 (b).
Les figures 3.17(a) et 3.17(b) montrent le MDR atteint par les diffe´rents al-
gorithmes pour a = 0.3 and a = 0.4. On peut remarquer que l’approche proba-
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biliste propose´e conduit a` une ame´lioration claire des performances. Pour des
hauts SNR, l’algorithme de Sezer pre´sente des performances me´diocres dues
a` l’e´tape de classification : avec une petite covariance de bruit, la contrainte de
parcimonie est relache´e et augmente les erreurs de classification potentielles.
Plus l’initialisation du dictionnaire est “grossie`re”, plus les approches “EM”
et “EM-seuille´” surpassent en performance de reconstruction l’algorithme de
Sezer. Ainsi, pour a = 0.4, l’algorithme de Sezer n’arrive pas a` reconstruire les
bases originales, tandis que “EM” et “EM-seuille´” atteignent des MDR de res-
pectivement 20 % et 54 % a` SNR=20 dB. Enfin, d’une fac¸on ge´ne´rale, les perfor-
mances de l’algorithme “EM” sont supe´rieures a` celles de l’algorithme “EM-
seuille´”, prouvant l’inte´reˆt d’une classification “douce” des signaux d’entrai-
nement.
3.7.5 Evaluation des performances en compression
Dans cette sous-section, on s’inte´resse a` un sche´ma de compression uti-
lisant des bases apprises par l’algorithme propose´. On compare les perfor-
mances en termes de parcimonie vs distorsion et de´bit vs distorsion de deux
algorithmes :
 “Sezer” : algorithme d’apprentissage propose´ dans [96] et de´fini dans
l’algorithme 5,
 “EM” : algorithme de´fini dans l’algorithme 6 ou` l’estimation de la
variance de bruit (3.61) est e´galement imple´mente´e.
Imple´mentation
Pour notre e´tude, nous adoptons un sche´ma de codage simple, base´ sur une
segmentation de l’image en blocs de taille fixe. Nous conside´rons deux tailles
de blocs diffe´rentes : 8× 8 pixels et 16× 16 pixels. Les blocs sont transforme´s
par une base choisie dans un ensemble appris, puis les coefficients de transfor-
mation sont quantifie´s par un quantificateur scalaire uniforme avec une zone
morte deux fois plus large que le pas de quantification.
Apprentissage des bases - Pour les deux tailles de support conside´re´es, 6 bases
sont apprises avec les deux algorithmes “EM” et “Sezer”. L’apprentissage
s’appuie sur un ensemble de 15000 signaux d’entrainement pour la segmen-
tation en blocs de taille 16 × 16 pixels et 50000 signaux pour la segmenta-
tion en blocs de taille 8 × 8 pixels (notons que ces ensembles d’entraine-
ment ne contiennent pas les images qui sont utilise´es pour e´valuer les per-
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formances des algorithmes). Dans les deux algorithmes, les bases sont initia-
lise´es avec des DDCT dont les modes directionnels correspondent aux modes
de pre´diction intra du standard de compression vide´o H.264 (les modes “DC”,
“vertical” et “horizontal” ne sont pas conside´re´s). La base DCT est ajoute´e aux
bases apprises.
L’apprentissage est re´alise´ pour plusieurs valeurs de σ2. Comme nous
l’avons mentionne´ pre´ce´demment, σ2 peut eˆtre conside´re´e comme une me-
sure de l’erreur d’approximation autorise´e entre les signaux d’entrainement
et leurs approximations parcimonieuses. Comme les bases apprises seront
utilise´es ensuite dans un sche´ma de compression, on peut interpre´ter cette
erreur comme celle duˆe a` la quantification des coefficients de transforma-
tion (puisque c’est la quantification qui ge´ne`re la parcimonie). Dans l’algo-
rithme “EM”, la valeur de (σ2)(n), estime´e a` chaque ite´ration par (3.61), di-
minue du fait de la mise a` jour des bases et des vecteurs parcimonieux. On
peut alors poser σ2 comme une borne infe´rieure en dec¸a` de laquelle une
ame´lioration de l’approximation parcimonieuse n’est pas pertinente, i.e., la
quantification de´termine la qualite´ de l’approximation parcimonieuse. En pra-
tique, de`s que (σ2)(n) atteint la valeur de σ2, on la fixe a` cette valeur. Dans le
cas de l’algorithme de Sezer, cette erreur est fixe´e de`s le de´but dans le pa-
rame`tre λ′ = 2λσ2.
Si on suppose l’hypothe`se de haute re´solution valide (en re´alite´, elle ne





ou` ∆ est le pas de quantification choisi. 4 valeurs arbitraires de pas de
quantification sont conside´re´es : 4, 7, 13 et 23. Pour chacune de ces valeurs
deux ensembles de bases sont entraine´s, avec les deux algorithmes “EM” et
“Sezer”. Enfin, on pose λ = log N (avec N = 64 ou N = 256) selon le re´sultat
e´tabli par Donoho et Johnstone dans [29].
Ordre de scanning - Les coefficients transforme´s et quantifie´s sont ordonnance´s
selon un ordre particulier, favorisant un regroupement des coefficients
non nuls. Ces ordres sont appris pour chaque taille de support, chaque σ2
conside´re´ et chaque base, de la meˆme fac¸on que dans les expe´rimentations
mene´es dans la sous-section 3.5.3 avec l’algorithme de Sezer “ame´liore´”.
Enfin, pour la DCT, l’ordre de scanning en “zigzag” classique est utilise´.
Codage - Apre`s ordonnancement, les coefficients quantifie´s de la transfor-
mation sont encode´s par des codes de Huffman. Les indices des coefficients
non nuls sont traite´s par un codage par plages de ze´ros (RLE). Enfin, a`
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chaque point de compression, la valeur de ∆ correspondant a` l’ensemble de
bases ge´ne´rant les meilleures performances en de´bit-distorsion est code´e et
transmise.
Evaluation des performances en termes de parcimonie vs distorsion
La figure 3.18 illustre les performances en termes de parcimonie vs distorsion
atteintes par les deux sche´mas de compression conside´re´s (l’un utilisant les
bases apprises par l’algorithme “EM”, l’autre les bases apprises par l’algo-
rithme “Sezer”). Les graphes des figures 3.18 (a)-(c)-(e) sont obtenues pour
une segmentation de l’image a` compresser en blocs de taille 8× 8 pixels ; ceux
des figures 3.18 (b)-(d)-(f) pour une segmentation en blocs de taille 16 × 16
pixels. 3 images sont conside´re´es, “Cameraman”, “Peppers” et “Roofs”.
Les re´sultats observe´s sont assez de´cevants pour la segmentation en blocs
de taille 8 × 8 pixels. Les bases apprises par l’algorithme “EM” ame´liorent
certes les performances mais cette ame´lioration reste peu significative quelle
que soit l’image compresse´e. En revanche, sur une segmentation en blocs de
taille 16 × 16 pixels, le gain apporte´ par les bases apprises par l’algorithme
“EM” est tre`s perceptible pour les images “Cameraman” et “Peppers”. Pour
certaines parcimonies, l’e´cart entre les deux courbes de performances de´passe
1 dB. Ce n’est pas le cas pour l’image “Roofs”, pour laquelle on observe des
performances similaires pour les deux sche´mas de compression.
Plusieurs raisons peuvent eˆtre avance´es pour expliquer ces re´sultats.
Nous l’avons vu pre´ce´demment, l’une des faiblesses de l’algorithme de
Sezer re´side dans son e´tape de classification. Pour un rapport L/N donne´
(i.e., pour une parcimonie donne´e), lorsque la dimension des signaux
d’entrainement augmente, le nombre de combinaisons d’atomes possibles
augmente et constitue une plus grande source d’erreurs pour la classification.
Le remplacement de cette e´tape par un calcul de probabilite´s a posteriori,
ponde´rant les contributions de chaque signal dans l’optimisation des bases,
permet de prendre en compte l’incertitude sur la classification des signaux
et justifie l’ame´lioration des performances observe´es sur les figures 3.18
(b)-(d). Par ailleurs, les images “Cameraman” et “Peppers” pre´sentent
des caracte´ristiques similaires : contours oriente´s nets et contraste´s, zones
homoge`nes, peu ou pas texture´es. L’image “Roofs”, au contraire, contient
beaucoup de zones fortement texture´es et des contours peu contraste´s. On
peut imaginer ame´liorer ces re´sultats en augmentant le nombre de bases
apprises, ou en cate´gorisant les images et adaptant l’ensemble d’entrainement
a` la cate´gorie conside´re´e.
3.7 Bases locales apprises : un nouvel algorithme Baye´sien 97





















































































































Figure 3.18 Performances parcimonie-distorsion atteintes par les ensembles de bases apprises par les algo-
rithmes “Sezer” et “EM” pour diffe´rentes images, “Cameraman” (a)-(b), “Peppers” (c)-(d), “Roofs” (e)-(f), et
pour une segmentation en blocs de tailles diffe´rentes, 8× 8 pixels (a)-(c)-(e) et 16× 16 pixels (b)-(d)-(f).
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Evaluation des performances en termes de de´bit vs distorsion
La figure 3.19 compare les performances en termes de de´bit vs distorsion
atteintes par les deux sche´mas de compression sur des segmentations en
blocs de taille 8 × 8 pixels (figures 3.19 (a)-(c)-(e)) et 16 × 16 pixels (figures
3.19 (b)-(d)-(f)) et pour les 3 images “Cameraman”, “Peppers” et “Roofs”.
On observe que quelles que soient la taille des blocs et l’image compresse´e,
les deux sche´mas de compression pre´sentent des performances relativement
similaires. Certes, la courbe rouge de l’algorithme “EM” est le´ge`rement
supe´rieure a` la courbe bleue de “Sezer”, mais la diffe´rence n’est pas signifi-
cative.
Pour expliquer ce re´sultat, une analyse des couˆts de codage des indices
et des valeurs des coefficients quantifie´s peut eˆtre inte´ressante. La figure 3.20
illustre ces couˆts en fonction de la segmentation choisie et de l’image com-
presse´e.
On constate d’abord que les couˆts lie´s au codage des valeurs quantifie´es
sont tre`s proches d’un sche´ma de compression a` l’autre. Les algorithmes “EM”
et “Sezer” reposent sur une optimisation des bases similaire, les distributions
des coefficients issus de la transformation par une base apprise selon l’un ou
l’autre algorithme sont donc tre`s ressemblantes. Une plus grande diffe´rence
est observable entre les couˆts de codage des indices des coefficients non nuls.
D’une fac¸on ge´ne´rale, ce couˆt est toujours plus e´leve´ pour les bases apprises
par l’algorithme “EM” que pour celles apprises par l’algorithme “Sezer”.
Cette augmentation est faible pour la segmentation en blocs de taille 8 × 8
pixels et pour l’image “Roofs” quelle que soit la segmentation conside´re´e,
mais elle est plus e´leve´e pour la compression des images “Cameraman” et
“Peppers” en blocs de taille 16 × 16 pixels. Ces observations expliquent les
courbes de la figure 3.19 : meˆme lorsque les performances en termes de parci-
monie vs distorsion sont ame´liore´es (comme “Cameraman” et “Peppers” pour
une segmentation en blocs de tailles 16× 16 pixels), elles sont compense´es par
un plus grand couˆt de codage des indices.
Nous nous heurtons la` encore au proble`me d’ordonnancement des atomes.
Si, dans certains cas, l’algorithme “EM” a permis d’augmenter la parcimonie
des vecteurs de transformation pour une distorsion donne´e, il n’a pas re´solu
le proble`me de se´lection uniforme des atomes de la de´composition. Et en ef-
fet, aucune contrainte de ce type n’a e´te´ prise en compte. Nous verrons dans
le chapitre 5 qu’une re´ponse possible a` ce proble`me peut eˆtre apporte´e par
l’utilisation d’un mode`le Bernoulli-Gaussien.
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Figure 3.19 Performances de´bit-distorsion atteintes par les ensembles de bases apprises par les algorithmes
“Sezer” et “EM” pour diffe´rentes images, “Cameraman” (a)-(b), “Peppers” (c)-(d), “Roofs” (e)-(f), et pour une
segmentation en blocs de tailles diffe´rentes, 8× 8 pixels (a)-(c)-(e) et 16× 16 pixels (b)-(d)-(f).
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Figure 3.20 Couˆts de codage des indices, Ri , et des valeurs des coefficients quantifie´s, Rv , obtenus pour la
compression des images “Cameraman” (a)-(b), “Peppers” (c)-(d), “Roofs” (e)-(f), avec les ensembles de bases
apprises par les algorithmes “Sezer” et “EM” sur une segmentation en blocs de tailles diffe´rentes, 8× 8 pixels
(a)-(c)-(e) et 16× 16 pixels (b)-(d)-(f).
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3.8 Annexes
3.8.1 Calcul du pas de quantification optimal au sens de´bit-distorsion
(3.15)
Reprenons le proble`me d’optimisation (3.14) :
q∆?(µ) = argmin
q∆






(|xk − q∆(xk)|2 + µγ‖q∆(xk)‖0). (3.64)
q∆ est suppose´ scalaire uniforme avec une zone morte T = 2∆ ou` ∆ est le pas
de quantification. Dans ce cas, optimiser q∆ revient a` optimiser ∆ pour tout
k ∈ {1, . . . , N}.
On note Lk = |xk − q∆(xk)|2 + µγ‖q∆(xk)‖0, ∀k ∈ {1, . . . , N}, la fonction
objectif de (3.64).
Si q∆(xk) 6= 0 (i.e., q∆(xk) = (b xk−∆∆ c+ 32 )∆), l’erreur de quantification est
telle que









On note L 6=0 , ∆24 + µγ.
En revanche, si q∆(xk) = 0, la fonction objectif s’e´crit, ∀k ∈ {1, . . . , N},
Lk = x2k . (3.67)
Puisque ∆ doit eˆtre le meˆme pour tout k ∈ {1, . . . , N}, la de´cision sur la
valeur de q∆(xk) est donc prise par la condition suivante :
si Lk ≤ L 6=0, alors q∆(xk) = 0, (3.68)
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3.8.2 Calcul de l’e´quation de mise a` jour de la variance de bruit (3.61)
A chaque ite´ration k de l’algorithme d’apprentissage base´ EM, la fonction
que l’on cherche a` maximiser dans l’e´tape M-step s’e´crit






















‖yj −Dixji‖22 − λ‖xji‖0
)
+ log p(cj = i).
De´rivant l’expression par rapport a` σ2 et e´galisant le re´sultat obtenu a` ze´ro
















Figure 3.21 Images utilise´es pour tester les sche´mas de compression propose´s : “Barbara” (a), “Cameraman”
(b), “Lena” (c), “Roofs” (d), “Peppers” (e).
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Pre´diction et
parcimonie 4
Dans le chapitre pre´ce´dent, nous avons approfondi l’ide´e de parcimonie
dans le codage par transforme´e et e´labore´ un sche´ma de compression exploi-
tant des bases locales favorisant la parcimonie des transforme´es concate´ne´es
en bintree. Ainsi que nous l’avons introduit dans le chapitre 1, le codage par
transforme´e est a` mettre en paralle`le du codage par pre´diction, qui permet
une prise en compte diffe´rente de la redondance pre´sente dans une image.
De nombreux travaux (cf. section 1.4 chapitre 1) se sont inte´resse´s a` ce type
de compression, et parmi ceux-ci, certains se sont en particulier penche´s sur
l’inte´reˆt des approches parcimonieuses.
Comme nous l’avons mentionne´ dans l’introduction du chapitre 2, il
n’existe pas de lien e´vident entre parcimonie et codage par pre´diction. A
notre connaissance, toutes les me´thodes propose´es font l’hypothe`se d’une
de´composition parcimonieuse du signal constitue´ des donne´es manquantes
et observe´es dans un dictionnaire donne´. Ce postulat permet de lier les deux
types de donne´es et ainsi de pre´dire les unes par rapport aux autres. Nous y
reviendrons dans la premie`re section de ce chapitre.
Les performances atteintes par ces approches de´passent encore de peu
celles obtenues par l’algorithme de pre´diction intra utilise´ dans le format de
compression H.264 [91]. Dans les deuxie`me et troisie`me sections de ce cha-
pitre, nous tenterons d’ame´liorer ces re´sultats et proposerons une me´thode ex-
ploitant un dictionnaire lui-meˆme structure´ en un ensemble de dictionnaires.
Cependant notre e´tude est prospective : il serait ne´cessaire d’inte´grer l’algo-
rithme propose´ dans un sche´ma de compression vide´o complet de type H.264
pour le valider.
Cette contribution fait l’objet d’un article qui sera publie´ dans les procee-
dings de la confe´rence MMSP en octobre de cette anne´e [A].
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4.1 Introduction
Dans cette section, nous introduisons l’approche parcimonieuse dans le
proble`me de pre´diction (ou d’inpainting, les deux proble`mes se formalisant de
fac¸on similaire) puis e´tablissons un bref e´tat de l’art des contributions utilisant
cette approche.
L’ide´e de pre´diction base´e sur des de´compositions parcimonieuses repose
sur l’hypothe`se que les donne´es que l’on veut pre´dire et les donne´es observe´es
ont une de´composition parcimonieuse dans un dictionnaire donne´. Cette hy-
pothe`se constitue une information a priori sur le signal fait de la concate´nation
des donne´es observe´es et manquantes. Intuitivement, elle permet de de´finir
un lien entre les deux types de donne´es - la de´composition parcimonieuse des
donne´es observe´es est e´galement celle des donne´es manquantes - et ainsi de
pre´dire les unes en fonction des autres.
L’approche “standard” est formalise´e de la fac¸on suivante. Soit y =
[yTo , yTm]T la concate´nation de yo ∈ RNo , donne´es observe´es, et ym ∈ RNm ,
donne´es manquantes. On suppose que y a une de´composition parcimonieuse
dans le dictionnaire D ∈ RN×M et que l’on peut l’approcher en ne connais-
sant que yo. Le vecteur de de´composition parcimonieuse x? est calcule´ a` partir
des donne´es observe´es comme solution des proble`mes (PPp ), (PAp ) ou (PRp ) (cf.




‖yo −Dox‖22 + λ‖x‖0, (4.1)
avec λ multiplicateur Lagrangien et Do ∈ RNo×M le dictionnaire dont les
lignes correspondent aux coefficients de yo, comme illustre´ a` la figure 4.1. Le
signal ym est alors pre´dit par yˆ?m de´fini comme
yˆ?m = D
mx?, (4.2)
ou` Dm ∈ RNm×M est le dictionnaire dont les lignes correspondent aux coeffi-
cients de ym (cf. illustration de la figure 4.1).
Avec un choix de dictionnaires pertinents, beaucoup de contributions
([46, 47, 31, 37, 73, 110]) montrent qu’une telle approche offre de bonnes per-
formances en pre´diction et inpainting.
Dans [46, 47], Guleryuz conside`re un ensemble de bases orthonormales
et propose un algorithme d’inpainting ite´ratif estimant le signal manquant








Figure 4.1 “De´coupage” du dictionnaire et notations utilise´es dans les me´thodes de pre´diction base´es sur les
de´compositions parcimonieuses.
Nous verrons que la me´thode que nous de´veloppons dans ce chapitre re-
pose sur une ide´e similaire. Une autre approche est pre´sente´e par Elad et al.
dans [31]. L’imple´mentation propose´e utilise un dictionnaire redondant fait
d’atomes bien adapte´s a` des zones “cartoon” et texture´es. Elad et al. ajoutent
e´galement un terme de pe´nalite´ de variation totale (TV) au proble`me de
de´composition parcimonieuse standard. Enfin, dans [37], Fadili et al. intro-
duisent une imple´mentation de (4.2)-(4.1) base´e sur l’algorithme EM.
Plusieurs contributions s’inte´ressent plus spe´cifiquement au proble`me de
pre´diction base´e sur des de´compositions parcimonieuses dans le contexte de
compression d’images fixes et vide´o (cf. [73, 110]). Ces contributions se dis-
tinguent principalement par le choix du dictionnaire utilise´ pour approcher
de fac¸on parcimonieuse le signal, et le choix des donne´es utilise´es comme base
de la pre´diction. Dans [73], Martin et al. conside`rent un dictionnaire redondant
fait de fonctions discre`tes de Fourier re´elles et de cosinus, tandis que Tu¨rkan
et al. [110] construisent un dictionnaire a` partir de blocs d’image pris dans une
zone causale (i.e., de´ja` de´code´e, connue au de´codeur) large et conside`rent 7
voisinages causaux possibles.
C’est dans ce contexte particulier de compression d’image, que nous pro-
posons un nouvel algorithme de pre´diction spatiale. Le but est d’ame´liorer
les performances obtenues par le sche´ma (4.2)-(4.1) (que nous qualifierons de
“standard” pour le diffe´rencier de notre approche) au sens de´bit-distorsion,
mesure´es apre`s pre´diction et apre`s codage. Pour ce faire, notre approche
sera donc compare´e a` la me´thode “standard”, mais e´galement au sche´ma de
pre´diction intra utilise´ dans le format de compression vide´o H.264 [91], dont
Martin et al. ont montre´ les bonnes performances dans [73].
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4.2 Pre´diction base´e sur un me´lange de de´compositions
parcimonieuses
Mise a` part l’approche de Guleryuz dans [46, 47], la caracte´ristique com-
mune aux me´thodes de pre´diction mentionne´es dans la section pre´ce´dente
est l’utilisation d’un unique dictionnaire 1 dans le proble`me de de´composition
parcimonieuse (4.1). Ici, nous conside´rons un ensemble de dictionnaires : on
suppose que le vecteur recherche´ a une de´composition parcimonieuse dans
un dictionnaire choisi parmi P. Nous exposons d’abord un cadre probabiliste
adapte´ a` la mode´lisation de telles situations puis proposons un algorithme
pratique de pre´diction exploitant ce contexte. Enfin, nous montrons qu’une
pre´diction base´e sur ce mode`le conduit a` un me´lange ponde´re´ d’approxima-
tions parcimonieuses calcule´es dans chaque dictionnaire (se distinguant ainsi
de l’approche de Guleryuz qui propose un moyennage des approximations par-
cimonieuses).
4.2.1 De´finition d’un cadre probabiliste















Dans ce chapitre comme dans le pre´ce´dent, les e´tapes du sche´ma de com-
pression qui nous inte´ressent sont celles occupe´es par les ope´rateurs t et t−1,
i.e., celles de structuration de la redondance pre´sente dans l’image conside´re´e.
Le proble`me “standard” de pre´diction base´e sur des de´compositions par-
cimonieuses tel que formalise´ par (4.2)-(4.1) fait l’amalgame entre les donne´es
observe´es au de´codeur et les “vraies” donne´es, constitue´es de blocs de l’image
originale. Pour eˆtre pre´cis, on cherche a` pre´dire une partie de l’image ori-
ginale - ym selon les notations de la section pre´ce´dente - en fonction de
donne´es disponibles au de´codeur, donc apre`s transmission et de´codage. Ces
dernie`res donne´es sont “bruite´es” par rapport aux originales par les erreurs
de pre´diction, appele´es “re´sidus” de pre´diction, et par les erreurs de quantifi-
1. Ce dictionnaire peut eˆtre par ailleurs choisi dans un ensemble de dictionnaires ou fait
d’atomes de natures diffe´rentes (par exemple, DCT, ondelettes, etc.).
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cation de ces re´sidus produites lors de leur encodage. Ce sont ces deux sources
d’incertitudes que nous tentons de prendre en compte a` travers la de´finition
d’un cadre probabiliste.
Nous adoptons les notations suivantes. Soit y = [yTo , yTm]T le vecteur
constitue´ des donne´es originales a` l’encodeur, yo disponibles et ym que l’on
cherche a` pre´dire. On pose z = [zTo , zTm]T le pendant de y au de´codeur, i.e.,
apre`s codage et transmission, constitue´ de zo donne´es observe´es et zm donne´es
manquantes.
On conside`re un ensemble de P dictionnaires D = {D1, . . . , DP} avec
Di ∈ RN×Mi , ∀i. Notons que nous nous plac¸ons ainsi dans un cadre plus
ge´ne´ral que celui utilise´ dans les sections 3.6 et 3.7 ou` l’on supposait des bases
orthonorme´es. On pose X l’ensemble des vecteurs de de´compositions de y
dans chaque dictionnaire Di, i.e.,
X = {xi}P1 . (4.3)
De meˆme que dans les sections 3.6 et 3.7, nous assimilerons variable
ale´atoire et re´alisation lorsque le contexte est univoque.
Sur la base de ces de´finitions, on conside`re le mode`le hie´rarchique suivant :
p(z|y) = N (Hy, Γ), (4.4)
p(y|X , c = i) = p(y|xi) = N (Dixi, σ2 IN), (4.5)
p(X |c = i) = p(xi) ∝ exp(−λi‖ xi‖0), (4.6)
ou` 2 H ∈ RN×N , λi > 0 et N (µ,Σ) est une distribution Gaussienne de
moyenne µ et de covariance Σ. Γ est suppose´e diagonale avec
Γjj =
{
σ2o si le j-e`me coefficient de z est dans zo,
σ2m si le j-e`me coefficient de z est dans zm.
(4.7)
Le mode`le (4.4)-(4.6) peut eˆtre interpre´te´ de la fac¸on suivante. La distribu-
tion (4.4) de´finit le mode`le d’observation, tandis que les de´finitions (4.5)-(4.6)
formalisent les informations a priori sur y. Ainsi, z est observe´ comme une
transformation line´aire bruite´e de y, lui-meˆme combinaison bruite´e d’atomes
d’un unique dictionnaire choisi parmi P ; ce dictionnaire est indexe´ par c.
La parcimonie de la de´composition de y est encourage´e par la distribution a
priori (4.6) pe´nalisant les de´compositions xi qui ont beaucoup de coefficients
non nuls. La figure 4.2 repre´sente un graphe factoriel [59] sche´matisant les
de´pendances entre les variables conside´re´es.
2. Remarque : ici encore, (4.6) ne de´finit pas une distribution de probabilite´ “propre” puisque
le facteur de normalisation est ∞. Cependant cette “entorse” ne conduit a` aucune difficulte´ dans
la suite de la de´rivation de l’algorithme.
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z y X c
p(z|y) p(y|X , c)
p(X |c) p(c)
Mode`le
d’observation Mode`le a priori
Figure 4.2 Illustration du mode`le (4.4)-(4.6) et des relations entre les variables conside´re´es.
Le mode`le (4.4)-(4.6) est ge´ne´ral. Le parame`tre H de´finit un bruit multipli-
catif, par exemple duˆ aux appareils d’observation, et le parame`tre Γ un bruit
additif, comme ici par exemple, un bruit de quantification. On peut donc ima-
giner appliquer ce mode`le dans des contextes d’utilisation plus larges, comme
des proble`mes d’ame´lioration de rendu, de de´bruitage - plus particulie`rement
de deblurring si H mode´lise une convolution par un noyau par exemple Gaus-
sien [65] - ou de superre´solution si H est une matrice de sous-e´chantillonnage
[70], et a` d’autres types de signaux.
Dans notre cas, le seul bruit envisage´ est celui duˆ a` la pre´diction et au
codage des re´sidus de pre´diction, il n’y a pas de bruit multiplicatif : H = IN .
Le contexte d’application est la pre´diction spatiale du signal ym ; on pose donc
σ2m → +∞ pour mode´liser l’indisponibilite´ de zm au de´codeur.
4.2.2 De´veloppement d’un nouvel algorithme
Dans ce contexte probabiliste, nous nous inte´ressons au proble`me d’esti-
mation au sens de l’erreur quadratique moyenne minimale (MMSE pour mi-
nimum mean square error en anglais). Comme nous l’avons vu dans la section
2.2 du chapitre 2, l’estimation MMSE est une approche de´ja` exploite´e dans la
recherche d’approximations parcimonieuses. Et en effet, dans ce contexte, de
re´centes contributions [60, 95, 32] ont montre´ que l’estimation MMSE appor-
tait de meilleures performances en terme de reconstruction que l’estimation
MAP. Ces re´sultats encourageants motivent une utilisation plus ge´ne´rale de
l’estimation MMSE dans des proble`mes reposant sur des de´compositions par-
cimonieuses. On peut ainsi espe´rer ame´liorer les performances en pre´diction
de la me´thode “standard” (qui peut eˆtre interpre´te´e, d’un point de vue
Baye´sien, comme une estimation MAP).
Plus pre´cise´ment, nous nous inte´ressons ici a` un proble`me d’estimation





‖yˆm − ym‖22 p(ym|X = X ?, z) dym, (4.8)
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ou`
X ? = argmax
X
log p(z,X ). (4.9)
ConnaissantX ?, (4.8) est l’estimateur optimal au sens de l’erreur quadratique
moyenne de reconstruction. L’approximation de l’estimation MMSE re´side
dans la maximisation surX , pre´fe´re´e a` la marginalisation 3.





p(z, y,X , c) dy,
=∑
c
p(zo|X , c) p(zm|X , c) p(X |c) p(c), (4.10)
avec p(zo|X , c = i) = N (Doi xi, (σ2 + σ2o )INo ) et p(zm|X , c = i) =
N (Dmi xi, (σ2 + σ2m)INm) (ces re´sultats sont de´taille´s dans l’annexe de ce cha-
pitre). Conside´rant le mode`le (4.4)-(4.6), le i-e`me terme de la somme sur c
de´pend seulement de xi. Ainsi, re´soudre le proble`me d’optimisation joint (4.9)
revient a` re´soudre P proble`mes inde´pendants d’optimisation sur xi. Puisque
nous avons pose´ l’hypothe`se σ2m → +∞, la solution de (4.9) s’exprime comme
X ? = {x?i }Pi=1 ou`
∀i ∈ {1, . . . , P}, x?i = argmin
xi
1
2(σ2 + σ2o )
‖zo −Doi xi‖22 + λi‖xi‖0, (4.11)
ou` Doi ∈ RNo×Mi est la restriction de Di aux lignes correspondant aux coeffi-
cients de zo dans z.
Notons que l’expression (4.11) a la forme du proble`me de de´composition
parcimonieuse standard (PRp ). Plus pre´cise´ment, x?i peut eˆtre vu comme le
vecteur de de´composition parcimonieuse de zo dans le dictionnaire Doi .





ym p(ym|X = X ?, z) dym, (4.12)
ou`









p(c = i|X = X ?, z) p(ym|X =X ?, c = i, z), (4.14)
3. La marginalisation est ici tout a` fait possible : si la distribution a priori p(X |c) est impropre,
la distribution a posteriori p(X |y, c) est, elle, bien de´finie. Mais par l’inte´gration, l’information
de parcimonie disparait, re´sultant en une approche peu inte´ressante.
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avec Dmi ∈ RNm×Mi , restriction de Di aux lignes correspondant aux coeffi-
cients de zm dans z. Soit, en reprenant alors le mode`le (4.4)-(4.6),




p(c = i|X =X ?, z)N (Dmi x?i , σ2 INm). (4.15)






p(c = i|X = X ?, z)
∫
ym





p(c = i|X = X ?, z) Dmi x?i . (4.16)
Selon les e´quations (4.2)-(4.1), Dmi x
?
i est l’estimateur de ym dans le seul diction-
naire Di. Ainsi, yˆ?m peut eˆtre interpre´te´ comme une combinaison ponde´re´e des
estimateurs calcule´s dans chaque dictionnaire. Les coefficients de ponde´ration
p(c = i|X = X ?, z) donnent la probabilite´ que le vecteur d’observation z ait
e´te´ ge´ne´re´ a` partir du i-e`me dictionnaire. Ces probabilite´s a posteriori sont
calcule´es de la fac¸on suivante :




p(z, y,X ?, c = i) dy, (4.18)
∝ p(zo|c = i,X ?) p(zm|c = i,X ?) p(X ?|c = i) p(c = i).
(4.19)
Soit, puisque σ2m → +∞,
p(c = i|X ?, z) ∝ exp(− 1
2(σ2 + σ2o )
‖zo −Doi x?i ‖22 − λi‖xi‖0) p(c = i).
Le passage de (4.18) a` (4.19) est explique´ dans l’annexe de ce chapitre.
L’imple´mentation des e´quations (4.8)-(4.9) est re´sume´e dans l’algorithme
7.
La complexite´ de l’algorithme propose´ est domine´e par les P ope´rations
(4.11). Elle est similaire a` celle du proble`me de de´compositions parcimo-
nieuses (PRp ) utilisant un dictionnaire fait de la concate´nation des P diction-
naires conside´re´s.
Remarquons que si on fait l’hypothe`se P = 1, l’e´quivalence entre (4.2)-
(4.1) et (4.20)-(4.21) est imme´diate en conside´rant le mode`le (4.4)-(4.6). La for-
mulation standard du proble`me de pre´diction base´ sur des de´compositions
parcimonieuses peut eˆtre ainsi vue comme un cas particulier de la me´thode
propose´e ici.
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Algorithme 7: Algorithme de pre´diction base´e sur un me´lange de de´compositions
parcimonieuses
Etant donne´ Σ = σ2 + σ2o :
1. Calcul des de´compositions parcimonieuses dans chaque dictionnaire




‖zo −Doi xi‖22 + λi‖xi‖0, (4.20)





p(c = i|X = X ?, z) Dmi x?i , (4.21)
avec p(c = i|X = X ?, z) ∝ exp(− 1
2Σ
‖zo −Doi x?i ‖22 − λi‖xi‖0) p(c = i). (4.22)
4.3 Evaluation des performances
Dans cette section, on applique l’algorithme propose´ au proble`me de
pre´diction intra d’image. On conside`re le contexte de pre´diction illustre´ par
la figure 4.3 : pour une image donne´e, chaque bloc de taille 8× 8 pixels (bloc
blanc dans la figure 4.3) est pre´dit a` partir des 4 blocs de´ja` de´code´s les plus
proches (blocs gris dans la figure 4.3), formant le voisinage dit “causal” du
bloc a` pre´dire. On compare les performances de l’approche propose´e avec
deux autres algorithmes de pre´diction : un sche´ma de pre´diction similaire a`
celui utilise´ pour la pre´diction intra du format de compression vide´o H.264




Figure 4.3 Illustration du contexte de pre´diction spatiale utilise´e : bloc a` pre´dire ym et le voisinage causal
conside´re´, yo .
Dans le reste de cette section, nous de´taillons d’abord le choix des pa-
rame`tres du mode`le et le sche´ma d’encodage utilise´ (sous-sections 4.3.1-4.3.2),
puis illustrons les performances atteintes par les diffe´rents algorithmes (sous-
section 4.3.3).
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4.3.1 Parame`tres du mode`le
Les parame`tres caracte´risant le mode`le (4.4)-(4.6) sont de´finis comme suit.
On suppose que la distribution de la variable c est uniforme :
∀i ∈ {1, . . . , P}, p(c = i) = 1
P
. (4.23)
Le calcul des probabilite´s a posteriori (4.17) se simplifie ainsi
p(c = i|X ?, z) ∝ exp(− 1
2Σ
‖zo −Doi x?i ‖22 − λi‖xi‖0). (4.24)
On utilise des DCT directionnelles introduites par Zeng et Fu dans [122]
pour repre´senter les donne´es de fac¸on parcimonieuse. 7 DCT directionnelles
sont ge´ne´re´es selon les modes de pre´diction H.264 (les modes “DC”, “verti-
cal” et “horizontal” sont re´unis sous le mode “1”, correspondant a` la DCT
conventionnelle). Rappelons que les DCT directionnelles sont des bases or-
thonorme´es.
On pose λi = log N, ∀i ∈ {1, . . . , P}, en faisant l’hypothe`se que le re´sultat
e´tabli par Donoho et Johnstone dans [29] est toujours valable lorsque l’on re-
tire des lignes d’une base orthonorme´e.
Le choix de la valeur de Σ est lie´e tre`s e´troitement a` la parcimonie des





la parcimonie de x?i diminue, ce n’est pas le cas de la pre´diction de ym par
Dmi x
?
i . Une information supple´mentaire sur le “meilleur” niveau de parci-
monie au sens de la pre´diction de ym doit donc eˆtre transmise au de´codeur.
Dans les me´thodes standard base´es sur des de´compositions parcimonieuses,
le proble`me (4.1) est souvent remplace´ par le proble`me (PA0 ) :
x? = argmin
x
‖yo −Dox‖22 soumis a` ‖x‖0 ≤ L, (4.25)
qui peut eˆtre re´solu de fac¸on approche´e par des algorithmes gloutons (cf. sec-
tion 2.2 chapitre 2). L’information envoye´e correspond alors au parame`tre L,
qui fixe le nombre de coefficients non nuls maximal de x. Dans notre cas, en-
voyer la “meilleure” valeur de Σ est tre`s couˆteux puisque cette variable prend
ses valeurs dans un ensemble continu. Par conse´quent, on de´finit le parame`tre
Σ de la fac¸on suivante. Pour un nombre de coefficients non-nuls donne´s L, les
vecteurs parcimonieux sont estime´s en re´solvant
∀i ∈ {1, . . . , P}, x?i = argmin
xi
‖zo −Doi xi‖22 soumis a` ‖xi‖0 ≤ L, (4.26)
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‖zo −Doi x?i ‖22, (4.27)
ou` No est le nombre de pixels dans zo.
Ainsi, de´finir Σ revient a` connaıˆtre L, fixant le nombre de coefficients
non nuls des x?i (notons que nous conside´rons ici un meˆme L pour tous
les x?i , i ∈ {1, . . . , P}). Dans le but de maximiser la qualite´ de reconstruc-
tion de ym, ce nombre d’ite´rations est ensuite optimise´ sous un crite`re sur le
bloc a` pre´dire. Nous pre´cisons dans les sous-sections suivantes cet aspect de
l’imple´mentation (en particulier, deux types de crite`res sont conside´re´s).
4.3.2 Sche´ma de pre´diction et d’encodage
Pour initialiser la pre´diction, la premie`re range´e et la premie`re colonne de
blocs de taille 8× 8 pixels sont encode´es avec l’algorithme JPEG.
Remplac¸ant l’e´tape (4.20) par les deux e´tapes (4.26)-(4.27), on utilise l’al-
gorithme OMP pour calculer les de´compositions parcimonieuses x?i dans
l’approche propose´e ; de meˆme dans l’approche standard base´e sur des
de´compositions parcimonieuses pour re´soudre (4.25). Le nombre d’ite´rations
de l’algorithme glouton est optimise´ sur l’intervalle {1, . . . , Lmax} selon deux
crite`res diffe´rents :
1. Minimisation de l’erreur entre le bloc original et le bloc pre´dit corres-
pondant,
2. Minimisation de l’erreur entre le bloc original et le bloc pre´dit
incre´mente´ du re´sidu quantifie´, code´ puis transmis, sous contrainte de
de´bit.
Le premier crite`re se formalise de la fac¸on suivante : soit L? le nombre opti-
mal de coefficients non nuls dans chaque x?i ,
L? = argmin
L
‖ym − yˆ?m(L)‖22, (4.28)
ou` yˆ?m(L) est pre´dit selon (4.2)-(4.1) (approche “standard”) ou (4.20)-(4.22) (ap-
proche propose´e), en fonction de L ∈ {1, . . . , Lmax}. Par simplicite´, nous appe-
lerons ce crite`re “Minimisation MSE”. Notons que le calcul de l’erreur se fait
sur le bloc pre´dit.
Le deuxie`me ne´cessite l’introduction de nouvelles variables. On note
rm(L) = ym − yˆ?m(L), le re´sidu entre le bloc original ym et le bloc pre´dit
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yˆ?m(L), et rˆm(L) l’approximation (duˆe a` la quantification) de rm(L) transmise
au de´codeur. Le bloc pre´dit incre´mente´ du re´sidu quantifie´, code´ puis transmis
correspond au signal zm non-disponible au de´codeur. On note, en fonction de
L, zm(L) = yˆ?m(L) + rˆm(L). On utilise pour l’estimation du de´bit le re´sultat de
Mallat [68], montrant la relation de proportionnalite´ entre le de´bit et le nombre




‖ym − zm(L)‖22 + λR(L), (4.29)
ou` R(L) est le couˆt de codage du re´sidu de pre´diction rm(L). Le multiplicateur
Lagrangien λ fixant le compromis entre distorsion et de´bit est relie´ au pas
de quantification du re´sidu selon l’expression (3.15) explicite´e dans la sous-
section 3.1.1 du chapitre 3. Par la suite, nous appelerons ce crite`re “Optimisa-
tion R-D”.
Le nombre L? est ensuite encode´ par un code de Huffman.
Enfin, a` chaque pre´diction de bloc, le re´sidu rm(L?) entre le bloc original et
sa pre´diction est d’abord transforme´ par une DCT conventionnelle puis quan-
tifie´ par une quantification scalaire uniforme. Notant t l’ope´rateur de trans-
formation par DCT et q le quantificateur scalaire uniforme, on peut approcher
[69] R(L) par
R(L) ∼ γ q(t(rm(L))), (4.30)
avec γ = 5.5.
4.3.3 Analyse des performances
Nous e´valuons les performances de notre algorithme de pre´diction pour
Lmax = 8. Pour ce faire, nous le comparons a` trois autres algorithmes :
 “H.264” correspond a` une me´thode de pre´diction spatiale similaire a`
celle utilise´e dans l’algorithme H.264 sur des blocs de 4 × 4 pixels (cf.
sous-section 1.4.3 chapitre 1), mais applique´e ici a` des blocs de taille
unique, 8× 8 pixels ; les 8 premiers modes de pre´diction sont conside´re´s
ici (cf. sous-section 1.4.2 chapitre 1), le mode 8 e´tant dans notre cas “non-
causal”.
 “Standard Lmax = 8” qualifie la pre´diction base´e sur des de´compositions
parcimonieuses (4.2)-(4.1) avec un dictionnaire D fait de la concate´nation
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des 7 DDCT ge´ne´re´es selon les modes de pre´diction de H.264 (cf. sous-
section 4.3.1), i.e., D = [D1, . . . , D7] ou` Di est une DCT directionnelle,
et Lmax = 8. Le couˆt de codage du degre´ de parcimonie est, dans ce
cas, similaire a` celui de l’algorithme que nous proposons. En revanche
l’approximation parcimonieuse est e´value´e sur un ensemble de combi-
naisons d’atomes possibles plus petit de sorte que sa qualite´ peut en eˆtre
affecte´e.
 “Standard Lmax = 56” qualifie la pre´diction base´e sur des
de´compositions parcimonieuses (4.2)-(4.1) avec un dictionnaire D fait de
la concate´nation des 7 DDCT ge´ne´re´es selon les modes de pre´diction de
H.264 et Lmax = 56. Dans ce cas, la dimension maximale des sous-espaces
conside´re´s dans le calcul de l’approximation parcimonieuse est identique
a` celle utilise´e dans l’algorithme propose´. Mais c’est aux de´pens du couˆt
de codage du degre´ de parcimonie, possiblement supe´rieur.
On note “Me´lange Lmax = 8” l’algorithme propose´ avec Lmax = 8. La valeur
de Lmax est ici choisie de fac¸on a` s’approcher du couˆt de spe´cification des
modes de pre´diction utilise´s dans la me´thode “H.264”.
Les deux crite`res d’optimisation de la parcimonie de la de´composition
de y, (4.28) et (4.29), sont analyse´s se´pare´ment. Pour chacun, les perfor-
mances des quatre algorithmes ci-dessus sont e´value´es en termes d’erreur de
pre´diction (i.e., ‖ym − yˆ?m(L)‖22 avec les notations pre´ce´dentes) vs de´bit, et en
termes de distorsion finale (i.e., ‖ym− zm(L)‖22 avec les notations pre´ce´dentes)
vs de´bit.
Crite`re “Minimisation MSE”
On s’inte´resse dans un premier temps aux performances en pre´diction seule.
La figure 4.4 donne les courbes PSNR en pre´diction vs de´bit pour chacun des
quatre algorithmes “H.264”, “Standard Lmax = 8”, “Standard Lmax = 56” et
“Me´lange Lmax = 8”. Si la me´thode propose´e se montre toujours meilleure
que les deux me´thodes “Standard” - jusqu’a` un gain de 0.7 dB environ pour
“Cameraman” - la comparaison avec l’algorithme “H.264” est en revanche
moins tranche´e. Pour certaines images comme “Barbara”, l’approche pro-
pose´e conduit a` une meilleure pre´diction - jusqu’a` 0.4 dB a` bas de´bits -
pour d’autres, comme “Cameraman” ou “Roofs”, la me´thode “H.264” est la
meilleure - jusqu’a` 1 dB environ a` hauts de´bits. Ces deux dernie`res images
pre´sentent en effet soit des zones homoge`nes (“Cameraman”) avec des
contours tre`s contraste´s et droits, soit des zones tre`s texture´es mais oriente´es
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Figure 4.4 PSNR de pre´diction vs de´bit pour “Barbara” (a), “Cameraman” (b) et “Roofs” (c).
de fac¸on uniforme, i.e., dans la meˆme direction (les tuiles des toits de “Roof-
s”). Une pre´diction base´e sur les seuls pixels environnant le bloc a` pre´dire,
telle que la re´alise l’algorithme “H.264”, constitue alors une me´thode de
pre´diction efficace. Ce n’est pas le cas pour “Barbara” qui pre´sente des zones
plus diversifie´es, avec des textures plus complexes et oriente´es diffe´remment
(les plis du foulard raye´, la nappe a` carreaux, etc.).
Ces observations nume´riques sont e´galement perceptibles visuellement
sur les images pre´dites. Sur l’exemple de “Cameraman” donne´ en figure 4.5,
on distingue ainsi une le´ge`re ame´lioration de la pre´diction des structures
ge´ome´triques lorsque l’on passe de Lmax = 8 a` Lmax = 56 avec l’algorithme
“Standard” : le pied de la came´ra est mieux rendu. Toutefois cette ame´lioration
ne permet pas d’atteindre le re´sultat obtenu par l’algorithme propose´ ou` le
pied de la came´ra et le bras du “Cameraman” par exemple sont encore mieux
reconstruits. Cependant, la supe´riorite´ de l’algorithme “H.264” est indiscu-








Figure 4.5 Re´sultat de la pre´diction spatiale sur “Cameraman” avec la me´thode de pre´diction de type H.264
(a), les me´thodes de pre´diction “Standard” base´e sur des de´compositions parcimonieuses avec L=8 (b) et L=56
(c), et la me´thode propose´e avec L=8 (d), a` 1.6 bpp environ.
table : il conduit au rendu le plus fide`le, pre´sentant des contours plus francs
et mieux dessine´s.
La figure 4.6 pre´sente sur trois images conside´re´es les performances PSNR
final vs de´bit obtenues par les quatre algorithmes. Les performances sont
compare´es sous la forme de graphes et par leurs me´triques de Bjontegaard
calcule´es sur la re´fe´rence de l’algorithme “H.264”. Ces me´triques, propose´es
par Bjontegaard en 2001 [7], permettent de calculer le gain moyen en PSNR
et le pourcentage moyen en de´bit “e´conomise´” entre deux courbes de´bit-
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Me´lange Lmax = 8 1.05 −9.93
Standard Lmax = 56 0.54 −5.13
Standard Lmax = 8 0.75 −7.14
(a)




























Me´lange Lmax = 8 0.15 −1.60
Standard Lmax = 56 −0.21 2.08
Standard Lmax = 8 −0.01 −0.03
(b)





























Me´lange Lmax = 8 1.23 −10.55
Standard Lmax = 56 0.66 −5.81
Standard Lmax = 8 0.94 −8.09
(c)
Figure 4.6 PSNR final vs de´bit pour “Barbara” (a), “Cameraman” (b) et “Roofs” (c) : courbes et gains de
Bjontegaard correspondants.
distorsion. Rappelons que pour les performances conside´re´es, le PSNR est me-
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sure´ sur l’image finale, obtenue au de´codeur apre`s pre´diction, puis codage et
transmission du re´sidu de pre´diction.
D’une fac¸on ge´ne´rale, la me´thode propose´e pre´sente un bon comporte-
ment vis a` vis des trois autres. On observe ainsi un gain de Bjontegaard de
pre`s de 1, 23 dB (−10, 55 % en de´bit) par rapport a` l’algorithme “H.264” pour
l’image “Roofs”, tandis que les algorithmes “Standard Lmax = 8” et “Stan-
dard Lmax = 56” pre´sentent un gain moindre - quelques 0, 94 dB (−8, 09 %
en de´bit) apporte´s par l’algorithme “Standard Lmax = 8” pour “Roofs”. Pour
l’image “Cameraman” cependant, les courbes sont resserre´es, avec des e´carts
peu significatifs. Si on observe toujours un le´ger avantage pour la me´thode
propose´e - avec un gain de Bjontegaard de 0, 15 dB (−1, 60 % en de´bit), les
me´thodes “Standard” se trouvent domine´es (de peu) par la me´thode “H.264”
- avec un de´ficit de pre`s de −0, 21 dB (2, 08 % en de´bit) en me´trique de Bjonte-
gaard pour la me´thode “Standard Lmax = 56”. Enfin, remarquons que quelle
que soit l’image conside´re´e, l’algorithme “Standard Lmax = 8” domine tou-
jours l’algorithme “Standard Lmax = 56”, mais de peu (quelques 0.2 dB a`
moyens de´bits pour “Roofs”).
Ces observations soulignent la complexite´ des sche´mas de compres-
sion par pre´diction. De bonnes performances en pre´diction n’assurent pas
ne´cessairement de bonnes performances finales, en termes de PSNR sur
l’image de´code´e vs de´bit. L’algorithme “H.264” en est une illustration : sur
l’image “Roofs”, il offre de tre`s bonnes performances en pre´diction (cf. figure
4.4), qui ne se retrouvent pas sur les courbes PSNR final vs de´bit de la figure
4.6. De dominant sur la courbe de la figure 4.4, il se trouve domine´ par les
deux me´thodes “Standard” et “Me´lange Lmax = 8”. Il en va de meˆme pour
l’algorithme “Standard Lmax = 56” qui pre´sente une courbe de performance
infe´rieure a` celle de l’algorithme “Standard Lmax = 8” sur tous les graphes de
la figure 4.6 alors meˆme que ses performances en pre´diction sont meilleures
(cf. figure 4.4), et ce quelle que soit l’image conside´re´e. Pour un de´bit donne´, la
reconstruction du re´sidu de pre´diction au de´codeur est de moins bonne qua-
lite´ pour “Standard Lmax = 56” que pour “Standard Lmax = 8” : une plus
grande partie du de´bit est alloue´e a` la pre´diction (en raison de l’augmentation
du couˆt de codage de L?) et meˆme si cela permet une meilleure pre´diction, les
performances finales n’en sont pas ame´liore´es.
Le deuxie`me crite`re d’optimisation de la parcimonie de la de´composition
de y, “Optimisation R-D”, permet une prise en compte du codage du re´sidu
lors de la pre´diction et devrait donc apporter de meilleures performances
finales.
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Crite`re “Optimisation R-D”
Puisque le crite`re “Optimisation R-D” ne minimise pas l’erreur de pre´diction,
les performances en pre´diction des trois algorithmes seront moins bonnes,
d’une fac¸on ge´ne´rale, que celles observe´es pre´ce´demment avec le crite`re
“Minimisation MSE”.
















































































Figure 4.7 PSNR de pre´diction vs de´bit pour “Barbara” (a), “Cameraman” (b) et “Roofs” (c).
La figure 4.7 repre´sente les courbes PSNR en pre´diction vs de´bit pour
chaque algorithme et pour les images “Barbara”, “Cameraman” et “Roof-
s”. On constate d’abord que comme nous l’avons pre´vu, les PSNR atteints
ne de´passent pas 21 dB pour “Barbara” (contre 22.5 dB avec le crite`re “Mi-
nimisation MSE”, cf. figure 4.4), et 19.5 dB pour “Cameraman” et “Roofs”
(contre 21 dB avec le crite`re “Minimisation MSE”). L’allure des courbes est
ensuite beaucoup moins monotone et leurs positions les unes par rapport aux
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autres moins ge´ne´ralisables que celles de la figure 4.4. L’algorithme “Me´lange
Lmax = 8” semble toujours apporter de meilleures performances que les algo-
rithmes “Standard”, et ce quelle que soit l’image conside´re´e. En revanche, les
algorithmes “H.264” et “Standard” ont des comportements plus chaotiques :
pour “Barbara”, “Standard Lmax = 8” pre´sente les plus mauvaises perfor-
mances, pour “Cameraman”, c’est “Standard Lmax = 56”, et pour “Roofs”,
“H.264”.




















“Optimisation R-D” 0.80 −5.09
(a)





















“Optimisation R-D” 0.31 −3.09
(b)
Figure 4.8 Comparaison des deux crite`res en termes de PSNR final vs de´bit pour “Barbara” (a) et “Roofs” (b) :
courbes et gains de Bjontegaard.
Les figures 4.8 et 4.9 conside`rent les performances PSNR final vs de´bit, me-
sure´es apre`s codage et transmission des re´sidus de pre´diction au de´codeur.
Ainsi que nous l’attendions, le crite`re “Optimisation R-D” permet une
ame´lioration sensible des performances. Ceci est illustre´ sur la figure 4.8 pour
la compression des images “Barbara” et “Roofs” par la me´thode propose´e.
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Pour l’image “Barbara”, le crite`re “Optimisation R-D” permet d’obtenir un
gain de Bjontegaard de 0.8 dB (−5.09 % en de´bit) par rapport au crite`re “Mi-
nimisation MSE”.
Cependant l’ame´lioration apporte´e par le crite`re “Optimisation R-D”
concerne les trois algorithmes. Comme on peut le voir sur la figure 4.9, si
la me´thode propose´e surpasse toujours les autres algorithmes pour la com-
pression des images “Barbara” et “Roofs”, l’e´cart entre les courbes est moins
important que sur la figure 4.6 avec un gain de Bjontegaard de 0.71 dB (−7.19
% en de´bit), obtenu pour “Roofs”, par rapport a` l’algorithme “H.264”. Les
deux me´thodes “Standard” pre´sentent des performances tout a` fait similaires,
leurs courbes de performances sont pratiquement superpose´es, avec un le´ger
avantage cependant pour “Standard Lmax = 8”. Le de´bit total est la somme du
couˆt de codage de la pre´diction et du couˆt de codage du re´sidu. Comme nous
l’avons pressenti de´ja` avec le crite`re “Minimisation MSE”, le premier est plus
important pour “Standard Lmax = 56” et n’est apparemment pas compense´
par une ame´lioration de la qualite´ de reconstruction “finale” (i.e., en prenant
en compte le re´sidu). De son coˆte´, “Standard Lmax = 8” conduit a` un couˆt
de codage de pre´diction moindre et peut donc se permettre un plus grand
couˆt de codage du re´sidu, i.e., ame´liore la qualite´ de reconstruction du re´sidu
au de´codeur. Pour la compression de “Cameraman”, la me´thode propose´e,
tout comme les me´thodes “Standard”, pre´sente des performances le´ge`rement
infe´rieures a` celles de l’algorithme “H.264” - quelques −0.04 dB (0.55 % en
de´bit) en me´trique de Bjontegaard par rapport a` l’algorithme “H.264”. Notons
toutefois, que vis a` vis des deux me´thodes “Standard”, la me´thode “Me´lange
Lmax = 8” maintient son bon comportement et atteint toujours de meilleures
performances.
4.3.4 Perspectives
Il est important de souligner que toutes les techniques tendant a` adap-
ter le support de la pre´diction (voisinage causal, en gris sur la figure
4.3) de´veloppe´es dans le cadre des me´thodes de pre´diction base´es sur
des de´compositions parcimonieuses (cf. par exemple [110]) peuvent eˆtre
e´galement applique´es a` l’algorithme propose´ et conduire possiblement a` des
ame´liorations des performances.
En outre, les DCT directionnelles choisies permettent ici une appre´hension
“H.264” du proble`me de pre´diction base´e sur des de´compositions parcimo-
nieuses, mais d’autres dictionnaires peuvent eˆtre e´galement conside´re´s. Par
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Me´lange Lmax = 8 0.53 −5.77
Standard Lmax = 56 0.26 −2.84
Standard Lmax = 8 0.37 −4.06
(a)

























Me´lange Lmax = 8 −0.04 0.55
Standard Lmax = 56 −0.37 4.40
Standard Lmax = 8 −0.15 1.83
(b)

























Me´lange Lmax = 8 0.71 −7.19
Standard Lmax = 56 0.40 −4.00
Standard Lmax = 8 0.56 −5.77
(c)
Figure 4.9 PSNR final vs de´bit pour “Barbara” (a), “Cameraman” (b) et “Roofs” (c) : courbes et gains de
Bjontegaard correspondants.
exemple, un ensemble de dictionnaires bien adapte´s d’un coˆte´ aux conte-
nus texture´s comme des transforme´es de Gabor ou des paquets d’onde-
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lettes [87], de l’autre aux contenus “cartoon” comme des curvelets [10] ou
des bandelettes [61] pourrait conduire a` une meilleure repre´sentation des ca-
racte´ristiques locales de l’image et ainsi a` une ame´lioration possible des per-
formances en pre´diction (quoique nous ayons vu que le lien entre perfor-
mances en pre´diction et performances en codage n’e´tait pas e´vident).
Enfin, comme nous l’avons mentionne´ dans l’introduction, il serait
ne´cessaire, pour valider la pertinence de l’algorithme propose´, de l’inte´grer
dans un codeur vide´o de type H.264. Cette inte´gration peut eˆtre envisage´e par
exemple en remplacement d’un mode de pre´diction intra de H.264 peu utilise´,
ainsi que Martin le propose dans [74].
4.4 Annexe : calcul de l’intre´gale
∫
y p(z, y,X , c) dy
L’intre´gale
∫
y p(z, y,X , c) dy peut s’e´crire sous la forme∫
y
p(z, y,X , c) dy =
∫
y
p(z|y) p(y|X , c) p(X |c) p(c) dy, (4.31)
= p(X |c) p(c)∫
yo
p(zo|yo) p(yo|X , c) dyo
∫
ym
p(zm|ym) p(ym|X , c) dym.
Les calculs des inte´grales
∫
yo
p(zo|yo) p(yo|X , c) dyo et∫
ym
p(zm|ym) p(ym|X , c) dym sont analogues. Nous de´taillons ici le pre-
mier en notant que le re´sultat du second est obtenu en remplac¸ant l’indice
“o” par l’indice “m”.
D’apre`s le mode`le (4.4)-(4.6),











































































. A peut eˆtre
identifie´e a` une distribution Gaussienne en yo de moyenne myo et de matrice
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∫
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On note B = exp
(
− 12 (yo −myo )TΓyo (yo −myo )
)
. Inse´rant B dans notre cal-
cul initial, on a
p(zo|yo)p(yo|X , c) = B 1√





2(σ2 + σ2o )
(
zTo zo − 2xTi DoTi zo + xTi DoTi Doi xi
))
.
On reconnait alors une distribution Gaussienne en zo de moyenne mzo et de
variance Γzo INo telles que
Γzo = σ




On note p(zo|X , c) cette distribution.
Finalement on a
p(zo|yo)p(yo|X , c) = Nyo (myo , Γyo INo )p(zo|X , c), (4.39)
et l’inte´gration sur yo donne∫
yo
p(zo|yo)p(yo|X , c) dyo = p(zo|X , c). (4.40)
L’intre´gale
∫
y p(z, y,X , c) dy devient alors∫
y
p(z, y,X , c) dy = p(X |c) p(c)∫
yo
p(zo|yo) p(yo|X , c) dyo
∫
ym
p(zm|ym) p(ym|X , c) dym
= p(zo|X , c)p(zm|X , c)p(X |c) p(c),
avec p(zo|X , c) = N (Doi xi, (σ2 + σ2o )INo ) et p(zm|X , c) = N (Dmi xi, (σ2 +
σ2m)INm).
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Algorithmes gloutons
Baye´siens 5
Dans le chapitre 3, l’e´tude de l’algorithme d’apprentissage de bases pro-
pose´ par Sezer et al. dans [96] et en particulier des performances en codage at-
teintes par les bases apprises a mis en e´vidence l’inte´reˆt d’une de´composition
parcimonieuse privile´giant un certain ordonnancement des atomes. Cet or-
donnancement doit permettre de regrouper les coefficients non nuls de fac¸on
a` diminuer le couˆt de codage par RLE des indices des atomes utilise´s dans
les de´compositions parcimonieuses. Or, dans le chapitre 3, les atomes appris
semblent eˆtre se´lectionne´s de fac¸on uniforme : il n’existe pas d’ordonnance-
ment unique qui soit optimal pour tous les blocs.
Une solution envisageable re´side dans l’utilisation d’un mode`le proba-
biliste permettant de prendre en compte des probabilite´s d’occurence des
atomes diffe´rentes. Cette condition est par exemple satisfaite par les mode`les
Bernoulli-Gaussiens reposant sur des variables Gaussiennes lie´es a` des va-
riables de Bernoulli de parame`tres diffe´rents.
Dans ce chapitre, nous e´tudions un mode`le Bernoulli-Gaussien en particu-
lier, e´galement utilise´ dans [103, 119, 120, 121]. Nous justifions la pertinence
du choix d’un tel mode`le dans le proble`me de recherche de de´compositions
parcimonieuses et en de´rivons de nouveaux algorithmes Baye´siens. Pour ce
faire, nous conside´rons un proble`me d’estimation au sens du maximum a pos-
teriori (MAP) et proposons pour le re´soudre plusieurs approches base´es sur
des maximisations se´quentielles. Nous le verrons, ces approches rappellent
les processus ite´ratifs des algorithmes gloutons de la litte´rature (cf. e´tat de
l’art section 2.2 chapitre 2).
Ces algorithmes ont fait l’objet d’un article dans les proceedings de la
confe´rence EUSIPCO 2010 [B].
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5.1 Introduction
Dans la section 2.2 du chapitre 2, nous avons introduit quelques algo-
rithmes, dits de poursuite ou gloutons, de la litte´rature. Ces algorithmes re-
posent sur des proce´dures “forward” : partant d’un vecteur de support s nul,
les atomes de la de´compositions parcimonieuses sont ajoute´s petit a` petit (un
a` un [71, 84] ou plusieurs a` la fois [30, 22, 80]). A l’inverse, Couvreur et Bresler
[19] ont propose´ un algorithme “backward” annulant au fur et a` mesure de la
proce´dure les coefficients du vecteur support s. Cet algorithme n’est toutefois
re´serve´ qu’aux dictionnaires (sous-)complets. On trouve enfin des algorithmes
meˆlant les deux approches, “forward” et “backward”, dans lesquels insertion
et retrait d’atomes sont rendus possibles. Les contributions [48, 123, 103] ont
montre´ l’inte´reˆt de ces algorithmes, qui permettent la correction d’une “mau-
vaise” insertion par un retrait ulte´rieur.
Nous e´tudions ici la conception d’algorithmes de type “backward-
forward” dans un contexte Baye´sien. Cette e´tude a e´te´ re´alise´e en paralle`le
et inde´pendamment d’un travail de Soussen et al. sur une proble´matique si-
milaire [103]. Soussen et al. proposent une extension “backward-forward” de
l’algorithme Orthogonal Least Square (OLS) [14], tandis que selon une ap-
proche identique, nous introduisons quatre nouveaux algorithmes, pouvant
eˆtre interpre´te´s comme des extensions des algorithmes MP, OMP, StOMP et
SP/CoSaMP. Dans l’approche suivie par Soussen et al. comme dans la noˆtre,
le meˆme mode`le Bernoulli-Gaussien et le meˆme proble`me d’estimation MAP
sont conside´re´s.
Dans la suite de ce chapitre, nous adopterons les notations suivantes. On
s’inte´resse a` la de´composition parcimonieuse d’un signal y ∈ RN dans un dic-
tionnaire redondant D = [d1, . . . , dM] avec di ∈ RM, ∀i ∈ {1, . . . , M}, vecteur
norme´ a` 1. On note x = [x1, . . . , xM]T le vecteur de de´composition parcimo-
nieuse et s = [s1, . . . , sM]T , avec si ∈ {0, 1}, ∀i ∈ {1, . . . , M}, le vecteur ca-
racte´risant le support de la de´composition parcimonieuse, i.e., le sous-ensemble
de colonnes de D utilise´ pour ge´ne´rer le vecteur y. On rappelle la “conven-
tion” fixe´e dans le chapitre 2 : si si = 1 (respectivement si = 0), la i-e`me co-
lonne di de D est (respectivement n’est pas) utilise´ dans la de´composition de
y. Lorsque le contexte le permet, on assimilera variable ale´atoire et re´alisation.
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sixidi + n, (5.1)
ou` n est un bruit Gaussien de moyenne nulle et de variance σ2. Les distribu-
tions sur x, s et n de´finissent la distribution sur y :
p(n) = p(y|x, s) = N (Dsxs, σ2IN), (5.2)
ou` Ds (respectivement xs) est une matrice (respectivement vecteur) faite des
di (respectivement xi) tels que si = 1. On suppose que x et s obe´issent au











p(xi) = N (0, σ2x), (5.4)
p(si) = Ber(pi), (5.5)
et Ber(pi) correspond a` une distribution de Bernoulli de parame`tre pi. Rappe-
lons qu’une distribution de Bernoulli est telle que, en reprenant les notations
ci-dessus,
p(si = s) =
{
pi si s = 1,
1− pi si s = 0. (5.6)
Cette distribution peut encore se formaliser de la fac¸on suivante :
p(si) = (1− pi)1−‖si‖0 p‖si‖0i , (5.7)
= exp ((1− ‖si‖0) log(1− pi) + ‖si‖0 log pi) ,
= exp
(
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Dans la suite de cette section, c’est cette dernie`re notation que nous adopte-
rons pre´fe´rentiellement.
Il est important de noter que les expressions (5.2)-(5.5) constituent un
mode`le sur y et ne pre´tendent pas de´crire sa distribution re´elle. Cependant,
elles sont tre`s bien adapte´es a` la mode´lisation de situations ou` y de´rive d’un
processus parcimonieux. En effet, si pi  1, ∀i ∈ {1, . . . , M}, les re´alisations
de la variable ale´atoire de´finie par p(s) auront une grande probabilite´ d’avoir
peu de coefficients non nuls et donc le vecteur d’observation y d’eˆtre ge´ne´re´ a`
partir d’un sous-ensemble des colonnes de D de petite dimension. En particu-
lier, si pi = p, ∀i ∈ {1, . . . , M}, et M est tre`s grand, des re´alisations typiques
de y seront des combinaisons de pM colonnes de D (par la loi des grands
nombres).
Notons enfin que des probabilite´s pi diffe´rentes selon leurs indices per-
mettent de ponde´rer la se´lection des atomes et ainsi de privile´gier certaines
formes de de´compositions parcimonieuses.






Figure 5.1 Illustration du mode`le (5.2)-(5.5) et des relations entre les variables conside´re´es.
5.3 Formulation du proble`me
Le mode`le (5.2)-(5.5) ou des variantes de ce mode`le ont de´ja` e´te´ utilise´s
dans de nombreux algorithmes Baye´siens de la litte´rature ([103, 119, 120, 121]).
Cependant, a` notre connaissance, leur connexion avec les proble`mes de re-
cherche d’approximations parcimonieuses (cf. sous-section 2.1.3, chapitre 2),
et en particulier le proble`me de re´gularisation (PR0 ), n’a pas e´te´ prouve´e.
Le re´sultat suivant 1 interpre`te le proble`me de re´gularisation (PR0 ) comme
un cas limite d’un proble`me d’estimation au sens du maximum a posteriori
(MAP) s’appuyant sur le mode`le Bernoulli-Gaussien (5.2)-(5.5). Corollaire de
1. Le meˆme re´sultat a e´te´ obtenu paralle`lement par Soussen et al. dans [103].
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ce re´sultat, les algorithmes propose´s pour re´soudre (approximativement) le
proble`me MAP conside´re´ peuvent eˆtre vus comme des ge´ne´ralisations des al-
gorithmes de poursuite “standard”.
The´ore`me 10 Conside´rons le proble`me d’estimation au sens du maximum a poste-
riori suivant :
(xˆ, sˆ) = argmax
x,s
log p(y, x, s), (5.10)
ou` p(y, x, s) = p(y|x, s)p(x)p(s) est de´fini par le mode`le Bernoulli-Gaussien (5.2)-
(5.5). Si,
1. ‖D+s y‖0 = ‖s‖0, ∀s ∈ {0, 1}M,
2. σ2x → +∞, pi = p ∀i ∈ {1, . . . , M} et µ = 2σ2 log( 1−pp ),
alors,




‖y−Dx‖22 + µ‖x‖0. (PR0 )
Une preuve de ce re´sultat est donne´e en annexe 5.6.1 de ce chapitre.
Le re´sultat e´tabli dans le the´ore`me 10 place le proble`me d’approximation
parcimonieuse (PR0 ) dans un cadre Baye´sien plus ge´ne´ral. En particulier, il
re´ve`le les hypothe`ses statistiques implicitement pose´es lorsqu’on conside`re le
proble`me (PR0 ). Par exemple, toute information a priori sur les probabilite´s
d’occurrence des atomes (pi) ou sur l’amplitude des coefficients non nuls (σ2x )
peuvent eˆtre explicitement prises en compte. Le cas particulier σ2x = +∞ cor-
respond a` une distribution a priori p(x) non-informative.
La premie`re condition du the´ore`me est purement “technique”. Elle est sa-
tisfaite dans la plupart des cas rencontre´s dans la pratique. En particulier,
cette condition est satisfaite avec une probabilite´ 1 tant que y est une variable
ale´atoire continue dans RN . En effet, l’ensemble des points ne satisfaisant pas
cette condition est e´gal a` l’intersection d’un ensemble fini de sous-espaces de
RN . Cet ensemble est par conse´quent de mesure nulle dans RN .
La formulation du proble`me (5.10) n’offre pas d’inte´reˆt en termes de com-
plexite´ par rapport a` la formulation (PR0 ). Ainsi, le calcul pratique des solu-
tions de (5.10) requiert des approches sous-optimales, de la meˆme fac¸on que
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pour son homologue (PR0 ). Dans la section suivante, nous explicitons plu-
sieurs proce´dures, qui, en raison de l’e´quivalence (5.11), auront quelques si-
milarite´s avec les algorithmes gloutons expose´s dans la sous-section 2.2.2 du
chapitre 2.
5.4 De´veloppement de nouveaux algorithmes
Dans cette section, nous nous appuyons sur le cadre probabiliste de´fini
dans la sous-section 5.2 pour de´river quatre algorithmes gloutons.
Ainsi que nous l’avons mentionne´, nous verrons que ces algorithmes
peuvent eˆtre vus comme des extensions des algorithmes de poursuite “stan-
dard”, pre´sente´s dans le chapitre 2, section 2.2 de ce manuscrit. Ils offrent une
plus haute flexibilite´ et une plus grande pre´cision dans le calcul du support et
des valeurs des vecteurs de de´compositions parcimonieuses. En particulier,
 l’information a priori sur la fre´quence d’apparition des atomes dans les
de´compositions parcimonieuses, constitue´e par les valeurs des pi selon
les notations admises dans la sous-section 5.2, peut eˆtre explicitement
prise en compte dans le processus d’estimation,
 le proble`me de la de´se´lection des atomes est re´solu de fac¸on “naturelle”,
 le cadre Baye´sien permet une estimation des parame`tres du mode`le.
Nous verrons ainsi que l’estimation ite´ration apre`s ite´ration de la va-
riance de bruit σ2 joue un roˆle tre`s important dans les performances des
algorithmes.
Les algorithmes propose´s sont des proce´dures relativement simples maxi-
misant log p(y, x, s) de fac¸on ite´rative.
5.4.1 Bayesian Matching Pursuit (BMP)
Comme nous l’avons vu dans la section 2.2 du chapitre 2, l’algorithme MP
met a` jour a` chaque ite´ration le coefficient du vecteur de de´composition par-
cimonieuse qui conduit a` la diminution maximale de la norme du re´sidu. Ici,
une se´quence {(sˆ(n), xˆ(n))} est construite de fac¸on a` augmenter la fonction
log p(y, x, s). Pour ce faire, une approche similaire a` celle utilise´e par MP peut
eˆtre suivie : l’algorithme Bayesian Matching Pursuit (BMP) que nous propo-
sons met a` jour un unique couple (sˆ(n)j , xˆ
(n)
j ) a` chaque ite´ration, les autres res-
tant fixe´s a` leurs valeurs a` l’ite´ration pre´ce´dente.
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Pour de´crire formellement cette proce´dure, nous de´finissons ∀i ∈
{1, . . . , M}
F(si, xi) , log p(y, xˆ(n−1)i , sˆ
(n−1)
i ), (5.12)
ou` xˆ(n−1)i (respectivement sˆ
(n−1)
i ) est un vecteur e´gal a` xˆ
(n−1) (respectivement
sˆ(n−1)) mais pour lequel le i-e`me e´le´ment est libre de varier. Exploitant le
mode`le Bernoulli-Gaussien (5.2)-(5.5), on obtient













i + 〈r(n−1), di〉)xi − λi‖si‖0.
A la n-ie`me ite´ration, le couple modifie´ (sˆ(n)j , xˆ
(n)
j ) est celui pour lequel on






Il est calcule´ comme solution du proble`me d’estimation
(sˆ(n)j , xˆ
(n)
j ) = argmax
(sj ,xj)
F(sj, xj). (5.14)
L’annexe 5.6.2 donne les expressions de sˆ(n)j et xˆ
(n)
j re´sultantes.
En pratique, a` chaque ite´ration, on optimise tous les couples (si, xi), pour
i ∈ {1, . . . , M}, inde´pendamment des autres selon (5.14). Le couple (sj, xj)
qui sera effectivement modifie´ est choisi ensuite, par (5.13), les autres ne sont
pas modifie´s par rapport a` l’ite´ration pre´ce´dente. L’algorithme 8 re´sume et
formalise la proce´dure.
Plusieurs caracte´ristiques importantes de l’algorithme BMP me´ritent
d’eˆtre souligne´es :
 s˜(n)i est une de´cision sur si optimale localement, i.e., la de´cision maximi-
sant l’augmentation de la fonction objectif e´tant donne´ l’estimateur cou-
rant. L’estimation de s˜(n)i repose sur la comparaison d’une e´nergie de si-
gnal re´siduel dans la direction de di avec un seuil Ti (cf. e´quation (5.15)).
Ce seuil de´pend de la probabilite´ d’apparition pi de chaque atome : plus
pi est grande (i.e., plus λi est petit), plus Ti est petit, et donc plus l’atome
di a de chances d’eˆtre se´lectionne´ dans la de´composition parcimonieuse.
Notons que si s˜(n)i = 0 alors que sˆ
(n−1)
i = 1, la de´cision optimale lo-
calement consiste a` retirer l’atome di du support de la de´composition
parcimonieuse. De cette fac¸on, l’algorithme BMP imple´mente “naturelle-
ment” le processus de de´se´lection d’atomes dans la de´composition cou-
rante.
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Algorithme 8: Bayesian Matching Pursuit
0. Initialisation : r(0) = y et xˆ(0) = 0.
Tant que le crite`re d’arreˆt n’est pas atteint, re´pe´ter :
1. Calcul de (5.14) ∀i ∈ {1, . . . , M}
∀i ∈ {1, . . . , M} s˜(n)i =
{









∀i ∈ {1, . . . , M} x˜(n)i = s˜(n)i
(









3. Mise a` jour du support de la de´composition parcimonieuse
∀i ∈ {1, . . . , M} sˆ(n)i =
{
s˜(n)i si i = j,
sˆ(n−1)i sinon.
(5.18)
4. Mise a` jour du vecteur parcimonieux
∀i ∈ {1, . . . , M} xˆ(n)i =
{
x˜(n)i si i = j,
xˆ(n−1)i sinon.
(5.19)







i di . (5.20)
 L’estimation de l’amplitude des coefficients (5.17) est re´alise´e en prenant
en compte une information a priori sur la distribution de x, i.e., σ2x . No-
tons que si sˆ(n)i = 1 et σ
2
x → +∞, l’e´quation (5.17) devient
x˜(n)i
σ2x→+∞= xˆ(n−1)i + 〈r(n−1), di〉, (5.21)
re´sultant en l’estimation re´alise´e dans l’algorithme MP (cf. e´quation
(2.17) dans l’algorithme 1, section 2.2, chapitre 2).
Dans la sous-section pre´ce´dente, nous avons montre´ l’e´quivalence entre le
proble`me d’estimation au sens du maximum a posteriori (5.10) et le proble`me
de re´gularisation (PR0 ) si σ2x → +∞ et pi = p, ∀i ∈ {1, . . . , M}. Ces condi-
tions ne sont pas suffisantes pour assurer l’e´quivalence entre les algorithmes
BMP et MP en raison de la de´se´lection des atomes, permise par BMP mais non
imple´mente´e dans la proce´dure MP. Empeˆchant cette possibilite´ (en forc¸ant
s˜(n)i = 1, ∀i ∈ {1, . . . , M}), i.e., en ne conside´rant que l’ajout d’atomes dans
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le support, on retrouve l’imple´mentation de l’algorithme MP. Ce dernier peut
donc eˆtre conside´re´ comme un cas particulier de son pendant Baye´sien.
5.4.2 Bayesian Orthogonal Matching Pursuit (BOMP)
On conside`re maintenant l’imple´mentation d’un OMP Baye´sien, que nous
noterons BOMP par simplicite´. De la meˆme fac¸on que son homologue “stan-
dard” OMP, BOMP proce`de en modifiant (ajoutant ou, comme nous le ver-
rons dans la suite, retirant) un unique atome du support de la de´composition
parcimonieuse, mais en re´estimant a` chaque ite´ration le vecteur complet de
ponde´ration x. Les trois premie`res e´tapes sont re´alise´es a` la manie`re de la
proce´dure BMP pre´ce´dente. L’indice j de l’atome modifie´ est choisi selon
l’e´quation (5.13) et la valeur du sˆ(n)j correspondant est calcule´e par (5.15) et
(5.18). L’e´tape de mise a` jour du vecteur parcimonieux, en revanche, se forma-




log p(y, x, sˆ(n)), (5.22)











et xˆ(n)j = 0 si sˆ
(n)
j = 0. Rappelons que xˆ
(n)
sˆ(n)
est constitue´ des e´le´ments xˆ(n)i de
xˆ(n) tels que sˆ(n)i = 1. La proce´dure est re´sume´e dans l’algorithme 9. Notons
que, similairement a` BMP, BOMP met a` jour les coefficients non nuls du vec-
teur de de´composition en prenant en compte l’information a priori sur l’am-
plitude des coefficients, σ2x . Le de´tail du calcul de (5.23) est donne´ en annexe
5.6.3 de ce chapitre.
Comme nous l’avons dit, l’e´tape de mise a` jour du support de la
de´composition parcimonieuse est inchange´e par rapport a` l’algorithme BMP.
Ainsi, comme BMP, BOMP autorise e´galement la de´se´lection d’atomes. Pour
cette raison, similaire a` celle mentionne´e pre´ce´demment pour l’e´quivalence
BMP/MP, BOMP ne s’identifie pas a` OMP lorsque σ2x → +∞ et pi = p,
∀i ∈ {1, . . . , M}.
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Algorithme 9: Bayesian Orthogonal Matching Pursuit
0. Initialisation : r(0) = y et xˆ(0) = 0.
Tant que le crite`re d’arreˆt n’est pas atteint, re´pe´ter :
1. Calcul de (5.14) ∀i ∈ {1, . . . , M}
∀i ∈ {1, . . . , M} s˜(n)i =
{
1 si 〈r(n−1) + xˆ(n−1)i di , di〉2 > Ti ,
0 sinon,
avec





∀i ∈ {1, . . . , M} x˜(n)i = s˜(n)i
(









3. Mise a` jour du support de la de´composition parcimonieuse
∀i ∈ {1, . . . , M} sˆ(n)i =
{
s˜(n)i si i = j,
sˆ(n−1)i sinon.
















∀i ∈ {1, . . . , M} xˆ(n)i = 0 si sˆ(n)i = 0. (5.24)








5.4.3 Bayesian Stagewise Orthogonal Matching Pursuit (BStOMP)
A la manie`re de StOMP, l’algorithme Bayesian Stagewise Orthogonal Mat-
ching Pursuit, note´ BStOMP dans la suite, est une variante de BOMP ou` plu-
sieurs composantes du vecteur de support s peuvent eˆtre modifie´es a` chaque
ite´ration. L’ide´e est donc de relacher la condition (5.18).




1 si 〈r(n−1) + xˆ(n−1)j dj, dj〉2 > Tj,
0 sinon,
(5.25)
ou` Tj est de´fini par (5.16). La mise a` jour des coefficients du vecteur
de de´composition parcimonieuse, reste, elle, inchange´e par rapport a` la
proce´dure BOMP et est exprime´e par (5.23). L’algorithme 10 de´taille les e´tapes
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Algorithme 10: Bayesian Stagewise Orthogonal Matching Pursuit
0. Initialisation : r(0) = y et xˆ(0) = 0.
Tant que le crite`re d’arreˆt n’est pas atteint, re´pe´ter :
1. Mise a` jour du support de la de´composition parcimonieuse
∀i ∈ {1, . . . , M} sˆ(n)i =
{
1 si 〈r(n−1) + xˆ(n−1)i di , di〉2 > Ti ,
0 sinon,
avec




















∀i ∈ {1, . . . , M} xˆ(n)i = 0 si sˆ(n)i = 0.








de la proce´dure BStOMP propose´e.
Remarquons que si le j-e`me atome n’a pas e´te´ se´lectionne´ a` l’ite´ration
pre´ce´dente n− 1, i.e., (sˆ(n−1)j , xˆ(n−1)j ) = (0, 0), la condition (5.25) devient simi-
laire a` celle utilise´e dans l’e´tape de mise a` jour du support de de´composition




1 si 〈r(n−1), dj〉2 > Tj,
sˆ(n−1)j sinon.
(5.26)
Cependant, dans le cas ge´ne´ral, les deux ope´rations ne sont pas e´quivalentes,
(5.25) permettant la de´se´lection d’atomes interdite par (5.26).
Autre diffe´rence entre les deux algorithmes StOMP et BStOMP : le seuil Tj
est ici de´fini “naturellement” en fonction des parame`tres du mode`le. Ce n’est
pas le cas de la de´finition donne´e par Donoho et al. dans [30], qui requiert des
hypothe`ses supple´mentaires.
Enfin, notons que les performances de BStOMP peuvent eˆtre grandement
ame´liore´es par l’ajout de l’estimation de la variance de bruit σ2 dans le proces-
sus ite´ratif. Comme nous l’avons mentionne´ pre´ce´demment, l’estimation des
parame`tres du mode`le sont facilite´es par le contexte Baye´sien. En particulier,
l’estimateur au sens du maximum de vraisemblance de σ2 s’e´crit, a` l’ite´ration



























T(n)j est alors proportionnel a` l’e´nergie du re´sidu r
(n−1), avec un facteur de
proportionnalite´ de´pendant de la probabilite´ d’apparition de chaque atome
(cf. e´quation (5.9)). Dans les premie`res ite´rations, la norme du re´sidu ‖r(n−1)‖2
est grande, le seuil T(n)j est lui-meˆme haut, de sorte que les atomes inse´re´s sont
peu nombreux. L’insertion aura tendance a` s’acce´le´rer au fur et a` mesure des
ite´rations lorsque ‖r(n−1)‖2 diminuant, le seuil T(n)j sera plus bas.
5.4.4 Bayesian Subspace Pursuit (BSP)
Enfin, on peut proposer un algorithme de recherche “ressemblant” a` l’algo-
rithme CoSaMP/SP ([80, 22]). Nous appelerons cet algorithme Bayesian Sub-
space Pursuit, et l’abre`gerons par BSP. L’algorithme BSP pre´sente une struc-
ture similaire a` celle de son homologue “standard”. L’ide´e est de calculer la so-
lution optimale (s˜(n), x˜(n)) dans un sous-espace de dimension supe´rieure puis
de l’utiliser pour de´terminer la solution optimale (sˆ(n), xˆ(n)) dans un sous-
espace de dimension fixe´e, i.e., le nombre de coefficients non nuls du vecteur
de de´composition parcimonieuse est fixe´. Nous notons L ce nombre de coeffi-
cients.








log p(y, x˜(n)i , s˜
(n)
i ) soumis a` ‖s‖0 = L, (5.30)
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Algorithme 11: Bayesian Subspace Pursuit
0. Initialisation : r(0) = y et xˆ(0) = 0.
Tant que le crite`re d’arreˆt n’est pas atteint, re´pe´ter :
1. Calcul de (5.32)
∀i ∈ {1, . . . , M} s˜(n)i =
{
1 si 〈r(n−1) + xˆ(n−1)i di , di〉2 > Ti ,
0 sinon,
avec




















∀i ∈ {1, . . . , M} x˜(n)i = 0 si s˜(n)i = 0.







log p(y, x˜(n)i , s˜
(n)
i ) soumis a` ‖s‖0 = L. (5.30)
















∀i ∈ {1, . . . , M} xˆ(n)i = 0 si sˆ(n)i = 0.


























log p(y, xˆ(n−1)i , sˆ
(n−1)
i ). (5.32)











L’algorithme 11 re´sume la proce´dure BSP propose´e.
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Il est inte´ressant de noter que, a` l’inverse de CoSaMP/SP, l’algorithme que
nous proposons n’impose aucune contrainte sur le nombre d’e´le´ments non
nuls de s˜(n). Ainsi, ‖s˜(n)‖0 peut eˆtre plus grand ou plus petit que L. s˜(n) est
calcule´ en prenant la meilleure de´cision locale pour chaque atome du diction-
naire. Cette re`gle est e´quivalente a` l’ope´ration (5.25) imple´mente´e dans BS-
tOMP. En raison de cette similarite´, nous imple´mentons e´galement l’estima-
tion de la variance de bruit σ2 (5.27), permettant via l’expression du seuil Tj
un meilleur controˆle de l’insertion des atomes.
De meˆme, l’estimation (5.30) est re´alise´e de la fac¸on suivante. ∀i ∈
{1, . . . , M}, on effectue (5.25) avec x˜(n). Puis, si le nombre d’e´le´ments mis a`
1 est supe´rieur ou e´gal a` L, les modifications ne sont conserve´es que pour K




i ) et tels
que ‖s‖0 = L. Notons en effet que (5.25) permettant la de´se´lection d’atomes,
K n’est pas ne´cessairement e´gal a` L mais supe´rieur ou e´gal. Si par contre, le
nombre d’e´le´ments mis a` 1 est infe´rieur a` L, les modifications sont conserve´es
pour tous les e´le´ments mis a` 1 et pour les indices menant aux plus petites va-




i ) jusqu’a` ce que ‖s‖0 = L. De cette fac¸on,
on minimise l’impact de l’introduction d’e´le´ments pe´nalisants.
5.5 Evaluation des performances
Dans cette section, nous e´tudions les performances des algorithmes pro-
pose´s. Nous suivons pour cela la meˆme me´thodologie que celle utilise´e dans
[22] : la probabilite´ de reconstruction exacte du vecteur x est calcule´e en fonc-
tion du nombre de coefficients non nuls de x, L. Nous supposons que le vec-
teur xˆ a e´te´ correctement reconstruit si l’erreur de reconstruction sur chaque
coefficient non nul est infe´rieure a` 10−4 (i.e., ∀i ∈ {1, . . . , M}, |xi − xˆi|2 <
10−4).
Les algorithmes propose´s sont compare´s a` leurs homologues “standard”
et a` l’algorithme Basis Pursuit Denoising (BPD) [16], qui imple´mente une so-
lution du proble`me (PR1 ).
MP et OMP s’arreˆtent lorsque la norme `2 du re´sidu atteint
√
Nσ2. Les
algorithmes Baye´siens ite`rent tant que maxi ρ
(n)
i − log p(y, xˆ(n−1), sˆ(n−1)) >
10−6, i.e., tant que la variation de la fonction objectif est suffisamment grande.
Pour StOMP, SP et BPD, les imple´mentations choisies sont celles dispo-
nibles respectivement sur les pages http ://sparselab.standford.edu/ (SparseLab),
http ://igorcarron.googlepages.com/cscodes et http ://www.acm.caltech.edu/l1magic/
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(`1-Magic). StOMP est utilise´ avec le crite`re de seuillage CFDR ([30]), tandis
que pour les algorithmes BStOMP et BSP, le seuillage (5.28) est conside´re´.
De fac¸on a` tester le comportement des algorithmes dans divers sce´narios,
les performances sont e´value´es sur des signaux ge´ne´re´s synthe´tiquement se-
lon des mode`les diffe´rents.
5.5.1 Mode`le Bernoulli-Gaussien, dictionnaire ale´atoire
Le premier mode`le conside´re´ est celui utilise´ dans les algorithmes
Baye´siens, comme produit bruite´ d’un vecteur parcimonieux avec un diction-
naire. Les positions des coefficients non nuls du vecteur parcimonieux sont
de´termine´es ale´atoirement de fac¸on uniforme. L’amplitude des coefficients
non nuls est construite a` partir d’une distribution Gaussienne de moyenne
nulle et de variance σ2x = 10. Pour les variables de Bernoulli si ∀i ∈ {1, . . . , M},
on choisit des parame`tres pi identiques et e´gaux a` pi = L/M. Les e´le´ments du
dictionnaire sont des re´alisations inde´pendantes et identiquement distribue´es
selon une loi Gaussienne de variance N−1, ou` N est la dimension des donne´es
fixe´e a` chaque expe´rimentation (cf. ci-apre`s). La taille du dictionnaire est prise
e´gale a` M = 256 atomes. Enfin, un bruit Gaussien de variance σ2 = 10−5 est
ajoute´.
A chaque point d’expe´rimentation, 500 simulations (i.e., de´compositions
parcimonieuses) sont re´alise´es et moyenne´es. De fac¸on a` ne pas favoriser les
me´thodes propose´es par une quelconque information a priori, on utilise σ2x =
1000 dans les algorithmes Baye´siens.
La figure 5.2 illustre les performances en reconstruction (probabilite´ de re-
construction exacte de x vs nombre de coefficients non nuls de x) obtenues
pour trois dimensions de signaux : N = 77, N = 128 et N = 180. En re-
gard des courbes de performances sont repre´sente´es les complexite´s corres-
pondantes, en temps de calcul moyen par simulation (i.e., par de´composition
parcimonieuse) et pour chaque algorithme.
Les positions des courbes de performance les unes par rapport aux autres
sont relativement insensibles a` la redondance du dictionnaire utilise´ : ainsi, les
algorithmes BOMP et BSP pre´sentent les meilleures performances, et a` l’in-
verse, l’algorithme MP les plus mauvaises, sur les trois figures (a), (c) et (e).
Notons toutefois que l’algorithme BStOMP re´alise de bonnes performances
vis a` vis de l’algorithme BPD (pour N = 77 et L = 25, on observe une pro-
babilite´ de reconstruction exacte de 0.3 pour BPD contre 0.65 pour BStOMP,
soit un gain de 35%) et des performances similaires a` celles de l’algorithme SP
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Figure 5.2 Mode`le Bernoulli-Gaussien, dictionnaire ale´atoire - Performances en reconstruction obtenues par
diffe´rents algorithmes et complexite´s correspondantes, pour des dimensions de signaux diffe´rentes : N = 77
(a)-(b), N = 128 (c)-(d) et N = 180 (e)-(f).
avec des dictionnaires tre`s redondants (N = 77, figure 5.2 (a)), mais est sup-
plante´ par ces deux derniers avec des dictionnaires peu redondants (N = 180,
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figure 5.2 (e)).
On observe par ailleurs que les algorithmes gloutons Baye´siens recons-
truisent les vecteurs parcimonieux utilise´s pour la ge´ne´ration des donne´es si-
non mieux du moins aussi bien que leurs homologues “standard”. Si BMP
et BOMP n’ame´liorent que peu (10% de plus environ avec une dimension
N = 128 pour BMP) ou pas du tout (pour BOMP) les performances atteintes
par respectivement MP et OMP, les performances obtenues avec les algo-
rithmes BStOMP et BSP sont nettement supe´rieures a` celles de StOMP et SP
respectivement (jusqu’a` 30% de gain pour BSP et 50% pour BStOMP avec une
dimension N = 128).
Avant de poursuivre par l’analyse des complexite´s, il peut eˆtre inte´ressant
de se pencher plus attentivement sur le couple BOMP/OMP et les raisons
pour lesquelles les deux algorithmes pre´sentent exactement les meˆmes per-
formances. Reprenant l’e´quation de mise a` jour du vecteur parcimonieux xˆ
dans BOMP (5.23), on peut voir que si σ2x  σ2 alors σ
2
σ2x
→ 0 et (5.23) est
e´quivalente a` l’e´quation de mise a` jour du vecteur parcimonieux xˆ dans OMP
(2.20). D’autre part, cette e´quation montre que quel que soit le support de la
de´composition parcimonieuse obtenue, il suffit que les “bons” atomes (i.e.,
ceux qui ont e´te´ utilise´s pour ge´ne´rer le vecteur d’observation y) aient e´te´
se´lectionne´s pour retrouver le “bon” vecteur parcimonieux (i.e., celui qui a
e´te´ utilise´ pour ge´ne´rer le vecteur d’observation y) : les valeurs des coeffi-
cients xi ne correspondant pas aux “bons” atomes seront mises a` ze´ro ou a`
des valeurs tre`s proches de ze´ro (duˆ a` la pre´sence de bruit). Ainsi, une analyse
supple´mentaire pourrait eˆtre de mesurer les performances en reconstruction
des supports des de´compositions parcimonieuses, qui a priori, doivent, eux,
eˆtre diffe´rents selon l’algorithme utilise´, BOMP ou OMP.
Il est de´licat de comparer les complexite´s de chacun des algorithmes
conside´re´s. Comme l’illustrent les deux algorithmes BMP et MP, les crite`res
d’arreˆt utilise´s jouent un roˆle tre`s important : ainsi si BMP et MP pre´sentent la
meˆme complexite´ par ite´ration (cf. sous-section pre´ce´dente), le premier ite`re
plus longtemps que le dernier avant d’atteindre le crite`re d’arreˆt, re´sultant
en une complexite´ d’exe´cutation globale plus e´le´ve´e (et pouvant d’autre part
expliquer la le´ge`re ame´lioration des performances). Pour ce cas pre´cis, une
modification du crite`re d’arreˆt pourrait eˆtre inte´ressante.
Cependant, cette critique perd de sa pertinence pour les autres algorithmes
Baye´siens. On peut ainsi observer que BOMP pre´sente une complexite´ tre`s
infe´rieure a` celle de son homologue “standard” OMP, pour, comme nous
l’avons vu, des performances en reconstruction e´quivalentes. Ce comporte-
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ment peut s’expliquer par la de´se´lection d’atomes, autorise´e dans BOMP et
interdite dans OMP, qui permet de re´duire le couˆt de l’inversion matricielle
(5.23) sans pour autant perdre en qualite´ de reconstruction. On peut e´galement
supposer que la de´se´lection d’atomes a un effet positif sur la convergence
de l’algorithme, “acce´le´rant” le processus de re´solution. Un comportement
similaire re´git l’algorithme BStOMP vis a` vis de son homologue “standard”
StOMP.
L’algorithme BSP pre´sente une complexite´ plus e´leve´e que l’algorithme
SP, pour, rappelons-le, de meilleures performances en reconstruction. Cette
double observation peut s’expliquer par le relaˆchement de la contrainte sur la
dimension de l’espace de recherche lors de la premie`re mise a` jour du support
de la de´composition parcimonieuse (5.32) : ce degre´ de liberte´ supple´mentaire
est susceptible d’ame´liorer les performances mais exige davantage de calculs
dans (5.31) (le vecteur support s peut avoir un nombre de coefficients non nuls
tre`s e´leve´).
Notons enfin que l’algorithme BPD pre´sente une complexite´ nettement
plus e´leve´e que les autres algorithmes. Nous l’avions e´voque´ dans le chapitre
2, cet algorithme pre´sente une complexite´ en O(N3) peu compe´titive en com-
paraison des algorithmes de poursuite “standard”. Il en va de meˆme avec les
algorithmes gloutons Baye´siens propose´s.
5.5.2 Mode`le 0− 1, dictionnaire ale´atoire
Dans un deuxie`me temps, on e´tudie un autre mode`le de ge´ne´ration
des donne´es, ne respectant pas le mode`le conside´re´ dans les algorithmes
gloutons Baye´siens propose´s. Cette fois, le vecteur parcimonieux n’est
autorise´ a` prendre ses valeurs que dans l’ensemble {0, 1}M, de sorte
que x = s. Les positions des coefficients non nuls restent de´termine´es
ale´atoirement de fac¸on uniforme. De meˆme, la construction du dictionnaire
et les conditions d’exe´cution des algorithmes sont inchange´es par rapport aux
expe´rimentations pre´ce´dentes.
Ici encore, on e´tudie les performances obtenues pour trois dimensions de
signaux : N = 77, N = 128 et N = 180. La figure 5.3 montre les probabilite´s
de reconstruction atteintes en fonction du nombre de coefficients non nuls.
Une premie`re observation met en e´vidence les bons comportements des
algorithmes “standard” : quelle que soit la redondance du dictionnaire
conside´re´e, BPD pre´sente toujours les meilleures performances en reconstruc-
tion, suivi par SP. Les algorithmes BMP et MP sont pour leur part toujours
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Figure 5.3 Mode`le 0− 1, dictionnaire ale´atoire - Performances en reconstruction obtenues par diffe´rents algo-
rithmes et pour des dimensions de signaux diffe´rentes : N = 77 (a), N = 128 (b) et N = 180 (c).
en queue de peloton, avec des comportements similaires a` ceux observe´s lors
des expe´rimentations pre´ce´dentes (BMP le´ge`rement meilleur que MP). Cepen-
dant, il est inte´ressant de constater que lorsque la redondance diminue (i.e.,
pour des dimensions de signaux plus grandes), les performances atteintes par
les algorithmes gloutons Baye´siens s’ame´liorent (jusqu’a` de´passer SP de 10%
a` N = 180 pour BStOMP).
Comme nous l’avons mentionne´ pour le couple BMP/MP, les comporte-
ments des algorithmes Baye´siens vis a` vis de leurs homologues “standard”
sont tre`s similaires a` ceux observe´s lors des expe´rimentations pre´ce´dentes :
BOMP et OMP ont des courbes de performances confondues et BStOMP sur-
passe StOMP de pre`s de 50% pour N = 128. Toutefois, le couple BSP/SP fait
entorse a` la re`gle : alors que les performances atteintes par BSP pre´sentaient
un gain de 30% environ par rapport a` celles de SP lors des expe´rimentations
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pre´ce´dentes, on observe ici l’inverse, SP domine BSP avec une diffe´rence de
pre`s de 20% pour N = 128.
5.5.3 Mode`le Bernoulli-Gaussien, dictionnaire en cosinus
Dans une troisie`me et dernie`re e´tude, la construction du dictionnaire
est modifie´e : les atomes sont des fonctions en cosinus discrets. Posi-
tions et amplitudes des coefficients non nuls du vecteur parcimonieux sont
de´termine´es selon le permier mode`le que nous avons conside´re´. Enfin, le
sce´nario d’expe´rimentation est inchange´.


















































































Figure 5.4 Mode`le Bernoulli-Gaussien, dictionnaire en cosinus - Performances en reconstruction obtenues par
diffe´rents algorithmes et pour des dimensions de signaux diffe´rentes : N = 128 (a) et N = 180 (b).
La figure 5.4 illustrent les performances en reconstruction obtenues pour
deux dimensions de signaux : N = 128 et N = 180.
De meˆme que lors des deuxie`mes expe´rimentations, l’algorithme BPD
pre´sente les meilleures performances en reconstruction. Il est cependant suivi
de pre`s par l’algorithme BStOMP si le dictionnaire utilise´ est tre`s redondant
(N = 128, figure 5.4 (a)). Le couple BMP/MP atteint cette fois-ci encore de
faibles performances, mais il re´ussit a` surpasser l’algorithme SP jusqu’a` 25%
pour des dictionnaires peu redondants (N = 180, figure 5.4 (b)) et 5% pour
des dictionnaires plus redondants (N = 128, figure 5.4 (a)).
D’une fac¸on ge´ne´rale, on observe une plus grande similarite´ entre les
performances atteintes par les algorithmes Baye´siens et celles obtenues par
leurs homologues “standard” lorsque la redondance du dictionnaire dimi-
nue. Ainsi, les courbes de performances de BMP et MP, BOMP et OMP, BS-
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tOMP et StOMP, sont presque confondues sur la figure 5.4 (b). Cette tendance
ge´ne´rale ne semble pas affecter l’algorithme BSP, qui reste bien meilleur que
SP, et ce, quelle que soit la redondance du dictionnaire (jusqu’a` 25% de gain
pour N = 128 et 45% pour N = 180).
5.6 Annexes
5.6.1 Preuve du the´ore`me (10)
Soit f (x) , ‖y−Dx‖22 + µ‖x‖0 et x?(s) la solution de
x?(s) = argmin
x
f (x) soumis a` xi = 0 si si = 0, ∀i ∈ {1, . . . , M}. (5.34)
x?(s) est la solution du proble`me d’approximation parcimonieuse (PRp ) si la
position des coefficients non nuls est force´e. Notons que si Ds n’est pas de
rang plein, la solution x?(s) du proble`me de minimisation n’est pas unique.
Dans la suite de la preuve, nous nous plac¸ons dans le cas ou` ‖s‖0 ≤ N et tout
sous-groupe de N colonnes de D forme une famille de vecteurs line´airement
inde´pendants. Ces deux conditions impliquent que Ds est de rang plein ∀s.
Le cas ge´ne´ral, quoique plus complexe, se traite de fac¸on similaire.
La solution du proble`me d’approximation parcimonieuse (PR0 ) peut alors
eˆtre reformule´e comme
x? = x?(s?) avec s? = argmin
s∈{0,1}M
f (x?(s)). (5.35)
De fac¸on similaire, soit g(x) , − log p(y, x, s) et xˆ(s) la solution de
xˆ(s) = argmax
x
log p(y, x, s). (5.36)
Le proble`me d’estimation (5.10) peut eˆtre alors reformule´ comme
xˆ = xˆ(s) avec sˆ = argmin
s∈{0,1}M
g(xˆ(s)). (5.37)
Le the´ore`me 10 est prouve´ en montrant que xˆ(s) = x?(s) et g(xˆ(s)) =
f (x?(s)), ∀s sous les hypothe`ses conside´re´es.
Pour faciliter l’e´criture, on suppose que les L premiers coefficients de
s sont non nuls (cette hypothe`se ne limite pas le cadre de travail de´fini
pre´ce´demment). Si Ds est la matrice faite des L premie`res colonnes de D et
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D+s est sa pseudo-inverse, on a
x?i (s) =
{
(D+s y)i si i ∈ {1, . . . , L},
0 sinon.
(5.38)









DTs y)i si i ∈ {1, . . . , L},
0 sinon.
(5.39)
Il est clair que limσ2x→+∞ xˆ(s) = x
?(s). Utilisant ce re´sultat et prenant en














Le dernier terme tend vers 0 lorsque σ2x tend vers +∞. De plus, si pi = p,
∀i ∈ {1, . . . , M}, alors λi = λ, ∀i ∈ {1, . . . , M} et p(s) ∝ exp(λ‖s‖0).
Enfin, nous avons pose´ par hypothe`se que ‖x?(s)‖0 , ‖D+s y‖0 = ‖s‖0,
∀s. Alors puisque µ = 2σ2λ, on a g(xˆ(s)) = f (x?(s)), ∀s et ne´cessairement
xˆ = x?.
5.6.2 Calcul de l’expression du seuil (5.16) et de l’e´quation de mise a`
jour des coefficients (5.17) dans BMP






j ) = argmax
(sj ,xj)
log p(y, xˆ(n−1)j , sˆ
(n−1)
j ). (5.14)
Soit F(sj, xj) , log p(y, xˆ(n−1)j , sˆ
(n−1)
j ). Exploitant le mode`le Bernoulli-
Gaussien (5.2)-(5.5), on obtient












j + 〈r(n−1), dj〉)xj − λj‖sj‖0.
(5.41)
Supposons sˆ(n)j = 0, alors











F(0, xˆ(n)j (0)) = 0. (5.43)
Supposons sˆ(n)j = 1, alors











(xˆ(n−1)j + 〈r(n−1), dj〉)xj. (5.44)
La fonction objectif e´tant strictement concave, l’optimum peut eˆtre obtenu en












(xˆ(n−1)j + 〈r(n−1), dj〉). (5.46)
Pour (sˆ(n)j , xˆ
(n)
j ) = (1, xˆ
(n)
j (1)),






xˆ(n−1)j + 〈r(n−1), dj〉
)2 − λj. (5.47)
Les deux expressions (5.42) et (5.46) peuvent s’e´crire sous une forme unique
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5.6.3 Calcul de l’e´quation de mise a` jour des coefficients (5.23) dans
BOMP
De´veloppons le proble`me d’estimation (5.22) :
xˆ = argmax
x

























La fonction objectif e´tant strictement concave, l’optimum peut eˆtre obtenu en























Les travaux re´alise´s pendant cette the`se ont permis de creuser des voies et,
peut-eˆtre, d’en inspirer d’autres. Ce dernier chapitre synthe´tise les contribu-
tions de cette the`se, et pour chacune, de´finit quelques axes de recherche qu’il
semble pertinent d’explorer dans le cadre de travaux futurs.
Durant ces trois ans, nous nous sommes inte´resse´s a` l’utilisation de
de´compositions parcimonieuses dans les sche´mas de compression. Notre
e´tude nous a amene´s a` conside´rer des mode`les probabilistes, ces mode`les per-
mettant l’emploi de me´thodes d’estimation Baye´siennes.
Transformations adaptatives
Le chapitre 3 s’est penche´ plus particulie`rement sur le lien entre parcimo-
nie et codage par transformation. Une e´tude des couˆts de codage des coeffi-
cients transforme´s puis quantifie´s montrent que si la redondance du diction-
naire utilise´ dans la transformation peut eˆtre inte´ressante du point de vue de
l’approximation du signal a` compresser, le couˆt de codage des coefficients cor-
respondant peut eˆtre re´dhibitoire. L’ide´e de structuration du dictionnaire est
alors introduite et envisage´e sous la forme d’un ensemble de bases. Dans ce
contexte, un sche´ma de compression est propose´, optimisant la transforme´e
applique´e sur l’image dans le domaine spatial, par une adaptation du sup-
port via un bintree, et dans le domaine transforme´, par la se´lection de bases
locales parmi des ensembles finis. Deux cas sont alors e´tudie´s : dans l’un, les
ensembles de bases locales sont pre´de´finis (nous conside´rons des DCT direc-
tionnelles de Zeng et Fu [122]), dans l’autre, il s’agit d’ensembles appris avec
l’algorithme de Sezer et al. [96]. Dans ces deux cas, des comparaisons de per-
formances en termes de de´bit vs distorsion sont re´alise´es entre les sche´mas
propose´s et les standards de compression JPEG et JPEG2000.
Partant d’une analyse approfondie de l’algorithme de Sezer, une extension
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probabiliste est ensuite de´veloppe´e, sur la base d’un algorithme EM. Nous
montrons que les bases apprises avec ce nouvel algorithme ame´liorent la
parcimonie des de´compositions par rapport a` celles apprises par l’algo-
rithme de Sezer. En revanche, elles ne re´solvent pas une faiblesse mise en
e´vidence de´ja` dans l’algorithme de Sezer : les atomes des de´compositions
parcimonieuses sont choisis “uniforme´ment” de sorte qu’un regroupement
des coefficients non nuls est difficile et inefficace dans le codage RLE des
indices des coefficients non nuls.
Perspectives
Dans de futurs travaux, il serait inte´ressant de s’interroger sur l’optimisation
du nombre de bases apprises. Ici, nous avons propose´ des ensembles de 7
bases, en raison de l’initialisation de l’algorithme d’apprentissage par les
DCT directionnelles. Mais rien ne prouve que, dans le contexte des sche´mas
de compression conside´re´s, ce nombre de bases conduise aux meilleures
performances en termes de de´bit vs distorsion.
Pre´diction et parcimonie
Le chapitre 4 s’inte´resse au codage pre´dictif, toujours d’un point de vue
parcimonieux. Un nouvel algorithme de pre´diction est e´labore´, reposant sur
un me´lange de de´compositions parcimonieuses. Pour ce faire, on conside`re
un mode`le probabiliste similaire a` celui utilise´ dans le chapitre pre´ce´dent,
pour le de´veloppement d’un nouvel algorithme d’apprentissage de bases.
L’algorithme conside´re´ ici se propose alors de re´soudre un proble`me d’es-
timation MMSE approche´. Ses performances sont e´value´es en termes de
de´bit vs distorsion sur un sche´ma de codage simple, reposant sur une seg-
mentation de l’image en blocs de taille fixe et utilisant un ensemble de DCT
directionnelles. Par ailleurs, on conside´re deux crite`res d’optimisation de la
pre´diction diffe´rents. L’algorithme est compare´ a` des me´thodes de pre´diction
existantes, deux base´es e´galement sur des de´compositions parcimonieuses et
une reprenant le principe de la pre´diction intra utilise´e dans le standard de
compression vide´o H.264. Nous montrons que l’algorithme propose´ pre´sente
un bon comportement ge´ne´ral, dans la limite des images teste´es. Afin de
valider totalement la pertinence de notre algorithme, il serait inte´ressant,
dans des travaux futurs, d’envisager son inte´gration dans un codeur vide´o
complet de type H.264.
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Perspectives
Dans [118], Yu et al. proposent un algorithme de de´bruitage base´ sur des
approximations parcimonieuses. Le de´bruitage est re´alise´ sur un de´coupage
de l’image en blocs de taille fixe et chaque bloc de´bruite´ est estime´ par son
approximation parcimonieuse dans une base choisie dans un ensemble appris
sur l’image bruite´e. L’apprentissage des bases est re´alise´ par des analyses
en composantes principales (PCA). S’inspirant de leurs travaux, nous pou-
vons envisager un nouvel algorithme de de´bruitage. Notre contribution
serait double. D’abord, il pourrait eˆtre inte´ressant de remplacer les PCA
par l’algorithme d’apprentissage propose´ dans le chapitre pre´ce´dent. En
effet, de meˆme que dans l’algorithme propose´ par Sezer et al. , les PCA sont
calcule´es sur des ensembles de blocs de l’image et non sur l’image entie`re ;
l’algorithme propose´ dans le chapitre pre´ce´dent permettrait une prise en
compte de l’ensemble de l’image dans l’apprentissage de toutes les bases, via
des calculs de probabilite´s a posteriori. Ensuite, l’algorithme de pre´diction
propose´ dans ce chapitre pourrait eˆtre utilise´ en lieu et place de la se´lection
d’une base d’approximation. L’estimation de chaque bloc ne serait alors plus
son approximation parcimonieuse dans une base parmi un ensemble possible,
mais la somme ponde´re´e des approximations parcimonieuses dans toutes les
bases.
Algorithmes gloutons Baye´siens
Enfin, le dernier chapitre de contributions revient sur les observations
faites dans le chapitre 3 concernant l’“uniformisation” de la se´lection des
atomes utilise´s dans les de´compositions parcimonieuses. Ici, on s’inte´resse en
particulier a` l’e´tude d’un mode`le Bernoulli-Gaussien : celui-ci permet en effet,
via des parame`tres de Bernoulli diffe´rents, la prise en compte d’une certaine
hie´rarchisation des atomes. L’utilisation de ce mode`le dans la de´rivation
d’algorithmes de recherche de de´compositions parcimonieuses est e´tudie´e,
on montre ainsi l’e´quivalence d’un proble`me d’estimation MAP base´ sur
ce mode`le avec un des proble`mes de de´compositions parcimonieuses stan-
dard. Plusieurs algorithmes sont alors propose´s, rappelant les algorithmes
de poursuite de la litte´rature. Leurs performances en reconstruction sont
compare´es sur des donne´es synthe´tiques ge´ne´re´es selon diffe´rents mode`les.
Pour simplifier, on ne conside`re ici que le cas ou` les parame`tres de Bernoulli
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sont e´gaux. Les re´sultats obtenus, e´value´s en termes de taux de de´tection
manque´e vs SNR, sont encourageants et montrent un bon comportement de
certains d’entre eux.
Perspectives
Compte tenu des motivations qui nous ont conduits a` conside´rer un mode`le
Bernoulli-Gaussien, une perspective de ce travail serait la conception d’un
algorithme d’apprentissage de dictionnaires base´ sur ce meˆme mode`le.
Conside´rant d’abord des parame`tres de Bernoulli e´gaux, il faudrait ensuite se
pencher sur une hie´rarchisation des atomes. Il peut s’agir dans un premier
temps de parame`tres de Bernoulli diffe´rents (on force a priori une certaine
se´lection des atomes) ou suivant une certaine loi de probabilite´s (Zhou et
al. envisagent dans [124] une loi Beta permettant le recours a` des me´thodes
d’approximation variationnelles Baye´siennes). Dans un deuxie`me temps,
on peut envisager des mode`les plus complexes, liant le choix d’un atome a`
un autre par des probabilite´s conditionnelles. Ces travaux vont dans le sens
d’une parcimonie plus structure´e. Et en effet, compte tenu des re´sultats de
cette the`se et de re´centes contributions de la litte´rature ([118]), cet axe de
recherche semble particulie`rement prometteur.
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Re´sume´ Cette the`se s’inte´resse a` diffe´rentes techniques de compression d’image
combinant a` la fois des aspects Baye´siens et des aspects ”de´compositions par-
cimonieuses”.
Deux types de compression sont en particulier examine´s. Le codage par trans-
formation, d’abord, est traite´ sous l’angle de l’optimisation de la transfor-
mation. L’e´tude de bases pre´de´finies puis apprises par un algorithme de la
litte´rature constitue une introduction a` la conception d’un nouvel algorithme
d’apprentissage Baye´sien, favorisant la parcimonie de la de´composition. Le
codage pre´dictif ensuite est aborde´. Inspire´ de contributions re´centes s’ap-
puyant sur des de´compositions parcimonieuses, un nouvel algorithme de
pre´diction Baye´sien reposant sur un me´lange de de´compositions parcimo-
nieuses est propose´.
Enfin, ces travaux ont permis de mettre en e´vidence l’inte´reˆt de structurer la
parcimonie des de´compositions. Par exemple, une ponde´ration des atomes de
la de´composition peut eˆtre envisage´e via l’utilisation d’un mode`le Bernoulli-
Gaussien de parame`tres diffe´rents. Ce mode`le est conside´re´ dans une dernie`re
partie, pour le de´veloppement d’algorithmes de de´compositions parcimo-
nieuses.
Abstract This thesis interests in different methods of image compression combining
both Bayesian aspects and “sparse decompositions” aspects.
Two compression methods are in particular investigated. Transform coding,
first, is addressed from a transform optimization point of view. The optimiza-
tion is considered at two levels : in the spatial domain by adapting the support
of the transform, and in the transform domain by selecting local bases among
finite sets. The study of bases learned with an algorithm from the literature
constitutes an introduction to a novel learning algorithm, which encourages
the sparsity of the decompositions. Predictive coding is then addressed. Moti-
vated by some recent contributions based on sparse decompositions, we pro-
pose a novel Bayesian prediction algorithm based on mixtures of sparse de-
compositions.
Finally, these works allowed to underline the interest of structuring the spar-
sity of the decompositions. For example, a weighting of the decomposition
atoms can be considered by the use of a Bernoulli-Gaussian model with dif-
ferent parameters. This model is studied in the last part of this thesis, for the
development of sparse decomposition algorithms.
