Abstract-The fundamental and natural connection between the infinite constellation (IC) dimension and the best diversity order it can achieve is investigated in this paper. In the first part of this work we develop an upper bound on the diversity order of IC for any dimension and any number of transmit and receive antennas. In the second part of this work we prove that by choosing the correct dimensions, IC in general and lattices in particular can achieve the optimal diversity-multiplexing tradeoff of finite constellations. This work gives a framework for designing lattices for multiple-antenna channels using lattice decoding.
I. INTRODUCTION
The use of multiple antennas in wireless communication has certain inherent advantages. On one hand, using multiple antennas in fading channels allows to increase the transmitted signal reliability, i.e. diversity. For instance, diversity can be attained by transmitting the same information on different paths between transmitting-receiving antenna pairs with i.i.d Rayleigh fading distribution. The number of independent paths used is the diversity order of the transmitted scheme. On the other hand, the use of multiple antennas increases the number of degrees of freedom available by the channel. In [1] , [2] the ergodic channel capacity was obtained for multipleinput multiple-output (MIMO) systems with M transmit and N receive antennas, where the paths have i.i.d Rayleigh fading distribution. It was shown that for large signal to noise ratios (SN R), the capacity behaves as C(SN R) ≈ min(M, N ) log(SN R). The multiplexing gain is the number of degrees of freedom utilized by the transmitted scheme.
For the quasi-static Rayleigh fading channel, Zheng and Tse [3] connected between the diversity order and the multiplexing gain by characterizing the optimal tradeoff between diversity and multiplexing, i.e. for each multiplexing gain found the maximal diversity order. They showed that the optimal diversity-multiplexing tradeoff (DMT) can be attained by ensemble of i.i.d Gaussian codes, given that the block length is greater or equal to N +M −1. For this case, the tradeoff curve takes the form of the piecewise linear function that connects the points (N − l)(M − l), l = 0, 1, . . . , min(M, N ).
Space time codes are coding schemes designed for MIMO systems. There has been an extensive work in this field [4], [5] [6] and references therein. Some of these works present schemes that maximize the diversity order, others maximize the multiplexing gain, and there are also works aimed at achieving the optimal DMT. In [7] , El Gamal et al presented lattice space time (LAST) codes. This space time codes are subsets of an infinite lattice, where the lattice dimensionality equals to the number of degrees of freedom available by the channel. By using an ensemble of nested lattices, common randomness, generalized minimum Euclidean lattice decoding and modulo lattice operation (that in a certain sense takes into account the finite code book), they showed that LAST codes can achieve the optimal DMT.
The authors in [7] also derived a lower bound on the diversity order, for the case N ≥ M , for LAST codes shaped into a sphere with regular lattice decoding, i.e. decoding over the infinite lattice without taking into consideration the finite codebook. For sufficiently large block length they showed that d(r) ≥ (N − M + 1)(M − r) where r is the multiplexing gain and the lattice dimension is M . Taherzadeh and Khandani showed in [8] that this is also an upper bound on the diversity order of any LAST code shaped into a sphere and decoded with regular lattice decoding. These results show that LAST codes together with regular lattice decoding are suboptimal compared to the optimal DMT of power constrained constellations.
Infinite constellations (IC) are structures in the Euclidean space that have no power constraint. In [9] , Poltyrev analyzed the performance of IC over the additive white Gaussian noise (AWGN) channel. In the first part of this work we extend the definitions of diversity order and multiplexing gain to the case where there is no power constraint. Then we extend the methods used in [9] in order to derive an upper bound on the diversity of IC of certain dimension, i.e. for any IC of certain dimension we give an upper bound on the diversity order as a function of the multiplexing gain. It turns out that the diversity is a straight line as a function of the multiplexing gain, that depends on the IC dimension and the number of transmit and receive antennas. This analysis holds for any M and N , and also for lattices and regular lattice decoding. Using the upper bounds on the DMT, we show that IC of any dimension can not attain a DMT better than the tradeoff presented in [3] for finite constellations. In addition we find the dimensions for which the upper bounds on the IC DMT coincide with the optimal DMT of finite constellations. In the second part of the work we show that for the aforementioned dimensions there exist sequences of lattices that attain different segments of the optimal DMT with regular lattice decoding, i.e. for each point in the DMT of [3] there exists a lattice sequence of certain dimension that achieves it with regular lattice decoding.
This work gives a framework for designing lattices for multiple-antenna channels using regular lattice decoding. It also shows the fundamental and natural connection between the IC dimension and its optimal diversity order. For instance, it is shown that for the case M = N = 2, the maximal diversity order of 4 can be achieved (with regular lattice decoding) by a lattice that has at most 4 3 dimensions per channel use. Such lattices, when decoded with regular lattice decoding, may have better performance than 2-dimensional space time codes, when the constellation size is very large.
The outline of the paper is as follows. In section II basic definitions for the fading channel and IC are given. Section III presents a lower bound on the average decoding error probability of IC for any channel realization, and an upper bound on the diversity order. An upper bound on the error probability for each channel realization and transmission scheme that attains the best diversity order are presented on section IV. This paper contains the sketch of proofs. The full version with detailed proofs can be found in [10] .
II. BASIC DEFINITIONS We refer to the countable set S = {s 1 , s 2 , . . . } in C n as infinite constellation (IC). Let cube l (a) ⊂ R 2n be a (probably rotated) 2 · l-dimensional cube (l ≤ n) with edge of length a centered around zero. An IC S l is 2 · ldimensional if there exists rotated 2 · l-dimensional cube cube l (a) such that S l ⊂ lim a→∞ cube l (a) and l is minimal. M (S l , a) = |S l cube l (a)| is the number of points of the IC S l inside cube l (a). In [9] , the n-dimensional IC density for the AWGN channel was defined as the upper limit of the ratio γ G = lim a→∞ M(S,a) a n and the volume to noise ratio (VNR) was given as
The Voronoi region of a point x ∈ S l , denoted as V (x), is the set of points in lim a→∞ cube l (a) closer to x than to any other point in the IC. The effective radius of the point x ∈ S l , denoted as r eff (x), is the radius of the 2 · l-dimensional ball that has the same volume as the Voronoi region, i.e. r eff (x)
. We consider a quasi static flat-fading channel with M transmit and N receive antennas. We assume for this MIMO channel perfect channel knowledge at the receiver and no channel knowledge at the transmitter. The channel model is as follows:
where x = {x 1 , . . . , x T } ∈ S l ⊂ C MT belongs to the infinite constellation with density γ tr = lim a→∞
(where a 2·l is the volume of cube l (a)), n t ∼ CN (0, 2 2πe I N ) where CN denotes complex-normal, I N is the N -dimensional unit matrix, and y t ∈ C N . H is the fading matrix with N rows and M columns where
2 is a scalar that multiplies each element of n t , where ρ plays the role of average SN R in the receive antenna for power constrained constellations that satisfy
By defining H ex as an N T × M T block diagonal matrix, where each block on the diagonal equals H, n ex = ρ
N T and y ex ∈ C N T we can rewrite the channel model in (1) as
In the sequel we use L to denote min(M, N ). We define as
Our analysis is done for large values of ρ (large VNR at the transmitter). We state that f (ρ)≥g(ρ) when
ln(ρ) and≤, = are similarly defined.
We now turn to the IC definitions in the transmitter. Let us consider 2KT-dimensional IC sequence S KT (ρ), where K ≤ L. First we define γ tr = ρ rT as the density of S KT (ρ) in the transmitter. The IC multiplexing gain is defined as
has the meaning of multiplexing gain. Roughly speaking, γ tr = ρ rT gives us the number of points of S KT (ρ) within the 2KT-dimensional region cube KT (1). In order to get the multiplexing gain, we normalize the exponent of the number of points, rT , by the number of channel uses -T . The VNR in the transmitter is
where
2πe is each dimension noise variance. Now we can understand the role of the multiplexing gain for IC. The AWGN variance decreases as ρ −1 , where the IC density increases as ρ rT . When r = 0 we get constant IC density as a function of ρ, where the noise variance decreases, i.e. we get the best error exponent. In this case the number of words within cube KT (1) remains constant as a function of ρ. On the other hand, when r = K, we get VNR µ tr = 1, and from [9] we know that it inflicts average error probability that is bounded away from zero. In this case, the increase in the number of IC words within cube KT (1) is at maximal rate. Now we turn to the IC definitions in the receiver. First we define the set H ex · cube KT (a) as the multiplication of each point in cube KT (a) with the matrix H ex . In a similar manner S 
, assuming K = B + β where B ∈ N and 0 < β ≤ 1. Hence we get
and the receiver VNR is
Note that for N ≥ M and K = M we get
. The average decoding error probability of the IC S KT (ρ) for a certain channel realization H is defined as
where P e(x ′ , H, ρ) is the error probability of x ′ . The average decoding error probability of S KT (ρ) over all channel realizations is P e(ρ) = E H {P e(H, ρ)}. Hence the diversity order
III. UPPER BOUND ON THE DIVERSITY ORDER
In this section we derive an upper bound on the diversity order of any IC of dimension 2KT and any value of M and N . We begin by deriving a lower bound on the average decoding error probability of S KT (ρ) for each channel realization. As in [3] and [7] , we also define 
2·Γ(KT )
.
Sketch of the proof:
Assume that the IC in the receiver S ′ KT , with density γ rc , has average decoding error probability P e(H, ρ) = C(KT ) 4 e −µrc·A(KT )+(KT −1) ln(µrc) . We would like to derive another IC S ′′ KT from S ′ KT , that also has density γ rc , in the following manner:
where without loss of generality we assume that cube KT (b) ⊂ R 2KT andH ex consists of the KT accordant columns of H ex . If we choose b and b ′ to be large enough, we get that S ′′ KT has density γ rc and average decoding error probability P e(H, ρ) ≤ This contradicts the assumption on the average decoding error probability of S ′ KT . Hence we get that the average decoding error probability of S ′ KT satisfies P e(H, ρ) > C(KT ) 4 e −µrc·A(KT )+(KT −1) ln(µrc) .
Next, we would like to use this lower bound to average over the channel realizations and get an upper bound on the diversity order.
Theorem 2. The diversity order of any 2KT -dimensional IC sequence S KT (ρ) is upper bounded by
, and
N +M−1−2·l + l and l = 1, . . . , L − 1. In all of these cases 0 ≤ r ≤ K.
Sketch of the proof:
First note that lower bound on the error probability for a certain VNR also holds for smaller VNR values. We also know that µ rc ≤ ρ i=0 αL−i+βαL−B ) in the lower bound from Theorem 1, gives us a lower bound on the error probability of any IC with VNR µ rc . For large ρ, we would like to average the lower bound on the error probability over all channel realizations to find the most dominant error event.
For the case B−1 i=0 α L−i + βα L−B < K − r, the lower bound of the error probability decreases exponentially with ρ and according to (7) we get infinite diversity order, i.e. this error event is negligible. For the case
K −r we know that µ rc ≤ 1. In this case, by assigning 1 in the lower bound from Theorem 1, we get that the error probability is lower bounded by
e −A(KT ) , i.e. the error probability is bounded away from 0 for any ρ. According to the Wishart distribution, the most probable channel realization in this case is received for
In order to find for this event the most probable channel realization, we would like to find min α 
Corollary 1. For
0 < K ≤ M·N N +M−1 we get d * KT (0) = M N . For (M−l+1)(N −l+1) N +M−1−2(l−1) + l − 1 < K ≤ (M−l)(N −l) N +M−1−2·l + l, l = 1, . . . , L − 1 we get d * KT (l) = (M − l)(N − l).
Corollary 2.
In the range l ≤ r ≤ l + 1 and l = 0, . . . , L − 1, the maximal possible diversity order is achieved at dimension From Corollary 2 we can see that d *
. Hence, in the range l ≤ r ≤ l + 1, it gives us an upper bound that equals to the optimal DMT of finite constellations presented in [3] .
IV. ATTAINING THE BEST DIVERSITY ORDER
In this section we show that the upper bound derived in section III is achievable by a sequence of IC's in general and lattices in particular. First we present a transmission scheme for any M , N and
Then we extend the methods presented in [9] , in order to derive an upper bound on the average decoding error probability of ensemble of IC, for each channel realization. Finally, by averaging the upper bound over the channel realizations, we find the achievable DMT of IC at these dimensions and show it coincides with the optimal DMT for finite constellations.
The transmission matrix G l , l = 0, . . . , L − 1, has M rows that represent the transmission antennas 1, . . . , M , and 
Note that by multiplying H with the transmission matrix G l , we get an effective N T l xK l T l block diagonal channel matrix ,H
ef f , consisting of T l blocks. Each block is a matrix consisting of the columns of H that correspond to the nonzero entries of the relevant column in the transmission matrix (8) . For instance in our example: for the case K 2 = 3 H (2) ef f is generated from the multiplication of the 3x4 matrix H with the first 2 columns of the transmission matrix. In this case H (2) ef f is a 6x6 block diagonal matrix, consisting of 2 blocks. Each block is a 3x3 matrix. For K 1 = ef f consists of 6 blocks. In this case the last 2 blocks are 3x1 matrices.
Next we would like to derive an upper bound on the average decoding error probability of ensemble of 2K l T l -dimensional IC for each channel realization. We define |H
