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GEOMETRIC CONSTRUCTION OF HOPF CYCLIC
CHARACTERISTIC CLASSES
HENRI MOSCOVICI
Abstract. In earlier joint work with A. Connes on transverse
index theory on foliations, cyclic cohomology adapted to Hopf al-
gebras has emerged as a decisive tool in deciphering the total index
class of the hypoelliptic signature operator. We have found a Hopf
algebra Hn, playing the role of a ‘quantum structure group’ for the
‘space of leaves’ of a codimension n foliation, whose Hopf cyclic co-
homology is canonically isomorphic to the Gelfand-Fuks cohomol-
ogy of the Lie algebra of formal vector fields. However, with a few
low-dimensional exceptions, no explicit construction was known for
its Hopf cyclic classes. This paper provides an effective method for
constructing the Hopf cyclic cohomology classes of Hn and of Hn
relative to On, in the spirit of the Chern-Weil theory, which com-
pletely elucidates their relationship with the characteristic classes
of foliations.
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2 HENRI MOSCOVICI
Introduction
In our joint work with A. Connes on the local index formula for trans-
versely elliptic operators on foliations [10], a certain Hopf algebra Hn
turned out to play the role of a ‘quantum structure group’ for the ‘space
of leaves’ of any codimension n foliation. Moreover, the Hopf-version of
cyclic cohomology, which emerged in the same paper, was shown forHn
to be canonically isomorphic via a quasi-isomorphism of van Est type
to the Gelfand-Fuks cohomology of the Lie algebra of formal vector
fields on Rn. This isomorphism furnished the decisive tool in relating
the total index class of the hypoelliptic signature operator [9] to the
characteristic classes of foliations. Furthermore, the transplantation of
the Gelfand-Fuks classes in the Hopf cyclic cohomological framework
broadened the scope of their applicability, as illustrated by the work
on modular Hecke algebras [13], which gave a ‘modular’ interpretation
to the basic Hopf cyclic cocycles of H1. However, apart from H1 (cf.
[10, 22]), explicit cocycle representatives for all Hopf cyclic cohomology
classes were known only for H2 (cf. [25]).
The present paper provides a geometric method for representing the
Hopf cyclic cohomology classes of Hn, and of Hn relative to On, by
concrete cocycles, in the spirit of Chern-Weil theory. Besides giving
an effective construction of the Hopf cyclic characteristic classes, this
procedure renders their relationship with the characteristic classes of
foliations completely transparent.
In addition to ideas and results from [10] as well as their subsequent
refinements obtained in collaboration with B. Rangipour ([22, 23, 24]),
our approach uses as key additional ingredients the ‘differentiable’ mod-
ification, defined a` la Haefliger, of the Bott bicomplex [1, 4] for equivari-
ant cohomology and of Dupont’s simplicial de Rham DG-algebra [14].
In their standard version the above complexes compute the Diff(M)δ-
equivariant cohomology of a manifold. We first show that their differ-
entiable counterparts deliver Haefliger’s differentiable cohomology [18]
of the e´tale groupoid associated to the tautological action of Diff(M)δ,
and thus the geometric characteristic classes of foliations. We next
prove that the quasi-isomorphism of van Est type constructed in [10]
transits through the differentiable simplicial de Rham DG-algebra be-
fore landing in the differentiable Bott complex. The former being
graded commutative, its cohomology classes can be constructed by the
usual Chern-Weil procedure [5]. The transition to the Bott complex is
effected by integration along the fibers. Although not multiplicative,
this operation provides a quasi-isomorphism which offers the advantage
of being explicitly computable. Employing then chain maps (from [10]
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and [24]), we transfer the representative cocycles, constructed in terms
of connection and curvature, from the differentiable Bott complex to
the original cyclic model [10] for the Hopf cyclic cohomology of Hn
as well as to the quasi-isomorphic model of Chevalley-Eilenberg type
constructed in [24].
The upshot is a concrete construction of bases for the Hopf cyclic co-
homology of Hn and also for Hn relative to On, in both cohomological
models mentioned above, on a par with the classical geometric con-
struction of characteristic classes of foliations [2, 3, 20]. In particu-
lar this construction provides “minimal” representative cocycles for all
Hopf cyclic cohomology classes, reproducing the known feature of the
Gelfand-Fuks cohomology of being representable by cocycles involving
jets of order no higher than two of the formal vector fields.
1. Characteristic cocycles in differentiable cohomology
1.1. Differentiable equivariant cohomology. Let M be a smooth
oriented manifold of dimension n, and let G = Diff(M) be its group
of diffeomorphisms. Regarding G as a discrete group, the equivariant
cohomology H•
G
(M,R), originally defined by means of the homotopy
quotient as H•(EG ×G M,R), can be expressed in terms of de Rham
complexes. These are associated to the simplicial manifold
△GM = {△GM [p] := G
p ×M}p≥0 ,
with face maps ∂i : △GM [p]→ △GM [p− 1], 1 ≤ i ≤ p, given by
∂i(φ1, . . . , φp, x) =


(φ2, . . . , φp, x) , i = 0 ,
(φ1, . . . , φiφi+1, . . . , φp, x) , 1 < i < p ,
(φ1, . . . , φp−1, φp(x)) , i = p .
and degeneracies
σi(φ1, . . . , φp, x) = (φ1, . . . , φi, e, φi+1, . . . , φp, x) , 0 ≤ i ≤ p.
The first such complex (cf. [1, 4]) is the total complex of the bicomplex
{C• (G,Ω•(M)) , δ, d} defined as follows: Cp (G,Ωq(M)) is spanned by
cochains
c(φ1, . . . , φp) ∈ Ω
q(M), φ1, . . . , φp ∈ G,
d is the de Rham differential, and δ is the group cohomology boundary
δc(φ1, . . . , φp+1) =
p∑
i=0
(−1)ic
(
∂i(φ1, . . . , φp+1)
)
+ (−1)p+1φ∗p+1c(φ1, . . . , φp).
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Instead of the action groupoid notation implicitly used in the above
formulas it will be more convenient to work with the homogeneous
bicomplex {C¯• (G,Ω•(M)) , δ¯, d}. Its (p, q)-cochains
c¯(ρ0, . . . , ρp) ∈ Ω
q(M), ρ0, . . . , ρp ∈ G,
satisfy the covariance condition
c¯(ρ0ρ, . . . , ρpρ) = ρ
∗c¯(ρ0, . . . , ρp), ∀ ρ, ρi ∈ G,(1.1)
and the group cohomology boundary is given by
δ¯c¯(ρ0, . . . , ρp) =
p∑
i=0
(−1)ic¯(ρ0, . . . , ρˇi, . . . , ρp),
the ‘check’ mark signifying the omission of the element underneath.
The passage between the two isomorphic bicomplexes is via the rela-
tions
c(φ1, . . . , φp) = c¯(φ1 · · ·φp, φ2 · · ·φp, . . . , φp, e) ,
resp. c¯(ρ0, . . . , ρp) = ρ
∗
pc(ρ0ρ
−1
1 , ρ1ρ
−1
2 , . . . , ρp−1ρ
−1
p ).
(1.2)
The second complex computing H•
G
(M,R) is Dupont’s de Rham com-
plex (cf. [14]) of compatible forms {Ω•(|△GM |), d} on the geometric
realization |△GM |. By definition,
Ω•(|△GM |) ⊂
∞∏
p=0
Ω•(∆p ×△GM [p])
consists of sequences ω = {ωp}p≥0, with ωp ∈ Ω
•(∆p ×△GM [p]), such
that for all morphisms µ ∈ ∆(p, q) in the simplicial category,
(µ• × Id)
∗ωq = (Id×µ
•)∗ωp ∈ Ω
• (∆p ×△GM [q]) .(1.3)
Here ∆p = {t = (t0, . . . , tp) ∈ R
p+1 | ti ≥ 0, t0 + . . . + tp = 1},
µ• : ∆
p → ∆q (resp. µ• : △GM [q]→ △GM [p]), stands for the induced
cosimplicial (resp. simplicial) map, and Ωk(∆p×△GM [q]) denotes the
k-forms on ∆p × △GM [q] which are extendable to smooth forms on
V p×△GM [q], where V
p = {t = (t0, . . . , tp) ∈ R
p+1 | t0+ . . .+ tp = 1}.
By [14, Thm 2.3], the operation of integration along along the fibers∮
∆p
: Ω•(∆p ×△GM [p])→ Ω
•−p(△GM [p])(1.4)
establishes a quasi-isomorphism between the complexes {Ω•(|△GM |), d}
and {Ctot• (G,Ω∗(M)) , δ ± d}.
As in the case of the Bott complex, there is a homogeneous descrip-
tion of the simplicial de Rham complex, {Ω•(|△¯
G
M |), d}, consisting of
HOPF CYCLIC CLASSES 5
the G-invariant compatible forms on the geometric realization |△¯GM |.
The simplicial manifold △¯GM is defined as follows:
△¯GM = {△¯GM [p] := G
p+1 ×M}p≥0 ,
with face maps ∂¯i : △¯GM [p]→ △¯GM [p− 1], 1 ≤ i ≤ p, given by
∂¯i(ρ0, . . . , ρp, x) = (ρ0, . . . , ρˇi, . . . , ρp), 0 ≤ i ≤ p,
and degeneracies
σ¯i(ρ0, . . . , ρp, x) = (ρ0, . . . , ρi, ρi, . . . , ρp, x) , 0 ≤ i ≤ p.
The compatible forms ω = {ωp}p≥0 ∈ Ω
•(|△¯
G
M | satisfy the invariance
condition
ω(ρ0, . . . , ρp) = (ρ
−1)∗ω(ρ0ρ, . . . , ρpρ), ∀ ρ, ρi ∈ G.(1.5)
For the purposes of this paper, the relevant cohomology is the differen-
tiable modification of the above constructs, in the sense of Haefliger [18,
Ch.4, §4].
In the case of the Bott complex the modification amounts to pass to
the subcomplex of differentiable cochains {Ctot•d (G,Ω
∗(M)) , δ ± d},
resp. {C¯tot•d (G,Ω
∗(M)) , δ ± d}, which is defined as follows: a cochain
ω ∈ C¯p (G,Ωq(M)) is differentiable if for any local chart U ⊂ M with
coordinates (x1, . . . , xn),
ω(ρ0, . . . , ρp, x) =
∑
fI
(
x, jkx(ρ0), . . . , j
k
x(ρp)
)
dxI ,(1.6)
with fI smooth functions of x ∈ U and the k-jets at x of ρ0, . . . , ρp,
for some k ∈ N, and dxI = dxi1 ∧ . . . ∧ dxiq with I = (i1 < . . . < iq)
running through the set of strictly increasing q-indices.
The cohomology of the total complex {C¯tot•d (G,Ω
∗(M)) , δ±d} will be
denoted H•d,G (M,R).
In the case of Dupont’s complex, the differentiable simplicial de Rham
complex is the subcomplex {Ω•d(|△¯GM |), d} of {Ω
•(|△¯GM |), d} con-
sisting of the G-invariant compatible forms {ωp}p≥0 whose components
satisfy the analogous condition:
ωp(t; ρ0, . . . , ρp, x) =
∑
fI,J
(
t; x, jkx(ρ0), . . . , j
k
x(ρp)
)
dtI ∧ dxJ ,(1.7)
with fI,J smooth in all variables.
We denote by H•d(|△GM |,R) the cohomology of the differentiable sim-
plicial de Rham complex {Ω•d(|△¯GM |), d}.
Theorem 1.1. The chain map
∮
∆•
: Ω•d(|△¯GM |) → C¯
•
d (G,Ω
∗(M))
induces an isomorphism H•d(|△GM |,R)
∼= H•d,G (M,R).
6 HENRI MOSCOVICI
Proof. Clearly, the integration along the fibers maps Ω•d(|△¯GM |) to
C¯•d (G,Ω
∗(M)). Moreover, the natural chain maps in both directions
as well as the chain homotopies relating them in the proof of Theorem
2.3 in [14] preserve the differentiable subcomplexes. 
1.2. Explicit van Est-Haefliger isomorphism. We denote by F kM
the frame bundle of order k ∈ N ∪ ∞, formed of k-jets at 0 of local
diffeomorphisms φ from a neighborhood of 0 ∈ Rn to a neighborhood
of φ(0) ∈ M . Thus, F 1M = FM is the usual frame bundle, while by
definition F∞M := lim
←−
F kM . Each F kM is a principal bundle over M
with structure group Gk formed of k-jets at 0 of local diffeomorphisms
of Rn preserving 0. The group G operates on the left on each F kM by:
φ · j∞0 (ρ) := j
∞
0 (φ ◦ ρ), φ ∈ G, ρ ∈ F
kM.
Let now an be Lie algebra of formal vector fields on R
n. Any v ∈ an can
be represented as v = j∞0
(
d
dt
|t=0 ρt
)
, with {ρt}t∈R a 1-parameter
group of local diffeomorphisms of Rn; it thus gives rise to aG-invariant
vector field on F∞M , defined at a point j∞0 (φ) ∈ F
∞M by
v˜ |j∞0 (φ)= j
∞
0
(
d
dt
|t=0 (φ ◦ ρt)
)
.
Dually, any ω ∈ Cm(an), where C
∗(an) denotes the Gelfand-Fuks co-
homology complex [15] of an, gives rise to a G-invariant form ω˜ ∈
Ωm(F∞M), characterized by
ω˜(v˜1, . . . , v˜m) = ω(v1, . . . , vm).
Moreover, the assignment
(1.8) ω ∈ C•(an) 7→ ω˜ ∈ Ω
•(F∞M)G
is a DGA-isomorphism, by means of which we shall tacitly identify the
two DG-algebras.
Choosing a torsion-free affine connection ∇ on M , one defines a cross-
section σ∇ : FM → F
∞M of the natural projection π1 : F
∞M → FM ,
by the formula
(1.9) σ∇(u) = j
∞
0 (exp
∇
x ◦u) , u ∈ FxM .
This cross-section is clearly GLn-equivariant
(1.10) σ∇ ◦Ra = Ra ◦ σ∇ , a ∈ GLn
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as well as Diff-equivariant,
(1.11) σ∇φ = φ
−1 ◦ σ∇ ◦ φ , ∀φ ∈ G .
Here ∇φ = φ−1∗ ◦ ∇ ◦ φ∗, or more precisely the derivative whose con-
nection form is the pull-back φ∗(ω∇) of the connection form of ∇.
Let △¯GFM be the simplicial manifold associated to the action of G
by prolongation on FM . We define the maps σp : ∆
p × △¯GFM [p] →
F∞M , p ∈ N, by the formula
σp(t; ρ0, . . . , ρp, u) = σ∇(t;ρ0,...,ρp)(u),
where ∇(t; ρ0, . . . , ρp) =
p∑
i=0
ti∇
ρi, t ∈ ∆p.
(1.12)
Manifestly, the collection σˆ = {σp}p≥0 descends to the geometric real-
ization of △¯GFM , yielding a well-defined map σˆ : |△¯GFM | → F
∞M ;
moreover, this map is GLn-equivariant.
Theorem 1.2. (1) Let ω ∈ C•(an) then σˆ
∗(ω˜) ∈ Ω•d(|△¯GFM |), and
the map C∇ : C
•(an)→ Ω
•
d(|△¯GFM |), defined by
C∇(ω) = σˆ
∗(ω˜) ∈ Ω•d(|△¯GFM |),(1.13)
is a quasi-isomorphism of DG-algebras.
(2) The map C∇ is GLn-equivariant and, by restriction to the sub-
complex of On-basic cochains, it induces a quasi-isomorphism of DG-
algebras COn∇ : C
•(an,On)→ Ω
•
d(|△¯G(PM,On)|); here PM = FM/On
and On-basic forms on FM are identified with forms on PM .
Proof. Since ω˜ is G-invariant, σˆ∗(ω˜) is indeed a compatible form. It
is also quite obvious that it belongs to the differentiable subcomplex
Ω•d(|△¯GFM |). Furthermore, σˆ
∗(dω˜) = d
(
σˆ∗(ω˜)
)
, and so C∇ is a well-
defined map of complexes.
Observe now that for any connection ∇˜,
(π1 ◦ σ∇˜)(u) = j
1
0(exp
∇˜
x ◦u) = u, u ∈ FxM .
Upgrading both π1 and σˆ in the obvious way to simplicial maps Id×π1 :
|△¯GF
∞M | → |△¯GFM | and Id×σˆ : |△¯GFM | → |△¯GF
∞M |, it follows
that
(Id×π1) ◦ (Id×σˆ) = Id .
Hence (Id×σˆ)∗ : Ω•d(|△¯GF
∞M |) → Ω•d(|△¯GFM |) is a left inverse for
(Id×π1)
∗ : Ω•d(|△¯GFM |) → Ω
•
d(|△¯GF
∞M |). Because the fibers of π1
are contractible, (Id×π1)
∗ induces an isomorphism in (differentiable)
cohomology. Therefore so does its inverse (Id×σˆ)∗.
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On the other hand, the usual horizontal homotopy (cf. [18, §IV.4]),
defined by the formula
(Hα)p−1(t; ρ0, . . . , ρp−1, j
∞
0 (ρ)) =
αp(t; ρ
−1, ρ0, . . . , ρp−1, j
∞
0 (ρ)), α ∈ Ω
•
d(|△¯GF
∞M |,
shows that the natural inclusion of Ω•(F∞M)G into Ω•d(|△¯GF
∞M |)
is also quasi-isomorphism. Recalling the identification (1.8), the proof
is achieved by noting that when restricted to Ω•(F∞M)G the map
(Id×△σ)∗ coincides with C∇.
The second claim has a similar proof. Identifying the On-basic forms
on F∞M with forms on P∞M = F∞M/On, the appropriate homotopy
takes the form
(Hα)p−1(t;ρ0, . . . , ρp−1, j
∞
0 (ρ) On) =∫
On
αp(t; k
−1ρ−1, ρ0, . . . , ρp−1, j
∞
0 (ρ) On)dk.

Combining the above theorem with Theorem 1.1, one obtains the fol-
lowing explicit form of the van Est-Haefliger isomorphism [18, §IV.4].
Theorem 1.3. The maps D∇ =
∮
∆•
C∇ : C
•(an)→ C¯
tot •
d (G,Ω
∗(FM)),
resp. DOn∇ =
∮
∆•
COn∇ : C
•(an,On) → C¯
tot •
d (G,Ω
∗(PM)), are quasi-
isomorphisms of complexes.
1.3. Characteristic cocycles. Although explicit, the mapD∇ is quite
intricate and thus not amenable to concrete computations. Instead,
we proceed now to describe an alternative construction of the Diff-
equivariant geometric characteristic classes, in the spirit of the Chern-
Weil theory (cf. [5]), in terms of cocycles manufactured out of the
connection and curvature forms.
The universal connection and curvature forms ϑ = (ϑij) and R = (R
i
j),
defined as in [1, §2], generate a DG-subalgebra CW •(an) of C
•(an).
By the Gelfand-Fuks theorem (cf. [15, 16]), the inclusion CW •(an) →֒
C•(an) is a quasi-isomorphism. Actually, there is a faithful embedding
of the truncated Weil complex Wˆ (gln) which identifies it with the sub-
complex CW •(an) of C
•(an). We recall that Wˆ (gln) = W (gln)/I2n,
where W (gln) = ∧
•gl∗n⊗S(gln) is the Weil algebra of gln, and I2n is the
ideal generated by the elements of S(gln) of degree > 2n. These DG-
algebras are GLn algebras as well. Let CW
•(an,On), resp. Wˆ (gln,On),
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denote their subalgebras consisting of On-basic elements. The above
identification Wˆ (gln) ≡ CW
•(an) then restricts to an identification
Wˆ (gln,On) ≡ CW
•(an,On).
With ∇ being as before a fixed torsion-free connection and ω∇ = (ω
i
j),
resp. Ω∇ = (Ω
i
j), denoting its matrix-valued connection, resp. curva-
ture form on FM , one has the naturality relation:
Lemma 1.4. σ∗∇(ϑ˜
i
j) = ω
i
j and σ
∗
∇(R˜
i
j) = Ω
i
j.
Proof. (Cf. [12, Lemma 18].) Since
(1.14) Rij = d ϑ
i
j + ϑ
i
k ∧ ϑ
k
j ,
the second identity is a consequence of the first. To prove the first, we
note that by (1.11) the operator ω∇ 7→ σ
∗
∇(ϑ˜), acting on the (affine)
space of torsion-free connections on FM , is natural, i.e. G-equivariant.
The uniqueness of such operators on torsion-free connections (cf. [21,
§25.3]) ensures that the only such operator is the identity. 
In homogeneous group coordinates (see (1.2)), the simplicial connection
form-valued matrix ωˆ∇ = {ωˆp}p∈N associated to ∇ has components
ωˆp(t; ρ0, . . . , ρp) :=
p∑
i=0
tiρ
∗
i (ω∇),(1.15)
and the simplicial matrix-valued curvature form Ωˆ∇ := dωˆ∇+ ωˆ∇ ∧ ωˆ∇
has components Ωˆp = Ωˆ
(1,1)
p + Ωˆ
(0,2)
p , given by
Ωˆp(t; ρ0, . . . , ρp) =
p∑
i=0
dti ∧ ρ
∗
i (ω∇) +
p∑
i=0
ti
(
ρ∗i (Ω∇)− ρ
∗
i (ω∇) ∧ ρ
∗
i (ω∇)
)
+
p∑
i,j=0
titj ρ
∗
i (ω∇) ∧ ρ
∗
j (ω∇).
(1.16)
The forms ωˆij and Ωˆ
i
j clearly belong to the differentiable de Rham
complex Ω•d(|△¯GFM |).
In view of the above discussion, Theorem 1.2 together with Lemma 1.4
have the following consequence.
Corollary 1.5. (1a) The forms ωˆij and Ωˆ
i
j generate a DG-subalgebra
CW •d (|△¯GFM |), and C∇ restricts to an isomorphism of CW
•(an) ≡
Wˆ (gln) onto CW
•
d (|△¯GFM |).
(2a) By restriction to the respective DG-subalgebras of On-basic el-
ements, C∇ induces an isomorphism of CW
•(an,On)) ≡ Wˆ (gln,On)
onto CW •d (|△¯GPM |).
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The operation of integration along the fibers does not preserve the cup
product (which is graded commutative at the source but not in the
target). Nevertheless, by Theorem 1.3, it still induces isomorphism in
cohomology.
Corollary 1.6. (1b) The restriction of D∇ to CW
•(an,On) is a quasi-
isomorphism to {Ctot •d (G,Ω
∗(FM)) , δ ± d}.
(2b) The restriction of DOn∇ to CW
•(an,On) is a quasi-isomorphism
to {Ctot •d (G,Ω
∗(PM)) , δ ± d}.
To describe concrete bases of cohomology classes constructed in the
Chern-Weil manner, we let I(gln) = S(gln)
GLn be the algebra of in-
variant polynomials, or equivalently, the subalgebra of GLn-basic ele-
ments of W (gln). Once the torsion-free connection ∇ is chosen, to any
polynomial P ∈ I(gln) one associates a closed simplicial differential
form P (Ωˆ) ∈ Ω•d(|△GFM |). On the total space of the frame bundle
this form is exact, and can be expressed as a boundary by a standard
transgression formula (cf. [6]):
P (Ωˆ∇) = d(TP (ωˆ∇)), with
TP (ωˆ∇) = k
∫ 1
0
P
(
ωˆ∇, Ωˆt, . . . , Ωˆt
)
dt, k = deg(P ),
where Ωˆt = tΩˆ∇ + (t
2 − t)ωˆ∇ ∧ ωˆ∇.
(1.17)
Corollary 1.6 allows now to transfer a Vey basis [16] ofH∗(an) to a basis
of Hd(|△GFM |,R) as follows. Let {ck}1≤k≤n be a system of generators
of the algebra I(gln), for example the coefficients of the powers of t in
the expansion
det
(
Id−
t
2πi
A
)
=
n∑
k=1
tkck(A), A ∈ gln(C).(1.18)
These give the classical Chern forms ck(Ωˆ∇) ∈ Ω
2k
d (|△GFM |), and by
transgression the Chern-Simon forms Tck(ωˆ∇) ∈ Ω
2k−1
d (|△GFM |).
The image Ck(Ωˆ∇) =
∮
∆•
ck(Ωˆ∇) is the cocycle Ck(Ωˆ∇) = {C
(p)
k (Ωˆ∇)}p≥0
whose components in homogeneous group coordinates are
C
(p)
k (Ωˆ∇)(φ0, . . . , φp) = (−1)
p
∮
∆p
ck
(
Ωˆ∇(t;φ0, . . . , φp)
)
.(1.19)
Similarly, the image TCk(Ωˆ∇) =
∮
∆•
Tck(Ωˆ∇) is the transgressed
cochain TCk(ωˆ∇) = {TC
(r)
k (ωˆ∇)} with homogeneous components given
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by
TC
(r)
k (ωˆ∇)(φ0, . . . , φr) = (−1)
p
∮
∆p
Tck
(
ωˆ∇(t;φ0, . . . , φr)
)
.(1.20)
The Vey basis can now be transferred as follows. Consider the collection
Vn of all pairs (I, J) of subsets of {1, . . . , n} of the form I = {i1 < . . . <
ip} and J = {j1 ≤ . . . ≤ jq}, such that |J | := j1 + . . .+ jq ≤ n, i1 ≤ j1
and i1 + |J | > n.
Corollary 1.7. With (I, J) running over the set Vn, the forms
TcI(ωˆ∇) ∧ cJ(Ωˆ∇) := Tci1(ωˆ∇) ∧ . . . ∧ Tcip(ωˆ∇) ∧ cj1(Ωˆ∇) ∧ . . . ∧ cjq(Ωˆ∇)
are closed and their cohomology classes form a basis of H•d(|△GFM |,R).
The cocycles obtained by their integration along fibers,
CI,J(∇) :=
∮
∆•
TcI(ωˆ∇) ∧ cJ(Ωˆ∇) , (I, J) ∈ Vn ,(1.21)
provide a complete set of representatives for a basis of H•d,G(FM,R).
The same procedure applies to the relative case. The representatives
of the even Chern classes are still given by the formula (1.19) with
k = 2i, while the odd Chern forms can be transgressed as follows (cf.
[17, Prop. 5]). Denote by gln = sn ⊕ on the standard decomposition
into symmetric and skew-symmetric parts, and let s : gln → sn, resp.
o : gln → on, be the corresponding projections. Then
c2k−1(Ωˆ∇) = d(Tc2k−1(ωˆ∇)), with
Tc2k−1(ωˆ∇) = (2k − 1)
∫ 1
0
c2k−1
(
s(ωˆ∇), Ωˆt, . . . , Ωˆt
)
dt,
where Ωˆt = ts(Ωˆ∇) + o(Ωˆ∇) + (t
2 − 1)s(ωˆ∇) ∧ s(ωˆ∇).
(1.22)
To construct a Vey basis, one now takes the collection VOn of all pairs
(I, J) of (possibly empty) subsets of {1, . . . , n}, with I = {i1 < . . . <
ip} containing only odd integers and J = {j1 ≤ . . . ≤ jq}, with |J | ≤ n,
such that i0 ≤ j0 and i0 + |J | > n. Here i0 = i1 if I 6= ∅ or i0 = ∞
otherwise, and j0 stands for the smallest odd integer in J or j0 =∞ if
there is none.
Corollary 1.8. With (I, J) running over the set VOn, the forms
TcI(ωˆ∇) ∧ cJ(Ωˆ∇) := Tci1(ωˆ∇) ∧ . . . ∧ Tcip(ωˆ∇) ∧ cj1(Ωˆ∇) ∧ . . . ∧ cjq(Ωˆ∇)
are closed and their classes form a basis of H•d(|△GPM |,R).
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The cocycles obtained by their integration along fibers,
CI,J(∇) :=
∮
∆•
TcI(ωˆ∇) ∧ cJ(Ωˆ∇) , (I, J) ∈ VOn ,(1.23)
form a complete set of representatives for a basis of H•d,G(PM,R).
In particular, the representatives of the Chern classes are the cocycles
C∅,{k}(∇) ≡ Ck(Ωˆ∇), with k even.
2. Cyclic cohomological models for the Hopf algebra Hn
For the convenience of the reader, we collect here a modicum of salient
facts from [10, 11, 23, 24] about the Hopf algebra Hn and the Hopf
cyclic cohomological models associated to it.
2.1. Canonical representation and the standard cyclic model.
The Hopf algebra Hn serves as a “quantum” analogue of the structure
group of the universal “space of leaves” for codimension n foliations. As
such, it arises naturally as the symmetry structure of the convolution
algebra C∞c (Γ¯n) of the e´tale groupoid Γ¯n of germs of local diffeomor-
phisms of Rn acting by prolongation on the frame bundle FRn. For
the clarity of the exposition it is convenient to replace C∞c (Γ¯n) by the
crossed product algebra A = C∞c (FR
n) ⋊ G, where G = Diff Rn is
treated as a discrete group.
In order to implement the operational construction of Hn, one identi-
fies FRn with the affine group G = Rn ×GLn in the obvious way, and
one endows it with the canonical form θ = (θk) = (y−1 dx)k and with
the flat connection ω = (ωij) = (y
−1 dy)ij . With the usual summa-
tion convention, the basic horizontal vector fields are Xk = y
µ
k∂µ, and
the fundamental vertical vector fields are Y ji = y
µ
i ∂
j
µ, i, j, k = 1, . . . , n,
where ∂µ =
∂
∂xµ
, ∂jµ =
∂
∂yµj
. The collection {Xk, Y
j
i } forms the stan-
dard basis of the Lie algebra g of left-invariant vector fields on G.
The group G acts on FRn by prolongation,
(2.1) φ(x,y) := (φ(x), φ′(x) · y) , where φ′(x)ij := ∂j φ
i(x) .
The algebra A can be regarded as the subalgebra of the endomor-
phism algebra EndC
(
C∞c (FR
n)
)
generated by the multiplication and
the translation operators
Mf(ξ) = f ξ , U
∗
ϕ(ξ) = ξ ◦ ϕ , f, ξ ∈ C
∞
c (FR
n), ϕ ∈ G.
Letting the vector fields Z ∈ g act on A by
Z(f U∗ϕ) = Z(f)U
∗
ϕ, f U
∗
ϕ ∈ A ,
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the resulting operators in L(A) satisfy generalized Leibnitz rules, which
in the Sweedler notation take the form
(2.2) Z(a b) =
∑
(Z)
Z(1)(a)Z(2)(b), a, b ∈ A.
In particular, Xk ∈ L(A) satisfy
Xk(a b) = Xk(a) b + aXk(b) + δ
i
jk(a) Y
j
i (b) ,
where δijk(f U
∗
φ) = γ
i
jk(φ) f U
∗
ϕ, with
(2.3) γijk(φ)(x,y) =
(
y−1 · φ′(x)−1 · ∂µφ
′(x) · y
)i
j
yµk ;
The operators δijk ∈ L(A) are derivations, but their successive commu-
tators with the Xℓ’s yield operators δ
i
jk ℓ1...ℓr
= [Xℓr , . . . [Xℓ1 , δ
i
jk] . . .],
which involve multiplication by higher order jets of diffeomorphisms
δijk ℓ1...ℓr (f U
∗
φ) = γ
i
jk ℓ1...ℓr
(φ) f U∗φ where
γijk ℓ1...ℓr(φ) = Xℓr · · ·Xℓ1
(
γijk(φ)
)
, φ ∈ G,
(2.4)
and satisfy progressively more elaborated Leibnitz rules.
The subspace hn of L(A) generated by the operators Xk, Y
i
j , and
δijk ℓ1...ℓr forms a Lie algebra hn. By definition, Hn is the algebra of
operators in L(A) generated by hn and the scalars. For n > 1 the
operators δijk ℓ1...ℓr are not algebraically independent. They are subject
to the “structure identities”
(2.5) δijℓ k − δ
i
jk ℓ = δ
s
jk δ
i
sℓ − δ
s
jℓ δ
i
sk ,
reflecting the flatness of the standard connection.
The algebra Hn is isomorphic to the quotient A(hn)/I of the universal
enveloping algebra A(hn) by the ideal I generated by the above identi-
ties. It possesses a distinguished character δ : Hn → C, which extends
the modular character of gln(R), and is induced from the character of
hn defined by
(2.6) δ(Y ji ) = δ
j
i , δ(Xk) = 0, δ(δ
i
jk ℓ1...ℓr
) = 0.
As coalgebras, Hn and A(hn) differ drastically however. The coprod-
uct of Hn stems from the interplay between the action of Hn and the
product in A. More precisely, it confers to Hn the only Hopf algebra
structure for which A is a left Hn-module algebra. Concretely, the
formula (2.2) extends to all h ∈ Hn,
(2.7) h(ab) =
∑
(h)
h(1)(a) h(2)(b) , h(1), h(2) ∈ Hn, a, b ∈ A ,
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and this uniquely determines a coproduct ∆ : H → Hn ⊗Hn, by
∆(h) =
∑
(h)
h(1) ⊗ h(2).
The counit is ε(h) = h(1), and there is a canonical twisted antipode
determined by the canonical trace of the crossed product algebra A,
namely
(2.8) τ (f U∗ϕ) =


∫
FRn
f ̟ , if ϕ = Id ,
0 , otherwise ;
here ̟ is the volume form attached to the canonical framing given by
the flat connection̟ =
∧n
k=1 θ
k∧
∧
(i,j) ω
i
j (ordered lexicographically).
This trace is δ-invariant with respect to the action of Hn, that is
(2.9) τ(h(a)) = δ(h) τ(a), h ∈ Hn, a ∈ A .
The Leibnitz rule (2.7) together with the fact that the pairing (a, b) 7→
τ(a b) is non-degenerate also ensure the existence and uniqueness of an
anti-automorphism Sδ : Hn →Hn, S
2
δ = Id, satisfying
(2.10) τ(h(a) b) = τ (a Sδ(h)(b)), h ∈ Hn , a, b ∈ A,
as well as the involutive property
(2.11) S2δ = Id .
Finally, the antipode of Hn is S = δˇ ∗ Sδ, where δˇ is the convolution
inverse of δ.
Using (2.10), the standard Hopf cyclic model forHn is “imported” from
the standard cyclic model of the algebra A, via the characteristic map
h1 ⊗ . . .⊗ hq ∈ H⊗
q
n 7−→ χτ (h
1 ⊗ . . .⊗ hq) ∈ Cq(A) ,
χτ (h
1 ⊗ . . .⊗ hq)(a0, . . . , aq) = τ(a0h1(a1) . . . hq(aq)), aj ∈ A.
(2.12)
This map is faithul and gives rise to a cyclic structure [7] on {Cq(Hn; δ) :=
H⊗
q
n }q≥0, with faces, degeneracies and cyclic operator given by
δ0(h
1 ⊗ . . .⊗ hq−1) = 1⊗ h1 ⊗ . . .⊗ hq−1,
δj(h
1 ⊗ . . .⊗ hq−1) = h1 ⊗ . . .⊗∆hj ⊗ . . .⊗ hq−1, 1 ≤ j ≤ q − 1,
δn(h
1 ⊗ . . .⊗ hq−1) = h1 ⊗ . . .⊗ hq−1 ⊗ 1;
σi(h
1 ⊗ . . .⊗ hq+1) = h1 ⊗ . . .⊗ ε(hi+1)⊗ . . .⊗ hq+1, 0 ≤ i ≤ q ;
τq(h
1 ⊗ . . .⊗ hq) = Sδ(h
1) · (h2 ⊗ . . .⊗ hq ⊗ 1) .
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The cyclicity condition τ q+1q = Id is satisfied precisely because of the
involutive property (2.11), to which is actually equivalent.
The periodic Hopf cyclic cohomology HP •(Hn;Cδ) of Hn with coef-
ficients in the modular pair (δ, 1) is, by definition (cf. [10, 11]), the
Z2-graded cohomology of the total complex CC
tot•(Hn;Cδ) associated
to the bicomplex {CC∗,∗(Hn;Cδ), b, B}, where
CCp,q(Hn;Cδ) =
{
Cq−p(Hn;Cδ) , q ≥ p ,
0 , q < p ,
b =
q+1∑
k=0
(−1)kδk, B = (
q∑
k=0
(−1)q kτkq )σq−1τq.
To define the periodic Hopf cyclic cohomology ofHn relative to On, one
considers the quotient Qn = Hn⊗U(on)C ≡ Hn/HnU
+(on), which is an
Hn-module coalgebra with respect to the coproduct and counit inher-
ited fromHn. Then {C
q(Hn,On;Cδ) :=
(
Q⊗qn
)On}q≥0, is endowed with
a cyclic structure given by restricting to On-invariants the operators
δ0(c
1 ⊗ . . .⊗ cq−1) = 1˙⊗ c1 ⊗ . . .⊗ . . .⊗ cq−1,
δi(c
1 ⊗ . . .⊗ cq−1) = c1 ⊗ . . .⊗∆ci ⊗ . . .⊗ cq−1, 1 ≤ i ≤ q − 1;
δn(c
1 ⊗ . . .⊗ cq−1) = c1 ⊗ . . .⊗ cq−1 ⊗ 1˙ ;
σi(c
1 ⊗ . . .⊗ cq+1) = c1 ⊗ . . .⊗ ε(ci+1)⊗ . . .⊗ cq+1, 0 ≤ i ≤ q ;
τq(h˙
1 ⊗ c2 ⊗ . . .⊗ cq) = Sδ(h
1) · (c2 ⊗ . . .⊗ cq ⊗ 1˙).
The resulting periodic cyclic cohomology is denoted HP •(Hn,On;Cδ).
2.2. Bicrossed product and Chevalley-Eilenberg cyclic model.
The Hopf algebra Hn can be reconstructed as bicrossed product of a
matched pair of Hopf algebras of classical type (cf. [10, 23]). This
structure arises naturally from the canonical splitting of the group G
as a set-theoretical product G = G ·N of the group G of affine motions
of Rn and the group
N = {ψ ∈ G; ψ(0) = 0, ψ′(0) = Id}.
If φ ∈ G and φ0 := φ− φ(0), then its canonical decomposition is
(2.13) φ = ϕ ◦ ψ , ϕ ∈ G, ψ ∈ N,
where
ϕ(x) = φ′0(0) · x + φ(0), x ∈ R
n
ψ(x) = φ′0(0)
−1 (φ(x)− φ(0)) .
(2.14)
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Reversing the order in the above decomposition one simultaneously
obtains a pair of well-defined operations, one of N on G and the other
of G on N:
(2.15) ψ ◦ ϕ = (ψ ⊲ ϕ) ◦ (ψ ⊳ ϕ), for ϕ ∈ G and ψ ∈ N.
The operation ⊲ is a left action of N on G, and ⊳ is a right action of
G on N. Via the identification G ≃ FRn, one recognizes ⊲ as being
exactly the action by prolongation (2.1).
To reconstruct Hn one actually uses the pronilpotent group of jets
N := {j∞0 (ψ) | ψ ∈ N},
on which the jet components are regarded as affine coordinates. Thus,
the algebra F of regular functions on N consists of polynomial expres-
sion in the coordinates
αijj1j2...jr(ψ) = ∂jr . . . ∂j1∂jψ
i(x) |x=0, 1 ≤ i, j, j1, j2, . . . , jr ≤ n.
Since αij(ψ) = δ
i
j , and for r ≥ 1 the coefficients α
i
jj1j2...jr
(ψ) are sym-
metric in the lower indices but otherwise arbitrary, F can be viewed as
the free commutative algebra over C generated by the indeterminates
{αijj1j2...jr ; 1 ≤ j < j1 < j2 < · · · < jr ≤ n}.
The algebra F inherits from the group N a canonical Hopf algebra
structure, in the standard fashion, with the coproduct ∆ : F → F⊗F ,
the antipode S : F → F , and the counit ε : F → C determined by
∆(f)(ψ1, ψ2) = f(ψ1 ◦ ψ2), ψ1, ψ2 ∈ N,
S(f)(ψ) = f(ψ−1), ψ ∈ N, f ∈ F ,
ε(f) = f(e).
The coefficients of the Taylor expansion at e ∈ G of the prolongation
of ψ ∈ N,
(2.16) ηijkℓ1...ℓr(ψ) = γ
i
jkℓ1...ℓr
(ψ)(e),
are easily seen to be regular functions on N, which also generate F
as an algebra. Letting Hab denote the (commutative) Hopf subalgebra
of Hn generated by the operators {δ
i
jkℓ1...ℓr
; 1 ≤ i, j, k, ℓ1, . . . , ℓr ≤ n},
one proves using the structure identities (2.5) that the assignment −η :
Hab
cop → F cop,
(2.17) −η(δijkℓ1...ℓr) = η
i
jkℓ1...ℓr
, ∀ 1 ≤ i, j, k, ℓ1, . . . , ℓr ≤ n .
defines an isomorphism of Hopf algebras.
With g denoting the Lie algebra of G, let U := U(g) be its universal
enveloping algebra. The right action ⊳ of G on N induces an action of
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g on F ,
(X ⊲ f)(ψ) =
d
dt
|t=0 f(ψ ⊳ exp tX), f ∈ F , X ∈ g.(2.18)
and hence a left action ⊲ of U on F . Explicitly, for any u ∈ U ,
(2.19) (u ⊲ ηijkℓ1...ℓr)(ψ) = u
(
γijkℓ1...ℓr(ψ)
)
(e), ψ ∈ N.
The right hand side of (2.19), before evaluation at e ∈ G, describes the
effect of the action of u ∈ U on δijkℓ1...ℓr ∈ Hab. From the very definition
(2.17), it follows that −η : Hab → F identifies the U-module Hab with
the U-module F . In particular F is U-module algebra.
On the other hand, U carries a natural right F -comodule structure
H : U → U ⊗ F , which can be suggestively described by assigning to
each element u ∈ U a function from N to U defined by
(2.20) (Hu)(ψ) = u˜(ψ)(e), where u˜(ψ) = Uψ uU
∗
ψ.
This coaction actually endows U(g) with the structure of a right F -
comodule coalgebra.
Thus equipped, U and F form a matched pair of Hopf algebras, i.e.
(with the usual conventions of notation) satisfy the compatibility con-
ditions
ǫ(u ⊲ f) = ǫ(u)ǫ(f), u ∈ U , f ∈ F
∆(u ⊲ f) = u(1)<0> ⊲ f (1) ⊗ u(1)<1>(u(2) ⊲ f (2)),
H(1) = 1⊗ 1,
H(uv) = u(1)<0>v<0> ⊗ u(1)<1>(u(2) ⊲ v<1>),
u(2)<0> ⊗ (u(1) ⊲ f)u(2)<1> = u(1)<0> ⊗ u(1)<1>(u(2) ⊲ f).
One can then form the bicrossed product Hopf algebra F ◮⊳ U , which
has the crossed coproduct F ◮< U as underlying coalgebra, the crossed
product F >⊳ U as underlying algebra, and whose the antipode is given
by
S(f ◮⊳ u) = (1 ◮⊳ S(u
<0>))(S(fu<1>) ◮⊳ 1).
The reconstruction of Hn is now made precise by the statement that
the Hopf algebras F ◮⊳ U and Hn
cop are canonically isomorphic [23,
Thm. 2.15], via the identification which at the level of vector spaces
can be described as −η−1 ⊗ IdU : F ◮⊳ U → Hn
cop.
Exploiting the bicrossed product structure, and taking advantage of the
extended framework for Hopf cyclic cohomology with coefficients [19],
the complex CCtot•(Hn;Cδ) can be replaced (cf. [23, 24]) by quasi-
isomorphic bi-cyclic complexes. The latter amalgamate two classical
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types of cohomological constructs, Lie algebra cohomology with coef-
ficients and coalgebra cohomology with coefficients, with the essential
distinction though that the coefficients are not only acted upon but
also ‘act back’.
The first such bicomplex C•,•(∧g∗,
⊗
F) is described by the diagram
...
...
...
∧2g∗
∂g
OO
bF
//
∧2g∗ ⊗ F
BF
oo
∂g
OO
bF
//
∧2g∗ ⊗ F⊗2
BF
oo
∂g
OO
bF
//
. . .
BF
oo
g∗
∂g
OO
bF
//
g∗ ⊗ F
BF
oo
∂g
OO
bF
//
g∗ ⊗ F⊗2
BF
oo
∂g
OO
bF
//
. . .
BF
oo
C
∂g
OO
bF
//
C⊗F
BF
oo
∂g
OO
bF
//
C⊗F⊗2
BF
oo
∂g
OO
bF
//
. . .
BF
oo ;
(2.21)
the coboundary ∂g involves the action of g on the coefficients Cδ⊗F
⊗q,
while bF and BF involve the coaction Hg. More precisely,
bF(1⊗ α⊗ f
1 ⊗ . . .⊗ f q) = 1⊗ α⊗ 1⊗ f 1 ⊗ . . .⊗ f q
+
∑
1≥i≥q
(−1)i1⊗ α⊗ f 1 ⊗ . . .⊗∆(f i)⊗ . . .⊗ f q
+ (−1)q+11⊗ α
<0> ⊗ f
1 ⊗ . . .⊗ f q ⊗ S(α
<1>);
BF =
( q−1∑
i=0
(−1)(q−1)iτ iF
)
στF(Id−(−1)
qτF), with
τF(1⊗ α⊗ f
1 ⊗ . . .⊗ f q) = 1⊗ α
<0> ⊗ S(f
1) · (f 2 ⊗ . . .⊗ f q ⊗ S(α
<1>))
and σ(1⊗ α⊗ f 1 ⊗ . . .⊗ f q) = ε(f q)⊗ α⊗ f 1 ⊗ . . .⊗ f q−1.
The above bicomplex has a homogeneous version C•,•F (∧g
∗,
⊗
F), with
(2.22) Cp,qF (∧g
∗,
⊗
F) := (∧pg∗ ⊗ F⊗q+1)F ,
defined as follows. An element
∑
α⊗ f˜ ∈ (∧pg∗⊗F⊗q+1)F if it satisfies
the F -coinvariance condition:∑
α
<0> ⊗ f˜ ⊗ S(α<1>) =
∑
α⊗ f˜
<0> ⊗ f˜<1> ;
here for f˜ = f 0 ⊗ . . .⊗ f q, we have denoted
f˜
<0> ⊗ f˜<1> = f
0
(1) ⊗ . . .⊗ f q(1) ⊗ f 0(2) · · · f q(2) .
HOPF CYCLIC CLASSES 19
The identification between the two complexes is made by the isomor-
phism
I : ∧pg∗ ⊗ F⊗q
≃
−→ (∧pg∗ ⊗ F⊗q+1)F , I(α ⊗ f˜) =
α
<0> ⊗ f
1
(1) ⊗ S(f 1(2))f 2(1) ⊗ . . .⊗ S(f q−1(2))f q(1) ⊗ S(α<1>f
q
(2)).
A closely related bicomplex replaces the tensor powers of the algebra
F with homogeneous cochains on the group of jets N with values in
∧g∗, namely C¯•,•(N,∧g∗), defined as follows:
C¯q(N,∧pg∗) = {c : Nq+1 → ∧pg∗ |
c(ψ0ψ, . . . , ψqψ) = ψ
−1 ⊲ c(ψ0, . . . , ψq), ∀ψ ∈ N},
(2.23)
with boundary operators ∂¯ and B¯,
...
...
...
C¯0
(
N,∧2g∗
) b¯
//
∂¯
OO
C¯1
(
N,∧2g∗
)
B¯
oo
b¯
//
∂¯
OO
C¯2
(
N, g∗
)
B¯
oo
∂¯
OO
b¯
//
. . .
B¯
oo
C¯0
(
N, g
) b¯
//
∂¯
OO
C¯1
(
N, g∗
)
B¯
oo
b¯
//
∂¯
OO
C¯2
(
N, g∗
)
B¯
oo
∂¯
OO
b¯
//
. . .
B¯
oo
C¯0
(
N,C
) b¯
//
∂¯
OO
C¯1
(
N,C
)
B¯
oo
b¯
//
∂¯
OO
C¯2
(
N,C
)
B¯
oo
∂¯
OO
b¯
//
. . .
B¯
oo
defined as follows:
(∂¯c)(ψ0, . . . , ψq) = ∂c(ψ0, . . . , ψq)−
∑
k
αk ∧ (Zk ⊲ c)(ψ0, . . . , ψq)
where {Zk} and {αk} are dual bases of g and g
∗, and
(Z ⊲ c)(ψ0, . . . , ψq) =
∑
i
d
dt
∣∣∣∣
t=0
c(ψ0, . . . , ψi ⊳ exp(tZ), . . . , ψq);
b¯c(ψ0, . . . , ψq+1) =
q+1∑
i=0
(−1)ic(ψ0, . . . , ψˆi, . . . , ψq+1);
B¯ = (
q−1∑
i=0
(−1)(q−1)iτ¯ i)σ¯τ¯ , τ¯ (c)(ψ0, . . . , ψq) = c(ψ1, . . . , ψq, ψ0),
and σ¯(c)(ψ0, . . . , ψq−1) = c(ψ0, . . . , ψq−1, ψq−1).
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It is isomorphic to the bicomplex (2.22) via the chain map
κ : C•,•F (∧g
∗,
⊗
F)→ C¯•(N,∧pg∗),
κ
(∑
α⊗ f˜
)
(ψ0, . . . , ψq) =
∑
f 0(ψ0) . . . f
q(ψq)α.
Finally, since F is commutative one can restrict both sides to the quasi-
isomorphic subcomplexes of totally antisymmetric cochains
κ∧ := κ ◦ αF : C
•,•
F (∧g
∗,∧F)→ C¯•∧(N,∧g
∗),(2.24)
where αF : C
•,•
F (∧g
∗,∧F)→ C•,•F (∧g
∗,
⊗
F) is the antisymmetrization
map. Diagrammatically,
...
...
...
∧2g∗
∂∧
OO
b∧
// (∧2g∗ ⊗ ∧2F)F
∂∧
OO
b∧
// (∧2g∗ ⊗ ∧3F)F
∂∧
OO
b∧
// . . .
g∗
∂∧
OO
b∧
// (g∗ ⊗ ∧2F)F
∂∧
OO
b∧
// (g∗ ⊗ ∧3F)F
∂∧
OO
b∧
// . . .
C
∂∧
OO
b∧
// (C⊗ ∧2F)F
∂∧
OO
b∧
// (C⊗ ∧3F)F
∂∧
OO
b∧
// . . . ,
The boundary operators of the bicomplex C•,•F (∧g
∗,
⊗
F) acquire a
simpler form when restricted to C•,•F (∧g
∗,∧F). Thus, BF = 0 and the
others are given by
b∧(α⊗ f
0 ∧ · · · ∧ f q) = α⊗ 1 ∧ f 0 ∧ · · · ∧ f q ;
∂∧(α⊗ f
0 ∧ · · · ∧ f q =
∂α⊗ f 0 ∧ · · · ∧ f q −
∑
k
αk ∧ α⊗ ∧ ⊗ Zk ⊲ (f
0 ∧ · · · ∧ f q).
The total cohomology of the above bicomplex is canonically isomorphic
to HP •(Hn;Cδ) and will be denoted by HP
•
◮⊳
(Hn).
The relative (to On) version of the above cohomology will be denoted
HP •◮⊳(Hn,On). It is canonically isomorphic to HP
•(Hn,On;Cδ), via
the quasi-isomorphism of relative complexes obtained by restricting
to On-basic cochains on both sides. This amounts to replacing g =
Rn ⋊ gln(R) by g/on, and then restricting to On-invariant cochains.
The group On acts on N by the restriction of the right action of G.
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The chain map κ∧ induces a quasi-isomorphism
κOn∧ : C
tot•
F (∧(g/on)
∗,∧F)On → C¯tot•∧ (N,∧(g/on)
∗)On .(2.25)
3. Hopf cyclic characteristic cocycles
For the transfer of the characteristic cocycles to Hopf cyclic cohomology
we shall use two analogues of the classical van Est isomorphism. The
first one, recalled below, was established in [10] and provided the means
to identify the Hopf cyclic cohomology of Hn with the Gelfand-Fuks
cohomology of the Lie algebra an. The second one, derived in §3.2,
identifies the Hopf cyclic cohomology to the differentiable cohomology.
The transferral proper of the characteristic cocycles is then achieved in
§3.3.
3.1. From Lie algebra to Hopf cyclic cohomology. We begin by
recalling the first quasi-isomorphism, in the form refined in [24]. The
setting is very similar to that described in §1.1, only here it is spe-
cialized to M = Rn, endowed with the standard flat connection, still
denoted by ∇. As in §2.2, we identify FRn and the affine group G.
Instead of the map σˆ : |△¯GFM | → F
∞M of (1.12), we now consider
the map ςˆ : |△¯NFR
n| → F∞Rn, whose simplicial components are
defined, in homogeneous group coordinates, by
ςp(t;ψ0, . . . , ψp, ϕ) = ϕ ·
(
s(ψ0,...,ψp)(t) ⊳ ϕ
)−1
, where
s(ψ0,...,ψp)(t) =
p∑
i=0
ti j
∞
0 (ψi), ϕ ∈ G, ψ0, . . . , ψp ∈ N.
(3.1)
The composition D =
∮
∆•
◦ ςˆ∗ defines a new map of complexes D :
C•(an)→ C¯
tot •
d (N,Ω
∗(FM)), which satisfies the enhanced covariance
property
D(ω)(ψ0 ⊳ φ, . . . , ψp ⊳ φ) = φ
∗ (D(ω)(ψ0, . . . , ψp)) , ∀φ ∈ G.(3.2)
Taking φ ∈ G, this relation shows that D(ω) is completely determined
by its values at the identity e ∈ G. One is led then to define
E(ω)(ψ0, . . . , ψp) := D(ω)(ψ0, . . . , ψp) |ϕ=e ∈ ∧
•g∗.(3.3)
A more explicit expression for E(ω) is obtained as follows. Fix a basis
{αk} of g
∗, and denote by {α˜k} the corresponding left invariant forms
on G, and by {Zk} be the dual basis of left invariant vector fields.
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Define ν(ϕ, ψ) := ϕ ◦ (ψ ⊳ ϕ)−1, and let ı : G → G be the inversion
map ı(ρ) = ρ−1. Then
E(ω) =
∮
∆•
ςˆ∗
(
µ(ω)
)
, where µ(ω) =
∑
|I|=r
ı∗
(
ιZIe ν
∗(ω˜)
)
⊗ αI ,
with I = (i1 < . . . < ir) and αI = αi1 ∧ . . . ∧ αir ,
or in a more suggestive notation,
E(ω)(ψ0, . . . , ψp) =
∫
∆(ψ0,...,ψp)
µ(ω).(3.4)
The way in which D(ω) can be recovered from E(ω) is made precise by
the following identity:
D(ω)(ψ0, . . . , ψp) |ϕ =
∫
∆(ψ0⊳ϕ,...,ψp⊳ϕ)
µ˜(ω) |ϕ ,
where µ˜(ω) =
∑
|I|=r
ı∗
(
ιZIe ν
∗(ω˜)
)
⊗ α˜I .
Note that the only difference between µ(ω) and µ˜(ω) is the replacement
of the αI ∈ ∧
•g∗ by the associated left invariant forms α˜I ∈ Ω
•(G).
Thus, denoting by Lϕ the left translation by ϕ ∈ G, the above identity
can be stated in the equivalent form
D(ω)(ψ0, . . . , ψp) |ϕ= L
∗
ϕ
(
E(ω)(ψ0 ⊳ ϕ, . . . , ψp ⊳ ϕ)
)
.(3.5)
The first part of the van Est theorem, proved in [10] and in the form
stated below in [24], can be formulated as follows.
Theorem 3.1. For any ω ∈ C(an), E(ω) ∈ C
•
F(∧g
∗,∧F) and the
resulting map E : C•(an) → C
tot•
F (∧g
∗,∧F) is a quasi-isomorphism.
The induced map EOn : C•(an,On)→ C
tot•
F (∧(g/on)
∗,∧F)On is also a
quasi-isomorphism.
The full version of the van Est theorem (cf. [10]) involves the map Φ of
Connes [8, III.2.δ], so we recall its definition specialized to our context.
Consider the DG-algebra, BG(G) = Ω
∗
c(G) ⊗ ∧C[G
′], where G′ =
G \ {e}, with the differential d ⊗ Id. One labels the generators of
C[G′] as γφ, φ ∈ G, with γe = 0, and one forms the crossed product
CG(G) = BG(G)⋊G, with the commutation rules
U∗φ ω Uφ = φ
∗ ω, ω ∈ Ω∗c(G),
U∗φ1 γφ2 Uφ1 = γφ2◦φ1 − γφ1, φ1, φ2 ∈ G .
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CG(G) is also a DG-algebra, equipped with the differential
(3.6) d(b U∗φ) = dbU
∗
φ − (−1)
∂b b γφ U
∗
φ, b ∈ BG(G), φ ∈ G,
A cochain λ ∈ C¯q(G,Ωp(G)) determines a linear form λ˜ on CG(G) as
follows:
λ˜(b U∗φ) = 0 for φ 6= 1;
if φ = 1 and b = ω ⊗ γρ1 . . . γρq then
λ˜(ω ⊗ γρ1 . . . γρq) =
∫
G
λ(1, ρ1, . . . , ρq) ∧ ω.
(3.7)
The map Φ from C¯•(G,Ω•(G)) to the (b, B)-complex of the algebra
A = C∞c (G)⋊G is now defined for λ ∈ C¯
q(G,Ωp(G)) by
Φ(λ)(a0, . . . , am) =
p!
(m+ 1)!
l∑
j=0
(−1)j(m−j)λ˜(daj+1 · · ·dam a0 da1 · · ·daj)
where m = dimG− p+ q, a0, . . . , am ∈ A.
(3.8)
By [8, III.2.δ, Thm. 14], Φ is a chain map to the total (b, B)-complex
of the algebra A.
It is shown in [10, pp. 233-234]), that if λ ∈ C¯q(G,Ωp(G)) is of the
form λ = D(ω) with ω ∈ C(an) then Φ(λ) has the expression
Φ(λ)(a0, . . . , aq) =
∑
α
τ(a0h1α(a
1) . . . hqα(a
q)), hiα ∈ Hn;(3.9)
the tensor
∑
α h
1
α ⊗ . . . ⊗ h
q
α ∈ H
⊗ q
n is uniquely determined, because
the characteristic map (2.12) is faithful. Via the corresponding identi-
fication, Φ(λ) becomes a chain in the (b, B)-complex which defines the
Hopf cyclic cohomology of Hn. By restricting Φ to the subcomplex
C¯totD (G,Ω
∗(G)) := D
(
C(an)
)
⊂ C¯totd (G,Ω
∗(G)),(3.10)
one thus obtains a map
Φd :C¯
tot
D (G,Ω
∗(G))→ CCtot•(Hn,Cδ)
Φd(λ) =
∑
α
h1α ⊗ . . .⊗ h
q
α ∈ H
⊗ q
n .
(3.11)
Φd is tautologically a chain map, because the Hopf cyclic structure of
Hn was imported from that of the cyclic complex of A.
Furthermore, by restriction to On-basic forms on G one obtains the
relative version of the above chain map, which lands in the relative
version of the above Hopf cyclic complex H♮n(On; δ).
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With this at hand, the van Est type result proved in [10, Theorem 11]
can be rephrased as follows.
Theorem 3.2. The composition Φd◦D : C
•(an)→ CC
tot∗(Hn;Cδ), to-
gether with its restriction C•(an,On)→ CC
tot∗(Hn, On;Cδ), are quasi-
isomorphisms.
3.2. From Hopf cyclic to differentiable cohomology. In [24, §3.2]
we have constructed another map of bicomplexes, Θ : C•F(∧g
∗,∧F)→
C¯•d(G,Ω
∗(G)), and we are now in a position to prove that it too is a
quasi-isomorphism.
In order to define it, we recall the isomorphism −η : Hcopab → F of (2.17),
and denote its inverse −δ = −η−1. Given f ∈ F , one defines the function
−γ(f) : G→ C∞(G) by
−δ(S(f))(Uφ) = −γ(f)(φ)U
∗
φ, ∀φ ∈ G.(3.12)
The left hand side uses the natural action of Hn on the crossed product
algebra A˜ = C∞(G) ⋊ G. The function −γ(f)(φ) ∈ C∞(G), depends
smoothly (in fact algebraically) on the components of the k-jet of φ,
for some k ∈ N. For example, one can easily see that
−γ(S(ηijk))(φ
−1) = γijk(φ), φ ∈ G.(3.13)
With this notation, Θ : C•F(∧g
∗,∧F)→ C¯•d(G,Ω
∗(G)) is given by the
formula
Θ
(∑
|I|=q
αI ⊗
If 0 ∧ · · · ∧ If p
)
(φ0, . . . , φp) =
∑
I
∑
σ∈Sp+1
(−1)σ−γ(S( Ifσ(0)))(φ−10 ) . . .−γ(S(
Ifσ(p)))(φ−1p )α˜I ;
(3.14)
here, as in §3.1, α˜I stands for the left-invariant form onG corresponding
to αI ∈ ∧g
∗.
We shall first show that the map Θ satisfies a property completely simi-
lar to that described by formula (3.5). Given the form of the expression
in the right hand side of (3.14), to justify this it suffices to prove the
following lemma.
Lemma 3.3. For any f ∈ F , ψ ∈ N and ϕ ∈ G, one has
−γ(S(f))(ψ−1)(ϕ) = −γ(S(f))((ψ ⊳ ϕ)−1)(e).(3.15)
Proof. Using the cocycle property of γijk and the fact that ϕ ∈ G is
affine, one has for any ψ ∈ N,
γijk(ψϕ) = γ
i
jk(ψ) ◦ ϕ + γ
i
jk(ϕ) = γ
i
jk(ψ) ◦ ϕ.
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By successive differentiation with respect to left invariant vector fields
Xk, one obtains
γijkℓ1...ℓr(ψϕ) = γ
i
jkℓ1...ℓr
(ψ) ◦ ϕ.
Letting e = (0, 1) be the base frame we note that, by our identification
of G with FRn, ϕ(e) ≡ ϕ. Thus, the above identity evaluated at e
gives
γijkℓ1...ℓr(ψϕ)(e) = γ
i
jkℓ1...ℓr
(ψ)(ϕ(e)) ≡ γijk(ψ)(ϕ).(3.16)
Again by the cocycle property, if ρ ∈ G then
γijk(ρφ) = γ
i
jk(ρ) ◦ φ + γ
i
jk(φ) = γ
i
jk(φ).
Therefore, by differentiation,
γijkℓ1...ℓr(ρφ) = γ
i
jkℓ1...ℓr
(φ), ρ ∈ G, φ ∈ G.(3.17)
Writing now ψϕ = (ψ ⊲ ϕ) (ψ ⊳ ϕ), for ϕ ∈ G, ψ ∈ N, on applying
(3.17) one obtains
γijkℓ1...ℓr(ψϕ) = γ
i
jkℓ1...ℓr
(ψ ⊳ ϕ),
and so by (3.16),
γijkℓ1...ℓr(ψ)(ϕ) = γ
i
jkℓ1...ℓr
(ψ ⊳ ϕ)(e).(3.18)
On the other hand, the identity (3.13) is valid for higher order jets.
Indeed, applying the definition (3.12) to f = ηijkℓ, one has
−γ(S(ηijkℓ))(φ
−1)U∗φ = δ
i
jkℓ(U
∗
φ) = [Xℓ, δ
i
jk](U
∗
φ) = Xℓ
(
δijk(U
∗
φ)
)
= Xℓ
(
γijk(φ)U
∗
φ
)
= γijkℓ(φ)U
∗
φ.
Repeated applications give the general identity
−γ(S(ηijkℓ1...ℓr))(φ
−1) = γijkℓ1...ℓr(φ).(3.19)
The relations (3.16) and (3.19) taken together imply
−γ(S(ηijkℓ1...ℓr))(ψ
−1)(ϕ) = −γ(S(ηijkℓ1...ℓr))
(
(ψ ⊳ ϕ)−1
)
(e),
which proves the statement for a set of generators of the algebra F .
To complete the proof it remains to notice that
−γ(f1f2) = −γ(f1)−γ(f2), f1f2 ∈ F ,
and therefore both sides of the desired relation behave multiplicatively.

Relying on this lemma, we can now prove a key relation between the
maps of complexes constructed before.
Lemma 3.4. One has Θ ◦ E = D.
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Proof. Let ω ∈ C•(an) and denote ̟ = E(ω) ∈ C
•
F(∧g
∗,∧F). By the
very definition (3.3),
D(ω)(ψ0, . . . , ψp)(e) = ̟(ψ0, . . . , ψp)(e) ∈ ∧
•g∗,
while by (3.5) on the one hand and Lemma 3.3 on the other, for any
ϕ ∈ G one has
D(ω)(ψ0, . . . , ψp)(ϕ) = L
∗
ϕ
(
̟(ψ0, . . . , ψp)(e)
)
= Θ(̟)(ψ0, . . . , ψp)(ϕ).

The next important step is to reconcile the two maps denoted by D,
that defined in Theorem 1.3 and the one defined in § 3.1.
Lemma 3.5. With ∇ denoting the standard flat linear connection on
Rn, one has D∇ = D.
Proof. The construction of the two maps starts with two different cross-
sections, σ∇ : FR
n → F∞Rn defined by (1.9) and ς : FRn → F∞Rn
of (3.1). We need to show that they both lead to the same map from
∆GFR
n to F∞Rn.
Let u ∈ FRn be represented as j10(ϕ) ≡ ρ, with ρ ∈ G. We claim that
for any ψ ∈ N ,
σ∇ψ(u) = ρ · j
∞
0 (ψ ⊳ ρ)
−1(3.20)
Indeed with the usual identification G ∼= FRn,
exp∇ρ(0)(u(ξ)) = exp
∇
ρ(0)(ρ
′(0)ξ) = ρ(0) + ρ′(0)ξ = ρ(ξ), ξ ∈ Rn.
Since the left action of N on G coincides with the natural action on
FRn, ψ(u) ≡ ψ ⊲ ρ. Thus, using the naturality property (1.11) one
obtains
σ∇ψ(u) = j
∞
0
(
exp∇
ψ
ρ(0) ◦u
)
= j∞0
(
ψ−1 ◦ exp∇ψ(ρ(0)) ◦ψ(u)
)
= j∞0
(
ψ−1 ◦ (ψ ⊲ ρ)
)
= j∞0
(
ψ−1 ◦ (ψ ⊲ ρ) ◦ (ψ ⊳ ρ) ◦ (ψ ⊳ ρ)−1
)
= j∞0
(
ψ−1 ◦ ψ ◦ ρ ◦ (ψ ⊳ ρ)−1
)
= ρ · j∞0 (ψ ⊳ ρ)
−1.
This shows that
σp(t;ψ0, . . . , ψp, ρ) = ςp(t;ψ0, . . . , ψp, ρ).
Now let φ ∈ G, factorized as the product ϕ◦ψ, with ϕ ∈ G and ψ ∈ N .
Then σ∇φ = σ∇ϕψ = σ∇ψ , because ∇
ϕ = ∇.
Therefore, if φi = ϕiψi , with ϕi ∈ G and ψi ∈ N, then for any ρ ∈ G,
σp(t;φ0, . . . , φp, ρ) = ςp(t;ψ0, . . . , ψp, ρ),(3.21)
which completes the proof. 
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Lemmas 3.4 and 3.5 taken together ensure that Θ ◦ E = D∇. Since
both D∇ and E are quasi-isomorphisms, so must be Θ. This achieves
the proof of the second explicit analogue of the van Est isomorphism:
Theorem 3.6. The map Θ : Ctot•F (∧g
∗,∧F) → C¯tot•d (G,Ω
∗(G)) and
the induced map ΘOn : Ctot•F (∧(g/on)
∗,∧F)On → C¯tot•d (G,Ω
∗(G/On))
are quasi-isomorphisms.
3.3. Hopf cyclic Vey bases. As above, ∇ stands for the flat con-
nection on the frame bundle G ≡ FRn → Rn, with connection form
ω∇ =
(
ωij
)
, where
ωij := (y
−1)iµ dy
µ
j =
(
y−1 dy
)i
j
, i, j = 1, . . . , n .
Its pull-back under the action (2.1) of φ ∈ G, is the connection
φ∗(ωij) = ω
i
j + γ
i
jk(φ) θ
k.(3.22)
Thus, the simplicial connection is
ωˆ∇(t;φ0, . . . , φp)
i
j =
p∑
r=0
trφ
∗
r(ω
i
j) = ω
i
j +
p∑
r=0
trγ
i
jk(φr) θ
k(3.23)
and, taking into account that Ω∇ = 0, the formula (1.16) for the
simplicial curvature becomes
Ωˆ∇(t;φ0, . . . , φp) =
p∑
r=0
dtr ∧ φ
∗
r(ω∇)−
p∑
r=0
tr φ
∗
r(ω∇) ∧ φ
∗
r(ω∇)(3.24)
+
p∑
r,s=0
trts φ
∗
r(ω∇) ∧ φ
∗
s(ω∇).
Both ωˆ∇ and Ωˆ∇ are polynomial forms on ∆p tensored by left G-
invariant forms {ωij, θ
k} multiplied by components of the first-order
jet of the prolongation,
(3.25) γij k(φ)(x,y) =
(
y−1 · φ′(x)−1 · ∂µφ
′(x) · y
)i
j
yµk .
Recall now that in §1.3 (see Corollaries 1.7 and 1.8) we have con-
structed characteristic cocycles CI,J(∇) in the differentiable Bott bi-
complex, and also that Theorem 3.6 provides a quasi-isomorphism
Θ : Ctot•F (∧g
∗,∧F)→ C¯tot•d (G,Ω
∗(G)).
Theorem 3.7. The characteristic cocycles CI,J(∇), where (I, J) are
running over the set Vn, resp. VOn, are of the form
CI,J(∇) = Θ(κI,J) ;(3.26)
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κI,J are explicitly defined cocycles in the bicomplex C
tot•
F (∧g
∗,∧F), and
their cohomology classes form a basis of HP •
◮⊳
(Hn), resp. HP
•
◮⊳
(Hn,On).
Proof. The cocycles CI,J(∇) are homogeneous and totally antisymmet-
ric form-valued group cochains in the differentiable Bott bicomplex.
Moreover, their values are combinations of invariant forms on G ≡ FRn
with coefficients polynomial expressions in γij k(φr)’s. Also, in view of
the equality (3.21), one can restrict the simplicial construction to the
group N, and thus assume φr ∈ N.
It then follows from the very definition of the map (3.14) together
with the identity (3.13) that the preimage of these cochains in the
bicomplex Ctot•F (∧g
∗,∧F) is obtained by simply replacing the γijk’s with
ηijk’s and the G-invariant forms α˜I ∈ Ω
•(G) by their values at the
identity, αI ∈ ∧
•g∗.
In view of Theorem 3.6, one obtains this way a basis of Hopf cyclic
characteristic classes. 
Remark 3.8. From the formulas (3.22), (3.23), (3.24) and the very def-
inition of the cocycles κI,J , it is clear that their tensor components are
“economically” manufactured solely out of elements from ∧g∗ tensored
by exterior powers of the algebra generated by {ηijk; 1 ≤ i, j, k ≤ n}.
This feature constitutes the analogue of the well-known fact that the
Gelfand-Fuks cohomology classes are representable in terms of 2-jets.
Returning now to the standard Hopf cyclic cohomological model (see
§2.1), we recall that the cocycles CI,J(∇) were obtained by transferring
Vey bases of H∗(an), resp. H
∗(an,On), via the quasi-isomorphism D∇.
Thus, by construction they belong to the subcomplex C¯totD (G,Ω
∗(G))
and therefore can be further transported via the quasi-isomorphism
Φd : C¯
tot
D (G,Ω
∗(G)) → CCtot∗(Hn;Cδ) of (3.11). Since by Theorem
3.2 the composition Φd ◦D∇ is a quasi-isomorphism, we conclude that:
Theorem 3.9. (1) The cocycles cI,J(∇) = Φd(CI,J(∇)), with (I, J) ∈
Vn, form a complete set of representatives for the periodic Hopf cyclic
cohomology HP •(Hn;Cδ).
(2) The cocycles cI,J(∇) = Φ
On
d (CI,J(∇)), with (I, J) ∈ VOn, form
a complete set of representatives for the relative periodic Hopf cyclic
cohomology HP •(Hn,On;Cδ).
Remark 3.10. As a final remark, paralleling Remark 3.8, we note that
the cocycles Φd(CI,J(∇)) are also “economically” constructed. Indeed,
their action on tensor products of monomials of the form a = f U∗φ ∈
A only involves the vector fields Xk, Y
i
j applied to the function f ∈
C∞c (FR
n) and the operators δijk applied to the diffeomorphism φ ∈ G.
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The vector fields appear because
df =
n∑
k=1
Xk(f)θ
k +
n∑
i,j=1
Y ij (f)ω
j
i ,
while the multiplication operators {δijk} show up because of the conju-
gation relation
Uφ df U
∗
φ =
n∑
k=1
(Xk(f) ◦ φ) θ
k +
n∑
i,j=1
(Y ij (f) ◦ φ) (ω
i
j + γ
i
jk(φ) θ
k).
Since the characteristic map (2.12) is known to be faithful, it follows
that the Hopf cyclic cocycles cI,J(∇) ∈
∑
q≥0H
⊗q
n (resp.
∑
q≥0
(
Q⊗
q
n
)On)
have their tensorial components made out of the basic generatorsXk, Y
i
j
and δijk, and do not involve any δ
i
jk... operators of higher order.
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