A computational model that will be used to study sputtering, deposition, and erosion of surfaces exposed to low energy, low density plasma environments has been developed and validated. Comparisons with sputter yield curve fits and experimental data show favorable agreement and indicate that the model can accurately capture the effects of incidence angle and energy on sputtering behavior. COMSOL simulations were also used to validate view factor and shadowing calculations. This computational model will be used in the future to test the effects of surface architecturing on gross sputter yield and surface erosion rate, and will serve to drive experimental efforts at UCLA.
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I. Introduction
Material erosion is important on a wide range of plasma environments and applications, from electric propulsion (EP) [1] [2] [3] [4] [5] to fusion devices. [6] [7] [8] Advanced materials with micro-architectured surfaces are being studied at the UCLA Plasma Interaction (Pi) facility and have been shown to reduce erosion by recapturing sputtered material. 9, 10 In conjunction, a computational model has been developed to better understand plasma-mediated interactions with exposed materials.
Recent plasma-material interaction (PMI) work has focused on sputtering and surface erosion. Models have been developed to study PMI in the context of EP devices, with Cheng implementing erosion models in HPHall to predict hall thruster lifetimes, 11 and Nakles investigating low energy xenon-molybdenum sputtering pertaining to ion thruster design and lifetime prediction. 12 In 2002, Brooks reviewed the state of PMI modeling and concluded that further work should focus in material evolution models and coupling of PMI models with plasma codes. 13 Although recent efforts have addressed these needs in the high energy plasma regime, 14, 15 there has not been a strong push in EP-type plasma regimes. To this effect, a computational model has been developed to analyze the effects of surface geometry on surface evolution. Sputtered particle paths are tracked via a view factor model, such that erosion and deposition guide surface deformation. This model has been validated against experimental sputtering data and COMSOL simulations. This paper begins with an overview of each major component of the computational model in section II, followed by initial validation results in section III, and finally, some concluding remarks in section IV.
II. Model Overview
Initially, a 3D Monte Carlo particle tracking model was developed to study the behavior of sputterants and their loss mechanisms. Sputterants were created at the target with a Stepanova-Dew energy distribution 16 and a modified cosine angular distribution.
10 Random particle loading consistent with these distributions was achieved by solving the inverse problem as discussed in Ref. [17] . Due to the large number of particles needed to approximate the energy and angular distributions and the vast difference in orders of magnitude between sputterant ionization time scales and the burn time, a Monte Carlo approach proved to be too computationally costly. However, two important conclusions from this effort made a view factor approach more attractive:
1. Because the mean free path of sputtered atoms colliding with electrons is orders of magnitude longer than the sheath thickness at low densities (<1×10 19 m −3 ), virtually all sputtered atoms move linearly before depositing or being lost to the chamber. A number of sputterants do ionize in the presheath and bulk plasma. However, due to a strong radial electric field dominating outside the sheath, 18 the ionized sputterants are unlikely to redeposit onto any surface features within the computational domain being simulated.
2. A view factor model can result in an order of magnitude savings in run-time 19 without sacrificing accuracy. Even with these savings, it was found that code parallelization using OpenMP compiler directives was necessary to simulate significant burn times.
The view factor model takes as inputs information about the plasma and surface geometry. The geometry specifications are then used to generate a surface mesh. The code proceeds by calculating the sputter yield from each cell center, and after accounting for shadowing, calculates deposition contributions to other mesh cells. After iterating for all cells in the mesh, the cell centers and node locations are updated, and the process is repeated until the specified burn time is reached. This process is depicted in figure 1 .
A. Sputtering Model
Due to the lack of sputtering data and the invalidity of computational sputtering models in the low incident energy regime, 20, 21 semianalytical equations with empirical fits were used to model the effects of incident angle on the sputter yield and the angular distribution of sputterants.
20, 22-24 Using Zhang and Zhang's modifications to Yamamura's empirical formula, 22 the angular distribution of sputtered atoms is given by
where E i is the incident ion energy, θ i is the incident angle, θ and φ are the polar and azimuthal direction of sputterants, respectively, U s is the sublimination energy of the target material, S n is the nuclear stopping cross section, α is an energy-independent function of the target to ion mass ratio, and γ is given by This latter expression is undefined at θ = 0 and θ = π/2, where sin θ and 1 − sin θ go to 0. By using L'Hospital's Rule, however, it can be shown that γ(0) → 16/3 and γ(π/2) → 2. Equation (1) can be integrated over all (θ, φ) to obtain the sputter yield as a function of incidence energy and angle; however, empirical fits of α from Ref. [24] are for normal incidence cases only. 23, 24 Hence, empirical fits given by Yamamura, Itikawa, and Itoh and shown in Eqs. (3) are used to find the normalized sputter yield as a function of incidence angle. 24 This method has been previously used to predict the lifetime of Hall thrusters.
In Eqs. (3), E th , is the threshold energy, θ opt is the angle of incidence at maximum yield, and other parameters are fit values tabulated in Ref. [24] . It should be noted that the threshold energy in Eqs. (3) is based on measurements and typically differs from that used in Eq. (1), which is used as a curve fitting parameter.
B. View Factor Model
To calculate the fraction of sputterants that deposit onto mesh element j from cell i, the angular distribution (Eq. 1) must be integrated along the projected area, A j , as shown in Eq. (4) and figure 2.
where the limits of integration for the numerator, θ 1 , θ 2 , φ 1 , and φ 2 , are based on the nodes of cell j. The integral in the denominator can be simplified by use of the identity 2π 0 cos φdφ = 0 such that the double integral in the denominator reduces to
The integral in the numerator is more involved, especially if θ and φ are not independent of each other (e.g. if triangular mesh cells are used). Assuming a small triangular cell area, however, the integrand can be approximated to be constant, so the view factor equation becomes
where A T j is the area of the spherical triangle j. A simple algorithm for calculating the spherical triangle area can be obtained from Ref. [26] . For quadrilateral meshes aligned such that θ and φ can be integrated separately, the integral can be simplified for special cases of S, e.g. for strictly normal incidence sputtering. For this case, a cosine approximation can be substituted for S to take advantage of azimuthal symmetry, as in Ref. [10] .
Shadowing
When calculating view factors, one must take into account the relationship between adjacent cells so that sputterants are not double counted (i.e. they do not deposit on two surfaces at the same time). There are many algorithms that can be used to detect when a cell blocks the line of sight from a source to a target cell; most of these algorithms consist of predicting which cell is in front of the other. 27, 28 In the current model, geometrical algorithms are used to detect shadowing. For a 2D mesh, the shadowing problem reduces to detecting the intersection between two segments (one segment represents the line of sight between cell centers i and j, and the second segment represents the line connecting the nodes of a third cell, k). A 3D surface mesh requires the detection of intersection between a segment (line connecting cell centers i and j) and a plane (cell k). If there is an intersection, one must then verify that this intersection occurs within cell k. Simple algorithms for each of these cases can be found in Refs. [29] and [30] .
When shadowing is implemented in a view factor calculation, computational cost increases from O(N 2 ) to O(N 3 ), where N is the number of cells in the model. Hence, an algorithm must be carefully selected and adapted to minimize computational cost. A simple way of reducing the number of iterations needed is to ignore cells that physically cannot intersect between two cells, for instance those cells that are behind the target (cell j) or source cells (cell i).
A more physical way to treat shadowing between cells is by implementing an obscuring model. 31 In this model, the source and target cells are not treated as single points, but rather finite surfaces. An obscuring factor is calculated (0 < β < 1) and the view factor between cells i and j is then reduced by this factor. To reduce computational cost, this model treated cells as single points, and shadowing calculations were found to be sufficiently accurate. Note that obscuring and shadowing models will converge for fine enough meshes.
C. Mesh Deformation
Once view factors have been calculated for all cells, and having taken shadowing into account, the mesh must be deformed to reflect the evolution of the surface. This is accomplished by displacing cell centers and calculating node locations based on these new cell centers. When doing so, mass conservation must be carefully considered. The change in cell center location due to sputtering deposition and erosion, over a time interval ∆t, is given by
where Γ i is the incidence ion flux, Y is the sputter yield, A is the cell area, F i−j is the view factor between cells i and j, m t is the target mass, ρ t is the target density, andn i is the unit vector normal to cell i. This equation corresponds to a generic case in which cell i is sputtering, and cells j are of different areas, bombarded by different ion fluxes, and with different sputter yields. In general, Eq. 6 cannot be simplified because the sputtering cells will deform and any simplifying assumptions about the mesh may not hold for the entire burn time interval.
To ensure that mass is indeed conserved, the predicted mass change (based on view factor calculations) can be compared with the resulting mass change after displacing cell centers (calculated by comparing the mass before and after one time step). This can be expressed as:
where the calculated mass change is predicted from view factor calculations, and the actual mass change is obtained from the displacement of mesh cells. In general, some difference in these values may be found due to the simplicity of the mesh deformation method, in which case the unaccounted for mass can be reintroduced into the system by displacing cell centers a second time. It was found that continuing this process iteratively could reduce mass to a sufficiently low tolerance level, but this usually resulted in unphysical deformations of the mesh. Hence, this "recalibration" step is carried out only once after each mesh deformation step.
III. Results
Before applying the model to micro-architectured surfaces as discussed in section I, the sputtering model was validated by comparing to experimental data, fitted data, and computational results. Furthermore, the view factor and shadowing algorithms were validated against COMSOL simulations.
Zhang and Zhang's modified sputter yield model was compared to curve fits used by Zoerb et al of the form 32, 33
As shown on Fig. 3 a-c) , our model agrees well with these curve fits when E th is set to a value of 150 eV (independent of incidence energy or angle) for argon ions bombarding molybdenum. Note that Zoerb et al could not match their curves exactly with the data used to find the coefficients C i (see Refs. [32, 33] ). For instance, near θ = 0, the slope of the fit approaches 0, whereas the data continues to decrease (similar to our model's curve). In summary, although the two curves do not perfectly match, the trends certainly agree. Figure 3 d) shows comparisons of Yamamura, Itikawa, and Itoh's sputter yield model with data and computational results from the literature. 24, 32, 34 Again, the present model matches well with trends from literature. Note that the results from ACAT, a Monte Carlo computational model, is expected to mispredict sputter yield at low incidence energies. 21 In addition, Zoerb's sputter yield results assume azimuthal symmetry for simplicity, 32, 33 resulting in overprediction of the sputter yield for θ i > 45
• . Similarly, the view factor and shadowing models were validated, in this case by comparison with test cases simulated using COMSOL. In order to directly compare with COMSOL, which uses view factor calculations via its radiation module, the ambient view factor had to be calculated (f A = 1 − f ) and the sputtering distribution was replaced by a cosine distribution, corresponding to what COMSOL uses for radiation. As shown in figure 4 a peak-to-peak section of a triangle wave (V-shaped) surface was used to test the approximation made in Eq. (5). The results along the centerline, shown on figure 4 b), show close agreement except near the intersection. This is to be expected, however, as the assumption that the integrand is constant within the cell area is invalid for adjacent cells. The relative difference at this intersection is only about 10%. It should also be noted that both COMSOL and our model extended at least an order of magnitude further in the axial direction than the height or width of the V-shaped geometry such that the infinitely-long assumption was reasonable.
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Lastly, the shadowing model was tested against COMSOL. Once again, the ambient view factor was calculated, and a cosine distribution was assumed. For this test, a sputtering/radiating surface was shadowed by a disk a short distance away from the quadrilateral. As shown on figure 5 a), an "ambient" hemisphere was used in our model to capture sputterants so that the ambient view factor could be calulated. 
IV. Conclusion
The view factor sputtering and deposition model has been extensively validated through comparison with experimental data and computational results. Zhang and Zhang's angular distribution model compared favorably with curve fitted approximations made by Zoerb et al. In addition, the effect of ion incidence angle on the sputter yield is captured satisfactorily at low ion incidence energies. Finally, the view factor calculations and shadowing algorithms matched reasonably well with COMSOL simulations.
These validation results indicate that each component of the computational model work independently, but further validation will be needed to ensure that the model itself can accurately predict surface sputtering and erosion. This model will then be used to study and understand the effects of macro-and microarchitecturing on the gross sputter yield of surfaces and their deformation. Ultimately, those simulation results will guide and be compared with experiments at the UCLA Pi facility. 
