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Abstract We provide a complete derivation of hydrodynamic equations for nonrelativistic systems
based on quantum field theories of spinless Schro¨deinger fields, assuming that an initial density operator
takes a special form of the local Gibbs distribution. The constructed optimized/renormalized pertur-
bation theory for real-time evolution enables us to separately evaluate dissipative and nondissipative
parts of constitutive relations. It is shown that the path-integral formula for local thermal equilibrium
together with the symmetry properties of the resulting action— the nonrelativistic diffeomorphism
and gauge symmetry in the thermally emergent Newton-Cartan geometry—provides a systematic way
to derive the nondissipative part of constitutive relations. We further show that dissipative parts are
accompanied with the entropy production operator together with two kinds of fluctuation theorems
by the use of which we derive the dissipative part of constitutive relations and the second law of ther-
modynamics. After obtaining the exact expression for constitutive relations, we perform the derivative
expansion and derive the first-order hydrodynamic (Navier-Stokes) equation with the Green-Kubo
formula for transport coefficients.
Keywords Nonrelativistic hydrodynamics · Renormalized/optimized perturbation theory · Fluctua-
tion theorem · Nonrelativistic curved geometry · Path integral
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1 Introduction and Summary
1.1 Introduction
Hydrodynamics is one of the most established theoretical framework by the use of which we can
describe real-time dynamics of many-body systems. To be more precise, hydrodynamics captures the
macroscopic spacetime evolution of the conserved charge densities such as the energy and momentum
densities [1]. One most important feature of hydrodynamics is that it provides universal description of
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any many-body system: We can apply it to air and water in our daily life, strongly correlated electron
systems in condensed matter physics, nuclear matter inside the neutron stars in astrophysics, the quark-
gluon plasma in high-energy physics, and also active matters in biological systems. Hydrodynamic
analysis including precise numerical simulations is now indispensable tool to investigate real-time
dynamics in many fields of science.
Nevertheless, compared to its successful applications, foundation of hydrodynamics based on under-
lying microscopic theories—in particular, quantum field theories—remains unclear. In fact, although
this problem has been pursued for a long time in development of nonequilibrium (classical) statistical
mechanics [2–9], it was just recent that a much greater understanding of hydrodynamics has been
promoted from the modern viewpoint of nonequilibrium statistical mechanics and quantum field the-
ory. On the one hand, a considerable technique has been developed in the quantum field-theoretical
side, which enables us to construct the generating functional of relativistic hydrodynamics for the
hydrostatic situations [10,11]. In these works, the curved spacetime technique together with symmetry
consideration are fully utilized to clarify the possible form of the hydrostatic generating functional for
relativistic hydrodynamics1. On the other hand, based on the recent development of nonequilibrium
statistical mechanics, one simplest derivation of the nonrelativistic hydrodynamic equations from the
classical Hamiltonian description of systems is given in Ref. [20]. The key idea in that work is an
efficient use of the nonequilibrium identity, or the variant of the so-called fluctuation theorem [21–30].
This treatment is generalized to systems composed of relativistic quantum fields, which brings about
relativistic hydrodynamic equations [31]. In addition, it is also clarified that the same curved spacetime
structure as the hydrostatic situations naturally emerges when we consider a partition functional of
systems in local thermal equilibrium [32].
In spite of these interesting development, there remain two unsatisfactory points for the field theo-
retical derivation of nonrelativistic hydrodynamics. Firstly, the above quantum field-theoretical tech-
nique has been mainly applied to not nonrelativistic hydrodynamics but relativistic hydrodynamics
except for a few works [33–35]. This is partially because the geometric structure is rather compli-
cated in the nonrelativistic situation compared to relativistic one. In fact, instead of using a familiar
pseudo-Riemannian (relativistic) geometry, we have to use an unfamiliar Newton-Cartan (nonrela-
tivistic) geometry in order to discuss the nonrelativistic hydrodynamics [36–39]. This exotic geometric
language looks unnecessarily complicated at first glance, but it provides a considerably efficient way
to clearly specify spacetime symmetries for nonrelativistic systems inescapably tied to hydrodynamic
equations. Secondly, compared to the clear formulation of the nondissipative part, dissipative part of
transport phenomena are often handled in a phenomenological way [35,40], in which they assume the
local version of the second law of thermodynamics, or the existence of the entropy current sµ satisfying
∂µs
µ ≥ 0. However, this local second law of thermodynamics should not be assumed but be derived
based on a certain assumption from the viewpoint of nonequilibrium statistical mechanics. Indeed, due
to the phenomenological aspect of the entropy current analysis, transport coefficients are not calcula-
ble within their formalism, and considered as physical constants taking positive values dependent on
microscopic constituents of the fluid.
Then, it’s time to clarify a complete derivation of nonrelativistic hydrodynamic equations based
on recent developments of both nonequilibrium statistical mechanics and quantum field theory with
the help of the geometric language for nonrelativistic systems. The purpose of this paper is thus
to derive nonrelativistic hydrodynamic equations based on quantum field-theoretical description of
nonrelativistic systems composed of interacting Bosonic or Fermionic spinless Schro¨dinger fields2. To
accomplish this purpose, we first develop a canonical generalization of imaginary-time (Matsubara)
formalism [42, 43] for local thermal equilibrium based on the Newton-Cartan geometry, which en-
ables us to describe the nondissipative transports, e.g. given by convective and hall transport terms.
Furthermore, we construct the optimized/renormalized perturbation theory (See e.g. [44, 45] and ref-
erences therein for references of optimized perturbation theory) for real-time dynamics and derive
the dissipative transport together with the Green-Kubo formula for the transport coefficients [46–48].
1 There are further notable advances to include the non-hydrostatic effects and construct the Wilsonian effective
action of relativistic (fluctuating) hydrodynamics on the basis of the Schwinger-Keldysh formalism (See Refs. [12–19]).
2 Spinful cases will be discussed in the subsequent paper [41].
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This completes the derivation of conventional normal nonrelativistic hydrodynamic equations without
thermal fluctuations.
1.2 Summary of result
We here briefly summarize our result along with the introductory remarks on the basic structure
of conventional hydrodynamics. Hydrodynamic equations are based on (covariant) conservation laws,
whose microscopic parents are given by the following operator identities: (∇µ−Gµ)Jˆ µa(x) = Sˆa(x). Here
∇µ and Gµ denote the covariant derivative and the possible torsional contribution to the conservation
laws, and Jˆ µa(x) ≡ {Tˆ µν(x), JˆµM (x), JˆµQ} conserved current operators like the mass current, Sˆa(x) source
terms like the Lorentz force, respectively. We note that the source terms Sˆa(x) are written in terms
of the conserved currents Jˆ µa(x) and the external fields j(x) under consideration. We will provide the
detailed description of them in the subsequent section. In order to derive the macroscopic hydrodynamic
equation, we need to take the average of conservation laws over some density operator:
(∇µ − Gµ)〈Jˆ µa(x)〉 = 〈Sˆa(x)〉, (1)
where we employed the Heisenberg picture and introduced the average 〈Oˆ〉 ≡ Tr(ρˆ0Oˆ) with the initial
density operator ρˆ0. Although these macroscopic continuity equations serve as basic equations of
hydrodynamics, we cannot solve them unless we express the spatial part of 〈Jˆ µa(x)〉 in terms of the
time component:
〈Jˆ µa(x)〉 = J µa[〈Jˆ 0¯a〉]. (2)
These relations are called constitutive relations. While we do not know the existence of these relations
in a general nonequilibrium situation, we empirically know that they do exist around local thermal
equilibrium. Furthermore, the form of the constitutive relation is universal and information on the
microscopic ingredients is reflected in only a handful of physical properties, which split up into two
groups: The first group is static properties of systems, among which a representative is the equation of
state p = p(〈Jˆ 0¯a〉) with a fluid pressure p. The second group is dynamic properties which, for example,
expresses the ease with which energy current can pass through a medium. These transport properties
are installed to the so-called transport coefficients. Introducing the pressure p and a set of transport
coefficients Li = {η, ζ, κ, · · · } with a shear (bulk) viscosity η (ζ), and the heat conductivity κ, we thus
need a way to determine them for any given value of 〈Jˆ 0¯a〉,
p = p[〈Jˆ 0¯a〉], Li = Li[〈Jˆ 0¯a〉], (3)
on the basis of microscopic models. We then formulate our problems to derive hydrodynamics as
follows: Can we derive the universal form of the constitutive relation together with a way to calculate
necessary physical properties based on the underlying quantum theory?
The foremost point in the present setting is to specify the correct form of the density operator which
captures the full non-linear dynamics of the conserved charge densities. Recalling that hydrodynamics
is applied to systems near local thermal equilibrium, we introduce the local Gibbs distribution for the
density operator, which describes systems in local thermal equilibrium. The local Gibbs distribution
at time t¯ is given by
ρˆLG[t¯;λ] ≡ exp
(
−Sˆ[t¯;λ]
)
, with Sˆ[t¯;λ] ≡ Kˆ[t¯;λ] + Ψ [t¯;λ], (4)
where Kˆ[t¯;λ] is defined as
Kˆ[t¯;λ] ≡ −
∫
dΣt¯µJˆ µaλa = −
∫
dΣt¯µ
(
Tˆ µν(x)βν(x) + JˆµM (x)νM (x) + JˆµQ(x)νQ(x)
)
. (5)
Here Tˆ µν , JˆµM and JˆµQ denote the nonrelativistic energy-momentum tensor, mass current and electric
current operator, respectively, and Ψ [t¯;λ, j] gives the normalization of the density operator:
Ψ [t¯;λ, j] ≡ log Tr exp
(
−Kˆ[t¯;λ]
)
, (6)
4 Masaru Hongo
This funcional Ψ [t¯;λ, j] is identified as the (local) thermodynamic functional known as the Massieu-
Planck functional. We also introduced the hypersurface vector dΣt¯µ whose direction is perpendicular
to constant-time hypersurface, and magnitude is given by its spatial volume element. This form of
the density operator describes local thermal equilibrium with the help of the conjugate local thermo-
dynamic parameter λa(x) ≡ {βµ(x), νM (x), νQ(x)} for the conserved charge densities at time t¯. As
is clarified in the subsequent section, these parameters correspond to the local inverse temperature,
fluid-velocity, and local chemical potential. This form of density operator is a local generalization of
the familiar Gibbs distribution used in the grand canonical ensemble.
We then put a critical assumption that the density operator takes a form of the local Gibbs
distribution at initial time t¯0: ρˆ0 = ρˆLG[t¯0;λ], and consider the subsequent time evolution. Here λ
a(x)
∣∣
t¯0
denotes a set of local thermodynamic parameters at initial time t¯0. Since we fix our initial condition,
the problem seems to be simple: we only need to evaluate 〈Jˆ µa(x)〉 ≡ Tr
(
ρˆ0Jˆ µa(x)). Nevertheless,
contrary to our optimistic expectation, even if we accept the above critical assumption, the derivation of
hydrodynamic equations requires further work. In fact, when we calculate the expectation values of the
conserved current operator 〈Jˆ µa(x)〉 at later time t¯ (> t¯0), we have to approximate it unless we are able
to obtain exact results. To make meaningful approximations at later t¯ (> t¯0), we have to reconstruct
the perturbarive expansion in a similar manner with the optimized/renormalized perturbation theory.
For that purpose, introducing a new set of parameters λa(x)
∣∣
t¯
at later time, we decompose our density
operator as
ρˆ0 = exp
(
−Sˆ[t¯0;λ]
)
= exp
(
−Sˆ[t¯;λ] + Sˆ[t¯;λ]− Sˆ[t¯0;λ]
)
= exp
(
−Sˆ[t¯;λ]
)
Tτ exp
(∫ 1
0
dτΣˆτ [t¯, t¯0;λ]
)
,
(7)
where we defined the entorpy production operator Σˆ[t¯, t¯0;λ] ≡ Sˆ[t¯, λ]−Sˆ[t¯0;λ], and Oˆτ ≡ eτSˆ[t¯,λ]Oˆe−τSˆ[t¯,λ].
By the use of this decomposition, we obtain
〈Jˆ µa(x)〉
∣∣
t¯
= 〈Jˆ µa(x)〉LGt¯ + 〈UˆδJˆ µa(x)〉LGt¯ , with Uˆ ≡ Tτ exp
(∫ 1
0
dτΣˆτ [t¯, t¯0;λ]
)
, (8)
where we introduced 〈Oˆ〉LGt¯ ≡ Tr
(
ρˆLG[t¯;λ]Oˆ
)
and δOˆ ≡ Oˆ − 〈Oˆ〉LGt¯ . At this stage, this is just an
identity, and if we can exactly evaluate e.g. 〈Jˆ µa(x)〉, it does not depend on λa(x)
∣∣
t¯
. We, however,
cannot accomplish such exact calculations in almost every situations, and rather cut the perturbative
expansion at some order on the top of a local Gibbs distribution with new parameters λa(x)
∣∣
t¯
. Then, our
result will depend on a way to define the new parameters λa(x)
∣∣
t¯
. Recalling that we are interested in the
spacetime evolution of the conserved charge densities 〈Jˆ 0¯a(x)〉, we employ a condition like the fastest
apparent convergence (FAC) in the optimized perturbation theory [49] for 〈Jˆ 0¯a(x)〉. In other words,
we put a condition that the deviation of conserved charge density will vanishes: 〈UˆδJˆ 0¯a(x)〉LGt¯ = 0.
This condition is equivalent to
〈Jˆ 0¯a(x)〉
∣∣
t¯
= 〈Jˆ 0¯a(x)〉LGt¯ , (9)
which means that we defined the new parameters λa(x)
∣∣
t¯
so as to match with local thermodynamics for
a given value of 〈Jˆ 0¯a(x)〉
∣∣
t¯
. Through this procedure, Eq. (8) provides us a meaningful decomposition
to isolate the problem containing different types of physical properties: One is to evaluate the average
values of conserved current operators in local thermal equilibrium, and the other is a deviation from
it. The nondissipative first part is shown to be fully captured by the single functional Ψ [t¯;λ, j] which
is given by the path integral of quantum field theories:
Ψ [t¯;λ, j] = log
∫
DφDφ† eS[φ,φ†;j˜]. (10)
Here φ and S[φ, φ†; j˜] denotes a matter field (Schro¨dinger field) and its action under consideration.
The notable point is that the resulting action have full diffeomorphism invariance and gauge invariance
in thermally emergent curved spacetime with imaginary-time independent background fields j˜. Since
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we are considering nonrelativistic systems, the emergent spacetime structure is given by the Newton-
Cartan geometry. The dissipative second part is associated with the entropy production operator
Σˆ[t¯, t¯0;λ] accompanied with time evolution. After writing down the exact formulae for both of them,
we eventually perform the derivative expansion and derive e.g. the first-order constitutive relation as
〈Tˆ µν(x)〉 = −
(E · n)uµnν + nMuµuν + p(δµν − uµnν)
+
κ
β
hµλ(∇⊥λβ + βσP ρλFnσρ)nν − Pµν
ζ
β
hρσ∇ρ⊥βσ −
2η
β
Pµρ hνσ∇〈ρ⊥βσ〉, (11)
〈JˆµM (x)〉 = nMuµ, (12)
which correctly reproduces the Navier-Stokes equation. We, moreover, show that information on static
properties, e.g. the equation of state, is extracted from the local thermodynamic functional Ψ [t¯;λ, j],
and dynamic properties from the Green-Kubo formula:
ζ = β(x)
∫ t¯
−∞
dt¯′
∫
dΣ ′¯tN
′(δ˜pˆ(x), δ˜pˆ(x′))t¯, (13)
η =
β(x)
(d+ 1)(d− 2)
∫ t¯
−∞
dt¯′
∫
dΣ ′¯tN
′(δ˜pˆiµν(x), δ˜pˆiρσ(x′))t¯hµρhνσ, (14)
κ =
β(x)
d− 1
∫ t¯
−∞
dt¯′
∫
dΣ ′¯tN
′(δ˜Eˆµ(x), δ˜Eˆν(x′))t¯hµν , (15)
where we introduced the local version of the Kubo-Mori-Bogoliubov inner product in Eq. (127). Note
that all of the above quantities are, in principle, calculable for any given value of λa(x)
∣∣
t¯
which has
one-to-one correspondence to the conserved charge densities 〈Jˆ 0¯a(x)〉
∣∣
t¯
through Eq. (9). From these
results, we can say that we have derived the hydrodynamic equations based on the underlying quantum
theories3.
This paper is organized as follows: In Sec. 2, we put preliminaries for the nonrelativistic geometry,
symmetries, and local Gibbs ensemble, all of which serves as a basis for our discussion. In Sec. 3,
we provide the path-integral formula for the local thermodynamic functional Ψ [t¯;λ, j] which enables
us to evaluate nondissipative part of constitutive relations: 〈Jˆ µa(x)〉LGt¯ . In Sec. 4, we construct the
optimized/renormalized perturbation theory for time evolution and obtain the exact formula for the
dissipative part of constitutive relation: 〈UˆδJˆ µa(x)〉LGt¯ . In Sec. 5, we eventually perform the derivative
expansion, and derive the constitutive relations together with the Green-Kubo formula for the transport
coefficients. Section. 6 is devoted to a discussion.
2 Preliminaries for nonrelativistic geometry, symmetry, and local Gibbs distribution
In this section, we provide preliminaries for nonrelativistic geometry, symmetries, and local Gibbs
distribution, which gives a solid basis to develop our discussion on the derivation of hydrodynamics.
Our consideration is on the nonrelativistic quantum system, whose Lagrangian is e.g. given by the
nonlinear Schro¨dinger field:
S[ϕ] =
∫
ddx
[
iφ†∂0φ− 1
2m
δij∂iφ
†∂jφ− λ|φ|4
]
. (16)
Starting from this kind of Lagrangian, we would like to put this system under the external U(1) gauge
field and background curved geometry. The former is not so difficult except for the fact that we have a
mass current as a conserved current in addition to the electric current in the nonrelativistic setup. Of
course, in the simple setup where we only have a single component charged field, they give the same
3 We note that the conventional hydrodynamics without thermal fluctuation may break down in the low-dimensional
systems due to the existence of the so-called long-time tail [21, 50–52]. In order to consider the possible long-time tail
effect, we need to construct the nonlinearly fluctuating hydrodynamics and take into account their mode-coupling. We
however do not discuss the effect of hydrodynamic fluctuations in this paper.
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current except for its unit, and thus, they are indeed not independent. However, if we have two or more
components of charged and/or uncharged fields we have to distinguish them. We therefore introduce
two U(1) gauge fields: the former is one for the mass current and the latter one is for the electric
current. Introducing two background U(1) gauge fields (aµ for the U(1)M mass gauge field, and Aµ for
the U(1)Q electromagnetic gauge field), we can put the system under the external U(1) gauge field by
replacing the partial derivative ∂µ with the covariant derivative ∂µ−imaµ−ieAµ. Compared with this,
putting systems in the background curved geometry is somewhat complicated since we have to clarify
a basic structure of the nonrelativistic geometry, which is known as the Newton-Cartan geometry.
Although a part of contents in this section looks too elaborate, it provides a solid basis to derive the
nondissipative part of constitutive relations based on quantum field theories. In fact, as will be shown
in Sec. 3, the nonrelativistic curved geometry, or the so-called Newton-Cartan geometry will naturally
emerge when we construct the imaginary-time formalism for local thermal equilibrium.
In Sec. 2.1, we clarify the basic structure of the nonrelativistic curved geometry, or the twistless
torsional Newton-Cartan (TTNC) geometry. In Sec. 2.2, we derive the covariant (non-)conservation
laws and relation between some currents based on gauge and diffeomorphism invariance. In Sec. 2.3,
we introduce the local Gibbs distribution which describes systems in local thermal equilibrium.
2.1 Spacetime decomposition of Newton-Cartan geometry
We first review the basic structure of the Newton-Cartan geometry which gives a way to describe the
nonrelativistic curved spacetime geometry. As the metric gµν or the vielbein e
a
µ plays a central role
to describe the spacetime structure in the relativistic theory, we have similar geometric objects in the
Newton-Cartan geometry. The Newton-Cartan data is given by {nµ, vµ, hµν , hµν} which satisfies
nµv
µ = 1, nµh
µν = 0, vµhµν = 0, h
µρhρν = δ
µ
ν − vµnν ≡ Pµν . (17)
Note that hµν is not the inverse of hµν as is demonstrated in the last relation. Throughout this paper,
we assume that nµ does not necessarily satisfies dn = 0 but satisfies n ∧ dn = 0. In other words, we
consider the so-called twistless torsional Newton-Cartan (TTNC) geometry (dn 6= 0 but n ∧ dn = 0).
When we finally take flat limit, we will take nµ
∣∣
flat
= (1,0) satisfying dn
∣∣
flat
= 0. Thanks to this
hypersurface orthogonality (n ∧ dn = 0), we can introduce a set of constant time hypersurfaces, or
foliations which parametrize time coordinate (See Fig. 1). We then introduce a time coordinate function
t¯(x) which defines the constant time hypersurface Σt¯ and take nµ as the normal vector perpendicular
to Σt¯: nµ = N(x)∂µt¯(x). In addition, introducing the spatial coordinate systems x¯ = x¯(x) on Σt¯, we
⌃t¯
⌃t¯+dt¯
x¯i = const.
tµ
Future time direction
t xj
xi
Set of constant time hypersurfaces 
(foliation)
Zooming two  
hypersufaces nµ
hµ⌫
Fig. 1 Illustration of the spacetime decomposition of the twistless torsional Newton-Cartan (TTNC) geometry. Σt¯
denotes a hypersurface parametrized by t¯(x) = const., and nµ is a normal vector perpendicular to the hypersurface. On
each constant hypersurface, we introduce a curved spatial coordinate parametrized by hµν (or hµν).
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define the time-direction vector tµ by
tµ ≡ ∂t¯xµ(t¯, x¯). (18)
While the time vector tµ, which determines the local time direction, does not play a central role
in the Newton-Cartan geometry, it is used to define a useful gauge in Sec. 3. When we employ the
new coordinate system {t¯, x¯}, we only have the zeroth component for the normal vector in the new
coordinate systems: nµ¯ = Nδ
0¯
µ¯. Therefore, the second relation in Eq. (17) reveals that h
µν is the
degenerate rank-(d − 1) tensor which only contains spatial components. Noting that the vector vµ
has a non-vanishing time component due to the first relation in Eq. (17), we can introduce the non-
degenerate rank-d tensor γµν and its inverse γµν by
γµν ≡ hµν + vµvν , γµν ≡ hµν + nµnν , (19)
where we can show they are indeed inverse by the use of all relations in Eq. (17). Leaving unfixed
spatial components vi¯, we can explicitly write down the Newton-Cartan data in the coordinate system
{t¯, x¯} as
nµ¯ ≡ (N,0), vµ¯ ≡
(
N−1
vi¯
)
, hµ¯ν¯ ≡
(
N2v2 −Nvi¯
−Nvj¯ hi¯j¯
)
, hµ¯ν¯ ≡
(
0 0
0 hi¯j¯
)
, (20)
where we defined vi¯ ≡ hi¯j¯vj¯ , and v2 ≡ vi¯vi¯ = hi¯j¯vi¯vj¯ . Note that hi¯j¯ is the inverse of hi¯j¯ , so that
they satisfy hi¯k¯h
k¯j¯ = δj¯
i¯
. In this coordinate system, the non-degenerate metric γµ¯ν¯ and its inverse take
forms as
γµ¯ν¯ =
(
N2(v2 + 1) −Nvi¯
−Nvj¯ hi¯j¯
)
, γµ¯ν¯ =
(
N−2 N−1vi¯
N−1vj¯ hi¯j¯ + vi¯vj¯
)
. (21)
Based on the above, we introduce the d-dimensional spacetime volume element for nonrelativistic
geometry as ∫
ddx
√
γ =
∫
ddxN
√
h, with γ ≡ det γµν , h ≡ dethi¯j¯ . (22)
Furthermore, with the help of the normal vector nµ and spatial metric hµν , we also introduce the
hypersurface vector dΣt¯µ as
dΣt¯µ ≡ dΣt¯nµ, with dΣt¯ ≡ dd−1x¯
√
h, (23)
where dΣt¯ denotes the (d− 1)-dimensional spatial volume element on the constant time hypersurface
as is the case for relativistic geometry. The integral of the spatial volume element can be rewritten in
terms of spacetime integral as follows:∫
dΣt¯ =
∫
dd−1x¯
√
h =
∫
ddx
√
γN−1δ(t¯− t¯(x)), (24)
which will be used in the subsequent discussion.
In addition to the above geometric data, we introduce the covariant derivative ∇µ acting on e.g.
(1, 1)-tensor Aνρ as
∇µAνρ ≡ ∂µAνρ + Γ νµσAσρ − ΓσµρAνσ, (25)
where Γµνρ denotes a connection for the nonrelativistic curved geometry. As the metric compatibility
condition ∇µgνρ = ∇µgνρ = 0 (together with the torsion-free assumption) determines the Levi-Civita
connection Γµνρ, we put the compatibility condition for the Newton-Cartan data:
∇µnν = 0, ∇µhνρ = 0, (26)
in order to determine our nonrelativistic connection. Here note that ∇µhνρ does not vanish since hµν
is not the inverse of hµν . Nevertheless, these compatibility conditions are not enough to determine
the complete form of the connection Γµνρ, and we have to put another condition to fix it. There
are two competing options for the additional condition [34, 38]: One is invariance under the U(1)M
mass gauge transformation aµ → aµ + ∂µα, and another is invariance under the so-called Milne boost
transformation defined in Eq. (49) in the next subsection. These conditions are incompatible with each
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other and we cannot respect both of them. Following the Ref. [34], we employ mass gauge invariance
and use the following expressions for the connection
Γµνρ ≡ vµ∂νnρ +
1
2
hµσ
(
∂νhρσ + ∂ρhνσ − ∂σhνρ
)
+
1
2
hµσ(nνF
a
ρσ + nρF
a
νσ), (27)
where we defined the field strength tensor for the U(1)M mass gauge field aµ as
F aµν ≡ ∂µaν − ∂νaµ. (28)
This connection is manifestly invariant under the U(1)M gauge transformation but not invariant under
the Milne boost transformation4. The first term in Eq. (27) brings about the anti-symmetric (torsional)
part of the connection:
Γµνρ − Γµρν = vµFnνρ, with Fnµν ≡ ∂µnν − ∂νnµ, (30)
which does not vanish if dn = Fnµνdx
µ ∧ dxν 6= 0.
We then show a useful formula for a later discussion:
∂t¯
∫
dΣt¯µf
µ =
∫
dΣt¯N(x)(∇µ − Gµ)fµ, (31)
where fµ(x) denotes an arbitrary smooth vector, and Gµ ≡ Γ ννµ − Γ νµν = vνFnνµ results from the tor-
sional contribution for the covariant derivative. This formula can be derived as follows: Using Eq. (24)
and the definition of the normal vector nµ ≡ N∂µt¯(x) and assuming that fµ(x) vanishes at the space-
time boundary, we obtain ∫
dΣt¯µf
µ =
∫
ddx¯
√
hδ(t¯− t¯(x))N∂µt¯(x)fµ
= −
∫
ddx¯
√
γ∂µθ(t¯− t¯(x))fµ
=
∫
ddx¯
√
γθ(t¯− t¯(x))(∇µ − Gµ)fµ,
(32)
where we performed the integration by parts to proceed the second line and used ∂µ
√
γ =
√
γ Γ νµν =√
γ(Γ ννµ − Gµ). We then differentiate Eq. (32) with respect to t¯
∂t¯
∫
dΣt¯µf
µ = ∂t¯
∫
ddx¯
√
γθ(t¯− t¯(x))(∇µ − Gµ)fµ
=
∫
dΣt¯N(x)(∇µ − Gµ)fµ.
(33)
This is just Eq. (31) which we want to prove. This formula, which belongs to a family of the Stokes
theorem, will be often used in the subsequent discussion.
4 Alternatively, we can employ the Milne boost invariant connection given by
Γµνρ ≡ v¯µ∂νnρ +
1
2
hµσ
(
∂ν h¯ρσ + ∂ρh¯νσ − ∂σh¯νρ
)
, with v¯µ ≡ vµ − hµνaν , h¯µν ≡ hµν + nµaν + nνaµ. (29)
Since v¯µ and h¯µν are Milne boost invariant, this connection is manifestly Milne boost invariant (See e.g. Refs. [34, 38]
in more detail).
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2.2 Nonrelativistic symmetry and conservation law
We next discuss the relation between symmetries for nonrelativistic systems and its consequences like
conservation laws based on gauge and coordinate reparametrization symmetry. With the help of the
geometric preliminary developed in the previous section, our system is now put in the presence of
the external U(1)M and U(1)Q gauge fields and background curved (TTNC) geometry. Writing all
the external fields together by j(x) = {nµ(x), vµ(x), hµν(x), hµν(x), aµ(x), Aµ(x)}, we can express our
action as
S[ϕ; j] =
∫
ddx
√
γL(ϕi(x), ∂µϕi(x); j(x)), (34)
where ϕi denotes a set of dynamical matter fields under consideration, and spacetime integral covers
all region where matter fields exist. For example, the explicit form of the Lagrangian for the charged
and/or uncharged spinless nonlinear Schro¨dinger fields φn in the Newton-Cartan geometry is given by
L(φ,Dµφ) =
∑
n
[
i
2
vµφ†n
←→
Dµφn − 1
2mn
hµνDµφ
†
nDνφn −
∑
m
λn,m|φn|2|φm|2
]
, (35)
where we defined φ†n
←→
Dµφn ≡ φ†nDµφn − φnDµφ†n with the covariant derivative Dµ:
Dµφn ≡ (∂µ + imnaµ + iqnAµ)φn, Dµφ†n ≡ (∂µ − imnaµ − iqnAµ)φ†n, (36)
where we take a mass (electric charge) of the matter field φn as mn (qn).
Let us then consider a set of infinitesimal transformation with the general coordinate transforma-
tion, U(1)M and U(1)Q gauge transformation, and the so-called Milne boost transformation driven by
parameters χ(x) ≡ {ξµ(x), αM (x), αQ(x), Λµ(x)}:
δχnµ = ξ
ν∂νnµ + nν∂µξ
ν ,
δχh
µν = ξρ∂ρh
µν − hµρ∂ρξν − hνρ∂ρξµ,
δχv
µ = ξν∂νv
µ − vν∂νξµ + hµνΛν ,
δχhµν = ξ
ρ∂ρhµν + hµρ∂νξ
ρ + hνρ∂µξ
ρ − (nµP ρν + nνP ρµ )Λρ,
δχaµ = ξ
ν∂νaµ + aν∂µξ
ν + ∂µαM − P νµΛν ,
δχAµ = ξ
ν∂νAµ +Aν∂µξ
ν + ∂µαQ,
δχϕi = £ξϕi − iαMmiϕi − iαQqiϕi,
(37)
where χ(x) = {ξµ(x), αM (x), αQ(x), Λµ(x)} denotes a set of arbitrary infinitesimal vector and scalar
functions which vanish at the boundary of the spacetime region, and mi (qi) does the mass (U(1)Q
charge) of the matter field ϕi(x), respectively. We then consider systems whose action is invariant
under these transformations5 : δχS = 0. On the other hand, we can express δχS in terms of variations
of the action with respect to external fields. We, however, have to pay attention to the fact that all
variation of the Newton-Cartan data {nµ, hµν , vµ, hµν} is not independent due to the condition (17).
For example, if we take the variation of the first relation of Eqs. (17), we obtain
δ(nµv
µ) = vµδnµ + nµδv
µ = 0, (38)
which shows that the variations of nµ and v
µ are related with each other. Following Ref. [34], we make
the variation of nµ to be arbitrary, and, as a consequence, the variation of {hµν , vµ, hµν} is constrained
as follows: 
δvµ = −vµvνδnν + Pµν δv¯ν ,
δhµν = −(vµhνρ + vνhµρ)δnρ + Pµρ P νσ δh¯ρσ,
δhµν = −(nµhνρ + nνhµρ)δv¯ρ − hµρhνσδh¯ρσ,
(39)
5 When we will take into account the magnetic moment gs in d = 2 + 1 dimensions, we have to slightly modify the
Milne boost transformation for the gauge field aµ to include the effect of gs. In this paper, we do not take into account
the magnetic moment.
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where δv¯µ and δh¯µν are unconstrained. Taking into account this, we only have the independent variation
{δnµ, δh¯µν , δv¯µ, δaµ, δAµ} as
δχnµ = ∇µ(ξνnν)− Fnµνξν ,
δχh¯
µν = PµαP
ν
β δχh
αβ = PµαP
ν
β (ξ
ρ∇ρhαβ − hαρ∇ρξβ − hβρ∇ρξα),
δχv¯
µ = Pµν δχv
ν = Pµν (ξ
ρ∇ρvν − vρ∇ρξν) + hµνΛν ,
δχaµ = ∇µ(ξνaν)− F aµνξν + ∂µαM − P νµΛν ,
δχAµ = ∇µ(ξνAν)− Fµνξν + ∂µαQ,
(40)
where, in addition to the field strength tensors for aµ and nµ defined in Eqs. (28) and (30), we further
introduced the field strength tensor for Aµ:
Fµν ≡ ∂µAν − ∂νAµ. (41)
Using these expressions together with the fact that variations of dynamical fields ϕi does not contribute
by the use of the equation of motion (δS/δϕi = 0), we can express δχS as
δχS =
∫
ddx
[
δS
δnµ
δχnµ +
δS
δh¯µν
δχh¯
µν +
δS
δv¯µ
δχv¯
µ +
δS
δaµ
δχaµ +
δS
δAµ
δχAµ
]
=
∫
ddx
√
γ
[
−Eµδχnµ − 1
2
Tµνδχh¯
µν − Pµδχv¯µ − JµMδχaµ − JµQδχAµ
]
=
∫
ddx
√
γξν
[
− (∇µ − Gµ)T µν + JµMF aµν + JµQFµν − T µρ(Fnµνvρ + nµ∇νvρ)
+ aν(∇µ − Gµ)JµM +Aν(∇µ − Gµ)JµQ
]
+
∫
ddx
√
γ
[
αM (∇µ − Gµ)JµM + αQ(∇µ − Gµ)JµQ − hµνΛν(Pµ − hµρJρM )
]
+ (surface terms),
(42)
where we defined a set of conserved currents—energy current Eµ, stress tensor Tµν , momentum density
Pµ, mass current JµM and electric current JµQ—by the variation of the action with respect to external
fields:
Eµ ≡ − 1√
γ
δS
δnµ
, Tµν ≡ − 2√
γ
δS
δh¯µν
, Pµ ≡ − 1√
γ
δS
δv¯µ
, JµM ≡ −
1√
γ
δS
δaµ
, JµQ ≡ −
1√
γ
δS
δAµ
. (43)
To obtain the last line in Eq. (42), we performed the integral by parts and introduced the nonrelativistic
energy-momentum tensor T µν defined by a combination of conserved currents,
T µν ≡ −Eµnν + vµPν + Tµν , (44)
where we raised the index of stress tensor by hµν : Tµν ≡ hµρTρν . Recalling that ξν(x), αM (x), αQ(x)
and Λν(x) are arbitrary functions, invariance of the action (δχS = 0) implies
(∇µ − Gµ)T µν = JµMF aµν + JµQFµν − T µρ(Fnµνvρ + nµ∇νvρ), (45)
(∇µ − Gµ)JµM = 0, (46)
(∇µ − Gµ)JµQ = 0, (47)
Pµ = hµνJνM , (48)
the operator version of which will be used as a basic building block to derive hydrodynamic equations.
The first two equations provides a complete set of the nonrelativistic covariant conservation laws—
Eq. (45) gives the energy-momentum conservation law, Eq. (46) the mass conservation law, and Eq. (47)
the electric charge conservation law6. In fact, if we see the conserved charge density associated with
6 As is clearly seen from the right-hand-side of Eq. (45), they are associated with the source terms like the Lorentz
force, and indeed, non-conservation laws. Nevertheless, we hereafter refer to Eqs. (45)-(47) as the covariant conservation
laws for the sake of simplicity.
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T µν , they are given by nµT µν = −n · Enν +Pν . The first term of this represents the energy density, and
the second term the momentum density. We can thus regard Eq. (45) as the nonrelativistic energy-
momentum conservation laws. We, however, note that if we defined T µν ≡ hνρT µρ, this is not necessarily
symmetric with respect to their indices: T µν 6= T νµ. Contrary to the first three equations, the fourth
equation (48) does not provide the conservation law but provides the relation between the momentum
density Pµ and the mass current JµM , which is well known for nonrelativistic systems. This results from
the fact that the Milne boost invariance is not the dynamical symmetry of our action; in other words,
as is demonstrated in Eq. (37), we do not have the transformation of the dynamical fields ϕi unlike the
gauge and coordinate transformations. The Milne boost invariance thus represents the redundancy how
we describe the external field applied to the systems by the use of {vµ, hµν , aµ}. Although this relation
does not look so important compared to the conservation laws, it will lead to the worthwhile result that
the electrical conductivity vanishes for single-component nonrelativistic systems as discussed in Sec. 4-
5. We also note that our covariant action under consideration—e.g. one constructed by (35)—enjoys
symmetry under the finite Milne boost transformation given by
δΛv
µ = hµνΛν ,
δΛhµν = −(nµP ρν + nνP ρµ )Λρ + nµnνhρσΛρΛσ,
δΛaµ = −P νµΛν +
1
2
nµh
ρσΛρΛσ,
(49)
where Λµ(x) in this equation denotes not the infinitesimal vector but the finite vector. This finite Milne
boost invariance becomes important when we will consider the path-integral formula associated with
local thermal equilibrium in Sec. 3.
2.3 Local Gibbs distribution
As is the case for relativistic quantum field theories [31, 32], we introduce the local Gibbs distribu-
tion for the density operator to describe the nonrelativistic system in local thermal equilibrium. The
local Gibbs distribution is a generalization of the (global) Gibbs distribution employed in the grand-
canonical ensemble. It provides a way to describe locally thermalized systems in terms of a set of
the (intensive) local thermodynamic parameters λa(x) ≡ {βµ(x), ν′M (x), ν′Q(x)}—the conjugate local
thermodynamic variables, or the Lagrange multipliers to determine the average values of the conserved
charge densities cˆa(x) ≡ {pˆν(x), nˆ′M (x), nˆ′Q(x)} with pˆν(x) ≡ nµ(x)Tˆ µν(x), nˆ′M (x) ≡ nµ(x)JˆµM (x), and
nˆ′Q(x) ≡ nµ(x)JˆµQ(x). The explicit form of the local Gibbs distribution7 is given by
ρˆLG[t¯;λ] ≡ exp
(
−Sˆ[t¯;λ]
)
, with Sˆ[t¯;λ] ≡ Kˆ[t¯;λ] + Ψ [t¯;λ], (50)
where Kˆ[t¯;λ] is defined as
Kˆ[t¯;λ] ≡ −
∫
dΣt¯µJˆ µaλa = −
∫
dΣt¯µ
(
Tˆ µν(x)βν(x) + JˆµM (x)ν′M (x) + JˆµQ(x)ν′Q(x)
)
. (51)
Here we used the hypersurface vector dΣt¯µ = dΣt¯nµ introduced in the previous section, and Jˆ µa(x) ≡
{Tˆ µν(x), JˆµM (x), JˆµQ(x)} denotes a set of conserved current operators. We also introduced the normal-
ization factor Ψ [t¯;λ, j] which is identified as the local thermodynamic functional, or the so-called
Massieu-Planck functional:
Ψ [t¯;λ] = log Tr exp(−Kˆ[t¯;λ]). (52)
This functional is one of the most important quantities in our formulation since it is shown to contain
complete information on transport properties of systems in local thermal equilibrium; namely, as will
be shown in the next section, we can extract the average value of all the conserved current operators
7 The local Gibbs distribution is uniquely determined by solving the maximization problem with constraints on the
conserved charge densities (See e.g. Ref. [32] in detail).
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〈Jˆ µa(x)〉LGt¯ from this single functional Ψ [t¯;λ, j]. Here we defined 〈Oˆ〉LGt¯ ≡ Tr(ρˆLG[t¯;λ]Oˆ) representing
the average value of an arbitrary operator Oˆ in local thermal equilibrium at time t¯.
Before moving to the discussion on average values of conserved currents in local thermal equilibrium,
we here quickly review some basic properties of thermodynamic functionals for later use. As is clear
from the definition of the Massieu-Planck functional, taking variation of Ψ [t¯;λ, j] with respect to λa(x)
provides the average value of the conserved charge densities over local Gibbs distribution:
ca(x)
∣∣
t¯
≡ 〈cˆa(x)〉LGt¯ =
δΨ [t¯;λ]
δλa(x)
. (53)
This relation shows that the Massieu-Planck functional is properly regarded as the local thermodynamic
functional. Furthermore, we introduce the entropy functional S[t¯; c] for local thermal equilibrium as
S[t¯; c] ≡ 〈Sˆ[t¯;λ]〉LGt¯ = −Tr
(
log ρˆLG[t¯;λ] log ρˆLG[t¯;λ]
)
= −
∫
dΣt¯λ
a(x)ca(x) + Ψ [t¯;λ, j],
(54)
which is nothing but the Legendre transformation of Ψ [t¯;λ]8. We note that the natural variables for
the entropy functional is not λa(x) but conserved charge densities ca(x) as usual. This is clarified by
taking a variation of the entropy functional:
δS = −
∫
dΣt¯
(
λaδca + caδλ
a
)
+ δΨ [t¯;λ, j]
= −
∫
dΣt¯
(
λa(x)δca(x) + ca(x)δλ
a(x)
)
+
∫
dΣt¯δλ
a(x)
δΨ [t¯;λ]
δλa(x)
= −
∫
dΣt¯λ
a(x)δca(x)
(56)
where we used Eq. (53) to proceed the last line. We therefore obtain the following formula for local
thermodynamics parameters λa(x):
λa(x)
∣∣
t¯
= −δS[t¯; c]
δca(x)
. (57)
It is worthwhile to emphasize that we have the one-to-one correspondence between the local thermo-
dynamic parameters λa(x) and the averaged conserved charge densities ca(x) owing to the convexity
of the Massieu-Planck functional Ψ [t¯;λ, j].
3 Path-integral formula for local thermal equilibrium
In this section, we develop the imaginary-time path-integral formalism for spinless Schro¨dinger fields
in local thermal equilibrium, which enables us to evaluate nondissipative part of constitutive relations
(See Ref. [32] in the relativistic case). In Sec. 3.1, we first show that the Massieu-Planck functional is
regarded as a generating functional for the average value of conserved current operators over the local
Gibbs distribution 〈Jˆ µa(x)〉LGt¯ . We provide the exact variational formula based on invariance of the
functional operator Kˆ[t¯;λ]. We also introduce a useful gauge choice, a hydrostatic gauge, which simplify
our calculation. In Sec. 3.2, explicitly dealing with spinless Bosonic and Fermionic Schro¨dinger fields,
we obtain the path-integral formula for the Massieu-Planck functional, and show that it is written in
terms of quantum field theories in the thermally emergent Newton-Cartan geometry. In Sec. 3.3, we
summarize the symmetry properties of the Massieu-Planck functional.
8 To be precise, based on the convexity of the Massieu-Planck functional Ψ [t¯;λ, j], we define the entropy functional
S[t¯; c] in accordance with the proper manner of the Legendre transformation:
S[t¯; c] ≡ inf
λ
[∫
dΣt¯λ
aca + Ψ [t¯;λ]
]
. (55)
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3.1 Variational formula for nondissipative constitutive relation
Here we provide the variational formula for the Massieu-Planck functional and show that it is regarded
as a generating functional for 〈Jˆ µa(x)〉LGt¯ . After deriving the variational formula without a gauge fixing
in Sec. 3.1.1, we introduce the useful gauge which we call hydrostatic gauge in Sec. 3.1.2.
3.1.1 Derivation of variational formula in general setup
We here show the derivation of the variational formula in a general setup without gauge fixing. First
of all, we rewrite Kˆ[t¯;λ] as
Kˆ[t¯, λ, j] =
∫
ddxδ(t¯− t¯(x))κˆ(λa, j), with κˆ(λa, j) ≡ √γN−1nµJˆ µaλa, (58)
from which we can see that this functional operator is manifestly invariant under the coordinate
reparametrization. In order to emphasize arguments of functional operator Kˆ[t¯;λ], we explicitly write
down them. We also note that this functional operator is U(1)M and U(1)Q gauge invariant. Let us
then consider the combination of the infinitesimal coordinate reparametrization and U(1)M,Q gauge
transformation to the specific direction whose parameters are given by ξµ(x) = βµ(x), αM (x) =
−(ν′M + β · a), and αQ(x) = −(ν′Q + β · A). Invariance of Kˆ[t¯, λ, j] under this transformation leads
to the following operator identity9
δλKˆ[t¯, λ, j] ≡ Kˆ[t¯+ £β t¯, λa + £βλa, j + δλj]− Kˆ[t¯, λa, j] = 0, (59)
where £β denotes the Lie derivative along β
µ. We write the variation of external fields as δλj to reveal
that our variation of the U(1)M,Q gauge field is not a simple Lie derivative but given by
δλaµ ≡ £βaµ −∇µ(ν′M + β · a) = −βνF aµν −∇µν′M , (60)
δλAµ ≡ £βAµ −∇µ(ν′Q + β ·A) = −βνFµν −∇µν′Q, (61)
while the variations of the other external fields, or the Newton-Cartan data is simply given by their
Lie derivatives: e.g. δλnµ = £βnµ. We note that the lie derivatives of νM,Q are expressed as £βν
′
M =
−βµδλaµ and £βν′Q = −βµδλAµ due to Eqs. (60)-(61). Based on these, we can express δλKˆ[t¯, λ, j] in
terms of the variations as
δλKˆ =
∫
ddx
[
δKˆ
δt¯(x)
£β t¯(x) +
δKˆ
δλa(x)
£βλ
a(x) +
δKˆ
δja(x)
δλja(x)
]
=
∫
ddx
[
√
γδ(t¯− t¯(x))
(
Eˆµ£βnµ + Pˆµ£β v¯µ + 1
2
Tˆµν£βh¯
µν + JˆµMδλaµ + Jˆ
µ
QδλAµ
)
βµ∂µt¯
+
δKˆ
δnµ
£βnµ +
δKˆ
δv¯µ
£β v¯
µ +
δKˆ
δh¯µν
£βh¯
µν +
(
δKˆ
δaµ
− δKˆ
δν′M
βµ
)
δλaµ +
(
δKˆ
δAµ
− δKˆ
δν′Q
βµ
)
δλAµ
]
=
∫
ddx
[(
β
√
h Eˆµ∣∣
t¯
+
δKˆ
δnµ
)
£βnµ +
(
β
√
hPˆµ
∣∣
t¯
+
δKˆ
δv¯µ
)
£β v¯
µ +
(
β
√
h
2
Tˆµν
∣∣
t¯
+
δKˆ
δh¯µν
)
£βh¯
µν
+
(
β
√
hJˆµM
∣∣
t¯
− δKˆ
δν′M
βµ +
δKˆ
δaµ
)
δλaµ +
(
β
√
hJˆµQ
∣∣
t¯
− δKˆ
δν′Q
βµ +
δKˆ
δAµ
)
δλAµ
]
,
(62)
9 We can also derive this operator identity in the following simple way. For that purpose, we note that the functional
operator Kˆ[t¯;λ] generates a set of the coordinate reparametrization and gauge transformation with parameters ξµ(x) =
βµ(x), αM (x) = (ν
′
M − β · a), and αQ(x) = (ν′Q − β · A). Then, we can immediately see that the above identity is
nothing but the commutativity of themselves:
[
iKˆ[t¯;λ, j], Kˆ[t¯, λ, j]
]
= δλKˆ[t¯, λ, j] = 0
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where we defined β(x) ≡ nµ(x)βµ(x) = N(x)β0¯(x) and used the following expression for the first term
in the first line:
δKˆ
δt¯(x)
=
δ
δt¯(x)
∫
ddx
√
γθ(t¯− t¯(x))(∇µ − Gµ)(Jˆ µaλa)
= −
∫
ddx
√
γδ(t¯− t¯(x))(∇µ − Gµ)(Jˆ µaλa)
=
∫
ddx
√
γδ(t¯− t¯(x))
(
Eˆµ£βnµ + Pˆµ£βvµ + 1
2
Tˆµν£βh
µν + JˆµMδλaµ + Jˆ
µ
QδλAµ
)
.
(63)
Here we used Eq. (32) to rewrite Kˆ[t¯, λ, j] by the use of the step function θ(t¯− t¯(x)), and substitute the
following results for the covariant divergence of Jˆ µaλa with the help of the conservation laws (45)-(47):
(∇µ − Gµ)
(Jˆ µaλa) = Tˆ µν(∇µβν − βρ(Fnµρvν + nµ∇ρvν))+ JˆµM (βνF aµν +∇µν′M ) + JˆµQ(βνFµν +∇µν′Q)
= (−Eˆµnν + vµPˆν + Tˆµν)∇µβν + EˆµFnµνβν − Pˆµβν∇νvµ − JˆµMδλaµ − JˆµQδλAµ
= −Eˆµ£βnµ − Pˆµ£β v¯µ − 1
2
Tˆµν£βh¯
µν − JˆµMδλaµ − JˆµQδλAµ.
(64)
We then take average of Eq. (62) over the local Gibbs distribution at that time t¯, which results in
〈δλKˆ〉LGt¯ =
∫
ddx
[(
β
√
h〈Eˆµ〉LGt¯ −
δΨ
δnµ
)
£βnµ
+
(
β
√
h〈Pˆµ〉LGt¯ −
δΨ
δv¯µ
)
£β v¯µ +
(
β
√
h
2
〈Tˆµν〉LGt¯ −
δΨ
δh¯µν
)
£βh¯
µν
+
(
β
√
h〈JˆµM 〉LGt¯ +
δΨ
δν′M
βµ − δΨ
δaµ
)
δλaµ +
(
β
√
h〈JˆµQ〉LGt¯ +
δΨ
δν′Q
βµ − δΨ
δAµ
)
δλAµ
]
,
(65)
where we replaced the average value of the variation of Kˆ[t¯, λ, j] with respect to external fields as
the variation of the Massieu-Planck functional. Therefore, using the identity 〈δλKˆ〉LGt¯ = 0, we have
eventually obtained a set of the variational formulae for the Massieu-Planck functional:
〈Eˆµ(x)〉LGt¯ =
1
β
√
h
δΨ [t¯;λ, j]
δnµ(x)
,
〈Pˆµ(x)〉LGt¯ =
1
β
√
h
δΨ [t¯;λ, j]
δv¯µ(x)
,
〈Tˆµν(x)〉LGt¯ =
2
β
√
h
δΨ [t¯;λ, j]
δh¯µν(x)
,

〈JˆµM (x)〉LGt¯ = −
1
β
√
h
(
δΨ [t¯;λ, j]
δν′M (x)
βµ − δΨ [t¯;λ, j]
δaµ(x)
)
,
〈JˆµQ(x)〉LGt¯ = −
1
β
√
h
(
δΨ [t¯;λ, j]
δν′Q(x)
βµ − δΨ [t¯;λ, j]
δAµ(x)
)
,
(66)
Combining the first three equations we can construct the variational formula for nonrelativistic energy-
momentum tensor as
〈Tˆ µν(x)〉LGt¯ =
1
β
√
h
(
−δΨ [t¯;λ, j]
δnµ(x)
nν(x) + v
µ(x)
δΨ [t¯;λ, j]
δv¯ν(x)
+ 2hµρ(x)
δΨ [t¯;λ, j]
δh¯ρν(x)
)
. (67)
These variational formulae relate the expectation values of all the conserved charge currents in local
thermal equilibrium to the single functional Ψ [t¯;λ, j]. Therefore, once we evaluate the Massieu-Planck
functional Ψ [t¯;λ, j], we can immediately calculate the average values of the conserved current operators
over the local Gibbs distribution by the use of these formulae. We thus only need to evaluate the
Massieu-Planck functional Ψ [t¯;λ, j] to obtain 〈Jˆ µa(x)〉LGt¯ . Note that these variational formulae are
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exact in the sense that we do not perform the derivative expansion at this stage. Of course, in order
to derive the usual hydrodynamic equations in Sec. 5, we will perform the derivative expansion of
Ψ [t¯;λ, j]. Nevertheless, this formula can be applied in more general situations where some components
of derivative expansion breaks down10.
3.1.2 Variational formula in the hydrostatic gauge
In the previous subsection, we derived the variational formulae (66) in the general setup without
choosing any special coordinate system or special gauge. Although variational formulae (66) tell us
complete information on nondissipative transports taking place in local thermal equilibrium, it is more
useful to reexpress them in a special gauge which we call the hydrostatic gauge. Furthermore, it is
also notable that we can considerably simplify the derivation of variation formulae in that gauge.
Thus, we here rederive and reexpress the variational formulae for the Massieu-Planck functional in the
hydrostatic gauge.
The key identity in our discussion is the time derivative of the Massieu-Planck functional:
∂t¯Ψ [t¯;λ, j] = −〈∂t¯Kˆ[t¯;λ, j]〉LGt¯ =
〈
∂t¯
∫
dΣt¯µJˆ µaλa
〉LG
t¯
=
〈∫
dΣt¯N(∇µ − Gµ)
(Jˆ µaλa)〉LG
t¯
= −
〈∫
dΣt¯N
(
Eˆµ£βnµ + Pˆµ£β v¯µ + 1
2
Tˆµν£βh¯
µν + JˆµMδλaµ + Jˆ
µ
QδλAµ
)〉LG
t¯
,
(68)
where we used Stokes theorem (31) and Eq. (64) to proceed the second and third line, respectively. This
is a general identity without gauge fixing. Then, let us introduce the hydrostatic gauge by matching
the time-direction vector tµ(x) in Eq. (18), and zeroth component of gauge fields a0¯(x) = t
µ(x)aµ(x)
and A0¯ = t
µ(x)Aµ(x) with local thermodynamic parameters λ
a(x):
tµ(x) = βµ(x)/β0, a0¯(x) = −ν′M (x)/β0, A0¯(x) = −ν′Q(x)/β0, (69)
where β0 denotes an arbitrary constant, or reference inverse temperature. This equation is a hydrostatic
gauge fixing condition. The second and third conditions in Eq. (69) are common; it means that we can
regard the chemical potential as the zeroth component of corresponding gauge fields in the hydrostatic
gauge. The first equation enables us to see our inhomogeneous fluid configurations in an extremely
simplified way. Indeed, as is shown in Fig. 2, our fluid vector βµ(x) becomes a homogeneous constant
vector directed to the time direction in the hydrostatic (t¯, x¯)-coordinate. Thus, in this coordinate
system, the fluid looks entirely at rest, which is the origin of the name hydrostatic gauge. Nevertheless,
it is important to emphasize that our system is, in general, not stationary at all contrary to its
hydrostatic appearance. This results from the fact that our fluid vector βµ, or the time-direction vector
tµ in the hydrostatic gauge, is not a killing vector: £tgµν 6= 0. Therefore, to choose the hydrostatic
gauge in the whole spacetime, we need to track the time-dependent fluid vector βµ to match it with
the time-direction vector at every moment.
Then, let us derive the variational formula in the hydrostatic gauge. Thanks to the hydrostatic gauge
condition (69), we can replace δλaµ and δλAµ in the hydrostatic gauge by the simple lie derivatives:
δλaµ
∣∣
hs
= £βaµ −∇µ(ν′M + β · a)
∣∣
ν′M=−β·a
= £βaµ,
δλAµ
∣∣
hs
= £βAµ −∇µ(ν′Q + β · a)
∣∣
ν′Q=−β·A
= £βAµ.
(70)
Using these relations together with £t = (β0)
−1£ββµ which also results from the gauge fixing condition
(69), we obtain the following expression for ∂t¯Ψ [t¯;λ, j]:
∂t¯Ψ [t¯; j]
∣∣
hs
= −
∫
dd−1x¯
√
γβ0
(
〈Eˆµ〉LGt¯ £tnµ + 〈Pˆµ〉LGt¯ £tv¯µ +
1
2
〈Tˆµν〉LGt¯ £th¯µν + 〈JˆµM 〉LGt¯ £taµ + 〈JˆµQ〉LGt¯ £tAµ
)
.
(71)
10 Such an interesting situation is often realized in condensed matter system under a strong magnetic field, which will
be discussed in our subsequent paper [41].
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Future time 
direction
Picture before gauge fixing
t¯(x) = t¯2
t¯(x) = t¯1
Gauge fixing
 µ(t¯1, x¯)
 µ(t¯2, x¯)
x¯i = const.
tµ
tµ
Picture in hydrostatic gauge
 µ¯(x) =  0 
µ¯
0¯t¯
t¯2
t¯1
x¯i
x¯j
t xj
xi
8><>:
tµ =  µ/ 0
a0¯ =  ⌫0M/ 0
A0¯ =  ⌫0Q/ 0
Fig. 2 Schematic picture of the hydrostatic gauge fixing. While we have an arbitrary inhomogeneous fluid vector configu-
ration βµ(x) before the hydrostatic gauge fixing (left figure), we have homogeneously ordered fluid vector βµ¯(x)
∣∣
hs
= β0δ
µ¯
0¯
in the hydrostatic gauge (right figure).
On the other hand, the left-hand-side of this equation is nothing but the lie derivative of the Massieu-
Planck functional Ψ [t¯; j]
∣∣
hs
along the time-direction vector tµ, and thus, we can simply express it in
terms of variations as
∂t¯Ψ [t¯; j]
∣∣
hs
=
∫
dd−1x¯
(
δΨ
δnµ
£tnµ +
δΨ
δv¯µ
£tv¯
µ +
δΨ
δh¯µν
£th¯
µν +
δΨ
δaµ
£taµ +
δΨ
δAµ
£tAµ
)
. (72)
Therefore, matching these equation immediately provides the following simple variational formulae in
the hydrostatic gauge:
〈Eˆµ(x)〉LGt¯ = −
1
β0
√
γ
δΨ [t¯; j]
δnµ(x)
∣∣∣∣∣
hs
,
〈Pˆµ(x)〉LGt¯ = −
1
β0
√
γ
δΨ [t¯; j]
δv¯µ(x)
∣∣∣∣∣
hs
,
〈Tˆµν(x)〉LGt¯ = −
2
β0
√
γ
δΨ [t¯; j]
δh¯µν(x)
∣∣∣∣∣
hs
,

〈JˆµM (x)〉LGt¯ = −
1
β0
√
γ
δΨ [t¯; j]
δaµ(x)
∣∣∣∣∣
hs
,
〈JˆµQ(x)〉LGt¯ = −
1
β0
√
γ
δΨ [t¯; j]
δAµ(x)
∣∣∣∣∣
hs
.
(73)
From these variational formulae, we see that the Massieu-Planck functional in the hydrostatic gauge
Ψ [t¯; j]
∣∣
hs
simply serves as a generating functional (or a kind of the action) for the conserved current
operator averaged over the local Gibbs distribution (See Eq. (43) for the definition of the microscopic
current operators). Again, combining the first three equation enables us to evaluate the nonrelativistic
energy-momentum tensor in local thermal equilibrium as follows:
〈Tˆ µν(x)〉LGt¯ = −
1
β0
√
γ
(
−δΨ [t¯; j]
δnµ(x)
∣∣∣∣∣
hs
nν(x) + v
µ(x)
δΨ [t¯; j]
δv¯ν(x)
∣∣∣∣∣
hs
+ 2hµρ(x)
δΨ [t¯; j]
δh¯ρν(x)
∣∣∣∣∣
hs
)
. (74)
When we will perform the derivative expansion and derive the hydrodynamic equation in Sec. 5, we
will use these variational formulae instead of the general ones (66).
3.2 Path-integral formula and thermally emergent Newton-Cartan geometry
As demonstrated in the previous section, we can extract information on all the conserved currents
in local thermal equilibrium from the single functional Ψ [t¯;λ, j]. Then, the problem is reduced to
evaluating this functional based on underlying quantum theories. In this section, dealing with the
spinless Bosonic or Fermionic Schro¨dinger field as a concrete example, we write down the path-integral
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formula for Ψ [t¯;λ, j], which brings about the emergence of thermally induced curved spacetime. Since
we are considering nonrelativistic systems, emergent thermal spacetime is not the (pseudo) Riemannian
geometry but the Newton-Cartan geometry.
The Lagrangian for the single-component interacting spinless Bosonic or Schro¨dinger field φ in the
nonrelativistic curved spacetime reads
S[φ; j] =
∫
ddx
√
γ
[
i
2
vµφ†
←→
Dµφ− 1
2m
hµνDµφ
†Dνφ
]
+ Sint[φ; j] (75)
where we defined φ†
←→
Dµφ ≡ φ†Dµφ− φDµφ† with the covariant derivative Dµ acting on φ and φ† as
Dµφ ≡ (∂µ + imaµ + ieAµ)φ, Dµφ† ≡ (∂µ − imaµ − ieAµ)φ†. (76)
Here Sint[φ; j] contains interaction terms of our system: For example, while Sint = −1
2
∫
ddx
√
γλ|φ|4
describes the nonlinear Schro¨dinger field realized in cold atom systems, we can also describe systems
with long range interaction in the covariant manner—e.g. systems interacting through the Lennard-
Jones potential—by the use of auxiliary massless field living in extra dimensions (See e.g. [53, 54] for
such a treatment). The essential point here is that we assume that Sint[φ; j] respects diffeomorphism,
gauge, and Milne boost invariance as is the case of for the above two examples. We then have the
corresponding covariant conservation laws, or the operator identities (45)-(48) with a set of conserved
current defined in Eq. (43). In the following discussion, we consider the nonlinear Schro¨dinger fields as
a concrete example:
S[φ; j] =
∫
ddx
√
γL, with L ≡ i
2
vµφ†
←→
Dµφ− 1
2m
hµνDµφ
†Dνφ− 1
2
λ|φ|4. (77)
Then, taking variations of this action brings about a following set of conserved current operators:
Eˆµ ≡ − 1√
γ
δS
δnµ
= vµ
[
1
2m
hµνDµφˆ
†Dν φˆ+
1
2
λ|φˆ|4
]
− 1
2m
(
hµσvρ + hµσvσ
)
Dρφˆ
†Dσφˆ, (78)
Pˆµ ≡ − 1√
γ
δS
δv¯µ
= − i
2
φˆ†
←→
D⊥µφˆ, (79)
Tˆµν ≡ − 2√
γ
δS
δh¯µν
=
1
2m
[
D⊥µφˆ†D⊥ν φˆ+D⊥ν φˆ†D⊥µφˆ
]
+ hµνL(φˆ,Dρφˆ), (80)
JˆµM ≡ −
1√
γ
δS
δaµ
= m
[
vµφˆ†φˆ− i
2m
hµν φˆ†
←→
Dν φˆ
]
, (81)
JˆµQ ≡ −
1√
γ
δS
δAµ
= e
[
vµφˆ†φˆ− i
2m
hµν φˆ†
←→
Dν φˆ
]
, (82)
where we defined a spatial projection of the covariant derivative as D⊥µ ≡ P νµDν . Since we are consid-
ering the single-component charged matter here, the mass current and electric current are connected
with the trivial relation: eJˆµM = mJˆ
µ
Q. We thus consider the mass densities as the independent con-
served quantities and do not include the electric charge densities in the local Gibbs distribution. We
also note that the relation Pˆµ = hµν JˆνM due to the Milne boost invariance is certainly satisfied. By
using these conserved current operators together with the canonical commutation relation, we can
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explicitly write down the path-integral formula as follows:
Tr e−Kˆ =
∫
DφDφ† exp
(∫ β0
0
dτ
∫
dd−1x
√
h
[
−1
2
φ†
←→
∂τ φ+ β
−1
0 nµ
(T µνβν + JµMν′M)]
)
=
∫
DφDφ† exp
(∫ β0
0
dτ
∫
dd−1xeσ
√
h
×
[
i
2
e−σφ†
(
i
←→
∂τ
)
φ− i
2
uµφ†
←→
D⊥µφ− 1
2m
hµνDµφ
†Dνφ− 1
2
λ|φ|4 +mµ′Mφ†φ)
])
=
∫
DφDφ† exp
(∫ β0
0
dx˜deσ
√
h
[
i
2
v˜µφ†
←→˜
Dµφ− 1
2m
h˜µνD˜µφ
†D˜νφ− 1
2
λ|φ|4
])
,
(83)
where we used β(x) ≡ βµ(x)nµ(x) together with the following parametrization for local thermodynamic
parameters λa(x) ≡ {βµ(x), ν′M (x)}:
βµ = βuµ, ν′M ≡ βµ′M with uµnµ = 1. (84)
We also defined eσ(x) = β(x)/β0 with an arbitrary reference temperature β0. Here we introduced the
background field in the emergent thermal spacetime j˜ ≡ {n˜µ, v˜µ, h˜µν , h˜µν , a˜µ, A˜µ} and the covariant
derivative
D˜µφ ≡ (∂˜µ + ima˜µ + ieA˜µ)φ, D˜µφ† ≡ (∂˜µ − ima˜µ − ieA˜µ)φ†, (85)
with ∂˜µ ≡
(
i∂τ , ∂i¯
)
. The vital point here is that the effect of inhomogeneous temperature, fluid-velocity,
and chemical potential is completely captured by the emergent thermal background field j˜(x˜) in the
manifestly covariant manner.
Since we again have the Milne boost invariance in the emergent thermal spacetime, we need a kind
of gauge fixing to write down explicit relations between the local thermodynamic parameters λa(x)
and the induced Newton-Cartan data j˜(x) in thermal spacetime: j˜ = j˜(λ, j). If we choose a special
gauge satisfying v˜µ¯ = (e−σ,−ui¯), the Newton-Cartan data for thermal spacetime is given by
n˜µ¯ ≡ (eσ,0), v˜µ¯ ≡
(
e−σ
−ui¯
)
, h˜µ¯ν¯ ≡
(
e2σu2 eσui¯
eσuj¯ hi¯j¯
)
, h˜µ¯ν¯ ≡
(
0 0
0 hi¯j¯
)
,
a˜µ¯ ≡
(− eσµ′M , ai¯), A˜µ¯ ≡ (0, Ai¯), (86)
where we defined ui¯ ≡ hi¯j¯uj¯ and u2 ≡ ui¯ui¯ = hµνuµuν with uµ ≡ hµνuν . From these relations, we can
clearly see that the Newton-Cartan condition
n˜µ¯v˜
µ¯ = 1, n˜µ¯h˜
µ¯ν¯ = 0, v˜µ¯h˜µ¯ν¯ = 0, h˜
µ¯ρ¯h˜ρ¯ν¯ = δ
µ¯
ν¯ − v˜µ¯n˜ν¯ ≡ P˜ µ¯ν¯ =
(
0 0
−eσui¯ δi¯
j¯
)
, (87)
is satisfied for the induced thermal Newton-Cartan data j˜ ≡ {n˜µ, v˜µ, h˜µν , h˜µν , a˜µ, A˜µ}. As is the same
with our original spacetime, we can define non-degenerate “metric” γ˜µ¯ν¯ , and its inverse γ˜
µ¯ν¯ by
γ˜µ¯ν¯ ≡ h˜µ¯ν¯ + n˜µ¯n˜ν¯ =
(
e2σ(u2 + 1) eσui¯
eσuj¯ hi¯j¯
)
, γ˜µ¯ν¯ ≡ h˜µ¯ν¯ + v˜µ¯v˜ν¯ =
(
e−2σ −e−σui¯
−e−σuj¯ hi¯j¯ + ui¯uj¯
)
, (88)
whose determinant is given by γ˜ = det γ˜µ¯ν¯ = e
2σh. The above result thus shows that the path-integral
formula for the Massieu-Planck functional is expressed in terms of the action in the thermally emergent
Newton-Cartan background and gauge connection given by
n˜ = n˜µ¯dx˜
µ¯ = eσdt˜,
d˜`2 = h˜µ¯ν¯dx˜
µ¯ ⊗ dx˜ν¯ = e2σu2dt˜⊗ dt˜+ eσui¯(dt˜⊗ dx¯i¯ + dx¯i¯ ⊗ dt˜) + hi¯j¯dx¯i¯ ⊗ dx¯j¯ ,
a˜ = a˜µ¯dx˜
µ¯ = −eσµ′Mdt˜+ ai¯dx¯i¯
A˜ = A˜µ¯dx˜
µ¯ = Ai¯dx¯
i¯,
(89)
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where we defined dt˜ ≡ −idτ . Although this result looks fine for our discussion, as is discussed in the
next subsection, this gauge is not so useful from the viewpoint of the thermal Milne boost invariance.
As an alternative to the above gauge, we can choose another one in which v˜µ¯ = (e−σ,0)t is satisfied.
In this gauge, the term containing ui¯ is installed into the thermal mass gauge field a˜µ¯, and we obtain
a different expression for the Newton-Cartan data,
n˜µ¯ ≡ (eσ,0), v˜µ¯ ≡
(
e−σ
0
)
, h˜µ¯ν¯ ≡
(
0 0
0 hi¯j¯
)
, h˜µ¯ν¯ ≡
(
0 0
0 hi¯j¯
)
,
a˜µ¯ ≡
(− eσ(µ′M + u2/2), ai¯ − ui¯), A˜µ¯ ≡ (0, Ai¯), (90)
which also satisfies the above Newton-Cartan condition (87) except for the expression of P˜µν¯ :
P˜ µ¯ν¯ = δ
µ¯
ν¯ − v˜µ¯n˜ν¯ =
(
0 0
0 δi¯
j¯
)
. (91)
The non-degenerate “metric” also takes a different but simple form given by
γ˜µ¯ν¯ ≡ h˜µ¯ν¯ + n˜µ¯n˜ν¯ =
(
e2σ 0
0 hi¯j¯
)
, γ˜µ¯ν¯ ≡ h˜µ¯ν¯ + v˜µ¯v˜ν¯ =
(
e−2σ 0
0 hi¯j¯
)
, (92)
which obviously gives the same determinant as before: γ˜ = det γ˜µ¯ν¯ = e
2σh. Then, our resulting action
is interpreted as the one in the emergent background given by
n˜ = n˜µ¯dx˜
µ¯ = eσdt˜,
d˜`2 = h˜µ¯ν¯dx˜
µ¯ ⊗ dx˜ν¯ = hi¯j¯dx¯i¯ ⊗ dx¯j¯ ,
a˜ = a˜µ¯dx˜
µ¯ = −eσ(µ′M + u2/2)dt˜+ (ai¯ − ui¯)dx¯i¯
A˜ = A˜µ¯dx˜
µ¯ = Ai¯dx¯
i¯.
(93)
From Eqs. (89) and (93), we now see that while n˜ and A˜ coinside with each other, d˜`2 and a˜ have
different forms. As is mentioned above, this ambiguity is what we have already encountered in the
original Newton-Cartan geometry due to the Milne boost redundancy of our action. In fact, these two
gauges are connected with each other by the finite Milne boost transformation in thermal spacetime
with the choice of a finite parameter Λ˜µ¯(x) = uµ¯(x):
δuv˜
µ¯ = h˜µ¯ν¯uν¯ ,
δuh˜µ¯ν¯ = −(n˜µ¯P˜ ρ¯ν¯ + n˜ν¯ P˜ ρ¯µ¯ )uρ¯ + n˜µ¯n˜ν¯ h˜ρ¯σ¯uρ¯uσ¯,
δua˜µ¯ = −P˜ ν¯µ¯uν¯ +
1
2
n˜µ¯h˜
ρ¯σ¯uρ¯uσ¯.
(94)
We here summarize our result clarified in this subsection. Based on the local Gibbs distribution, we
deal with the spinless nonlinear Schro¨dinger field as a concrete example and construct the path-integral
formula for the Massieu-Planck funcional. The most notable result in this section is the following path-
integral formula for the Massieu-Planck functional:
Ψ [t¯;λ] = log
∫
DφDφ† eS[φ,φ†;λ,j], (95)
with the resulting action
S[φ, φ†;λ, j] =
∫ β0
0
dτ
∫
dd−1x¯
√
γ˜
[
i
2
v˜µφ†
←→˜
Dµφ− 1
2m
h˜µνD˜µφ
†D˜νφ− 1
2
λ|φ|4
]
=
∫ β0
0
ddx˜
√
γ˜L˜(φ, φ†, D˜ρ¯φ, D˜ρ¯φ†; j˜).
(96)
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Local thermal equilibrium
QFT in the  
“thermal TTNC geometry”
Local Thermal Field Theory
d⌧Path int.  (x)
x
with
8><>:
n˜ = n˜[ a(x)]
d˜`2 = d˜`2[ a(x)]
a˜ = a˜[ a(x)]
 a(x) = { (x), ~u(x), ⌫M (x)}
Fig. 3 Schematic picture clarified in Sec. 3.2. We develop the imaginary-time path-integral formalisms for local thermal
equilibrium, which brings about the emergence of the thermal twistless torsional Newton-Cartan (TTNC) geometry.
where we defined
∫ β0
0
ddx˜ ≡
∫ β0
0
dτ
∫
dd−1x¯ with an arbitrary reference temperatrue β0. Here j˜(x) ≡
{n˜µ(x), v˜µ(x), h˜µν(x), h˜µν(x), a˜(x), A˜µ(x)} denotes a set of the background fields in emergent ther-
mal spacetime, which is determined from configurations of hydrodynamic variables λa(x) and original
external fields j(x): j˜ = j˜(λ, j). We thus conclude that the effect of inhomogeneous temperature,
fluid-velocity, and chemical potential naturally leads to the thermally emergent twistless torsional
Newton-Cartan (TTNC) geometry. This result is schematically shown in Fig. 3. It is worth emphasiz-
ing that the resulting action takes the same form as our original action, which means that we have the
same symmetry properties elaborated in Sec. 2.2: diffeomorphism, and U(1) gauge, and Milne boost
invariance in the emergent thermal spacetime. Note that since we again have the Milne boost redun-
dancy in emergent thermal spacetime, it requires a kind of gauge fixing to write down explicit relations
between j˜(x) and {λa(x), j(x)}. For example, in some useful gauge, they are defined in Eqs. (86), or
(90). We have also introduced the covariant derivative in emergent thermal spacetime D˜ρ¯ in Eq. (85).
Only difference with the original theory is that our external field j˜(x) does not have the imaginary time
dependence. We will use these symmetry arguments to perform the derivative expansion of Ψ [t¯;λ, j]
in the following discussion.
3.3 Symmetry and invariant of emergent thermal spacetime
As is obtained in the previous subsection, the path-integral formula for the Massieu-Planck functional
is given by the covariant action in the thermally emergent background. As a consequence, we again
encountered the Milne boost redundancy in thermal spacetime. This gauge ambiguity is not useful
to construct the Massieu-Planck functional Ψ [t¯;λ, j]—Milne boost invariant quantity—in terms of
j˜(x) since some members of j˜(x) are not Milne boost invariant. We thus would like to describe our
background in the Milne boost invariant manner. Nevertheless, we also need to pay attention to the
U(1)M mass gauge invariance of Ψ [t¯;λ, j] since there is a kind of tradeoff between the U(1)M gauge
invariance and Milne boost invariance. In other words, if we are not careful, our Milne boost invariant
quantities may not be U(1)M gauge invariant, or reversed case may occur. We here explain how we
can respect both of them and specify the Milne boost and U(1)M gauge invariant quantities employed
as basic building blocks for Ψ [t¯;λ, j].
We first pay attention to the U(1)M gauge invariance. In the usual situation, we have the field
strength tensor F a ≡ da˜ and F = dA as gauge invariant building blocks. They contain one derivative,
and thus, do not appear in the leading-order expression of Ψ [t¯;λ, j] when we consider the derivative
expansion with a usual power counting scheme as is employed in Sec. 5. However, we have another
gauge invariant quantity in our setup due to the compactness of the imaginary-time direction. In fact,
following contour integrals along the imaginary-time direction (See Fig. 4) provides us a diffeormophism
and U(1)M gauge invariant quantities:∮
C
n˜ =
∮ β0
0
dt˜eσ = β(x),
∮
C
a˜ =
∮ β0
0
dt˜eσµ′M = ν
′
M (x), (97)
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where we employed the gauge (86) for a˜. As is clearly seen, these do not contain any derivative, which
can appear in the leading-order expression of Ψ [t¯;λ, j]. However, the second term ν′M (x) is indeed not
Milne boost invariant, and we have further restriction.
d⌧
x
C
Fig. 4 A contour of integral used in Eq. (97). This contour results from the compactness of thermal spacetime along
the imaginary-time direction.
We then discuss how the Milne boost invariance restricts the possible combination of our building
blocks. Following Ref. [35], let us first construct the Milne boost invariant “line element”. The important
point clarified in the previous subsection is that spatial line element d˜`2 and U(1)M gauge connection
da˜ is not Milne boost invariant. However, utilizing these Milne boost covariance, we can construct the
Milne boost invariant “line element” as follows:
ds˜2 ≡ d˜`2 − n˜⊗ a˜− a˜⊗ n
=
(
h˜µ¯ν¯ − n˜µ¯a˜ν¯ − a˜µ¯n˜ν¯
)
dx˜µ¯ ⊗ dx˜ν¯
= 2e2σ
(
µ′M +
1
2
u2
)
dt˜⊗ dt˜− eσ(ai¯ − ui¯)(dt˜⊗ dx˜i¯ + dx˜i¯ ⊗ dt˜) + hi¯j¯dxi¯ ⊗ dxj¯ ,
(98)
from which we can read off the Milne boost invariant combinations:
νM ≡ ν′M +
1
2
βu2, a′¯i ≡ ai¯ − ui¯. (99)
Note that while the Milne boost invariance is respected, the U(1)M gauge invariance is sacrificed; in
other words, ds˜2 is Milne boost invariant but not U(1)M gauge invariant. However, we have already
clarified the U(1)M gauge invariance of ν
′
M and covariance of ai¯. Therefore, in order to construct the
Massieu-Planck functional, paying attention to the diffeomorphism and gauge invariance, we only need
to use β(x) and νM (x) = ν
′
M (x) +
1
2βu(x)
2 as leading-order scalar quantities, a′¯
i
= ai¯ − ui¯ and Ai¯ as
gauge fields, and hi¯j¯ (or h
i¯j¯) as a spatial metric. This restriction on building blocks of Ψ [t¯;λ, j] is a
basic consequence resulting from the symmetry properties, which will be effectively utilized in Sec. 5.
Before closing this section, we put a comment on the relation between the gauge choice and Milne
boost invariance. In this subsection, starting from one seemingly useful gauge (86), we discuss a way to
implement the Milne boost invariance. However, if we start from another gauge (90), we notice that all
information on backgrounds in Eq. (93) is already Milne boost invariant. As is discussed in Ref. [35],
this comes from the fact that we have the Milne boost invariant vector uµ which enables us to realize
the Milne boost invariant gauge fixing. Therefore, from the viewpoint of the Milne boost invariance,
the latter gauge (90) is the most useful gauge choice (See e.g. [35] for a detailed discussion).
4 Fluctuation theorems and optimized perturbation theory for time evolution
Let us consider systems in general nonequilibrium situations even far from local equilibrium in which
innumerable microscopic degrees of freedom play an important role. As we emphasized in Sec. 1, hy-
drodynamics provides the macroscopic effective description of systems near local thermal equilibrium,
and we do not know whether we can apply hydrodynamics to describe such really nonequilibrium sit-
uations. Nevertheless, almost all microscopic degrees of freedom will go away a short while later, and
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only conserved charge densities remains since they cannot disappear due to the conservation laws11.
This brings about local thermalization, after which hydrodynamics is expected to work. In this sec-
tion, based on the above expectation, assuming that our initial density operator is given by the local
Gibbs distribution, we provide a way to derive an exact formula for the dissipative part of constitu-
tive relations. In Sec. 4.1, we show two kinds of the so-called fluctuation theorems for local thermal
equilibrium before discussing the constitutive relation. In Sec. 4.2, we write down the exact formula
for the dissipative part of constitutive relations based on the first fluctuation theorem.
4.1 Fluctuation theorems for local thermal equilibrium
We first put a most critical assumption that our initial density operator ρˆ0 takes a form of the local
Gibbs distribution at initial time t¯0: ρˆ0 = ρˆLG[t¯0;λ]. Employing the Heisenberg picture, we express
the average value of any Heisenberg operator Oˆ(t) as 〈Oˆ(t)〉 ≡ Tr (ρˆ0Oˆ(t)). Then, our problem is to
derive the constitutive relations:
〈Jˆ µa(x)〉 = J µa[〈Jˆ 0¯a〉]. (100)
Although we have fixed our initial density operator, it is inadequate to approximately evaluate the
average value 〈Jˆ µa(x)〉 = Tr
(
ρˆLG[t¯0;λ]Jˆ µa(x)
)
at later time t¯ (> t¯0). This is because we only have a set
of local thermodynamic parameters λa(x)
∣∣
t¯0
at initial time t¯0 while we expect 〈Jˆ µa(x)〉 at later time t¯
is expressed by parameters at that time t¯. We thus introduce a new set of parameters λa(x)
∣∣
t¯
at t¯ and
reconstruct the perturbative expansion on the top of the newly introduced local Gibbs distribution
ρˆLG[t¯;λ], which is similar to the so-called optimized (or renormalized) perturbation theory. In other
words, we decompose the initial density operator as
ρˆ0 = exp
(
−Sˆ[t¯0;λ]
)
= exp
(
−Sˆ[t¯;λ] + Sˆ[t¯;λ]− Sˆ[t¯0;λ]
)
= exp
(
−Sˆ[t¯;λ]
)
Uˆ [t¯, t¯0;λ],
(101)
where we introduced
Uˆ [t¯, t¯0;λ] = Tτ exp
(∫ 1
0
dτΣˆτ [t¯, t¯0;λ]
)
, (102)
with the entropy production operator Σˆ[t¯, t¯0;λ] ≡ Sˆ[t¯, λ] − Sˆ[t¯0;λ] and Oˆτ ≡ eτSˆ[t¯,λ]Oˆe−τSˆ[t¯,λ]. Here
Sˆ[t¯;λ] represents the entropy functional operator defined in Eqs. (50)-(51) whose local thermodynamics
parameters are given by new ones λa(x)
∣∣
t¯
.
Since we do not put any condition to fix new parameters λa(x)
∣∣
t¯
, they are arbitrary at this stage.
This means that if we are able to perform the exact calculation, the result does not depend on arbitrary
parameters λa(x)
∣∣
t¯
. However, we cannot in general accomplish such an exact calculation, and rather
perform the finite-order perturbative expansion on the top of a local Gibbs distribution with new
parameters λa(x)
∣∣
t¯
. This truncation leads to the result dependent on a way to define the new parameters
λa(x)
∣∣
t¯
. In the hydrodynamic description of systems, we are interested in the spacetime evolution of
the conserved charge densities 〈Jˆ 0¯a(x)〉. We, therefore, employ a condition like the fastest apparent
convergence (FAC) in the optimized perturbation theory [49] for 〈Jˆ 0¯a(x)〉; that is to say, the deviation
of conserved charge density is minimized, or vanish in this case: 〈UˆδJˆ 0¯a(x)〉LGt¯ = 0. Since this condition
is equivalent to
〈Jˆ 0¯a(x)〉
∣∣
t¯
= 〈Jˆ 0¯a(x)〉LGt¯ , (103)
it means that the new parameters λa(x)
∣∣
t¯
is defined so as to match with local thermodynamics for a
given value of conserved charge densities 〈Jˆ 0¯a(x)〉
∣∣
t¯
. With the help of the decomposition of the density
operator (101), we have a following exact identity to evaluate any Heisenberg operator Oˆ(x):
〈Oˆ(x)〉 = 〈Uˆ [t¯, t¯0;λ]Oˆ(x)〉LGt¯ . (104)
11 If there exist other massless modes like the Nambu-Goldstone modes associated with spontaneous symmetry break-
ing, we also have to consider them, which results in the superfluid hydrodynamics [1, 55].
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This identity belongs to a variant of the fluctuation theorem which will play a central role to evaluate
〈Jˆ µa(x)〉 and perturbatively construct the constitutive relation in the next section.
Unlike the classical systems [20], we cannot show the second law of thermodynamics directly from
Eq. (104) owing to the noncommutativity of quantum operators. However, we can derive a canonical
quantum fluctuation theorem for local thermal equilibrium which contains the second law of thermody-
namics as follows. For that purpose, defining a time evolution operator from initial time t¯0 to later time
t¯ under the influence of the external field j(x) as Uˆj(t¯, t¯0) which satisfies Oˆ(t¯) = Uˆ†j (t¯, t¯0)Oˆ(t¯0)Uˆj(t¯, t¯0),
we introduce the following quantity
GF (z; j] ≡ Tr
(
ρˆ0 Uˆ†j (t¯, t¯0)eizSˆ0[t¯;λ]Uˆj(t¯, t¯0)e−izSˆ[t¯0;λ]
)
= Tr
(
e−Sˆ[t¯0;λ]eizSˆ[t¯;λ]e−izSˆ[t¯0;λ]
)
, (105)
where Sˆ0[t¯;λ] denotes the entropy functional operator whose operator argument is not t¯ but t¯0. The
notation G(z; j] is used to clarify that G(z; j] is a function of z and functional of j(x). As is clear from
the second expression, this quantity apparently gives a generating function for entropy production
Σˆ[t¯, t¯0;λ] = Sˆ[t¯;λ] − Sˆ[t¯0;λ] when we consider the forward time evolution in the presence of the
external fields j(x):
〈Σˆ[t¯, t¯0;λ]〉 = ∂
i∂z
GF (z; j]
∣∣∣
z=0
, 〈(Σˆ[t¯, t¯0;λ])2〉 =
(
∂
i∂z
)2
GF (z; j]
∣∣∣
z=0
. (106)
While the above first- and second-order relations are certainly true, if we consider the third- or more
order general terms, this simple relation breaks down. Nevertheless, considering the projection mea-
surement of the entropy production, we can regard GF (z; j] as the generating function for the entropy
production being observed in an ensemble of the measurement. In fact, introducing the probability to
observe the entropy production being σ by the Fourier transformation of GF (σ; j]:
PF (σ; j] ≡
∫
dze−izσGF (z; j], (107)
we define the moments of σ as
〈σn〉PF ≡
∫
dσPF (σ; j]σ
n =
(
∂
i∂z
)n
GF (z; j]
∣∣∣
z=0
. (108)
Then, as is mentioned above, we can directly relate the first two moments of σ over the probability
distribution PF (σ; j] with the expectation values of the entropy operators Σˆ[t¯, t¯0;λ] over the initial
density operator ρˆ0 = ρˆLG[t¯0;λ]:
〈Σˆ[t¯, t¯0;λ]〉 = 〈σ〉PF , 〈(Σˆ[t¯, t¯0;λ])2〉 = 〈σ2〉PF , 〈(Σˆ[t¯, t¯0;λ])n〉 6= 〈σn〉PF (n = 3, 4, · · · ). (109)
In addition to GF (z; j], we also introduce
GB(z; j] ≡ Tr
(
e−ΘSˆ[t¯0;λ]Θ
−1 U˜†j eizΘSˆ0[t¯;λ]Θ
−1 U˜je−izΘSˆ[t¯0;λ]Θ−1
)
, (110)
where we introduced Θ ≡ PT with P and T represent parity and time-reversal transformation, re-
spectively. Note that we insert PT transformation instead of the simple time-reversal transformation
usually employed in the quantum fluctuation theorem12. Here U˜j is defined as
U˜j ≡ Θ Uˆ†j (t¯, t¯0)Θ−1, (111)
which represents the backward evolution, or the time-evolution with a spacetime-reversed protocol for
external fields j(x). Moreover, in the same way as PF (σ; j], we introduce the probability distribution
of the entropy production as
PB(σ; j] ≡
∫
dze−izσGB(z; j]. (112)
12 Although we here introduced the parity transformation for the definition of Θ, the following discussion is true with
the choice of Θ = T as is the case for the quantum fluctuation theorem in global thermal equilibrium. The reason why
we introduced the parity transformation is that it results in the cleaner form of the reversed density operator since it
contains the time-reversal odd operator (momentum density operator Pˆµ).
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Based on this setup, we can show the following simple identity
GF (z; j] = GB(−z + i; j], (113)
which gives an extension of the canonical quantum fluctuation theorem in the case of local thermal
equilibrium. The crucial assumptions to prove this identity is the local Gibbs form of the initial density
operator. We put a proof of this identity in Appendix A. Here, we demonstrate some consequences
from this identity. First of all, we can rewrite the quantum fluctuation theorem in an alternative form
in terms of PF,B(σ; j] as follows:
PF (σ; j] = e
σPB(−σ; j]. (114)
Using the above identity for GF,R(z; j], we can easily prove this as
PF (σ) =
∫
dze−izσGF (z) =
∫
dze−izσGB(−z + i)
= eσ
∫
dzeiz
′σGB(z
′) = eσPB(−σ).
(115)
This identity immediately brings about the so-called the integral fluctuation theorem for local thermal
equilibrium
〈e−σ〉PF ≡
∫
dσPF (σ; j]e
−σ =
∫
dσPB(−σ; j] = 1, (116)
where we used the above identity for PF,B(σ; j]. It is worth to emphasize that 〈f(σ)〉PF ≡
∫
dσPF (σ; j]f(σ)
is not equal to 〈f(Σˆ)〉 ≡ Tr (ρˆ0f(Σˆ)) except for the special case with the first-order or second-order
terms of them due to Eq. (109). Then, taking into account Jensen’s inequality (e−x ≥ −x + 1), this
identity provides the following inequality
1 = 〈e−σ〉PF ≥ −〈σ〉PF + 1 ⇔ 〈σ〉PF = 〈Σˆ[t¯, t¯0;λ]〉 ≥ 0. (117)
This is precisely the second law of thermodynamics which we want to show13. Moreover, expanding
e−σ with respect to σ and neglecting the O(σ3) terms, we can evaluate the left-hand-side of the integral
fluctuation theorem as
〈e−σ〉PF = 1− 〈σ〉PF +
1
2
〈σ2〉PF +O(σ3)
= 1− 〈Σˆ[t¯, t¯0;λ]〉+ 1
2
〈(Σˆ[t¯, t¯0;λ])2〉+O(σ3),
(119)
where we used Eq. (109) to proceed the second line. Therefore, we can also derive the following relation
〈Σˆ[t¯, t¯0;λ]〉 = 1
2
〈(Σˆ[t¯, t¯0;λ])2〉+O(σ3), (120)
which provides the relation between the dissipation (the left-hand-side) and fluctuation (the right-
hand-side). Although this relation does not play a central role in our derivation of hydrodynamic
equations, we can understand this as a generalization of fluctuation-dissipation relations in our setup.
13 Of course, we can directly show the second law of thermodynamics with the help of the Klein’s inequality, or
positivity of the relative entropy (see e.g. Ref. [56])
Tr ρˆ log ρˆ− Tr ρˆ log ρˆ′ ≥ 0, (118)
by choosing ρˆ = ρˆ0 = ρˆLG[t¯0;λ] and ρˆ
′ = ρˆLG[t¯;λ].
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4.2 Exact formula for dissipative constitutive relations
Based on the first fluctuation-like theorem obtained above, let us derive the exact formula for the
dissipative part of the constitutive relations. Although there are several differences, this procedure is
accomplished in the same way as the relativistic case [31]. First of all, the identity (104) enable us to
decompose 〈Jˆ µa(x)〉 into two parts
〈Jˆ µa(x)〉 = 〈Jˆ µa(x)〉LGt¯ + 〈δJˆ µa(x)〉 with 〈δJˆ µa(x)〉 ≡ 〈UˆδJˆ µa(x)〉LGt¯ , (121)
where we introduced 〈Oˆ〉LGt¯ ≡ Tr(ρˆLG[t¯;λ]Oˆ) and δOˆ ≡ Oˆ − 〈Oˆ〉LGt¯ . The first term—the expectation
values of conserved current operators over the local Gibbs distribution—can be evaluated from the
Massieu-Planck functional as discussed in the previous section. We thus focus on the second term
associated with the deviation from local thermal equilibrium.
In order to evaluate the second term, we first rewrite an expression of the entropy production
operator Σˆ[t¯, t¯0;λ] staying in Uˆ as
Σˆ[t¯, t¯0;λ] ≡ Sˆ[t¯;λ]− Sˆ[t¯0;λ]
=
∫ t¯
t¯0
ds¯∂s¯
[
−
∫
dΣs¯µJˆ µaλa + Ψ [s¯;λ]
]
= −
∫ t¯
t¯0
ds¯
∫
dΣs¯N(s¯)
[
δTˆ µν
(
∇µβν − βρ(Fnµρvν + nµ∇ρvν)
)
+ δJˆµM
(∇µν′M + βνF aµν)+ δJˆµQ(∇µν′Q + βνFµν)].
(122)
Here we used the first line of Eq. (64) together with the identity (68) for ∂t¯Ψ [t¯;λ], which leads to the
subtraction of 〈Jˆ µa(x)〉LGt¯ . Defining a shorthand notation ∇µΛa (a = 0, 1, · · · , d− 1, d, d+ 1) as
∇µΛν ≡ ∇µβν−βρ(Fnµρvν +nµ∇ρvν), ∇µΛd ≡ ∇µν′M +βνF aµν , ∇µΛd+1 ≡ ∇µν′Q+βνFµν , (123)
we can express the entropy production operator in a compact form as
Σˆ[t¯, t¯0;λ] = −
∫ t¯
t¯0
ds¯
∫
dΣs¯NδJˆ µa
(∇µΛa). (124)
This provides us the expression of the entropy production operator in terms of the local thermodynamic
parameters λa(x), external fields j(x), and conserved current operators Jˆ µa(x). Nevertheless, this
expression contains the time derivative of parameters λa(x) whose time dependence is governed by the
hydrodynamic equation. This means that we have the massless hydrodynamic mode which cause an
undesirable behavior for correlation functions. We then eliminate them in a self-consistent manner by
formally rearranging hydrodynamic equations: (∇µ−Gµ)〈Jˆ µa〉 = 〈Sˆa〉. To accomplish this, taking into
account the fact that e−Sˆ[t¯;λ] does not depend on spatial coordinate: ∇⊥µSˆ[t¯;λ] = 0, we rewrite the
local Gibbs part in hydrodynamic equations as
(∇µ − Gµ)〈Jˆ µa(x)〉LGt¯ = (∇µ − Gµ) Tr
[
e−Sˆ[t¯;λ]Jˆ µa(x)
]
= Tr
[
1
N(x)
(∂t¯e
−Sˆ[t¯;λ])cˆa(x)
]
+ 〈Sˆa(x)〉LGt¯
= − 1
N(x)
∫
dΣ ′¯tN(x
′)∇′µΛb(x′)(δcˆa(x), δJˆ µb(x′))t¯ + 〈Sˆa(x)〉LGt¯ ,
(125)
where we decomposed the covariant derivative as ∇µ = nµvν∇ν + P νµ∇ν = nµvν∇ν +∇⊥µ, and used
conservation laws to proceed the second line. We also used the following result to evaluate the time
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derivative of e−Sˆ[t¯;λ]:
∂t¯e
−Sˆ[t¯;λ] ≡ lim
∆t¯→0
e−Sˆ[t¯+∆t¯;λ] − e−Sˆ[t¯;λ]
∆t¯
= lim
∆t¯→0
e−Sˆ[t¯;λ](Tτe−
∫ 1
0
dτΣˆτ [t¯,t¯+∆t¯;λ] − 1)
∆t¯
= −e−Sˆ[t¯;λ]Tτ
∫ 1
0
dτ
∫
dΣ ′¯tN(x
′)∇′µΛa(x′)eτKˆ[t¯;λ]δJˆ µa(x′)e−τKˆ[t¯;λ].
(126)
Therefore, introducing the time-dependent local Gibbs version of the Kubo-Mori-Bogoliubov inner
product (Aˆ, Bˆ)t¯ as
(Aˆ, Bˆ)t¯ ≡
∫ 1
0
dτ〈eKˆ[λ;t¯]τ Aˆe−Kˆ[λ;t¯]τ Bˆ†〉LGt¯ , (127)
we can rewrite the full hydrodynamic equation (∇µ − Gµ)〈Jˆ µa(x)〉 = (∇µ − Gµ)〈Jˆ µa(x)〉LG + (∇µ −
Gµ)〈δJˆ µa〉 = 〈Sˆa(x)〉 in the following form:∫
dΣ ′¯t(δcˆa(x), δcˆb(x
′))t¯N(x′)∇′¯tΛb(x′)
+
∫
dΣ ′¯t(δcˆa(x), δJˆ µb(x′))t¯N(x′)∇′⊥µΛb(x′) = N(x)
[
(∇µ − Gµ)〈δJˆ µb〉 − 〈δSˆb(x)〉
]
.
(128)
Noting that we have a generalized susceptibility χab(x, x
′; t¯) ≡ (δcˆa(x), δcˆb(x′))t¯ in front of the time
derivatives in the first term, we multiply the its inverse χab(x, x′; t¯) ≡ (δcˆa(x), δcˆb(x′))−1t¯ and integrate
with respect to the spatical coordinate x′, which results in
N(x)∇t¯Λa(x) = −
∫
dΣ ′¯t
∫
dΣ′′¯t (δcˆa(x), δcˆb(x
′))−1t¯ (δcˆb(x
′), δJˆ µc(x′′))t¯N(x′′)∇′′⊥µΛc(x′′)
+
∫
dΣ ′¯t(δcˆa(x), δcˆb(x
′))−1t¯ N(x
′)
[
(∇′µ − Gµ)〈δJˆ µb(x′)〉 − 〈δSˆb(x′)〉
]
.
(129)
This equation enables us to eliminate the time derivative from the entropy production operator (124).
It is then natural and convenient to introduce the projection operator Pˆ onto δcˆa used in Refs. [9,31,57]
by
PˆOˆ ≡
∫
dΣt¯
∫
dΣ ′¯tδcˆa(x)(δcˆa(x), δcˆb(x
′))−1t¯ (δcˆb(x
′), Oˆ)t¯. (130)
When our system is in global thermal equilibrium, this projection operator reduces to the so-called
Mori’s projection operator [58]. As is mentioned above, (δcˆa(x), δcˆb(x
′))t¯ is the generalized suscepti-
bility given by
χab(x, x
′; t¯) ≡ (δcˆa(x), δcˆb(x′))t¯ = δcb(x
′)
δλa(x)
=
δ2Ψ [t¯;λ, j]
δλa(x)δλb(x′)
, (131)
which brings about the following expression of the inverse generalized susceptibility:
χab(x, x′; t¯) ≡ (δcˆa(x), δcˆb(x′))−1t¯ =
δλb(x′)
δca(x)
= − δ
2S[t¯; c]
δca(x)δcb(x′)
, (132)
where the second expressions of Eqs. (131)-(132) are due to Eqs. (53) and (57). This expression for the
inverse susceptibility together with
(δcˆb(x
′), Oˆ)t¯ = δδλb(x′) 〈Oˆ〉
LG
t¯ , (133)
allows us to rewrite the projection operator in a more explicit form as
PˆOˆ =
∫
dΣt¯
∫
dΣ ′¯tδcˆa(x)
δλb(x′)
δca(x)
δ
δλb(x′)
〈Oˆ〉LGt¯ =
∫
dΣt¯δcˆa(x)
δ
δca(x)
〈Oˆ〉LGt¯ , (134)
Nonrelativistic hydrodynamics from quantum field theory 27
from which we can clearly see that Pˆ gives the projection of an arbitrary operator Oˆ onto δca. As is clear
from the definition (130), δcˆa(x) is invariant under the operation of the projection: Pˆδcˆa(x) = δcˆa(x).
With the help of this projection operator, we can compactly express Σˆ[t¯, t¯0;λ] as
Σˆ[t¯, t¯0;λ] = −
∫ t¯
t¯0
ds¯
∫
dΣs¯N
[
(1− Pˆ)δJˆ µa∇⊥µΛa + δλˆb
(
(∇µ − Gµ)〈δJˆ µb〉 − 〈δSˆb〉
)]
= −
∫ t¯
t¯0
ds¯
∫
dΣs¯N
[
δ˜Jˆ µa∇⊥µΛa + δλˆb
(
(∇µ − Gµ)〈δ˜Jˆ µb〉 − 〈δ˜Sˆb〉
)]
= −
∫ t¯
t¯0
ds¯
∫
dΣs¯N
[
δ˜Tˆ µν(∇⊥µβν − βσFnρσP ρµvν) + δ˜JˆµM (∇⊥µν′M + βσF aρσP ρµ )
+ δ˜JˆµQ(∇⊥µν′Q + βσFρσP ρµ ) + δλˆb
(
(∇µ − Gµ)〈δ˜Jˆ µb〉 − 〈δ˜Sˆb〉
) ]
.
(135)
where we defined δ˜Jˆ µa ≡ (1− Pˆ)δJˆ µa and introduced the operator δλˆa(x) by
δλˆa(x) ≡
∫
dΣ ′¯tδcˆb(x
′)(δcˆb(x′), δcˆa(x))−1t¯ =
∫
dΣ ′¯tδcˆb(x
′)
δλa(x)
δcb(x′)
. (136)
Recalling the consequence followed from the Milne boost invariance (48), the mass current JˆµM (x)
is related to the conserved momentum density Pˆµ(x) by Pˆµ = hµν JˆνM . Then, the trivial projection
Pˆδcˆa(x) = δcˆa(x), or δ˜cˆa(x) = 0 results in a disappearance of the mass current JˆµM (x) from the entropy
production operator14: δ˜JˆµM (x) = 0. Inserting the definition of the nonrelativistic energy-momentum
tensor (44) and rearranging the integrand, we obtain
Σˆ[t¯, t¯0;λ] = −
∫ t¯
t¯0
ds¯
∫
dΣs¯N
[
− δ˜Eˆµ(∇⊥µβ − βσFnρσP ρµ ) + δ˜Tˆµν∇µ⊥βν + δ˜JˆµQ(∇⊥µν′Q + βσFρσP ρµ )
+ δλˆb
(
(∇µ − Gµ)〈δ˜Jˆ µb〉 − 〈δ˜Sˆb〉
) ]
.
(137)
As a last step, we perform the tensor decomposition of the stress tensor Tˆµν as
δ˜Tˆµν = hµν δ˜pˆ+ δ˜pˆiµν , with δ˜pˆ ≡ 1
d− 1h
µν δ˜Tˆµν , δ˜pˆiµν ≡ P ρµPσν δ˜Tˆρσ −
hµν
d− 1h
ρσ δ˜Tˆρσ, (138)
where δ˜pˆ denotes the trace part and δ˜pˆiµν the symmetric traceless part of the stress-tensor. We even-
tually obtain the following expression for the entropy production operator
Σˆ[t¯, t¯0;λ] =
∫ t¯
t¯0
ds¯
∫
dΣt¯N
[
δ˜Eˆµ(∇⊥µβ − βσP ρµFnρσ)− δ˜pˆ(hµν∇µ⊥βν)− δ˜pˆiµν∇〈µ⊥ βν〉
− δ˜JˆµQ(∇⊥µν′Q + βσP ρµFρσ)− δλˆa
(
(∇µ − Gµ)〈δ˜Jˆ µa〉 − 〈δ˜Sˆa〉
) ]
,
(139)
where we defined the symmetric traceless projection of ∇µβν as
∇〈µβν〉 ≡ 1
2
Pµρ P
ν
σ (∇ρβσ +∇σβρ)−
hµν
d− 1hρσ∇
ρβσ. (140)
Here we note that ∇µ〈δ˜Jˆ µa〉 does not contain the explicit time derivative because we have
∇µ〈δ˜Jˆ µa〉 = (nµvν∇ν +∇⊥µ)〈δ˜Jˆ µa〉 =
(− (vν∇νnµ) +∇⊥µ)〈δ˜Jˆ µa〉 = ∇⊥µ〈δ˜Jˆ µa〉, (141)
14 Furthermore, if our system composed of a single-component charged matter, the mass current and electric current
gives the same current except for its unimportant coefficient. In that case, we only need to consider either of them as a
conserved current, which results in a disappearance of the both current. This case is discussed in Sec. 5
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where we used the derivative of nµ〈δ˜Jˆ µa〉 = 〈δ˜cˆa〉 = 0 for the second equality and compatibility
condition ∇νnµ = 0 for the last equality. Therefore, the entropy production operator (139) is written
in terms of the external fields j(x) and the spatial derivative of local thermodynamic parameters
λa(x). However, we also note that the time derivative of parameters may appear from the higher-order
correction of 〈δ˜Jˆ µa〉.
Then, noting 〈δJˆ µa(x)〉 = 〈δ˜Jˆ µa(x)〉 due to 〈δcˆa(x)〉 = 0 followed from our condition to determine
local thermodynamic parameters (103), we eventually obtain the final expression for 〈δJˆ µa〉 as
〈δJˆ µa(x)〉 = 〈Tτe
∫ 1
0
dτΣˆτ [t¯,t¯0;λ]δ˜Jˆ µa(x)〉LGt¯ . (142)
This equation together with the expression of the entropy production operator (139) provides an exact
formula for the dissipative part of the constitutive relations. Since Σˆτ [t¯, t¯0;λ] contains 〈δ˜Jˆ µa(x)〉, the
above equation gives a self-consistent equation to determine 〈δ˜Jˆ µa(x)〉, which can be solved order-by-
order with respect to the derivative expansion of λa(x) as discussed in the next section.
5 Derivation of hydrodynamic equations
In this section, based on the exact formulae derived in the previous sections, we perform the derivative
expansion and derive hydrodynamic equations order-by-order. We restrict ourselves to the simplest
case—a single component parity-even fluid in the zeroth-order and first-order derivative expansion.
As a consequence, we obtain the constitutive relations for the perfect fluid and Navier-Stokes fluid,
respectively. After demonstrating our basic procedure, we give the leading-order (zeroth-order) result
in Sec. 5.1. In Sec. 5.2, we proceed to the first-order correction to the constitutive relation, which leads
to the Navier-Stokes equation.
Before starting the discussion, we briefly summarize our starting point for the derivative expansion.
The result obtained so far is summarized as follows: We have decomposed the full average of conserved
current operators into two parts:
〈Jˆ µa(x)〉 = 〈Jˆ µa(x)〉LGt¯ + 〈δJˆ µa(x)〉. (143)
Here the first term represents the nondissipative part appearing in local thermal equilibrium and the
second terms does the dissipative part originated from the derivation from local thermal equilibrium.
We have derived the exact formulae for both of them as given in Eqs. (66), or (73) in the hydrostatic
gauge, and Eq. (142).
Therefore, in order to evaluate the nondissipative part of constitutive relation order-by-order, we
only need to perform the derivative expansion of the Massieu-Planck functional Ψ [t¯;λ, j]. For that
purpose, we have to specify a power counting scheme for the parameters such as λa(x), and external
fields j(x). We employ the most standard choice in this paper where all parameters are order p0:
λa = j = O(p0), which allow us to apply the usual derivative expansion. Here we use the momentum
p instead of the spatial derivative ∇⊥. Nevertheless, note that this is not the unique choice since
we should adopt other power counting scheme to describe systems e.g. in the presence of the strong
magnetic field15. Since we fix our power counting scheme, based on the symmetry arguments, we can
perform the derivative expansion of the Massieu-Planck functional as
Ψ [t¯;λ, j] = Ψ (0)[t¯;λ, j] + Ψ (1)[t¯;λ, j] + Ψ (2)[t¯;λ, j] + · · · , (144)
which provides nondissipative constitutive relations for 〈Jˆ µa(x)〉LGt¯ . Here upper indices in the right-
hand side of this equation denotes the number of the spatial derivative (or momentum p). Note that
we only have the spatial derivative due to the definition of the Massieu-Planck functional.
Furthermore, expanding Uˆ in Eq. (142) together with the entropy production operator (139) pro-
vides us the dissipative part of constitutive relations in a self-consistent manner. Since the entropy
15 As will be discussed in the next papar [41], we assume Ai = O(p
−1) in such a situation so that the magnetic field
satisfies B ≡ ∇ × A = O(p0), which brings about the fact that the magnetic field can appear in the leading-order
expansion.
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functional inescapably contain at least one spatial derivative of parameters, the expansion with re-
spect to Σˆ can be regarded as the derivative expansion. We then obtain
〈δ˜Jˆ µa(x)〉 = 〈Tτe
∫ 1
0
dτΣˆτ [t¯,t¯0;λ]δ˜Jˆ µa(x)〉LGt¯
= 〈δ˜Jˆ µa(x)〉LGt¯ +
∫ 1
0
dτ〈Tτ Σˆτ [t¯, t¯0;λ]δ˜Jˆ µa(x)〉LGt¯
+
1
2
∫ 1
0
dτ
∫ 1
0
dτ ′〈Tτ Σˆτ [t¯, t¯0;λ]Σˆτ ′ [t¯, t¯0;λ]δ˜Jˆ µa(x)〉LGt¯ + · · · .
(145)
Here the first term in the second line vanish by definition: 〈δ˜Jˆ µa(x)〉LGt¯ = 〈δJˆ µa(x)〉LGt¯ = 0. Then, the
leading-order dissipative correction appears with at least one spatial derivative. Although we do not
discuss the next-leading-order dissipative correction, we note that second-order corrections also arises
from the second term with the single Σˆτ in addition to contributions from the third term.
5.1 Zeroth-order result: Perfect fluid
As is clarified above, dissipative corrections to constitutive relations are inevitably accompanied by at
least on spatial derivative of local thermodynamic parameters λa(x). We, therefore, do not have the
zeroth-order dissipative corrections, and we only need to evaluate the Massieu-Planck functional in the
leading-order derivative expansion.
As is elaborated in Sec. 3.3, we can only use β(x) and νM as basic building blocks of the leading-
order Massieu-Planck functional Ψ (0)[t¯;λ, j]. Then, the most general form of Ψ (0)[t¯;λ, j] respecting
diffeomorphism and U(1)M gauge invariance in emergent thermal spacetime is given by
Ψ (0)[t¯;λ] =
∫ β0
0
ddx˜
√
γ˜p(β, νM ) =
∫
dd−1x¯
√
hβp(β, νM ), (146)
where we used
√
γ˜ = eσ
√
h with eσ(x) = β(x)/β0 and performed the integration with respect to t˜ to
derive the right-hand side of this equation. Here p(β, νM ) represent a certain function dependent on β
and νM which satisfies a following relation,
d(βp) = cadλ
a = pµdβ
µ + nMdν
′
M , (147)
due to the thermodynamic properties of the Massieu-Planck functional (53). From this equation, we
can read off its relations to the conserved charge densities as
∂p
∂β
= − 1
β
(
nµEµ + p+ 1
2
nMu
2
)
,
∂p
∂νM
=
n
β
, (148)
whese we used β = βµnµ, νM = ν
′
M +
1
2
βu2, and pµv
µ = −nµEµ with Eµ ≡ 〈Eˆµ〉LGt¯ .
Since we have obtained the explicit form of the leading-order Massieu-Planck functional Ψ (0)[t¯;λ],
the variational formulae (66) enables us to obtain the corresponding leading-order constitutive relations.
However, we further simplify the problem by employing the hydrostatic gauge developed in Sec. 3.1.2,
and use the corresponding variational formulae (73). In the hydrostatic gauge, recalling the gauge fixing
condition (69), we have N(x)
∣∣
hs
≡ nµ(x)tµ(x)
∣∣
hs
= nµ(x)β
µ(x)/β0 = e
σ, which leads to
√
γ
∣∣
hs
=
√
γ˜.
Thus, we can simply express Ψ (0)[t¯;λ] by the use of the original background field j(x)
∣∣
hs
:
Ψ (0)[t¯;λ]
∣∣
hs
=
∫ β0
0
ddx˜
√
γp(β, νM ) = β0
∫
dd−1x¯
√
γp(β, νM )
∣∣
hs
. (149)
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Let us then take the variation of Ψ (0)[t¯;λ]
∣∣
hs
with respect to the independent background fields j¯(x) ≡
{nµ, v¯µ, h¯µν , vµ, aµ}. For that purpose, we use a following variational formulae
δβ = βµδnµ,
δ
√
γ =
√
γ
(
vµδnµ − 1
2
hµνδh¯
µν
)
,
δνM
∣∣
hs
= −βµδaµ + 1
2
u2βµδnµ − βuµδv¯µ − 1
2
βuµuνδh¯
µν ,
(150)
where we used νM
∣∣
hs
= −βµaµ + 1
2
βu2. By using these relations, we can calculate the variation of the
leading-order Massieu-Planck functional as follows:
δΨ (0)[t¯;λ]
∣∣
hs
= β0
∫
dd−1x¯
[
pδ
√
γ +
∂p
∂β
δβ +
∂p
∂νM
δνM
∣∣
hs
]
= −β0
∫
dd−1x¯
√
γ
[(
(E · n)uµ + pPµν uµ
)
δnµ
+ nMuµδv¯
µ +
1
2
(
nMuµuν + phµν
)
δh¯µν + nMu
µδaµ
]
.
(151)
Recalling the variational formulae in the hydrostatic gauge (73), we eventually obtain
〈Eˆµ(x)〉LGt¯ = −
1
β0
√
γ
δΨ [t¯; j]
δnµ(x)
∣∣∣∣∣
hs
=
(E · n)uµ + pPµν uν , (152)
〈Pˆµ(x)〉LGt¯ = −
1
β0
√
γ
δΨ [t¯; j]
δv¯µ(x)
∣∣∣∣∣
hs
= nMuµ, (153)
〈Tˆµν(x)〉LGt¯ = −
2
β0
√
γ
δΨ [t¯; j]
δh¯µν(x)
∣∣∣∣∣
hs
= nMuµuν + phµν , (154)
〈JˆµM (x)〉LGt¯ = −
1
β0
√
γ
δΨ [t¯; j]
δaµ(x)
∣∣∣∣∣
hs
= nMu
µ. (155)
These equation provide the leading-order constitutive relation which correctly reproduces the equation
of motion for a perfect fluid in conjunction with the conservation laws. From these equations, we see
that p and uµ is simply regarded as a pressure and velocity of the fluid, respectively. Combination of
Eqs. (152)-(154) gives the leading-order expression for the nonrelativistic energy-momentum tensor as
〈Tˆ µν(x)〉LGt¯ = −
((E · n)uµ + pPµρ uρ)nν + nMvµuν + nMPµρ uρuν + pPµν
= −(E · n)uµnν + nMuµuν + p(δµν − uµnν). (156)
Note that the fluid pressure in Eq. (146) can be, in principle, calculable from the microscopic quantum
theory by evaluating the path-integral formula (95). Therefore, we have derived a universal form of
the leading-order constitutive relations together with a way to calculate its all contents. This provides
the leading-order answer to our question to derive nonrelativistic hydrodynamics raised in Sec. 1.
5.2 First-order result: Navier-Stokes fluid
Let us proceed the first-order derivative expansion and derive the constitutive relation for the Navier-
Stokes fluid. First of all, it is important to notice that we do not have the first-order nondissipative
correction since we are now considering systems with parity symmetry, which leads to Ψ (1)[t¯;λ, j] = 0.
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Thus, the nondissipative part is the same as the leading-order results (152)-(155), and we only need
to take into account the leading-order dissipative corrections in the first-order derivative expansion.
In order to derive the first-order dissipative correction, we first rewrite the second term in Eq. (145)
by redefining the integration variable as τ → τ ′ = 1 − τ and using the cyclic property of traces :
Tr(AB) = Tr(BA), which leads to
〈δJˆ µa(x)〉 =
∫ 1
0
dτ〈eKˆτ Σˆ[t¯, t¯0;λ]e−Kˆτ δ˜Jˆ µa(x)〉LGt¯ +O(∇2)
=
∫ 1
0
dτ〈eKˆτ δ˜Jˆ µa(x)e−Kˆτ Σˆ[t¯, t¯0;λ]〉LGt¯ +O(∇2)
= (δ˜Jˆ µa(x), Σˆ[t¯, t¯0;λ])t¯ +O(∇2).
(157)
Here note that 〈δJˆ µa(x)〉 contains at least one spatial derivative. This allows us to neglect the term
proportional to δλˆa in the entropy production operator Σˆ[t¯, t¯0;λ] since it contains two derivatives.
Furthermore, we are considering the single-component fluid, and thus, the mass current and electric
current (if charged) gives the same current except for the unessential coefficient. In this case, the
electric current also disappears from the entropy production operator due to the consequence of the
Milne boost invariance: δ˜JˆµQ ∝ δ˜JˆµM = 0. We thus need to evaluate the above equation with the
following reduced form of Σˆ[t¯, t¯0;λ]:
Σˆ[t¯, t¯0;λ] =
∫ t¯
t¯0
ds¯
∫
dΣs¯N
[
δ˜Eˆµ(∇⊥µβ − βσP ρµFnρσ)− δ˜pˆ(hµν∇µ⊥βν)− δ˜pˆiµν∇〈µ⊥ βν〉
]
. (158)
In Eq. (157), we still have higher-order contributions coming from the expansion of the correlation
function. We then assume that our correlation functions behaves in a moderate manner showing the
exponential damping with respect to spacetime differences16. This assumption enables us to construct
the local (Markovian) constitutive relations with transport coefficients. To see this, recalling that all
the dissipative term is perpendicular to nµ and v
µ, we perform the tensor decomposition of Eq. (157)
only by the use of hµν (or hµν). Then, the expectation value of e.g. the energy current 〈δ˜Eˆµ(x)〉 in the
first-order derivative expansion can be evaluated as
〈δ˜Eˆµ(x)〉 = (δ˜Eˆµ(x), Σˆ[t¯, t¯0;λ])t¯ +O(∇2)
=
∫ t¯
t¯0
dt¯′
∫
dΣt¯′N
′(δ˜Eˆµ(x), δ˜Eˆν(x′))t¯
(∇′⊥νβ(x′)− βσ(x′)P ρν (x′)Fnρσ(x′))+O(∇2)
=
∫ t¯
t¯0
dt¯′
∫
dΣt¯′N
′(δ˜Eˆµ(x), δ˜Eˆν(x′))t¯
(∇⊥νβ(x)− βσ(x)P ρν (x)Fnρσ(x))+O(∇2).
(159)
To proceed the second line, we used the fact that a possible term for non-vanishing correlation functions
is only (δ˜Eˆν(x), δ˜Eˆµ(x′))t¯ due to the number of the tensor indices. We also used the above assumption
on the correlation function to derive the last line. Then, regarding the integral part as a transport
coefficient, this equation gives the local constitutive relations for the energy current. Similar analysis
also works for the stress-tensor of the trace part 〈δ˜pˆ(x)〉 and traceless symmetric part 〈δ˜pˆiµν(x)〉. Then,
recalling that δ˜Pˆµ(x) = δ˜JˆµM (x) = δ˜JˆQ(x) = 0, we obtain the first-order derivative corrections to
constitutive relations as follows:
〈δ˜Eˆµ(x)〉 = κ
β
hµν(∇⊥νβ + βσFnσρP ρν ) +O(∇2),
〈δ˜Tˆµν(x)〉 = −hµν ζ
β
hρσ∇ρ⊥βσ −
2η
β
hµρhνσ∇〈ρ⊥βσ〉 +O(∇2),
〈δ˜Pˆµ(x)〉 = 〈δ˜JˆµM (x)〉 = 〈δ˜JˆµQ(x)〉 = 0,
(160)
16 As is well-known, this assumption breaks down in low dimensional systems due to the hydrodynamic fluctuations.
Considerations of hydrodynamic fluctuations will be gien elsewhere.
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where the transport coefficients Li = {ζ, η, κ}—the bulk viscosity ζ, shear viscosity η, and thermal
conductivity κ—are given by
ζ = β(x)
∫ t¯
−∞
dt¯′
∫
dΣ ′¯tN
′(δ˜pˆ(x), δ˜pˆ(x′))t¯ (161)
η =
β(x)
(d+ 1)(d− 2)
∫ t¯
−∞
dt¯′
∫
dΣ ′¯tN
′(δ˜pˆiµν(x), δ˜pˆiρσ(x′))t¯hµρhνσ (162)
κ =
β(x)
d− 1
∫ t¯
−∞
dt¯′
∫
dΣ ′¯tN
′(δ˜Eˆµ(x), δ˜Eˆν(x′))t¯hµν . (163)
These are the so-called Green-Kubo formulae for transport coefficients [46–48]. Combining these with
the result for nondissipative part, we finally obtain the following constitutive relations in the first-order
derivative expansion:
〈Eˆµ(x)〉 = (E · n)uµ + pPµν uν + κβ hµν(∇⊥νβ + βσFnσρP ρν ), (164)
〈Pˆµ(x)〉 = nMuµ, (165)
〈Tˆµν(x)〉 = nMuµuν + phµν − hµν ζ
β
hρσ∇ρ⊥βσ −
2η
β
hµρhνσ∇〈ρ⊥βσ〉, (166)
〈JˆµM (x)〉 = nMuµ. (167)
Then, recalling the definition of the nonrelativistic energy-momentum tensor, we obtain
〈Tˆ µν(x)〉 = −
(E · n)uµnν + nMuµuν + p(δµν − uµnν)
+
κ
β
hµλ(∇⊥λβ + βσP ρλFnσρ)nν − Pµν
ζ
β
hρσ∇ρ⊥βσ −
2η
β
Pµρ hνσ∇〈ρ⊥βσ〉.
(168)
These are our final results for the derivation of hydrodynamic equation in the first-order derivative
expansion. We emphasize that this form of the constitutive relation is universal and independent
of microscopic ingredients/interactions of systems as long as symmetry properties given in Sec. 2.2
are satisfied. On the other hand, the functional form of the equation of state p = p(β, νM ) and the
transport coefficients Li = Li(λ
a) depend on the microscopic details of systems. The crucial point
here is that once we determine the microscopic system under consideration, we can, in principle,
calculate all of them based on the path-integral formula for the Massieu-Planck functional (95) with
the leading-order form (146) and the Green-Kubo formula (161)-(163) for given βµ and ν′M which have
one-to-one correspondences to the conserved charge densities ca. Therefore, all quantities appearing
in the constitutive relations are now calculable for given values of conserved charge densities, which
provides a next-leading-order complete answer to the problem of the derivation of the nonrelativistic
hydrodynamic equation raised in Sec. 1.
6 Discussion
In this paper, we only consider the parity-even normal fluid composed of the spinless Schro¨dinger field.
There are several prospects which should be clarified based on our approach. One is a generalization
to systems with spin degrees of freedom, e.g. systems composed of the spinful Schroo¨dinger field. The
reason why we do not consider the spinful case in this paper is that it requires another elaborate
preliminary in order to deal with spinful fields in the curved geometry. For example, we need to
introduce the vielbein formalism with the spin connection in the covariant derivative of spinor fields
which comes from invariance under the local spatial rotation. As a result, we have to show whether the
path-integral formula for local thermal equilibrium—Eq. (95) in this paper—contains the appropriate
spin connection in emergent thermal spacetime or not (See Ref. [32] for the discussion on the Dirac
field in the relativistic setup). In the companion paper [41], we will deal with the spinful Schro¨dinger
field and clarify the derivation of hydrodynamic equations with spin degrees of freedom.
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It is also interesting to consider transport phenomena which does not take place in the normal
fluid—one typical example is a hall transport in the parity-odd fluid, and another is a transport in the
superfluid. The former is relatively easy to take into account since it is classified into the nondissipa-
tive transport captured by the Massieu-Planck functional Ψ [t¯;λ, j]. Based on the symmetry argument
discussed in Sec. 3, we can write down the possible form of derivative corrections of Ψ [t¯;λ, j]. Fur-
thermore, with the help of the field-theoretical technique like the diagrammatic calculation, we can
evaluate their explicit form, which includes electric hall conductivity, thermal hall conductivity, and
hall viscosity and so on. Compared to this, the derivation of the superfluid hydrodynamics is a little
bit complicated since we have to consider the new massless mode known as the Nambu-Goldstone
mode [59–61] from the starting point. Because of this new massless degree of freedom, we have both
nondissipative and dissipative corrections to the hydrodynamic equations, which may lead to the fa-
mous two-fluid hydrodynamic equation (See Refs. [1,55]). Extending this direction enables us to justify
a unified hydrodynamic treatment of superfluid, liquid crystal and crystal [62] which is regarded as hy-
drodynamics with spontaneous symmetry breaking of internal, rotational, and translational symmetry.
Consideration of these is left for future works.
We lastly point out an unsettled point not captured by our approach. Our derivation is for the
conventional hydrodynamic equation without thermal fluctuation. In other words, our hydrodynamic
equation is regarded as one obtained after integrating out the nonlinear hydrodynamic fluctuation. In
the usual setup (like a normal fluid in d = 3 + 1 dimension), the hydrodynamic fluctuation does not
cause serious problem, and what we only need to do is to use the renormalized transport coefficients
for our hydrodynamic equation. However, in some situations—e.g. low dimensional systems—the hy-
drodynamic fluctuation breaks our assumption on the moderate behaviour of correlation functions,
and we cannot construct the local (Markovian) constitutive relations, which means the breakdown
of the conventional (non-fluctuating) hydrodynamics. We thus need to construct a systematic way to
take into account the effect of the nonlinear hydrodynamic fluctuation. Here we only point out the
possibility that recent developments on the effective field theoretical approach to relativistic dissipative
hydrodynamics (See [13,17,18]) may help us to consider this.
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A Proof of the quantum fluctuation theorem (113)
Here we give a proof of the quantum fluctuation theorem for local thermal equilibrium (113). In order to prove it, we
insert 1 = Θ−1Θ with Θ ≡ PT denotes a shorthand notation for the combined PT transformation. Note that Θ is an
anti-unitary operator because of T . Then, from the definition of GF (z; j], we obtain
GF (z; j] = Tr
(
ρˆ0 Uˆ†j eizSˆ0[t¯;λ]Uˆje−izSˆ[t¯0;λ]
)
= Tr
(
Θ−1Θe−Sˆ[t¯0;λ]Θ−1ΘUˆ†jΘ−1ΘeizSˆ0[t¯;λ]Θ−1ΘUˆjΘ−1Θe−izSˆ[t¯0;λ]Θ−1Θ
)
= Tr
(
Θ−1e−ΘSˆ[t¯0;λ]Θ
−1 U˜je−izΘSˆ0[t¯;λ]Θ
−1 U˜†j eizΘSˆ[t¯0;λ]Θ
−1
Θ
)
,
(169)
where we used the definition of the backward evolution operator (111) and the anti-unitarity of Θ. In order to eliminate
Θ at both ends, we again utilize the anti-unitarity of Θ, which brings about
〈Ψ1|Θ−1Θ|Ψ2〉 = 〈ΘΨ1|Ψ2〉∗. (170)
As a consequence, assuming that integral for ϕ is invariant under the combined PT transformation, we obtain
Tr
(
Θ−1OˆΘ) = ∫ dϕ〈Θϕ|O|Θϕ〉∗ = ∫ dϕ〈Θϕ|O†|Θϕ〉 = Tr (Oˆ†). (171)
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where ϕ denote all dynamical fields under consideration. With the help of this, we further rewrite GF (z; j] as
GF (z; j] = Tr
(
e−ΘSˆ[t¯0;λ]Θ
−1 U˜je−izΘSˆ0[t¯;λ]Θ
−1 U˜†j eizΘSˆ[t¯0;λ]Θ
−1)†
= Tr
(
e−izΘSˆ[t¯0;λ]Θ
−1 U˜jeizΘSˆ0[t¯;λ]Θ
−1 U˜†j e−ΘSˆ[t¯0;λ]Θ
−1)
= Tr
(
e−izΘSˆ[t¯0;λ]Θ
−1 U˜je−i(i−z)ΘSˆ0[t¯;λ]Θ
−1
e−ΘSˆ[t¯0;λ]Θ
−1 U˜†j e−ΘSˆ[t¯0;λ]Θ
−1)
,
(172)
where we inserted 1 = eΘSˆ[t¯0;λ]Θ
−1
e−ΘSˆ[t¯0;λ]Θ
−1
just before U˜†j to obtain the third line. Then, using the cyclic property
of traces: Tr(AB) = Tr(BA), we eventually obtain
GF (z; j] = Tr
(
e−izΘSˆ[t¯0;λ]Θ
−1 U˜je−i(i−z)ΘSˆ0[t¯;λ]Θ
−1
e−ΘSˆ[t¯0;λ]Θ
−1 U˜†j e−ΘSˆ[t¯0;λ]Θ
−1)
= Tr
(
e−ΘSˆ[t¯0;λ]Θ
−1 U˜†j ei(i−z)ΘSˆ[t¯0;λ]Θ
−1 U˜je−i(i−z)ΘSˆ0[t¯;λ]Θ
−1)
= GB(i− z; j].
(173)
This is what we want to prove. uunionsq
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