Abstract-While the P vs NP problem is mainly approached form the point of view of discrete mathematics, this paper proposes reformulations into the field of abstract algebra, geometry, fourier analysis and of continuous global optimization -which advanced tools might bring new perspectives and approaches for this question. The first one is equivalence of satisfaction of 3-SAT problem with the question of reaching zero of a nonnegative degree 4 multivariate polynomial (sum of squares), what could be tested from the perspective of algebra by using discriminant. It could be also approached as a continuous global optimization problem inside [0, 1] n , for example in physical realizations like adiabatic quantum computers. However, the number of local minima usually grows exponentially. Reducing to degree 2 polynomial plus constraints of being in {0, 1} n , we get geometric formulations as the question if plane or sphere intersects with {0, 1}
I. INTRODUCTION
The P versus NP question is a major unsolved problem of computer science. It asks about existence of a polynomial time algorithm for so called NP-complete problems, for which being a solution can be tested in a polynomial time, however, there is not known efficient way to locate the solution in exponentially large set of possibilities. This class contains many problems which can be reformulated (reduced) one into another through a polynomial transformation. Hence, existence of a polynomial time algorithm for one of them would imply polynomial time algorithm for all of them. Additionally, such hypothetical efficient method would endanger most of currently used cryptography.
Some well known representants of this family are: 3-SAT, Hamilton cycle problem, knapsack problem, travelling salesman problem, subgraph isomorphism problem, clique problem, vertex cover problem, independent set problem, subset sum problem, dominating set problem and graph coloring problem. All of them stay in widely understood field of discrete mathematics, like combinatorics, graph theory, logic.
The unsuccessfulness of a half century search for the answer might suggest to try to look out of this relatively homogeneous field -try to apply advances of more distant fields of mathematics, like abstract algebra fluent in working with the ring of polynomials, use properties of multidimensional geometry, or other continuous mathematics including numerical methods perfecting approaches for common problem of continuous global optimization.
While there are approaches for reformulation of 3-SAT into continuous constrained optimization [1] of a complex formula which has to additionally fulfill some constraints, this article shows that 3-SAT can be reformulated as the question of just reaching zero of a multivariate real nonnegative degree 4 polynomial, and this degree cannot be further reduced.
This reformulation (reduction) allows to place this problem in both global continuous optimization (unconstrained) and abstract algebra. Hence, it allows to translate the complexity of NP-complete problems to possibly exponential growth of the number of local minima of such multivariate polynomial, what suggests similar issue for recently popular adiabatic quantum computers also representing combinatorial tasks as (energy) optimization problems -might require exponential reduction of temperature to even distinguish between exponentially growing number of local minima.
This degree of polynomial can be reduced further to 2 if we additionally enforce variables to obtain boolean values {0, 1}
N . Zero of degree 2 polynomial is simple linear plane, allowing to polynomially reduce 3-SAT to a geometric problem of plane or sphere intersecting with {0, 1} N . Alternatively, from the abstract algebra point of view, polynomial formulation allows to shift the difficulty for example into the problem of calculating multivariate analogue of discriminant of polynomial.
There will be also presented solution of Hamilton cycle problem using anti-commuting Grassmann numbers, suggesting requirement of exponential growth of representation for this algebra. Alternatively, derivatives can be also used for a related approach.
II. 3-SAT AS GLOBAL MINIMIZATION OF POLYNOMIAL
3-SAT is the problem of determining if we can assign 0/1 values to boolean variables, such that all alternatives from a chosen set of clauses (triples) are satisfied: ∀ i=1,...,m C i . The alternatives may contain negation, for example C 1 ∧ C 2 = (x ∨ ¬y ∨ z) ∧ (¬x ∨ y ∨ u). Denote n as the number of variables, m as the number of clauses.
We will now translate this conjugation of alternatives into a nonnegative polynomial which zeros correspond to satisfying variable assignments. The boolean variables will be transformed into real continuous variables, which are enforced to finally choose 0 or 1 by the condition of zeroing the polynomial. While the final values have to be discrete, their search might involve intermediately using real values -especially from the [0, 1] n hypercube.
A. Degree 14 polynomial
The original author's approach [2] from 2010 has used degree 14 polynomial, reduced to 8 by introducing one additional variable per clause (triple).
Specifically, the C = x ∨ y alternative is satisfied in 3 cases: 01, 10 and 11. It is equivalent to zeroing of degree 6 nonnegative polynomial:
Alternative of three variables is satisfied in 7 cases: 001, 010, 100, 011, 101, 110, 111. Analogously we get degree 7 · 2 = 14 nonnegative polynomial p ∨ 3 (C), which zeroes if and only if the alternative C is satisfied.
We can now construct the final polynomial as sum of p ∨ 3 for all m clauses:
where for the negated variables we use 1 − x instead of x. This nonnegative polynomial is zero if and only if all p ∨ 3 are zero, what is equivalent with all alternatives being satisfied.
We got degree 14 polynomial of n variables -there is a natural question if this degree can be reduced at cost of at most polynomial growth of the number of variables.
B. Reduction to degree 8
The original reduction has used additional variables (one per clause) to reduce the number of possibilities satisfying alternative from 7 to 4, hence reducing the degree of polynomial from 14 to 8.
For this purpose, for each C = x∨y∨z clause introduce variable v and replace C with conjunction of the following two alternatives:
The first one looks at four possibilities for x and y variables, enforcing the use of v = x ∨ y. Thanks of it, the second alternative becomes equivalent to x ∨ y ∨ z.
The left hand side alternative has 4 possibilities for being satisfied, hence can be transformed into minimization of degree 8 nonnegative polynomial.
Summing such 2m polynomials for all m c, we get n+m variable nonnegative polynomial of degree 8, which reaches zero if and only if the 3-SAT can be satisfied.
C. Approach for degree 6
The main contribution of this paper is alternative approach which directly obtains degree 6 polynomial and can be further reduced to degree 4 by adding m variables.
Specifically, observe that C = x ∨ y ∨ z is satisfied when the sum of representing 0/1 numbers is in {1, 2, 3}, leading to degree 6 polynomial:
Reaching zero of this polynomial does not enforce variables being in {0, 1} yet, but it can be done by additional degree 4 polynomials:
This final polynomial of n variables is nonnegative, degree 6, and reaches zero if and only if the 3-SAT is satisfied.
D. The final reduction: degree 4
To reduce to degree 4 polynomial, observe that the x + y + z = 3 possibility can be avoided by adding a new variable v -instead of P ∨ 3 using polynomial:
For x = y = 0, the zeroing of the left hand side part enforces v = 1, for which the right hand side part enforces z = 1. In the remaining cases, the right hand side part allows for z equal 0 or 1.
Summing the corresponding polynomials for all m clauses with polynomials
2 for all original n variables and m additional ones, we get a nonnegative degree 4 polynomial of n + m variables, which reaches zero if and only if the 3-SAT is satisfied.
Observe that if P =NP, this degree 4 generally cannot be further reduced. Nonnegativity requires the degree to be even, so such hypothetical reduction would need to be to degree 2, which can be minimized in polynomial time. However, in the next section we will see that we can further reduce to degree 2, but with additional constraint of all variables being finally boolean, realized here with the
2 degree 4 terms.
E. Algebraic approach: discriminant
We have transformed the 3-SAT problem into the question of reaching zero of e.g. degree 4 nonzegative polynomial with integer coefficients. Such zero (root) would have to be multiple root and abstract algebra has a tool allowing to test if a polynomial has multiple root: it is equivalent to zeroing of discriminant of this polynomial. For example ax 2 +bx+c quadratic polynomial has double root if and only if its discriminant: b 2 − 4ac is zero. However, the situation is much more complex for multivariate polynomials [3] . For single variable polynomial P , discriminant is resultant of P and its derivative P . Resultant of two polynomials is determinant of Sylvester matrix built of coefficients of the two polynomials, of size being sum of their degrees. Direct application of this method to multivariate polynomial would lead to exponential growth of degree. The question is existence of more efficient methods.
Assuming P =NP, we can formally conclude that the cost of testing multivariate analogue of zeroing discriminant has to grow at least exponentially with the number of variables, even for degree 4 polynomial. Otherwise, we could solve 3-SAT in polynomial time.
F. Global optimization approach
We have reformulated a 3-SAT problem into testing if a global minimum (can be more than one) of a nonnegative degree 4 polynomial is zero. A natural approach is using some numerical continuous optimization methods, like gradient descent, or simulated annealing. The knowledge that satisfying final values need to be in {0, 1} allows to terminate the iteration if approaching a vertex of the hypercube (then just test boolean values as rounded all coordinates), or stabilizing far from it (finding a local minimum). Adding some repulsion between multiple considered solutions would allow to find or approximate polynomial number of local minima in polynomial time. However, the number of local minima of polynomial can generally grow exponentially with the number of variables, for example for the i x 2 i (x i − 1) 2 polynomial. The question is if in practical problems there will appear exponential number of uninteresting (nonzero) local minima.
Hence, from the P =NP assumption we can conclude that the number of nonzero local minima of polynomial obtained from 3-SAT problem has generally an exponential growth. There are known ways to reduce the number of local minima by smoothing a function f , for example by adding second derivative like Laplacian: considering f + λ∆f function for some λ > 0, which should be finally reduced to zero in further iterations, for example analogously to adiabatic evolution of adiabatic quantum computers.
Translation of a difficult combinatorial problem into a global (energy) optimization problem is also the base of adiabatic quantum computers, which were shown to be equivalent to standard quantum computers [4] . However, as for this moment, the author is not aware of polynomial quantum algorithm for NP-complete problems. Additionally, this formulation probably also suffers from the exponential growth of local (energy) minima, which might make them thermally indistinguishable -might require exponential decrease of temperature while growing problem size.
G. Other methods for transforming into global optimization problem
We have discussed transformation of 3-SAT into global optimization of polynomial. The final degree 4 method required adding x 2 (1 − x) 2 polynomials to enforce final values being in {0, 1}. Alternative approach is using some monotonous function f :
and expect x → ±∞ during optimization by using f (x) instead of the original variables in the optimization problem.
While polynomials allow to enforce one of a few possibilities -using polynomial of twice higher degree, in the everyday problem of correcting Low Density Parity Check [5] error correction codes, the constraints are enforcing parity of all chosen subsets of variables, what can be realized by adding periodic functions like sin 2 (πx). Analogously, periodic functions can be for example used to formulate the problem of integer factorization of n as maximization of cos(2πx) + cos(2πn/x) where x and n/x are the two factors and this sum reaches 2 if and only if both are integer.
H. Example for cryptographic attacks
While transforming into minimization of degree 4 polynomial will rather not lead to a formal proof of existence of polynomial time algorithm, the more practical question is if it could lead to essentially faster search than brute force among {0, 1}
n boolean values. Thanks to continuity and simplicity of the resulting polynomial, one could try methods for example based on gradients: which take the search inside the continuous [0, 1] n hypercube and exploit gradients -suggesting local direction to continue the search basing on the entire problem.
Naively, these local suggestions inside [0, 1] n hypercube might lead to essentially faster search than brute force, endangering current cryptography. For example hash functions are designed to be easily propagated in the intended direction of calculation, but seem extremely difficult to propagate in backward direction. In theory, such algorithm of calculation can be written as a Turing machine, which can be transformed into a 3-SAT problem of at most polynomially larger size, which then can be transformed into minimization of degree 4 polynomial as discussed here. In practice, these hash functions are usually constructed as a fixed sequence of basic boolean and arithmetic operations, which can be nearly directly transformed into 3-SAT clauses and polynomials for minimization. For example z = x ∧ y into minimization of (z − xy)
Summation of two integers as bit sequences: z = x + y can be transformed into sum over all bit positions i of (
polynomial, where c i are carry bits.
Thanks to decomposing a hash function into a set of simple basic blocks like 3-SAT clauses, these blocks no longer emphasize any direction of propagation, gradient of the resulting polynomial might be a tool to propagate this information also in the opposite than intended direction. For example fixing the final hash value (bit sequence) and propagating it to the initial value, might allow to reverse this hash function. Fixing some number of leading zeros and part of the input might allow for less expensive Proofof-Work for example for Bitcoin mining.
Other basic problem which might be attacked through efficient 3-SAT saving is RSA: integer factorization as propagating information from a fixed product of two integers into these two values. Analogously for the discrete logarithm problem being the base of elliptic curve cryptography. For symmetric cryptography, all but the proper key lead to a completely random decoded sequence -we could transform the search for the only key leading to a correlated decoded sequence as a 3-SAT problem.
Hence the essential question is if the local gradient would be a helpful hint for the search? If true, it could lead to cryptographic attacks which are essentially faster than brute force, e.g. by performing gradient descent from multiple random initial points of the [0, 1] hypercube, or some more sophisticated numerical optimization, or through some physical realization like adiabatic quantum computer. For protection against such hypothetical attacks, we could elongate the reason-result chain leading to the output to make propagation in opposite direction more difficult.
There were performed tests of such approach for the factorization problem: write in binary operations the process of multiplication of two integer numbers in their binary representations, which were finally translated into degree 4 polynomial. Then binary representation of product was fixed as product of some two prime numbers.
There were performed trials to minimize this polynomial to find the two prime factors. Performing gradient descent from many random initial points did not bring essential improvement comparing to brute-force, nor did smoothing with Laplacian. There were also tested methods restricting the polynomial to a line, where we can analytically find all the minima for such low degree polynomial, however, random directions usually contained only a single minimum.
As expected, the found polynomial has huge number of local minima with value close to zero. They are close to {0, 1} n hypercube vertices due to x 2 i (1 − x i ) 2 terms in the sum. Most of these vertices do not solve the problem, hence have a nonzero value of some other terms in the sum. The local minima were perturbations of these vertices such that only one or a few logical operations were violated -such optimization intuitively breaks the logical reason-result chain in some weak links. The number of subsets of terms not to be satisfied grows exponentially, many of them correspond to a local minimum in the extremely complex landscape of this polynomial.
Analogous problem of exponential growth of local minima is expected for physical realizations like adiabatic quantum computers -the experiments suggest the gap between the two lowest states also drops exponentially. Maintaining the lowest state would need not only exponential reductions of speed to have adiabatic process, but also exponential reductions of temperature to make these states them distinguishable.
III. GEOMETRIC FORMULATIONS
The degree 4 while transforming into polynomial is required due to x 2 (1 − x 2 ) terms enforcing final boolean values. It turns out that the remaining constraints can be represented by degree 2 polynomial. Its zeros are in a plane which can be found in polynomial time.
A. Degree 2 polynomial in vertices of hypercube
Assume we somehow enforce the final values to be boolean: vertices of hypercube, for example by adding sum of x 2 i (1 − x 2 i ) over all variables to our polynomial. In this case, observe that x ∨ y ∨ z clause from 3-SAT problem can be transformed into minimization of
where u, v, w are additional new variables (3 per clause), which are also somehow enforced to be finally in {0, 1}. The right hand side square acts as alternative: its minimization means exactly one of them is 1, each possibility corresponds to a different x + y + z ∈ {1, 2, 3} fulfilling the clause. This way we have increased the number of variables from n to N = n + 3m, where m is the number of clauses.
Here are examples of transforming other basic logical operations (u, v are additional new variables enforced to be boolean):
B. Plane intersecting hypercube vertices problem
The obtained degree 2 polynomial can be written as
Where x is vector of all N variables (e.g. N = n + 3m for transformation of 3-SAT above), A is N × N matrix with integer coefficients for the above transformation, of absolute values bounded by O(N ).
As by construction this polynomial is nonnegative, the A matrix is positive semi-defined and a 0 ≥ 0. Differentiating (5) 
As we are interested in x ∈ {0, 1} N , the Ax = b equation becomes a question of existence of subset of N columns of A which sum to b. The coefficients of A are bounded by O(N ), hence we can pack the entire columns into large numbers of ≈ d lg(N ) bits, getting standard subset sum NP-complete problem: for a given set of integer numbers, is there a subset summing to zero. Hence, we get a geometric analogue of subset sum problem, which may lead to some new approaches.
C. Sphere intersecting hypercube vertices problem
All {0, 1}
N are in euclidean sphere with center c = (1/2, . . . , 1/2) and radius r = √ N /2. Intersecting this sphere with the {x : Ax = b} plane, we get sphere of center in c being orthogonal projection of c into the plane, and radius r 2 = r 2 − c − c 2 . Moreover, intersection of both spheres lies in the plane of interest. Hence, points of intersection S(c, r) ∩ {0, 1} N are also in the plane, solving e.g. the original 3-SAT problem. Finally we have reduced it to: Definition 2. Sphere crossing hypercube vertices problem -decide if {0, 1} N intersects a given sphere:
Writing the norm as sum over coordinates, the choice among {0, 1} N possibilities again becomes equivalent with the subset sum problem, giving it another geometric interpretation. Additionally, beside euclidean sphere here, it could be alternatively a sphere for a different norm -in the next section there is derivation focusing on l 1 sphere.
IV. SUBSET SUM AS HYPERPLANE/SPHERE INTERSECTION OR INTEGRATION PROBLEM
The above considerations have lead us close to the known Subset Sum problem, for which one of formulations is:
∃ a ∈ {0, 1} n :
for some integer x i ∈ Z defining the instance of problem. Subtracting i x i /2 from both sides of the above sum, multiplying both sides by 2, then introducing:
we get equivalent formulation for natural y i ∈ N:
Appending s to the set of values (n = n + 1, y n = |s|) we get equivalent problem for natural y i ∈ N:
So we have a set of natural numbers, and the problem is to split it into two disjoint subsets having the same sum ( i y i /2). Alternatively, we get the original Subset Sum problem (8), but with all values being natural numbers (positive) and the searched sum being s = i y i /2.
A. Plane or sphere intersection problem
From geometric perspective, the above problem can be seen as the question if hyperplane defined by a normal vector of integer (or natural) coefficients intersects {0, 1} n or {−1, 1} n .
To go to the sphere intersection problem, choose some number d > max i y i (natural or real), add it to each term of (9) sum, then divide its both sides by d, getting equivalent condition:
The a i = ±1 chooses between two positive values (d > max i y i ), which sum to 2. It can be seen as choosing between distances from ∓1 points. Hence the original Subset Sum problem is satisfied iff:
for S 1 (c, r) := {x : i |x i −c i | = r} is l 1 sphere and any d > max i y i (can be also generalized to other l p spheres). Condition (11) can equivalently be seen as finding characterisation of union of spheres:
B. Integration formulation
Another interesting formulation of the Subset Sum problem is by calculating Fourier transform of the characteristic function (with multiplicities) of all possible 2 n values:
The original question if the X contains 0 becomes the question if:
It transforms to the original problem when expressing cosines as complex exponents. Also if treating it as integration over complex unit circle to use the residue theorem -testing if 0 is a residue becomes again the original problem:
Different approaches for integrating i cos(ϕ y i ), like averaging over random points (Monte Carlo), seem also inefficient because while this product of cosines has values in [−1, 1], the nonzero average (integral) drops pessimistically like 2 −n .
C. Symmetric polynomials approach
While the original question if the set of 2 n possibilities: X = { i a i y i : a i ∈ {−1, 1}} contains zero seems very difficult (NP), surprisingly, we can inexpensively calculate sums of small natural k-th powers of all these 2 n values:
Obviously t k = 0 for all odd k. For even k, t 0 = 2 n ,
thanks to cancellations due to alternating signs: the only non-vanishing terms are those having even numbers of all appearances while expanding the power. The relation for higher powers can be analogously found, but it becomes more complicated, for example:
n (16s 6 − 30s 2 s 4 + 15s 2 ) The original problem can be alternatively formulated as the question if product of such 2 n values is zero. Product of all values is also a symmetric polynomial and could be expressed as a polynomial of the above values (e.g. 2xy = (x + y) 2 − (x 2 + y 2 )), but it would require all 2 n of them.
D. Convergence approach
Instead of summing a natural power of all 2 n values, we could for example use a function being infinity in zero and try to test is the sum is infinity. For example
Unfortunately cancellation due to alternating signs is much more complex this time, making problematic calculation for high k. From the other side, e.g. using a series of t k above, divergence to test is relatively slow: 1/(1 − 1) = k 1, requiring very large orders to distinguish zero value for one close to zero in such sum.
A similar trial can be made for different mentioned formulation: finding subset summing to s = i y i /2: 
V. SOME DIFFERENT APPROACHES

A. Optimization formulation of clique problem
In clique problem (NP) we ask if a given graph contains a size k clique. If A is the adjacency matrix, clique problem corresponds to maximizing:
Equivalently, we can search for anti-clique: ask if 0 ∈ {v T Av :
Taking kernel of A, we get again the question of linear subspace crossing vertices of hypercube.
B. 3-SAT as a combinatorial problem
Imagine variables as {0, 1} values, and transform a 3-SAT formula into product of sums over clauses. Now summing over all possibilities, the formula is satisfied iff
where v ij is corresponding variable (1 . . . n),v = 1 − v corresponds to some specific negation pattern.
This sum can be decomposed into 3 m length m monomials, however, for every monomial the summation is quite simple. If monomial contains all n variables, the summation gives 1. If monomial contains only n − k variables, the summation gives 2 k . Hence, we have transformed 3-SAT into combinatorial problem of calculating numbers of monomials using given number of variables.
VI. HAMILTON CYCLE PROBLEM THROUGH GRASSMANN NUMBERS AND DIFFERENTIATION
In the Hamiltonian cycle problem, which is one of NPcomplete, we want to determine if a given undirected graph has a cycle visiting all vertices exactly once. Denote by A the n × n symmetric adjacency matrix of this graph. Powers of this matrix can be seen as sums over all paths, hence Tr(A n ) can be seen as sum over all cycles. However, this sum also contains paths going multiple times through a vertex -the problem is to "extract" Hamilton paths from this sum. Let us look at some two possibilities.
A. Grassmann numbers
Physicists working with fermionic fields use external algebra of Grassmann numbers (θ i ) which anticommute [6] :
Hence, θ 2 i = 0 and having a sequence of such variables, we can sort them (changing sign) and such product vanishes if there are two or more identical terms there. Otherwise, the sign of such product is multiplied by the sign of applied permutation.
Observe that such Grassmann numbers seem a perfect tool for extracting Hamilton cycles from the A n approach. Denote diagonal n × n matrix with n different Grassmann numbers on the diagonal as D := diag(θ i ). Now diagonal terms of (A · D)
n are sums over all cycles, in which all those going twice through some vertex are vanishing due to anti-commutation. Hence it becomes sum of only Hamilton cycles.
Observe that such sum over all cycles can vanish due to cancellation of cycles of negative sign vertex permutations.
One way to prevent that is using two different Grassman numbers for each vertex: D := diag(θ 2i θ 2i+1 ). Thanks of it, permutation between two cycles will always need an even number of inversions -have +1 sign.
Finally, a given graph has a Hamilton cycle if and only if (A · D ) n has nonzero diagonal (or trace).
However, the issue with this approach is that Grassmann numbers are difficult to realize. A natural construction is using matrix of size 2 k for k Grassmann numbers, for example for k = 2: Finally, from the P =NP assumption we can conclude that indeed matrix representation of Grassmann numbers requires exponentially growing size of these matrices.
B. Variable differentiation
Another way to extract Hamilton paths from the A n approach is through introducing some variables (e.g. real or complex) and finally differentiating over them. Analogously as for Grassmann numbers, denote: D = diag(x i ) as n × n diagonal matrix with n different variables on the diagonal. Taking derivative over all these variables, we can extract the terms corresponding to Hamilton cycles from (AD) n . Beside just using (AD) n , we could also for example use a function being a series of AD and fix all the remaining powers to zero by the differentiation and final substitution of zeros to all variables. Finally, the existence of Hamilton cycle can be formulated as one of the three following equivalent conditions:
VII. ALGEBRAIC PERSPECTIVE ON GRAPH ISOMORPHISM PROBLEM
Graph isomorphism problem asks if given two indirected graphs are isomorphic, and is usually seen as essentially simpler than NP, especially having in mind that in 2015 there was found quasi-polynomial algorithm [7] .
Let us look at this problem from the perspective of linear algebra. For two graphs given by (symmetric) adjacency matrix A and B, it is inexpensive to test if these matrices are similar by checking if their characteristic polynomials are identical: det(A − λI) ≡ det(B − λI). In graph isomorphism problem we need to test if they are Example of two strongly regular graphs of the same parameters (16,6,2,2), which are not isomorphic. The written eigenvectors are not orthogonalized. not only similar, but additionally if there exists similarity matrix which is permutation. While graph isomorphism problem restricts the matrices of interest here to {0, 1} adjacency matrices, we can expand this question to a general algebraic problem -for general real or complex matrices.
Positive test of their similarity means that they have identical eigenspectrum (with multiplicities). Hence a natural intuition is trying to test eigenvectors corresponding to the same eigenvalue -a nondegenerated eigenvector distinguishing some coordinates would bring some restrictions to possible isomorphisms.
However, the real problem is with difficult cases: when eigenvalues are strongly degenerated, especially for Strongly Regular Graphs (SRG), which turn out having only three different eigenvalues.
Definition 3. SRG(n, k, λ, µ) contains n vertex regular graphs: having k degree of all vertices, which additionally satisfy two conditions:
• every two adjacent vertices have λ common neighbors, • every two non-adjacent vertices have µ common neighbors. Figure 3 contains two examples of SRG(16,6,2,2) 1 . We see 1+9+6 eigenvalue degeneration, generally for eigenvalues k and λ − µ ± (λ − µ) 2 + 4(k − µ) /2. Let us focus on the last 6 rows: 6 × 16 matrix representing 6 dimensional eigenspace. The question is if we can get some information regarding potential isomorphism from such subspace?
A. Subspace invariants
Having m × n matrix representing a subspace -here m = 6 vectors of length n = 16, a natural first step is Gram-Schmidt ortonormalization, getting size m orthonormal basis of this subspace. However, there is large freedom of choosing such othronormal basis: we can rotate this basis by multiplying such m × n matrix by any m × m orthogonal matrix.
There are invariants of such basis rotation. Looking at vertical vectors in this m × n orthonormalized matrix: v i ∈ R m , their norm does not change during multiplication by m × m orthogonal matrix. Also v i · v j scalar products are invariants. Grouping more such length m vectors into matrix M , then e.g. det(M T M ) (or trace) is also invariant.
However, such invariants do not seem helpful for distinguishing SRGs, for example for single vectors (corresponding to single vertices) they turn out identical.
B. Searching permutation among similarity matrices
Another approach is searching for permutation in the space of all possible similarity matrices (orthogonal) between A and B. Assuming they are similar, we can diagonalize them to the same diagonal matrix D: for O being orthogonal within each block of identical eigenvalues. Hence the space of similarity matrices between A and B can be characterized as:
The graph isomorphism problem asks if this set contains permutation -we could use a numerical procedure to try to find it there. There are various ways to characterize permutation in the space of orthogonal matrices. For example defining s p = ij (P ij ) p , orthogonality implies s 2 = n. However, s 3 is usually below, it reaches n only for permutation matrix.
Hence numerical approach might be looking for maximum of e.g. eigenspace. However, such search might contain the general problem with optimization approaches: exponential number of local optimums, for example corresponding to permutations not corresponding to the isomorphism.
VIII. CONCLUSIONS
The paper presented a few nonstandard reformulations on NP-complete problems: 3-SAT as the question of reaching zero of degree 4 nonnegative polynomial, plane or sphere crossing hypercube vertices problem, Subset Sum as integration problem, and Hamitlon cycles as power of matrix using Grassmann numbers or zeroing derivative. The P =NP assumption allows to localized the source of difficulty in these approaches, for example: grow exponentially with their number. Being able to falsify one of these statements would allow to conclude that P=NP.
While the P?=NP problem is usually attacked from the point of view of discrete mathematics, presented reformulations allow to take it to the field of abstract algebra, geometry, real analysis or continuous global optimization for better understanding of connections between these relatively far fields of mathematics, like complexity bounds, or finding some advanced approaches for solving or approximating NP-complete problems.
