Abstract: In order to improve the understanding of the hot flow behaviors of as-extruded 7050 aluminum alloy, a series of isothermal compression tests with a fixed height reduction of 60 % were performed at the temperatures of 573 K, 623 K, 673 K and 723 K, and the strain rates of 0.01 s −1 , 0.1 s −1 , 1 s −1 and 10 s −1 on a Gleeble-1500 thermo-mechanical simulator. Based on both nonlinear and linear estimations of work hardening rate versus strain curves, two phenomenological models have been developed to predict the flow stress values under different hot forming conditions up to the peak stress. The suitability levels of these two models were evaluated by comparing both the correlation coefficient (R) and the average absolute relative error (AARE). R-value and AARE-value for the linear phenomenological model are 0.9995 and 2.18 %, respectively, while the R-value and AARE-value for the nonlinear model are 0.9901 and 10.60 %, respectively. The results showed that the predictions of these two models were in good agreement with the experimental data for 7050 aluminum alloy. Fewer materials constants were involved in the linear model, and the predicting ability of the linear model is stronger than the nonlinear model.
Introduction 7050 aluminum alloy has been widely used for aircraft structural components due to an attractive combination of properties such as high specific strength, good corrosion resistance, excellent electrical conductivity, adequate fracture toughness, and fatigue characteristics [1] [2] [3] [4] . The hot deformation behavior of aluminum alloy is complex and is usually used to speculate dynamic recovery (DRV) and dynamic recrystallization (DRX). It is well known that the hot forming is a popular technology suitable for manufacturing components of 7050 aluminum alloy. To assess the flow stress behavior of a work piece under different conditions, the accurate prediction of the flow stress has become increasingly important. So the study of 7050 aluminum alloy's elevated temperature flow stress behavior is a prerequisite for the proper design of the process parameters that directly affect the mechanical properties of components [5, 6] .
During the past years, hot deformation behaviors of metals and alloys are often characterized by constitutive models which can significantly research the relationship between flow stress and processing parameters and the constitutive models can be categorized into three types: artificial neural network (ANN), analytical constitutive model, and phenomenological model [7] . Each constitutive model has its own advantages and drawbacks depending upon the area of application, accuracy needed, and computational time required. The artificial neural network (ANN) provides a method to predict flow stress by learning the complex and nonlinear relationships among flow stress, strain, strain rate and temperature. In ANN, strain, strain rate and temperature were taken as inputs, and flow stress was taken as output [8, 9] . However, it is easy to lose stabilization in the calculation process due to the nature of ANN. In analytical model, constitutive relations are derived based on physical theories, and the establishment of analytical model needs deep investigation of the micro deformation mechanism, such as the study of dynamics and kinemics of dislocation [8] . However, it has not been widely used in flow stress prediction.
Recently, the phenomenological models were less strictly related to physical theories and used extensively by many researchers with satisfactory precision in the modeling of hot deformation behavior. Quan et al. proposed a modified hyperbolic sine constitutive equation, in which the influence of strain was incorporated to predict the flow stress of 7050 aluminum alloy in the temperature range of 573~723 K and strain rate range of 0.01~10 s −1 [10] . Li et al. compared the modified ZA model and the strain compensation Arrhenius-type model in terms of their prediction accuracy for 7050 aluminum alloy in the temperature range of 573~723 K and strain rate range of 0.001~1 s −1 [11] .
A series of similar phenomenological models has been proposed to predict the elevated temperature flow behaviors of 2124-T851 aluminum alloy [12] , Al-3Cu-0.5Sc alloy [13] , as-cast Ti60 titanium alloy [14] , cast A356 aluminum alloy [15] , as-extruded 3Cr20Ni10W2 heat-resistant alloy [16] , GCr15 steel [17] , as-extruded 42CrMo steel [18] , as-cast AZ80 magnesium alloy [19] , and Al-Cu-Mg alloy [20] , etc. From these works, it can be seen that the phenomenological models describe the flow stress behavior through an equation with a limited number of material constants that can be easily determined by experimental results. Generally, the phenomenological constitutive model could accurately predict the flow stress values of various alloys. But it is worth noting that the several phenomenological models mentioned above have no detailed description for the flow stress before the peak stress. In order to deeply study on the hot flow behaviors of 7050 aluminum alloy, two phenomenological models has been proposed to predict the values of flow stress up to the peak under different hot working conditions in this paper.
In this work, a comparative study has been made on the performances of the linear and nonlinear phenomenological models in predicting the flow stress values before the peak stress of the 7050 aluminum alloy. Both of these models are proposed based on the estimation of the work hardening rate as a linear and non-linear function of strain rate, respectively. The effects of processing parameters including strain, strain rate and temperature on flow stress were analyzed. The object of this investigation is to predict the flow stress up to the peak of as-extruded 7050 aluminum alloy. Seventeen cylindrical specimens for compression tests were machined by electrical discharge wire-cutting, the specimen geometry with the diameter of 10 mm and the height of 12 mm. Each specimen was resistance-heated to deformation temperature at a heating rate of 10 K/s and held at a fixed temperature for 180 s by thermocoupled feedback-controlled AC current, which can decrease the anisotropy in flow deformation behavior effectively. The isothermal compression tests were performed on a computer-controlled servo-hydraulic Gleeble-1500 thermo-simulation machine, which can be programmed to simulate both thermal and mechanical process in a wide range of hot deformation conditions. The deformation temperature was varied from 573 K to 723 K at intervals of 50 K, and the strain rates were 0.01 s −1 , 0.1 s −1 , 1 s −1 and 10 s −1 , the height reduction of each specimen is 60 %. After each compression, the deformed specimen was quenched into room-temperature water immediately to preserve the deformed microstructure at elevated temperature. During the compression process, the variations of stress and strain were monitored continuously by a personal computer equipped with an automatic data acquisition system. The relationships between true stress and true strain can be derived from the nominal stress-strain data collected according to the following formula:
, where ε T and σ T are the true strain and true stress, ε N and σ N are the nominal strain and nominal stress.
Flow behavior characteristics of 7050 aluminum alloy
The true stress-strain curves up to the peak of as-extruded 7050 aluminum alloy compressed at different temperatures and strain rates are illustrated in Figure 1 (a)-(d). It can be found that the effects of the temperatures and strain rates on flow stress are significant for all the tested conditions. Comparing these curves with one another, it is found that at a fixed temperature, the flow stress level increases markedly with increasing strain rate, and at a fixed strain rate, the flow stress level generally decreases with increasing temperature due to an increase of dislocation density and the dislocation multiplication rate. In further, the true stress-strain curve before the peak stress exhibits two distinct stages: stage I (working hardening stage) and stage II (softening stage). In the stage I, the flow stress exhibits a rapid increase to a critical value due to the generation and multiplication of dislocation occur rapidly, when the critical driving force is attained, new grains are nucleated along the grain boundaries, deformation bands and dislocations, resulting in equiaxed DRX grains. In the stage II, flow stress exhibits a relative smaller increase until a peak value or an inflection of work hardening rate, which shows that the thermal softening due to dynamic recrystallization and dynamic recovery is more and more pronounced in this stage, and then the interaction between dynamic recovery softening, the dynamic recrystallization softening, and work hardening is also stronger. The flow stress would reach the maximum value when the softening effect was equal to work hardening action.
As can be seen in Figure 1 (a)-(d), the slope of the flow stress curve determined at a constant strain rate and temperature corresponds to the work hardening rate, i. e. [22, 23] , where _ ε is the strain rate (s −1 ), T is the absolute temperature (K). In this study, both the linear and nonlinear estimations of the work hardening rate versus strain are taken into account in order to build up two formulations for the flow stress up to the peak. Therefore, the two phenomenological models were used to predict the value of flow stress before the peak at different deformation conditions.
Modeling of flow stress up to the peak Nonlinear constitutive model
It is known that the nonlinear fit of the θ − ε curve can be used to develop a constitutive equation to predict the flow stress up to the peak [24] . The nonlinear fit can be expressed as the following equation: 
where ε P and σ P are the peak value of the strain and stress, respectively. The schematic flow stress curves calculated by eq. (2) with different five values of A are illustrated in Figure 2 . It is obvious that there is no solution for ε = 0 in this nonlinear constitutive model. Therefore, it is only suitable for the range of the deformation conditions that the constant A is calculated for.
In order to estimate the flow stress up to peak using the nonlinear fit, the stress must be calculated from eq. (2). The value of A for all sets of temperatures and strain rates could be determined from the plots of σ − σ P ð Þ versus
, this parameter is found to be a function of hot deformation conditions. In this study, it can be seen that A is extremely influenced by temperature and strain rate. Therefore, eq. (3) [25] could be used to describe the values of A:
where A, C and η are constants, _ ε is strain rate and T is absolute temperature. The constants C and η could be calculated from the plots of ln _ ε versus lnA ( Figure 3 ) and T versus lnA (Figure 4) , respectively. By fitting the best line for each set, the value of C could be determined by the average of C(_ ε,T) for all sets, and found to be 0.125.
In the same way, the value of η is found to be -0.0052. Using the calculated valued of C and η, A _ ε, T ð Þ was calculated for each set of deformation conditions, the average of these values results in a single value, i.e. A = 114.52, to be used in eq. (3). A in this investigation can be described as the following equation:
Linear constitutive model A linear fit of the θ − ε curve up to the peak stress is given by the following equation:
where D and E are constants. Using a known solution of the θ − ε curve, i.e. θ = 0 and ε = ε P , the value of E is found to be equal to − Dε P . eq. (5) was solved for certain limits of integration to give the equation the ability of predicting the critical strain for the initiation of dynamic recrystallization [25] . On the other hand, after taking the indefinite integration of both sides of eq. (5), it can be rewritten as follows:
where ε P and σ P are the peak strain and the peak stress, respectively. The exponent S is found to be 2 according to the integral of eq. (5). However, in this study, phenomenological model is adopted to predict the flow stress, the exponent S could be considered as a variable value to adjust itself to the experimental data. Using the coordinates of the origin (ε = 0, σ = σ 0 ) as a solution to eq. (6), the constant of D is found to be 2
. By replacing the value of D in eq. (6), another solution could be found:
The schematic flow stress curves calculated by eq. (7) are depicted in Figure 5 , it is obvious that this equation can be adjusted easily by controlling the values of S and σ 0 . Compared with nonlinear model, this linear model has solution for ε = 0, it is suitable for the analysis of the whole deformation conditions. The stress could be calculated from eq. (7) for a linear approximation of the flow curves up to peak, linear plots of ln σ P − σ ð Þversus ln 1 − ε εP were used to determine the value of S. As shown in Figure 6 , by fitting the best line for each set, one value of S = ð_ ε, TÞ was calculated. The average of S = ð_ ε, TÞ for all sets were assigned as S, and found to be 1.986. The numerical value of S was calculated to be 1.986, which is very close to its reported analytical value, i. e. 2. Although the calculated value of S is in agreement with its analytical solution, a number of experiments is needed to accept S = 2 in this model. It is difficult to obtain the value of σ 0 which needs to be utilized in eq. (7) . In order to work with this linear model, the value of σ 0 could be determined by the y-intercept of the plots of lnðσ P − σÞ versus lnð1 − ε εP Þ (see Figure 6 ), which equals ln σ P − σ 0 ð Þ . However, there is another approach to solve this problem, using a known experimental data point (ε H ,σ H ) of a stress-strain curve as a solution of eq. (7), and estimating the value of σ 0 , eq. (7) would be read for this point as:
and the value of σ 0 can be found as:
inserting σ 0 of the form of eq. (9) into eq. (7), the following equation could be obtained:
Both solutions were compared through estimation of the stress-strain curve of the system with the deformation conditions of _ ε = 10 s − 1 and T = 573K. Equation (7) was used by extracting the value of ln σ P − σ 0 ð Þ from the y-intercept of lnðσ P − σÞversus lnð1 − ε ε P Þ linear plot, which was found to be 4.856. Also, eq. (10) was utilized with the coordinates of the known point: ε H = 0.1 and σ H = 136.13 MPa. The results are shown in Figure 7 . It is obvious that the predicted flow stress in good agreement with the experimental data. In order to reduce the calculation error, using the available experimental data at the low strain for each deformation condition, the flow stress values up to the peak were estimated via eq. (10).
Comparison of the predictability of linear model and nonlinear model
In this study, 32 stress points under the conditions of 0.01 s −1 and 10 s −1 and 573 K and 723 K were predicted by linear model and nonlinear model. For the sake of the contrast of prediction accuracy between these two 
where E i is the sample of experimental value and P i is the sample of predicted value by one model. The δ-values relative to the experimental true stress was calculated by eq. (11) and listed in Table 1 . It is clear that the minimum value and the maximum value of δ of nonlinear model are -3.85 % and 22.58 % and the value of δ of linear model are -0.62 % to 2.14 %. But it is worth noticing that the larger variation range of δ is not representative of inferior prediction ability. As shown in Figure 8 The µ-value is obtained by dividing the sum of observed values by the number of observation, and the w-value represents the difference between the entire set of data and the average value. The formulas for µ-value and w-value are expressed by eqs (12) and (13) [26, 27] .
where δ is the sample of relative percentage error, µ is the mean value of δ-values, N is the sample number of relative percentage errors. As observed from Figure 8 (a) and (b), µ-value and w-value corresponding to the nonlinear model are 3.89 % and 5.68 %, respectively, and µ-value and w-value corresponding to the linear model are 0.55 % and 0.66 %, (7) and (10). respectively. The smaller µ-value is an indicator that the predicted stress value id closer to the experimental stress value. The smaller w-value indicates that the distribution of δ-values is more centralized. In other word, compared with the predicted stress data of nonlinear model, more stress data predicted by the linear model are closer to the experimental stress data. In addition, two commonly used statistical indicators of the correlation coefficient (R) and average absolute relative error (AARE) are introduced to check the predictability of the two models, which are expressed by eqs (14) and (15) . R is a numerical value between -1 and 1 that expresses the strength of the linear relationship between two variables. A high R-value close to 1 illustrates that the predicted values conform to the experimental ones well. A value of 0 indicates that there is no relationship. Value close to -1 signal a strong negative relationship between the two variables. The average absolute relative error (AARE) is also computed through a term-by-term comparison of the relative error and thus is an unbiased statistical parameter to measure the predictability of a model. Meanwhile, a low AARE-value close to 0 indicates that the sum of the errors between the predicted and experimental values tends to be 0.
where E i is the sample of experimental value; P i is the sample of predicted value by the BP-ANN model; E is the mean value of experimental sample values; P is the mean value of predicted sample values; N is the number of strain-stress samples.
As show in Figure 9 (a) and (b), the R-values for the predicted true stress of nonlinear model and linear model are 0.9901 and 0.9995, respectively, and the relative AARE-values are respectively 10.60 % and 2.18 %. The higher R-value and lower AARE-value show that all the predicted values are in a very good agreement with the experimental results. Based on the calculation procedure described above, it was determined that both models show high correlation between experimental and predicted flow stress values up to the peak value. Compared with the nonlinear model, the linear model required fewer material constants to identify, and the linear model can capture the initial stress value. Therefore, the linear model has higher prediction accuracy than the nonlinear model.
Conclusions
In this study, the experimental true stress versus true strain data obtained from isothermal hot compression tests conducted on a Gleeble-1500 thermo-mechanical simulator (over a the temperature range of 573~723 K and a strain rate range of 0.01~10 s ) were employed to develop two new phenomenon models. Based on both linear and nonlinear estimations of work hardening rate versus strain curves, the two models can be used to predicted the hot deformation flow stress up to the peak of the stress-strain curve. A comparative investigation was carried out to study the ability of these two models to reflect the flow stress behavior of 7050 aluminum alloy. Based on this investigation, Some conclusions were concluded as the following: (1) The true stress-true strain curves up to the peak indicate increasing strain rate and decreasing deformation temperature make the flow stress level increasing, that is, these two conditions reduce the 
