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Regresi linier berganda merupakan suatu model yang 
digunakan untuk mengetahui hubungan atau korelasi 
antar dua atau lebih variabel bebas.jika terdapat 
hubungan yang tinggi antar variabel bebas maka disebut 
multikolinieritas atau suatu kejadian dimana terdapat 
hubungan yang tinggi antar variabel. Sehingga, dapat 
menyebabkan koefisien regresi tidak stabil dan 
kemungkinan nilai jauh dari sasaran. Dalam penelitian ini, 
metode yang digunakan untuk mengatasi 
multikolinieritas adalah metode Regresi Ridge dengan 
langkah awal menentukan nilai tetapan c bias yang 
ditentukan menggunakan iterasi Hoerl, Kennard, dan 
Balwin (HKB), Tahap awal yang harus dilakukan pada 
iterasi HKB yaitu menentukan nilai tetapan bias awal 
menggunakan estimasi parameter metode kuadrat 
terkecil, tetapan bias yang didapat digunakan 
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mengestimasi parameter regresi ridge. Hasil penelitian 
pada data Indeks Pembangunan Manusia (IPM) yang 
menggunakan metode regresi ridge dengan iterasi HKB 
menghasilkan nilai bias c sebesar 0,0242, tetapan bias 
yang didapat menghasilkan estimasi parameter dengan 
nilai VIF kurang dari 10, yang artinya tidak terjadi 
multikolinieritas. Sehingga dihasilkan persamaan regresi 
yang baru sebagai berikut: 
Ŷ = 0,910 + 15,035X3 + 8,316X4 
Kata kunci :Metode Kuadrat Terkecil, 
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A. Latar Belakang 
Proses analisis atau penguraian data merupakan 
suatu proses untuk mengubah data menjadi sebuah 
informasi, sehingga dapat bermanfaat untuk 
memudahkan dalam menemukan masalah-masalah 
yang ada pada proses analisis data. Teknik statistika 
yang sering dipakai pada pengolahan data ialah 
analisis regresi (Rosyadi, 2018). 
Untuk mengetahui sejauh mana kadar hubungan 
variabel bebas dengan variabel tak bebas atau terikat 
bisa menggunakan metode analisi regresi. Apabila 
dalam analisisnya terdapat satu variabel bebas maka 
dinamakan Analisis Regresi Linier Sederhana. 
Sedangkan apabila dalam analisisnya terdapat dua 
atau lebih variabel bebas, maka analaisis yang dapat 
digunakan adalah analisis regresi linier berganda 
(Abdul Jalil, 2014). Analisis regresi linier berganda 
yang memiliki banyak variabel bebas, sering 
terjadipermasalahan karena adanya hubungan yang 
tinggi antar variabel bebas-nya. Variabel bebas yang 
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saling berhubungan disebut kolinieritas ganda 
(multicollinierity). permasalahan ini dapat 
menimbulkan masalah dalam pemodelan regresi. 
Hubungan atau korelasi yang sangat tinggi akan 
menimbulkan hasil penaksir yang berbias, sehingga 
menjadikan tidak stabil dan nilai yang diinginkan jauh 
dari sasaran (Soemartini, 2008). tidak adanya 
multikolinieritas merupakan salah satu asumsi yang 
harus dipenuhi dalam analisis regresi. Selanjutnya, 
masalah yang akan dibahas dalam penelitian ini 
adalah bagaimana caramengatasi masalah 
multikolinieritas yang terjadi pada variabel-variabel 
bebas. 
Untuk memperoleh suatu koefisien regresi maka 
diperlukan suatu penaksir koefisen regresi, salah 
satunya yaitu menggunkan Metode Kuadrat 
Terkecil.Metode kuadrat terkecil merupakan suatu 
metode estimasi regresi yang sering digunakan. “line 
of best fit” merupakan sifat dari Metode kuadrat 
terkecil, yang berartihasil dari regresinya terbaik dan 
menghasilkan nilai yang minimum. best unbiased 
estimator (BLUE) merupakan hasil dari 
Metodekuadrat terkecil jika asumsi klasik dapat 
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dipenuhi denganvariansi σ2{εi} = σ2danmean E{εi} = 0 
, dengan catatan εi  dan εj tidak berhubungan sehingga 
nilai kovariansinya E{εi , εj } = 0, pada seluruh nilai i 
dan j, i ≠ j, i = 1,2,…..,n, j = 1,2,……,n (Masrifah, 2015). 
Salahsatu dari beberapa kesalahan pada asumsi 
klasik yang wajib dijauhi keberadaannya ialah 
multikolinieritas. Dengan adanya suatu keadaan yang 
terdapat hubungan linier yang hampir sempurna atau 
tepat diantara sebagian variabel bebas dalam sebuah 
regresi maka multikolinieritas tersebut dikatakan 
ada. terdapat berbagai cara untuk melihat ada 
tidaknya masalah multikolinieritas, diantaranya 
dengan cara melihat dari nilai Variance Inflation 
Factors (VIF) dan Tolerance (TOL). Apabila 
multikolinieritas terjadi pada data yang dianalisis, 
maka terdapat berbagai cara yang dapat diajukan 
untuk mengurangi atau mengatasinya, seperti 
menghilangkan variabel bebas yang memiliki korelasi 
atau hubungan yang sempurna, menambahkan data 
dan memakai metode analisis laiya seperti Regresi 
Ridge (Rosyadi,2018). Regresi Ridge dapat digunakan 
untuk suatu cara yang dapat menyelesaikan 
permasalahan multikolinieritas. Apabila kita 
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menggunakan metode regresi ridge maka akan 
memperoleh keuntungan sendiri seperti dapat 
mengurangi dampak multikolinieritas dengan 
memperkecil nilai varian estimator koefisien regresi. 
Asumsi matriks korelasi dari variabel bebas yang 
dapat diinverskan dapat digunakan dalam metode 
regresi ridge. Akibatnya, variabel tak bebas dan nilai 
koefisien regresi mudah didapatkan. Besar kecilnya 
nilai penduga variabel tak bebas ditntukan oleh nilai 
Ridge Parameter θ. 
Banyak penelitian yang masih terus dilkukan 
guna mencari keberadaan multikolinieritas, itu 
artinya pelanggaran multikolinieritas sangat 
berpengaruh pada analisis data, sehingga harus 
benar-benar dihindari. Beberapa peneliti sebelumnya 
telah melakukan penelitian tentang multikolinieritas 
dengan menggunakan berbagai macam  metode 
seperti Metode Regresi Komponen Utama, kemudian 
dengan Menghilangkan Variabel yang memiliki 
korelasi yang tinggi, dan menambahkan data. 
Berdasarkan permasalahan tersebut, maka peneliti 
ingin membuat penelitian dengan judul “Regresi 
Ridge Untuk Mengatasi Multikolinieritas”.  
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B. Rumusan Masalah 
Bagaimana penggunaan metodeRedresi Ridge dalam 
penyelesaian Multikolinieritas? 
C. Tujuan Penelitian 
 Tujuan dari penelitian ini adalah Mengetahui 
penggunaan metode Regresi Ridgedalam  
mengatasimasalah Multikolinieritas. 
D. Manfaat Penelitian 
Adapun manfaat penelitian ini yaitu: 
1. Bagi Penulis 
 Yang diharapkan dalam penelitian ini ialah 
mampu memberikan tambahan pengetahuan 
atau wawasan tentang bagaimana penerapan 
metode Regresi Ridge dalam menyelsaikan 
masalah Multikolinieritas. 
2. Bagi Peneliti Selanjutnya 
 Hasil penelitian ini diharapkan bisa menjadi 
suatu referensi untuk peneliti selanjutnya, 
terutama untuk penelitian yang berkaitan dengan 
penerapan Regresi Ridge dalam masalah 
Multikolinieritas. 
3. Bagi Lembaga 
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 Hasil Penelitian ini dapat dijadikan sebagai 
sarana bahan kepustakaan untuk civitas 

























A. Regresi Linier Berganda 
 Suatu model persamaan yang menjelaskan 
korelasisatu variabel tak bebas (Y) dengan dua atau 
lebih variabel bebas (X1, X2,…,Xn) disebut Regresi 
linier berganda. Untuk menguji nilai variabel tak 
bebas (Y) apabila nilai-nilai variabel bebasnya (X1, 
X2,…,Xn) diketahui merupakan tujuan dari Regresi 
Linier Berganda. selain itu regresi linier berganda 
juga dapat digunakan untuk mengetahui bagaimana 
arah hubungan variabel tak bebas dengan variabel-
variabel bebas (Novitasari, 2017). 
 Berikut Merupakan variabel yang diduga 
menggunakan penduga Metode Kuadrat Terkecil: 
AHH = Angka Harapan Hidup (X1) 
HLS = Harapan Lama Sekolah (X2) 
PPR = Pengeluaran Perkapita Riil (X3) 
RLS = Rata-rata Lama Sekolah (X4) 
IPM = Indeks Pembangunan Manusia (Y) 
 Hubungan anatara variabel tak bebas (Y) dengan 
variabel bebas (X) dapat dinyatakan sebagai berikut: 




Y = variabel terikat  
a= konstanta 
β1 β2…  βn= nilai koefisien regresi 
X1,X2,X3,…Xn = variabel bebas 
ε = error. 
Beberapa kondisi yang terjadi pada koefisien regresi 
dapat dilihat dari nilai β1 dan β2  yaitu: 
1. Apabila variabel terikat (Y) tidak dipengaruhi oleh 
X1 dan X2, maka nilainya sama dengan nol. 
2. Apabila terdapat korelasi dengan arah berbalik 
antar variabel terikat Y dengan variabel-variabel 
X1 dan X2, maka nilainya negatif. 
3. Apabila terdapat korelasi yang searah antara 
variabel tak bebas Y dengan variabel bebas X1 dan 
X2, maka nilainya positif (Yuliara, 2016). 
B. Metode Kuadrat Terkecil 
 Metode kuadrat terkecil merupakan suatu 
metode yang dapat digunakan untuk mengestimasi 
parameter.Metode kuadrat terkecil merupakan 
metode estimasi fungsi regresi yang paling sering 
digunakan.Sifat dari metode tersebut adalah “line of 
9 
 
best fit” atau hasil dari model regresinya ialah 
minimum (Masrifah, 2015). 
 Dengan Penduga Metode Kuadrat Terkecil: 
 S(β) = (Y-Xβ)t (Y-Xβ) 
Agar dapat meminimalkan error, maka turunan 




 YtY-βt Xt Y-Yt Xβ+ βt Xt Xβ = 0 
  -2XtY + 2XtXβ = 0 
    XtX β*= XtY  
Sehingga persamaan Metode Kuadrat Terkecil sebagai 
berikut: 
 ?̂?∗= (Xt X)-1Xt  Y 
 
Metode Kuadrat Terkecil juga dapat dibentuk menjadi 
matriks sebagai berikut: 









𝑥11 𝑥12 … 𝑥1𝑘
𝑥21 𝑥22 … 𝑥2𝑘
⋮ ⋮ ⋱ ⋮














Y = vector n x 1 dari variabel terikat 
 X = matriks n x (k+1) utuk k-variabel bebas 
𝛽 = vektor (k+1) x 1 dari koefisien regresi  
 ε = vector i x 1 dari error dengan εi ~(0,σ2) 
 Xt1 = 0 dan XtX = 1 maka XtX dan XtY adalah 
matriks korelasi dari koefisien-koefisien apabila 
asumsi X dan Y telah dibekukan (dipusatkan dan 
diskalakan). 
C. Pemusatan dan Penskalaan 
 Pemusatan dan Penskalaan merupakan 
pembakuan variabel (transformasi data), ia 
diperlukan karena datanya memiliki satuan yang 
berbeda-beda. rata-rata dari semua pengamatan 
variabel disebut pemusatan.Sedangkan kesatuan 
(unit) standar deviasi dari variabel merupakan 




 Langkah pertama yang harus dilakukan yaitu 
proses regresi linier berganda, dengan model 
persamaan sebagai berikut: 
Yi = β0 + β1 + βiX1i + β2X2i + …..+ βn Xni + ε (2.1) 
 Langkah selanjutnya yaitu proses pembakuan 
variabel terikat Y dan variabel bebas X1, X2,X3,…….Xn. 
𝑌 1−𝑃
sy
dengan SY = √
∑ (yi-𝑦)2̅̅ ̅̅ ̅𝑛𝑖=0
n−1




∑ (xij-𝑥)2̅̅ ̅̅ ̅𝑛𝑖=0
n−1
j = 1,2,..k. (2.3) 
Dengan: 
Y̅ = rata-rata dari Y 
xj̅ = rata-rata dari Xj 
SY = standar deviasi dari Y 
Sxj = standar deviasi dari Xj 
 Dari proses pembakuan variabel tersebut, 
terdapat fungsi sederhana yaitu transformasi korelasi 





    (2.4)  
𝑋𝑖𝑗
∗  =  
𝑋𝑛𝑖−?̅?𝑛
√𝑛−1𝑆𝑋𝑗
    (2.5) 
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∗𝑋2𝑖 + …+ 𝛽𝑛
∗𝑋𝑛𝑖 + 𝜀𝑖  (2.6)  
Model di atas merupakan model regresi yang 
sudahbaku (standardized regression model) (kutner, 
2005). 
D. Koefisien Determinasi 
 Suatu besaran yang mampu mengukur proporsi 
variabel bebas dalam model dan mampu 
menerangkan seluruh jumlah kuadrat dalam variabel 
terikat Y adalah Koefisien determinasi (R2).Koefisien 
Determinasi bernilai 0 sampai 1. Apabila ketepatan 
model semakin besar dalam menerangkan data, maka 
nilai R2juga semakin besar (Soemartini, 2018). 
Berikut rumus koefisien determinasi: 
 Kd = R2 x 100% 
Dengan keterangan: 
Kd = Kode koefisien 
R2 = koefisien determinasi 
Kriteria uji: 
Apabila 0 ≤ R2 ≤ 1, maka terdapat pengaruh antara 
variabel bebas secara simultan terhada variabel 
terikat Y (simajutak, 2019). 
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  Koefisien determinasi mengukur proporsi atau 
presentase total variasi dalam Y yang dijelaskan oleh 
model regresi (Pratiwi, 2016). 
E. Multikolinieritas 
 Multikolinieritas atau collinearity adalah adanya 
hubungan yang mendekati linier antara regressor, 
prediktor, atau variabel input/ekssogen. Ada istilah 
tepat lengkap, dan parah, atau superkoliniertas dan 
sedang kolinieritas (Ehsanes, 2019). 
 Istilah multikolinieritas pada mulanya ditemukan 
oleh Ragnar Frisch pada tahun 1934 yang berarti 
adanya hubungan linier antar sesama variabel bebas 
𝑋𝑖 . Maksud dari adanya hubungan linier antara 
vaariabel bebas 𝑋𝑖  adalah sebagai berikut: misalkan 
ada dua variabel bebas yaitu 𝑋1 dan 𝑋2. 
apabila𝑋1dapat dinyatakan sebagai fungsi linier dari 
𝑋2 atau sebaliknya, maka dapat dikatakan bahwa 
terdapat hubungan linier antar 𝑋1 dan 𝑋2(Pradipta, 
2009). Pendeteksian multikoiniertas dapat dilakukan 








Pada analisis variabel bebas, dikatakan terjadi 
multikolinieritas apabiba terdapat beberapa keadaan 
sebagai berikut: 
a. Dua variabel berhubungan atau berkorelasi 
sempurna (sehingga mengakibatkan vektor-
vektor yang menggambarkan variabel tersebut 
adalah kolinier). 
b. Dua variabel bebas hampir berkorelasi 
sempurna, dengan kata lain koefisien korelasinya 
mendekati ±1. 
c. Kombinasi linier dari beberapa variabel bebas 
berkorelasi sempurna atau mendekati sempurna 
dengan variabel bebas lain. 
d. Kombinasi linier dari satu sub-himpunan 
variabel bebas berkorelasi sempurna dengan 
suatu kombinasi linier dari sub-himpunan 
variabel bebas yang lain (Wasilaine,2014). 
 Menurut widarjono (2005), ada beberapa cara 
yang bisa digunakan untuk mengurangi masalah 
multikolinieritas, yaitu: 
a. Menghilangkan variabel prediktor 
b. Menambahkan data 
c. Mentransformasikan variabel 
15 
 
 Selain dari yang disebutkan di atas, 
multikolinieritas dapat juga diatasi dengan metode 
Regresi Ridge dan Metode Regresi Komponen Utama 
(Faiza, 2019). 
 Kita juga mendefinisikan multikolinieritas 
melaluli konsep ortogonalitas, variabel bebasnya 
ortogonal atau tidak berkorelasi, maka semua nilai 
eigen dari matriks korelasi sama dengan satu, dan 
jika satu nilai dari eigen bernilai selain satu atau 
sama dengan nol, maka disebut nonorthogonality, 
yang artinya terdapat multikolinierita pada data 
(Rashwan, 2011). 
F. Regresi Ridge 
 Regresi Ridge ialah salah satu dari berbagai cara 
untuk mengatasi masalah multikolinieritas pada data 
yang menghasilkan penaksir bias dari sebuah 
koefisien regresi, pada dasarnya Regresi Ridge 
merupakan hasil dari metode kuadrat terkecil 
dengan penambahan nilai bias c pada matriks 
korelasi, dan variabelnya ditransformasikan dengan 
menggunakan metode pemusatan dan pensekalaan, 
pemilihan konstanta bias c merupakan suatu hal 
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yang sangat berperan dalam Regresi Ridge (Azzahra, 
2018). 
 Metode Regresi Ridge awal mula digunakan oleh 
A.E. Hoerl pada tahun 1962. Yaitu Suatu cara yang 
sering dipakai untuk melihat besarnya nilai c yaitu 
dengan melihat dari nilai VIF dan melihat 
kecenderungan nilai plot estimasi pada Ridge trace, 
apabila nilai VIF nya tinggi, maka berarti nilai 
korelasinya juga tinggi (Afham, 2016). Kemudian 
ditunjukkan Regresi Ridgeguna mengatasi masalah 
“kondisi buruk (ill conditioned)” yang mengakibatkan 
hubungan yang tinggi antar beberapa variabel bebas 
di dalam model, sehingga hal tersebut menyebabkan 
matriks 𝑋𝑇𝑋-nya singular, yang pada akhirnya 
menghasilkan nilai penduga parameter model yang 
tidak stabil dan nilai jauh dari sasaran. Misalnya, nilai 
dugaanya dapat memiliki tanda error atau nilai yang 
diinginkan lebih besar dari sasaran, sesuai 
pertimbangan fisik maupun praktis (Draper & Smith, 
1992) (rosyadi, 2018). 
 Metode regresi ridge dapat difungsikan sebagai 
alat untuk mengatasi dampak multikolinearitas, 
dengan cara melakukan penambahan nilai (c) yang 
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bias tapi memiliki rata-rata kuadrat residual yang 
lebih kecil dibanding estimasi yang didapat 
menggunakan metode kuadrat terkecil, sehingga 
didapatestimasi regresi ridge sebagai berikut: 
S(β) = (Y-Xβ)t (Y-Xβ) + cβ 
 cβ merupakan bentuk perkembangan dari 
Metode Kuadrat Terkecil, dimana β merupakan 
Penduga c bias yang dibatasi, kemudian untuk 
meminimalkan error, maka turunan pertama harus 




  YtY-βt Xt Y-Yt Xβ+ βt Xt Xβ + c βt β = 0 
   -2XtY + 2XtXβ + 2 cβ = 0  
  -(XtY) + XtXβ + cβ = 0  
  (XtX + cI)β = (XtY) 
Sehingga persamaannya menjadi: 
𝛽𝑅 = (𝑋
𝑡𝑋 + 𝑐𝐼)−1𝑋𝑡𝑌   
Dengan: 
X = matriks X yang telah ditransformasikan dengan   
pemusatan dan pensekalaan 
Y = vektor matriks Y yang telah ditransformasikan  
I  = matriks Identitas 
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c = nilai tetapan bias (Anggraini, 2018). 
G. Iterasi Hoerl, Kennard, dan Balwin (HKB) 
 Menurut khalaf dan iguenane (2014) iterasi HKB 
pertama kali diperkenalkan oleh Hoerl, Kennard, dan 
Balwin (1975). Iterasi HKB merupakan suatu metode 
yang digunakan untuk menentukan nilai bias c pada 







cHKB = konstanta bias 
P    = jumlah variabel bebas 
 𝜎2   =  
(𝑦∗ − 𝑦∗𝑋∗𝛽∗)′(𝑦∗ − 𝑋∗𝛽∗)
𝑛 − 𝑝 − 1
 
 𝛽∗  = estimasi parameter dari metode kuadrat 
terkecil 
Berikut langkah-langkah pengerjaan iterasi Hoerl, 
Kennard, dan Balwin (HKB): 
a. Nilai c bias awal diperoleh dari rumus iterasi 
HKB (CHKB) yang parameternya diperoleh 
dari metode kuadrat terkecil. 
b. Estimasi parameter Regresi Ridge dari nilai c 
bias ialah 𝛽𝑅 = (𝑋
𝑡𝑋 + 𝑐𝐼)−1𝑋𝑡𝑌  
19 
 
c. Agar mendaptkan nilai konstanta c bias yang 
baru (ci+1) maka menggunakan parameter 




d. Apabila ci+1 – ki≈ 10-10 maka iterasi tersebut 
berakhir dan diambil nilai yang konvergen 
(Solekhah, 2015). 
H. Kajian Penelitian yang Relevan 
1. Fitriana Novitasari (2017), “Kombinasi Regresi tak 
bias ridge dengan regresi komponen utama untuk 
mengatasi multikolinieritas” yang membahas 
penanganan multikolinieritas dengan 
menggunakan metode MCRR (modified class 
Regresi Ridge) merupakan penaksir dengan cara 
menggabungkan penaksir (r,k) dengan URR 
(unbiased ridge regression) dengan bahan aplikasi 
data tingkat Produksi Crude Palm Oil (CPO).Dalam 
penaksiran model regresi MCRR penetapan J dan ƛ 
merupakan hal yang penting. Dengan nilai ƞ yang 
diperoleh sebesar 0,1678, untuk nilai Jdan ƞ 
dikalikan dengan matriks 1px1 sedangkan nilai ƛ 
yang diperoleh adalah 0,0373. Sehingga diperoleh 
penaksir regresi MCRR sebagai berikut: 
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Y = -315,776 + 0,04341X1 + 0,49865X2 + 
1,09091X3 + 0,03315X4 + 0,05342X5 + 0,00181X6 
 Dari model MCRR diatas diperoleh nilai MSE 
yang dihasilkan sebesar 137423,59 dengan nilai 
koefisien determinasi sebesar 96,3%. 
2. Mega Sriningsih dkk (2018), “Penanganan 
Multikolinieritas Dengan Menggunkan Analisis 
Regresi Komponen Utama Pada Kasus Impor Beras 
Di Provinsi Sulut” yang mengemukakan bahwa 
analisis regresi komponen utama dapat mengatasi 
multikolinieritas, terlihat dari nilai VIF pada 
regresi komponen utama bernilai 1 untuk semua 
variabel regresi komponen utama.Ia menggunakan 
data dari impor beras di Sulawesi Utara dimana 
terlihat nilai VIF pada regresi komponen utama 
bernilai satu untuk semua variabel komponen 
utama. Berdasarkan hasil analisis regresi 
komponen utama diperoleh Y = 48258,1804 + 
0,006739247X1 – 0,92939626X2 – 0,06475365X3 – 
0,38551398X4 + 0,0001233267X5 + 5,365936X6 + 
0,0006384361X7 + 0,0005029473X8 – 
3,25379897X9 + 0,01069348X10 dan koefisien 
determinasi = 90,36% dan nilai Radj = 85,53%. 
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Semua variabel bebas (X) yang digunakan 
berpengaruh pada variabel terikat (Y). 
3. Rista Umdah Masrifah (2015), “Penyelesaian 
Multikolinieritas Pada Fungsi Model Produksi 
Constant Elesticity Of Subtitution Dengan Metode 
Ridge” mengemukakan bahwa untuk mengatasi 
multikolinieritas pada model fungsi produksi 
constant elastisicity of substitutions dengan 
metode ridge pada data berpengaruh kapital dan 
tenaga kerja terhadap output drachmas yaitu 
dengan melakukan uji ke nonlinieran data, 
melakukan pendeteksian multikoliniertas yaitu 
diperoleh uji VIF = 11,303 > 10, dan menentukan 
nilai estimasi parameter β dengan metode 
nonlinier least square. 
4. Irfan Nurdin (2016), “penerapan kombinasi metode 
ridge regression dan metode generalized least 
square untuk mengatasi masalah multikolinieritas 
dan autokorelasi” yang mengemukakan bahwa 
metode regresi ridge mampu mengatasi masalah 
multikolinieritas dengan cara menambahkan 
tetapan bias c, sedangkan metode generalized least 
square mengatasi autokorelasi dengan nilai 
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koefisien autokorelasi (p) berdasarkan nilai Darbin 
wantion.  
   Beberapa penelitian sebelumnya yang 
menjadi kajian pustaka, yaitu sama-sama 
membahas tentang penyelesaian masalah 
multikolinieritas. Akan tetapi menggunakan 
metode yang lain seperti Regresi Komponen 
Utama dan Generelized Least Square. Kemudian 
ada juga yang penaksir koefisien regresinya 
menggunakan Metode Nonlinear Least Square, titik 
perbedaan dalam penelitian ini ialah penerapan 
Metode Regresi Ridge pada Multikolinieritas 
dengan penambahan nilai tetapan c bias 
menggunakan iteasi Hoerl, Kennard, dan Balwin 
(HKB). Regresi Ridge mampu memperkecil varians 
estimator koefisien regresi dan ia mampu 












A. Pendekatan Penelitian 
 Berdasarkan Rumusan Masalah dan tujuan 
penelitian pada penelitin ini, maka pendekatan yang 
digunakan dalam penelitian ini adalah pendekatan 
deskriptif kuantitatif yaitu suatu pendekatan yang 
memberi gambaran suatu data yang telah ada dan 
disusun kembali untuk dianalisis.Selain itu, dalam 
penelitian ini juga memakai pendekatan studi 
literatur, dimana peneliti mengumpulkan beberapa 
referensi yang mendukung untuk landasan dalam 
menyelesaikan penelitian ini. 
B. Sumber Data 
Data dari penelitian ini ialah Data skunder, yaitu 
data yang diambil dariwww.surabayakota.bps.go.id 
pada tanggal 24 maret 2021. Data tersebut 
meliputifaktor-faktor yang dapat mempengaruhi IPM 
(Indeks Pembangunan Manusia) di kota Pacitan, 





C. Variabel Penelitian 
 Variabel yang digunakan pada penelitian ini 
adalah variabel bebas (X) dan Variabel tak bebas (Y), 
dengan deskripsi sebagai berikut: 
Tabel 3.1 Deskripsi Variabel 
variabel simbol Definisi Variabel 






AHH X1 Angka Harapan Hidup saat 
lahir dijelaskan sebagai 
rata-rata atau perkiraan 
jumlah tahun yang mampu 
ditempuh oleh seseorang 
sejak ia lahir. 
HLS X2 Angka Harapan Lama 
Sekolah dapat dijelaskan 
sebagai waktu lamanya 
sekolah (dalam tahun) 
yang dilakukan oleh anak 
diumur tertentu di masa 
yang akan datang. 
PPR X3 Pendapatan Perkapita Riil 
dilihat dari pendapatan 
rata-rata seluruh 
penduduk disuatu Daerah. 
RLS X4 Rata-rata lama sekolah 
dapat dijelaskan sebagai 








D. Metode Pengumpulan Data 
  Terdapat dua cara yang dapat dimanfaatkan 
sebagai pengumpulan data pada penelitian ini, 
sebagai berikut: 
1.  Studi Pustaka 
Studi pustaka merupakan suatu langkah awal 
dalam metode pengumpulan data, yang diarahkan 
pada pencarian data dan informasi melalui 
dokumen-dokumen, baik dokumen tertulis,  
gambar, foto-foto maupun dokumen elektronik yang 
dapat mendukung dalam proses penulisan. apabila 
didukung foto-foto atau karya tulis akademik dan 
seni yang telah ada maka penulisan juga semakin 
lengkap (sugiyono, 2017). 
2.   Studi Dokumenter 
Data dari penelitian ini yaitu Data skunder, yaitu 
data yang diambil dari www.surabayakota.bps.go.id 
pada tanggal 24 maret 2021. Data tersebut meliputi 
faktor-faktor yang dapat mempengaruhi IPM 
26 
 
(Indeks Pembangunan Manusia) di kota Pacitan, 
Ponorogo, dan Mojokerto. 
F. Langkah-langkah Penelitian 
Langkah-langkah yang harus dilakukan dalam 
penelitian ini ialah: 
a. Transformasi data (Pembakuan Variabel) 
Pembakuan variabel digunakan untuk 
mengatasi data yang memiliki satuan yang 
berbeda-beda, sehingga dapat memudahkan 
dalam proses analisis data. Pembakuan 




 dengan SY = √
∑ (yi-𝑦)2̅̅ ̅̅ ̅𝑛𝑖=0
n−1
   
𝑥𝑖𝑗−xj̅
sxj
 denganSxj = √
∑ (xij-𝑥)2̅̅ ̅̅ ̅𝑛𝑖=0
n−1
j = 1,2,..k.  
 
 Proses pembakuan variabel dilakukan 
secara numerik melalui software SPSS. Dari 
persamaan di atas, maka didapat model 




∗𝑋2𝑖 + …+ 𝛽𝑘




b. Uji Asumsi Klasik 
Tujuan dari asumsi klasik ialah untuk 
mendapat kepastian bahwa persamaan 
regresi yang diperoleh memiliki ketepatan 
dalam estimasi, tak bias, dan konsisten (Gun 
mardiatmoko, 2020). 
1) Uji Normalitas 
 Digunakan untuk mengetahui 
apakah data berdistribusi normal atau 
tidak.Ia dapat dilihat dari uji one sample 
kolmogorov smirnov dengan kriteria uji: 
Apabila nilai signifikansi > 0,05 maka 
data berdistribusi normal dan apabila < 
0,05 maka data tidak berdistribusi 
normal. 
2) Multikolinieritas 
Multikolinieritas merupakan suatu 
keadaan yang terjdi korelasi yang sangat 
tinggi antar variabel bebas. 
multikolinieritas dapat dilhat melalui 
nilai Varians Inflation Factors (VIF). 
3) Uji heterokedastisitas  
28 
 
digunakan untuk mengetahui apakah 
terjadi ketidaksamaan nilai varians dari 
residual. 
4) Autokorelasi 
Uji autokorelasi digunakan unuk 
mengetahui apakah dalam model regresi 
terdapat korelasi antara kesalahan 
penggaggu pada priode t dengan t-1. 
c. Metode Kuadrat Terkecil 
Metode kuadrat terkecil merupakan 
suatu metode yang dapat digunakan untuk 
meminimalkan error, dimana persamaannya 
sebagai berikut: 
?̂?∗ = (Xt X)-1Xt  Y 
Dalam penelitian ini, digunkan software 
R studio Untuk menghitung parameter dari 
metode kuadrat terkecil. 
d. Penanganan Multikolinieritas menggunakan 
Metode Regresi Ridge dengan bantuan iterasi 
Hoerl, Kennard, dan Balwin (HKB) untuk 
menentukan nilai tetapan c bias dengan 







a) Nilai c bias awal diperoleh dari rumus 
iterasi HKB (CHKB) yang parameternya 
diperoleh dari metode kuadrat 
terkecil. 
b) Estimasi parameter Regresi Ridge dari 
nilai c bias ialah 𝛽𝑅 = (𝑋
𝑡𝑋 +
𝑐𝐼)−1𝑋𝑡𝑌 
c) Untuk mendapatkan nilai konstanta c 
bias yang baru (ci+1) maka 





d) c bias berakhir apabila nilainya 
konvergen 
Proses esimasi parameter Regresi 
Ridge dengan iterasi Hoerl, kennard, dan 
Balwin (HKB) dilakukan secara numerik 
melalui software R studio. 
e. Uji keberartian regresi 
a) Uji secara simultan 
 Uji ini dilakukan untuk mengetahui 
hubungan antara variabel-variabel 
independen atau bebas dengan variabel 




H0 : tidak ada pengaruh variabel bebas 
terhadap variabel terikat 
H1 :terdapat pengaruh variabel bebas 
terhadap variabel bebas 
Kriteria: 
H0 ditolak apabila signifikansi > 0,05 
H0 diterima apabila signifikansi < 0,05 
b) Uji secara parsial 
 Uji signifikansi regresi secara parsial 
dilakukan untuk mengetahui variabel apa 
saja yang berpengaruh secara signifikansi 















HASIL DAN PEMBAHASAN 
 
A. Hasil 
 1. Deskripsi Data 
  Data yang dikumpulkan merupakan data 
sekunder yaitu data yang diambil dari 
www.surabayakota.bps.go.idpada tanggal 24 
maret 2021. Data tersebut meliputi faktor-faktor 
yang mempengaruhi IPM (Indeks Pembangunan 
Manusia) di kota Pacitan, Ponorogo, dan 
Mojokerto pada Tahun 2018-2020. 
Tabel 4.1 
Data Indeks Pembangunan Manusia 
 
(X1) (X2) (X3) (X4) (Y) 
71.52 12.61 85,27 7.19 67.33 
71.77 12.62 90,33 7.28 68.39 
71.94 12.64 87,96 7.16 71.71 
72.43 13.71 94,26 7.17 69.91 
72.65 13.72 98,83 7.21 70.56 
72.79 13.72 96,70 7.54 70.81 
72.24 12.53 95,54 8.18 72.64 
72.43 12.61 87,86 8.49 73.53 
72.53 12.88 88,77 8.51 73.83 
 
Dengan Keterangan sebagai berikut: 
32 
 
AHH = Angka Harapan Hidup (X1) 
HLS = Harapan Lama Sekolah (X2) 
PPR = Pengeluaran Perkapita Riil (X3) 
RLS = Rata-rata Lama Sekolah (X4) 
IPM = Indeks Pembangunan Manusia (Y) 
 2. Pengolahan Data 
a. Transformasi data 
     Transformasi data merupakan bagian 
dari pemusatan dan penskalaan, data yang 
akan di transformasikan yaitu Angka Harapan 
Hidup (X1), Harapan Lama Sekolah (X2), 
Pengeluaran Perkapita Riil (X3), Rata-rata 
Lama Sekolah (X4), Indeks Pembangunan 
Manusia (Y). Dengan rumus sebagai berikut: 
𝑌 1−𝑃
sy
dengan SY = √
∑ (yi-𝑦)2̅̅ ̅̅ ̅𝑛𝑖=0
n−1




∑ (xij-𝑥)2̅̅ ̅̅ ̅𝑛𝑖=0
n−1
j = 1,2,..k. 
Sehingga dihasilkan transformasi data sebagai 
berikut: 
Tabel 4.2 Hasil Transformasi Data 




























































b. Uji Asumsi 
1) Normalitas 
 Uji normalitas merupakan uji ang diunakan 
untuk mengetahui nilai sebara pada data, 
apakah data tersebut berdistribus normal aau 
tidak, berikut disajikan tabel hasijl uji 
normalitas menggunakan software SPSS, Yang 
sudah terlampir pada lampiran 2: 
   Tabel 4.3 Uji Normalitas 
Variabel bebas Asymp. Sig 
IPM (Y) 1.000 
AHH (X1) 0.897 
HLS (X2) 0.374 
PRR (X3) 0.326 
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RLS (X4) 0.740 
 
 Dari tabel di atas, dapat disimpulkan 
bahwa data berdistribusi normal. Dengan 
alasan dikarenakan p-value > 0,05. 
  2)  Multikolinieritas 
 Multikolinieritas merupakan suatu 
keadaan yang terjdi korelasi yang sangat 
tinggi antar variabel bebas.multikolinieritas 
dapat dilhat melalui nilai Varians Inflation 
Factors (VIF), berikut tabel nilai VIF, yang 
sudah terlampir pada lampiran 4: 
 Tabel 4.4Uji Multikolinieritas 
Variabel VIF 
AHH (X1) 12,697 
HLS (X2) 13,137 
PPR (X3) 1,151 
RLS (X4) 7,835 
 
 Dari tabel di atas, dapat disimpulkan 
bahwa analisis pada data mengandung 
multikolinieritas, dengan alasan nilai VIF 
pada variabel X1 dan X2 lebih dari 10.Itu 
artinya multikolinieritas harus dihindari, 
agar jumlah error semakin berkurang dan 
mendapatkan hasil terbaik. 
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  3)  Heterokedastisitas 
 Uji heterokedastisitas digunakan untuk 
mengetahui apakah terjadi ketidaksamaan 
nilai varians dari residual, berikut tabel hasil 
uji heterokedastisitas dengan uji glejser, 
yang sudah terlamir pada lampiran 3. 
 Tabel 4.5 Uji Heterokedastisitas 
Variabel Sig. 
AHH (X1) 1.000 
HLS (X2) 1.000 
PPR (X3) 1.000 
RLS (X4) 1.000 
 
Dari tabel di atas dapat disimpulkan 
bahwa tidak terjadi heterokedastisitas 
dikarenakan p-value > 0,05. 
  4)  Autokorelasi 
 Uji autokorelasi digunakan unuk 
mengetahui apakah dalam model regresi 
terdapat korelasi antara kesalahan 
penggaggu pada priode t dengan t-1, setelah 
dilakukan uji autokorelasi didapat p-value > 
0,05 (0,968>0,05) itu artinya tidak terjadi 
autokorelasi. 
c. Metode Kuadrat terkecil 
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 Metode kuadrat terkecil digunakan untuk 
meminimalkan error, sehingga estimasi 
parameternya menghasilkan yang terbaik dan 
nilainya minimum, berikut rumus Metode 
Kuadrat Terkecil: 
S(β) = (Y-Xβ)t (Y-Xβ) 
Agar dapat meminimalkan error, maka 





  YtY-βt Xt Y-Yt Xβ+ βt Xt Xβ = 0 
  -2XtY + 2XtXβ = 0 
    XtX β*= XtY  
Sehingga persamaan Metode Kuadrat Terkecil 
sebagai berikut: 
 ?̂?∗= (Xt X)-1Xt  Y 
Tabel 4.6 






X1 8,363 2,883 
X2 -5,505 2,304 
X3 0,0004 0,000 
X4 -1,015 1,647 
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 Setelah berhasil mendapatkan estimasi 
parameter dari metode kuadrat terkecil, maka 
langkah selanjutnya yaitu penanganan 
masalah multikolinieritas.    
B. Pembahasan 
 Penanganan Multikolinieritas dengan Metode Regresi 
Ridge: 
a) Matriks Korelasi 
 Langkah awal yang harus dilakukan ialah 
melakukan korelasi data terlebih dahulu yang 







1 𝑟12 𝑟13 … 𝑟1𝑘




















 k,j=1, 2, ..., n dan 
𝑟11 = 𝑟12 = ⋯+ 𝑟𝑘𝑘 = 1 








1 0.47 0.379 0.428 0.004


































b) Penentuan nilai c bias menggunakan iterasi 
Hoerl, Kennard, dan Balwin (HKB) 
 Tahap awal yang harus dilakukan dalam 
proses iterasi yaitu menentukan nilai tetapan 
bias awal menggunakan estimasi parameter 
metode kuadrat terkecil. Tetapan bias awal yang 
didapat digunakan untuk mengestimasi 
parameter regresi ridge, berikut dijelaskan 
rumus iterasi Hoerl, Kennard, dan Balwin (HKB) 
dengan estimasi metode kuadrat terkecil: 




P diartikan sebagai jumlah variabel bebas, 
sedangkan  𝜎2 dan  𝛽∗ dijelaskan sebagai berikut: 
 𝜎2   =  
(𝑦∗ − 𝑦∗𝑋∗𝛽∗)′(𝑦∗ − 𝑋∗𝛽∗)
𝑛 − 𝑝 − 1
 
 𝛽∗  = (Xt X)-1Xt  Y 
Sehingga diperoleh nilai tetapan c bias yang 
disajikan dalam tabel di baah ini: 
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Tabel 4.7 nilai VIF βˆ (c) 
dengan Tetapan bias Iterasi HKB 
 
C VIF 







0.0162 0.8187 0.8934 0.8558 0.8898 
0.0181 0.5362 0.8517 0.8264 0.8265 
0.0195 0.5126 0.8116 0.8088 0.8098 
0.0213 0.4397 0.6581 0.7453 0.8053 
0.0226 0.3948 0.6196 0.6940 0.8040 
0.0234 0.3809 0.5972 0.6342 0.8037 
0.0242 0.3235 0.4349 0.5543 0.8031 
 
Tabel4.8 nilai βˆ (c)  
dengan Tetapan bias Iterasi HKB 
 
C βˆ1 (c) βˆ2 (c) βˆ3 (c) βˆ4 (c) 
0.0162 0.2489 0.8934 0.6783 -0.6457 
0.0181 0.2342 0.6908 0.6439 -0.6275 
0.0195 0.2278 -0.6810 0.6367 -0.6221 
0.0213 0.2106 -0.5624 0.6348 -0.6207 
0.0226 0.2090 -0.5560 0.6342 -0.6202 
0.0234 0.2082 -0.5544 0.6339 -0.6199 
0.0242 0.2078 -0.5536 0.6333 -0.6193 
 
 Kemudian langkah selanjutnya 
mensubtitusikan nilai tetapan c bias 
menggunakan iterasi Hoerl, Kennard, dan Balwin 
(HKB) dengan estimasi parameter Regresi Ridge: 
𝛽𝑅 = (𝑋
𝑡𝑋 + 𝑐𝐼)−1𝑋𝑡𝑌  
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  Dengan: 







1 0.47 0.379 0.428 0.004















c = nilai tetapan c bias yang sudah didapat 
atau sebesar 0.0242 
I = Matriks Identitas 
















Sehingga diperoleh estimasi parameternya 
sebagai berikut:  
Tabel 4.9 
Estimasi Parameter Regresi Ridge dengan iterasi HKB 
 
Variabel Estimasi Parameter VIF 
X1 -12.082 4.094 
X2 -5.261 1.515 
X3 15.035 3.353 
X4 8.316 1.503 
 
 Dari tabel di atas, dapat disimpulkan bahwa 
tidak terjadi lagi multikolinieritas pada analisis 
data, dikarenakan nilai Varians Inflation Factors 
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(VIF) kurang dari 10, sehingga didapatkan 
persamaan regresi: 
Y = 12,082X1 – 5,261X2+ 15,035X3 + 8,316X4 
c) Uji keberartian Regresi 
Uji keberartian regresi dilakukan secara dua 
tahap: 
1) Uji secara simultan 





H0 : tidak ada pengaruh variabel bebas 
terhadap variabel terikat 
H1 :terdapat pengaruh variabel bebas 
terhadap variabel bebas 
Statistik uji : 










 Jika Fhitung> Ftabel untuk derajat bebas 
k dan n-k-1 maka hipotesis H0 ditolak 
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pada taraf α dan berarti juga bahwa H1 
diterima. 









 Berdasarkan tabel di atas maka 
diperoleh nilai Fhitung sebesar 3,978 
dengan taraf signifikansi sebesar 0,05 
diperoleh nilai F(0,05;4;9) sebesar 3,63 
sehingga keputusan yang diambil yaitu 
tolak H0 yang berarti terdapat hubungan 
linear antara variabel-variabel bebas 
dengan variabel terikat. 
2) Uji secara parsial 
 Uji signifikansi regresi secara parsial 
dilakukan untuk mengetahui variabel apa 
saja yang berpengaruh secara signifikansi 
terhadap variabel terikat. 
H0  = β1 =  β2 = …… = βk = 0 









 Dengan 𝑠𝑒(𝛽𝑗) =  √𝜎
2𝑐𝑖𝑗 
𝑐𝑖𝑗  = elemen diagonal matriks XTX 
 Kriteria: 
Tolak H0jika thitung> ttabel 
Tabel 4.11 Signifikansi Koefisien Regresi 
βˆi se(βˆi) thitung ttabel Kesimpulan 
-12.082 -0.910 -2.020 2.262 TidakSignifikan 
-5.261 -0.509 -1.845 2.262 TidakSignifikan 
15.035 1.270 3.096 2.262 Signifikan 
8.316 0.877 3.192 2.262 Signifikan 
 
 Berdasarkan tabel 4.12 variabel 
bebas ada yang tidak berpengaruh secara 
signifikan dan ada juga yang berpengaruh 
signifikan terhadap variabel terikat. 
Variabel bebas yang tidak berpengaruh 
secara signifikan terhadap variabel 
terikat dialami oleh variabel X1 dan X2. 
Alasannya ialah karena variabel X1 dan 
X2 nilai thitung lebih kecil dari ttabel. 
Sedangkan variabel bebas yang 
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berpengaruh secara signifikan terhadap 
variabel terikat dialami oleh variabel X3 
dan X4. Alasannya ialah karena variabel 
X3 dan X4 nilai thitung lebih besar dari ttabel. 
Koefisien regresi ridge yang berarti atau 
signifikansi adalah koefisien regresi ridge 
variabel X3 dan X4. Maka dari itu dapat 
ditentukan persamaan regresi yang 
diperoleh ialah: 
Ŷ= 0,910+ 15,035X3 + 8,316X4 
 Model regresi ridge menyatakan bahwa 
variabel pengeluaran perkapitariil (X3) berjalan 
searah dengan variabel indeks pembangunan 
manusia (Y). Setiap peningkatan jumlah 
pengeluaran perkapita riil satu satuan diikuti 
dengan peningkatan tingkat pembangunan 
manusia sebesar 15,035 dan setiap penurunan 
jumlah pengeluaran perkapita riil satu satuan 
diikuti dengan penurunan tingkat pembangunan 
manusia sebesar 15,035. Variabel pengeluaran 
perkapita riil (X3) dan rata-rata lama sekolah (X4) 
yang bernilai positif berjalan dua arah dengan 
variabel indeks pembangunan manusia. Artinya 
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ialah setiap peningkatan kedua variabel tersebut 
diikuti dengan penurunan tingkat pembangunan 
manusia dan setiap penurunan kedua variabel 
diikuti kenaikan variabel tingkat pembangunan 
manusia. Variabel tingkat indeks pembangunan 
manusia akan bernilai sebesar 0,910 apabila 
tidak dipengaruhi oleh variabel independen atau 
variabel independen bernilai 0.  
 Tahap akhir yaitu tahap perbandingan 
antara hasil uji multikolinieritas dengan uji 
regresi ridge berdasarkan hasil VIF yang 
menggunakan metode kuadrat terkecil dan akan 
disajikan pada tabel 4.12. Berikut merupakan 
tabel 4.12 tentang perbandingannilai VIF. 
Tabel 4.12 Perbandingan Nilai VIF 
Variabel Multikolinieritas Ridge 
X1 12,697 4.094 
X2 13,137 1.515 
X3 1,151 3.353 
X4 7,835 1.503 
 
 Berdasarkan tabel 4.12 menunjukkan bahwa 
terjadi perubahan antar Nilai VIF yang diuji 
melalui multikolinieritas dan nilai VIF yang diuji 
melalui regresi ridge. Dengan melakukan 
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beberapa transformasi data untuk melakukan uji 
regresi ridge menghasilkan data VIF yang 
berdampak pada tidak terjadi multikolinieritas. 
Pada mulanya tanpa melakukan uji regresi ridge 
X1 dan X2 mengalami multikolinieritas karena 
lebih besar dari pada 10. Namun setelah 
dilakukan uji regresi ridge X1 dan X2 tidak 
mengalami multikolinieritas. Artinya ialah 
masalah multikolinieritas  dapat teratasi setelah 
dilakukan analisis menggunakan metode regresi 
ridge. 
 Berdasarkan hasil analisis maka diperoleh 
sebuah kesimpulan bahwa masalah 
multikolinieritas yang terjadi pada metode 
kuadrat terkecil dapat diatasi dengan 
menggunakan metode regresi ridge. Jumlah 
angka harapan hidup (X1) dan harapan lama 
sekolah (X2) tidak berpengaruh secara signifikan 
terhadap indeks pembangunan manusia (Y). 
Sedangkan jumlah pengeluaran perkapita riil (X3) 
dan rata-rata lama sekolah (X4), berpengaruh 
secara signifikan terhadap indeks pembangunan 
manusia (Y) dengan  R2 sebesar 79,90%. Model 
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regresi Ridge yang diperoleh untuk data tingkat 
indeks pembangunan manusia ialah sebagai 
berikut: 
 Ŷ= 0,910+ 15,035X3 + 8,316X4. 
 Kelebihan dalam penelitian ini ialah secara 
umum metode regresi ridge memiliki tingkat 
kesulitan yang sedang dibanding metode lainnya 
seperti regresi komponen utama, regresi ridge 
sangat tepat digunakan pada data yang 
jumlahnya kurang dari 30. Regresi ridge 
dikatakan bersifat subjektif dalam pemilihan nilai 
bias, dengan dilakukan pemilihan tetapan bias c 
kemudian dilihat dari nilai VIF. Regresi ridge 
memiliki variansi yang minimum, ketika nilai VIF 
menurun menuju 1 maka dikatakan dapat 













A.  Kesimpulan 
 Kesimpulan yang dapat diambil dari analisis data 
tentang “Regresi Ridge Untuk Mengatasi 
Multikolinieritas” yaitu terjadi perubahan antar Nilai 
VIF yang diuji melalui multikolinieritas dan nilai VIF 
yang diuji melalui regresi ridge.Pada mulanya tanpa 
melakukan uji regresi ridge X1 dan X2 mengalami 
multikolinieritas karena lebih besar dari pada 10. 
Namun setelah dilakukan uji regresi ridge X1 dan X2 
tidak mengalami multikolinieritas.Artinya ialah 
masalah multikolinieritas dapat teratasi setelah 
dilakukan analisis menggunakan metode regresi 
ridge.Jumlah angka harapan hidup (X1) dan harapan 
lama sekolah (X2) tidak berpengaruh secara signifikan 
terhadap indeks pembangunan manusia (Y). 
Sedangkan jumlah pengeluaran perkapita riil (X3) dan 
rata-rata lama sekolah (X4), berpengaruh secara 
signifikan terhadap indeks pembangunan manusia (Y) 
dengan  R2 sebesar 79,90%. Sehingga, Model regresi 
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Ridge yang diperoleh untuk data tingkat indeks 
pembangunan manusia ialah sebagai berikut;  
Ŷ= 0,910+ 15,035X3 + 8,316X4.  
B.  Implikasi 
Indeks pembangunan manusia merupakan indeks 
gabungan yang meliputi tiga bidang pembangunan 
manusia yang dianggap sangat mendasar yaitu usia 
hidup dan sehat, pengetahuan, kelayakan hidup. Untuk 
mengukur dimensi kesehatan digunakan angka 
harapan hidup, untuk mengukur pengetahuan 
digunakan rata-rata lama sekolah dan angka melek 
hidup, sedangkan untuk mengukur angka kelayakan 
dilihat dari rata-rata besarnya pengeluaran perkapita 
riil (Ahmad Rifa’I, 2017).Variabel pengeluaran 
perkapita riil (X3) dan rata-rata lama sekolah (X4) yang 
bernilai positif berjalan dua arah dengan variabel 
indeks pembangunan manusia. Artinya ialah setiap 
peningkatan kedua variabel tersebut diikuti dengan 
penurunan tingkat pembangunan manusia dan setiap 
penurunan kedua variabel diikuti kenaikan variabel 
tingkat pembangunan manusia. Dengan penelitian ini, 
penurunan pada faktor-faktor indeks pembangunan 
manusia mudah ditemukan, dan pemerintah provinsi 
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jawa timur dengan cepat dapat melakukan 
peningkatan khususnya pada angka harapan hidup 
(X1) dan rata-rata lama sekolah (X2) di kota Pacitan, 
Ponorogo, dan Mojokerto agar berpengaruh secara 
signifikan terhadap Indeks Pembangunan Manusia. 
C.  Saran 
Berdasarkan hasil pembahasan penelitian dan 
kesimpulan yang diperoleh, maka dapat diberikan 
saran-saran sebagai berikut: 
1. Bagi pemerintah Provinsi Jawa Timur 
Diharapkan dapat memperbaiki 
pengendalian pada faktor-faktor indeks 
pembangunan manusia dengan cara 
meningkatkan pemeriksaan data, dikarenakan 
hal ini mampu mengurangi kemungkinan 
terjadi kesalahan dalam perhitungandan 
mencegah terjadinya keterlambatan dalam 
perbaikan. 
2. Bagi peneliti selanjutnya 
Variabel yang digunakan dalam penelitian 
ini kemungkinan masih kurang, yaitudengan 
lima variabel, oleh karena itu peneliti 
selanjutnya diharapkan dapat menambahkan 
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variabel lainnya yang berhubungan dengan 
indeks pembangunan manusia. Sehingga 
mampu memberikan gambaran yang lebih luas 
lagi mengenai faktor apa saja yang 
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Lampiran 3:  
Uji Autokorelasi 
Runs Test 
 Unstandardized Residual 
Test Valuea -.11662 
Cases < Test Value 4 
Cases >= Test Value 5 
Total Cases 9 
















Lampiran 4:  
Uji Multikolinieritas 
Variabel VIF 
AHH (X1) 12,697 
HLS (X2) 13,137 
PPR (X3) 1,151 










Lampiran 5:  
Uji Regresi Ridge dengan iterasi HKB 
 
 
C βˆ1 (c) βˆ2 (c) βˆ3 (c) βˆ4 (c) 
0.0162 0.2489 0.8934 0.6783 -0.6457 
0.0181 0.2342 0.6908 0.6439 -0.6275 
0.0195 0.2278 -0.6810 0.6367 -0.6221 
0.0213 0.2106 -0.5624 0.6348 -0.6207 
0.0226 0.2090 -0.5560 0.6342 -0.6202 
0.0234 0.2082 -0.5544 0.6339 -0.6199 





Lampiran 6:  
Uji VIF dengan Regresi Ridge 
C VIF 







0.0162 0.8187 0.8934 0.8558 0.8898 
0.0181 0.5362 0.8517 0.8264 0.8265 
0.0195 0.5126 0.8116 0.8088 0.8098 
0.0213 0.4397 0.6581 0.7453 0.8053 
0.0226 0.3948 0.6196 0.6940 0.8040 
0.0234 0.3809 0.5972 0.6342 0.8037 
0.0242 0.3235 0.4349 0.5543 0.8031 
 
Variabel Estimasi Parameter VIF 
X1 -12.082 4.094 
X2 -5.261 1.515 
X3 15.035 3.353 
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