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ABSTRACT 
Resource managers frequently require moderate to high resolution imagery within short turn-
around periods for use in a GIS-based management system. These spatial data can greatly enhance 
their ability to make timely, cost-saving decisions and recommendations. 
MBB Consulting Engineers, Inc., ofPietermaritzburg, South Africa had for many years made use 
of airborne videography to provide the imagery for several resource-based applications. 
Applications included detailed land use mapping in various South African river catchments and 
identification, density classification and mapping of alien vegetation. While the system was low 
cost and easy to operate, MBB had found that their system was inherently limited, particularly by 
its lack of automation and poor spatial resolution. This project was started because of a need to 
address these limitations and provide an airborne remote sensing system that was more automated 
and could produce higher resolution imagery than the existing system. In addition, the overall cost 
and time required to produce a map of the resource of interest needed to be reduced. 
The system developed in this project aimed to improve upon the pre-flight planning and in-flight 
image acquisition aspects of the existing system. No new post-flight image processing procedures 
were developed, but possible future refmement of the post-flight image processing routine was 
considered throughout the development ofthe system. A pre-flight planning software package was 
developed that could quickly and efficiently calculate the positions offlight lines and photographs 
or images with a minimum of user input. The in-flight image acquisition setup developed involved 
the integration of a high resolution digital still camera, a Global Positioning System (GPS), and 
camera control software. The use of the rapidly developing and improving technology of a digital 
still camera was considered to be a better alternative than a video graphic or traditional film camera 
system for a number of reasons. In particular, digital still cameras produce digital imagery without 
the need for development and scanning of aerial photographs or framegrabbing of video images. 
Furthermore, the resolution of current digital still cameras is already significantly better than that 
of video cameras and is rivalling the resolution of35rnm film. 
The system developed was tested by capturing imagery of an urban test area. The images obtained 
were then rectified using photogrammetric techniques. Results obtained were promising with 
planimetric accuracies of 5 to 1 Om being obtained. From this test it was concluded that for high 
accuracy applications involving numerous images, use would be made of softcopy 
photogrammetric software to semi-automatically position and rectify images, while for 
applications requiring fewer images and lower accuracy, images could be rectified using the 
simpler technique of assigning GCPs for each image from scanned orthophotos. 
1. INTRODUCTION 
Natural resource managers are frequently in need of moderate to high resolution digital imagery 
within a short period oftime for updating and complementing existing spatial databases ofnatural 
resources. Such imagery, particularly if it can be coupled with the convenience and powerful 
processing and analysis capabilities of the contemporary Geographical Information System (GIS), 
can greatly enhance a resource manager's ability to make timely, cost-saving and defensible 
decisions and recommendations. Imagery ofthis kind can also greatly improve the communication 
between a resource manager and his client by providing easily accessible and understood visual 
information about an area. For the past 10 to 15 years airborne videography has provided a means 
of 0 btaining this imagery. 
While videography carmot be viewed as a replacement for aerial photography or satellite remote 
sensing, there are several reasons why airborne videography has been considered as an alternative 
to these more traditional and frequently used remote sensing alternatives. Some ofthe advantages 
ofvideo which are commonly recognised by researchers are near-real-time availability of imagery 
for visual assessment or computer image processing, low running costs relative to aerial 
photography, and availability of a 'live' image during flight as assurance that a particular site is 
being covered and as an aid in navigating along narrow, winding flight lines. Researchers also 
indicate that video can be obtained under high overcast or broken cloud conditions whereas 
photographic imagery cannot (Pywell and Myhre, 1992). This is due to video's provision for real 
time adjustment of camera gain settings and iris control (Brownlie et al., 1996). The fact that a 
PAL video image is acquired every 1125 of a second is a further advantage of video. This is 
important where narrow biological windows are involved since it allows mUltiple images of a scene 
or target to be produced thereby ensuring that vital information will not be lost (MauseI et al., 
1992). 
MBB Consulting Engineers, Inc., Pietermaritzburg, South Africa recognised the benefits of 
airborne videography and developed a video-based aerial survey system in 1992. Their system has 
since been widely applied in the mapping and management of natural resources. Some of the 
applications of the system include: 
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1) Detailed land use mapping in various South African river catchments for the purposes of 
hydrological modelling. Catchments surveyed include the upper Mvoti, upper Tugela and 
Lovu river catchments in the Kwazulu-Natal province, South Africa. 
2) The combining of airborne video and ground survey data of McGregor village, which is 
situated near Cape Town in the Cape Province of South Africa, to establish whether the 
existing water resources were being effectively and efficiently used. This study was 
conducted with a view to building a new dam to provide additional water to allow 
expansion of the village and local farming ventures. 
3) Identification, density classification and mapping of alien vegetation in the upper Tugela, 
upper Lovu and upper Mvoti river catchments. For the upper Lovu and upper Mvoti 
catchments, the information contained in the maps produced was used to assess whether 
the cost of clearing the alien vegetation from the riparian zones of rivers could be offset 
by the potential benefits of increased water yield. In all studies, the maps derived were 
used in the planning and implementation stages of the process of clearing the alien 
vegetation. 
MBB found their video system to be a very low cost, low maintenance and easily manageable unit. 
They were able to produce maps that were suitably accurate for the applications outlined above 
within a short period of time and at a fraction of the cost of photographic or satellite- derived 
information. They did, however, emphasise that their airborne survey system could be improved 
as there were several shortfalls or limitations of the system. These limitations, which included a 
lack of automation and poor spatial resolution, are described in detail in Chapter 3. This project 
was begun to address these limitations and improve MBB's airborne remote sensing system. 
The objective of this project was to develop an airborne survey system that was more effective 
than MBB's airborne videography system. The system developed had to take into consideration 
the pre-flight planning, image acquisition and post-flight processing aspects ofan airborne survey 
mission. Furthermore, the following basic requirements of the system had to be met: 
1) The system had to be co~iderably more automated than the present videography system. 
2) The system had to produce images of equal or improved spatial resolution when 
compared with the present system. 
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3) The overall cost of performing a survey and producing maps of the resource of interest 
should be reduced by implementing the system. 
4) Mapping of the resource of interest should be made easier and more timely by 
implementing the system. The spatial accuracy ofthe mapping should also be improved. 
Initially it was envisaged that MBB's video-based system would be maintained and improvements 
would be made to it. One of the possible improvements identified was to employ the Society of 
Motion Picture and Television Engineers (SMPTE) time code specification to facilitate frame 
registration of Global Positioning System (GPS) data with video data. This specification is 
explained in detail by Graham (1993) and Linden et al. (1996). This improvement would have 
permitted easy retrieval ofthe positional data relating to a specific video frame and introduced the 
possibility of connecting a VCR to the RS-232 port of a computer and being able to instruct the 
VCR to position itself at a specific frame, using the SMPTE time code. Being able to control the 
VCR in this manner would have been a significant step in automating both the geo-Iocation of 
frames and actual mapping of natural resources. 
It was evident during the early stages of research, however, that there were several advantages 
to moving away from a video-based system to a system based on a digital still or frame camera. 
Advances in standard video technology were unlikely to produce imagery with more than twice 
the resolution of current video systems due to the limitations in terms of resolution ofthe Video 
Cassette Recorders (VCRs). Even by utilising the Digital Video (DV) recording format, which is 
a unified standard that has been adopted by many companies around the world, an increase of only 
100 lines horizontal resolution from the 400 lines of the more common Super-VHS (S-VHS) 
recording format was likely to be possible. On the other hand, digital still cameras have in the last 
decade been receiving increasing attention from researchers in remote sensing as they continuously 
increase in resolution and decrease in price. Sensors with image formats of up to 5k by 5k pixels -
an approximate equivalent resolution of 5000 lines, have been developed while 3k by 2k sensors 
are commercially available today (Maas and Kersten, 1997; Kodak, 1998) and are becoming 
common as alternatives to 35 mm fi1m. According to King et al. (1995), the higher resolution 
cameras are likely to begin replacing standard 23cm format photography in the near future. Fraser 
(1997) substantiates this statement by commenting that digital imaging sensors are rendering film 
cameras obsolete for all but the niche domain of extreme high accuracy photograrnmetry. 
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In this dissertation an analysis of MBB's airborne videography system is made and its limitations 
are identified. The pre-flight planning, image acquisition and post-flight image processing and 
mapping systems are all analysed. This is fo llowed by a review ofthe technological status of digital 
still cameras and some of the current applications of such cameras. The following two chapters 
discuss the improvements that were made to the pre-flight planning and image acquisition systems. 
Descriptions of the algorithms implemented are included. The test procedures which were used 
to verifY the system and the results obtained are then documented and discussed. A comparison 
of two methods for geographical referencing ofa set of images is provided and the results of the 
application of one of these methods to images obtained during the test flight over an urban test 
area are included. The dissertation is concluded with the main findings of the project as well as 
some recommendations for any further deVelopments and improvements to the system that were 
not highlighted in the preceding chapters. 
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2. EXISTING AERIAL VIDEOGRAPHY SYSTEM 
The complete MBB videography system consisted ofthree distinct sub-systems, namely the pre-
flight planning system, the in-flight image acquisition system and the post-flight image processing 
and GIS system in the office. These three systems are described below. 
2.1 Pre-flight Planning 
For the purposes of the discussion of the pre-flight planning procedure that was employed by 
MBB Consulting Engineers, Inc. , the example will be used where the area of interest is a 
quaternary catchment. This is a suitable example since a large proportion of their aerial 
video graphic work involved the survey of quaternary catchments. 
2.1.1 Procedure 
The planning of a video graphic survey involved the use of four separate software packages. 
Firstly, the flying altitude, flight strip spacing and swath width were determined using a Quattro 
Pro spreadsheet (Core!, 1997). This spreadsheet allowed the user to enter the view angle of the 
lens to be used, the desired ground pixel size and the average catchment altitude, from which the 
flying altitude above sea level and flight strip spacing were calculated. Then, after first creating 
a data transfer format file (* .dxf) of the catchment boundary from an Arcview shape file (* .shp) 
in Arcview 3.0a (ESRI, 1998), the data transfer format file was opened in a CAD drafting 
package. The CAD drafting package was used to draw in the flight lines as a series of parallel 
lines with a calculated flight strip spacing. Allowance was also made for a five kilometre 'run-in' 
and 'run-out' at the ends of each flight strip. These allowances were made to provide the pilot 
with sufficient time to position the aircraft along the flight strip. 
Once the flight line positions had been established the coordinates of the endpoints of each flight 
strip, in other words the way points, were entered into a separate DOS-based program to convert 
the way point coordinates from their original coordinates in metres to geographic coordinates. An 
estimate of the time for turns and total flying time was an additional useful output of this program. 
The coordinates were then printed out and the latitude and longitude of each way point were 
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manually input into the GPS that was used for in-flight navigation. This GPS is described in detail 
in Section 2.2.1. A 1 :250000 plot of the catchment boundary and flight strips was also made onto 
transparent fihn. This plot was overlayed on a 1 :250000 topographical map to serve as a reference 
during the flying of a survey. 
2.1.2 Limitations 
The main limitation ofthe pre-flight planning setup was that it involved the use of several different 
software programs to obtain the desired way point coordinates. Files had to be repeatedly 
converted to the correct format, saved and exported, and then re-opened in the applicable 
program. This process was time-consuming and cumbersome. The development of a single 
program which could calculate the flight strip spacing and flying altitude for any combination of 
camera, lens and ground pixel size, and that could produce the desired way point coordinate 
outputs with a minimum of user effort, was therefore considered to be very important. 
There were also limitations of the procedure relating to the determination of the flight line 
positions. These were that the effect of changes in altitude within a catchment on the overlap of 
imagery was not accounted for in the calculation of the flight strip spacing, and unusual situations, 
such as the situations illustrated in Figure 1 and Figure 2, were ignored. In the situation depicted 
in Figure 1 as an example, the endpoints of the flight lines were calculated by simply extending the 
flight lines 5 km beyond where they cross the catchment boundary. The capturing of video data 
would then start at or just after point A. By calculating the flight line way points in this manner, 
no account is taken of the possibility that although the aircraft may be flying outside of the 
catchment boundary, video data still needs to be captured since part of the catchment may fall 
within the swath width or field of view of the camera Consequently there is the potential for lost 
data, as shown in Figures 1 and 2. To avoid the loss of data, video footage should be captured 
from point B which is the point where the edge of the previous or next flight line's swath width 
crosses the catchment boundary. The flight line starting position should then be extended 5krn 
back from this point. It was seen as important that such situations, as well as the effect of 
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Considering the input of way point coordinates into the GPS, it was felt that this procedure needed 
to be automated if possible. The option to input the coordinates directly from the program into 
the GPS or GPS software needed to be explored. The use of a different GPS needed to be 
considered here, since previous attempts at automating the input ofthe way point coordinates into 
the Garmin GPS (Garmin, 1999) used had failed. 
2.2 Image Acquisition 
The basic MBB image acquisition setup consisted of8 components. These were a video camera, 
video recorder (VCR), camera mount, video monitor, GPS video titler unit, 24V to 12V DC-DC 
converter, DC-AC inverter and a GPS receiver. A twin engine, four seater Piper Comanche 
aircraft was the aerial platform utilised. Figure 3 on the following page shows bow the various 
components were integrated to produce tbe basic in-flight system. Each oftbese components is 
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Figure 3: The existing airborne videography image acquisition system 
2.2.1 Equipment 
The video camera utilised was a Panasonic WV -CL3 52 co lour Closed Circuit T ele Vision (CCTV) 
camera. The camera specifications are listed in Table 1. This camera was chosen for its 
compactness, ruggedness and low cost versus resolution when compared with other cameras. A 
compact, rugged and durable camera was required when considering the limited space and harsh 
environment of an aircraft cockpit. 
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Table 1: Panasonic WV-CL352 video camera specifications 
Power Source 220-240 VAC, 50HzJI2 V DC, 2A 
Power Consumption Approx.29W 
Screen Size 8-9/16" (diagonal actual measured) 90° deflection 
Video Input Impedance 75D or high impedance 
Video Input Level 1.0Vp-p 
Horizontal Resolution More than 750 lines (Horizontal at centre) 
Horizontal Scanning 
Frequency I5.625kHz 
Vertical Scanning Frequency 50Hz 
Swee~ Linearity Horizontal: Less than 5% 
Vertical: Less than 5% 
Ambient Operating -10°C to +500C 
Temperature 
Dimensions 220(W) x 227.5(H) x 259(D) mm 
Weight 4.5 kg 
There were several other important features of the camera which made it ideal for integration in 
the airborne videography system. The camera's digital signal processing of the colour signal 
limited the creation of colour noise by the camera and allowed for a variety of picture 
enhancement functions to be performed, while its local on-screen menu allowed for convenient 
setup and adjustment of light control, shutter speed, auto gain control and white balance. The 
camera required a 12V DC power source which could be provided by the plane's battery, and it 
had easy system integration capabilities. Furthermore, the camera was designed to accept a broad 
range of lenses which was important for allowing the acquisition of a range of aerial video 
coverages and resolutions, depending on the level of detail and accuracy required, and it 
incorporated a character generator which was useful for labelling images of interest. 
The camera contained a solid-state chip sensor consisting of three charge-coupled device (CCD) 
sensors. These three CCD's were responsive to the red, green and blue (RGB) portions of the 
electromagnetic spectrum, respectively. The exact electromagnetic sensitivity of the CCD's was 
not specified by the manufacturer. The camera also included a high speed electronic shutter 
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offering exposures as fast as 1110 000 of a second. This speed allowed the reduction of image 
motion and resultant blurring of images. 
For alien vegetation studies use was also made of a second Sony black and white video camera 
mounted alongside the first camera. This camera was fitted with a zoom lens to provide a high 
resolution sample image of the Panasonic camera's image. This zoomed sample image was 
extremely useful for identifying the presence of individual specimens of alien vegetation, 
particularly in the riparian zones ofrivers, as well as for correctly classifying the density ofthe 
alien vegetation infestation. To ensure that the system could still be operated easily and efficiently 
when this camera was used, some additional components were required. These were not shown 
in Figure 3 for clarity. A second VCR was added to record the zoomed imagery, and two switch 
boxes were added. The first switch box was introduced between the cameras and the Video 
Cassette Recorders (VCRs), after the video titler unit. When this box was in the off position no 
signal was sent to the VCRs, while when it was switched to the on position, the two video signals 
from the cameras were sent concurrently to their respective VCRs. By combining this switch box 
with the 'sensor' recording feature ofthe VCRs, as described later, the two video recorders were 
synchronised to begin and end the recording of their respective video signals. 
The second switch box was positioned in the system between the VCRs and the small video 
monitor. This switch box took video signal inputs from both VCRs and provided a single video 
signal output to the monitor. By switching the box's switch either left or right, the operator was 
able to view the zoomed out or zoomed in video signal, respectiVely. 
To mount one or both of the cameras, a basic, custom built camera mount which was deemed to 
be sufficient for maintaining the camera upright and stable for obtaining aerial video imagery was 
used. It was constructed of sheet steel with a small, rivet -connected L-section to which one ofthe 
video cameras could be bolted by utilising the existing bolt holes in the camera. The second 
camera was then secured to the first using cable ties. The mount was designed to be positioned 
and fixed in the place of a removable floorboard between the pilot and front passenger seats of the 
aircraft. Removing this floorboard provided access to a small port suitable for a clear, 
unobstructed view of the ground below. 
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To record the imagery captured by these video cameras, the Panasonic Model AG-5700 portable 
Super-VHS video cassette recorder with Panasonic remote control unit AG-All was chosen. This 
unit was fully compatible with the WV-CL352 camera. It was chosen for its compact size, light 
weight, ruggedness, and for its ability to record in the Super-VHS format. 
The S-VHS format was particularly desirable as it allowed the recording of at least 400 lines of 
horizontal resolution compared to the 240 lines for the standard VHS format. This is achieved by 
recording the colour signals independently of the luminance signals, thereby avoiding the need to 
combine them into a composite standard VHS signal. This recording format ensured that the loss 
of resolution during the recording of imagery on to video tape was kept to a minimum. 
Other features of the VCR which were considered useful were the provision ofan RS-232 port 
to allow communication and control from a PC or editing controller if desired, and the audio 
dubbing features which would permit the recording of time signals on the second audio channel 
by connecting a SMPTE time-code generator. 
For operating the two-camera system, two such VCRs were operated in their 'sensor' recording 
mode. When in this mode, the VCR is able to identify the presence ofa second VCR in the system, 
and it will not record unless the second VCR in the system is also receiving and recording a signal. 
The VCRs were powered by 220-240V AC necessitating the inclusion of a DC-AC inverter which 
is described later. The remote control unit allowed for control of the playback and recording 
features of the VCR from a distance, which was a beneficial feature in the confined environment 
of an aircraft cockpit. The complete VCR specifications are listed in Table 2. 
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Table 2: Panasonic AG-5700 video cassette recorder specifications 
Power Source 220-240V AC, SO-60Hz 
Power Consumption 27W 
Television System CCIR Standard (62S lines, SO fields) 
PAL colour signal 
Video Playback System 2 head-helical scanning, azimuth recording, S-VHSNHS 
Heads Video: 4 rotary heads, Audio: 2 rotary heads (Hi-Fi 2ch), 
Erase: 1 full track erase 
Tape Format S-VHS tape, VHS tape 
Tape Speed 23.39rnrn1s 
Recording Time 180 minutes (with NV-E180) 
Playback Time 180 minutes (with NV-EI80) 
FFIREWTime Less than about 2.S minutes (with NV -El 80) 
Operating Temperature SoC - 40°C 
Operating Humidity 3S%to 80% 
Weight Dimensions Approx S.7kg 
VIDEO 
Input/Output Line (BNC): 1.0Vp-p, 7Sn 
S-Video (4P): Y: 1.0Vp-p, 7Sn 
C: O.3Vp-p, burst level 750. 
Video Horizontal 
Resolution S-VHS; 400 lines (B/W, colour) 
VHS; 240 lines (B/W, colour) 
Signal-to-Noise Ratio VHS; 4SdB (BIW colour) 
AUDIO 
Input Level Audio; AUDIO IN (PHONO), -8dBv, 470. unbalanced 
Mic; Mini-Jack, -60dB, 600. unbalanced 
Audio; AUDIO OUT (PHONO), -8dBv, llill 
Output Level unbalanced 
Headphones; M3, -65--30dB, 80. 
Channels 3 channels (Hi-Fi: 2 ch, normal: 1 ch) 
Hi-Fi Audio Frequencyresponse~ 20Hz to 20 kHz 
Dynamic Range; 90dB 
~orrnal Audio Frequency response; 80Hz to 10 kHz 
SIN Ratio 45dB (Normal Audio) 
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To provide assurance to the pilot and camera operator that a particular area was being fully 
covered and to allow focussing of the camera/s prior to the commencement ofa survey, use was 
made ofa small, inexpensive black and white Panasonic WV -BM900 video monitor in the cockpit 
of the aircraft. A black-and-white monitor was chosen as it was less expensive than a colour 
monitor at the time ofpurchase, and it was deemed to be unnecessary to use a colour monitor for 
the purposes set out above. Its size made it ideal for use in the aircraft and the brightness and 
contrast controls allowed the operator to obtain clear, crisp images. The monitor was fully 
compatible with the video camera and VCR. The complete specifications ofthe monitor are shown 
in Table 3. 
Table 3: Panasonic WV-BM900 video monitor specifications 
Power Source 220-240 VAC, 50HzJ12 V DC, 2A 
Power Consumption Approx.29W 
8-9/16" (diagonal actual measured) 90° 
Screen Size deflection 
Video Input Impedance 75.0 or high impedance 
Video Input Level 1.0Vp-p 
Horizontal Resolution More than 750 lines (Horizontal at centre) 
Horizontal Scanning 
Frequency 15.625kHz 
Vertical Scanning Frequency 50Hz 
Sweep Linearity Horizontal: Less than 5% 
Vertical: Less than 5% 
Ambient Operating 
Temperature -lOoC - +500C 
Dimensions 220(W) x 227.5(H) x 259(D) mm 
Weight 4.5 kg 
A Horita video titler unit (Horita, 1998) was used to annotate the video imagery with user-defined 
information such as date, time and flight strip numbers on the video tape. Unlike other available 
Horita data encoding equipment where the information is stored on the second audio track of the 
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video using SMPTE time codes, this unit uses the NMEA 0183 protocol to display and record 
information directly on the video track. 
The Piper Comanche aircraft used for aerial surveys was fitted with a 12V supply cable from the 
aircraft's battery. However, other aircraft have a 24V supply which would not have been suitable 
for powering the 12V DC-powered components of the system mentioned above. In the event of 
the Piper Comanche being grounded for repairs or maintenance it was necessary to include a 24 V 
to 12V DC converter unit to ensure that the system would still be operational even if an aircraft 
with a 24 V power supply was used. 
The converter offered three separate 12V DC sockets. One was fitted with an on-off switch and 
the video monitor was connected to this socket so that it could be switched on only when 
required. This was done because the power consumption of the monitor was relatively high, and 
it was found that there was insufficient power to operate the two VCRs in 'sensor' mode unless 
the video monitor was switched off prior to the commencement of recording at the start of a flight 
strip. The remaining sockets were used to power the GPS unit and for 12V DC input into the DC-
AC inverter, respectively. The DC-AC inverter was required in order to power the VCRs, Horita 
titler unit and Sony zoomed camera. The 24V to 12V DC converter unit was also provided with 
a switch to alternate between 12V and 24V supply as required. 
A Garmin GPS 1 00 aviation kit was used as the GPS unit for navigating along flight lines during 
aerial video surveys. While it was not an integral part of the aerial video graphic system in that its 
output was not used for geo-referencing imagery with SMPTE time coding, it was a vital 
component which insured a complete coverage of an area. Having manually input and stored all 
way points in the GPS prior to a survey, the corresponding pairs of way points could be quickly 
called up and entered as a route. The GPS then provided the pilot and video operator with 
information regarding distance right or left of the flight strip, and distance to the end of the flight 
strip. The GPS also had a simple graphical display depicting the aircraft's position relative to the 




As with many video graphic systems described in the literature, the dominant limitation of the 
image acquisition system was the VCR. The resolution of the system was limited to 400 lines of 
horizontal resolution even when the S-VHS recording format was used. This limited resolution 
meant that the system was not well suited to vast area coverage since, to obtain a ground pixel 
resolution suitable for land use mapping and other resource management applications, it was 
necessary to fly at relatively low altitudes above ground level compared to photographic surveys 
and hence the area coverage per flight strip was small. This resulted in a direct increase in flying 
and processing costs, and highlighted the need for a system that could provide higher resolution 
imagery. 
While the use ofthe Horita titler unit was suitable for most ofMBB's applications, it removed the 
possibility of placing the video recorders under computer control for easy frame location and 
editing using SMPTE time codes, as Graham (1993) and Linden et al. (1996) had done. A 
preliminary investigation into the feasibility and ease of incorporating an SMPTE time-code 
generator and reader, such as the one described and used by Linden et al. (1996), into MBB' s 
system had been performed prior to this project, but the time required to develop such a system 
and the cost of purchasing a complete system had been seen as prohibitive. 
Vibration of the camera mount was a further problem which required attention. No sorbothane 
or similar dampening material was incorporated into the mount to reduce the vibrations and shock 
forces associated with flying. It was felt that these would be insufficient to prevent the acquisition 
of good video graphic data. However, it was found during flying that vibration of the camera and 
mount was occasionally a problem, particularly when using the zoomed camera since any vibration 
of the mount was accentuated when viewing the zoomed image. This indicated that some 
dampening material or an improved mount design may have been required. 
2.3 Post-flight Image Processing and GIS Input 
The office-based post-flight sub-system allowed the processing and synthesis of the co llected aerial 
video data into useful information. This information could be used by the resource manager or 
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engineer to make informed decisions and recommendations. The equipment used in the office, the 
procedure employed to map the resource of interest and the limitations of the office setup are 
described below. 
2.3.1 Equipment 
The office setup utilised the same VCR as the aerial system, as well as several other components. 
These were a scanner, colour TV monitor, video editing controller, and image processing and GIS 
software. 
A flatbed Hewlett Packard Scanjet 4c scanner was used for the scanning of 1 :50 000 topographic 
maps and orthophotos for use as base maps in a GIS. This scanner was able to scan a maximum 
document size of216mm by 356mm and offered scanning resolutions from 12 to 2250 dpi at 
100% scaling, as well as various scanning modes, including 4, 8, 10, 24 and 3D-bit. Further 
features included image processing options of colour correction, thresholding and filtering. 
To rectify and mosaic these scanned orthophotos and topographical maps, the ERDAS IMAGINE 
software package was used. This system incorporates the functions of both image processing and 
geographic information systems. These functions include importing of various image formats, 
viewing and altering images, and analysing both raster and vector data sets. 
To allow viewing ofthe captured video imagery in the office, a 37cm Panasonic TC-1470Y colour 
video monitor was used. This monitor was chosen as it was capable of displaying both VHS and 
S-VHS video signals. It could also accept two video and two audio lines which allowed the 
operator to quickly alternate between two video or audio signals. This was particularly useful 
when the zoomed camera was used, since the operator was able to quickly alternate between the 
zoomed out and zoomed in video signals. A colour monitor was chosen since colour is crucial for 
the identification of, and distinguishing between, different crop types, tree species, and many other 
land uses. The full specifications of this video monitor are shown in Table 4 below. 
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Table 4: Panasonic TC-1470Y video monitor specifications 
System Interlaced, PAL / SECAM / NTSC 3.58/ NTSC 4.43 
Power Source 220-240 V AC, 50Hz 
Power Consumption 85 W 
Picture Tube 14" (36cm) diagonal 
Speaker Output 1.5 W 
Video/Audio Terminals: 
ItLINE A / LINE BJ 
1.0Vp-p, 750 or high impedance (Auto), BNC type 
Video Input connector 
Video Through Out Automatic termination opener, BNC type connector 
Audio Input 0.5Vrms, 22 ill or more, phono type connector 
Audio Through Out Phono type connector 
Y signal 1.0Vp-p, C signal 0.285Vp-p, 750 or high 
S-Video Input impedance (manual), MINI DIN 4p type connector 
IVTR Terminal: 
lVideo Input 1.0Vp-p, 750 
[Audio Input 1.0Vrms, 22ill or more, 8 pin connector 
Resolution 420 TV lines (horizontal) 
Dimensions 14" (356mm) Wx 16-1/2" (419mrn) D x 13-3/8" (341mrn) H 
Weight 31-15/16Ibs (14.5 kg) 
Operating Temperature 32°p to 104°p (OOC to +40°C) 
Operating Humidity 20% to 80% 
Warm Up 30 min to meet specifications 
Accessory TSX3104 
Option: Rack mounting kit 
During the viewing and mapping ofthe video imagery it was important that the operator was able 
to quickly move to video frames of interest. Once at a particular frame, the video needed to be 
paused or played at a slower speed, in order for the features of interest to be identified and 
mapped. While a standard VCR remote control was able to fulfill many ofthese functions, the use 
of such a remote was seen as cumbersome and difficult. A Panasonic AG-A570 editing controller 
was thus incorporated into the system. This editing controller, which is connected to the VCR via 
18 
an RS-232C port, allows the operator to play the video forward or backward at playback speeds 
from still picture to 7 times normal tape speed, by operating a single shuttle dial. This greatly 
improved the efficiency of the mapping operation. 
For the mapping of the natural resource of interest the ArcView 3.0a GIS software package was 
used. It provides all the necessary tools required to produce high quality, accurate maps and 
coverages suitable for use in resource management and as input into hydrological models. The 
procedure used to produce these maps and coverages using the equipment described above is 
detailed in the following section. 
2.3 .2 Procedure 
The procedure used in the office to produce the required information for resource management 
was typically as shown in the flowchart in Figure 4 below. 





Video footage of area of " > Visual transfer of 
, interest displayed on large ) l infonnation from 
~olour monitor ~ colour monitor onto ------ base maps , 
Figure 4: Flowchart of post-flight mapping process 
Before mapping begins, digital base maps covering the area of interest are created, and 
geographically referenced. The images are then imported into ArcView 3.0a and displayed as 
themes. 
The base maps typically used are 1 :50000 topographical maps for land use mapping and 1: 1 0 000 
orthophotos for alien vegetation mapping. Due to the limit on the size of the document that could 
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be scanned, manageable sections ofthese maps or orthophotos are scanned at a time using a HP 
Scanjet 4c scanner. They are typically scanned at a resolution of IOOdpi. This resolution was 
chosen as it provides a balance between resolution and computer memory capacity. The resultant 
images are saved and then imported into ERDAS IMAGINE so that they can be geographically 
referenced. 
The procedure used to geographically reference the scanned sections of orthophotos or 
topographic maps using ERDAS was then as follows: 
1) Import the scanned image. 
2) Assign Ground Control Points (GCPs) to the image. GCPs are identifiable points or 
objects in an image at which the coordinates are precisely known. 
3) Check that the Root-Mean-Square (RMS) error, defined as the difference between the 
desired output coordinate for a GCP and the actual output coordinate for the same point 
when the image is transformed, is within reasonable bounds. 
4) Resample/transforrn the image to conform to the new coordinate system. First or second 
order polynomials are used to convert from the initial coordinate system to the rectified 
map coordinates. 
5) Save the resampled image. 
Once the individual sections of the map or orthophoto are geo-referenced, ERDAS IMAGINE 
is used to mosaic the individual sections to create a single image which is a digital representation 
of the original hardcopy map or orthophoto. This procedure is repeated for each map making up 
a coverage. 
The digital base maps are then imported into Arcview and a catalogue of these maps is created. 
By creating a catalogue, the time-consuming activation and de-activation of these base map 
themes is avoided, as only the images relevant to a particular view are automatically activated. 
The methodology most often adopted for the actual mapping of natural resources, involves the 
visual transfer of information from a video monitor to the base maps in Arcview. For viewing the 
video and mapping the relevant features, the colour video monitor and a computer monitor 
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displaying the base maps in ArcView are set up alongside one another. The pre-planned flight 
strips are overlayed as a theme on the base maps to assist the technician in establishing where the 
'live' video image and base maps coincide. The technician then uses road intersections, farm 
boundaries, river courses and other distinguishable features to assist in correctly scaling and 
positioning landuse and other polygons and line features. On completion of mapping, Arcview 
provides the means to create meaningful land use maps with the base maps overlayed with the 
themes of interest and produce tables showing summaries of, for example, different land use areas 
or lengths of river encroached by alien vegetation. 
2.3.3 Limitations 
The maximum document size which the scanner was able to accept meant that orthophotos and 
1 :50000 maps had to be scanned in sections. This was seen as a disadvantage as it introduced the 
extra image processing step of mosaicing the sections of a map in order to produce a complete 
geographically referenced base map. 
The process of assigning GCPs to each section of a map or orthophoto, resampling the image to 
fit these GCPs and then mosaicing these sections to form a complete map was a time-consuming 
and expensive process. It was therefore imperative that this process of geographically referencing 
the base maps be automated as much as possible. 
The 'indirect' nature of mapping from the video imagery also introduces errors in terms of spatial 
accuracy. The estimated spatial accuracy was between 20 and 50 metres, and while this was 
adequate for the mapping ofland uses and alien vegetation infestation, it removed the possibility 
of using this methodology for applications requiring greater spatial accuracy. Such applications 
would include town planning and conflict resolution relating to the use or exploitation of natural 
resources. Furthermore, the indirect nature of the mapping process made it a limiting factor in 
achieving a rapid turn-around time between acquiring the video data and providing the client with 
useful information required for decision making and planning. 
It was observed that ifrectified digital images of the area of interest could replace the topographic 
or orthophoto base maps in the GIS, the time required for mapping could be significantly reduced, 
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and the spatial accuracy of the map produced would in all likelihood be improved. The process 
of scanning and rectifying base maps could be eliminated altogether, and mapping could be as 
simple as digitising polygons of the resource of interest directly on to the geographically 
referenced digital image in a GIS. While this project did not include the development of 
procedures for automated post-flight geographical referencing of imagery, the possibility of 
purchasing software that was able to do this at a later stage had to be considered when deciding 
on the components of the new system. During the testing of the system as described in Chapter 
6, one such method for semi-automated geographically referencing of imagery was tested. 
There is evidence from the above discussion of the three sub-systems which comprised MBB's 
aerial videography system that several problems and bottlenecks existed. While such a system was 
able to provide resource managers with information at a greatly reduced cost when compared with 
aerial photography and satellite remote sensing, it was evident that by replacing certain 
components of the system and automating some of the cumbersome and time-consuming 
procedures the turn-around time between acquiring aerial imagery and providing the client with 
the information he/she required could be greatly decreased. By later reducing the amount of 
processing required, the overall cost of the system could also be reduced and this reduced cost 
could offset the capital cost of any new components. 
The following chapter discusses an alternative to video technology that was identified as having 
the greatest potential to produce higher resolution, lower cost imagery in a digital format. The 
chapters thereafter discuss the system which was developed with the aim of producing a rapid 
turn-around, low-cost digital aerial survey system with improved spatial resolution and accuracy. 
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3. DIGITAL STILL CAMERAS: STATUS AND APPLICATIONS 
The single component of a remote sensing system which can have the greatest influence on the 
quality of the resulting information is the image sensor. The image sensor determines the 
resolution of the image data from the outset and this has widespread implications in terms of the 
area that can be covered, the information that can be extracted from the imagery, and the spatial 
accuracy of the maps produced from the images. 
While aerial photographic remote sensing can still produce the highest resolution imagery, King 
(1995) and King et al. (1995) believe that digital frame cameras can be considered as an 
alternative to expensive photographic and high resolution solid-state linear array image sensors 
for providing a simple means for both multispectral imaging and mapping. Combined, these 
activities can significantly improve the capabilities of resource and environmental spatial analysis 
in a GIS environment. Digital frame cameras also offer several benefits in relation to other remote 
sensing alternatives. These advantages cannot be fully understood, however, unless the 
characteristics and operation of such a camera are outlined. 
3.1 Characteristics and Operation 
King et al. (1995) provide a simple clear discussion of how a digital image is formed within a 
digital frame camera. Readers requiring a more detailed explanation of the performance 
characteristics and applications of digital frame cameras should refer to King (1995). 
Solid-state digital frame cameras consist of a two-dimensional array of photosites embedded in 
a substrate material. The most common substrate material is silicon. In very basic terms, the 
method by which an image is formed is that incident photons excite electrons in each photo site 
resulting in a charge developing which can be converted to an analog signal in direct linear 
proportion to the incident radiation. Depending on how the charge developed at each photo site 
is accumulated in the chip, the sensor array can be known as a charge coupled device (CCD), 
which is the most common and least costly type of chip, or a charge injection device (CID) (King, 
1995). These two sensor types have slightly different signal generation and processing features, 
which are beyond the scope of this review. The analog signal generated is then digitised within 
23 
the camera (hence, the term digital camera) by an ND converter in a format which usually 
matches the photosite format. This means that the same number of digital pixels are produced as 
there are photo sites in the array. This digitisation is most commonly 8-bit, such that the sensor 
output voltage is divided into 256 possible grey levels. However, most solid-state arrays allow for 
10, 12, 14 or 16-bit digitisation, providing up to 64000 grey levels at correspondingly greater cost. 
Unlike video, the actual spatial format of the photosites is not standard. Chips in the 1 k by 1 k 
range have typically been developed with a 1280 by 1024 pixel format (King, 1995), but a camera 
with a format of 1500 by 1024 photosites has also been developed by Eastman Kodak, Inc. 
(Kodak, 1998). 
There are two basic digital frame camera designs used to create colour digital images. These are 
documented by King (1995) and Hoppus and Evans (1997) . The first camera design is the 
beamsplitting camera. This camera passes incident radiation through a system of dichroic mirrors 
and splits the radiation into the red, green and blue (RGB) bands, each band being directed to a 
separate CCD. The RGB outputs from each CCD are usually combined to produce a true colour 
image, although some cameras can produce separate RGB analog or digital outputs that can be 
fed to a computer for simplified spectral analysis (King, 1995). This camera design results in 
excellent colour reproduction and spatial resolution, but is expensive and the recycle time between 
the capturing of images is slow (Hoppus and Evans, 1997). King (1995) also identifies the 
disadvantage of sensor modification by an applications user being difficult because optical 
modifications are required. 
The second camera design makes use of a single CCD chip and a colour filter array. Essentially 
this filter array, described by King (1995) as a visible spectrum striping filter, allows the 
transmission of only a single band ofthe RGB spectrum to each photosite. An RGB signal for each 
photosite is then derived by using a weighted average to interpolate the other two required bands 
from the neighbouring photosites. According to Hoppus and Evans (1997) these cameras are 
relatively inexpensive and they have faster recycle times. The disadvantage of such cameras is that 
the interpolation process tends to reduce the spatial resolution somewhat (King, 1995). Kodak 
Inc. have developed such single chip sensors that are able to produce 36-bit colour images (Mason 
eta!.,1997). 
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The materials used in solid-state sensors have differing spectral sensitivities. Silicon's spectral 
sensitivity generally spans the visible and near-IR ranges of the light spectrum between about 
400nm and lOOOnm, peaking between700nm and 800nm. Importantly, almost one-half the 
response of silicon is in the near-IR, thereby providing excellent potential for colour infrared (CIR) 
composite imaging and vegetation studies, while the blue response is very poor (King, 1995). The 
low signal-to-noise ratio in the blue reduces the clarity of the images. Other more expensive 
materials have been manufactured to respond to other wavelengths, such as mid-infrared and 
thermal-infrared, but their efficiency at converting incident photons to an image signal is much 
lower than for silicon (King, 1995). The response of silicon sensors to radiance is linear in all 
spectral bands. This means that the analog voltage amplitude and/or the digital grey level is 
directly proportional to the target radiance (King, 1995). 
Although some digital cameras allow manual triggering by the operator, the control of exposure 
of a digital frame camera is most commonly computer-based. Exposure time, the interval between 
exposures, the number of exposures, camera gain, read-out rates and image size are all examples 
of imaging variables which can be controlled via a keyboard. Computer control of a system in as 
many ways as possible is important if a system is to be flexible for many applications, according 
to King (1995). 
Having outlined the more pertinent characteristics and operational issues relating to the use of 
digital frame cameras in airborne surveying, the advantages and disadvantages of such cameras 
can be discussed. The benefits and limitations of digital frame cameras are reviewed below. 
3.2 Advantages 
The single characteristic of a digital frame camera that results in several advantages is the digital 
format of the imagery that it produces. The direct acquisition of digital image data means that 
processing costs are considerably reduced in relation to photography since film development is 
eliminated and no scanning is required (Light, 1996; Mills and Newton, 1996; Positive Systems, 
1996; King et aI., 1997; Mason, 1997). By eliminating the scanning of photographs the distortions 
innate in such a process are reduced (Mills and Newton, 1996), and the accuracy potential of the 
imagery is improved (Maas and Kersten, 1997). Maas and Kersten (1997) found that in close-
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range applications with signalized targets, well-defined edges or good texture on flat surfaces, 
precision of the order of 1/50 of a pixel (0.2,um) in image space could be regularly achieved. 
Eliminating fiJm development and scanning also substantially reduces turnaround time with weekly 
fly-overs being possible and information being available within two or three days of the flight 
(Oltman, 1996a). For immediate assessment of the impacts of catastrophic events, resource 
managers can reduce the turn-around time even further by making use of the digital camera's 
inherent electronic capability to transmit its digital image from the aircraft to the ground (Light, 
1996). Alternatively, the images can be viewed in the cockpit ofthe aircraft (Light, 1996; Positive 
Systems, 1996; Mason et aI., 1997). This would serve a further purpose of allowing the evaluation 
of exposure and focus parameters, and would provide verification that the targets are being 
acquired. This would avoid costly return flights to a site. 
Digital format imagery is also more suited to image processing for improvement of radiometric 
characteristics, such as noise reduction and reduction of brightness variations with view angle, 
geometrical warping and to quantitative image analysis (King et al., 1994). In particular, a higher 
signal-to-noise ratio is achievable under conditions oflow scene contrast and low light levels in 
comparison with film-based systems. This higher ratio is possible due to the ease of digital contrast 
enhancement (Light, 1996). Such image processing is also easier since having digital images allows 
easy integration with softcopy' image processing systems (Toth, 1997). Furthermore, by having 
a digitally based system, different sets and different kinds of data can be integrated, merged, 
intersected and compared, resulting in wider and more flexible operations within and beyond the 
field of mapping (Ackermann, 1996). 
The higher resolution of Digital Frame Camera (DFC) imagery when compared with video and 
satellite is another advantage. Unlike standard videography, which can already provide an order 
of magnitude better resolution than satellite remote sensing, DFC's are not confined to National 
Television Standards Committee (NTSC) or other television scanning specifications (King et 
al. ,1994). As a result, sensors have been developed which contain many more photo sites per unit 
sensor dimension than video sensors (King et aI., 1994), thereby providing a vast improvement 
Softcopy refers to the fact that the original hard copy or print of the photograph is not processed, but rather a digital 
representation or softcopy of the photograph is used 
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in resolution. DFC's, with their current resolutions, could therefore be considered as a substitute 
for photography where the needs do not demand the very high quality and resolution of 
photography. Further advantages of still cameras over analogue video are their greater fleXIbility 
since no on-board power supply and computer are necessarily required, and their higher mapping 
accuracy potential since the effects of framegrabbing analogue video images to produce digital 
imagery are avoided (Mason et aI. , 1997). 
Being able to control the camera via a computer is a further benefit, since it affords the 
opportunity to automate the in-flight image acquisition process. Computer-based control also 
facilitates the performing of some real-time processing of the imagery. This could include 
correcting for lens distortions and lens vignetting, reducing image noise through use of image 
filtering, and adjusting for non-uniform radiometric response of the CCD array. King (1995) 
provides a review of research into these aspects of image processing. 
The digital nature of the data acquired also introduces the vast potential for automation of post-
flight image processing. Heipke (1995), Ackermann (1996), Schenk (1996), and Toth and 
Krupnik (1996) all identify the potential of automating photograrnmetric procedures through the 
use of digital imagery, thereby providing quick response times. The prime examples identified by 
Ackermann (1996) were aerial triangulation, generation of digital elevation models and production 
of digital orthophotos. The use of digital still camera imagery for some of these applications will 
be reviewed later in this chapter. 
In terms of the other characteristics of the imagery, King et al. (1997) states that digital cameras 
produce frame exposures with geometric characteristics as good or better than film and much 
better than line scanner images. Airborne line scanner imagery typically suffers from line-to-line 
geometric variability (Monday et aI., 1994; King et aI., 1994), particularly under turbulent flying 
conditions where roll, pitch and yaw are unstable. This results in severe image reconstruction 
problems (Light, 1996) and makes photogrammetric analysis and geometric transformations more 
difficult. Radiometric performance of CCD sensors is also often significantly better when 
compared to scanned film (King et al., 1994; Maas and Kersten, 1997). The spectral fidelity of 
the imagery is also excellent, and there are no problems associated with film emulsion batches, 
temperature and humidity (Positive Systems, 1996). 
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There are, however, some disadvantages relating to the use of DFC ' s which currently F 'r ""l" 
them from becoming the sensor of choice for all aerial imaging applications, These disad":3'" 8 7 , . 
are described in the following section. 
3.3 Disadvantages 
The three main limitations of current digital cameras which have hindered their wid,. 
in mapping and monitoring are their small sensor (imaging chip) size, lower resolutio' " , 
and relatively slow data transfer and storage rates (Mason et aI., 1997). 
Sensors are typically in the range of 19 x 19 mm for 2000 by 2000 pixel format cameras ( 1:'1 'i 
aI. , 1997). Such array sizes produce total view angles of between 100 and 500 for the \ ;; ,J 
focal length lenses available for them (King, 1995), resulting in small ground coverage ~. ( . ," 
in comparison with photography. The coverage can be improved by flying at higher al ;', 
using a short focal length, wide angle lens, but these options introduce further corn}> ' 
Flying higher results in an increase in the ground pixel resolution and atmospheric effe()~' I I'" 
imagery (King, 1995), while employing a short focal length, wide angle lens introduces e.l.'·"; ".11 , 
distortions that require the use of an expensive calibrated lens and/or geometric calibrati. .,~.. , 
et aI., 1997). Larger CCD sensors can be manufactured, but there are economic and tC '+ 'li n' 
constraints which limit their use in commercial cameras (Maas and Kersten, 1997). It is e,,~t i ".tt 
that the production cost of CCD sensors grows with the fifth power of the area ofthe se!"", 
Also, pixel sizes cannot be arbitrarily reduced due to the light sensitivity characteristics of silicon, 
These constraints also explain why the resolution of commercially available digital cameras is 
limited. 
The maximum resolution of current commercially available DFC's is approximately 3k by 2k 
(Kodak, 1998; Maas and Kersten, 1997). A 9216 by 7168-pixel sensor has been developed by 
Philips (Maas and Kersten, 1997), but even the resolution of this sensor, which cannot be 
considered ready for practical use yet, is modest in comparison with the equivalent resolution of 
in excess of20k by 20k of high quality 23 by 23 cm format aerial cameras (Light, 1996; Toth, 
1997). In conventional terms offrequency response, the resolution for digital camera sensors with 
the smallest photo sites of 6.8 microns is a maximum (for high contrast targets) of about 55 line-
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pairs/mm. This compares with film resolution which is generally in the range of 80-100 line-
pairs/mm for high contrast imaging (King et aI., 1997), and with Super VHS video's horizontal 
resolution of25 line pairs/mm (King, 1995). Consequently, digital frame camera imaging, as is the 
case with aerial videography, will generally have a much narrower width of coverage than 
photographic film for the same spatial resolution. This limits the potential ofDFC's for regional 
mapping, which has been a primary application of photography, since the number of flight lines 
and images required to produce a suitable resolution coverage of an area is too high to be 
economically competitive with large format aerial photography (Light, 1996; King, 1995). 
Consequently, as King et al. (1995) suggest, the greatest potential for DFC's for mapping is 
currently in local site-specific mapping, or in linear/transect mapping. 
A third limitation 0 fhigh reso lution D FC's in particular, is the rate at which data can be transferred 
and stored (King et aI., 1994; Light, 1996; Hoppus and Evans, 1997). For example, a compressed 
3k by 2k DFC image consists of over 4 Mb of information (Kodak, 1998) and requires a storage 
time of8 seconds per image (Maas and Kersten, 1997; Kodak, 1998). Data transfer of even lower 
resolution imagery to an inexpensive tape drive or disk is thus slow and relatively slow aircraft 
velocities are required. As King et al. (1994) states, this does not permit large image overlap as 
in NTSC video where a complete image is acquired every 1130 s. Consequently, they believed that 
use ofthese sensors was limited to non-continuous data acquisition with some capability for image 
overlap. Mason et al. (1997) believed that the problem of image overlap could be overcome by 
flying each strip a number of times. Unfortunately this solution increases the complexity of both 
the flight planning and execution. 
Further disadvantages of digital still cameras are documented by Fraser (1997). Unstable interior 
orientation and focal plane unfiatness of the cameras, which are designed more for the mass 
consumer market than for photogrammetry, are primary factors limiting the photogrammetric 
potential oflarge-area CCD digital cameras. Digital still cameras, such as the Kodak DCS series, 
make only modest concessions in their design for a stable interior orientation. Error sources 
include movement of the CCD sensor with respect to the camera body, movement of the c-mount 
lens also with respect to the body, and differential movement oflens elements. Both Mason et al. 
(1997) and Maas and Kersten (1997) identified this as a potential problem in their research. 
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In terms of focal plane unflatness, any departure from planarity of the chip results in the image 
being displaced. This invariably leads to significant accuracy degradation in the object space. 
Unfortunately, manufacturers do not readily provide information regarding chip topography, and 
there is no satisfactory alternative to measuring the surface topography. 
From the above discussion there is evidence that most of the DFC's currently available will not 
replace aerial photography for large-scale mapping applications, mainly due to the limitations of 
resolution and image chip size. Some researchers (Maas and Kersten, 1997; Light, 1996) believe 
that this will be the case for a long time to come. Light (1996) expects the foreseen transition from 
film cameras to digital sensors to be gradual since film cameras will also improve with computer 
designed lenses, forward motion compensation and angular motion stabilisation. Nevertheless, all 
researchers agree that as costs continue to decrease and some of the problems associated with 
digital cameras are solved, the digital sensor format will compete with and replace standard 
airborne videography and small format photography. In fact, some researchers and organizations 
have already realised that the development or leasing of digital frame cameras is a cost -effective 
and advantageous alternative to buying data and have begun using them mostly for reconnaissance 
work, in localised studies, and in situations where photography and higher resolution line scanning 
cameras provide too much detail (King, 1995). Despite the belief that digital still cameras are not 
suited to large-area mapping, some research and commercial work has also been done into such 
applications with promising results. The following section provides a review of potential 
applications of a digital frame camera system. 
3.4 Applications 
The main thrust of current research and commercial ventures incorporating digital frame cameras 
is in the monitoring and mapping of vegetation, and in topographic mapping. Other applications 
are documented and these are also detailed below. 
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3.4.1 Vegetation monitoring and mapping 
The two main types of vegetation which have been remotely sensed using digital frame cameras 
are forestry and agricultural crops. They have received greater attention probably due to their 
commercial value and consequent need for regular monitoring and inventory. 
King (1997) summarises various research initiatives conducted with digital camera sensors for 
development of models to quantitatively map forest ecosystem characteristics. This includes 
summaries of the research by King et al. (1997) and Seed and King (1997). These research efforts 
form part of an integrated research program in airborne multispectral digital camera irnaging for 
use in environmental analysis and mapping. 
In terms 0 f forest health modelling, research has concentrated 0 n relating the spectral, textural and 
structural characteristics of digital frame camera imagery to various physical responses offorestry 
to stress. These physical responses are often evident in the upper tree crowns and the forest 
canopy. This work has all been done along a chosen transect of forest within an abandoned acid 
mine site near Tirnmins, Ontario, Canada where drainage and airborne contaminants from an area 
of heavy metal tailings are transported into the adjacent forest. This transect is divided into 15 
plots of 20m by 20m. 
Seed and King (1997) used digital imagery generated in the green, red and near IR bands from the 
Kodak DCS420 Colour Infra-Red (eIR) camera to define three spectrally unique shadow fractions 
and their relative areal proportions within a mixed boreal forest. The details of how these shadow 
fractions were determined are not of importance in this discussion and interested readers should 
refer to Seed and King (1997). These shadow fractions were used in a correlation analysis to find 
any significant relations which existed between potential combinations of the three shadow 
fractions and the biophysical variables of effective LAl, stand basal area, and crown closure. These 
biophysical variables were estimated for each plot by performing field-based measurements. From 
multiple regression analysis it was found that effective leaf area index (LAl) could be predicted 
with a x2 of 0.90 and standard error of 0.34 in all study plots, canopy closure with r2 of 0.90 and 
standard error of 10% in dominantly conifer plots, and basal area with a x2 of 0.80 and standard 
error of 10.9 m2lha in dominantly deciduous plots. Seed and King (1997) concluded that low cost, 
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high resolution airborne digital imaging coupled with linear regression modelling of image 
structure was a viable alternative to more expensive multiband remote sensors and sophisticated 
spectral modelling for determination of mixed boreal forest stand structure. 
Olthof and King (1997) hoped to improve on the results achieved by Seed and King (1 9c)7; ~-'.J 
utilising textural information to improve the estimation of LA! using high resolution ckJ:'~'! 
imagery captured with the same camera. They made use ofthe red band of imagery to cl r ,; -
separate texture measures from the co-occurrence matrix of a moving window. Co-occ! ' " 
matrices are frequency tables whose entries represent the number of times that pixc 1 • r 
possible grey level combinations occur at a specified distance and direction from each other. ') ; h 
co-occurrence matrices were then used to generate texture channel histograms which allow~d.I.' 
determination of the texture mean and standard deviation in each plot. 
The relationship between the average texture for each of the six texture measures and r, \ I 
evaluated using a correlation analysis. The texture measure with the highest correlation co r, ~ J 
was then used in conjunction with other image information to see if the relationship betwep , 
variables and LA! could be improved. Additional image information was spectral infO] 
extracted from the red and near IR bands, including combinations of these two bands. 
Results showed that the contrast texture measure consistently had the most significant relati 
with LA! (r=0.64) for the window sizes and sampling distances chosen. In terms of the Sj,r 
measures, the individual near IR band produced the most significant correlation coefficic:n' \ .. 
LA! of 0.56. By combining these two measures the correlation improved significantly ® =" 0,7(, ' 
while further addition of the variation in texture, measured by the texture standard dev j " i( 
improved the correlation to r = 0.81. These results showed that spectral measures should h' 
combined with textural information such as frequency distribution of texture and texture stand::; ;'( J 
deviation when high resolution digital imagery is being used for estimation of forest structure 
parameters. 
King (1997) also documents research which had just begun into developing a forest health in0n , 
This health index will combine soils data, forest and individual tree structure variables, and a field-
based visual health index with digital image spectral, textural and structural measures developed 
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in research as described above, in order to provide quantitative and complementary information 
on forest health characteristics. In yet another study, the expansion of the mine' s tailing and 
consequent degradation of the surrounding forest is being monitored and modelled with the help 
of digital still imagery. An individual tree segmentation methodology is combined with overlays 
of archived aerial photography and more recent digital imagery to assess and predict the state of 
the forest boundary at various times in the near future. 
Other research by King and his fellow researchers has looked at the potential oflow cost airborne 
digital imaging in the automatic identification of conifer crop species for various densities of 
competing vegetation (King et aI., 1997). This was done to establish whether digital cameras 
could replace photography in assessing forest regeneration. 
Two study sites were included in this research. The first was a tree seedling nursery which was 
divided into three randomized complete block experiments. Each experiment block was identical 
in layout and plant setup, with 11 plots in each block containing jack pine (Pin us banksiana) and 
black spruce (Picea mariana) plus one competition species. Within the plot, there were 12 
experimental units of 7m by 7m, each containing jack pine or black spruce and one competition 
species at a specific density. The other site was a natural clear cut setting consisting of four 28m 
by 28m plots with ten 7m by 7m experimental units. Each of the units contained four conifer 
species, namely red pine (Pinus resinosa), white pine (Pinus strobus), jack pine, and black spruce. 
The units were subject to different herbaceous vegetation removal treatment, thereby producing 
different densities of competing vegetation in each unit. 
Having obtained vegetation measurements including conifer survival, vegetation cover, height, 
stem diameter, crown width, leaf area index, and biomass at the two sites, digital imagery of the 
sites was obtained using the Kodak DCS420 CIR camera. Analysis of these images began by 
evaluating the statistical separability of the conifers and competition species as a function of 
competition density. Results showed that good separabilities could be obtained for some 
competition species when they were not in direct competition with the conifers. Spectral 
separabilities of the conifers with the other competition species were poor even when not in direct 
competition with each other. Jack pine and black spruce also produced poor spectral separability 
even when not in competition with each other. This decrease in separability was found to be a near 
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linear function of the increase in density of competition. King et al. (1997) provide several 
explanations for these poor results. 
Following the separability analysis, King et al. (1997) performed some initial classifications of the 
data using a maximum likelihood classifier. Although they were expecting poor classification 
accuracy for the conifers due to the poor separability results, this was not the case. They found 
that the planting patterns of the conifers was generally quite visible and that when all but the 
conifer class was re-classified to black, the conifer crowns were almost perfectly classified as 
entities. Despite these results being inaccurate on a pixel-by-pixel basis since pixels which fell on 
conifer branches that overlapped with the competition's branches were mis-classified, King et al. 
(1997) concluded that such methods could be useful for tree counting. For automated 
discrimination of conifers from competition and for automated tree size measurement, they 
suggested that more advanced classifiers be tested and that stereo imaging be investigated as a tool 
for measuring tree height and crown diameter, respectively. 
These research efforts described above show the tremendous potential of digital frame cameras 
for use in forestry management. Research and commercial ventures have not been limited to 
forestry applications though. Remote sensing for the monitoring and management of agricultural 
crops is another area where digital frame cameras have been applied. 
Remotely sensed imagery, particularly multispectral imagery, can provide insight into crop growth 
patterns and plant stress levels which would not be detectable from ground level or with the naked 
eye. This advantage allows growers and farmers to analyse their crops and then make cost saving, 
timely decisions that can prevent the loss of yield and income. 
Oltman (1996a) provides a practical review of work being performed by Datron Inc.'s imaging 
systems division of Milipitas. They have been conducting fly-overs of agricultural areas in 
California and Arizona in the United States of America to compile data on a variety of crops. The 
system they operate consists of four digital cameras, each equipped with a 20mm lens and a 
different filter to record reflected energy in the blue, green, red and near IR portions of the 
spectrum. A GPS is also included to provide the latitude and longitude of each image centre. 
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The four digital spectral bands are used individually or combined to provide different information 
relating to the crops and fields. The red band (622 - 780nm), green band (492 - 577nm) and blue 
band (455 - 492nm) are combined to produce a '"true colour" image which provides an intuitive, 
easily understood reference image. The blue band is used to provide information relating to soil 
types and conditions. The near IR band (780 - 11 OOnm) is the most useful for identifying plants 
that are stressed due to over-watering, under-watering, insect activity or disease infestation. This 
multispectral capability of the system has made it a very useful tool in a variety of situations, which 
are documented by Oltman (1996a). 
The system was used to identify and solve a specific problem relating to drip irrigation in a lettuce 
field. Muitispectral imagery clearly highlighted a particular strip in the field. On further 
investigation, it was found that there was a restriction in the drip tapes irrigating the beds that 
showed up in the images. This problem could not have been identified visually. In another 
irrigation related problem, the unevenness in a sprinkler irrigation pattern was identified using the 
airborne digital imagery. 
The ability of the system in revealing different soil types within a particular field is also discussed 
by Oltman (1996a). The position and extent of a particular soil type can be established by 
geographically referencing the imagery and importing it into a GIS. Then, although the soils 
cannot be physically changed, the farmer may be able to apply varying amounts of irrigation water 
depending on the soil type. 
Other applications documented by Oltman (1996a) have included using the imagery to monitor 
the growth and health of permanent crops. Information gathered on citrus orchards has allowed 
growers to pinpoint trees which are performing badly. This is achieved by examining the trees' 
chlorophyll or green spectral band reflectance. Trees that are healthy and therefore 
photo synthetically active will have a higher concentration of chlorophyll and reflect more radiation 
in the green band. In vineyards, the four-band multispectral digital imagery has proved effective 
for the early detection, monitoring, and mapping of the extent ofphylloxera, a vine-destroying 
root louse. Oltman (1996b) provides a detailed report on this research. 
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According to Oltman(1996b), this project was a success, not because researchers found a specific 
spectral signature for phylloxera, but rather, by combining the use of a false colour image, which 
is created from the near IR (780-11 OOnm), red (622-780nm) and green (492-577nm) spectral 
bands, and a Normalized Difference Vegetation Index (NDVI), which is based upon near IR 
reflectance and red reflectance, areas of stress and differing vine sizes could be highlighted. These 
two characteristics are a good indication that phylloxera may be present in a vineyard. Advantages 
of the system, which are identified by 0 Itman (1996b), include the ability to compare imagery from 
year to year in order to track the spread of phylloxera and the fact that a decline in vine vigour is 
often more easily detected using the digital imagery than from the ground or using normal infrared 
photography. Furthermore, by being able to identify areas of strength and weakness in a vineyard, 
a grower can use the imagery to help in harvest planning. 
Lang (1996) documents a similar application of a four-band multispectral digital camera system 
in monitoring vineyard health and vigour. The imagery, which was flown by Positive Systems Inc. 
ofWbitefish, Montana, U.S.A., was similarly processed to produce a NDVI. This data was to be 
tied back to a GIS and overlaid with soils and yields to determine the overall health and 
productivity of the vineyard. This information is important for estimating replanting costs and 
identifying potential problems early. 
Other vegetation mapping applications are mostly related to updating existing natural resource 
databases, environmental analyses, and land use mapping for various resource management 
applications. 
3.4.2 Land use mapping, environmental analyses and resource database updating 
Positive Systems, who claim to be the leaders in digital aerial photography, have since 1991 been 
involved in several natural resource-based applications. They have developed a comprehensive and 
versatile family of Airborne Data Acquisition and Registration (ADAR) digital aerial photography 
systems. Positive Systems (1996; 1997) provide brief descriptions of a selection of the projects the 
ADAR systems have been used in. The diverse nature of these projects clearly demonstrates the 
tremendous potential and versatility that digital frame camera systems are already showing in a 
variety of applications. 
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The Positive Systems' ADAR units have been used in various animal habitat mapping projects. 
Digital photographs from the ADAR System 5500, which is the digital four band multispectral 
system used by Datron Inc., were used within an ongoing research study of grizzly bear habitat 
and stream side ecology. In another study, ADAR system imagery has been used by the U.S. Army 
Corps of Engineers to classify and map the habitat of the endangered desert tortoise. Imagery of 
the Blackfoot river was analysed to develop GIS basemaps ofriver habitat and riparian conditions, 
and was to be integrated with telemetry observations for the endangered bull trout. Reptile and 
mammal habitat studies in southern California have also benefitted from quarter metre and two 
metre resolution imagery captured with an ADAR system. 
The use of ADAR digital camera imagery in hydro logical studies is also documented. Imagery was 
used as part of a study to evaluate the long term effect of cattle grazing in arid riparian zones, 
while NASA and San Diego State University are utilising an ADAR system in a long term project 
to monitor the restoration of California coastal wetlands. Multispectral digital aerial photos have 
also assisted in wetlands analysis within a 90 mile rail corridor to review the potential 
environmental impacts relating to a planned railway expansion. 
Further digital frame camera projects described in Positive Systems (1996; 1997) include: 
1) mapping of noxious weeds in agricultural and range land areas by the University of 
Idaho, 
2) wetlands delineation, development of a detailed vegetation map, fire modelling and 
verification of the status of plant communities from imagery of the Vandenberg Air 
Force Base, 
3) mapping of200 square miles ofWillapa Bay, Washington as part ofa community-
based environmental analysis and GIS project, 
4) analysis ofmultispectral ADAR aerial photographs in a study of wildfire impact on 
forest succession in the Sequoia National Park, and 
5) use of georeferenced, mosaicked multispectral digital imagery in evaluation of 
environmental characteristics for changing rural and suburban service areas. 
6) the cost-effective updating of a forest resource aerial photography database for an area 
encompassing almost 1200 square miles. The specific objective relating to the capture 
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of digital frame camera imagery was to obtain a mosaic of the individual photographs, 
thereby providing a contiguous image data layer for use with various GIS vector layers 
already compiled for the area. 
The final project listed above is described in some detail in Positive Systems (1997). The success 
of this project clearly indicates that although many researchers believe that digital frame cameras 
are only suitable for localised, site-specific studies, the potential is there for the use of DFC's in 
large area mapping. 
The use ofDFC's for topographic mapping and other photograrnrnetric applications, has also been 
researched. The following section examines the possibility of utilising overlapping digital frame 
camera images for generating DEM's and creating orthophotos. 
3.4.3 DEM and orthophoto generation 
Digital elevation models (DEM's) are the primary data used in the analysis of catchment 
topography (Moore et aI., 1991) and are thus important information layers in a GIS. While 
stereoscopic aerial photography has been the main means of deriving DEM's in the past, the 
advent of modem computer-based image processing and transformation packages has meant that 
procedures which are analogous to photograrnrnetric techniques are now being applied to raster 
based digital images. 
The reason that height inforrnationcan be obtained from overlapping pairs of images is simply due · 
to the fact that changes in ground elevation produce changes in photo scale and these in turn 
produce measurable relative displacernents of objects within the pairs of images (Burnside, 1979, 
p93). Points that are higher than the image nadir are displaced outward from the centre of the 
image and points that are lower in elevation are displaced inward from their true position. 
King et al. (1994) selected a single pair of 0.7 m pixel digital frame camera images which 
overlapped by 60 percent to evaluate the potential of using the 1340 by 1037 pixel Kodak 
MEGAPLUS 1.4 black-and-white digital camera for elevation determination. The test site chosen 
was in the east end of Toronto, Canada. This area had a very small elevation variation and 
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consisted mainly of residential and small commercial land uses. Municipal survey control points 
were thus abundant. 
An edge-enhancing algorithm was first applied to improve pixel identification of suitable control 
and test points, after which three points were chosen as control points. This small number of 
control points was chosen in order to simulate an operational situation where only a few control 
points can be measured because of cost or difficulty in identification. These three points were 
used in a bundle adjustmene program to perform relative and absolute orientation ofthe images. 
The accuracy of elevations of other test points in the imagery were then evaluated by comparing 
their elevations with those obtained in a ground based survey using standard levelling and 
traversing techniques. Results showed that despite no rigorous sensor calibration having been 
performed, the method had potential for elevation determination., with elevation RMS being about 
2.3% of the total variation in topography within the scene. This was similar in dimension to the 
pixel size. They considered the method to be applicable to obtaining large-scale elevation models. 
Subsequent to this research, the same camera was evaluated for use in DEM generation in natural 
terrain where survey control was not abundant or evenly distributed across airborne imagery. This 
study is documented by King et al. (1995). The study area in this case was the Gatineau Park in 
Quebec, just north-west of Ottawa, Ontario. This park had rugged terrain and was mostly forested 
with only a few roads crossing its interior. 
Digital elevation models of the area were automatically created using a photograrnmetric software 
package. This package used an iterative area-based matching process to determine conjugate 
pixels in stereo image pairs. The elevation for each matching pixel was computed using the 
parallax equation., following which the elevation of points between the conjugate pairs was 
interpolated to fill in the rest of the raster DEM. Finally, the DEM was absolutely referenced to 
the ground reference system using the existing control points in the imagery. In comparing the 
photographic and DFC imagery for elevation modelling accuracy by relating the elevations derived 
from the imagery to those obtained from a field survey using static differential GPS techniques, 
2 
Bundle or block adju~1ment is the final step in a process that is known in photogrammelry as aerotriangulation. 
Aerotriangulation and bundle adjustment are complex processes. The interested reader should refer 10 Chapter 6 
for a detailed explanation. 
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the DFC model was found to produce mean differences closer to zero than the photogn~h;.c 
model. King (1995) indicated that this may have been due to a systematic ~rrc 11'!Jr 
photography such as greater influence of vegetation. Unfortunately, the precisioil." . 
the DFC model was lower than in the previous urban study. The standard d "'/'11; " 
elevation differences was 4 times the ground pixel dimension compared to .L.; , .; • j , 
photography. King (1995) provided several possible explanations for thir, ;)'':.J 
concluded that the potential of the sensor used was in low cost acquisition of) . 
DEMs for custom applications. 
Maas and Kersten (1997) have performed similar research to establish the po L, j . 
cameras for photograrnmetric applications. They made use oftwo test areas. 'P. 
an alpine village with an area of 520 by 500 m where the use of digital photnf" 
interest for cadastral applications and for orthophoto generation. The seconr ., 
300 m landslide area consisting of lightly forested meadows over a steep rocy ' r, 
the focus was on measuring deformations and generating a DTM. 
Imagery fOf the two pilot studies was captured using a 1524 by 1012 pixel Ko I, ' 
camera. The imagery of the two areas was then semi-automatically aerotrial ll,.. 
signalized control points in the form of white plastic plates and additional n' 
points. Results of this aerotriangulation were considered to be reasonably gO()l 
of2 cm and 5 to 6 cm being achieved for the planimetry coordinates and heigh . 
( 1 , 
• I 
• )..1J. 
Based on the results of aerotriangulation, DTM's were derived from the twu . ] f., 
, \ 
Multi-image feature-based matching, which is characterised by its high reliabil..ity, \ ' . ,:' 
automatically derive the DTM's. Following this, orthophoto mosaics were COmpPlf'Q f ,r t i , ., I 
regions. For the alpine village study, the average standard deviation of the feC",1 f,"".' i 1; ,..-, 
was 0.027,0.027 and 0.109 m in X, Y, and Z, respectively. For the landslide si ~, J d'l. '1" I' c_ 
standard deviations in the X, Y, and Z coordinates were 0.023,0.023 and 0.095 rn, I ,.~.·' i , .. 1 
In both cases these standard deviations were 0.03 percent of the flying height above. !S' 0~Jl-: 
The results achieved by King et al. (1995), King (1995) and Maas and Kersten (1 9,'/) < . .-,/ 
promise for the use of digital still cameras for DTM generation and aerotrianguiation. Importantly, 
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both sets of researchers state that newer generation DFCs with higher resollJtions "i/, ''> , : , : : p 
expected to produce much better results. 
There are also a few applications ofDFC's which cannot easily be categorised I . . 
use of DFC's in informal settlement planning, urban run-off determination. 
hydro towers and lines, pipeline rights-of-way management and for verifi(' :;, '( 
large-scale mapping. 
3.4.4 Other 
Spatial information is fundamental to a range of informal settlement tr.:l . 
imagery is a means of providing this information. At a very coarse level, i'i-l ' 
detect informal settlements and delineate boundaries (Mason, 1997). At tI1 '" !' 
level, imagery is very useful for a variety of reasons. It can be invaluab' "" 
response to emergencies, and can provide an important communication 1 r,' :Ii 
enabling community participation in planning. Furthermore, it assists gre( I) i, I , 
the number of shacks for census purposes and facilitates detailed mapping fe, I; . '; 
and developing a settlement GIS of shack boundaries and facilities (Mas01J, 
1997). With these potential uses in mind, Mason et al. (1997) looked at the p _,;"IUlf·l. I 1 I • 
the Kodak DCS460 digital camera, in place of more conventional la, ,.' 
photography, for mapping of informal settlements. This remote sensing opti0;., \\ ' ' -r' 
be cheaper and more appropriate in terms of spatial accuracy for the conta ,r,,,,: fold' ..• ,' ••• 





Imagery of the approximately 7.8 ha Marconi Beam settlement in Cape Town> ~ " : ) I' ' • 
captured at a ground pixel resolution of 0.3 to 0.4 m. The imagery was then · '·;: ... il ~ , ,ir " . il 
bundle block adjustment using the measured coordinates of well-defined roof C(,~l T,) (l l~: '. , lH l l!.C' 
features as both control and external check points. This bundle adjustment yieldt'0. ~lf 1.:, ~,I;.:,' . 
the order of 0.2 m in p1animetry and 0.6 m in elevation. This was considered sufficient to meet t: .. 
requirements for detailed mapping for most informal settlement applications. For li.i?l-' ll,." \ ~), . ;, 
which only low to medium accuracy is required and scene interpretation is more important, Masc)H 
(1997) and Mason et al. (1997) suggest that geo-referencing the imagery using less rigorous and 
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inexpensive techniques of warping or ' rubber-sheeting' the images to fit a set of ground control 
points (GCPs) should be considered. Accuracies of between 1 and 5m are commonly achieved 
which is sufficiently accurate for most informal settlement planning applications. Digital cameras 
can also be used in urban mapping applications and can provide accuracies sufficient for thematic 
mapping applications. 
Monday et al. (1994) describe the use offour-band ADAR5000 irnageryofa 16 square mile (41.4 
krn2) test area in the city of Irving, Texas, to classifY and quantifY impervious versus pervious 
areas in order to determine the storm water run-off within each ownership land parcel. This was 
done to comply with U.S. Environmental Protection Agency (EPA) urban water quality 
management guidelines. 
The areas of pervious and impervious surfaces were classified by using the Normalized Difference 
Vegetation Index (NDVI), which compares data in the near infrared and red spectral bands of 
imagery. By using the NDVI, vegetation covered areas appeared bright in the NDVI image, while 
streets and other bare areas appeared dark. This made the general classification of pervious and 
impervious areas relatively simple through image thresholding, leaving only the "ambiguous" areas 
to be accounted for. These "ambiguous" areas were classified by applying a more rigorous 
classification utilising all four spectral bands. These classified raster data were then overlaid with 
existing vector data of the city's existing property parcels to create reports on the number and type 
of classified pixels within each parcel. 
Preliminary results were considered to be excellent with surface areas determined using the 
classified image data showing a correlation of better than 99 percent with the city's area 
calculations. Although the image acquisition costs were approximately one-third higher than for 
conventional orthophotography, the advantages of spectral analysis, timeliness of results, and 
simplified and cost-effective updates ultimately reduced the overall project cost. The success of 
this project prompted the city to utilise this technology to map the entire city ofIrving and it was 
envisaged that the data would be used by other departments for specific projects such as flood 
plain evaluation, comprehensive planning, parks management, and hazardous material monitoring. 
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ladkowski et al. (1994) document the use ofa 1320 by 1035 pixel Kodak Megaplus 1.4 CCD 
camera to cost-effectively acquire up-to-date aerial imagery of pipe line rights-of-way corridors. 
Their research was initiated because pipeline companies were facing increasing regulatory 
pressures, operating issues, and were needing to remain ahead in a competitive market. Digital 
cameras were identified as economic and versatile alternatives to traditional aerial photography 
and satellite remote sensing for providing aerial image data that would allow regular monitoring 
of pipelines. Monitoring applications described by ladkowski et al. (1994) included general map 
updating, marketing, pipeline updating and inventories, locating environmentally sensitive areas 
such as wetlands, and planning access and boom placement in the event of a pipe rupture. The 
main use, however, was in providing the data to allow pipeline companies to perform mandatory 
annual dwelling surveys to determine the dwelling density within 200 metres of each pipeline. The 
density of dwellings determines the stress level in a pipeline which in turn determines whether or 
not the movement of gas in a pipeline should be decreased or whether a pipeline needs to be 
replaced. While no specific results are documented, the researchers emphasised the potential of 
fully digital systems for substantially reducing monitoring costs and identified the development of 
such systems in transportation, electric transmission, and other corridor applications. Merchant 
and Tudhope (1994), cited by King (1995), document one such application. 
Merchant and Tudhope (1994), cited by King (1995), applied 1280 by 1024 pixel DFCs at a very 
much larger scale for precisely mapping hydro towers and lines. They mounted two calibrated 
cameras in the wing tips of a small aircraft for stereo imaging and flew at an altitude of 61 m to 
produce pixels of only 5cm. Precise positioning of the aircraft and imagery was achieved using 
differential GPS. Through standard photogrammetric bundle adjustment techniques, they were 
able to position various components of the hydro line system to within 10 to 15 cm, except for the 
main cables, for which the accuracy was only 40 to 60 cm. Merchant and Tudhope (1994), cited 
by King (1995), believed that a higher resolution camera, coupled with a larger base-to-height 
ratio for the imagery and more stability within the optical system, could allow digital camera 
imaging techniques to completely replace the expensive ground survey and photographic methods 
that were presently in use. 
A final possible application of digital still cameras which has been researched by Mills and Newton 
(1996) is the verification and updating of existing large-scale digital maps. Mills and Newton 
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(1996) made use of the Kodak DCS200 digital camera to obtain imagery ofa railway station. Such 
a site was considered to be suited to aerial survey due to the dangers inherent in land surveyor's 
venturing onto the railway lines in order to update mapping. 
The three raster images that provided the required ground coverage of the station were imported 
into a PC-based Desktop Mapping System (DMS) and five well-distributed, natural GCPs for 
each image were identified and digitised. The coordinates of these GCPs were obtained from the 
digital vector map sheet that was to be updated using the imagery. Assuming that the area was flat 
the images were then rectified to fit the ground control, following which the images were 
mosaicked to create a single geographically referenced image. This allowed for continuous vector 
update without the need to switch between images. By overlaying the vector map sheet changes 
to the vector data could be easily detected and digitised. Mills and Newton (1996) found that the 
method worked well in this relatively flat area. The general fit of the vector data to the imagery 
was good, with only slight variations at the periphery ofthe images which can be attributed to lens 
and CCD chip distortions. They stressed, however, that in an area encompassing major changes 
in relief the imagery would have to be resampled using a DTM to produce a true orthophoto in 
order for the vector data and raster imagery to fit. They also recognised that some field work may 
still be required to verifY features that may be masked by vegetation or shadow and for checking 
street names, house numbers and other spatial data that may be required in the GIS data set. In 
terms of the camera, Mills and Newton (1996) reiterated the problems that other researchers had 
regarding the format of the camera and the limitations on the download rate of imagery. Future 
digital camera developments would almost certainly overcome these problems (Mills and Newton, 
1996). 
The above review reflects the potential of using DFC's for remote sensing of natural and other 
resources. This potential, combined with the predicted improvement in resolution and stability of 
these sensors in the next decade and the advantages of DFC's previously discussed, is likely to 
make DFC's an equivalent to small and medium format aerial photography for remote sensing 
applications. While there widespread use is likely to depend on whether memory storage 
technology can improve to meet the improved resolution, it was decided to make use of a DFC 
for this project. Prior to developing the in-flight image acquisition system using a DFC though, 
44 
the pre-flight planning system had to be improved. The following chapter discusses the pre-flight 
planning system developed. 
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4. PRE-FLIGHT PLANNING IMPROVEMENTS 
Based on the limitations of the pre-flight planning routine described in Chapter 2, a single program 
that could perform all the necessary calculations and output the required information with a 
minimum of user effort was developed. This program was written using Borland Delphi 3 object-
oriented programming software. The required program inputs and outputs and the algorithms 
implemented are described below. Figure 5 shows the graphical user interface. 
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Figure 5: The pre-flight planning graphical user interface 
4.1 Program Inputs 
Figure 5 displays a selection of the inputs which are required before the outputs of flight strip 
spacing, percentage overlap, flying heights and other parameters can be calculated. These include 
camera and lens parameters, ground pixel size, and overlap requirements. Further inputs not 
displayed in Figure 5 are a generate file of the catchment boundary and an optional DEM coverage 
of the area. 
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4.1.1 Camera and lens parameters 
The user is provided with the option of choosing the Kodak DCS 460 digital camera, the Kodak 
DCS420 digital camera, or the Panasonic video camera described previously. Based on this choice, 
the appropriate program constants relating to the camera CCD chip size and number ofpixels in 
the CCD chip are initialised. The user is also prompted to choose a suitable lens based on hislher 
choice of camera. The choice oflens determines the focal length to be used in the calculation of 
the flying height and flight strip spacing. 
4.1.2 Ground pixel size 
The choice of a suitable ground pixel size by the user is based on the intended use ofthe imagery. 
For land use mapping using the video camera as an example, a ground pixel size of2 metres is 
typically chosen, while for alien vegetation studies higher resolution imagery is required in order 
to distinguish the alien vegetation from the indigenous vegetation and a ground pixel size of 1.2 
to 1.4 metres is used. 
4.1.3 Catchment generate file 
A generate file of the catchment boundary can be created from a shape file in ArcView 3.0a and 
contains the x and y coordinates of all the points that can be joined by lines to define the area's 
boundary. For the program, the coordinates for the generate file must be in the Gauss Conform 
projection, in other words in metres North or South of the equator, and metres East or West of 
a central meridian. It was decided to use this projection as having the coordinates in metres would 
make the calculation of, for example, flight strip spacings and photograph spacings far easier than 
if the generate file was in geographic coordinates. On opening the generate file the user is also 
required to enter the central meridian for the file. 
4.1.4 Digital elevation model 
If a digital elevation model of the area of interest is available, the user has the option to open the 
DEM and make use ofthe information it contains. This DEM must be in ASCII text format and 
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in the geographic coordinate system. The geographic coordinate system was chosen [l <; i' (l' ! 0 j , h 
the need to know the central meridian for the DEM and ensures that the DEM c" " , 
regardless of the central meridian of the generate file. 
When the DEM is opened the appropriate altitude values of the DEM that are wit,1I . .' 
boundary are read. A flow chart depicting the algorithm used in reading the DFk~ , ., . 
Figure 6 below. 
Open catchment generate file. 
Enter central meridian. 
mum and Calculate the maxi 
minimum X and Y 






Convert maximum and 
minimum X and Y t 
geographic co-ordina tes 
(Degrees decimal ) 
L_ ---
( Open ASCII text DEM file J 
(Degrees decimal coordinates) 
Store DEM header information: 
Number or rows, number of 
columns, lower left corner X and Y 
coordinates and ceU size 
{-
Calculate rows and columns of 
DEM that need to be read 
~ 
RudDEM: 
The maximum, minimum and 
average catchment altitudes are 
calculated dunng this process 
Figure 6: Flowchart depicting procedure for reading a DEM 
Alternatively, if a D EM is not available, the user can manually input the maximum, m'!w;,' )) < 
average catchment altitudes. This information can be easily determined from a topographicalliLCl}J. 
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4.1.5 Overlap requirements 
The desired percentage overlap and a minimum overlap percentage between flight, ; 1) '" 
between photographs is also required. ' Side Overlap' refers to the image overlap bp'" 'Pf', 
strips and 'Forward Overlap' to the percentage overlap between consecutive imagf:' .. " , . 
for including these options will become more apparent during the description of" I,', 
outputs which follows, 
4.2 Program Outputs 
Using the inputs as described above, several program outputs are obtained. While th(; :.i 1 1 ' , ti 
of each output could be discussed separately, the determination of the flying he; ~II 
swath width, and minimum, maximum and average percentage overlaps, as shov ' 
previously, are related to the calculation of the flight line spacing. For this reaSOll, ,i . , 
of these outputs will be outlined during the discussion ofthe calculation of the f.1i ~",~ . , ., 
in the section below. 
4.2.1 Flight line spacing 
An initial average swath width is calculated using the following equation: 
SWinitial(avg) = CCDXpixels x PixelSize ............. (1) 
Where; 
SWinitial(avg) = initial estimate of average width of coverage on tlk. gl' 
right angles to the direction of flight (m) 
CCDXpixels = number of pixels in the camera's CCD at right angles to the 
direction of flight and 
PixelSize = ground pixel size chosen (m). 
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Based on this estimate ofthe average swath width, an initial flight line spacing is calculated using 
equation 4 below. This initial flight line spacing is then input into the algorithm depicted in the 
flowchart in Figure 7. This algorithm ensures that the percentage overlap at the highest point in 
the catchment is not less than the minimum overlap stipulated by the user and was included to 
avoid the situation where, in catchments with a large range of altitudes, a flight strip spacing based 
on the average catchment altitude may result in the overlap in the higher parts of the catchment 
becoming too small or nil. Such a situation is undesirable as a reasonable percentage of overlap 
is required to avoid loss of information due to aircraft tip and roll. 
Input average 
catchment altitude 
Calculate initial average 
swath width and initial 
flight line spacing 
Calculate flying height above ground 
level and flying height above sea level 
t 
Calculate flying height above ground 
level at highest point in DEM or 
maximum catchment altitude 
~ 
Calculate the image swath width 
at the highest point 
Input camera and 
lens specifications 
Calculate the percentage overlap at the highest point based 
on initial flight line spacing and swath width at highest point 
Maintain initial flight line 





Recalculate flight line spacing 
to provide minimum overlap at 
the highest point. 
Figure 7: Flowchart of algorithm for calculating the flight strip spacing 
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The equations that are used in calculating the parameters shown in Figure 7 are as follows: 
Where; 
. SWx fiength 
FlyHelghtAGL = CCDXdim .................. (2) 
FlyHeightAGL = flying height above ground level (m) at the highest, lowest or 
average catchment altitude, respectively 
sw = swath width at the highest, lowest or average catchment altitude (m), 
respectively 
flength = focal length of the camera lens (mm) and 
CCDXdim = dimension of the camera's CCD at right angles to the flight direction 
(mm). 
FlyHeightASL = (FlyHeightAGL + GroundHt) x 3.281 ............ (3) 
Where; 
FlyHeightASL = flying height above sea level (feet) and 
GroundHt = height of the terrain above sea level (m). 
The flying height above sea level is calculated in feet and not metres since the aviation community 
and aircraft instrumentation still operate in feet. 
FIsSpace= SWx (1- %~~~Iap) ............................. (4) 
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Where; 
FlsSpace = flight line spacing (m) and 
%Overlap = percentage overlap at the highest, lowest or average catchment 
altitude, respectively. 
Furthermore, for the situation where a single mountainous section within a survey area has an 
overriding effect on the flight strip spacing calculated using the above algorithm, the user may 
decide that it is unnecessary to have image overlap in this section by entering a value for' Altitude 
limit'. To aid in determining by how much the user can reduce the' Maximum catchment altitude' , 
as shown in Figure 5, without severely affecting the coverage of the area, a Delphi unit was added 
which provided a breakdown ofthe altitudes above which a certain percentage of the catchment 
occurs. The form associated with this unit is shown in Figure 8 below. 



















I Close ; I ,.-_.. --- ·······1 
~ ........ - ...... -,. ....... j 
The altitude percentiles are calculated by dividing the range of altitudes, as read from the DEM 
of the area, into 10 equally sized classes. The lower boundary of each class is then used as the 
basis for calculating a cumulative frequency distribution of the altitude values, in other words a 
cumulative total of the number of altitudes falling within each class. The altitude values 
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representing different percentiles can then be easily calculated by first determining in which group 
the percentile occurs and then interpolating between the upper and lower bounds of that class to 
calculate the altitude. 
Once the flight line spacing has been calculated, it is input into an algorithm that calculates the 
flight strip way point coordinates or, in other words, the beginning and endpoint coordinates of 
each flight strip. The algorithm is described in the following section. 
4.2.2 Flight strip way point coordinates 
Before the flight strip positions and way point coordinates can be calculated, the user is required 
to choose whether the survey is to be flown in a North-South or East-West direction. This choice 
is typically based on the difference in flying times between these two options. 
When the flying direction has been decided upon, the position of the first flight strip is calculated 
using the following formula: 
FLl= ~[(NFLX SWavg)- Width] .................. .......... (5) 
Where; 
FLl = distance offirst flight line from edge of project area 
NFL = Number of flight lines = WidthIFlsSpace 
SWavg = swath width at the average catchment altitude (m) and 
Width = project area width (m). 
The initial way point coordinates for flight lines flown in a North-South direction are then 
calculated using the algorithm shown in Figure 9 below. A similar algorithm is employed for 
calculating East-West flight lines. 
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Calculate X co-ordinate of flight line: 
Let FlightX be the X co-ordinate 
Then FlightX = Previous flight line X -coordinate + FlsSpace 
Initialise maximum and minimum flight line Y values: 
Let Yhigh be the maximum Y value 
Let Ylow be the minimum Y value 
Read X and Y coordinates of 2 consecutive points in generate f"de array: 
Let Xhigh = larger of two X values 
Let X10w = smaller of two X values 
~ Let YI = Y value corresponding to Xhigh 
Let Y2 = Y value corresponding to X10w 
Let Ycross be the Y coordinate of where the flight line crosses the catchment boundary 
YES 
YES 
et Ycross· = YI and 
let Y cross * = Y2 
(Check both) 
NO ___ ---, 
Calculate gradient and intercept of 
generate file line. Hence calculate 
Ycross: 
Gradient = (Y2 - Yl)/(XIow -Xhigh) 
Intercept = Y2 - Gradient*X1ow 
Ycross = Gradient*FlightX + Intercept 
IfYcross> Yhigh - 5000 then let Yhigh = Ycross + 5000 
IfYcross < Ylow + 5000 then let Ylow = Ycross - 5000 
Replace existing values ofYhigh and Ylow in flightline array with new values 
Figure 9: Flowchart of algorithm to determine initial flight line way point coordinates 
A further algorithm is then employed to account for situations where there is the potential for 
information loss due to the flight strip beginning or ending at the incorrect position. Such 
situations were illustrated in Figures 1 and 2 in Chapter 2. A flowchart of the algorithm for North-
South flight lines is shown in Figure 10. As before, a similar algorithm would be used to calculate 






















































Read X and Y coordinates of2 consecutive points in generate file array: 
Let Xhigh = larger of two X values 
Let Xlow = smaller of two X values 
Let YI = Y value corresponding to Xhigb 
Let Y2 = Y value corresponding to X10w BEGIN 
[SW (%Overlap SW)] abs(Xhigh- FlightX)~ 2 - 100 x 2 
OR . [SW (%overlap SW)] abs(X1ow- FllghtX) ~ 2- ----wo x 2 ? 
NO 
[ (SW (%OVerlap SW))] Xhigh > FlightXt T- ~x T 
AND 
[ . (SW (%OVerlap SW))] ? X1ow < FlightX- 2- 100 x 2 . 
YES 
-Calculate gradient and intercept 
of generate file line (as before). 
-Calculate Ya - the Y coordinate of 
where the left edee of the swath 
intercepts the catch men t 
boundary. 
-Calculate Yb - the Y coordinate of 
where the right edge of the swath 
intercepts the catch ment 
boundary . 
-lfYa>Yb let Ycross = Ya and 
compare with Yhigh. Then let 
Ycross = Yb and compare with 
Ylow. Vice verSa ifYb>Ya. 
NO 
I Go To BEGIN I 
.~ 
OR / 
X10w ~ FlightX 
[ (SW (%Overlap SW))] Xhigh> FlightX t T- ~x T 
AND 
[ . (SW (%Overlap SW))]? X10w $ FllghtX + ""2 - ----wo x T . 
NO YES 
THEN 
. [. (S W ( o/oOverlap SW))] 
Xhigh ~ F1lghtX t 2- ~x"2 
AND 
[ (SW (%OVerlap SW))] Xlow ~ FlightX t 2- 100 x 2 
. [. (SW (%Overlap SW))] Xhigh~ FhghtX - T- ~x T 
YES Calculate gradient and intercept of genera te file line (as before). AND 
[ (SW (%OVerIOp SW))] ? Xlow < FlightX - T - --wo-- x 2 . 
Hence calculate Ycro .. - the Y coordinate of 
where the left edge of the swath intercepts 
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----'" [fVcross > Vhi gb - 5000 then let Vhigh = Veross + 5000 
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Calculate gradient and intercept of generate tile line 
(as before). 
Hence calculate Yero," -the Y coordinate of where the 
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.----~----, 
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Ycross tint and 
compare it with Yhigh. 
Then let Y2 = Y cross 
and compare it with 
Ylow. Vice versa if 
Y2>YI 
---..l'!, i 'L::::.:::...:.:..:.:.::..:.:.:.:....:.::.:::::....---,---------I 
Replace existing values ofYhigh and Ylow in flightline 
array with new values 
t 
I Go To BEGIN I 
4.2.3 Flying time summary 
To assist the user in deciding whether to fly the survey in a North-South or East-West direction, 
a summary of the flying time is provided. This summary is shown in Figure 11 below. 
Aircarft: 
IPiper Comanche T wit1 0:::1 
T rue Airspeed (km/h): 1300 
No. Of Flightstrips: 
No. of T Ufns: 
No. Of Photographs: 
= cards 
Time for flight lines: 11 : 28 hours 
Time for Turns: 10: 19 hours 
TOTAL Flight Time: 11 :48 
Close 
Figure 11: The program summary of flying times 
The calculation ofthe various flying times shown is dependent on the user's choice of aircraft. The 
choice of aircraft determines the true airspeed displayed and used in the calculation of the times. 
The time required to fly the flight lines is calculated by dividing the total length of all flight lines, 
including the 5km 'run-in' and ' run-out', by the true airspeed. The time to complete a turn is 
calculated using the following formula: 
0.031022415 x (3.281 x R) 
T = (V {853) .. .. .. .. ........ ................. (6) 
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Where; 
T = time in minutes to complete 1800 turn 
R = radius of turn (feet) and 
V = velocity, true airspeed (knots). 
The number of photographs to be taken, as shown in Figure 11, is determined during the 
calculation of the position of photographs along the flight lines. The algorithm for determining the 
photograph positions is described in the following section. 
4.2.4 Photograph/image positions 
When considering how to calculate where each photograph or image should be taken, two 
alternatives were considered. Either the exact latitude and longitude of each photograph centre 
could be calculated and stored, or the position of the photograph centre could be represented as 
a distance from the end of the flight strip. In deciding which option to choose, the complexity of 
the processing required and the intended in-flight setup had to be considered. 
The former option was discarded since, firstly, the amount of programming required to calculate 
the exact latitude and longitude coordinates of each photo centre was considered to be far greater 
than simply calculating a distance to the end way point ofa flight line. Secondly, it was considered 
unnecessary to know the exact coordinates of a photograph's centre when it is very unlikely that 
a pilot is ever able to remain exactly on the planned flight line. Consequently, had this option been 
chosen, it would have meant that the current GPS position and the calculated photograph centre 
position would have had to be continuously compared, probably at one second intervals, to find 
the position where the distance between the GPS position and the calculated photograph position 
was a minimum. The camera would then be sent a signal to take a photograph. This would have 
required the writing of some efficient code to provide the necessary one second updates. 
Furthermore, the use of this type of algorithm would have meant that the exact position where the 
photograph should be taken would have to be passed before it could be confirmed using the GPS 
data that the aircraft had, in fact, passed that point. It would therefore be less likely that the 
required overlap could be consistently achieved using this algorithm. 
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However, the aircraft will always be at exactly the required distance from the end of the flight strip 
at some point. The in-flight processing would therefore entail the implementation of a simpler 
algorithm where the current GPS position is read and then the distance from this position to the 
known position of the end of the flight strip could be calculated. A procedure written in Fortran 
77 was available for calculating the distance between two points whose geographic coordinates 
are known. If this calculated distance was equal to or less than the required distance, the camera 
would be fired. It was felt that this algorithm would be less complicated, more efficient and 
therefore more suitable for the application. 
The algorithm used in calculating the photograph positions for a single flight line is depicted in the 
flowchart in Figure 12 on the following page. This algorithm is employed if a DEM coverage of 
the area has been previously opened. The algorithm to determine the maximum, minimum and 
average altitudes for each flight line is very similar to that described in section 4.1.4 for calculating 
the maximum, minimum and average catchment altitudes. The algorithm used to compute the 
required photograph spacing for each flight line is similar to the algorithm that is used to determine 
the flight line spacing. This algorithm was described in section 4.2.1. 
For the situation where a DEM is not available, a photograph spacing based on the average 
catchment altitude is calculated and used to compute the distance of each photograph from the 
end of its respective flight strip. For this scenario it was decided not to check for sufficient forward 
overlap at the highest point in the catchment since this could result in the photograph spacing for 
the entire survey being based on a minimum overlap at the highest point in the survey area. This 
would significantly increase the number of photographs that had to be taken and thereby lead to 
possible image storage problems. 
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NEXT FLIGHT LINE: 
------------> Read DEM and calculate minimum, 
maximum and average flight line 
altitudes _ 
_____ L ________ _ 
~
) IfDEM available:Calculate photograph l 
spacing ensuring minimum forward overlap is 
obtained at highest point along flight line_ 
B) [fno DEM available: Calculate forward 
overlap based on average catchment altitiude 
I 
NEXT PHOTOGRAPH: 
Calculate distance of photograph from end offlight line: 
NO 
The first photo centre is taken at 5km after the start weighpoint 
Thereafter, 
New Photo Position = Previous Photo Position -Photo Spacing_ 
Calculate YphotoPos - the gauss Y-coordinate 
of the photograph centre 
YES 
Add distance of photo from end 
of flight line to array of photo 
distances_ 
Figure 12: Flowchart of algorithm for calculating photograph positions 
A photograph or image is included if it contains data of the survey area not present in a previous 
photograph or image. Examples of photographs or images that would be excluded and included 
are shown in Figures 13a and 13b on the following page, respectively. Referring to the Figures, 
ifYphotopos+(O.5xSWYavg-(Flap%xSWYavg/100))>Ylow+5000thenthephotograph or image 
is included. Recall that Ylow is the Y coordinate of a flight line's northern way point as described 
in section 4.2.2. A similar approach is employed for photographs or images at the southern end 
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Figure Ba: Example of photograph or image that would be excluded 
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Figure 13b: Example of photograph or image that would be included 
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4.2.5 GPS way point file 
Since the pilot was accustomed to the existing Gannin GPS receiver used, it was decided to 
continue to make use of this GPS for navigational purposes. Unfortunately it was deemed to be 
impossible to automatically upload way point coordinates to this GPS and for this reason a GPS 
way point file had to be produced that would allow easy manual input of the coordinates into this 
GPS. To produce such a file, a routine was written that converts the gauss way point coordinates, 
calculated as described previously, into geographic coordinates and then outputs these coordinates 
to a file in a user friendly format. The format of the file is illustrated in Table 5 below. 
Table 5: Garmin GPS way point coordinate file 
FLS Start Lat Long FLS End Lat Long 
l a 29.3 943 31.3893 1b 29 .4 696 31. 3898 
2b 29.5067 31. 4037 2a 29 . 3838 31. 4029 
3a 29 . 3773 31.4165 3b 29 . 5448 31. 417 7 
4b 29 . 55 10 31 . 4314 4a 29 . 3772 31.4 302 
5a 29 . 3607 31. 4438 5b 29 . 5657 31 . 4453 
6b 29 . 5598 31. 4589 6a 29 . 3568 31. 4574 
Having developed the pre-flight planning program, the in-flight image acquisition system was 
developed. The development of this system is documented in the following chapter. 
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5. IMAGE ACQUISITION SYSTEM 
Several improvements to the existing image acquisition system were investigated. The most 
important of these changes was the decision to move away from a video-based system to one 
based on a digital still camera. This change was based on the potential advantages and applications 
of a digital camera system as described in the literature review in Chapter 2. Other advantages of 
a digital system over the current video system and the implications of incorporating a digital still 
camera into an aerial survey system are described below. 
5.1 The Sensor 
Before deciding on which camera to use, a comprehensive survey ofthe digital camera market was 
performed to identify cameras which could possibly be used. A summary of the cameras identified 
and their respective characteristics is shown in Table 6. 
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Table 6: Summary of characteristics of available digital cameras 
Company Camera Resolution Maximum Other 
Model (pixels) Memory Characteristics 
Kodak DCS 410 1.5 million 170 Mb -Full SLR functionality 
(1500 x 1000) (removable) -Voice annotation 
-DLL for camera control 
available 
DCS 420 1.5 million 170 Mb -Full SLR functionality 
(1500 x 1000) (removable) -Voice annotation 
-DLL for camera control 
available 
DCS5 1.5 million 170 Mb -Full SLR functio nality 
(1500 x 1000) (removable) -Voice annotation 
-DLL for camera control 
available 
DCS 460 6 million 170Mb -Full SLR functio nality 
(3000 x 2000) (removable) -Voice annotation 
-DLL for camera control 
available 
EOS-DCS 1 6 million 170 Mb -Full SLR functionality 
(3000 x 2000) (removable) -Voice annotation 
-DLL for camera control 
available 
Minolta RD-175 1.75 million 130Mb -auto focus 
(removable) - SLR functionality 
-compact 
-3 CCD camera-
excellent colour contrast. 
Fuji DS-300 1.3 million removable -auto/manual focus 
Polaroid PDC2000- 1.92 million 40 Mb (internal -auto or fixed focus 
40 hard drive) 
Nikon E2N 1.28 million 15 Mb -SLR functionality 
(removable) -compact 
To choose between these different cameras, a Kepner-Tregoe (K. T.) decision analysis (Fogler and 
LeBlanc, 1995) was performed. This approach involves dividing the objectives of a decision into 
two categories: musts and wants. The musts are those objectives which are mandatory to 
achieving a successful solution. The wants are desirable, but not mandatory. Each alternative is 
first evaluated against each must. If it does not satisfy anyone of the musts, it is not considered 
further. After eliminating some alternatives, a list of the wants is made and each want is assigned 
a weight (1-10) according to how important that particular want/objective is. An extremely 
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important want is given a weighting of9 or 10, as an example. Each alternative is then evaluated 
against these wants and given a rating (1-10) according to how well it satisfies the want. If the 
alternative fulfills all aspects of a want it receives a rating of 10, while if it only partially fulfills the 
want it receives a rating of 4 or 5. The weight ofthe want is then multiplied by this rating to arrive 
at a score for that alternative. The scores for each alternative are summed and the alternative with 
the highest total score is the tentative first choice. Table 7 shows the decision analysis performed. 
Table 7: Kepner-Tregoe decision analysis for digital cameras (after Fogler and LeBlanc, 1995) 
I 11 CAMERA I 
!MUSTS 
! 
! DCS420 DCS460 Minolta Fuji Polaroid Nikon 
RD175 DS 300 E2N 
High Resolution Yes Yes Yes Yes Yes Yes 
Automated Yes Yes No No No No 
Camera Control 
I WANTS I Wt 11 Rating I Score I Rating I Score I I I I I 
Low Cost 7 5 35 2 14 - - - -
High storage 8 8 64 8 64 - - - -
capacity 
Different lenses, 5 9 45 9 45 - - - -focus/aperture 
settings 
Large area 8 2 16 6 48 - - - -mapping 
Compact 3 5 15 5 15 - - - -
TOTAL 175 186 - - - -
Since the Kodak. DCS41 0, DCS420 and DCS5 were cameras with very similar specifications and 
characteristics, only the Kodak. DCS420 was considered in the analysis. Similarly, the Kodak. 
DCS460 and EOS-DCS 1 cameras were considered as equivalent cameras and only the DCS460 
was analysed. The decision to only analyse the Kodak. DCS420 and DCS460 was also based on 
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personal communication with Positive Systems (1998). They identified these two cameras as the 
most popular and frequently used of the Kodak range of cameras. Help in integrating either of 
these cameras would therefore be more easily obtainable. 
Examining Table 7 it can be seen that high resolution and the possibility of automated camera 
control were identified as necessities or musts for the system. High resolution was considered in 
a relative sense by comparison with the existing airborne videography system. All cameras were 
thus considered to be of sufficiently high resolution to warrant further investigation. 
However, when considering the necessity of having automated camera control via a PC or laptop, 
only the Kodak range of cameras were suitable. As alluded to in Table 6, Eastman Kodak have 
developed a Visual C++ Dynamic Link Library (DLL) for developers to integrate into their 
applications. This DLL, which is a component of Kodak's professional digital camera Software 
Developer's Kit or SDK (Kodak, 1998), is a library of camera, image acquisition, image storage 
and image processing functions which allows the user to incorporate a Kodak DCS420, Kodak 
DCS460, as well as other professional quality Kodak digital cameras into their application. The 
functionality of this DLL was seen as ideal for the purposes of this project. On the other hand, 
Minolta, Fuji, Polaroid and Nikon did not offer such a SDK or DLL and integrating any of the 
cameras listed would have required the development of some new code and functions to control 
and trigger the camera through the camera's serial port, or the development of an electronic unit 
to depress the camera's trigger button at the desired moment. It was thus decided that only the 
Kodak DCS420 and DCS460 cameras were suited to timely integration into an automated aerial 
survey system. The Kodak DCS420 is shown in Figure 14 below. The Kodak DCS460 looks 
identical. 
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Figure 14: The Kodak DCS420 digital camera 
The comparative specifications of the two cameras are tabulated in Table 8 on the following page. 
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Table 8: Kodak DCS420 and DCS460 digital camera specifications 
Kodak DCS420 Kodak DCS460 
Key Functions and - 1.5 MP image size - 6 MP image size 
Benefits - Traditional SLR operation - Traditional SLR operation 
Nikon N90 Body accepts all F- Nikon N90 Body accepts all F-
mount lenses mount lenses 
Resolution 1.5 MP image size (1524 x 6 MP image size (3060 x 2036 
1012 pixels) pixels) 
Image storage Removable hard drive or RAM Removable hard drive or RAM 
card (PCMCIA-ATA): 104 card (PCMCIA-ATA): 26 
images per 170 Mb card images per 170 Mb card 
Dynamic range - 12 bits/colour - 12 bits/colour 
- ISO to 400 equivalent (colour) - ISO equivalent rating of 80 
Imager dimensions - 14mm x 9.3mm - 27.6mm xl8.4mm 
- 2.5 x focal length - 1.3 x focal length 
Host interface SCSI only SCSI only 
Flash Hot shoe or other external Hot shoe or other external 
Continuous frame Burst capability: Burst capability: 
capture rate - 2 images/s for 5 frames - 2 images in 2 seconds 
(All rates - 1 frame every 3 s after burst - 8 s pause to store each image 
approximate) 
Battery capacity 500 images per charge 200 images per charge 
Voice recording 3 min= 1.5Mb 3 min = 1.5Mb 
Acquire rate High resolution, 24-bit image 
file: approx 38s 
AC adapter/charger 110, 120,220, 240V AC, 50 or 110, 120,220, 240V AC, 50 or 
power requirement 60Hz 60Hz 
Approximate 170rnrn W x 114mm D x 170mm W x 114mm D x 
dimensions 208rnrnH 208mmH 
Having limited the choice to these two cameras the wants identified for the cameras, in order of 
priority, were the capacity to store a large number ofimages, the potential for large area mapping, 
low capital cost, the ability to utilise different lenses and focus settings, and a compact unit. Low 
capital cost could have been included as a must, but it was envisaged that lower flying and 
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processing costs for the higher resolution camera systems would offset the associated greater 
capital cost of the higher resolution cameras. Thus, including low cost as a must would have 
unfairly eliminated the higher resolution cameras as options. The cost-benefit analysis documented 
in the following section substantiates this decision. For the initial analysis neither the Kodak 
DCS420 or DCS460 were considered to be low cost and they were therefore given ratings of 5 
and 2, respectively. 
Storage ofthe imagery was considered to be a very important issue, particularly if the camera was 
to be used for applications other than for site-specific mapping. With a single image containing 
upwards of 1 Mb of information, it was imperative that the camera chosen was able to store a 
reasonable number of images per single removable storage card, or on its own internal hard-drive. 
As an example, ifa hypothetical square area of300km2 was to be surveyed with the Nikon E2N 
at a ground pixel resolution of Im with side overlap of25% and forward overlap of30%, this 
would require the capturing of approximately 475 images. If each image is 1.3 Mb (1 colour band 
stored per pixel) this would require in excess of 4015Mb storage cards. This would mean that 
these storage cards would have had to have been changed almost continuously. This would be 
impractical and time-consuming, particularly in the confined area of an aircraft cockpit. Looking 
at the Kodak DCS420 and DCS460 cameras, the DCS420 and DCS460 can store approximately 
110 and 28 images per 170Mb PCMCIA card3, respectively. For the same hypothetical area of 
300km2 the DCS420 would therefore require 4 PCMCIA cards to capture the 400 images of the 
area. The DCS460 would also require 4 cards to store the approximately 100 images required to 
cover the area. Consequently, the DCS420 and DCS460 were both given a rating of 8. 
The potential of using the aerial survey system for large area mapping was considered to be an 
equally important want. MBB hoped to be able to use the system for more than site-specific 
surveys of, for example, single farms, factories or residential areas. Surveys of quaternary 
catchments of greater than 300 km2 in size for land use mapping and other resource management 
applications had to be included as possible applications of the system. As described in the literature 
review, the small sensor size and poor spatial resolution when compared with photography of most 
digital cameras limits their use in such large-scale mapping. Consequently, only the Kodak 
3 
Larger capacity cards of over 500 Mb have also become available (Kodak, 1998) 
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DCS460 and Kodak EOS-DCSl could really be considered appropriate for MBB's purposes. 
These cameras offer the world's largest single-shot colour imager (Kodak, 1998) and have a chip 
size comparable to the format of a 35mm camera (Mason, 1997). The DCS460 was thus given a 
rating of 6 and the DCS420 a rating of 2. 
The ability to make use of different lenses and aperture and focus settings was also identified as 
a want. Both the DCS460 and DCS420 had full single lens reflex (SLR) functionality. This 
functionality would allow the system to be versatile for a variety of aerial applications. The user 
would not be limited to a single focal length lens and could, for example, utilise a narrow angle 
lens when photographing mountainous terrain to limit the geometric distortions due to changes 
in terrain altitude. F-stops, shutter speeds and autofocus could also all be easily set in the same 
manner as with a traditional SLR camera. Both cameras could therefore perform reliably and 
predictably under a variety of lighting conditions and image blur could be limited or eliminated 
even when flying at high speeds and low altitudes above the scene of interest. 
A final less important want was that the camera should be compact. This was to ensure that the 
camera could be easily mounted in an aircraft and that the system was portable. Both the cameras 
had dimensions of 170mm W x 114mm D x 208mm H. This was considered to be large in 
comparison with other digital cameras on the market and the video camera currently used, but 
compact in comparison with large format photographic cameras. An average rating of 5 was 
therefore assigned for both cameras. 
From Table 7, it can be seen that the DCS460 camera achieved the highest overall score. 
However, this can only be considered as a tentative first choice since the risk associated with each 
alternative still needs to be investigated (Fogler and LeBlanc, 1995). In the traditional approach, 
as documented by Fogler and LeBlanc (1995), the risk associated with the top-scoring alternatives 
is investigated by looking at adverse consequences that could result from choosing that alternative. 
A probability (1-10) of occurrence and seriousness (1-10) is associated with each adverse 
consequence and the product of these two numbers is a measure of the risk associated with each 
alternative. For this project, a less subjective approach ofperforrning a cost-benefit analysis was 
chosen to establish the relative risk of the two top-scoring alternatives. This analysis would also 
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provide an opportunity to compare the costs of running a digital camera system versus a video or 
traditional photographic system 
5.1.1 Cost-benefit analysis 
The cost-benefit analysis was performed by comparing the fixed and variable costs of flying a 
survey and producing geographically referenced digital imagery of the resource of interest using 
a Kodak DCS460, a Kodak DCS420, the existing video camera, a medium fonnat (6cm by 6cm) 
Hasselblad photographic camera and a large fonnat (9" or 22.86cm by 22.86cm) photographic 
camera. 
A spreadsheet was created that calculated the fixed costs, variable costs and flying and processing 
times for operating an aerial survey system with each of these camera systems. Functionality was 
included to allow the number of surveys per year, average survey area and ground pixel size to 
be adjusted. These three variables were considered to be the variables that would have the greatest 
influence on the feasibility and profit of an air survey system. 
The fixed costs for the three systems were interest on investment, depreciation and insurance. 
Interest on investment was determined as a constant annual interest charge (IC) using the 
following fonnula: 
Where; 
IC=(P;S) xi ...................................... (7) 
P = purchase price (rands) 
S = salvage or selling price (rands) and 
I = interest rate. 
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The purchase prices4 for in-flight systems based on video, DCS420, DCS460 and Hasselblad 
cameras were taken as R90 000, RI70 000, R270 000 and R80 000, respectively. These prices 
were for an automated in-flight image acquisition system. Such a system would include a laptop 
computer, camera or system control software, and a real-time differential GPS. The GPS would 
provide sub-metre accurate positional information for triggering the DCS420, DCS460 and 
Hasselblad cameras at pre-determined photograph positions. Furthermore, each photo or image 
captured could be tagged with positional information which would assist in post-flight image 
rectification. For the video system the GPS positions would be stored with each frame to facilitate 
automated frame grabbing of selected frames after the flight. The purchase price for the 9" 
photography system was estimated as RI 500000. This price would be for a complete system, 
including functionality to automatically trigger the camera and store photograph centre 
coordinates. 
The price for the photogrammetric software and computer workstation required for post-
processing of the imagery was estimated at R75 000. This cost was added to the cost of the in-
flight system to determine the final purchase price for each system. The salvage price was taken 
conservatively as 20% of the purchase price and the interest rate used was 24%. 
Depreciation was calculated using the straight-line method. The constant annual depreciation 




D=--L ......................................... (8) 
P = purchase price (rands) 
S = salvage value (rands) and 
L = life or time between buying or selling. 
The base year for all purchase prices and operating costs used in the cost-benefit analysis was 1998. The base year is the year for which 
the rates tabulated are valid. To calculate the equivalent rate for a future year, multiply the base year rate by (l + 11 where I is the 
interest rate and y is the number of years since the base year 
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For the analysis, the life of the video, DCS420, DCS460 and Hasselblad systems was taken as 3 
years since it was likely that in 3 years time these camera systems would be technologically 
outdated and a new image sensor would have to be purchased to remain competitive. For the 9" 
camera system the life ofthe system was 5 years. Development of improved large format systems 
was considered to be slower and technological advances are generally less pronounced, thereby 
substantiating the choice of a longer life for the 9" photography system. Insurance costs were 
taken as 5% of the purchase price. 
The variable costs were the flying and image processing costs of producing geographically 
referenced digital imagery. Estimates of these costs and associated times were supplied by Brodie 
(1998), Wooding (1998), and Craigie (1999). For the analysis, the use of semi-automated 
photogrammetric software to stereoscopically rectify the imagery was chosen. This methodology 
and its strengths and weaknesses are described in section 6.3.2. Table 9 shows the time and costs 
assumed for the various processing steps. 
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Table 9: Costs and times used in the cost-benefit analysis 
SYSTEM 
Video DCS420 DCS460 Hasselblad 9" 
l)hotogr~hy 
I COSTS5: I I I I I I 
Flying (RIb) 1200 1200 1200 1200 1200 
Production of digital image 2 4 4 30 150 
(R/image) 
Obtaining image GCPs 800 800 800 800 800 
through ground-based survey 
(R/point) 
RectifY imagery using 125 125 125 125 125 
photogrammetric software 
(RIb) 
I TIMES: I I I I I I 
Production of digital image 1 2 3 15 20 
(minlimage) 
RectifY imagery using 30 33 36 37 70 
photograrnmetric software 
(minlimage) 
In establishing the cost and time to produce a digital image using the video system, it was assumed 
that the frame grabbing of video frames was completely automated. This framegrabbing process 
would make use of the differential GPS coordinates stored with each video frame during the flight. 
For the Hasselblad and 9" photo systems the production of a digital image would involve the 
development of the photograph negatives and the scanning of these negatives at 1200 dots per 
inch (dpi). A scanning resolution of 1200 dpi was chosen as this is the standard used by most 
photogrammetry laboratories (Brodie, 1999; Craigie, 1999) and provides a good balance between 
resolution, memory requirements and cost. Times to stereoscopically rectifY a video, DCS420, 
DCS460 or Hasselblad image were estimates based on the time to rectifY a 9" photograph scanned 
at 1200 dpi. They were derived after considering the relative sizes in Mb of the images to be 
5 
Base year: 1998 
73 
processed and the steps involved in stereoscopically rectifying an image. The time required to 
obtain GCPs through a ground-based survey was not included in the analysis as it could vary 
considerably. It would depend largely on the accessibility of the GCPs and the distance between 
GCPs. 
The algorithm used in the spreadsheet to determine flying time per survey and the total number 
of images to be captured is shown in Figure 15 below . 
.. _-_._ - - -
Input: 1) Survey Area{blr) 
2) GrOUDd pixd rcsoJuti.on required 
3) Ain:raft auitc speed CV) 
-4) Number ofpixda in CCD chip - for 9· and HasaeIbIad 
cameras U5UIIIe negativea are scanned 111200 dpi eg. 
fix 9" camera. equivalem pixdI in CCD = 9" x 1200dpi 
- 10800 pixdI 
I '1 ______ .. ___ .. ___ ._ 
A""';". WN" ~ h~ "'~h'''''''''' • "" I calculate length and breadth of survey area. 
Length ~ (Area '" 6)112 ~ 3 
Breadth = (Area '" 6)"2 x2 
~ 
Camera swath width = (Number of CCD pixels at 
right angles to flight direction) xGround pixcl 
resolution. 
Then 
No. Oftlilthtlines = Breadth + swath width 
I 
t Need 60% forward overlap for stereoscopic processing, therefore 
Flying time = Flight line time + turn time + transit time 
No. of images per tlight1ine = (Length .,. (0.4 x =(No. Oftlightlinesx Length.,. V) + 
«No of tlightlines-l) x 2 min per turn) + Number ofCCD pixels in flight direction Y 
(1 hr transit each way) Ground pixel resolution) 
Total images for survey = No. of tlightlines XX 
INo. of images per flightlinc I 
Figure 15: Algorithm used in cost-benefit analysis spreadsheet to calculate flying time and total 
number of photographs/images to be captured. 
Using this algorithm and the costs outlined in Table 9, several scenarios were investigated and the 
results are displayed in Figures 16 through 20. Firstly, the cost of running the five systems for 
varying sized survey areas was investigated. A pixel size of lm by lm and a total of 30 surveys 
per year were chosen for this scenario. lm by lm pixels were selected since higher resolution 
imagery will not necessarily achieve improved results with a semi-automated photogrammetric 
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package, while coarser resolution imagery of 1.5 to 2m pixel resolution may not achieve 
acceptable results (Wooding, 1998). It was decided that 30 surveys per year would be the most 
number of surveys that could be expected to be flown and processed per year. Figure 16 shows 
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Figure 16: Cost (R/ha) vs survey area (km2) for different systems at Im ground pixel resolution. 
As can be seen from Figure 16, the 9" photography system is the most cost-effective option for 
all areas greater than approximately 80km2• The lower Rlha cost for this system for larger areas 
is as a result of the substantially larger format of9" photography when compared with the other 
formats. This larger format means that for the same ground pixel resolution, far fewer 9" 
photographs need to be taken to cover an area. While the processing time to produce a 
geographically referenced digital image from a single 9" photograph is greater, resulting in a higher 
cost in rands per image, this is offset by the fact that fewer images have to be processed. As an 
example, to obtain imagery of a 500 km2 area with 1 m ground pixel resolution, in excess of 4500 
video images and more than 300 DCS460 images would have to be captured and processed. Only 
19 or 20 photographs with 9" format would be required. 
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As is evident in Figure 16, and as will become evident for all scenarios discussed below, the video 
system has a very high Rlha cost relative to the other systems. The high Rlha cost of video is due 
to video ' s very small image format which means that many more images have to be framegrabbed 
and processed to cover the same area. This substantiates MBB' s decision to map directly from the 
raw video data rather than framegrabbing and rectifying the video images and importing these into 
a GIS. This approach was both lower cost and more timely, costing only approximately R2/ha to 
produce a detailed land use map with acceptable spatial accuracy (Brodie, 1998). 
The DCS460 and Hasselblad systems could be used cost-effectively as alternatives to the 9" 
system for areas ofless than 50km2 and 80km\ respectively. The reason that the 9" photography 
system is more expensive for smaller survey areas is that the higher capital cost or purchase price 
of the 9" system contributes more in Rlha terms to the overall cost for smaller areas. The similar 
Rlha costs for the DCS460 and Hasselblad systems is due to their very similar sized formats in 
terms ofpixels. When a Hasselblad negative is scanned at 1200 dpi the equivalent pixel resolution 
obtained is 2835 by 2835 pixels, compared with the DCS460 format of 3000 by 2000 pixels. 
These similar formats result in a similar number of flight lines needing to be flown and a similar 
numbers of photographs or images being taken. 
Comparing the DCS420 and DCS460 camera systems, it can be seen that the DCS460 system 
offers a significantly reduced Rlha cost over the DCS420 system for all sized survey areas. For 
all areas the difference in cost is at least R5/ha. This is a significant difference, particularly if 
converted into absolute rand terms. For an area of 300km2 for example, the DCS420 system 
would cost a minimum of RI 50 000 more than the DCS460 system. 
For 0.5m ground pixel resolution imagery the differences in R!ha costs for the different systems 
is more pronounced and the 9" photography option is most cost-effective for all sized areas. This 
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Figure 17: Cost (R/ha) vs survey area (km2) for different systems at O.5m ground pixel resolution. 
As for the 1m pixel resolution imagery, the 9" photography is most cost-effective at O.5m pixel 
resolution due to its larger format. Looking specifically at the DCS420 and DCS460 systems, the 
difference in R/ha costs is more marked at O.5m pixel resolution. For all areas over 200km2 in size 
the DCS460 system costs approximately R8lha compared with R211ha for the DCS420 system. 
This is a substantial difference which would indicate that the DCS420 is unsuitable for capturing 
higher resolution (sub-metre) imagery for any sized area. Considering that MBB were hoping to 
use the system to acquire sub-metre resolution imagery for applications such as alien vegetation 
identification and mapping, this finding was considered to be sufficient evidence to indicate that 
the DCS460 camera was the camera to use. However, to establish when the DCS460 camera 
could be used as an alternative to 9" photography, further scenarios were analysed. Figure 18 
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Figure 18: Cost (R/ha) vs survey area (km2) for different systems at 2m ground pixel resolution. 
At 2m ground pixel resolution, which would be suitable for detailed land use mapping, the 
DCS460 and Hasselblad systems become alternatives to 9" photography for larger areas than at 
0.5m or Im pixel resolutions. The DCS460 could achieve lower R/ha costs for areas up to 
approximately 350 km2• The Hasselblad system would be a cost-effective alternative for areas up 
to 450km2• However, for areas of greater than approximately 500 km2 the 9" system would still 
have to be considered as the best alternative, despite the apparently small Rlha cost difference 
between the three systems for areas from 500 to 1000km2 in size. For a survey of an area of 
700km2 for example, the DCS460 system will cost RO.80Iha, the Hasselblad system RO.641ha and 
the 9" photograph system R0.47Iha. These equate to a cost saving in rand terms ofR23100 and 
RIl 900 when opting for the 9" photography option versus the DCS460 and Hasselblad systems, 
respectively. Such savings were considered to be significant, particularly considering that the total 
rand costs for the DCS460 and Hasselblad options for this sized area would be R56 000 and R44 
800, respectively. 
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In addition to the lower cost of 9" photography, it could also offer reduced turn-around times 
between acquiring the imagery and providing geographically referenced image data for input into 
a GIS. The times to produce geographically referenced imagery at Im ground pixel resolution for 
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Figure 19: Total processing time per survey (days) vs survey area (km2). 
Considering the digital camera systems, it can be seen from Figure 19 that even for relatively small 
survey areas of around 1 OOkm2, the DCS460 system will produce imagery which can be used in 
a GIS in significantly less time than the DCS420 system. The DCS460 system will produce 
photogrammetrically rectified imagery of a 100km2 area in approximately 5 days. The DCS420 
system would only provide imagery ofthe same area in approximately 10 days. This increased time 
is due to the greater number of images that have to be processed when using a DCS420 camera. 
A delay of 5 days could be significant for applications such as crop monitoring and disease 
detection for which a delay of such magnitude may result in a problem area being identified too 
late for corrective measures to be implemented. Perhaps more importantly though, Figure 19 
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indicates that using the video, DCS420, DCS460 or Hasselblad systems will restrict the number 
of large area surveys that could be performed per year. 
If30 surveys are to be flown and processed per year at Im ground pixel resolution, and assuming 
there are 240 ten-hour working days available per year, then an average of8 days is available per 
survey. Therefore, the DCS420 system could only perform and process 30 surveys per year if the 
areas surveyed were an average of approximately 50km2• Similarly, the DCS460 and Hasselblad 
systems could only perform 30 surveys per year for an average area of200km2 per survey. On the 
other hand, the 9" photography option could manage 30 surveys of 1000km2 each per year. Since 
larger area surveys produce proportionally larger profits in rand terms, the fact that more large 
area surveys could be accommodated with the 9" photography system further endorses the view 
of many researchers that the resolution of currently available digital cameras limit their use for 
surveys of more than localised areas. However, if deciding between the DCS420 and DCS460 
cameras, the DCS460 would be the camera of choice. 
Although not illustrated, it is of interest to note that for a ground pixel resolution of 2rn, the 
average area for which 30 surveys could be processed per year increases to approximately 170km2 
and 500km2 for the DCS420 and DCS460 systems, respectively. At this resolution, which would 
be suitable for detailed land use mapping, the DCS460 system could be considered suitable for 
large area surveys. The DCS420 camera is still limited by its small image format. 
If fewer than 30 surveys were performed and processed, then the DCS460 could be cost effective 
for larger areas. Figure 20 compares the Rlha cost for the DCS460 and 9" photography systems 
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Figure 20: Cost (Rlha) vs survey area (km2) for varying numbers of surveys per year. 
The higher Rlha cost associated with fewer surveys of small areas is as a result of the higher fixed 
cost contribution to the overall cost. While the variable costs in rands are directly dependent on 
the number and area of surveys, the fixed costs in rands remain unchanged. Consequently, in Rlha 
terms, the fixed costs per survey increase iffewer surveys are performed. 
For 20 surveys per year, the DCS460 system has a lower Rlha cost than the 9" photography 
system for areas up to 1 00km2• If only 10 surveys are performed and processed per year then the 
DCS460 could be a cost effective alternative for areas up to 200km2 in size. While these are 
improvements over the situation for 30 surveys per year it would not make economic sense to limit 
the number of surveys to be flown per year to 10 or 20 merely to make the DCS460 system more 
profitable than the 9" photography option for areas as small as 200km2• 
In the above discussion, the possibility of even higher resolution digital cameras becoming 
available on the market has not been discussed or evaluated. As previously mentioned in Chapter 
2, cameras with resolutions of greater than 20 million pixels have already been developed, but as 
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yet they are not commercially available. It is extremely difficult to determine whether the 
reductions in processing time and operational costs offered by the Kodak DCS460 over the 
DCS420 and video camera systems could be extrapolated to such high resolution cameras. The 
capital cost of higher resolution digital cameras could not be predicted and the times for 
downloading the imagery and estimating the time required to rectify such higher resolution 
imagery from an orthophoto or stereoscopically would have been mere speculation. Thus, 
including such a camera in the analysis was not possible at the time. However, when digital 
cameras with higher resolutions than the Kodak DCS460 camera become available then the same 
cost-benefit analysis procedure outlined above could be applied to these cameras to assess their 
viability relative to 9" photography. In anticipation of these higher resolution digital cameras it 
is important to highlight some of the potential limiting factors or disadvantages of a 12 million or 
20 million pixel resolution camera. These factors or disadvantages have been mentioned in Chapter 
3, but it is worth reiterating them here. 
First, it is important to re-emphasise that even 20 million pixel resolution is modest in comparison 
with the equivalent resolution ofin excess of20k by 20k of high quality 9" format aerial cameras. 
Consequently, such cameras could still not replace large format aerial photography although they 
would compete with and/or replace medium format photographic cameras. Secondly, the rate at 
which data can be transferred and stored will become an increasingly important issue. As 
previously mentioned, a Kodak DCS460 image consists of over 4 Mb of information (Kodak, 
1998) and requires a storage time of 8 seconds per image (Maas and Kersten, 1997; Kodak, 
1998). Higher resolution cameras will require more storage capacity and more time for storing 
imagery on a PCMCIA card or computer hard drive. This will severely limit the use of such 
cameras for capturing overlapping imagery and, in particular, stereoscopic imagery. As discussed, 
this problem of image overlap could be overcome by flying each strip a number of times (Mason 
et al., 1997). However, this solution would increase the complexity of both the flight planning and 
execution of the survey and would consequently increase the operational cost of the system. 
In conclusion, although the times and costings used in the above analysis were estimates and could 
not be verified in an actual study, it is evident that 9" photography will continue to be the format 
of choice for providing geographically referenced high resolution imagery within a short period 
oftime. This is due to the reduced number of9" photographs or images that have to be processed 
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to cover an area at a particular resolution in comparison with the other remote sensing alternatives 
considered. However, the potential of using the Kodak DCS460 in conjunction with semi-
automated photograrnmetric software to perform low cost, rapid turn-around mapping of more 
than just localised areas can be seen from the analysis. Unfortunately, the high capital cost of the 
Kodak DCS460 camera meant that one could not be purchased for this project and, furthermore, 
no individual or organisation with such a camera was willing to lend or rent the camera out. 
However, it was possible to borrow a Kodak DCS420 camera which could be controlled using 
the same protocol and DLL as required for the DCS460 camera. Thus, despite the poorer spatial 
resolution and reduced area coverage of the DCS420 camera in comparison with the DCS460, the 
DCS420 represented an ideal substitute until:MBB were able to purchase a DCS460 camera. To 
provide a secure and stable platform for acquisition of good quality imagery using this camera, a 
custom-built camera mount was designed. 
5.2 Camera Mount 
An identical metal sheet to the one used for the video camera mount was used as the basis for the 
digital camera mount since this sheet was manufactured to fit and be secured in the place of a 
floorboard between the pilot and passenger seats in the Piper Twin Comanche aircraft. However, 
due to the unusual shape and additional weight of the Kodak DCS420 digital camera in 
comparison with the video camera, a more substantial mount than the video mount was 
manufactured. The camera would be mounted on wooden blocks covered with sorbothane. 
Sorbothane was used since it has excellent dampening properties and would prevent any unwanted 
vibration of the camera that could result in the acquisition of poor imagery. To keep the camera 
firmly in position even in turbulent conditions, a 5mm thick steel plate was bent into an L-section 
and bolted to the base steel sheet to provide a platform to which the camera could be bolted by 
utilising the camera's supplied tripod screw hole. 
To ensure that the camera mount had been properly manufactured, the mount and camera were 
placed in the aircraft and some test images were taken. It was confirmed from viewing the test 
images that a clear, unobstructed view of the ground below was obtained when using the mount. 
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Having borrowed a camera and designed and built a mount, a means of readily and cost -effectively 
obtaining accurate positional data for in-flight camera control and to assist in post-flight_image 
processing was required. GPS was identified as being able to fulfill the requirements-of high 
precision, universal availability, reliability, ease of operation and low cost (Becker and Barriere, 
1993). 
5.3 Global Positioning System (GPS) 
The GPS chosen for use with the camera was to serve two purposes. First, it would provide one 
second updates of the aircraft's latitude and longitude so that the distance to the end of a 
particular flight strip could be calculated. As previously described the distance to the end of the 
flight line would be used to determine whether or not the camera should be triggered. Secondly, 
the GPS position at the time of image capture would be stored in a file to assist in post-flight 
positioning and geographical referencing ofthe imagery. Before a GPS unit could be chosen it was 
necessary to examine the limitations of standard GPS and how these limitations co uld be overcome 
in order for GPS to be sufficiently accurate and reliable for aerial survey applications. In addition, 
the problems and errors relating specifically to the application ofGPS in aerial surveys had to be 
examined. How GPS works is not included in this document and readers who are unfamiliar with 
the science and methodology behind GPS are referred to Hum (1989). 
5.3.1 Standard GPS errors 
The accuracy ofthe basic, autonomous GPS system of a single earth-based GPS receiver receiving 
signals at different frequencies from four or more satellites in order to calculate its position is 
determined by the sum of several sources of error. These errors, which are documented by Hum 
(1989), and a summary of their contribution to the overall error are tabulated in Table 10 below. 
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Table 10: Summary of GPS error sources (after Hum, 1993) 
Std. GPS DGPS 
Error Type Description 
error error 
(m) (m) 
Satellite clocks Slight inaccuracies in timekeeping 1.5 0.0 
Satellite orbits 
Slight drifts of satellites from predicted 
2.5 0.0 
orbits 
Atmospheric Delay of GPS signal through the atmosphere 5.5 0.6 
Receiver Noise 




Reflection of G PS signal 0 fflocal 0 bstructions 
0.6 0.6 
before reaching receiver 
"Intentional" error or noise introduced by the 
Selective Availability U.S. Department of Defence into the GPS 
30 0 
(SA) satellite clocks 
The errors tabulated above combine to give a basic GPS system a typical positional accuracy of 
50 m horizontally and 78 m vertically (Hurn, 1993). This can be considered to be sufficiently 
accurate for navigation using GPS, but for accurately determining the position of the camera for 
purposes of triggering the camera, a better estimate of position is required. Differential GPS 
(DGPS) provides the means to eliminate all but the multipath and receiver noise errors and can 
be used to achieve sub-metre positional accuracy even when SA is activated (Trimble, 1997). Its 
use in aerial surveying is well documented. 
5.3.2 Differential GPS 
DGPS requires two GPS receivers. One receiver, located at a known position such as a survey 
control point, serves as a base station to compute satellite range corrections that account for 
satellite, receiver clock, and atmospheric errors. Selective availability is also accounted for. These 
corrections are calculated by subtracting the measured range from the true range for each of the 
satellites within the base station's view (Bobbe, 1992). Then, provided that the second GPS 
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receiver in the aircraft, often referred to as the rover station, locks onto at least three of the same 
satellites as the base station receiver, these corrections can be used by the rover station to compute 
a more accurate latitude and longitude positional solution. Iffour ofthe same satellites are locked 
then a three-dimensional position including altitude can be calculated. This differential correction 
can be computed and applied in either a real-time or a post-processing mode. Bobbe (1992) and 
Curry and Schuckman (1993) provide reviews of these two methodologies. 
Post-processing uses the GPS data recorded simultaneously by the base and rover stations. The 
GPS data are loaded into a computer with software that determines the differentially corrected 
positions and then the processed data can be formatted for hard-copy display or input into a GIS. 
Real-time DGPS, on the other hand, involves the transmission of the correction message from the 
base station to the rover station during flight. This Real Time Correction Message (RTCM) can 
be sent via radio link from the base station to the aircraft, although the more popular alternative 
is to receive the RTCM via a geo-stationary satellite (Smith, 1998). By receiving this RTCM the 
GPS unit is able to differentially correct the positions it logs in real time and this higher positional 
accuracy data can be stored along with the image or photograph. Post-processing of the GPS data 
does not permit this and consequently processing of the image data would be more difficult and 
time-consuming. Real-time DGPS does, however, require more expensive GPS receivers with 
advanced processing capabilities that can perform the required corrections within milliseconds. A 
very high degree of co-ordination with the base station is also required (Linden et al., 1996). A 
further restriction is that the base station should be within 300 km of the survey area to ensure that 
both receivers have the same satellites in view (Curry and Schuckman, 1993). To combat this 
restriction Omnistar (1998) have developed what is known as Virtual Base Station (VBS) 
technology. VBS technology uses correction data from a number of base stations to provide 
consistent accuracy over larger areas. Data from several distant base stations are weighted and 
then combined to achieve sub-metre accuracy regardless ofthe user's location relative to any base 
station. 
The effects of multipath and receiver noise errors can be reduced by the GPS receiver itself. 
Modem receivers use smoothing techniques to smooth the range measurements thereby reducing 
errors due to receiver noise (Bobbe, 1992). They also employ complex algorithms to identify and 
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reduce multipath errors (Trimble, 1997) which, according to Colombo and Peters (1992), may 
not average out as well as in static surveys. 
5.3.3 Carrier-phase GPS 
If the sub-metre accuracy of DGPS is not sufficient then carrier phase GPS technology can be 
used. This methodology has been widely used in land surveying, but has only recently been 
introduced into aerial surveying as GPS receivers improved in terms of performance and 
portability. 
Carrier phase GPS makes use of measurements based on the GPS carrier signal which has a much 
higher frequency than the standard Coarse/Acquisition or civilian code (Hum, 1993). This 
sinusoidal carrier signal arrives at different locations with different phases (Colombo and Peters, 
1992) and these phase shifts can be measured and used to obtain an exact lock on the pseudo 
random code which standard GPS uses to calculate position (Hum, 1993). Consequently, 
carrier-phase measurements are much more accurate than standard GPS measurements and 
accuracies to decimeters for position when post-processing methods are used have been reported 
(Colombo and Peters, 1992). 
Carrier phase GPS does, however, require more sophisticated and expensive receivers. The 
inherent cycle ambiguity 0 f the carrier phase signal also needs to be re so Ived. This invo Ives finding 
the total number of integer cycles the signal has travelled through from the satellite to the 
receiver/so This can be done in ten minutes or less by starting from a known GPS-deterrnined base 
line (Ackermann and Schade, 1993). Once this is done, the GPS receiverls stay locked onto the 
carrier waves and the kinematic positioning can continuously track the flight trajectory of the 
moving GPS antenna until a cycle slip, which involves the measured carrier phase skipping whole 
multiples of21t radians (Colombo and Peters, 1992), or loss of signal occurs. Cycle slip detection 
and repair is difficult and requires automation when the operator is processing large amounts of 
kinematic GPS data. Colombo and Peters (1992) and Ackermann and Schade (1993) described 
techniques to repair cycle slips. 
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5.3.4 Further considerations 
Loss oflock on the GPS signal is a problem common to differential and carrier phase GPS. Loss 
of signal due to cycle slips or constellation changes can be detected and corrected during data 
processing. Loss of signal due to obstruction by wings or fuselage of an aircraft flying in a steep 
turn can, however, last for tens of seconds. In such cases it is practically impossible to precisely 
reconnect the interrupted trajectory by new ambiguity solutions (Ackermann and Schade, 1993). 
For differential pseudo-range positioning which does not utilise the carrier signal, data is only lost 
until at least four satellites are re-acquired (Curry and Schuckrnan, 1993). Nevertheless, some 
compensation for this problem is required. 
To avoid losses oflock each GPS antenna needs to be mounted on the aircraft where it is free to 
receive the GPS signals with a minimum of obstruction. Recommended locations include on the 
fuselage directly over the camera, in order to minimise the position difference between the camera 
and GPS antenna, or on the tip of the vertical stabiliser on the aircraft's tail (Curry and 
Schuckman, 1993). The fuselage position may be subject to increased multipath off other parts 
of the aircraft and to shadowing ofthe antenna by the aircraft's wings during turns. Major signal 
interruptions can also be avoided by slipping the aircraft through the turns with low banking angles 
(Ackermann and Schade, 1993). Curry and Schuckrnan (1993) recommended that the banking 
angles be restricted to 20 or 25 degrees during turns, depending on the satellite elevations. 
Unfortunately, such wide, flat turns would take considerably longer and use up valuable flying 
time. 
A further problem is introduced due to tip and roll of the aircraft. Maintaining a horizontal film 
plane is an assumption made regularly with regard to photogramrnetric applications (Wunneberger, 
1992). Slight turbulence and resultant tip and roll ofthe aircraft causes the image's principal point 
(PP) or centre point to move away from the image nadir or intended image swath centerline. 
Consequently, the accuracy of absolute orientation is adversely affected (Wunneberger, 1992; 
Evans, 1992). This reduction in accuracy occurs because the GPS determines and records the 
aircraft position rather than the position of the swath centre line on the ground, making 
geo-Iocation more difficult (Evans, 1992). The error involved is confirmed by Bobbe (1992) who 
found that for one degree of tip at 305 m (1000 feet) above the ground an error of 5.3 m was 
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introduced. This suggests that correcting for or accounting for tip and roll is very important if an 
accurate geo-referenced image is to be obtained. 
Regardless ofthese requirements and problems, differential and carrier phase GPS offer the most 
reliable means of obtaining high accuracy positional information in real-time for locating images 
in space. Based on the characteristics of differential and carrier GPS described above, a real-time 
differential GPS (DGPS) was chosen for this project. 
The sub-metre accuracy ofDGPS was deemed to be more than sufficient for the purposes set out 
in section 5.2 and would be less expensive than a carrier phase GPS. The real-time differential 
correction capability was required to provide accurate positional data during image capture for 
calculating the distance to the end of a flight strip and for storing an accurate position with an 
image at the time of exposure. No time-consuming post-flight differential correction of the stored 
coordinates of each photograph exposure would then be necessary. On the other hand, the 
extremely high accuracy of carrier phase GPS was considered to be unnecessary. Coupled with 
the high cost of carrier phase GPS units, the problems of resolving cycle ambiguities, and the 
difficulty in detecting and repairing cycle slips, carrier phase GPS was unsuitable for use in the low 
cost, simple system being developed. The Trimble Pro-XRS GPS (Trimble, 1998) was thus chosen 
to provide the real-time differentially corrected positional data required. 
5.3.5 The Trimble Pro-XRS GPS 
The Trimble Pro-XRS GPS (Trimble, 1998) system consists of a Trimble Pro XRS antenna unit, 
a 12 channel GPS receiver and a Trimble TDCl data logger unit. Instead of requiring a base 
station at a known position and relaying the differential correction message from this base station 
to the aircraft in real-time using a radio link, this system provides real-time differentially corrected 
positional data by utilising two antenna housed in a single compact unit. The one antenna receives 
the normal pseudo random code from the GPS satellites while the second antenna receives a Real 
Time Correction Message (RTCM) that is sent via a geo-stationary satellite. This RTCM is 
calculated using data from well-established base stations situated throughout South Africa. The 
satellite used to obtain the RTCM can be specified using the TDCl data logger unit. 
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In order for a PC to be able to read the GPS positional data in real-time, the Trimble Pro-XRS 
GPS continuously outputs comma-delimited ASCII text strings using the National Marine 
Electronics Association (NMEA) 0183 protocol. NMEA 0183 is a marine standard protocol for 
interfacing with marine electronic devices and defines electrical signal requirements, data 
transmission protocol, timing and specific sentence formats. Each specific format of the NMEA 
text strings contains different infonnation relating to the GPS, including GPS position, velocity, 
satellite status, speed over ground, number of satellites in view, elevation of satellites in degrees 
and signal to noise ratio. The two formats of particular interest for this project were the GGA and 
VTG formats. The GGA strings contain positional information as well as information relating to 
the number of satellites in view of the GPS. Its format is as follows: 
$GPGGA, UTC of position, latitude, N, longitude, E, GPS quality indicator, No. 
of satellites in use, HDOP, Antenna altitude, M, Geoidal separation, M, Age in 
seconds since last update from differential station, Differential reference station 
no., *Checksum 
An example of a GGA string is as follows: 
$GPGGA,140311.90,2940.04,S,03024.46,E,1,04,1.9,882,M,28.8,M,8,220,*4F 
The VTG format provides velocity information and has the following format: 
$GPVTG, Track made good, T",Speed over ground in knots,N,Speed over ground 
in krn/h,K*Checksum 
An example of a VTG string is as follows: 
$GPVTG,358,T",1.31,N,2.42,K*4E 
In the $GPGGA string format, the Nand E refer to North and East, respectively while the M 
indicates that the antenna altitude and geoidal separation are in metres. HDOP is the Horizontal 
Dilution Of Precision which is a measure of how accurately the latitude and longitude are being 
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calculated. A smaller HDOP value indicates that the latitude and longitude being output are more 
accurate. In the $GPVTG string, the T, Nand K indicate that the track made good is relative to 
True north, the first speed over ground value is in knots, and the second speed over ground value 
is in kmIh, respectively. The $GPXXX string is the string header and is always sent regardless of 
whether the GPS can provide the positional and velocity or not. Similarly, the ,*, and checksum 
are always sent. 
The NMEA strings can be sent at user-defined fixed intervals from the GPS via a data cable to the 
communications port of a PC. In order to read these strings at the PC's corn port and then extract 
the relevant information, a GPS interface had to be developed. The development of this interface 
is detailed in the following section. 
5.4 GPS Interface 
The GPS interface was developed using third party Delphi software called AsyncPro 
(Turbopower, 1998). This software provides all the necessary tools and components to integrate 
and control a variety of peripherals via the corn port of a PC and was thus well-suited for the 
purposes of reading incoming NMEA 0183 strings from the GPS. 
The software provided several methods of identifying the presence of data at the corn port and 
then reading the data strings. The method chosen for this project was the use of a 'data trigger'. 
This method attempts to match a user-defined string with a string in the received data stream. 
When a matching string is found in the input buffer an OnTriggerData event is generated for the 
match. What occurs when the event is generated is defined by the programmer. 
In this case, the 'data trigger' used was the text string 'K*' which is always present towards the 
end of the VTG string. The OnTriggerData event algorithm which was initiated each time this 
'data trigger' was received was responsible for reading the latitude, longitude, velocity and UTC 
from the GGA and VTG strings and performing the necessary calculations to determine whether 
a photograph was to be taken. A flowchart ofthe algorithm for this OnTriggerData event is shown 
in Figure 21 below. 
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Has the proposed 
photo position been 
passed? 
NO 
Figure 21: Flowchart of OnTriggerData event for reading the GPS NMEA strings and triggering 
the camera 
To determine whether DGPS is enabled, the 'GPS quality indicator' field of the $GPGGA string 
is read. This field has a value of 0 if the position fix. is not valid, a value of 1 if a GPS fix. is 
available, and a value of2 ifa DGPS fix. is available. If the quality indicator is 1 then the latitude 
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and longitude read are ignored and the approximate latitude and longitude are interpolated as 
described in Figure 21. The velocity read from the $GPVTG string is used in the interpolation 
since GPS velocity is unaffected by a lack of a differential signal. 
If not enough satellites are in view of the GPS then most of the $GPGGA and $GPVTG fields, 
including the latitude, longitude, velocity and GPS quality indicator fields, become null and the 
strings are reduced to mostly commas. To identify and account for this situation, code was 
included to check for a comma character in the latitude or longitude being read. If one is found 
then it is assumed that no GPS fix is available and the position is interpolated as shown in the flow 
diagram in Figure 21 above. The last available velocity reading (old velocity) is used to interpolate 
the aircraft's position since the aircraft's velocity is unlikely to vary by more than 10 kmIh over 
the maximum 20s period for which interpolation is required. 
To insure that the system could still be used if a Trimble Pro-XRS DGPS was not available, the 
algorithm described above was subsequently improved to allow for the use of a lower cost 12 
channel Omnistar 3000L DGPS system. This system operates on the same principle as the Trimble 
Pro-XRS system, but the two antennae are not housed in a single unit. Instead, two separate 
antennae are utilised. One antenna receives the standard GPS signal and the second antenna 
receives the RTCM. Also, although the NMEA-0183 protocol is supposedly a standard protocol, 
this GPS unit's output format was slightly different to that of the Trimble unit and had to be 
accounted for. However, the basic algorithm remained the same. 
To communicate with the camera and capture an image based on the GPS position, a camera 
control interface was developed independently ofthe GPS interface. This interface was developed 
to communicate with and control the camera via a SCSI host adapter installed on a host computer 
or laptop. In this project, a New Media Bus Toaster PCMCIA SCSI host adapter card was utilised 
in order for a laptop to be used in the confined space of an aircraft cockpit. The development of 
the camera control interface is described below. 
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5.5 Camera Control Interface 
The basis of the camera control interface was Kodak's Professional Digital Camera Software 
Developer's Kit (PDC-SDK) which was available for downloading off the Kodak website (Kodak, 
1998). This SDK is a software interface specification which provides the developer with a single 
method for controlling any Kodak DCS digital camera and retrieving digital images from these 
cameras. The SDK relieves the developer of any need to know specific information about the 
camera, since details of image storage, camera control commands, image compression, image 
processing, and hardware interface commimds are all encapsulated in the SDK. It is provided to 
the developer as a Dynamic Link Library (DLL) which the developer must link to at build time, 
along with Visual C++ code for the developer to adapt and convert into the programming 
language of their choice. 
The Visual C++ code, in the form of C++ header files, defined the variables, structures and 
functions required to link to and make use of the DLL. Structures, or records as they are known 
in Delphi, are a useful way of storing a group of related information and unlike an array, the items 
in a record do not have to be of the same type. The header files were converted into Delphi code 
and compiled into a Delphi unit which other units could then access and make use of the functions 
defined therein. 
To use the SDK to set up the camera before acquiring images, the following calling sequence was 
required: 
1) Call DCOpenDriver to initialise and check version compatibility between the SDK and 
the application. After verification of the version number, the SDK initialises an internal 
structure that allows it to communicate properly with the camera and provide high quality 
. . 
unage processmg. 
2) Call DCFindFirstCamera to search the available communications channels on the host 
computer for the first Kodak DCS camera. This call opens and then closes a 
communications channel with the device and returns a DCSourceStruct record with 
information regarding the DCS digital camera found and supported. The DCSourceStruct 
record contains information on the camera type, model, name and firmware version, as 
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well as the SCSI adapter number, device number and Windows driver name. The adapter 
number field specifies which SCSI host adapter number to use while the SCSI device 
number field is associated with the camera and is configurable at the camera. 
3) If no camera or the wrong device is found with a call to DCFindFirstCamera, call 
DCFindNextCamera repeatedly until the correct camera is found. 
4) Call DCOpenSource to initialise and open the communications channel or source specified 
by DCSourceStruct. 
On successful completion of these calls the camera was ready to capture images by calling 
DCCaptureImage. Calls to DCCaptureImage were to be based on the GPS position as described 
in the previous section. 
The GPS and camera control interfaces were then combined into a single in-flight program with 
a common graphical user interface (GUI). This GUI and the additional algorithms developed for 
the final program are described below. 
5.6 In-flight Graphical User Interface and Program 
The GUI of the in-flight program is shown in Figure 22 below. The GUI provided all the 
functionality to open the required files for a survey, setup the camera to capture imagery, 
configure the corn port connected to the GPS, and control and track the progress of a survey. 
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Figure 22: The in-flight GUI 
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Required inputs to the program prior to a survey are those created in the pre-flight planning 
program. These include the gaussian coordinates way point file, the geographic coordinates way 
point file, and the photograph distances file. The geographic way point coordinates and 
photograph distances are stored in arrays. The catchment boundary generate file used in the pre-
flight planning program is also required. Furthermore, the user has to configure the corn port in 
order for the program to properly read the incoming GPS NMEA strings. The make of GPS to 
be used and the corn port baud rate, data bits and stop bits must all be set. 
During a survey, the program displays a graphic of the catchment boundary, the planned flight 
lines and the actual flight path of the aircraft. Having a display of the actual flight path is very 
useful for establishing whether the aircraft has deviated too far from the proposed flight line and 
whether the flight line should be reflown due to insufficient side overlap and a consequent 
potential loss of data. In such a case the decision to refly a strip would be subjective. The user has 
control over the program through use of the buttons numbered 1 to 5 in Figure 22. These buttons 
all have hot keys associated with them to avoid the need to use a mouse in the aircraft. For 
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example, Alt-B would enable the 'BEGIN' button and Alt-E the 'END' button. 
When button 1 is enabled the input buffers used by both the Windows device driver and the Async 
Professional internal dispatcher are cleared to remove any characters left in the buffers. The 'K*' 
data trigger is also initialised. When button 2 is enabled, the data trigger is removed. If a flight line 
needs to be reflown, due to a system malfunction or because the aircraft has deviated too far from 
the proposed flight line then enabling button 3 will reset the photograph distances and geographic 
way point coordinates arrays, and the GPS tracking graphic for the particular flight line will be 
deleted. If the flight line is successfully completed then enabling button 4 will advance the flight 
line number by 1 and reset the photograph number to O. The flight line way point coordinate and 
photograph position arrays are also advanced. Alternatively, the user can choose the next flight 
line to be flown by accessing the spinedit component labelled as 6 in Figure 22. 
Prior to flying a flight line, the user is required to enable button 5 to check whether there is 
sufficient remaining memory on the camera's PCMCIA memory card to store the proposed images 
for the flight line. A running total of the number of images captured is kept and this is checked 
against the number of images which the card can store. Ifthere is sufficient memory then the user 
is prompted to continue with the current card and button 1 is made active. Ifthere is insufficient 
memory then the user is prompted to replace the current card with an empty PCMCIA card before 
continuing with the next flight line. 
During the flying ofa flight line the box labelled 7 indicates the status of the DOPS signal. Ifa 
DOPS fix is available then the box is green, if no DOPS fix is available then the box is red. After 
20 seconds without a DGPS fix an error window is shown warning the user that the flight line 
should be reflown. 
At the end of the survey the stored coordinates of the image centres' latitudes and longitudes can 
be saved as a text file. These coordinates will assist with post-flight positioning and rectifying of 
the images. 
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6. SYSTEM VERIFICATION 
Prior to the in-flight system being tested in an aircraft, it had to be ensured that the system was 
working as required. Initial testing was therefore performed using a passenger vehicle and based 
on the results of this testing, some refinements were made to the in-flight program. The initial 
testing performed and the refinements made are described in the following section. 
6.1 Initial Qualitative Testing and Refinement 
In order to test the pre-flight planning and in-flight system, a 700m straight section of road was 
located in the Oribi suburb ofPietermaritzburg, South Africa. This section of road was relatively 
free of traffic and was oriented in a true North-South direction. 
The Trirnble Pro-XRS GPS was used in DGPS mode to accurately determine the metre 
coordinates of the 'boundary' of this section of road for input as the catchment boundary into the 
pre-flight planning program. The pre-flight program was then run and the ground pixel size was 
adjusted to provide photograph centres at 80m intervals along the road section. The required in-
flight program input files were then created and saved to disk, and the photograph positions file 
was printed out so that the photograph positions could be marked out on the roadside. 
The Trirnble Pro-XRS was once again used in DGPS mode to place wooden markers on the 
roadside at the pre-planned photograph positions or distances. The positions of the markers were 
checked using a distance measuring wheel and the sub-metre accuracy of the Trirnble Pro-XRS 
in DGPS mode was confirmed. 
For the test runs, the whole system was placed in a passenger vehicle. The road section was 
traversed at 60 km/h (16.7 mls) and a visual evaluation of where the camera was triggering 
relative to the wooden markers was performed. It was observed that the camera consistently 
triggered after the marker had been passed. Although the delay was variable it was estimated that 
the camera was triggering approximately 0.5 to Is too late. In an aircraft, travelling at 300 km/h 
this would equate to the camera firing 40 to 80 m too late. This was considered to be a significant 
delay. 
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After analysing these results, it was decided that there were two factors which could be 
contributing to this delay. First, the GPS could only provide a position fIx every Is. Consequently, 
unless the GPS NMEA output happened to coincide exactly with reaching a marker, the marker 
would be passed before it could be calculated that the camera should be triggered using the 
algorithm described previously. Secondly, there could be a delay between the calling of 
DCCaptureImage and the camera actually capturing an image. 
To remove the delay due to the GPS only outputting positional strings every second, it was 
necessary to modify the original OnTriggerData algorithm described in section 5.4. to project the 
aircraft/vehicle's current position forward by Is and then determine whether the planned 
photograph position would be passed within that second. If a photograph position was to be 
passed then the time to reach this position at the current velocity was calculated and a timer was 
initialised that calls the DCCaptureIrnage function when this calculated time had elapsed. The 
flowchart for this revised OnTriggerData event is shown in Figure 23 on the following page. 
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Figure 23: Revised algorithm for OnTrigger event 
Will the plarmed 
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and long are 
available? 
NO 
The delay between the calling of DC Capture Image and the camera capturing an image could not 
be precisely determined. It was not possible to time this delay as there was no method available 
for establishing exactly when the camera's shutter opens to capture an image. Research on the 
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internet and personal communication with Kodak (1999) did not yield any results regarding the 
magnitude ofthe delay for the Kodak DCS420. Wood (1999), who had made extensive use of the 
DCS420 camera for capturing aerial imagery for precision farming applications, could not provide 
an estimate of the delay. Similarly, King (1999) and Benkelman (1999) had both used the DCS420 
camera for airborne remote sensing, but had never done experiments to establish the delay. 
Benkelman (1999) had done some shutter timing tests with four Kodak DCS200 cameras and had 
found that when the four cameras were sent a simultaneous trigger, there was approximately 2 InS 
of random variation between which camera triggered first and last. There was no consistency in 
which camera triggered earliest or latest. Unfortunately, the delay between the trigger command 
being sent and the first shutter opening was not measured. For the Kodak DCS260, Anon (1999a) 
stated that the delay between the camera's shutter release button being pressed and the shutter 
opening also varied, and estimated the delay as between 100 and 200 ms. 
While the DCS260 is not a Kodak professional digital camera it was likely that the delay of 100 
to 200 ms was ofsimilar magnitude for the DCS420. This was considered to be a significant delay, 
but since the delay for the DCS420 was likely to also be variable it was not possible to include 
code to consistently account for the delay. While this was not ideal it would mean that when flying 
at 300 kmIh all photographs would be taken at a maximum of 16.7 m beyond the desired point. 
In the worst case, one photograph will be taken with a delay of 1 00 milliseconds and the next with 
a delay of200 milliseconds. Assuming that this is the only delay involved, this will result in the 
overlap between consecutive images being approximately 8.3 m too little. For images captured 
at a ground pixel resolution ofO.Sm this equates to a reduction in the desired percentage overlap 
of 1.6%. This reduction in overlap was considered to be acceptable and it was decided to ignore 
the delay. If data regarding the camera delay became available at a later stage then the in-flight 
program would be adjusted accordingly to account for the delay. 
The system was once again tested at 60 kmIh using the improved algorithm and it was visually 
confirmed that the camera was consistently firing within 3 metres of the wooden markers for all 
photographs. Assuming for now that there is a linear relationship between the triggering error and 
ground speed, this equates to the camera triggering within a maximum of 15 metres of the pre-
planned photograph distance when operating at 300kmlh in a light aircraft. Considering that a 
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pilot is unlikely to be able to fly to within 50 metres of the proposed flight line, this accuracy was 
considered to be acceptable. 
On testing the system at 70 kmIh (19.4 m1s) and then 80 kmIh (22.2 m1s) a further problem was 
encountered. It was found that at 80 kmIh the camera did not trigger at every wooden marker. 
After analysing this problem and reviewing the camera's specifications it was established that the 
camera's continuous frame capture rate, specified as approximately 3 s, was being exceeded when 
travelling at 80 kmIh. As a result the camera was unable to capture images at all the pre-planned 
positions. 
To confirm that the continuous capture rate was the limiting factor, the photograph position file 
was edited so that only every second photograph would be taken. The route was driven again at 
80 kmIh and as expected the camera fired at every second marker without fail. This confirmed 
that at 80 km!h (22.2 m1s) or faster, a photograph spacing of80 m would not be possible due to 
the limitation of the rate at which the camera can continuously capture images. In simpler terms, 
for any survey the camera will not be able to continuously capture imagery if the photographs have 
to be captured at less than 4 s intervals. This could limit the applicability of the Kodak DCS420 
camera and the Kodak DCS460 for low altitude, high resolution or stereoscopic image capture. 
It was considered to be important that the pre-flight planning program be updated at a later stage 
to warn the user of situations when the camera's continuous capture rate may be exceeded. 
6.2 Quantitative Testing 
The in-flight system was subsequently re-tested using a similar methodology to that outlined above 
to provide a quantitative measure of the triggering accuracy of the system. Unfortunately, the 
Kodak DCS420 could not be obtained for this test, but since the delay relating to the camera was 
to be ignored, the test was performed without the camera. 
Prior to the test being performed, the accuracy ofthe Trimble Pro-XRS GPS was established using 
a technique based on research by Wilson (1999). Differential GPS measurements were taken with 
the Trimble Pro-XRS GPS at 3 survey beacons. First, 120 GPS readings were logged and 
averaged to determine the each beacon's position accurately. This was repeated 10 times for each 
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beacon. For each averaged position the error was calculated by comparison with the survey 
beacon's position as supplied by the Pietermaritzburg City Engineers Department. The average 
error and standard deviation of the error was hence calculated. The Root-Mean-Squared (RMS) 
error was then calculated using the following equation: 
RMS_Error = ~ll 2 + er 2 ............................ (9) 
Where; 
11 = average error (m) and 
cr = standard deviation of error (m). 
Secondly, GPS positions were logged at 1 second intervals for a period often minutes at each 
survey beacon. The average error and standard deviation of the error for these instantaneous 
measurements were then calculated for each survey beacon. The RMS error was similarly 
calculated using equation 9. The results of these tests for each survey beacon are shown in Table 
11. 
Table 11: RMS errors for averaged GPS positions and instantaneous GPS positions 
Survey Beacon No. RMS Error (Averaged RMS Error 
position) (instantaneous) 
250 0.209m 0.396m 
265 0.348m 0.611m 
232 0.351m 0.333m 
The lower RMS error for the instantaneous positions versus the averaged positions at survey 
beacon 232 was as a result of the very low POOP that was associated with the capturing ofthe 
instantaneous positions at this beacon. During the ten minute period when the instantaneous 
positions were logged, the GPS unit was tracking 7 satellites continuously and the PDOP was 1.9 
on average. A POOP of 1 is perfect. On the other hand, during the logging ofGPS positions for 
averaging, the POOP went as high as 4.4 and only 5 satellites were being tracked. This resulted 
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in poorer position fixes for some of the averaged points. In general, however, if the PDOP is the 
same for all GPS measurements then averaging 120 readings will produce improved accuracy. 
Results for the other two beacons support this fact. Looking at the overall results, the sub-metre 
accuracy ofthe Trimble Pro-XRS was confinned. 
Displaying the GPS's accuracy in terms ofa RMS error does not indicate the maximum error that 
can be expected. Since the maximum error was to be of interest in estimating the maximum 
triggering error of the system, the maximum error for a single averaged and instantaneous position 
at each survey beacon was also determined. These are shown in Table 12. 
Table 12: Maximum errors for averaged GPS positions and instantaneous GPS positions. 
Survey Beacon No. Max. Error (Average) Max. Error (1 s) 
250 0.377m 1.242m 
265 0.611m 1.913m 
232 0.655m 1.077m 
For the quantitative test in a light motor vehicle the in-flight program was adapted to include a 
second timer. The OnTimer event for this second timer was set up to increment an integer variable 
called 'Time' by one at 1II00s intervals. Each time a latitude and longitude were received via the 
corn port the corresponding value of 'Time' was read and stored along with the latitude and 
longitude. Similarly when DCCapturelmage was called the corresponding value of 'Time' was 
recorded. By recording these times the precise latitude and longitude at which DCCaptureImage 
was called could be subsequently interpolated. 
White paint was used to demarcate the position of photographs at approximately 100 m intervals 
along the 700 m section ofOnbi Road used previously. The latitude and longitude of these points 
were then accurately captured using the Trimble Pro-XRS in differential mode. A minimum of 120 
differential GPS positions were averaged per point to obtain coordinates of the planned 
photograph centres to an accuracy ofbetter than 0.5m. Mock pre-flight planning files were created 
to correspond with these points. 
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The road was traversed in a light motor vehicle at average speeds of 40,60 and 70 krn/h while 
running the adapted program incorporating the second timer. The coordinates at which 
DCCapturelmage was called were interpolated and compared with the latitude and longitude of 
the 7 trigger/photograph points obtained using the Pro-XRS GPS. The results are tabulated in 
Table 13 below. 
It is important to note that the error introduced by the vehicle/GPS antenna not passing directly 
over the designated trigger point is included in the results tabulated. This error was estimated to 
be a maximum ofO.5rn. The maximum instantaneous (C) and averaged (B) GPS errors shown in 
Table 13 were taken from the GPS accuracy test results described previously. 
Table 13: Maximum triggering errors of in-flight system. 
Average (A) (B) (C) (A)+(B)+(C) 
speed Maximum Maximum GPS Maximum GPS Maximum 
(krnIh) triggering error error error triggering error 
(exc1. GPS (averaged (instantaneous) (incl. GPS 
inaccuracy) point) inaccuracy) 
40 O.883m 0.655m 1.913m 3.451m 
60 1.212m O.655m 1.913m 3.780m 
60 1. 140m 0.655m 1.913m 3.708m 
70 1.465m 0.655m 1.913m 4.033m 
The maximum triggering error, including the GPS inaccuracy, was calculated by assuming that 
the maximum error due to averaging of 120 GPS positions to establish the coordinates of the 
photograph trigger points was in the opposite direction to the maximum instantaneous GPS error 
occurring when the road was traversed in a light motor vehicle. This is unlikely to ever be the case 
in reality and so the maximum triggering error shown in Table 13 could be considered the upper 
limit for the system triggering error at the speeds indicated. To determine whether these errors 
could be extrapolated to aircraft operating speeds of250 to 300kmlh would require extensive 
repetitive testing at the same and other speeds. The relationship between the triggering error and 
ground speed could then be established conclusively. Unfortunately, the availability of resources 
105 
did not permit more testing and consequently only very tentative conclusions can be drawn 
regarding the maximum triggering error at higher speeds. Looking at Table 13 the relationship 
between the maximum triggering error and ground speed would appear to be approximately linear. 
Ifthe relationship is linear then at 300krn/h the maximum triggering error would be approximately 
8.3 metres. Adding to this the maximum error due to the camera delay of 8.3 metres, the final 
triggering error would be approximately 16.6 metres. For images captured at 0.5m ground pixel 
resolution with the Kodak DCS420 this equates to a maximum reduction in the percentage 
forward overlap of 3.4%. This was considered acceptable and could be allowed for in the pre-
flight planning program by increasing the planned percentage forward overlap. 
Having established that the in-flight system was operating within acceptable accuracy limits, the 
system was ready for a test flight in a light aircraft. 
6.3 Test Flight 
A test flight was flown in a Jabiru light aircraft under clear weather conditions over the city of 
Pietermaritzburg, South Africa. The camera was mounted flush with the floor ofthe Jabiru aircraft 
using the custom-built camera mount designed for the Piper Twin Comanche aircraft. The mount 
was held in place using adhesive packing tape. An urban test area was chosen to provide numerous 
easily identifiable and accessible Ground Control Points (GCPs) such as street corners, sidewalks 
and land survey markers for subsequent image rectification and registration. 
The flight was flown at an average altitude of8300 ft (2530 m) above ground level with a Nikon 
28mm lens to produce an average ground pixel resolution of 0.6 metres. This resolution was 
deemed suitable for post-flight identification of GC Ps as described above. In total five flight lines 
were flown at a prescribed flight line spacing of 640m. A total of 80 images with a planned 60% 
forward overlap and 30% sidelap were acquired. No problems were encountered during the 
acquisition of the images and the system performed as expected. Unfortunately, due to a 
progranuning error the latitude and longitude ofthe photograph centres could not be saved to disk 
when the flight was complete. While having the image centre coordinates would have assisted in 
the automated post-flight image orientation and geographical referencing it was not imperative and 
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since a refly would have been to costly it was decided to continue without these coordinates. The 
programming error was rectified to avoid this problem occurring again. 
Having obtained imagery of the area it was necessary to quantitatively determine the potential 
spatial accuracy of the imagery. The following section discusses the options considered for 
achieving this and the results obtained. No comparison was made with the spatial accuracy of the 
video graphic system since the same techniques could be applied to framegrabbed video imagery 
and at the same image resolution similar accuracies would be obtained. However, it is important 
to remember the advantages of immediate availability of digital imagery and the reduction in flying 
and processing time and cost for the digital camera system. 
6.4 Image Spatial Accuracy Assessment 
In order to quantitatively assess the spatial accuracy that could be achieved using imagery 
captured with the digital survey system, two techniques were considered. The two techniques 
investigated were the use of orthophotos to provide the GCPs required to "rubbersheet" and then 
mosaic the individual digital images, and the use of photograrnmetric software to orientate and 
rectify the images. 
6.4.1 Rubbersheeting and mosaicing 
To locate an image in real world coordinates so that each pixel in an image has discrete longitude 
and latitude coordinates requires the identification of ground control points (GCP's) in the image. 
These GCP's, which are identifiable features in the image at which the coordinates are precisely 
known, are then used in a mathematical polynomial transformation to "rubber sheet" or warp the 
image to fit these GCP's (Bobbe et al., 1993; Mason, 1997). This process, which is known as 
geometric correction (Thomas, 1996b), has its inherent problems. According to Cosandier et al. 
(1993), rubbersheeting requires two spatial transformations of the image which may reduce 
radiometric as well as spatial accuracy. The rubbersheeting algorithms may also be unable to 
compensate properly for navigation data errors, since the method tries to solve a spatial problem 
from what is essentially two-dimensional information (Schwarz et al., 1993). 
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Traditionally the methods of obtaining these GCP's have included deriving them from maps and 
orthophotos, or through precise ground survey. According to Thomas (1996b), citing Thomas 
(1996a), a dependence on maps in georeferencing in remote regions is a potential limitation where 
maps are out-of-date, inaccurate, at inappropriate scales, or simply unavailable. Nevertheless, 
several researchers including Myhre et al. (1990) and Topolniski and Roussell (1994) have used 
base maps to register images in geographic space. Orthophoto images are also suitable sources 
ofGCP's for this purpose (Bobbe et al., 1993). The alternative oflocating GCP's on the ground 
through ground surveys also has its limitations. There is the potential for site inaccessibility and 
difficulties in GPS surveying in wooded areas due to signal interference (Thomas, 1996b, citing 
Thomas, 1996a). A common problem is that a minimum of three GCP's is required per image for 
proper geometric correction, making both these methods time-consuming and costly. This is 
particularly true for the labour intensive ground survey option. Also, as 10hnston et al. (1997a) 
stated, ecologists generally work in terrain that lacks the anthropogenically-derived features such 
as road intersections and field corners that are needed for rubbersheeting. 
Despite these disadvantages, simple rubbersheeting using GCP's is a non-rigorous technique that 
is available in most desktop image processing packages and recent desktop GIS irnaging 
extensions and it can produce reasonable spatial accuracy, particularly in flat terrain. The accuracy 
depends on the number and distribution ofGCP's, the area covered by the image, the image scale, 
the order of polynomial used in warping the image, the surface terrain and image distortions, but 
Mason( 1997) states that accuracies of 5m are commonly achieved. Brodie (1998) believed that 
the spatial accuracy of rubbersheeted images for five GCPs per image was more in the range of 
10 to I5m, except in mountainous regions where the spatial accuracy would be approximately 25m. 
Having positioned the images in geographic space and geometrically corrected the images, they 
can be mosaicked together to form a single image. Mosaicing involves the combining or merging 
of pixels common to two or more images in order to form a single continuos image. Pixels may 
be merged by, for example, averaging the brightness, contrast and colour values of the common 
pixels or by taking the value of the pixel from one ofthe images. 
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6.4.2 Aerotriangulation and bundle adjustment 
Aerotriangulation (AT), which is an essential task in photogrammetry, involves the computation 
ofthe unknown photograph orientations and the unknown ground coordinates ofimage tie points, 
based on measured photograph coordinates and a few control points (Anon, 1999b). AT is a well-
established technique which has been successfully used in conjunction with block adjustment 
programs and analytical plotters for the last two decades, and it is receiving increased interest 
since the advent of digital photogrammetry and softcopy workstations (Toth and Krupnik, 1996). 
Digital photogrammetry and softcopy workstations have lead to a revolutionary change in 
photogrammetric production as many of the time-consuming, labour intensive photogrammetric 
procedures such as interior and relative orientation, digital terrain or surface modelling, 
orthoimage generation, can now be automated (Tang et al., 1997). These fully automated 
procedures combined with the powerful editing and visualisation techniques of modern digital 
systems have the potential to substantially improve the price/performance ratio as well as the 
reliability of photogrammetric procedures (Tang et al. 1997; Krzystek et al., 1999). Krzystek et 
al. (1999) believe that once AT has reached an automatic level in a digital production 
environment, project costs will be significantly reduced. 
AT is usually realised by a block adjustment using tie points determined in the neighbouring 
overlapping images (Tang et al., 1997). A "block" is defined by Erdas (1999) as all of the 
information associated with a photogrammetric mapping project, including: 
1) Projection, spheroid, and datum information, 
2) Imagery used within a project, 
3) Camera or sensor model information associated with the imagery 
4) Ground control points (GCPs) and their measured image positions, and 
5) Geometric relationships between the imagery in a project and the ground 
Of the adjustment techniques used, bundle block adjustment is the most rigorous and flexible 
method of block adjustment. It leads to the most accurate results of any type of block adjustment 
and also allows an adjustment with a smaller number of ground control points. Requiring fewer 
ground control points is not only more convenient, but it is also more cost effective. Although 
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different approaches to AT exist, mainly with respect to the strategy of point matching, the basis 
ofan automated AT system is the same. Figure 24 and the discussion which follows summarises 
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Figure 24: Flow chart ofaerotriangulation process (Adapted from Tang et ai.,1997) 
Inputs to a typical AT procedure are the images comprising the photograph block, the interior 
orientation of the camera used, a list with the sequence of images per flight strip and block, and 
the GCPs to be used in the block adjustment (Toth and Krupnik, 1996). Precise airborne GPS 
antenna positions can also be introduced as additional control infonnation to reduce the number 
of ground control points required. The interior orientation of the camera is determined by 
performing a camera calibration. Camera parameters that can be input include the lens focal length, 
lens radial and decentering distortion parameters and position of the principal point of the camera. 
The principal point is where the optical axis of the lens intersects the irnaging plane. 
Preparation ofthe block involves ordering the images according to the flight plan and collecting 
the camera and ground control infonnation. This stage requires human interaction and knowledge 
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to position the images and identify GCPs which can often vary considerably in terms oftype and 
shape (Tang et al. , 1997). It is the only part of the AT process that cannot be fully automated 
(Krzystek et al., 1999). Toth and Krupnik (1996) and Tang et al. (1997) do, however, identify 
the possibility of using GPS positional data of photograph centres to assist in preparing the block. 
Furthermore, semi-automatic matching tools could be applied to find established GCPs in other 
images. 
The purpose of the block formation is to generate a reference system for all images in a block. 
This reference system is then used in the following steps to automatically select tie points (Toth 
and Krupnik, 1996). Toth and Krupnik (1996) identify the steps involved in the formation of a 
block as being: 
1) Matching neighbouring images, using a feature based approach, 
2) Establishing the relative orientation parameters, 
3) Strip formation when each photograph is scaled and translated into the strip coordinate 
system, 
4) Dependent relative orientation of the photographs, 
5) Scaling of the photographs using tie points between images of a strip, and 
6) Connection of adjacent strips by identifying tie points and performing a dependent relative 
orientation. 
The identification and selection of tie points, which largely determines the success of an 
aerotriangulation (Toth and Krupnik, 1996), can be fully automated since no specific features need 
to be identified (Tang et al., 1997). Selection of points depends on a number of criteria, including 
image quality and the number of images in which the tie point appears. Importantly, unlike in 
traditional aerotriangulation where the cost increases proportionally with the number of points 
measured, the number of points that can be processed in an automated digital system is not 
restricted (Toth and Krupnik, 1996). This has further benefits in that better connectivity is 
achieved between images and strips thereby ensuring greater reliability and robustness of the final 
results. Also, a stronger interior geometric stability of the images is achievable and block 
distortions can be compensated optimally. 
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Having completed the above steps, a bundle block adjustment is performed using the image 
coordinates of tie points, image and object coordinates of GC Ps and camera parameters as input. 
GPS data of photograph centres could also be input to reduce the number of GCPs required, as 
Krzystek et al. (1998) did. In fact, the integration ofkinematic GPS data into the photograrnmetric 
process appears to have been the focus of numerous researchers in recent years (Becker and 
Barriere, 1993; Colornina, 1993; Curry and Schuckman, 1993; Gruenet al., 1993). Unfortunately, 
all these researchers employed the higher accuracy of carrier phase GPS for their research. As 
previously discussed, the higher cost and inherent problems of carrier phase GPS made it 
impractical to use such a GPS for this project. 
The process of block triangulation or aerial triangulation simultaneously estimates the following 
(Erdas, 1999): 
1) The position (X, Y, Z) and orientation (omega, phi, kappa) of each image in a block as 
they existed at the time of image capture. 
2) The X, Y, and Z coordinates oftie points collected manually or automatically throughout 
the block of images. Once the X, Y, and Z coordinates oftie points are computed they can 
be converted to GCPs. 
3) The interior orientation parameters associated with a camera or sensor model. 
4) Additional parameters (AP) characterizing systematic error within the block of images and 
observations, such as lens distortion. 
The results ofthe bundle adjustment are the exterior orientation parameters of the images and the 
object coordinates ofthe tie and ground control points. 
While the accuracy of the imagery produced is dependant on, amongst others, the scale of the 
imagery used, the number of GC Ps used, the position and accuracy of the GCPs, the availability 
or lack of accurate photograph centre coordinates and the overlap between consecutive images 
and between flight strips, accuracies of 1 t05m are achieved when using 1 :30 000 scale 9" metric 
camera imagery with a minimum number of GC Ps and lOm source contours for the DEM (Craigie, 
1999). If 20m source contours are used then the accuracy degrades to 5 to 1 Om. The accuracy 
obtainable for non-metric cameras should be similar. 
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Based on the strengths and weaknesses of the two techniques described above, the 
photograrnrnetric option was chosen. This decision was based mainly on the potential for 
automation. By automating many of the steps involved in this procedure, the possibility of human 
error is greatly reduced and the time required to produce geographically referenced imagery can 
be reduced. Other reasons for choosing this technique were the higher spatial accuracy that could 
be achieved, particularly in mountainous terrain, and the need for fewer GCPs per image in 
comparison with rubbersheeting. 
As indicated in the above section, one of the inputs to a bundle adjustment procedure is the 
interior orientation parameters ofthe camera used. These parameters include the lens focal length, 
lens radial distortion coefficient and the position of the principal point. To establish these 
parameters a camera calibration was done using the Tsai Camera Calibration Software (Tsai, 
1998). 
6.4.3 Camera calibration 
The Tsai camera calibration software package (Tsai, 1998) contains routines for calibrating Roger 
Tsai's perspective projection camera model which is based on a pin-hole camera model of3D-2D 
perspective projection with 1 st order radial lens distortion. An explanation of the basic algorithms 
and descriptions of the variables is documented by Tsai (1987). Although the software was 
designed for calibrating video cameralframegrabber combinations it was possible to adapt the 
program to calibrate the Kodak DCS420 digital camera (Will, 1999). 
The Tsai model uses given 3D (x,y,z) world coordinates of a point to predict the 2D pixel 
coordinates of the point in the image. The model has 11 parameters: five internal or intrinsic 
parameters relating to the camera and lens, and six external or exterior parameters which describe 
the relationship between the world and camera coordinate systems. The interior parameters are: 
1) f - effective focal length of the pin hole camera, 
2) kappal - 1st order radial lens distortion coefficient, 
3) Cx, Cy - coordinates of centre of radiallens distortion and the piercing point of the camera 
coordinate frame's Z-axis with the camera's sensor plane (principal point), and 
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4) sx - scale factor to account for any uncertainty due to frame grabber horizontal scanline 
resampling. 
The external or extrinsic parameters are: 
1) Rx, Ry, Rz - rotation angles for the transform between the world and camera coordinate 
frames, and 
2) Tx, Ty, Tz - translational components of the transform between the world and camera 
coordinate frames. 
In addition to the 11 variable camera parameters, Tsai's camera model has six fixed intrinsic 
camera constants, namely: 
1) Ncx - number of sensor elements (sels) in camera's x direction 
2) Nfx. - number ofpixels in framegrabber's x direction 
3) dx - x dimension of camera sensor element (mmlsel) 
4) dy - y dimension of camera sensor element (mmlsel) 
5) dpx - effective x dimension ofpixel in framegrabber (mm/pixel) 
6) dpy - effective y dimension ofpixel in framegrabber (mrn/pixel) 
For calibration of the Kodak DCS420, Will (1999) suggested that Nfx. be taken as equal to Ncx 
since there was no framegrabber in the system and the digital image produced by the DCS420 has 
the same number ofpixels as the camera's CCD chip has sensor elements (sels). The constants dx 
and dy were calculated by dividing the CCD chip's x and y dimensions by the number of sels in 
the x and y directions, respectively. dpx and dpy were set equal to dx and dy, respectively, since 
there was no framegrabber in the system (Will, 1999). In summary, the fixed intrinsic camera 
parameters had the following values: 
1) Ncx = Nfx. = 1524 sels or pixels 
2) dx = dpx = 0.0092 mm per sel or pixel 
3) dy = dpy = 0.0092 mm per sel or pixel 
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To capture the required image, a rectangular grid of circular calibration and test targets was set 
up in the foyer of the Rabie Saunders building, University of Natal, Pietermaritzburg, South 
Africa. Figure 25 shows the layout of the calibration grid. Black disks of 19mm diameter were 
used for the calibration points and smaller 13mm diameter black disks were used for the test 
points. Black targets were chosen to provide the best possible contrast between the targets and 
the foyer floor, while smaller disks were chosen for the test points so that they could be easily 
distinguished from the calibration points. It was ensured that the grid was broadly distributed 
across the field of view of the camera. This was necessary to ensure that the radial lens distortion 
and image centre parameters could be accurately estimated (Tsai, 1998). 
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Figure 25: Camera calibration grid layout 
The camera was placed on a camera tripod to provide a stable base for the calibration and was 
then positioned on a balcony approximately five metres above the calibration grid. To be able to 
separate the effects of f and Tz on the image it was a requirement that there was some perspective 
distortion or foreshortening effects in the calibration image. In the Frequently Asked Questions 
(FAQ) file included with the software a relative angle of30 degrees between the camera's image 
plane and the calibration grid plane was suggested to produce the necessary perspective distortion. 
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The camera was setup on the tripod to provide a relative angle of approximately 30 degrees. 
After capturing an image of the calibration grid the image was opened in the Scion Image software 
package (Scion, 1998). The package was used to threshold the image so that all pixels equal to 
or greater than a single threshold level were displayed in black, and all other pixels (the 
background) were displayed in white. In this case, the image was thresholded so that only the 
calibration and test targets were displayed as black. The individual targets were then analysed 
using the software's 'Particle Analysis' tools. Each target was clicked on and hence outlined and 
numbered. The software used image processing algorithms to automatically find the pixel 
coordinates of the centre of each target. The software also produced a summary table of the 
calibration points' centroid pixel coordinates. This table was saved as a text file and imported into 
Quattro Pro as a tab delimited text file. In Quattro Pro the corresponding real world x and y 
coordinates ofthe calibration points were added to the spreadsheet and the spreadsheet was then 
exported as a tab-delimited file to produce a file suitable for input into the Tsai camera calibration 
software. 
The 'coplanar calibration with full optimisation' program of the Tsai camera cahbration software 
was used to calculate the camera's extrinsic and intrinsic parameters. The full optimization 
program was chosen over the 'basic coplanar calibration' program since, although full optimisation 
is slower, it provides the most accurate calibration results (Tsai, 1998). The results of the 
calibration were as shown in Table 11. 
Table 14: Camera calibration results 
I Intrinsic camera Earameters I I 
f(mm) 30.92 
kappa1 (1/mm2) 1.36150ge-04 [1/mm2] 
Cx, Cy (pixels) 739.2, 354.6 
Extrinsic parameters 
Rx, Ry, Rz (degrees) -29.86, -0.12, -0.59 [deg] 
Tx, Ty, Tz (mm) -1379.4, -659.5, 6851.9 
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It is important to note that although the calibrated effective focal length was close to the focal 
length of 28rnrn specified on the lens it was unlikely to ever be the same. In the algorithms used 
in the Tsai software package the effective focal length is a parameter in a pin-hole camera, while 
the focal length printed on the lens is a parameter in a thick-lens camera model. While the two 
parameters have similar effects on the image they are actually different quantities (Tsai, 1998). 
Along with the calibration results tabulated above, the program also outputs an ordered list of 
numbers which relate to the inputs to, and outputs from, the calibration program. This list of 
numbers was used as input into a program that converted the 2D image coordinates of the test 
points to 3D world coordinates. This program forms part of the Tsai camera calibration software 
package. The estimated 3D world coordinates output by this program were compared with the 
actual world coordinates of the test points in order to provide a measure of the accuracy of the 
calibration. The average absolute error in the estimated x and y world coordinates of the test 
points was O.97rnrn and 1.32mm, respectively. With the average ground pixel size in the image 
being approximately 2mm these errors equated to an error of less than 1 pixel in the image. This 
was considered to be acceptable. The maximum absolute errors for the test points were 7.92mm 
and 7.11mm in the x and y coordinates, respectively. In both cases the corresponding x or y error 
of the test point was of similar magnitude, suggesting that the Scion Image software had estimated 
the centroid of these particular test points poorly. 
A further input into a bundle adjustment procedure is Ground Control Points (GCPs). The 
following section is an outline of the procedure which was followed to obtain the required GCPs 
for input into the photogrammetric software. 
6.4.4 GCP survey 
GCPs should be easily identifiable features such as small bushes and street corners which appear 
on two or preferably more photographs or images. GCPs which appear in the forward overlap 
between three consecutive images as well as in the side overlap between these images and a 
neighbouring flight line's image are most desirable (Craigie, 1999). Such points provide a high 
degree of connectivity within the block and consequently produce better aerial triangulation results 
with fewer GCPs. Figure 26 illustrates an example of such a GCP. 
11 7 





















Figure 26: Example of desired GCP position 
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Prior to commencing the GCP survey, all the digital images that were to be processed were printed 
out at the same scale. In total, 27 images from 3 flight lines (9 images per flight line) were chosen 
for processing. The printed images from a flight line were layed out and overlapped to fonn a 
single strip of images. The 3 flight lines' images were then examined to identify areas where GCPs 
that were preferably positioned as shown in Figure 26 above could be captured. In total 40 GCP 
areas were identified. 
Each GCP area was clipped out of the larger digital image and an A4 plot of each GCP area was 
printed. Figure 27 shows an example of a completed GCP locality plot. 
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These GCP locality plots were used in the field to clearly identifY, describe and sketch each GCP 
that was captured. These plots were made to aid the measurement ofthe GCPs in the office using 
the photogrammetric software. 
The GCP field survey was performed using a Trimble Pro-XRS GPS system. The Pro-XRS was 
chosen for the survey since the GCP positions should be captured to a spatial accuracy of the 
order of3 times the final pixel resolution of the imagery (Craigie, 2000). For the digital imagery 
captured this equated to a GCP accuracy of approximately 1.8m in the X -Y plane. Based on the 
accuracy tests performed previously, the Pro-XRS was suitable to achieve this accuracy. 
Each GCP's position was captured by averaging two minutes ofreal-time differentially corrected 
GPS readings. GPS line data was also captured while travelling between the GCPs to serve as 
additional control if required and as a means of estimating the spatial accuracy of the rectified 
imagery. Due to the many tall buildings in the Pietermaritzburg city centre the signal from the GPS 
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satellites was frequently blocked and the capturing of sufficient continuous line data was thus not 
possible. However, as discussed later, cadastral data for the city centre was obtained in order to 
estimate the spatial accuracy of the processed imagery. 
The GPS data from the GCP field survey was transferred to a PC using Trimble's Pathfinder 
Office software. Pathfinder Office was then used to export all the GCP points as an Arcview 
shape file in Transverse Mercator projection, Clarke 1880 spheroid, with 31 0 East of Greenwich 
as the central meridian. The minimal GPS line data captured was also exported as an Arcview 
point shape£i.le in the same projection and spheroid. In Arcview, the X, Y and Z coordinates of 
each point were calculated and added to the database table. 
The approximate coordinates ofwhere each image was captured, hereafter referred to as the photo 
station coordinates, were also determined. The centre point of each image was first located using 
Paint Shop Pro and this point was then identified on scanned, geographically referenced 
orthophotos obtained from the City Engineers Department of the Pieterrnaritzburg City Council. 
Hence, on the assumption that all images were captured with zero tip, roll or yaw, the photo 
station coordinates were determined. It was believed that these approximate coordinates would 
be sufficiently accurate to assist in positioning the photos relative to one another in order to 
subsequently allow for automated tie point matching using the photograrnmetric software. 
The Kodak DCS420 digital camera images, the GCP shapefile, the photo station coordinates 
spreadsheet and the GCP locality plots were then sent to GIMS Photograrnmetry lab in Midrand, 
South Africa. These data were used in conjunction with Orthobase photograrnmetric software to 
produce orthophotographs of the urban test area. The following sections outline the procedure 
followed by the GIMS Photograrnmetry' staff and the results obtained. 
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6.4.5 Photogrammetric process 
IMAGINE Orthobase was chosen to process the digital camera images of the urban test area since 
it provides the functionality to import non-metric camera photographs or images. Non-metric 
cameras are cameras which do not have fiducial marks. These fiducial marks, which are standard 
on 9" camera photographs, allow the software to automatically locate the centre pixel of each 
image, but are generally not present in smaller format camera photographs or in digital camera 
images. Many photograrnmetric software packages are only able to process images which have 
fiducial marks, but IMAGINE Orthobase can utilise the corners of the image to automatically 
define the origin of the image/photo-coordinate system (Erdas, 1999). 
Having chosen the software, the following procedure was initially followed: 
1) The projection, datum and spheroid for the project was set. 
2) The digital camera images were imported, 
3) The camera model for the Kodak DCS420 was defmed. This included inputting the 
lens focal length (mm), x and y pixel dimensions (mm), CCD chip size (mm), the 
camera's principal point and the radial lens distortion coefficient. 
4) The Ground Control Points (GCPs) were identified (measured) and the 
coordinates as defined in the Arcview shape file database table were input. In total 
27 of the 40 GCPs captured during the field survey were used for the block. The 
GCPs captured on the corners of tall buildings were not used since the height of 
the building causes a perspective distortion between images and makes accurate 
measurement of GCPs captured at the base of the building both difficult and 
inaccurate. Figure 28 illustrates perspective distortion between two images from 
different flight strips. Figure 29 shows the GCP measurement window of 
Orthobase. 
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Figure 28: Example of perspective distortion between two images from different flight lines. 
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Figure 29: Orthobase OCP measurement window. 
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5) Initial X and Y coordinates for the photo stations were input from the spreadsheet 
provided. The rotation angles for tip, roll and yaw were set as zero. 
6) The automated tie point matching utility of Orthobase was run. This utility uses 
image processing algorithms to find corresponding points in overlapping images. 
It was found during step 6 that the software was unable to fmd tie points between the images 
automatically. This was due in part to the inaccuracy of the initial photo station coordinates 
provided. After analysis of the process by which the approximate photo stations were determined 
it was calculated that at the flying height of 2530m AOL and for a tip or roll of 5°, these 
coordinates would have been incorrect by more than 220m. The images only covered an average 
area of 1250m by 830m and an error of 220m was therefore significant and accounted for the 
software's inability to automatically find tie points. Ifit had been possible to save the photo station 
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coordinates that were output by the Trimble Pro-XRS unit during the test flight then Craigie 
(2000) believed that the auto-tie point functionality would have worked. Craigie (2000) has 
successfully processed scanned air photographs using GPS photo station coordinates without any 
problems which would indicate that the same would be possible if digital camera imagery was 
used. However, Craigie (2000) emphasised that the accuracy ofthe auto tie point matching would 
also depend on the variation of the pitch and roll angles between consecutive photographs being 
small. Orthobase uses the input data to calculate the approximate location offeature points on the 
overlapping areas of multiple images. Once an approximate location has been defined, Orthobase 
uses a pixel search window to search for the exact image position in neighbouring images. The size 
of the search window can be defined by the user and is 21 x 21 pixels by default. This would 
equate to an approximate search window size of 13m x 13m on the ground for the digital camera 
imagery captured in the test flight. If there are large changes in the tip and roll angles from one 
image to the next then the location of feature points in neighbouring images will be poorly 
approximated and tie points may not be found. A much larger search window could be defined to 
allow for large tip and roll angles, but this would dramatically increase the computer processing 
power and time required to achieve a solution. 
Furthermore, the heading (yaw) of the aircraft should be known and should vary by less than 2 
degrees from frame to frame (Craigie, 2000). The yaw was not measured or accounted for during 
the flight and an analysis ofthe results of the bundle block adjustment subsequently performed and 
documented in section 6.4.6 indicated that the variation in the yaw was in excess of 2 degrees 
between some of the photos. This would account in part for the software's inability to perform 
the auto tie point matching routine. Furthermore, the difference in the tip and roll angles between 
certain consecutive images was in excess of 7 and 10 degrees, respectively. These high pitch and 
roll angle variations, together with the unavailability of accurate photo station coordinates and yaw 
measurements, contributed to the failure of the auto tie point process. The need to measure or 
account for tip, roll and yaw of the aircraft was therefore identified as a future requirement in 
order to achieve optimal automation of the post-flight image rectification procedure. A sensor, 
such as an Inertial Navigation System (INS) or cheaper tip/roll sensor, would need to be 
incorporated into the in-flight system to measure the tip, roll and yaw in real time. As previously 
discussed, no suitable low cost sensor with sufficient sensitivity and accuracy was found during 
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the research phase of this project. 
Due to the auto tie point process failing, the tie points were identified manually. This resulted in 
far fewer tie points being identified and used in the bundle block adjustment than if the tie point 
matching had been automated. Only 33 tie points were identified and used in the bundle block 
adjustment, whereas the number of tie points could have been increased to 500 points per image 
with very little increase in processing time if the process had been automated (Craigie, 2000). 
Having fewer tie points reduced the connectivity between the images in the block and was likely 
to reduce the quality of the triangulation solution, in other words, reduce the spatial accuracy of 
the orthophotos produced. The increase in accuracy with an increase in tie points can be attributed 
to the increase in data redundancy, thus allowing for the minimization and distribution of error 
throughout the photogrammetric network of observations (Erdas, 1999). Since GIMS had never 
worked with digital camera images before, the likely reduction in spatial accuracy due to having 
fewer tie points could not be estimated. 
A possibility which was not explored in this project was to use the photo station coordinates and 
tip, roll and yaw angle results from the bundle block adjustment described above as initial 
estimates of the photo station coordinates and tip, roll and yaw angles of each image in a second 
bundle block adjustment using the auto tie point functionality ofOrthobase. While repeating the 
bundle block adjustment procedure would require additional time and increase costs, these initial 
results would be sufficiently accurate to ensure that the auto tie point matching would work for 
a second block adjustment (Craigie, 2000). The GCPs measured in the initial run could be saved 
and used as input into the second run. The increase in the spatial accuracy of the results of the 
bundle block adjustment using auto tie point matching could also be sufficient to offset the extra 
cost and time of repeating the bundle block adjustment. Ifa low cost sensor to measure tip, roll 
and yaw in real time is not found then this approach would have to be investigated further. 
Obviously, the need to repeat the bundle block adjustment would depend on whether higher 
accuracy imagery than could be obtained from an initial bundle block adjustment with manually 
defined tie points was required for a particular application. 
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The results of the bundle block adjustment using the manually defined image tie points are 
presented and discussed in the following section. 
6.4.6 Bundle block adjustment results 
Table 15 shows the exterior orientation parameters output by Orthobase. Xs, Ys and Zs are the 
x, y and z coordinates of the photo stations, respectively. Omega, Kappa and Phi are the angles 
relating to the tip, roll and yaw of the aircraft, respectively. 
Table 15: Exterior orientation parameters. 
Absolute Values 
Flight Image XS (m) Ys(m) Zs (m) OMEGA PHI KAPPA OMEGA PHI (roll) KAPPA 
line (tip) - (roll) - (yaw) - (tip) - - (yaw) -
degrees degrees degrees degrees degrees degrees 
4 5 -60019.94 -3276742.49 2427.16 13.76 -1 .36 -3.99 13.76 1.36 3.99 
4 6 -59987.68 -3276489.23 2466.95 12.85 -3.29 -4.85 12.85 3.29 4.85 
4 7 -59838.81 -3276083.65 2501 .89 6.78 0.58 -4.23 6.78 0.58 4.23 
4 8 -59911 .53 -3275858.83 2475.08 6.00 -2.53 -2.15 6.00 2.53 2.15 
4 9 -59987.87 -3275662.49 2473.57 6.17 -4.21 -1.13 6 .17 4.21 1.13 
4 10 -59956.20 -3275387.48 2473.58 4.94 -0.75 -1.94 4 .94 0.75 1.94 
4 11 -59970.77 -3275206.01 2467.28 5.53 0.12 -3.71 5.53 0.12 3.71 
4 12 -60031 .04 -3274997.26 2470.79 5.78 -3.90 -6.05 5.78 3.90 6.05 
4 13 -59593.44 -3275264.70 2314.37 21.72 8.75 -8.71 21.72 8.75 8.71 
5 2 -59267.41 -3274472.58 2518.48 -4.72 3.32 3.88 4 .72 3.32 3.88 
5 3 -59277.26 -3274477.83 2484.23 -10.23 1.99 4.26 10.23 1.99 4.26 
5 4 -59293.98 -3274778.84 2506.05 -8.14 1.02 4.74 8 .14 1.02 4.74 
5 5 -59327.62 -3274972.93 2507.28 -9.16 -0.01 4 .91 9.16 0.01 4.91 
5 6 -59328.16 -3275190.88 2505.05 -8.62 1.14 6.43 8 .62 1.14 6.43 
5 7 -59545.94 -3275451.06 2500.71 -6.48 -9.15 5.25 6.48 9.15 5.25 
5 8 -59516.59 -3275694.92 2497.78 -5.51 -9.49 2.87 5.51 9.49 2.87 
5 9 -59270.36 -3275681.10 2448.39 -13.28 -2.10 1.72 13.28 2.10 1.72 
5 10 -59292.82 -3275932.92 2475.84 -12.72 0.00 2.51 12.72 0.00 2.51 
6 5 -58800.37 -3276610.39 2454.62 11.01 0.91 -1.74 11.01 0.91 1.74 
6 6 -58867.18 -3276338.78 2475.30 9.17 0.62 -3.75 9.17 0.62 3.75 
6 7 -58833.42 -3276186.62 2465.74 11 .59 -0.76 -4.37 11 .59 0.76 4.37 
6 8 -58846.11 -3275868.65 2487.07 8.59 -1.58 -3.89 8 .59 1.58 3.89 
6 9 -58820.47 -3275630 .67 2489.49 7.08 -1.66 -3.57 7.08 1.66 3.57 
6 10 -58787.23 -3275404.03 2489.90 7.12 -0.21 -3.30 7 .12 0.21 3.30 
6 11 -58811 .66 -3275242.76 2472.37 8.59 0.58 -3.75 8 .59 0.58 3.75 
6 12 -58773.75 -3275030.59 2471 .15 9.39 -1.80 -1.99 9.39 1.80 1.99 
6 13 -58778.38 -3274810.39 2480.79 8.41 -1.13 -0.70 8.41 1.13 0.70 
Average 3.17 -0.92 -1 .01 9.01 2.33 3.72 
Looking at the results it can be seen that image 13 offlight line 4, hereafter referred to as image 
4-13, had the highest absolute tip, roll and yaw angles. Tip, roll and yaw angles of these 
magnitudes were unexpected since the flight was flown on a wind still day and there was very little 
air turbulence. On analysis of this photograph it was established that GCP number 1 which 
appeared only on photo 4-13 had been incorrectly measured in Orthobase. It had been positioned 
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approximately 55m South East from the position where it had been captured in the field, as shown 
in Figure 30. 
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Figure 30: Incorrect measurement ofGCP number 1. 
By incorrectly measuring this point, Orthobase had calculated large tip, roll and yaw angles for 
the image in order for the GCP position measured in Orthobase to spatially match the coordinates 
of the actual point captured with the GPS in the field. Figure 31 shows image 4-13 and the 
position of GCP number 1. It is evident from the non-rectangular shape of the image that the 
software has had to stretch the North-West corner of the image to make the measured GCP 
position match the GPS coordinates of the actual point captured. 
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Figure 31: Image 4-13 showing the distortion due to the incorrect measurement of OCP 1. 
It was confirmed with Craigie (2000) that the incorrect measurement ofGCP number 1 would not 
have affected the calculation of the exterior orientation parameters for the remaining images or 
the overall results of the bundle block adjustment. 
From Table 15 it is also evident that the tip angles are high for all images. Again, this was 
unexpected based on the good conditions under which the test flight was flown. However, the tip 
angles did not fluctuate dramatically from one photo to the next and were all positive or negative6 
for a particular flight line. This indicated that there was possibly a constant error in these results. 
On further analysis it was concluded that the error had been introduced by the manner in which 
the camera had been mounted in the aircraft. The camera had been mounted flush with floor of the 
6 
The positive or negative values of Omega, Phi and Kappa are as a result of the rotation coordinate system used. Omega is a positive 
rotation around the X-axis, phi is a positive rotation around the Y-axis, and kappa is a positive rotation around the Z-axis. X is the 
primary axis, indicating that the first rotation in forming the rotation matrix is around the X-axis. Rotation follows the right-hand rule, 
which says that when the thumb of the right hand points in the positive direction of an axis, the curled fingers point in the direction of 
positive rotation for that axis. 
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aircraft and as a result the camera CCD chip' s x, y and z axes were not orthogonal to the x-y-z 
axes of the aircraft when in flight. Therefore, even if the aircraft had been flown so that its x and 
y axes were parallel to the x and y axes of the reference coordinate system for all the images, the 
camera' s axes would be rotated relative to the reference coordinate system. If the aircraft was 
flown from South to North and its x and y axes were orthogonal to the reference coordinate 
system, then mounting the camera flush with the aircraft floor would have introduced a positive 
rotation about the X-axis, in other words, a positive tip angle. Furthermore, it was likely that the 
aircraft would fly with its nose pointing slightly upward, thereby introducing a further positive 
rotation about the X axis when a flight line was flown from South to North, as flight lines 4 and 
6 were. A negative rotation about the X-axis would be introduced for flight lines flown from 
North to South, as flight line 5 was. The results tabulated in Table 15 substantiate this hypothesis. 
If the absolute average tip angle of9.01 degrees was assumed to be the constant error introduced 
by mounting the camera in this manner, then rotation about the X-axis due to turbulence 
(excluding image 4-13) was less than 5 degrees for all images. This magnitude of tip was 
considered to be reasonable and would not significantly reduce the accuracy of the 
orthophotographs produced. 
Excluding image 4-13 , the roll and yaw angles were considered to be correct and acceptable, 
although the variation in the yaw was in excess of 2 degrees for four pairs of the images. The 
implications of a large variation in the yaw angle between consecutive images were discussed 
previously. 
To establish the spatial accuracy ofthe imagery, the cadastral boundaries ofPietermaritzburg were 
obtained from the City Engineers Department of the Pietermaritzburg City Council. These 
cadastral boundaries were assumed to be 100% accurate and were overIayed on the digital 
orthophotographs produced as shown in Figures 32 through 35. The colour orthophotographs 
have been displayed as greyscale images in Figures 32 to 35 in order for the cadastral boundaries 
to be clearly visible. A visual estimation of the images' accuracies was hence made. 
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Figure 33: Example 2 of cadastral boundaries overlayed on digital camera orthophotographs. 
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Figure 35: Example 4 of cadastral boundaries overlayed on digital camera orthophotographs. 
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Analysis of the digital camera orthophotos with the Pietermaritzburg cadastral boundary data 
overlayed indicated that the orthophotos were planirnetrically accurate to an average of 5 to 10m. 
The maximum error encountered was 14m within the demarcated circular area 'a' in Figure 32. 
Based on the limited number oftie points used in the bundle block adjustment and the non-metric 
nature ofthe digital camera, these results were considered to be good. Imagery ofthis planimetric 
spatial accuracy would be suitable for many resource management applications, such as land use 
mapping, mapping of informal settlements, farm and area resource assessments, alien vegetation 
mapping and management, and forest fire damage assessment. If these images were used as base 
maps in a GIS for the mapping of land use and other data, the resulting GIS coverage would 
certainly be considerably more accurate than the 20 to 50m accuracy achievable with MBB' s video 
based system. The timeliness of producing the end product would also be increased as discussed 
previously. 
These results confirm the potential of using digital camera imagery for mapping and management 
applications where small areas are involved and a moderate spatial accuracy of 5 to 10m is 
required. Further improvements to the in-flight system, such as the incorporation of a tip roll 
sensor, and further experimentation with the use of digital camera images in Orthobase or similar 
software could produce even more favourable results. 
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7. DISCUSSION AND CONCLUSION 
To determine whether the system developed was a success and could account for all the factors 
that could affect the capturing ofhigh quality digital imagery, an evaluation of the complete system 
was performed. From the evaluation some recommendations for future improvements to the 
system were highlighted and final conclusions were drawn. 
The pre-flight planning system was a vast improvement over the existing system. It provided an 
automated means of quickly and accurately calculating a flight plan of an area of interest for 
various camera and lens combinations. The number offlight lines and associated flying time for 
each combination could be calculated and the most appropriate option for a particular application 
could be selected. Variations in the terrain altitude could be accounted for by employing a DEM 
or by simply entering maximum, minimum and average altitudes for the area concerned. Situations 
where data could be lost due to the flight lines beginning or ending in the incorrect place were 
accounted for. The pre-flight system thereby contributed significantly to ensuring that the in-flight 
system captured imagery at the correct resolution and with the required percentage forward and 
side overlap. To further enhance the pre-flight system's efficiency and applicability the following 
possible improvements were identified: 
1) Provide a means for the user to add and delete cameras and lenses, or change the 
specifications of the cameras and lenses currently available. This may take the form of a 
look up table in which the user can specify a particular camera's CCD size and number of 
pixels, or a lens's focal length, for example. This would make the program more 
universally applicable and avoid the need to adjust the actual program code when new 
cameras and/or lenses are purchased. 
2) Add an algorithm that will allow the user to specifY the flight strip spacing and hence 
calculate the remaining parameters relating to flying altitude, swath width, average pixel 
resolution, etc. The flight strip spacing, rather than the pixel resolution, was sometimes 
used by MBB as the main criterion in planning an aerial video graphic survey. 
3) Enhance the photograph spacing algorithm by excluding photographs within a particular 
flight strip that do not contain information pertaining to the area of interest. However, if 
the images were to be processed using a photogrammetric software package then 
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excluding images in the middle of a flight line may not be beneficial. Excluding these 
photographs will break up an otherwise continuous photograph/image block and increase 
the complexity of the bundle block adjustment process. 
4) Improve the program's versatility by allowing the user to open files of the area's boundary 
with formats other than the generate file format currently supported. This will avoid the 
need for the user to have Arcview or Arclnfo software in order to create a generate file. 
Other formats which need to be considered include CAD formats such as dxf. 
5) As an alternative to recommendation 4 above, the option of inputting a scanned, 
geographically referenced 1 :50 000 topographical map into the pre-flight program and 
then digitising the area of interest's boundary from this map could be introduced. A 
generate or an equivalent file of the boundary could then be created within the pre-flight 
planning program and Arcview or ArcInfo would not be required 
6) Include an estimate of the time to reach the survey area from a particular airport in the 
time summary form. This would aid the user in establishing the cost and time frame of a 
survey. 
7) Add functionality to allow the user to define hislher own flight lines rather than the 
program simply calculating them without any user interaction. This would be useful when 
a line-type feature such as a river or road needs to be surveyed and a series of parallel, 
equally spaced flight lines is not the most economical means of obtaining imagery of the 
feature. To allow for such functionality, a scanned, geographically referenced map would 
be required and the user could then interactively click at intervals along the feature to be 
surveyed. The program would then attempt to optirnise the number and direction of flight 
lines that would best achieve full coverage of the feature at the required resolution. 
Examining the in-flight system, there were several factors which could affect the acquisition of 
high quality digital imagery. These factors could be divided into image sensor, GPS and 
operational factors and are listed below: 
1) Image sensor - resolution, storage of imagery, camera response time and time to store 
imagery, the choice oflens, exposure control, and mounting of the camera. 
2) GPS - accuracy and obtaining differential correction. 
3) Operational- tiplroll and yaw of the aircraft, pilot error, flying height above ground level 
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and terrain altitude, ground speed of aircraft, and system power requirements. 
While many of these factors have been discussed in detail in previous chapters, it is important to 
summarise how they have been accounted for in the system. 
By incorporating the Kodak DCS420 digital camera, the resolution ofthe system developed was 
significantly better than the existing system. For a particular ground pixel resolution the Kodak 
DCS420 could offer approximately four times the area coverage per image when compared with 
the video-based system. This could dramatically reduce the post-flight processing and overall cost 
per survey since far fewer images are required to provide coverage of a particular area. However, 
it is recommended that to optimise the reduction in cost and turn-around time offered by digital 
cameras over a video-based system, a digital camera with the maximum possible resolution be 
used for a commercial system. The Kodak DCS460 would be such a camera, although other 
higher resolution cameras are likely to become available within the next 5 years. 
The high resolution imagery captured by the Kodak DCS420 camera is stored on removable 
PCMCIA cards which can easily be replaced during flight. These cards are capable of storing 
upwards of 1 00 images per card, thereby ensuring that the in-flight operation will not be hampered 
by continuously having to change these cards. Replacing these cards on a regular basis would 
dramatically increase the flying time and reduce the cost effectiveness ofthe survey since turns 
would have to be made each time a card is to be replaced. The format in which the camera stores 
the images on the card also assists in reducing the memory requirements and intervals at which 
PCMCIA cards have to changed. For each pixel of an image only one of the red, green and blue 
spectral bands is stored on the card. When downloading the images from the card after the flight 
the other two spectral bands are interpolated from the surrounding pixels. By storing the images 
in this manner the storage capacity required per image is reduced by a factor of 3. 
The SLR functionality ofthe Kodak DCS420 allowed for different lenses to be used and permitted 
control over the exposure of the imagery. Narrow angle lenses would be required for mountainous 
areas to minimise the distortion in the imagery due to changes in terrain altitude, while wide angle 
lenses would be employed where maximum area coverage per flight line is required. Exposure 
control could be important when operating under broken cloud conditions where the contrast 
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between areas shadowed by cloud and sunlit areas could result in over or under exposure of 
sections of an image. This could lead to loss of data and may result in the survey having to be 
refloWTI. 
The camera response time or, in other words, the delay between sending a signal to the camera 
to trigger and the camera actually capturing an image could not be accounted for. No data 
regarding this delay was available and no method of measuring the delay could be established. 
Similarly, the time required to store an image before another image can be captured could not be 
accounted for or removed in the in-flight system. This would have to be considered as a major 
limitation of currently available digital cameras for use in aerial surveying. To avoid situations 
where the continuous capture rate of a camera is likely to be exceeded it is recommended that the 
pre-flight planning program be altered to warn users of such situations. However, it is anticipated 
that as digital camera technology continues to improve and evolve this limitation will be addressed. 
In terms of the camera mount, the ultimate would have been to have a gyro-stabilised mount that 
maintained the camera in a vertical plane regardless of tip and roll of the aircraft. Unfortunately, 
no such mount was available that could accommodate the Kodak: DCS420 and developing a gyro-
stabilised mount would have been too costly. Consequently, a simple mount that maintained the 
camera in a stable position and that limited the vibration that could affect the capturing of good 
quality imagery was designed and built. This mount was designed specifically for the Piper Twin 
Comanche used by MBB for their video surveys. This was not ideal since other aircraft might need 
to be used when the Piper Comanche is grounded or unavailable and not all aircraft would have 
a similar port to the Piper Comanche suitable for mounting cameras with an unobstructed view 
of the ground. The development ofa 'universal' camera mount is therefore recommended. One 
possibility would be to build an adjustable mount that could be fitted in the luggage port present 
towards the rear of most light aircraft. 
The GPS was to be an integral part of the system and a vital consideration was the GPS's spatial 
accuracy. A standard GPS was unsuitable since it could only offer an accuracy of SOm 
horizontally. After considering the advantages and disadvantages of differential and carrier phase 
GPS, differential GPS (DGPS) was chosen. The documented 2 to Srn accuracy of DGPS was 
considered to be suitable for the purposes of the system. Having identified DGPS as the system 
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of choice, the methods of obtaining the differential signal had to be considered. Obtaining the 
differential signal in real-time was a pre-requisite to allow accurate triggering of the camera at the 
pre-calculated positions. While the Real-Time Correction Message (RTCM) could be sent via 
radio link from a base station to the aircraft, this would require the establishment and running of 
one's own base station for each survey performed. Since the base station should be within 300 km 
of the rover station at all times, this would require moving the base station at regular intervals 
which would be both costly and time-consuming. Furthermore, finding a site where the base 
station could transmit the RTCM to the aircraft without any interference could be difficult. 
Consequently, the Trimble Pro-XRS GPS with its integrated GPS and satellite RTCM receiver 
was chosen. Using the Pro-XRS unit it was possible to receive the RTCM, which is generated 
from data obtained from permanent base stations situated in several South African towns, via 
satellite. This removed the need to set up a base station or purchase expensive radio transmission 
equipment. 
There were also several operational factors which had to be considered and accounted for. Tip and 
roll of the aircraft could affect the acquisition of imagery with the required forward and side 
overlap and could also cause geometric distortions in the imagery. As previously mentioned the 
ideal solution to this problem would be to place the camera in a gyro-stabilised mount. However, 
this was not feasible and other possibilities would have to be considered. To remove the geometric 
distortions caused by aircraft tip and roll, two options exist. Ifphotograrnmetric software is used 
for post-flight image rectification then the geometric distortions caused by aircraft tip or roll are 
removed during the process of image rectification. However, as discovered if the tip and roll are 
excessive then the automation of the photograrnmetric process is not possible. Therefore, the 
alternative of incorporating a low cost, reliable tiplroll sensor into the in-flight system needs to be 
investigated in future research. The tip and roll ofthe aircraft and camera at the time of exposure 
could then be recorded and the geometric distortions subsequently removed by implementing an 
affine transformation. To minimise the potential for loss of data due to tip and roll the pre-flight 
planning program could be used to plan the survey with an additional 5 or 10% overlap to that 
required. The additional cost associated with flying the survey with extra overlap and processing 
a greater number of images would have to be considered. 
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The error introduced due to the pilot not being able to fly exactly along a planned flight line could 
never be completely removed, however it could be minimised. The existing Garrnil1 GPS provided 
a simple error bar display to assist the pilot in navigating along a flight line, but due to this GPS's 
limited accuracy of SOm the pilot could at best fly within an average of SOm ofthe flight line. 
Development of a unit that could provide a 'heads-up' display based on the sub-metre accuracy 
output from the Trimble Pro-XRS should therefore be considered. The NMEA strings from the 
Pro-XRS could be used in a program to calculate the distance left or right of the planned flight 
line and this information could then be displayed on a flat panel VGA display mounted on the 
aircraft dashboard. Alternatively, a dashboard mounted strip of different coloured LEDs could be 
used. By using the Trimble Pro-XRS output for both camera control and navigation the Garmin 
GPS would not be required and the manual input of way point coordinates would also not be 
necessary. A further refinement in this regard would be to log the flightpath flown either on a 
computer or on the GPS itself. Having the flightpath would further assist in post-flight analysis 
ofthe survey and in the process of image rectification. Areas where image overlap may be minimal 
could also be immediately identified. 
The flying height above ground level affects the percentage forward and side overlap achieved. 
Maintaining a constant height above ground level while flying is impractical and consequently the 
effect of variation in terrain altitude on the percentage overlap had to be accounted for in the pre-
flight planning system. The user had the option to use a DEM to calculate maximum, minimum 
and average altitudes for the survey area or input these figures manually. The program then used 
these altitudes to calculate the minimum, maximum and average percentage overlaps for the survey 
area and insured that the flight line spacing and photograph spacing used was such that the 
minimum percentage overlap specified by the user was not exceeded. In this manner the effect of 
a variable flying height AGL could be accounted for. 
The ground speed of the aircraft could also affect the percentage forward overlap between 
consecutive photographs. At higher ground speeds the time between consecutive photograph or 
image centres is reduced. If a simple timer was used to trigger the camera at regular intervals 
along a flight line then the percentage forward overlap between images could vary due to variable 
wind speeds and directions. However, the in-flight system developed made use of one second 
updates of position and speed from the GPS to calculate when to trigger the camera. In so doing, 
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the effect of wind speed and direction on the aircraft's ground speed, and hence the forward 
overlap between images, was minimised. The only other consideration would be situations where 
a strong tail wind increases the aircraft's ground speed to such an extent that the continuous 
capture rate of the camera is exceeded. Such a situation was not accounted for in the system 
developed. To account for such situations the ground speed output from the GPS would have to 
be monitored and a warning given if the speed increased to a pre-calculated threshold value. The 
aircraft would then have to be slowed down to compensate for the tail wind or the flight line 
would have to be flown in the opposite direction, .in other words, into the prevailing wind. 
A final in-flight operational issue was the electrical power requirements of the system. A shortage 
of power had been encountered when operating the video graphic system with two cameras and 
two VCRs and it had to be insured that similar problems were not encountered with the system 
developed. All components of the in-flight system developed could be run off their own battery 
power. The Kodak DCS420 had sufficient battery power for capturing 1000 images, while the 
Trimble GPS could operate for approximately 5 hours on one set of rechargeable batteries. The 
camera would therefore be able to capture 1 m pixel resolution imagery with 60% forward overlap 
and 30% sidelap of an area of approximately 400km2 before a new battery would be required. The 
GPS batteries would have to be replaced after surveying an area of approximately 600km2. This 
was deemed to be acceptable, particularly considering the ease with which the camera and GPS 
batteries could be replaced during flight. A laptop running the in-flight camera control software 
could be operated off battery power, although it would probably be limited to shorter periods of 
use than the camera or GPS. The inclusion ofa DC-AC inverter would be advisable in order for 
the laptop to be operated for longer periods off the 12V aircraft battery. 
Evidently most factors affecting the in-flight system were accounted for or could be accounted for 
through future refinement of the system. Furthennore, all requirements for the system as set out 
by MBB at the start of the project were met. 
The system developed was certainly more automated and could produce imagery with an 
improved spatial resolution when compared with the video graphic system. These aspects have 
been discussed above. Whether the cost of performing a survey and producing maps of the 
resource of interest would be reduced is difficult to determine. The cost-benefit analysis suggested 
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that the digital camera system was more cost-effective than a video-based system, however it 
should be remembered that MBB' s post-flight system did not involve production of digital imagery 
or geographical referencing of the imagery. Mapping was done off the raw video data onto base 
maps in a OIS, thereby reducing the post-flight map production costs to the Rlh cost of a 
technician to perform the mapping and the cost of purchasing or producing geographically 
referenced base maps. This methodology would result in similar or lower Rlha costs to those 
obtained for the DCS420 digital camera system at Im pixel resolution. 
In terms of the spatial accuracy of mapping, the digital camera system developed would produce 
maps with significantly improved spatial accuracy. The video system's spatial accuracy was 
estimated at 20 to 50 metres and would depend to a large extent on the experience of the 
technician. On the other hand, mapping directly off digital camera images rectified using 
photogrammetric software would increase the spatial accuracy to approximately 5-10 metres. 
Furthermore, the mapping process would in all likelihood become more timely since the visual 
transfer of data from the raw image data to a base map in a OIS would be eliminated. The time 
required to collect the OCPs for image rectification may influence the overall timeliness ofthe new 
system, though. This would be particularly true in inaccessible or mountainous areas. 
While it was clear from the cost-benefit analysis that the resolution of digital cameras will have 
to increase substantially to become cost-effective and timely alternatives to 9" photography, the 
rate at which digital camera technology is currently evolving suggests that they may become an 
option as an airborne sensor within the next 10 years. A few of the limitations of high resolution 
digital cameras, such as the poor continuous image capture rate and large storage capacity 
requirement ofhigh resolution imagery, will have to be overcome if they are to be used effectively 
for aerial survey applications though. 
A further consideration is the anticipated establishment of a low level satellite network that will 
produce high resolution, multispectral imagery with a wide area coverage. While the details and 
costs of such a system were not available, it is conceivable that low cost, sub-metre resolution 
satellite imagery could become a reality within the next decade. If this satellite system does 
materialise then digital cameras may not be the best alternative to 9" photography, partiCUlarly if 
one considers that imagery of the same area could be captured at regular intervals using these 
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satellites. In addition, the availability of multispectral imagery without the need to purchase several 
sensors or fly an area several times with a single sensor and different filters could make satellite 
imagery a very attractive option. The factors that will determine the possibility of satellite imagery 
being used extensively will be the cost of the satellite imagery and the speed with which data from 
the satellites would be available for use. 
Present satellite systems offer only modest resolutions of 10m or coarser and the imagery is 
expensive on a cost per area basis. The imagery from these newer low level satellite systems would 
therefore be expected to be more expensive. However, if several companies or organizations 
required the same image data then they could collaborate to buy the data. An added advantage 
of a higher resolution satellite system becoming a reality would be that the data from the poorer 
resolution satellite systems would have to become cheaper in order to remain competitive. This 
lower resolution imagery would then become a more viable and cost-effective alternative than it 
is at present for applications requiring lower resolution imagery such as large-scale hydrological 
modelling. 
The speed with which the satellite data could be made available will also be very important for 
resource management applications requiring solutions in a short period oftime. These applications 
would include crop disease detection, fire damage assessment and water pollution evaluation. The 
volume of data produced by a high resolution satellite network, particularly if it offers 
multispectral capabilities, will require a significant amount of processing and quality checking prior 
to the imagery becoming available. This may make this system unsuitable for quick turn-around 
applications and would leave digital cameras to fill this niche market. 
In conclusion it can be surmised that the future of digital cameras in airborne remote sensing is 
uncertain. If digital cameras can improve to closely match the resolution of 9" photography then 
the use of traditional air photography in a GIS-based management system will decrease 
considerably. However, at all times the advancements in satellite technology will have to be 
monitored. Similarly, the improvements in the precision and widespread availability ofGPS will 
have to be continuously reviewed. Due to these rapid improvements and changes in the technology 
associated with the components of an airborne remote sensing system, the cost effectiveness and 
applicability of any system developed will have to be examined on a continuous basis through 
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research on the internet and via consultation with experts in the field of airborne remote sensing 
and GIS-based management. While it would be ideal to replace a component of the system as soon 
as a better alternative became available on the market, this would not be feasible in terms of 
integrating the new component into the existing system, nor cost effective. Consequently, it is the 
author's opinion that the components ofa system should remain unchanged for a period of3 to 
5 years, whilst always keeping track of technological developments. After this 3 to 5 year period 
the decision to replace or keep a component should be based on similar analyses to those described 
in the previous chapters. 
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