Introduction
In a previous paper [3] , we established a theorem which gives sufficient conditions for higher global bifurcation in certain several-parameter systems of nonlinear eigenvalue problems. The systems we considered had the particular form (1.1) Aíu¡ = Á.iui + urfi(ul, ... ,«"), / = 1, 2, ... , n . For each / g {1,2, ... , «}, u¡ e E, a. commutative real Banach algebra, while for some subspace D of E, A;: D -► E is an invertible linear operator with compact inverse AT . In this paper, we examine a special case of (1.1). Namely we consider the system -(/>!«')' + qx u = Xu + u-f(u,v), -{p2v')' + q2v = ßv + v • g (u,v) on the bounded interval (a, b) subject to the boundary conditions u(a) = 0 = u(b), v(a) = 0 = v(b). (More general homogeneous boundary conditions will not affect the validity of most of our results. However, we do need the same boundary conditions on u and on v in order for (1.2) to be an example of ( 
1.1).)
We demonstrate that under reasonably general conditions on / and g for any pair of nonnegative integers (n,m), there exist continua of componentwise nontrivial solutions (u,v) to (1.2) where u has n simple zeros in (a,b) and v has m simple zeros in {a,b). These continua arise as secondary bifurcations as the parameters X and p. are varied from solutions to ( 1. where QcR is a smooth bounded domain. Indeed, it was work on (1.5) which initially motivated [3] . The system (1.5) is a steady-state Lotka-Volterra competition model with diffusion. Consequently, the bifurcation phenomenon may be described physically as follows. If c and e are fixed positive numbers, componentwise positive solutions to (1.2) (the coexistent steady-states {u,v)) arise as secondary bifurcations from solutions with one positive component and one trivial component (the so-called extinction states (w,0) and (0,w)) by varying the parameters a and d. Moreover, the coexistence states form a sheet linking the extinction states of the form (u,0) to the ones of the form (0,v).
We should also note that the results of this paper are in sharp contrast to the results of [4] . In [4] , a pair of nonlinear Sturm-Liouville boundary value problems which depend on two parameters X and ß and which are coupled in the linearization about (w,u) = (0,0) is demonstrated to possess continua of componentwise nontrivial solutions where the components change nodal structure. The difference reflects the effects of the stronger coupling in the systems License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use considered in [4] . It also serves as a reminder of the endless fascination that coupled systems of nonlinear boundary problems of ordinary and partial differential equations provide.
Finally, we structure the remainder of this paper as follows. In Section 2, we determine conditions on / and g which guarantee the existence of continua of solutions to ( 1.2) whose first component has n -1 simple zeros in (a, b) and whose second component has m -1 simple zeros in {a, b) for any choice of (n,m) G (Z+) . Then in Section 3, we give additional conditions on / and g to have these continua link solutions to (1.2) where the first component has n -1 simple zeros in (a,b) and the second component is identically zero to solutions of (1.2) with the first component identically zero and the second having m -1 simple zeros in (a,b). We conclude in Section 4 with a specific example which illustrates the results of Sections 2 and 3.
Background and main result
Let us recall the basic facts regarding nonlinear Sturm-Liouville boundary value problems which will be of importance to our analysis. (For details, see, for example, [6] .) Let We wish to apply Theorem 2.1 of [3] to the situation of (1.2). Using the preceding exposition, in the context of (1.2) the result may be stated as follows: which has dimension greater than or equal to 2 (see [1] ) ai every point. Moreover, W n {W x R x {0}) ,¿ 0, and if W x R x {0} is viewed as the known or "trivial" sheet of solutions to (1.2), W is global with respect to this sheet in the Cech cohomological sense of ' [1] . Furthermore, there is a neighborhood V0 of X0 in V such that if X G V0 is fixed, there is a ß(X) G R such that the corresponding restriction W^ of W meets W x R x {0} at (X,ß(X) ,u(X) ,0) and satisfies the global bifurcation alternatives ofRabinowitz with respect to (X,u(X)) x R x {0} . In particular, (XQ,ß0,u0,0) is such a point, and ß(X) -» ß0 as X -> X0. . Secondly, the structure of the equations in system (1.2), uniqueness of initial value problems, and the openness in {yëC [a, b] : y (a) = 0 = y{b)} of Sn and Sm guarantee that the nodal structure of (u,v) is maintained as one moves along ^ until i/orn becomes 0. Thirdly, since for any
has an increasing sequence of simple eigenvalues ßl < ß2 < ■ ■ ■ and a corresponding sequence of eigenfunctions wl,w2, ... , where w ■ has j -1 simple zeros in (a,b), condition (2.6) can always be met. Consequently, Theorem 2.1 may be invoked so long as the existence of a (A0, uQ) satisfying (2.5) can be established. The heart of this section is to find conditions on / to guarantee such. Finally, we should note that there is an analogous formulation of Theorem 2.1 requiring that
have only the trivial solution.
We now turn to the task of determining conditions on / which guarantee that (1.3) has solutions (XQ,uQ) for which (2.5) has only the trivial solution. First of all, observe that the Crandall-Rabinowitz local bifurcation theory [8] implies that ^ (with respect to (1.3)) in a neighborhood of (Xn ,0) (in Rx{ys C [a,b]\ y{a) = 0 = y{b)}) may be expressed as {(X(t),u(t)):te(-Ô,ô)} where (X(0),u(0)) = (Xn,0). Moreover, X(t),u(t) are smooth functions of t with derivatives Xt(t),ut{t) satisfying ,0) ;e)) into R is {Xn} . Then there is a (X0,uQ) effl so that (2.5) has only the trivial solution. Moreover, if ßx < ß2 < ■ denotes the sequence of eigenvalues to (2.6), there is a continuum Wm of solutions to (1.2) as described in Theorem 2.1 emanating from {XQ, ßm , «0,0).
We should make some comments at this point. Once again, there is a companion result to Theorem 2.2 which is expressed in terms of the solution set to (1.4) in place of (1.3). In addition, it should be noted that the restriction on / (or g) can be described in terms of bifurcation diagrams. Namely, the requirement is that Wn relative to (1.3) (or (1.4)) does not emanate "vertically" from (X ,0) (or (^ , 0)). Consequently, Theorem 2.2 allows us to treat a great 
Linking phenomena
If both Wn relative to (1.3) and ^m relative to (1.4) satisfy the hypotheses of Theorem 2.2, there is a continuum of nontrivial solutions (u,v) to (1.2) with u having n -1 simple zeros and v having m -1 simple zeros arising from solutions to (1.2) having the form (u,0), and, in addition, one arising from solutions to (1.2) having the form (0,v). It is natural to ask if these continua are linked together. Certainly, some linking in a neighborhood of (Xn, pm , 0,0) could be expected. However, the question we wish to address in this section is one that can give global as well as local information about the continua. Namely, suppose (X0,uQ) G Wn with uQ ^ 0 so that (2.5) has only the trivial solution and that ßm is the mth eigenvalue of (2.6). Suppose also that we restrict X -XQ and follow the continuum of solutions to (1.2) Wx emanating from (XQ,ßm,u9,0) in {XQ}xRx({y eCl[a,b]:y(a) = 0 = y(b)})2. We know from Section 2 that the solutions to (1.2) which emanate from (X0 , ßm , uQ , 0) have n -1 simple zeros in (a, b) for u and m -1 simple zeros in (a, b) for v . Moreover, we know that this nodal structure is maintained until u or v becomes zero. The question we wish to address is: does the continuum Wx contain a solution to ( 1.2) of the form (X0,ß,0,v) with v ^ 0 ? We know from Theorem 2.2 that either Wx is unbounded or there is (X0,Ji, h0,0) G Wx with ß / ßm . (It is important to note that (X0,ß,0,v) and (XQ,ß,u*,0), u / w0, are not "trivial solutions" in this setting. See the proof of [3, Theorem 2.1].) Moreover, we know from preservation of nodal structure that (X0,ß,u0,0) may not be a limit point in ^ of solutions to (1.2) of {n, m) nodal type. However, to answer the question in the affirmative we still need more information on Wx . The two principal additional pieces of information that we need are that W. cannot become unbounded unless ß becomes unbounded and that if ß does become unbounded, not both u and v can be nonzero.
We must now determine conditions on / and g which enable us to provide this additional information on *%>, . We begin with the following lemma. (ii) \b\ > k(ß) implies ß + g{a ,b) < 0 for all a G R.
Then if (X,ß,u,v) is a solution to (1.2), H«!^ < h(X) and WvW^ < k(ß).
Proof. The result follows from the maximum principle [7] . See also [6] .
If / and g satisfy (i) and (ii) of Lemma 3.1, then there is a continuous function M: R ->[0,oo) so that if (X,ß, u,v) is any solution of (1.2), then Nloo + ll^loo + Nloo + ll^lc* < ^(¿^) • Consequently, Wx can become unbounded only as ß becomes unbounded.
We now need to know that if ß becomes unbounded and {X0, ß, u, v) G §^ , then either u = 0 of v = 0. To this end, we make the additional assumptions on (1.2) that 
g{a,b) <0J
We have the following lemma. We may now prove the following result. There is of course an analogous result to Theorem 3.4 wherein the roles of the first and second equations in (1.2) are reversed provided the inequalities in (3.1) are also reversed. Moreover, we should note that condition (3. It is also evident that equality obtains in (3.1) and that (3.2) holds.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Since there are no solutions to (4.2) having n -1 simple zeros in (a, b) if A = an and since H«!^ < y^ for any solution, the only solutions to (4.2) with n -1 simple zeros in (a, b) for A sufficiently near an are those given by the Crandall-Rabinowitz theorem [8] . We know that these solutions can be expressed as (X(t),u(t)) with (4.6) u(t) = t(w + r(t)).
Here w satisfies 
