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1. Introducció 
1.1. Context 
Cada cop augmenta més l’ús dels smartphones tant a nivell particular com a nivell de empresa. 
Aquests son uns dispositius molt útils ja que son petits -i per tant molt fàcils de transportar- i a 
la vegada poden emmagatzemar documents i es poden connectar amb Internet molt fàcilment 
des de on sigui. Tenen una gran potència tot i les seves dimensions, i són molt manejables. 
Per això aquests dispositius estan començant a ser una eina de treball imprescindible a les 
empreses, a més d’una eina d´ús personal. 
El que per una part és una avantatge, per una d’altre és un perill. D’una banda, com s’ha 
esmentat, té potencial per executar moltes aplicacions de tot tipus i es pot connectar a 
Internet molt fàcilment, pel que a nivell d’empresa podem fer que els dispositius es connectin i 
interactuïn amb bases de dades amb informació important de l’empresa. Per una altra banda, 
són dispositius als que no se’ls pot instal·lar un antivirus. Els antivirus, per treballar 
correctament, necessiten tenir permisos que els SO (Sistemes Operatius) d’aquests dispositius 
avui per avui no donen, i a més consumirien massa CPU i bateria del dispositiu, disminuint molt 
el rendiment i l’autonomia de la bateria.  
Aquetes dos situacions fan que aquests dispositius tinguin accés a dades confidencials i no 
estiguin protegits, i per tant es poden produir fuites d’informació,  convertint-los en un blanc 
perfecte per als pirates informàtics. 
Donat que les empreses no es poden permetre aquest risc, però l’ús dels smartphones cada dia 
els hi es més essencial per a l’optimització del seu temps i els recursos, s’ha hagut de buscar 
una solució alternativa als ja coneguts antivirus. D’aquí sorgeix  aquest projecte, una idea 
innovadora en l’àmbit, que permetrà tenir la informació que passa per la xarxa mòbil protegida 
dins l’empresa sense que el rendiment dels dispositius es vegi afectat. 
1.2. Descripció 
Com s’ha comentat, els antivirus no són una opció per poder solucionar aquest problema, així 
que hi havia que cercar noves alternatives. 
Una opció era controlar totes les cridades de sistema que feia l’smartphone i analitzar-les, però 
ens trobàvem amb el mateix problema que amb els antivirus: podia disminuir molt el 
rendiment del dispositiu, i a més es necessiten permisos que els SO no donen a no ser que 
s’instal·li un SO modificat amb els permisos de root per defecte. Tenir els terminals de la 
empresa amb permisos de root és totalment impensable ja que això faria que perdessin la 
garantia d’aquests dispositius, que fossin més vulnerables i, a més, requeriria d’un temps extra 
per a configurar a cada dispositiu. Per tant aquesta opció quedava totalment descartada. 
La següent opció -i definitiva- va ésser controlar el tràfic que generava el dispositiu. Al cap i a la 
fi, les dades havien de sortir pel tràfic cap a Internet. 
Aquesta opció allibera el dispositiu d’haver de córrer un antivirus que empitjori el rendiment, i 
no necessita més permisos dels que el SO del dispositiu et dóna per defecte. 
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Per tant, el projecte consisteix, mitjançant el tràfic que generen els diferents dispositius, en 
aconseguir detectar tràfic maliciós i bloquejar-lo o avisar dels dispositius infectats. 
1.3. Objectius i abast 
El projecte pretén aconseguir, a partir de l’anàlisi de la xarxa mòbil, detectar si algun dispositiu 
està infectat per malware o una APT (Advanced persistent threat) i detectar el mal ús dels 
dispositius de l’empresa per part dels treballadors. Per aconseguir-ho ens plantegem els 
següents objectius: 
 Configurar adequadament un IDS (Intursion Detection System), que explicarem que és i 
com s’ha configurat a la secció 6.1 d’aquest mateix document, com Snort1 per a 
detectar amenaces ja conegudes en temps real. 
 Capturar tràfic útil que ens permeti, un cop analitzat i processat, identificar anomalies 
o patrons per poder identificar els dispositius afectats. 
 Trobar formes eficients i efectives de detectar anomalies i patrons de malware amb el 
tràfic capturat. 
 Analitzar què es considera un mal ús d’un dispositiu de l’empresa i detectar-lo. 
 Gestionar la informació obtinguda per mostrar-la per pantalla de forma clara i senzilla. 
Tots aquests objectius han d’estar dins els límits del pressupost i amb l’objectiu de treure un 
producte que poder vendre a les empreses. 
1.4. Estat de l’art 
Hem trobat diferents línies d’investigació sobre la detecció de malware mitjançant l’anàlisi del 
tràfic a la xarxa però ninguna específica per a tràfic generat per dispositius mòbils ni específica 
per a detectar les APT, que és el que ens interessa a nosaltres. Entre els articles que hem 
consultat per veure la situació actual d’aquest camp i començar a extreure idees podem 
destacar  l’article “Detection of web based Command & Control Channels”2 i l’article “Malware 
detection by behavioural sequential paterns”
4 
Les APT són malwares molt específics per una empresa o un objectiu en concret, per lo que 
son més difícils que detectar que els malwares normals i corrents. 
També hem trobat un producte similar, que analitza el tràfic de la xarxa per trobar malware, 
com el que du a terme Vodafone amb BAE Systems3 però ells ho fan a nivell de la xarxa global i 
de malware conegut, mentre que el nostre projecte està més enfocat a les xarxes d’empreses i 
a intentant detectar les APT com a principal objectiu. 
Finalment, per assegurar més que realment no hi hagués res tan específic, he consultat les 
bases de dades webofknowledge5 i altres bases de dades de revistes, articles i llibres per veure 
si trobava algun article que parlés d’algun estudi similar al que estem realitzant o similar al de 
Vodafone, però el que he trobat més rellevant són dos articles sobre seguretat mòbil, però res 
similar al que hem fet. 
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1.5. Motivació 
El projecte vol ser el futur dels antivirus mòbils i de la seguretat i el control dels dispositius 
mòbils de les empreses. 
Per una banda intentarem analitzar el tràfic que generin els dispositius a la xarxa per detectar 
anomalies i o patrons que puguem identificar com a maliciosos per detectar els dispositius 
infectats i avisar de la infecció o directament bloquejar el dispositiu. 
Al ser un projecte dirigit a treure un producte per a les empreses, també volem que es pugui 
controlar el mal ús dels dispositius, pel que, sense vulnerar la privacitat dels empleats, també 
volem que ens avisi si un treballador està accedint a pàgines o aplicacions que no deuria, com 
per exemple Facebook, Whatsapp, etc. Això donarà un valor afegit al producte amb una 





   
2. Planificació 
2.1. Planificació Inicial 
Podem distingir cinc tasques principals en la planificació inicial del projecte: el disseny de 
l’arquitectura general; la configuració, el disseny i la implementació dels components de la 
infraestructura; la generació del tràfic de mostra; la tasca relacionada amb els algoritmes de 
detecció d’anomalies; i la tasca de testing. 
Com podem veure al diagrama de Gantt, la tasca que du més feina és la relacionada amb els 
algoritmes de detecció d’anomalies, seguida de la segona tasca. 
A continuació comentaré com s’ha portat endavant aquesta planificació, els problemes que hi 
ha hagut i com han afectat a aquesta i finalment explicaré més detalladament en què 




   
2.2. Planificació Final 
Com en tot projecte, la planificació inicial és orientativa i sempre s’han de tenir en compte 
possibles problemes o canvis. En aquest cas, s’ha deixat un marge final per a poder allargar 
qualsevol tasca si fos necessari i s’ha donat molt temps al testing per a poder solucionar tots 
els possibles problemes. 
Per una banda hem tingut problemes amb la generació de tràfic de mostra, ja que es va 
muntar una xarxa Wi-Fi a l’empresa per a que es connectessin els mòbils i capturar tràfic 
normal, però no vam aconseguir tant tràfic com ens esperàvem. 
A part, necessitàvem tràfic mòbil infectat, i tampoc ha set fàcil trobar-ne. Finalment sí vam 
trobar una petita base de dades amb pcaps de tràfic mòbil infectat, però tot venia de mòbils 
amb SO Android, i a nosaltres ens interessava poder capturar també tràfic procedent de 
dispositius amb Windows Phone. El problema és que no hi ha malware per aquest SO encara, o 
n’hi ha molt poc. 
A part, vam infectar nosaltres mateixos alguns dispositius per generar tràfic i així tenir més 
mostres. 
Tot això ha fet que fins mitjans d’octubre no tinguéssim una mostra suficientment gran per fer 
totes les proves que volíem fer, però tot això ho hem pogut treballar en paral·lel a la feina que 
anàvem fent de les altres tasques. 
La segona tasca també s’ha endarrerit més del previst, però sense retardar el projecte. 
Aquesta tasca és en la que intervé la configuració de la màquina física, els  ajustaments de la 
base de dades i la configuració del mòdul IDS. Aquets tres elements s’han hagut d’anar 
modificant o actualitzant a mida que anàvem investigant i trobant nous mètodes de detecció i, 
encara que sí es va complir el termini per a la configuració inicial, desprès s’han hagut d’anar 
modificant i actualitzant elements que han fet que aquesta tasca hagi estat activa gairebé fins 
el final del projecte. 
En qualsevol cas, la tasca que sí ha retardat lleugerament, però sense posar en risc el 
compliment de la finalització d’aquest projecte, és la tasca relacionada amb els algoritmes de 
detecció d’anomalies. 
Bàsicament s’ha de tenir en compte que el projecte és d’investigació i desenvolupament, i 
encara que en un principi vam investigar i desprès ens vam posar a desenvolupar, vam veure 
que necessitàvem més potencial, i vam començar a alternar més investigació i, a la que 
trobàvem nous mètodes per millorar els algoritmes, els implementàvem. Aquest procés 
d’investigar i desenvolupar i tornar a investigar s’ha dut a terme fins a cinc cops. Així, cada cop 
que ho fèiem milloràvem els algoritmes i, com hi havia temps, la idea era fer-ho tants cops 
com fos possible fins el termini del temps per millorar tant com fos possible el projecte. A 
partir de novembre vam començar a fer testing paral·lelament amb el desenvolupament de les 
millores, i així podíem seguir millorant sense risc de que al final el projecte fallés. A finals de 
novembre es va deixar d’investigar i desenvolupar per ja només acabar de testejar que tot 
funcionés degudament. 
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A part, aquesta tasca s’ha “duplicat” ja que es va encarregar a una nova persona -que en un 
principi no anava a formar part del projecte- que fes la part de l’anàlisi basat en 
comportament. En incorporar una persona només per aquesta tasca, les altres feines s’han 
pogut continuar paral·lelament. 
Finalment també s’ha introduït una interfície gràfica per mostrar les alertes i les dades 
obtingudes de forma clara i senzilla. 
Així, podem dir que el diagrama de Gantt definitiu queda de la següent manera: 
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Cal aclarir que, encara que la part de Algoritmes clàssics mostri que s’ha fet una cosa darrere 
l’altre, als mesos d’octubre i novembre s’han fet les tres tasques de forma alternada, com s’ha 
explicat anteriorment. 
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2.3. Tasques 
A continuació explicaré en què consisteixen les tasques més destacades, per a la millor 
comprensió d’aquestes. 
2.3.1. Configuració, disseny i implementació dels components de la 
infraestructura 
Aquesta tasca és la que implementa la base del projecte. En aquesta part podem trobar les 
subtasques de configuració del IDS i totes les tasques de captura d’informació, tant de xarxa 
com d’esdeveniments. 
També intervé la configuració de la base de dades i de la màquina física. 
Com hem explicat anteriorment, a mesura que hem trobat noves formes de millorar la 
detecció d’anomalies i així optimitzar la funció del projecte, hem hagut d’anar fent 
modificacions a la màquina i a la base de dades. 
2.3.2. Generació de tràfic de mostra 
Aquesta tasca consistia en aconseguir tràfic provinent de dispositius mòbils infectats i normals 
per poder fer el classificador i poder testejar els algoritmes.  
S’han produït alguns problemes a l’hora d’aconseguir aquest tràfic ja que per Internet encara 
no hi ha gaires mostres específiques de tràfic mòbil. Hem hagut de crear el nostre propi tràfic 
amb l’ajuda de col·laboradors de la empresa que es van connectar amb els seus dispositius a 
una xarxa que vam instaurar específicament per a fer la mostra. També vam infectar alguns 
dispositius per generar tràfic infectat. Amb això, i algunes mostres que vam obtenir 
externament, hem aconseguit tenir suficients mostres per poder fer aquest primer prototip. 
2.3.3. Algoritmes de detecció d’anomalies 
En un primer pas es va definir quins factors intervindrien en la composició dels algoritmes. 
Finalment es va separar en dos tipus de detecció: la basada en el comportament de la xarxa i la 
basada en els paquets capturats. La segona d’aquestes dues tasques consisteix en diferents 
mòduls que van analitzant els paquets capturats fins i tot en temps real i analitzant-los amb els 
algoritmes creats per tal de determinar si es tracta de tràfic infectat o no. 
Com s’ha explicat anteriorment en aquesta tasca hem hagut d’anar alternant entre 
investigació i disseny a mesura que trobàvem noves formes d’optimitzar la detecció de tràfic 
infectat. 
2.4. Recursos 
Per fer la primera prova de concepte hem utilitzat un servidor amb una distribució Debian 
estable. 
Per filtrar el tràfic i generar alertes en temps real d’amenaces ja conegudes hem utilitzat el IDS 
Snort. 
Per emmagatzemar el tràfic capturat, els netflows, el Passive DNS i les alertes, hem utilitzat 
finalment PostgreSQL. En un principi vam començar a utilitzar MongoDB perquè pensàvem 
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que necessitaríem emmagatzemar dades binaries, però al final vam veure que no era necessari 
i, per qüestió de rendiment, ens vam decantar per utilitzar PostgreSQL. 
Pels algoritmes de detecció d’anomalies basats en el comportament s’empra R i Java, i pels 
demés algoritmes s’ha fet servir Python i Bash.  
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3. Metodologia de treball 
Donat que, com es pot observar en el diagrama de Gantt, hi ha tasques que es fan en paral·lel, 
ens hem repartit la feina. En el següent diagrama es pot veure qui ha fet cada tasca o subtasca. 
 
Marcat en vermell està el que ha fet el Dani, en verd l’Ignasi i en blau jo. 
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Com es pot observar, la tasca de generació de tràfic l’hem fet entre el Dani i jo. 
Donat que teníem una data per a finalitzar el projecte, ens vam adaptar a la planificació inicial, 
tenint en compte que disposàvem de marge per dedicar un poc més de temps a les tasques 
que ho requerissin o que, a mida que anàvem avançant amb elles, veiem que amb més 
dedicació podíem millorar considerablement en el projecte. 
Per tal de controlar els terminis i saber a què podíem dedicar més temps, s’han anat fent 
reunions de control cada dos setmanes aproximadament, on es discutia el progrés i l’estat 
actual del projecte. 
A l’hora d’implementar codi, sobretot quan ja teníem gran part del projecte fet i anàvem fent 
millores, la metodologia era primer investigar, seguidament fer la implementació i les proves a 
una màquina virtual, testejar que tot era correcte i funcionava sense afectar negativament a 
les altres parts del projecte i, un cop verificat que la nova part -o la nova millora- funcionava i 
no donava problemes, documentàvem el que s’havia fet. Finalment es passava al servidor que 
hem utilitzat per muntar el projecte, on novament es tornava a testejar que tot funcionés 
correctament. A més, per cada modificació es feia un fitxer de backup i es pujava a un sistema 
de control de versions (Git). 
D’aquesta forma ens asseguràvem que en ningun moment el projecte deixava de funcionar i, si 









   
4. Arquitectura 
En aquest apartat s’explicarà l’arquitectura del projecte i com s’agrupen i interactuen entre ells 
els diversos elements que conté. Així i tot, les explicacions més detallades de cada element les 
anirem trobant en els següents apartats. 
 
Com podem veure a l’esquema de l’arquitectura, el procés comença fent passar tant la 
comunicació com els esdeveniments d’un dispositiu mòbil pel nostre servidor virtual privat 
(VPS), i aquest divideix la informació en tres grups. 
Per una banda s’analitza paquet per paquet amb l’IDS snort. Aquest crea un fitxer .pcap amb 
totes les peticions i respostes de tràfic http i amb tot el tràfic DNS. A part, també passa els 
paquets pel seu propi processador en temps real per comparar-los amb les regles que el propi 
IDS té. 
Aquest .pcap que crea és llegit a mida que es va omplint per un script fet en Python anomenat 
TrafficDumper, i processa aquests paquets i els inclou a la base de dades en un format 
específic per desprès analitzar-los. Quan el fitxer arriba a 128MB es trunca i se’n crea un de 
nou. 
Les alertes que genera l’snort són processades pel RSyslog que, amb la configuració que li hem 
posat, envia les alertes a la base de dades amb un format adequat també. 
Per una altra banda, també capturem Netflows i amb un altre script també els introduïm a la 
base de dades amb un format específic. 
Finalment, els esdeveniments produïts pel dispositiu mòbil també son recollits i 
emmagatzemats a la base de dades. Aquest últim esdeveniment s’ha tret del projecte al final 
ja que estava pensat per a dispositius Android o iPhone, i el client per a qui s’ha fet el prototip 
empra Windows Phone. 
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A mida que es va omplint la base de dades, els scripts d’anàlisi van llegint i analitzant-les. 
Podem observar dos grups d’anàlisis diferents: els “semi-RealTime” i els d’anàlisi complex, que 
és el que funciona d’acord als algoritmes basats en el comportament. 
Aquests scripts passen els grups de dades per diferents algoritmes cercant possible tràfic 
infectat. 
Quan finalment troben algun paquet o algun flow amb alts indicis d’ésser tràfic maliciós, 
generen alertes amb la informació que han esbrinat, indicant quin o quins dispositius són els 
infectats, i guarda a la base de dades tota aquesta informació per a desprès poder extraure 
estadístiques i presentar tota la informació mitjançant la interfície gràfica. 
Com es pot observar, el propietari del dispositiu mòbil no es veurà afectat en cap  moment per 
tot aquest procés, i serà totalment transparent. 
Cal assegurar-se però, que només els programes tinguin accés a les bases de dades, i els 
administradors de l’eina només puguin accedir a la informació que doni la interfície gràfica, per 
tal de mantenir la privacitat de la informació que generin els treballadors. 
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5. Tecnologies i eines 
5.1. Base del projecte 
En aquest apartat explicaré quina tecnologia s’ha utilitzat per a implementar el projecte i per 
què hem utilitzat aquesta i no una altra. També aprofitaré per explicar els apartats en els que 
no he intervingut dins el projecte per a poder tenir una visió global d’aquest. 
Al servidor se li ha instal·lat una Debian estable perquè és un sistema operatiu molt estable, 
amb molt suport. També podem destacar que és un sistema lleuger i ràpid, que utilitza poca 
memòria. Pel fet d’ésser de distribució amb bagatge i tenir el codi font obert, el fa un sistema 
molt avaluat i segur. 
Per fer els scripts hem emprat principalment els llenguatges Python, Bash i R. 
Python és un llenguatge molt senzill i potent. Pel fet d’ésser un llenguatge interpretat i no 
dependre del compilador ni del sistema operatiu, podem executar els scripts en qualsevol 
màquina. A més, disposa de moltes llibreries útils. 
A part, utilitzem Pythonbrew, una eina que emula un entorn amb una versió de Python i que 
permet manejar-la lliurement. Això ens permetrà tenir una emulació per a cada mòdul, 
augmentant la seguretat i l’eficiència, donat que cada mòdul només tindrà instal·lades les 
llibreries necessàries. 
R s’ha utilitzat per a fer els algoritmes de detecció d’anomalies basades en comportament. És 
un llenguatge molt utilitzat a la investigació, donat que integra moltes eines estadístiques i 
gràfiques. A més, dóna la possibilitat d’executar el seu codi des de llenguatges de programació 
interpretats com Perl i Python. 
A continuació s’explicarà com funciona la captura de NetFlows i la part dels algoritmes de 
detecció de comportaments anòmals de la xarxa basats en el comportament. 
 
5.2. Captura dels NetFlows 
Per començar, s’ha instal·lat el Softflowd que és un analitzador del tràfic de xarxa capaç de 
recollir els netflows de la xarxa de la interfície que escolta. Per tal de poder emmagatzemar 
aquestes dades utilitzem l’eina Nfdump, que recull i processa les dades recollides pel Softflowd 
i les emmagatzema a un fitxer. Un cop les dades són al fitxer, el següent pas és passar-les a la 
base de dades. Per això s’ha creat un script en Python que recull la informació d’aquests fitxers 
i va guardant els flows a la base de dades. Aquests flows són els que analitzarà el mòdul de 




   
5.3. Detecció d’anomalies basades en el comportament de la 
xarxa. 
Per començar s’ha d’entendre què és una anomalia i com la detectem. 
Considerem que una anomalia és qualsevol comportament que difereixi significativament del 
comportament habitual de la nostra xarxa. El problema és definir correctament aquest model 
de normalitat. 
Per tal de detectar aquestes anomalies utilitzarem el mètode PCA (Principal Component 
Analysis) que generarà un model que captura la major part de la variància d’un conjunt. Les 
anomalies no quadraran amb la tendència global i violaran aquest model. Per definir el model 
s’ha de decidir quines mètriques es volen fer servir. 
Per a crear el model ens hem ajudat del paper “Diagnosing network-wide traffic anomalies”6. 
Les avantatges d’aquest mètode són que permetrà detectar anomalies conegudes i 
desconegudes. És una solució molt potent per a detectar canvis en el comportament de la 
xarxa, com per exemple entropies en els ports origen/destí, si es fa un escaneig de ports, 
entropies d’IP origen/destí, dimensió mitja dels fluxos, nombre de fluxos, etc. Bàsicament 
qualsevol mètrica que es consideri apropiada. 
Per aconseguir implementar aquest mòdul s’han plantejat tres objectius o fases a seguir: 
analitzar com construir el model de tràfic normal amb dades reals, testejar l’algoritme amb el 
model de normalitat creat, i analitzar les anomalies detectades i calibrar de nou el model 
adequadament si fos necessari. 
Per dur a terme tots aquests passos s’han utilitzat traces de tràfic públiques anonimitzades i 
sense payload, enllaços entre Japó i Estats Units (150Mbps), etiquetes amb anomalies de xarxa 
detectades i una mostra de 15min de tràfic diari des de 2001 fins a 2011(http://www.fukuda-
lab.org/mawilab/)7 
El primer pas ha estat eliminar les anomalies etiquetades per a “descobrir” el tràfic normal: 
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Un cop s’ha aconseguit el tràfic “normal”, s’han definit les mètriques utilitzades. Aquestes 
finalment han estat: 
 nombre de fluxos. 
 nombre de paquets. 
 nombre de bytes. 
 nombre de les IP origen i destí. 
 nombre de ports origen i destí. 
 entropia de les IP origen i destí. 
 entropia de ports origen i destí. 
Un cop aplicats els algoritmes, podem veure a continuació una mostra dels resultats obtinguts. 
En la següent imatge podem distingir les sèries temporals de les diferents mètriques i les 
anomalies marcades amb un punt vermell: 
 
Podem veure com, efectivament, el mètode detecta correctament anomalies a la xarxa. 
En futures millores del sistema es pretén classificar les anomalies un cop detectades, i generar 
models de comportament per a cada usuari, donat que ara el model és per a tota la xarxa. Si es 
crea un model per usuari, obtindrem resultats més precisos. 
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6. Disseny i Implementació 
Un cop s’ha explicat en què consisteix el projecte, com s’ha dut a terme, l’arquitectura 
d’aquest i el seu funcionament, és hora d’entrar en detall. 
Aquesta secció explicarà amb cura com s’ha dividit el projecte, i cadascuna de les parts que 
conté i en les que s’ha treballat. En els aparts que es consideri necessari per la seva rellevància, 
també es farà una petita descripció de quina ha estat la seva evolució i per què s’ha acabat 
elegint la solució que s’ha portat a terme finalment. D’aquesta forma serà més fàcil 
comprendre com s’ha arribat a la solució final, i per què s’ha optat per aquesta en comptes 
d’altres aparentment més evidents. 
Per tal de fer el projecte escalable i fàcil d’entendre i modificar, s’ha dividit cada funcionalitat 
en blocs diferents. A continuació s’explicarà cada bloc en detall ordenadament, és a dir, primer 
el bloc que recull les dades, desprès el que les prepara, seguidament el que les analitza i 
finalment explicarem altres factors que intervenen també en tot aquests procés i en el 
projecte. 
6.1. IDS (Snort) 
Per tal de capturar el tràfic i de detectar malware conegut en temps real, vam decidir utilitzar 
un IDS. L’avantatge d’utilitzar un IDS respecte a capturar el tràfic nosaltres mateixos és que els 
IDS que hi ha estan molt optimitzats, permeten molta flexibilitat i tenen moltes funcions: ens 
permeten detectar malware conegut i altres tipus de paquets amb les regles que nosaltres 
creem en temps real, alhora que anem capturant el tràfic que ens interessa i a més, són de 
codi obert i gratuïts. 
Vam provar el suricata, el Bro i l’snort i finalment ens vam decidir per l’Snort, ja que va ser el 
que més s’adaptava a les nostres necessitats. 
Snort, com a IDS que és, és un sniffer de paquets i alhora un detector d’intrusos basat en la 
xarxa mitjançant la comparació amb les regles que s’hi configuren. Dóna l’opció 
d’emmagatzemar els logs del tràfic capturat tant en arxius de text com en MySQL. També 
disposa de programes de tercers per a mostrar els informes en temps real (ACID) i per a 
transformar les dades obtingudes, com per exemple barnyard26, del que parlarem més 
endavant. Aquests programes de tercers no els utilitzem al servidor final, però si ens han anat 
bé per tal de fer proves en un primer moment i adaptar correctament la configuració. 
Snort utilitza les biblioteques estàndard de libcap i tcpdump com a registre de paquets en el 
fons. Cal destacar el subsistema flexible de firmes d’atac. Té una base de dades d’atacs que 
s’actualitza contínuament i que es poden actualitzar a la nostra màquina a través d’Internet, 
més endavant explicarem com. A més, dóna l’opció de que creïs les teves pròpies regles i 
firmes, que pots compartir amb la comunitat d’Snort. Aquesta característica el fa un dels IDS 




   
6.1.1. Configuració 
La configuració d’Snort no va ser relativa. Permet molta flexibilitat i moltes opcions, i això fa 
que per optimitzar-la o per agafar l’opció correcta s’hagin de fer varies proves i estudiar el 
conjunt d’opcions que en resulta. 
El principal repte ha estat elegir de quina forma emmagatzemaríem les dades. Per una banda 
podíem emmagatzemar-les directament a una base de dades MySQL, però com s’explicarà 
més endavant, MySQL no ens servia pels nostres requisits. Per tant, les opcions estaven entre 
guardar les dades en un fitxer en format unified2 o guardar-les en format .pcap. 
El format unified2 es molt ràpid a l’hora de desar-ho i ens vam decantar per aquest en un 
principi. Un cop configurat, quan es va començar a processar el fitxer, ens vam adonar que 
tenia bastants inconvenients i que ens dificultava molt el bolcat de les dades a la base de 
dades, més endavant entrarem més en detall en aquest tema. 
Finalment ens vam decantar per guardar les dades en fitxers en formar .pcap, que és un 
format més popular i antic, i per tant amb més documentació i material per treballar amb ell. 
Havent instal·lat l’Snort amb la configuració i els directoris per defecte des de repositori 
(aptitude install snort) podem editar la configuració al fitxer /etc/snort/snort.conf. A partir 
d’ara, quan ens referim  a l’edició de la configuració de l’Snort ens referirem a l’edició d’aquest 
document. 
Les regles de l’Snort poden ser Logs o Alerts. Les Alerts llancen alertes (avisos) quan troben 
paquets que coincideixen amb les premisses de la regla, i les regles Logs només guarden els 
paquets que coincideixen amb la seva regla, sense donar cap avís. 
La idea és que doni alertes per les amenaces ja conegudes, i que desi els paquets DNS i HTTP. 
Un cop configurades les regles, de les que parlarem amb més detall al següent apartat, passem 
a configurar l’Snort per a que les interpreti com nosaltres volem. 
A continuació, expliquem les cinc variables principals que s’han de configurar al fitxer de 
configuració de l’Snort corresponents amb l’emmagatzematge dels logs i les alertes. 
Primer de tot hem de configurar el directori on es guardaran els fitxers .pcap. Per això definim 
aquest directori a la variable “config logdir”. En el nostre cas:  config logdir: /var/log/snort/ 
A continuació definim les actuacions que haurà de dur a terme Snort quan trobi una alerta o 
un log. Com hem comentat, Snort dóna moltes accions a prendre diferents. Nosaltres optem 
per tirar les alertes al syslog per el local5 i guardar els logs en format .pcap com s’ha explicat 
anteriorment. Per això hem de descomentar i modificar les variables output “alert_syslog” i 
“output log_tcpdump”. Quedant per tant de la següent forma: 
output alert_syslog: LOG_LOCAL5 LOG_INFO  
output log_tcpdump: snort.pcap 
D’aquesta manera les alertes aniran pel syslog pel local5 guardant la informació de l’alerta i els 
logs es guardaran a /var/log/snort/snort.pcap.timestamp on timestamp serà el moment en 
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format unix timestamp en el que s’ha creat el fitxer. Per defecte, aquest fitxer es truncarà quan 
arribi als 128MB de grandària. 
Finalment hem d’assegurar-nos que les següents línies estan descomentades: 




Snort té una base de dades que s’actualitza contínuament gracies a que permet que els usuaris 
creïn noves regles i les puguin compartir amb la comunitat Snort. Aquestes regles estan 
numerades i identificades per la firma i la versió, i estan separades per diferents fitxers segons 
el tipus d’alertes que siguin. Això ens dóna la flexibilitat de poder començar amb unes regles 
que sabem que detecten malware ja existent, i que a més podem posar i treure amb molta 
facilitat, comentant o descomentat la línia del fitxer de les regles al fitxer de configuració de 
l’Snort. 
A més de les regles que ja ens dóna la pròpia comunitat de l’Snort, hi ha altres comunitats que 
han creat els seus propis grups de regles. Una de les més conegudes i populars són les regles 
de “Emerging Threats”7. Es poden descarregar des del següent enllaç:  
http://rules.emergingthreats.net/open/snort-2.9.0/emerging.rules.tar.gz 
Emerging Threats és una organització de recerca de ciberseguretat que té diverses eines de 
ciberseguretat, i disposa aquestes regles que ofereix de forma gratuïta, pel qual també les 
utilitzem. 
Per poder emprar aquestes regles vam descarregar-les des del link anteriorment proporcionat, 
i descomprimir-les al directori de les regles de l’Snort que està a /etc/snort/Rules. 
Entre les regles trobarem el fitxer emerging.conf, on podrem comentar i descomentar les 
regles que no ens interessin. 
Per a que Snort també miri les regles d’Emerging Threats el que s’ha de fer és editar el fitxer 
de configuració de l’Snort i incloure-hi el fitxer de configuració de les Emerging Threats com 
una regla més: include $RULE_PATH/emerging.conf 
$RULE_PATH és una variable del fitxer de configuració ja predefinida que apunta al directori de 
regles de l’Snort, i on hem desat les regles d’Emerging Threats. 
Per no sobrecarregar el sistema amb la comparació de regles que no ens són útils ni ens 
interessen pel nostre propòsit, seleccionem les que realment detectem que ens poden anar 
bé. Per això es va analitzar cada fitxer amb la tipologia de les regles que contenien, i finalment 





   









Com podem veure, les regles d’Emerging Threats podem distingir-les perquè el fitxer comença 
amb emerging-. 
Ens hem centrat en les regles que tenen que veure amb dispositius mòbils i atacs que creiem 
importants a detectar ràpidament, i que tenen a veure amb les formes d’actuar dels APT. 
Com ja s’ha explicat, Snort també et permet incorporar les teves pròpies regles. Aquestes 
solen anar al fitxer local.rules, que també hem inclòs dins el grup de regles a analitzar. A 
aquest fitxer hem aprofitat per posar-hi les regles que aprofitarem per loguejar els paquets 
DNS i HTTP.  Són quatre regles molt senzilles: 
log udp any any <> any 53 (msg:"DNS log packet"; sid:1000002;rev:1;) 
log tcp any any <> any any (msg:"HTTP matched"; content:"HTTP"; nocase; 
depth: 4; sid:1000003;rev:1;)  
log tcp any any <> any any (msg:"GET matched"; content:"GET "; nocase; depth: 
4; sid:1000004;rev:1;)  
log tcp any any <> any any (msg:"POST matched"; content:"POST"; nocase; 
depth: 4; sid:1000005;rev:1;) 
A diferencia de les regles de l’Snort i les d’Emerging Threats, que comencen totes amb Alert, 
aquestes comencen amb log, ja que només ens interessa guardar aquests paquets, però no 
ens ha de donar cap tipus d’avís. 
El primer paràmetre de la regla és detallar si ha de generar una alerta o només loguejar el 
paquet. El segon és el protocol del paquet, que només pot ser udp, tcp o icmp. Seguidament 
s’indiquen les IP i els ports amb la direcció de la comunicació (<-, -> o <> que vol dir 
bidireccional). En el nostre sabem que DNS treballa per UDP amb el port 53, però fem la regla 
bidireccional perquè volem les peticions i les respostes. En el cas dels paquets HTTP, és un poc 
més complicat ja que la informació pot anar per qualsevol port, però sí sabem que ha d’anar 
pel protocol TCP. Per això, agafem els paquets TCP i analitzem si dins els primers 4 bytes del 
paquet trobem “HTTP”, “GET “ o “POST”. Això ho fem emprant els paràmetres content i depth, 
que són regles més específiques de la regla que s’afegirà desprès de les IP i ports entre 
parèntesis. 
El sid és la firma de la regla. Snort determina que les firmes pròpies han de tenir un sid per 
sobre de 1.000.000, i per això totes comencen a partir d’aquest número, i no es poden repetir. 
L’últim paràmetre indica que és la primera revisió de la regla. 
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Finalment podem observar el paràmetre msg, que simplement és la descripció de la regla. 
A part de les regles de detecció d’Intrusos i les del login dels paquets, també s’han introduït 
unes altres regles per a detectar l’ús de programa WhatsApp en el dispositiu. 
WhatsApp utilitza un clúster de servidors per establir les comunicacions. Com hem detectat 
que aquests servidors van canviant de nom i possiblement d’IP, ens hem decantat per generar 
unes regles dinàmicament programant un script en Python que analitzi els possibles noms del 
servidors de WhatsApp, faci una petició DNS a aquests i generi regles d’Snort detectant les IP 
que retorni. 
 
Com podem veure, tenim un comptador que comença en 1.000.010 que serà la firma de la 
regla generada, i per tant s’incrementarà en un per cada regla generada. 
Un dels clústers de WhatsApp sabem que fa servir noms de domini del tipus 
mmsXXX.whatsapp.net, on XXX és un nombre entre 800 i 999, pel que recorrem totes les 
opcions fent peticions DNS de tipus A, i quan retorna una resposta, generem una regla per 
cada IP. Fem el mateix per als diferents tipus de clústers que tenim detectats, i redirigim la 
sortida a un fitxer anomenat whatsapp.rules que copiem, i al directori de regles de l’Snort. 
Com amb les altres regles, afegim aquest grup de regles al fitxer de configuració de l’Snort. 
Aquesta solució es més ràpida i eficient que anar comprovant les peticions DNS un cop 
emmagatzemades i comparar strings, però s’ha d’anar revisant cada cert temps que no hagin 
canviat per complet els clústers. 
 
6.1.3. Rsyslog 
Com s’ha vist anteriorment a l’apartat de la configuració, les alertes que detecta Snort les 
envia a Syslog, però d’aquí les hem d’adaptar i passar a la taula d’alertes on s’emmagatzemen 
totes les altres alertes, per tal de tenir-les totes a una mateixa taula i només haver d’analitzar 
aquella taula a l’hora de treure estadístiques i que el sistema sigui coherent. 
Per tal d’aconseguir això, instal·lem Rsyslog, que és un programa per a UNIX que implementa 
el protocol bàsic de syslog però amb configuracions més flexibles, que ens serviran per la 
nostra necessitat. 
Donat que necessitàvem passar les alertes a una taula d’una base de dades de Postgres, el 
primer que vam que fer és instal·lar el programa amb les llibreries específiques de Postgres: 
aptitude install rsyslog-pgsql. Durant la instal·lació vam haver de configurar manualment la 
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base de dades per a que les taules que usa Rsyslog es creessin a la nostra base de dades i no a 
una pròpia del Rsyslog. 
Un cop instal·lat l’Rsyslog, vam configurar-ho per a que detectés les alertes que llançava l’Snort 
i les emmagatzemés a la base de dades. Per això ens vam dirigir al fitxer de configuració que es 
troba a /etc/rsyslog.d/pgsql.conf i vàrem editar les següents línies: 
$WorkDirectory /var/spool/rsyslog  
$ActionQueueType LinkedList LinkedList 
$ActionQueueFileName dbq 




El paràmetre WorkDirectory és el directori on es guardaran els fitxers temporals. 
L’opció de LinkedList a ActionQueueType és per fer una copia de text temporal que serviria de 
còpia de seguretat en cas que la base de dades fallés.  
El paràmetre més important es l’últim, ja que defineix que tot el que arribi per local5 -que es 
per on enviem totes les alertes que genera l’Snort, com s’ha comentat anteriorment- ho envií a 
la base de dades que correspon als paràmetres introduïts. 
Els altres paràmetres són més paràmetres de configuració que ja venen per defecte i que no 
s’han tocat, però que es necessiten per a que funcioni correctament. 
D’aquesta manera totes les alertes generades per l’Snort aniran a parar a les taules pròpies del 
Rsyslog. 
Més endavant explicarem com passem aquestes alertes a la taula d’alertes final. 
 
6.2. TrafficDumper 
En aquest apartat s’explicarà com emmagatzemem els paquets capturats i guardats al fitxer 
.pcap a la base de dades. Durant l’explicació veurem que es podia fer de diverses formes i 
entendrem per què finalment s’ha optat per la que s’ha dut a terme. 
Com s’ha explicat en l’anterior apartat, teníem diverses maneres per guardar els paquets 
capturats per l’Snort. Entre les diverses maneres, cabia passar-ho directament a una base de 
dades MySQL, però MySQL no tenia suficient precisió pel que nosaltres necessitàvem, motiu 
que ens va fer descartar-ho de primeres. 
La següent opció va ser emprar una de les eines de la comunitat Snort que té gran reputació i 
serveix precisament per a passar les dades d’un fitxer a una base de dades. Estem parlant de 
Barnyard2 (http://www.snort.org/snort-downloads/additional-downloads#barnyard2). 
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Barnyard2 permet passar fitxers en format Unified2 a una base de dades MySQL o Postgres de 
forma molt eficient. Segons vam veure, és la forma més ràpida per passar els paquets a una 
base de dades. 
Un cop descarregat i instal·lat amb la configuració per utilitzar Postgres, es va configurar 
l’Snort per a que guardés els paquets en fitxers de format Unified2, i a continuació es va 
configurar Barnyard2 per a que agafés d’entrada aquests fitxers i els passés a una base de 
dades prèviament configurada. Un cop tot preparat i ben configurat, ens vam adonar que 
Barnyard2 no podia llegir els logs i que només passava les alertes a la base de dades, pel que 
no ens servia. 
Desprès d’aquest contratemps, i veient que no hi havia ninguna altra solució existent per 
aquesta tasca, vam decidir fer nosaltres l’Script en el llenguatge Python per passar les dades 
del fitxer a la base de dades. 
Com ja teníem l’Snort configurat per a que guardés els paquets en el fitxer en format Unified2, 
vam començar l’Script fent que interpretés aquest format, però degut a la poca informació i a 
que els resultats que estàvem obtenint no ens semblaven convincents, vam decantar-nos per 
guardar els fitxers en el format .pcap, molt més conegut i més documentat, i interpretar 
aquests fitxers. 
En aquest punt del projecte encara no teníem clar quins algoritmes i quina part de les dades 
utilitzaríem per a detectar el malware, pel que en un principi vam pensar que les dades dels 
paquets HTTP ens podrien servir, i vam intentar capturar tot el paquet. 
Això ens va aportar bastants mals de cap, donat que les dades de HTTP poden ser binaries, i 
descodificar-les i guardar-les correctament a la base de dades ens ocasionava molts 
problemes. A més, no tot cabia en un paquet i s’havien d’adjuntar diversos paquets. Vam 
veure que per fer això ens podia ser molt útil utilitzar la base de dades mongoDB, que ens 
donava molta facilitat a l’hora d’emmagatzemar dades binaries i d’unir els diferents paquets, 
pel que vam instal·lar aquesta base de dades, que és del tipus NonSQL, i vam fer les proves 
pertinents. Els resultats en un principi pareixien positius, però més endavant ens vam adonar 
que desprès a l’hora de fer certes consultes, sobre tot si havíem de fer consultes molt 
específiques i adjuntant dos col·leccions diferents, es complicava i no era eficient. Per aquest 
fet, i que finalment vam decidir no utilitzar les dades dels paquets HTTP, ja que suposaven un 
cost massa elevat -tant d’espai com de temps de processament-, vam decidir deixar l’opció de 
emmagatzemar-ho en una base de dades mongoDB, però per defecte utilitzarem Postgres. 
L’script TrafficDumper consta de dos fitxers, l’script en sí, trafficdumper.py i un fitxer XML amb 
variables de configuració. El fitxer de configuració permet editar paràmetres com la localització 
dels fitxers que ha de llegir, el tipus de base de dades que s’utilitzarà (mongoDB o postgres), el 
temps d’espera entre consultes, etc. 
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Per llegir aquest fitxer utilitzem la llibreria xml de Python i l’script començarà carregant tota 
aquesta informació i les demés configuracions necessàries per al correcte funcionament 
d’aquest. 
A continuació podem veure el diagrama del flux d’aquest script. 
 
 
Un cop llegida la configuració comença el bucle infinit que comprova si hi ha arxius .pcap per 
introduir a la BdD. En un principi s’esperava a que Snort acabés d’omplir un fitxer per 
començar a introduir-ho a la base de dades, però al final vam decidir anar introduint-los a mida 
que s’anaven omplint, per això es mira la quantitat de .pcap que trobem. 
Si no hi ha cap fitxer, directament esperem una estona i tornem a mirar. En el cas de que si hi 
hagi fitxers, com és habitual, mirem si n’hi ha més d’un. En cas de que només n’hi hagi un, 
directament el processarem, però si n’hi ha més d’un vol dir que el fitxer que estàvem mirant 
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anteriorment ja s’ha omplert i poden passar dos coses: que ja haguem llegit totes les dades 
d’aquell fitxer o que encara quedin dades que no haguem llegit. Això ho sabrem mitjançant la 
mida d’aquest. Cada cop agafem un fitxer agafem la seva mida i la guardem, i quan estem en 
aquest cas comparem les mides. Si la mida és igual a l’anterior vol dir que ja hem llegit totes les 
dades, i per tant podem moure aquest fitxer a la carpeta de fitxers ja processats, i començar a 
processar el fitxer nou. En cas de que el fitxer hagi crescut, agafarem aquest fitxer. 
Per tal de no processar els paquets per duplicat, creem un fitxer anomenat “control” que 
indica per quin paquet anem. 
Un cop passats tots els paquets que ja s’han processat, si n’hi havia, comencem a processar els 
paquets nous. 
Com s’ha vist anteriorment, només hem guardat els paquets dels protocols DNS i HTTP, així 
que el primer pas és saber de quin tipus de paquet es tracta. 
Per a llegir i descodificar els paquets usarem la llibreria dpkt de Python. Així que primer 
comprovem si el paquet és TCP o UDP, i seguidament si podem descodificar-lo correctament. 
De no ser així passarem al següent paquet. 
Si el paquet es TCP, descodificarem els flags del paquet i la capçalera, i ho introduirem a la 
base de dades. La llibreria que hem utilitzat per fer totes les gestions amb la base de dades és 
psycopg2 per Postgres i pymongo per mongoDB. La informació que guardem s’explicarà amb 
detall a l’apartat de la base de dades. 
Un cop introduït el paquet, agafem el següent o esperem un temps determinat si aquest era 
l’últim. 
En el cas dels paquets DNS pot succeir que no ens retorni una resposta, i això ens interessa 
guardar-ho. Així que primer de tot mirem si el camp answer és buit, i si és així, posem el flag 
dnshit a 0, que vol dir que la petició no ha retornat resposta. 
En el cas que sí retorni la resposta, que és habitual, descodificarem aquesta i mantindrem el 
flag dnshit a 1. Seguidament, en ambdós casos introduirem les dades a la base de dades i 
seguirem amb el procés. 
Cada cop que processem un paquet actualitzarem el fitxer de control per -en cas de fallida de 
la màquina- poder continuar exactament per on anàvem sense repetir ni deixar-nos cap 
paquet en encendre la màquina de nou. 
 
6.3. Analyzer 
Aquest apartat està dedicat a l’Analyzer, que és la part encarregada d’analitzar els paquets 
individualment i en conjunt amb altres, i d’aplicar algoritmes i comparacions per a determinar 
si es tracta de tràfic infectat. 
1. L’Analyzer està fet en llenguatge Python i consta principalment de 3 parts. El main, que 
és el que s’executa i porta el flow de les accions, el gen, que conté un conjunt de 
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funcions d’ús freqüent en la resta d’scripts, i el que serien els mòduls de detecció, que 
explicarem amb més detall a continuació. Per a la creació dels mòduls ens hem ajudat 
d’articles i tesis com “Detecting APT Activity with Network Traffic Analysis”10, “Inspecting DNS 
Flow Tracffic for Purposes of Botnet Detection”
11
 i alguna més específica com “Learning to Detect 
Malicious URL”12. 
A part dels scripts, tenim un arxiu XML de configuració on hi haurà -a part d’un parell de 
paràmetres per a l’execució del programa- la llista dels diferents mòduls que s’executaran amb 
els seus respectius paràmetres. A més, els mòduls poden ser síncrons o asíncrons (Threaded), 
cosa que indicarem també al XML de configuració. 
Aquí tenim un exemple del XML de configuració: 
<config> 
        <general> 
                <sleep_time>20</sleep_time> 
                <minScore>***</minScore>  
                <database type="postgresql" host="localhost" user= . . . /> 
                <active_modules> 
                        <module modulename="IpGeoAnalizer" enabled="1" /> 
                        <module modulename="HostBlacklist" enabled="1" /> 
. . . 
                        <module modulename="DomainAge" enabled="1" threaded="1" /> 
                </active_modules> 
        </general> 
        <modules_config> 
                <module name="IpGeoAnalizer"> 
                        <paths geoip="$PATH/GeoIP.dat"/> 
                </module> 
. . . 
                <module name="ReputationGoogleSafeBrowsing"> 
                        <param key="frhgfjyughse5y5y56e7r5sthsr6hu"/> 
                </module> 
. . . 
                        </modules_config> 
</config> 
 Com podem veure, a “active_modules” tenim els mòduls que estan activats i a 
“modules_config” les seves configuracions. Cada mòdul és un script individual amb la següent 
estructura determinada: 
from Include.ModuleGen import *  
class ModuleModuleName(ModuleGen):  
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        def init(self): 
                return 0 
        def process(self, trafficLog): 
                return 0 
        def postProcess(self): 
                return 0 
 
Com s’ha explicat al principi d’aquest apartat, el main és el que s’executa, i un cop carregada la 
configuració principal, carrega les configuracions inicials i les dades que s’utilitzaran 
freqüentment de cada mòdul.  Això ho fa executant la funció Init de cada mòdul. 
Un cop executats tots els Init, es comencen a executar els mòduls Threaded. Un cop que estan 
els threats corrent, comença un bucle en el que es va agafant la llista dels últims paquets no 
processats, els quals va processant un per un. Cada paquet passa per tots els mòduls asíncrons 
i en finalitzar mira la puntuació final. Si aquesta és superior a X, es considera que aquest 
paquet és d’una connexió infectada i es genera una alerta. 
A continuació podem veure gràficament aquest flux: 
 
6.3.1. Mòduls síncrons (Score) 
Els mòduls síncrons, o també anomenats mòduls d’Score, són un seguit de mòduls que 
analitzen diversos paràmetres de cada paquet, aplicant algoritmes i establint comparacions 
amb altres dades. Segons el resultat de l’algorisme dóna un cert score (puntuació). Quan el 
paquet ha passat per tots els mòduls, es fa una mitja aritmètica de tots els resultats que ha 
retornat, i si supera un score màxim es genera l’alerta. La idea de fer aquests tipus de mòduls 




A continuació passem a explicar cada mòdul: 
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Mòdul IpGeoAnalizer 
Aquest mòdul, com es pot suposar pel seu nom, es basa en la geolocalització del servidor 
mitjançant la seva IP. 
Per fer aquest mòdul ens hem ajudat de la llibreria pygeoip de Python, que utilitza una base de 
dades proporcionada per maxmin14 que, donada una IP, retorna diversa informació, com per 
exemple la localitat del servidor al que apunta aquesta. El procés de carrega d’aquesta base de 
dades es fa a la funció “init” del mòdul. 
Un detall curiós sobre aquesta llibreria és que permet diverses maneres de carregar la base de 
dades del GeoIP, sense cap paràmetre, com a “memory_cache” i com a “mmap_cache”. Per 
fer-ho de la forma més eficient, vam realitzar diverses proves amb cada configuració, i es va 
determinar que la configuració més ràpida i òptima era “memory_cache”. Els resultats 
d’aquest estudi es poden observar a l’Annex, a l’apartat Proves/GeoIP. 
A l’hora de processar els paquets, els divideix en peticions HTTP (GET i POST) i en paquets DNS. 
És important que els paquets HTTP siguin peticions i no respostes, perquè el que agafem és la 
IP destí i es passa per la funció de geolocalització. Segons el país que ens retorni ja sumem un 
cert score. Per exemple, si és Rússia retorna més score que si és França. 
Seguidament es cerca el paràmetre host de la capçalera HTTP i s’agafa el TLD (Top Level 
Domain). Si aquest és d’algun país, es compara amb el país que ha retornat la funció de 
geolocalització de la IP del paquet, i si no coincideixen (per exemple, el servidor està a Canadà 
però el TLD és .es) s’afegeix un score més al score retornat per la localitat de la IP. 
Si el paquet és DNS, el TLD l’agafem del hostname de la petició, i mirem totes les IP que retorni 
la petició, agafant la que retorni una puntuació més alta de la suma de les dues comparacions. 
Un cop tenim l’score final, el retornem. 
Cal comentar que, per tal de saber si un TLD pertany a un país i no és un .com, o un dels nous 
dominis que s’estan creant en els darrers temps, s’ha creat una taula a la base de dades amb 
tots els codis, el nom del país i la puntuació d’aquest país. D’aquí extraiem a més l’score 
pertanyent a cada país. 
Aquests scores els hem donat a partir d’articles i estudis que parlen de la distribució del 
malware arreu del món, i amb estudis propis com el que podem veure a l’Annex, dins l’apartat 
proves/Països amb malware. 
Mòduls HostBlacklist 
El mòdul HostBlacklist compara les consultes DNS amb una llista de hostnames que hem creat 
a partir de diverses blacklists distribuïdes per Internet i que s’actualitzen a diari. 
Un cop tenim el domainname, fem una consulta a la base de dades per veure si el trobem. En 
cas que aparegui, veiem de quina blacklist s’ha extret i se li dóna la puntuació corresponent en 
base a la llista. Cada llista té un score diferent segons el nivell de precisió que hem trobat. 
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Mòdul HostAnalyzer 
Com indica el nom, aquest mòdul analitza el paràmetre host dels paquets HTTP. 
A l’Init carreguem diversos paràmetres que ens serviran a l’hora de fer les diverses 
comparacions que més endavant explicarem. També carreguem un seguit de strings d’una 
taula anomenada gooddomains,  i una altra llista d’strings de TLD que poden tenir doble TLD 
(.com.es). 
Un cop començat a processar, agafem el paràmetre Host de la capçalera i fem quatre 
comparacions. 
Primer mirem que el paràmetre host existeixi i no estigui buit. En cas contrari retornem un 
score. Si existeix i no és buit, mirem que no sigui una IP. En cas contrari mirem si té un cert 
percentatge de nombres (per exemple: url3423423423423.com) i, finalment, se li passa un 
algorisme “dga detector”, algorisme extret a partir del paper “Detecting Algorithmically 
Generated Malicious Domain Names”13, que serveix per a identificar URL creades 
aleatòriament. 
Aquest algorisme compara el domainname que se li passa amb el llistat de domainnames que 
hem carregat anteriorment de la taula gooddomains, i retorna el percentatge de similitud amb 
el domainname que més s’assembla. Si aquest percentatge és molt baix, es determina que és 
un domainname creat aleatòriament. 
Mòduls UserAgent 
Aquest mòdul esta basat en la comparació dels UserAgents de les capçaleres HTTP. En aquest 
cas comptarem amb una blacklist d’UserAgents que solen tenir els paquets de tràfic maligne, 
però també amb una whitelist creada a partir dels UserAgents capturats en una mostra gran de 
tràfic bo. 
Per tant, carreguem les dues llistes a la funció Init i després simplement mirem si l’UserAgent 
del paquet a processar es troba a la whitelist i, si no, mirem si es troba a la blacklist. Si es troba 
a la blacklist retornem un score alt. Si no és el cas, però tampoc apareix a la whitelist retornem 
un score molt baix. Si no hi ha el paràmetre UserAgent a la capçalera, o aquest és buit, també 
retornem un score baix. 
Mòdul ContentType 
Aquest mòdul és molt simple i el que fa és extreure el paràmetre content type de les 
capçaleres HTTP, i els compara amb possibles resultats que es solen trobar en paquets de tràfic 
infectat. Si troba una coincidència, retorna un score determinat segons el content type que 
sigui. 
6.3.2. Mòdul Asíncrons 
Els mòduls asíncrons són mòduls que també miren els paquets de les connexions i determinen 
si són bones o dolentes, però, o bé els mètodes que utilitzen són massa lents per a posar-los 
com un mòdul síncron i els posem a part per a que no endarrerir als síncrons, o bé utilitzen 
diversos paquets per a poder fer els anàlisis pertanyents. 
 35 
   
Dels sis mòduls que tenim, tres (els reputation) els hem adjuntat en un sol grup, ja que fan el 
mateix però en diferents API. 
Aquests mòduls tenen el seu propi control dels paquets que ja han analitzat i els que no, i 
generen les alertes per ells mateixos. 
Mòdul domainage 
Aquet mòdul es basa en que normalment els atacs es solen fer des de dominis recent creats, i 
que normalment les pàgines consultades solen ser de dominis amb més antiguitat 
(habitualment quan es crea una pàgina, primer es compra el domini, i passa un cert temps 
mentre s’instal·la la web, es fan les proves i es dóna a conèixer), mentre que un atacant sol 
llogar el domini per realitzar l’atac i no sol passar gaire temps entre un fet i l’altre. Fins i tot hi 
ha casos en que el domini es compra desprès d’haver iniciat l’atac. 
Per tant, el que fem és identificar les consultes DNS i, mitjançant la llibreria whois de Python, 
fem una consulta de la creació d’aquell domini. Si la creació d’aquest és anterior a la data de la 
consulta menys un temps determinat, es genera una alerta. 
En aquest cas ens interessa el domainname, pel qual, en lloc d’anar de paquet en paquet, fem 
una consulta a tots els domainnames dins el rang de la darrer consulta fins l’últim paquet que 
s’ha introduït a la base de dades sense repeticions. 
Mòduls reputation 
Els mòduls reputation són un conjunt de tres mòduls que s’aprofiten d’API externes de 
detecció de dominis considerats malignes. Aquestes API són Google Safe Browsing14, Phish 
Tank17 i Wot18. 
Cada una té una API diferent, i s’han de fer les consultes de diferents formes, però totes 
segueixen el mateix patró: 
Agafem Host de les capçaleres de les peticions HTTP i les enviem a un servidor juntament amb 
altres paràmetres que demana la API, com la KEY de registre. 
Seguidament et retorna si aquest domini es troba a la seva base de dades. 
Un problema que tenen aquests mòduls és que pel fet d’ésser externs, ens donen un límit de 
peticions diaris i s’han de quadrar els temps i les peticions per no excedir el màxim permès i 
resultar bloquejats temporalment. Això implica que siguin mòduls molt lents, però funcionen 
molt be. 
Mòdul FastFlux 
Per comprendre aquest mòdul primer s’ha de comprendre què és un FastFlux. 
FastFlux es una tècnica DNS usada per els botnets per amagar hosts malignes. Bàsicament una 
xarxa FastFlux està formada per una xarxa d’equips compromesos als que apunten els registres 
DNS d’un determinat domini, i actua com a proxy entre els clients i el servidor on s’allotja el 
contingut. 
 36 
   
 La idea és que les peticions DNS retornaran les IP dels equips compromesos amb un TTL baix, i 
a la pròxima petició retornaran IP diferents, de forma que sigui molt complicat bloquejar totes 
les IP del domini, i a més complicant encara més la detecció del host de l’atacant. 
A continuació podem veure un exemple de com funcionaria una xarxa FastFlux.  
 
Un cop que sabem què és una xarxa FastFlux, podem intentar detectar-la. Per fer-ho, el primer 
pas consisteix en fer un registre de totes les peticions DNS amb les seves respostes, 
emmagatzemant el domini i tots els registres A i els registres NS. 
Cada cop que es mira un paquet DNS nou es comprova si el domini de la petició ja està 
registrat a la base de dades. Si existeix, actualitza els registres o introdueix els nous, juntament 
amb la data de la petició, el rang de l’adreça IP/16, l’AS (Autonomus System) de la IP i el país 
del que prové aquesta. Si no existeix, creem el registre i desem tota la informació. 
La raó de guardar també el rang i el país de procedència de la IP és perquè molts CDN 
funcionen de forma molt similar a una xarxa FastFlux, però els CDN solen tenir els seus 
servidors al mínim nombre possible d’AS i de rangs d’IP, mentre que els equips compromesos 
solen estar repartits de forma aleatòria pel món, per molts AS i en diferents rangs. 
Un cop actualitzada la base de dades de les peticions DNS mirem quants registres A ens ha 
retornat en total aquest domini, i si aquest nombre és superior al nombre de registres que ens 
ha retornat en la darrer consulta, és a dir, ens retorna IP diferents per a cada consulta, 
apliquem una formula que hem extret del paper “Measuring and Detecting Fast-Flux Service 
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Networks”
19
, que empra com a variables el nombre de registres A, el nombre de registres NS i el 
nombre d’AS diferents que hi ha en les diverses IP de la petició. També ens hem ajudat del 
paper “FluXOR: detecting and monitoring fast-flux service networks”20, per entendre bé les 
xarxes FastFlux i crear aquest mòdul. 
Per treure el nombre AS de les IP hem fet servir un altre cop la llibreria pygeoip de Python però 
amb una altra base de dades que retorna els nombres AS. 
Si el resultat d’aquesta formula és més gran que cert nombre, mirem el nombre total de països 
i de rangs i els comparem amb unes variables que hem extret nosaltres a partir d’estudis 
propis que es poden consultar a l’Annex, a l’apartat de Proves/FastFlux. 
Si el nombre de països i de rangs supera el de les variables, es genera una alerta per avisar de 
que aquell domini està sota una xarxa FastFlux. 
Podem veure un exemple real explicat a l’apartat de Testing de l’Annex. 
Mòdul RegularConnections 
Normalment el malware sol fer consultes a un servidor a unes mateixes hores o en 
determinats rangs de temps. Aquest mòdul en certa manera intenta detectar això, peticions 
similars que es repeteixen diversos cops en rangs de temps. 
El procés és simple: agafa la petició que toca mirar i analitza tots els paquets del mateix 
protocol que el paquet inicial en un rang. Si agafem un paquet DNS del 11/12/2013 
14:15’16171819 i tenim configurat que la freqüència és de 12h, mirarem tots els paquets DNS 
del 11/12/2013 02:15’16171819 més un rang de marge per sobre i per sota, com per exemple, 
els paquets entre les 02:14’16171819 i les 2:16’16171819. 
Si troba una petició igual, farem el mateix procediment. Així fins que hagin coincidit N paquets 
iguals, on N es determinarà a les configuracions. Si es dóna aquest cas es generarà una alerta 
donat el domini i la data del primer paquet analitzat. 
 
6.4. Base de Dades 
La base de dades és l’element de connexió entre els diferents mòduls. És on emmagatzemem 
les dades que ens interessen, d’on les agafem per analitzar-les, on guardem més dades 
preprocessades i on guardem les alertes per desprès extreure’n estadístiques. Per tant, és un 
element molt important dins el projecte, i l’elecció del tipus de base de dades no es trivial si 
volem aconseguir un bon rendiment. 
En un primer moment, per comoditat, donat que molts dels programes que utilitzem oferien 
suport amb MySQL ens vam decantar per aquesta. El problema és que per el projecte resulta 
molt important conèixer el moment en el que s’han realitzat les consultes, i per ordenar-les és 
necessari disposar de bona precisió en el timestamp. MySQL només té precisió fins els segons, 
així que ens vam decantar per Postgress, que proporciona molta més precisió en aquest 
aspecte. 
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També vam veure la possibilitat d’utilitzar MongoDB, perquè per a processar dades binàries i 
per partir i adjuntar arxius anava molt bé. Però com al final no ens interessa treballar amb les 
dades binaries dels paquets HTTP, també ho vam deixar al marge. A més, MongoDB, al ser una 
base de dades NonSQL, no és òptim per a cercar registres en concret, i el projecte fa moltes 
consultes de registres en concret. 
A continuació farem una breu descripció de les taules més importants de la base de dades i del 




La taula logs és la taula on guardem els paquets HTTP i DNS capturats per l’Snort i processats i 
inserits pel TrafficDumper. 
També ens servirà, un cop processats, per analitzar amb més detall les alertes. 
Columna Tipus 











id  bigint 
dnshit integer 
Indices: 
“logs_pkey” PRIMARY KEY, btree (tstamp,id) 
 
Com podem veure, consta de 13 variables i utilitza dos d’aquestes per formar la primary key, el 
tstamp i l’id, en aquest ordre. Això és perquè resulta important tenir la taula ordenada per 
tstamp, que és el moment en el que s’ha fet la consulta o la petició amb una gran precisió, 
però per si rebem dos paquets alhora, de diferents dispositius, poder-los emmagatzemar i 
distingir per l’id. A més, l’id és més fàcil d’utilitzar per a localitzar algun paquet en concret. 
Srcip és la direcció IP d’origen del paquet i dstip la direcció destí. Aquestes IP les guardem en 
format numèric per tal d’optimitzar totes les operacions que estiguin relacionades amb les IP: 
resulta més ràpid treballar amb números que amb text. Més endavant veurem com visualitzar 
aquestes IP amb format IP. 
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A continuació tenim els ports de sortida i de destí del paquet, srcport i dstport respectivament, 
els flags dels paquets HTTP, Impact_flag, les dades dels paquets DNS, dnsdata i les capçaleres 
dels paquets HTTP a http_headers. També guardem el domini de les consultes DNS a part, a 
domain, i si la consulta ha obtingut resposta a dnshit. 
Finalment, també desem de quin fitxer s’ha obtingut aquest paquet a la columna file. 
L’id és un bigint Serial, és a dir, es genera automàticament gràcies a la creació d’una seqüència 
que automàticament incrementa l’id a cada insert. A més, és bigint perquè al ser connexions, 
ja suposem que tindrem un gran nombre de dades i necessitarem nombres molt grans per a 
poder identificar-les totes. 
Alerts 
A la taula Alerts guardem totes les alertes que es van generant juntament amb informació per 
detectar-la i poder analitzar-la. 
Columna Tipus 











Restriccions de clau forànea: 
“fk_alert_type” FOREIG KEY (alert_id) REFERENCES alert_types(id) MATCH FULL 
 
Primer de tot cal destacar la foreig key “fk_alert_type”. La taula alert_types simplement 
enumera el tipus d’alerta que ens podem trobar, amb el nom del tipus d’alerta i una breu 
descripció d’aquesta. 
Per tal de poder trobar l’alerta i analitzar-la o comparar-la amb d’altres, o fins i tot comparar-la 
amb altres alertes per tal d’extreure estadístiques o conclusions, guardem el tstamp, l’id del 
paquet que ha generat l’alerta i la informació més rellevants del paquet com les IP i els ports 
d’origen i de destí. Score és la variable que ens diu la rellevància de la alerta, la variable 
description ens dóna dades de l’alerta, com per exemple la puntuació de cada mòdul quan 
l’alerta ha estat generada pels mòduls Score.  
A la variable extra es sol guardar informació extra de l’alerta, com per exemple en els mòduls 
domainage i FastFlux, que estan basats en els domainnames, a extra hi desem el domainage 
que ha causat l’alerta. Un altre cas on el camp extra ens és molt útil és en les alertes generades 
per l’Snort, ja que a extra posem el missatge, ja editat, que genera l’Snort. 
Finalment, a file guardem el fitxer del que ha sortit la connexió que ha generat l’alerta. 
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Tota aquesta informació ens serveix per a poder extreure estadístiques i conclusions 
ràpidament des d’aquesta taula. 
Molts cops, segons el mòdul, no podem desar tota la informació. En aquets casos simplement 
deixem el camp a NULL i intentem guardar la informació més rellevant i útil en el camp extra. 
 
DNS Logger 
Aquest és un conjunt de taules que ens serviran per a detectar el FastFlux. No és una sola 








"domains_pkey" PRIMARY KEY, btree (id) 
"domains_name_idx" btree (name) 
Referenciada por: 
TABLE "a_records" CONSTRAINT "fk1_id" FOREIGN KEY (id_domain) REFERENCES domains(id) 












"a_records_pkey" PRIMARY KEY, btree (id_domain, ip) 
Referenciada por: 






last_update timestamp without time zone 
Indices: 
"ns_records_pkey" PRIMARY KEY, btree (id_domain, name) 
Referenciada por: 
"fk2_id" FOREIGN KEY (id_domain) REFERENCES domains(id) 
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Com podem veure, les tres taules estan força connectades per les foregin key i on a_record i 
ns_record fan referència a la domains. 
Es tracta d’emmagatzemar a domains tots els dominis consultats, sense repeticions, i arxivar 
tota la informació de les respostes d’aquests. 
A domains guardem un identificador per a cada domini i el domainname d’aquest. També 
desem el nombre total de registres A que ens ha retornat, na, i el nombre de registres NS, nns. 
A la taula a_records guardarem a id_domain l’id del domini del qual estem desant la 
informació, la IP que ens ha retornat, quan l’ha retornat (a last_update), l’AS a la que pertany 
la IP retornada (a asn), el ttl del registre, el país on està el servidor de la IP que ha retornat (a 
loc) i finalment el rang de la IP /16 en format numèric. 
A la taula ns_records tan sols necessitem guardar l’id, el nom del registre NS que ens ha 
retornat i quan l’ha retornat. 
És important fixar-se en les restriccions de les tres taules per comprendre que les tres estan 
fortament unides. 
Last_processed 
Aquesta taula conté el tstamp de l’últim paquet processat per un mòdul de l’Analizer. 
Simplement conté els camps tstamp i mòdul. 
És una taula molt senzilla però molt important, ja que és la que ens permet anar processant les 
dades a mida que s’emmagatzemen, sense repetir paquets. 
SystemEvents 
Aquesta és la taula que crea Rsyslog per a emmagatzemar les alertes que llança l’Snort que 
hem configurat. 
La taula es crea automàticament, però el més interessant d’aquesta és el trigger que se li ha 
programat per passar les alertes d’aquesta taula a la taula Alerts. 
El trigger s’explicarà més endavant. 
Taules de llistes 
Les demés taules que tenim són les blacklists i les whitelist. Es tracta de taules força simples 
però amb molt contingut. 
Tenim la blacklistsurls, que és una taula on guardem les URL on es trobem les blacklists que 
emprem per a crear la nostra blacklist. 
Hostsblacklist, que és la nostra blacklist pròpia creada per diverses blacklists. 
Countries és la taula on desem es codis dels països, amb un identificador i el seu nom sencer. 
Gooddomains és una taula amb noms de domini bons, que ens serveix per fer la comparació a 
l’hora d’aplicar l’algorisme dga, per saber si un domainname s’ha generat aleatòriament. 
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Per finalitzar tenim les taules useragent i useragentblacklist que són la whitelist i la blacklist 
dels useragents respectivament. 
 
6.4.2. Vistes 
Hem implementat vistes de les taules d’a_records, alerts i logs per tal de poder veure 
correctament les IP. Les IP, per fer-ho més eficient a l’hora de processar, s’han guardat com a 
numbers, així que si volem veure les IP en format IP, cridem a la vista a la que s’ha aplicat la 
funció: 
(('0.0.0.0'::inet + (NomDeLaTaula.NomDeLaColumna)::bigint))::text AS 
NomDeLaColumna_inet 
D’aquesta manera passem les IP que tenen format numèric a format IP. 
Les vistes tenen el mateix nom que les taules, però amb el prefix final _inet, com per exemple 
logs_inet.  
6.4.3. Triggers 
Com s’ha explicat anteriorment, s’ha configurat l’Snort i el RSyslog per a que les alertes 
generades per l’Snort es guardin a una taula anomenada SystemEvents. Nosaltres necessitem 
passar aquestes alertes a la taula Alerts per poder tenir totes les alertes juntes a la mateixa 
taula. La manera més eficient de fer això és mitjançant un Trigger que detecti qualsevol 
inserció i la repliqui a la taula Alerts. 
El problema és que les columnes de la taula systemEvents no coincideixen amb les de la taula 
Alerts, pel que en primer lloc s’ha d’agafar els camps de la nova inserció, modificar-los, i 
finalment inserir-los a la taula Alerts. 
Podem trobar el codi del Trigger a l’Annex a l’apartat de Codi/Trigger SystemEvents  Alerts. 
 
6.5. Actualitzacions 
És important tenir actualitzat tot el que ve de fonts externes al propi desenvolupament del 
programa i de l’empresa. Per aquesta raó s’han programat diversos scripts per tal d’actualitzar 
les regles que utilitzem per l’Snort, les bases de dades del GeoIP i la nostra BlackList pròpia. 
6.5.1. Snort Rules 
Per actualitzar les regles d’Snort utilitzarem una ferramenta que ens proporciona la comunitat 
d’Snort anomenada oinkmaster21. Aquesta eina podem instal·lar-la fàcilment amb la següent 
comanda: 
# aptitude install oinkmaster 
Un cop instal·lada, s’ha de registrar per obtenir la clau d’ús. El registre el fem a 
https://www.snort.org/signup i, un cop registrats, podem generar la nostra clau pròpia a 
https://www.snort.org/account/oinkcode.  
 43 
   
Quan ja tenim la clau, ens dirigim al fitxer /etc/oinkmaster.conf on podrem configurar 
l’oinkmaster i editem la variable url amb la nostra clau: 
url=http://www.snort.org/pub-bin/oinkmaster.cgi/<oinkmastercode> /snortrules-
snapshot-CURRENT.tar.gz    #on <oinkmastercode> és la nostra clau 
i introduïm també les regles d’Emerging-Threats  posant una altra URL: 
url = http://rules.emergingthreats.net/open/snort-2.9.0/emerging.rules.tar.gz 
Un cop l’oinkmaster està configurat, toca automatitzar l’actualització de les regles. Per això 
simplement farem que es llanci la comanda d’actualització periòdicament, i ho farem 
mitjançant el programa cron executant la comanda “crontab –e –u user” on user és el 
nostre usuari, i afegint la següent línia de codi. 
11 05 * * * oinkmaster -o /etc/snort/rules -b /etc/snort/backup 2>&1 >> 
/dev/null 2>&1 
En aquest cas l’hem configurat per a que cada dia a les 05:11h s’executi l’oinkmaster per 
actualitzar les regles a /etc/snort/rules i faci un backup a /etc/snort/backup de les regles 
anteriors. Evidentment, es pot configurar el moment de la actualització a quan es prefereixi.  
 
6.5.2. GeoIP 
Per actualitzar les bases de dades de GeoIP hem implementat un script en Python que es 
descarrega els dos fitxers, els descomprimeix i els copia al directori pertinent. 
Per automatitzar aquest procés tornarem a fer ús del programa cron. Per tant, executem 
crontab amb l’usuari que pertoqui i inserirem la línia de codi per executar l’script, per exemple: 
17 05 * * 5 python /opt/scripts/geoIpDBUpdater.py 
En aquest cas actualitzarem la base de dades setmanalment, els divendres a les 05:17h. 
L’script el podem trobar a l’Annex dins l’apartat de Codi/GeoIPDB Updater. 
 
6.5.3. BlackList de Hosts 
La nostra blacklist de hosts està feta a partir de diverses blacklists publicades a diverses 
pàgines a Internet. 
Aquestes blacklists s’actualitzen a diari, i per estar al dia és necessari que nosaltres també 
actualitzem la nostra. 
Per actualitzar-la hem creat un script en Python que miri el seguit de URL on es troben les 
blacklists, però cada una té un format diferent, pel que al fitxer XML on guardem les URL 
també desem a partir de quin byte hem de començar a llegir, i hem de controlar el tipus de 
caràcters que ens trobem a la URL. 
 44 
   
Un cop acabat l’script, automatitzarem la seva execució amb el cron inserint la següent línea al 
crontab: 
19 05 * * * python /opt/scripts/hostsBlacklists.py 
En aquest cas actualitzarem la base de dades setmanalment, els divendres a les 05:19h. 
L’script el podem trobar a l’Annex dins l’apartat de Codi/HostBlackList Updater. 
 
6.6. Posta en marxa 
Davant possibles aturades del servidor, ja sigui per manteniment, per fallida del sistema 
elèctric o qualsevol altre tipus de situació, és necessari que el sistema comenci a treballar en 
engegar el servidor, pel que hem de configurar el sistema per a que executi tots els programes 
i els elements necessaris per a que el corri tot correctament al inicialitzar la màquina.  
Per inicialitzar l’Snort hem configurat el fitxer /etc/init.d/snort editant la cridada, inserint 
l’opció –i eth0, o en el seu defecte, la interfície que utilitzem. 
També cal canviar l’usuari que executa el programa. Aquest l’hem canviat a l’arxiu 
/etc/default/snort. 
D’aquesta manera, en inicialitzar la màquina ja tenim corrent l’Snort per la interfície que 
correspon amb l’usuari dedicat. 
A part de l’Snort, s’havia d’aconseguir executar els scripts i els programes que hem fet 
nosaltres, com el TrafficDumper, el NetFlowDumper, l’Analyzer, etc. 
Per aconseguir que s’executin a l’inici, hem fet ús del programa supervisor, que podem trobar 
als repositoris oficials de Debian. El vam instal·lar amb la següent comanda: 
# aptitude install supervisor 
Un cop instal·lat vam crear un arxiu per a cada programa al directori 
/etc/supervisor/config.d/ amb el nom nomDelScript.conf. Aquest nom és amb el que 
s’identifica l’execució del script. 








Com podem veure, s’ha de detallar el nom del script, l’usuari que l’executa, la comanda que es 
vol executar, on guardem els logs que es generin, què volem que s’autoinicialitzi  al arrancar la 
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màquina, què volem redirigir a la sortida, i finalment el directori des del que s’executa la 
comanda. 
Com podem veure, l’opció autostart=true és la que ens permet que s’executi l’script al 
inicialitzar la màquina. 
S’ha creat un fitxer com aquest per a cada script amb les seves configuracions pertinents. 
 
6.7. Les Alertes i els avisos 
Les alertes són la finalitat de tot el programa. Un cop comencem a rebre alertes hem 
d’analitzar-les i serà l’hora de prendre les decisions necessàries. 
Les alertes poden ser de 9 tipus: 
id nom descripció 
1 Score Alerta generada pels mòduls de Score 
2 Reputation Alerta generada pels mòduls de Reputació 
3 FastFlux Alerta generada pel mòdul de FastFlux 
4 Snort Rules Alertes generades per les regles de l’Snort 
5 DomainAge Alerta generada pel mòdul Domain Age 
6 Frequency Conexion Alerta generada pel mòdul Frequency Conexion Analyzer 
11 WhatsApp Alerta generada per les regles de detecció d’us de WhatsApp 
12 Banned Apps Alerta generada per les regles de detecció d’ús d’altres 
aplicacions prohibides 
101 flowAnomaly Alerta generada pels algorismes de detecció d’anomalies. 
 
Com potser més endavant, en futures actualitzacions i millores, introduïm més mòduls, hem 
deixat que els id dels mòduls que depenen de l’Analyzer vagin de l’1 al 10, els id de les 
amenaces trobades pels algorismes de detecció d’anomalies a partir del 100, i a partir de l’11 
les alertes de detecció del mal ús del dispositiu. 
La informació que recol·lectem a la taula d’alertes ens servirà per classificar els diferents 
dispositius entre dispositius legítims, sospitosos o infectats. També es mostraran més dades, 
com gràfiques amb l’evolució de les alertes, els esdeveniments sospitosos, indicadors de tràfic, 
l’ús de certes aplicacions, veure els estats de cada usuari i informació d’aquests i molta més 
informació que pot interessar a l’empresa que faci servir el programa. 
A continuació podem veure unes captures del que veuran els administradors finals del sistema. 
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És important entendre que aquestes captures són part de la demo final del producte que s’ha 
creat, i que tot això encara s’ha de millorar i acabar de definir pel producte final. 
Aquesta part gràfica ens facilita molt la comprensió de les dades que extreu el sistema, fent 
que sigui més fàcil entendre la situació general de la xarxa i els dispositius, identificar els 
dispositius infectats o sospitosos, i també facilita la presa de decisions respecte a la seguretat 
de la xarxa mòbil. 
Per entendre com s’arriba a aquesta informació, a l’Annex, a l’apartat de Testing, podem 
trobar diferents proves que es van realitzar per observar com arriben les alertes a la base de 
dades desprès de llençar el tràfic d’un pcap ple de tràfic infectat. 
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7. Conclusions 
7.1. Valoració econòmica i de riscos 
7.1.1. Càlcul del pressupost 
Donat que en un principi es vol fer un primer prototip del que serà un producte final, la 
inversió inicial és ajustada. 
En un primer moment es va assignar un treballador i un becari per dur a terme el projecte. 
Donat que el projecte té una durada de mig any, calculem els costos de la meitat del seu sou 
anual quedant així un cost de 32.500€ en personal. 
El servidor que s’ha emprat per muntar el projecte ha costat 2.500€, però se li dóna una 
amortització de 3 anys, pel qual, de cara al projecte ha tingut un cost d’uns 415€. 
Finalment hem de sumar la meitat del cost anual dels dos treballadors, que és de 4.500€. 
 
Com podem veure, el cost del projecte és de 37.416,67€. 
Com s’ha explicat, al ser necessari un treballador més per la part dels algoritmes basats en 
comportament, hem hagut incrementar en 4.375€ que es el cost dels 3 mesos a mitja jornada 
que ha dedicat aquest treballador en fer aquesta tasca. Per tant, queda un cost total de 
41.791,67€ 
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7.1.2. Control 
El control del projecte consistia en comprovar que totes les tasques es realitzaven en el 
període establert i que no ens endarreríssim més del que s’havia previst, sempre comptant 
amb el marge que es va considerar inicialment. 
Per garantir el compliment dels períodes, s’han fet reunions amb els components del grup i 
amb els caps de departament cada dos setmanes, analitzant els avanços i intentant cercar 
solucions als problemes que han sorgit. 
7.1.3. Viabilitat 
En un primer moment, quan es va planificar un cost de 37.416,67€, es va aportar un 20% més 
d’aquest pressupost al projecte per garantir-ne la viabilitat. 
 
 Per tant, es van destinar d’inici 44.900€ al projecte. 
Amb la incorporació del nou treballador a temps parcial durant tres mesos, es va augmentar el 
cost, però sense superar el pressupost final. Així, el projecte s’ha portat a terme sense excedir 
el pressupost. 
7.1.4. Riscos 
Al tractar-se d’un projecte d’investigació i desenvolupament en empresa, tenim una data 
d’entrega que havia d’ésser respectada. 
En un principi s’ha calculat que, per la dimensió del projecte i les investigacions relacionades 
que hi ha, el marge de temps era clarament suficient. A la planificació podem veure que s’ha 
deixat temps de marge, pel qual, el risc d’entregar fora de termini era molt petit. 
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Un altre risc a tenir em compte és que la investigació no sigui concloent, i no s’arribi a 
aconseguir fer uns algoritmes suficientment potents com per a detectar correctament la 
infecció de la xarxa.   
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7.2. Impacte social 
 
Aquesta solució necessita capturar els paquets de dades dels usuaris dels dispositius, el que 
pot crear un problema ètic. El sistema utilitza aquestes dades per a controlar el bon ús del 
dispositiu per part dels treballadors i per identificar si algun d’aquets dispositius està infectat 
per algun malware o APT, i en cap cas per visualitzar informació confidencial ni personal dels 
treballadors. 
Així i tot, el simple fet de capturar les dades ja pot ocasionar molèsties, dubtes i malestar als 
treballadors. 
Encara que en el sistema actual s’ha ideat un sistema de permisos on l’usuari final només pot 
accedir a les gràfiques i la informació que mostra el front-end, s’ha de tenir en compte que és 
un prototip i no s’ha treballat gaire en aquest problema, però si s’ha deixat constància de que 
existeix i que, de cara el producte final, s’ha de estudiar i implantar una solució que satisfaci les 
lleis de protecció de dades i creï confiança als treballadors. 
D’ altra banda, al ser una nova forma de protegir la informació confidencial i, al cap i a la fi, una 
nova forma de protecció en general, podria revolucionar el mercat dels antivirus i antimalware 
i podria influir tant la forma de protegir-nos com en la d’atacar o crear noves amenaces. 
S’ha de tenir en compte que aquesta solució allibera a tots els dispositius d’una aplicació 
pesada com solen ser els antivirus, i passa a tenir una sola màquina que a més pot arribar a 
processar informació de diversos dispositius per detectar anomalies. Disposem en una sola 
màquina del que fan els antivirus i amb més avantatges. 
És evident que això no pot substituir totalment als antivirus convencionals, ja que és un 
projecte especialitzat per a dispositius mòbils i en fuites d’informació, i existeixen virus que no 
interactuen amb la xarxa, sinó que arribem per un pendrive o un arxiu infectat i només 
interactuen amb una màquina sense generar informació a la xarxa, però en  el que es refereix 
a la protecció de dades, si que és un bon complement. 
També pot crear un nou concepte de seguretat que faria canviar la lògica de la protecció digital 
que empren les empreses, amb el que podrien sorgir noves companyies dedicades a aquest 
tipus de protecció, i segurament obligaria a les empreses de seguretat a adaptar-se i 






   
7.3. Conclusions Personals 
Tot i que sabíem que era un projecte complicat i no estàvem segurs de poder obtenir en 
aquests sis mesos uns resultats suficientment bons, el projecte ha sortit endavant i estem 
contents amb els resultats. Són millors del que ens esperàvem i hem aconseguit força precisió, 
evitant gairebé completament falsos positius, i detectant molts atacs. 
Per mi ha suposat un repte molt interessant que crec que he superat satisfactòriament. He 
après a treballar en l’ambient professional d’una empresa i m’he adaptat ràpidament al grup i 
a la metodologia de treball. 
Vaig començar la carrera d’enginyeria informàtica amb la il·lusió d’algun dia poder treballar en 
l’entorn de la seguretat informàtica, i a mida que vaig anar avançant en la carrera vaig anar 
perdent la il·lusió. Poder fer el treball en un sector dedicat a la seguretat informàtica i 
envoltar-me de professionals d’aquest àmbit m’ha retornat aquesta passió, i per mi ha estat 
una experiència molt gratificant. 
Durant el procés d’investigació he resolt molts dubtes que tenia sobre malware, virus, etc. He 
après molt, sobretot en l’àmbit de la seguretat i la inseguretat, i he reforçat i ampliat 
coneixements que havia obtingut a la facultat. 
El projecte en sí ha estat molt interessant, degut a que toca molts punts que m’agraden. És un 
projecte innovador i m’ha agradat l’experiència d’haver d’investigar per extreure els meus 
propis algoritmes i plantejar les meves pròpies estratègies per detectar els APT. Al ser un 
projecte dedicat a la seguretat de la xarxa, he hagut de fer treball a baix nivell, fins i tot mirant 
tires de bits bit a bit, per analitzar certs protocols i he hagut d’aprofundir en alguns protocols. 
Això són temes que m’interessen i han fet que m’hagi sentit molt a gust treballant en el 





   
Annexos 
Codi 
Trigger SystemEvents -> Alerts 
CREATE OR REPLACE FUNCTION to_alert() RETURNS TRIGGER AS $$ 
        DECLARE 
                tstamp TIMESTAMP WITHOUT TIME ZONE; 
                srcip numeric(10); 
                dstip numeric(10); 
                alert_id INT; 
                score INT; 
                destport INT; 
                srcport INT; 
                description TEXT; 
                messageSys TEXT; 
                filename TEXT; 
                aux TEXT; 
                aux2 TEXT; 
                aux3 TEXT; 
                elems TEXT[]; 
                elems2 TEXT[]; 
                extra TEXT; 
        BEGIN 
                tstamp =  NEW.receivedat; 
                srcip = 0000000000; 
                alert_id = 4; 
                score = 9; 
                messageSys = NEW.message; 
                description = 'Snort Alert'; 
                filename = NEW.syslogtag; 
                filename = TRIM(filename); 
                IF SUBSTR(filename, 1, 5) = 'snort' THEN 
                        elems = STRING_TO_ARRAY(messageSys,'}'); 
                        aux = TRIM(elems[2]); 
                        aux3 = TRIM(elems[1]); 
                        elems = STRING_TO_ARRAY(aux,'->'); 
                        aux = TRIM(elems[1]); 
                        aux2 = TRIM(elems[2]); 
                        elems = STRING_TO_ARRAY(aux,'.'); 
                        elems2 = STRING_TO_ARRAY(elems[4],':'); 
                        srcport = elems2[2]; 
                        elems[4] = elems2[1]; 
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                        elems[1] = (elems[1]::numeric(10) *256*256*256); 
                        elems[2] = (elems[2]::numeric(10) *256*256); 
                        elems[3] = (elems[3]::numeric(10) *256); 
                        elems[4] = (elems[4]::numeric(10)); 
                        srcip = elems[1]::numeric(10)+elems[2]::numeric(10)+ 
elems[3]::numeric(10)+elems[4]::numeric(10); 
                        
                        elems = STRING_TO_ARRAY(aux2,'.'); 
                        elems2 = STRING_TO_ARRAY(elems[4],':'); 
                        destport = elems2[2]; 
                        elems[4] = elems2[1]; 
                        elems[1] = (elems[1]::numeric(10) *256*256*256); 
                        elems[2] = (elems[2]::numeric(10) *256*256); 
                        elems[3] = (elems[3]::numeric(10) *256); 
                        elems[4] = (elems[4]::numeric(10)); 
                        dstip = elems[1]::numeric(10)+elems[2]::numeric(10)+  
elems[3]::numeric(10)+elems[4]::numeric(10); 
                       
                        elems = STRING_TO_ARRAY(messageSys,'[Priority:'); 
                        elems = STRING_TO_ARRAY(elems[1],']'); 
                        extra = TRIM(elems[2]); 
                        
                        IF SUBSTR(extra,1,8) = 'WhatsApp' THEN 
                                score = 11; 
                                description = 'WhatsApp Alert'; 
                                alert_id = 11; 
                        END IF; 
                       INSERT INTO alerts(tstamp, alert_id, srcip, score, description 
, dstip, extra, srcport, dstport) VALUES (tstamp, alert_id, srcip, score, 
description, dstip, extra, srcport, destport); 
                END IF; 
        RETURN NULL; 




   
GeoIPDB Updater 
 
def funcionprogreso(bloque, tamano_bloque, tamano_total): 
        cant_descargada = bloque * tamano_bloque 
        if cant_descargada > tamano_total: 
                cant_descargada = tamano_total 
        sys.stdout.write('\rDescargando: %s bytes / %s bytes 
totales' % (cant_descargada, tamano_total)) 
   
def main(argv): 
        readConfig() 
        logger.info("Descargando GeoIP") 
        
archivo = urllib.urlretrieve(geoIPurl, "GeoIP.dat.gz", reporthook=funcionprogreso)    
    print "" 
       comprimido=gzip.open("GeoIP.dat.gz", "rb"); 
        descomprimido=comprimido.read(); 
        f_in = open(dest + 'GeoIP.dat', 'w') 
        f_in.write(descomprimido) 
        os.remove('GeoIP.dat.gz') 
        logger.info("Descargando GeoIPASNum") 
        
archivo = urllib.urlretrieve(geoIPASNumurl, "GeoIPASNum.dat.gz", reporthook=funcionpr
ogreso) 
        print "" 
        comprimido2=gzip.open("GeoIPASNum.dat.gz", "rb"); 
        descomprimido2=comprimido2.read(); 
        f_in2 = open(dest + 'GeoIPASNum.dat', 'w') 
        f_in2.write(descomprimido2) 
        os.remove('GeoIPASNum.dat.gz') 
        logger.info("Bases de datos de GeoIP Actualizadas")  
if __name__ == "__main__": 




   
HostBlackList Updater 
#! /usr/bin/env python 
#prepara la lista de un source 
def prepareList(source): 
        finallist = [] 
        url = source.find('url').text 
        offset = int(source.find('offset').text) 
        response = urllib2.urlopen(url) 
        html = response.read().split('\n') 
        #antse de añadir una url a la lista la preprocesa para que la url sea 
correcta y mira que sea correcta 
        for line in html: 
                if line.find('#') != -1: continue 
                htmlurl = line[offset:] 
                htmlurl = htmlurl.split('\t')[0] 
                htmlurl = htmlurl.replace('\r','') 
                htmlurl = htmlurl.replace('\n','') 
                htmlurl = htmlurl.split(' ')[0] 
                if not re.match("^(?=.{4,255}$)([a-zA-Z0-9][a-zA-Z0-9-]{,61}[a-zA-Z0-
9]\.)+[a-zA-Z0-9]{2,5}$",htmlurl): 
                        htmlurl = htmlurl.split(';')[0] 
                        while(htmlurl[len(htmlurl)-2:].find('.') > -1):  
htmlurl = htmlurl[:len(htmlurl)-1] 
                        while(htmlurl[len(htmlurl)-2:].find('\'') > -1): 
htmlurl = htmlurl[:len(htmlurl)-1] 
                        if(len(htmlurl.split('.')) == 1): continue 
                        try: 
                                htmlurl = htmlurl.decode('utf-8') 
                        except UnicodeError: 
                                continue 
                if not re.match("^(?=.{4,255}$)([a-zA-Z0-9][a-zA-Z0-9-]{,61}[a-zA-Z0-
9]\.)+[a-zA-Z0-9]{2,5}$",htmlurl): continue 
                finallist.append(htmlurl) 
        return finallist 
 # leemos las urls de los sources y las añadimos a la lista que será procesada 
def read_urls(): 
        counts = 1 
        scriptDir=os.path.dirname(os.path.realpath(__file__)) 
        configPath=os.path.join(scriptDir, "config/malware_domain_sources.xml") 
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        if not os.path.exists(configPath): 
                logger.info("hostsBL - Error: "+configPath+" does not exist") 
                sys.exit(0) 
         try: 
                configTree=xml.parse(configPath); 
                configRoot=configTree.getroot() 
 
                finallist = []; 
                # cogemos todos los sources 
                for source in configRoot.findall('source'): 
                        try: 
                                finallist = prepareList(source); 
                                insertDB(finallist,counts) 
                        except Exception: 
                                import traceback 
                                logger.info('hostsBL - ' + traceback.format_exc()) 
                                counts = counts + 1 
                                continue 
                        counts = counts + 1 
         except xml.ParseError: 
                logger.info('hostsBL - Error parsing malware_domain_sources.xml') 
                import traceback 
                logger.info('hostsBL - ' + traceback.format_exc()) 
  
def main(argv): 
        readConfig() 
        read_urls()  
if __name__ == "__main__": 
   main(sys.argv[1:]) 
 
 
Dump data base 
#!/bin/sh 
pg_dump --clean --schema-only DataBaseName > ./../schemas/database.sql 
pg_dump --data-only --table=blacklistsurls --table=goddomains --table=countries 
                --table=alert_types --table=useragent --table=useragentblacklist 
                --column-inserts DataBaseName > ./../schemas/database_init.sql 
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Les columnes són les mitges de diferents grups de proves. Per determinar el millor hem agafat 
les columnes que hagin tardat més o menys el mateix en funcions o operacions que no fossin 
implicades en els canvis de les proves, així podíem determinar que quasi bé no influïen altres 
processos del servidor en el rendiment, o que influïen per igual almenys. 
Es pot veure com amb la opció Memory_cache les operacions que depenen d’aquesta són 
considerablement més ràpides. (IpGeoAnalyzer, Localizar_OP i get_Asn) 
Països amb malware 
El següent llistat ha estat extret de l’anàlisi d’una mostra molt gran, feta a partir de moltes 
mostres de tràfic infectat. S’han agafat les adreces IP de tots els hosts consultats i s’ha mirat 
d’on procedien. 
Aquesta mostra ens ha servit per donar un score determinat a  cada país a la taula de països de 
la nostra base de dades. 
Encara que en aquest llistat hi trobem Espanya, no ens interessa donar un score a Espanya , ja 
que és el país en el que ens trobem i moltes peticions es faran a servidors espanyols, i ens 














AU: Australia  
EU: European Union 
CR: Costa Rica 
IE: Ireland 
ES: Spain 








   
Testing 
En aquest apartat podrem trobar els resultats i l’anàlisis d’aquests desprès de llançar contra el 
sistema el tràfic d’un pcap ple de tràfic infectat. Un cop processat tot el tràfic ens trobem amb 

























































x 3521453533 14025  1 
X 169361196 9 
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GOOGLE 




X 169361196 9 Reputation WOT x 3621853573 10722 Privat-tor.service.com 2 




X  9 Fast Flux Detection x   Getghosted.com 3 
X   353210236 9 
Frequency 
Conexion Analyzer 
x 3232299173 24625 col.com 6 
 
Per simplificar, he possat només una alerta de cada de les que van sortir, però en realitat van 
sortir moltes més i les IP han estat modificades. 
Per començar, podem veure que hi ha una IP que es repeteix, la 169361196 (10.24.63.44). 
Veim que les dos alertes són dels mòduls Reputation pel qual o bé l’usuari està navegant per 
pàgines infectades, o té un o diversos malwares. 
L’usuari de la IP 11.23.53.14 (186070286) ha estat utilitzant el whatsapp amb el dispositiu de la feina. 
El dispositiu de la IP 353210236 (21.13.143.124) ha realitzat diverses vegades la mateixa petició DNS en 
un periode entre mig similar, en concret al domini col.com. És molt possible que estigui infectat amb 
algun tipus de C&C (Command and Control) o un APT. Per analitzar amb més detall aquesta alerta 
podem investigar més sobre aquest domini. 
El sistema d’Scores veim que ha detectat la IP 173.4.231.8 (2902779656) donant puntuacions en 
IpGeoAnalizer, HostAnalyser i UserAgent. Per veure què ha passat, analitzarem en detall la connexió 
consultat la connexió amb ID 14025: 
 
A la captura podem veure com el camp Host de la capçalera HTTP és una IP, més concretament 
la IP del servidor. Això és signe de que aquest host no resulta fiable. Investigant més la IP ens 
trobem amb el següent: 
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Observem que el host està a Ucraïna, país amb un alt percentatge de hosts infectats.  
Amb aquesta informació podem determinar que aquest host és poc fiable i probablement 
tingui contingut maliciós. 
Finalment, analitzem l’alerta de FastFlux. Al ser un mòdul que opera amb els dominis de les 
peticions DNS i no amb paquets en particular, a l’alerta no ens dóna una connexió en particular 
amb la seva IP, etc, sinó que ens retorna el domini que ha generat l’alerta, i toca investigar 
aquest domini. En aquest cas l’alerta ve del domini getghosted.com. Cerquem aquest domini a 
la taula de domains: 
 
Podem veure que la ID del domini es el 342 i que té 15 registres A diferents, així que 
comprovem els registres A: 
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Podem veure com efectivament retorna 15 IP diferents, on tots els rangs són diferents. També 
es pot observar com els països d’aquestes IP són molt diferents, onze en total, i hi ha molts AS, 
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