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ABSTRACT 
 
 
Purpose: Heart rate variability (HRV) is the measure of time between heartbeats. 
It reflects autonomic nervous system modulation of the cardiovascular system, and is 
often used to track stressors acting upon the body. In the recent past it has been applied to 
athletes to track the influence of training and competition stress. Athlete self-report 
wellness monitoring is another tool used in the athletic realm to track the physical and 
mental states of athletes. The focus of this study was to investigate the relationships 
between HRV and measures of wellness including sleep, stress, soreness and rate of 
perceived exertion. A secondary aim of this study was to track the changes in these 
measures over the course of a year-long training and competition macrocycle.  
Methods: Female collegiate volleyball student-athletes (N=16) completed daily 
HRV monitoring along with an online wellness questionnaire. Data from two consecutive 
academic semesters, including spring training and the fall competitive season, were 
analyzed using SPSS v.22. 
Results: Greater hours of sleep, high levels of energy and lower rating of stress 
were found during the fall season compared to the spring. HRV was found to have 
negative relationships with rate of perceived exertion, soreness, and stress, while having a 
positive relationship with sleep quality and energy. Relationships between HRV and 
soreness and RPE were also found to reflect changes in the training and competition 
cycle. 
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Conclusions: HRV is an effective tool to monitor psychophysiologic changes in 
collegiate volleyball athletes. However, HRV should be used in conjunction with other 
monitoring systems to provide a full appreciation for the individual’s response to 
training. HRV and wellness measures have also been shown to reflect changes in training 
cycles.  
 
 
Key Words: Heart Rate Variability (HRV), wellness monitoring, athlete, sleep, 
stress, energy, rate of perceived exertion  
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CHAPTER 1 
 
INTRODUCTION 
 
Collegiate athletes are constantly faced with stress and challenges from many 
directions. They face the same challenges as the average college student plus the added 
stress of athletics. This includes expectations from coaches, teammates, and family, 
personal pressure to perform, and the physical stress of daily training sessions and 
competitions. It is known that stress can negatively influence an athlete’s performance 
during practice and competitions. The negative effects not only decrease performance but 
can also lead to compromised technique, increased in the risk of injury, and increased 
length of recovery. It is in the best interests of the student-athletes and all other parties 
involved in the well-being and performance of these individuals to find ways to decrease 
stress in order to optimize performance and health. 
 There are several validated ways researchers and clinicians monitor and track 
physiological and psychological stress levels. Methods to measure physical stress include 
monitoring of physiologic changes such as neuromuscular biofeedback, heart rate, and 
blood lactate levels. Self-reporting methods have also been used and are common 
methods to monitor psychological or perceived stress. Athletes self-report by completing 
questionnaires or visual analog scales and through interviews to quantify their individual 
levels of perceived stress. 
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Heart rate variability and self-reported rates of perceived exertion have been used 
to alter training intensities and competitive strategies based on the physical state of the 
individual athletes. Utilizing measures like these as a way of customizing and changing 
training strategies and game plans allows for enhanced performance: it can also decrease 
negative risks and effects such as overtraining. These two components, heart rate 
variability and rate of perceived exertion, have been shown to have a corresponding 
relationship. However, the relationships between heart rate variability and stress levels, 
sleep, and soreness have not been explored in an athletic sample over the course of an 
entire training season.  
The main objective of this study was to determine the nature of the relationships 
between heart rate variability and other measures of student-athlete wellness, including 
total sleep hours, sleep quality, soreness, and stress, specifically in collegiate volleyball 
athletes. The second aim of this study was to track heart rate variability (HRV) 
longitudinally over the course of a yearlong training and competitive cycle in high-level 
athletes. It was hypothesized that: (a) sleep quality and heart rate variability would have 
an interdependent relationship (i.e. HRV scores would be higher when sleep quality was 
greater); (b) when ratings of perceived exertion, stress, and soreness are high, heart rate 
variability scores would be lower due to the negative effects of these factors. Heart rate 
variability was also hypothesized to reflect changes in training load throughout the course 
of a year of training [i.e. less variation and lower average HRV during periods of high 
training and competition (e.g. pre-season training, during the competitive season), with 
greater variation and higher averages during off-season training.] Heart rate variability 
was also hypothesized to reflect competition days during the season (i.e. lower heart rate 
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variability and wellness measures after away games, during weeks with multiple matches, 
and during periods of extended training such as preseason). Other measures of wellness 
were predicted to follow this same pattern, with more favorable scores recorded during 
the off-season than during the competitive season.  
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CHAPTER 2 
 
LITERATURE REVIEW 
 
Stress and Recovery in Student-Athletes: 
Collegiate student-athletes face the same challenges as their non-athlete 
counterparts, including stress from classes, work, social pressures from peers, and the 
normal stress of leaving home and changing environments. Student-athletes also 
encounter stress from athletics such as expectations from coaches, teammates, and 
family, personal pressure to perform, and the physical stress of daily workouts and 
competitions. The combination of these variables often amplifies simple stressors, which 
in turn can become more stress producing in and of itself, this often lies in contrast to 
their non-athlete counterparts when they encounter same basic stress.
1
 Due to this 
compound effect, stress often manifests itself as anxiety in competitive athletes due to 
external expectations and pressure to ensure a favorable outcome.
2
 Therefore, it is widely 
believed that athletes often experience more psychological stress than non-athletes.  
Academic and social pressures are amplified for most student-athletes by the 
pressures to perform, rules and regulations [e.g., National Collegiate Athletic Association 
(NCAA) academic eligibility requirements] and challenges to time management. These 
factors have been shown to lead to social isolation, depression, injury, and other 
problems.
1
 Decreases in physical performance can cause psychological distress (and vice 
versa), which can result in a negative cascading progression of both performance and 
psychological status. Life events and increased levels of stress have been shown to 
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predispose an athlete to injury. Even though athletes experience this heightened state of 
stress, they are less likely than the general population to seek help for psychological 
distress. This is often attributed to the social stigma attached to having and/or admitting 
to psychological conditions in the athletic world. Many athletes believe that if they seek 
help for psychological distress, they are conceding to weakness, rather than being strong 
and tough. It is only when a problem becomes profound and starts interrupting all aspects 
of their life, that athletes are likely to seek help.
1 
The characteristics of a sport have also been shown to cause varying degrees of 
anxiety and stress in athletes. Anxiety has been shown to be higher in athletes 
participating in individual sports compared to those who play team sports. Research has 
also shown that the negative effects of high levels of stress and anxiety are greater in 
athletes performing anaerobic activities than aerobic activities.
3,4
 As previously stated, 
these levels of stress typically have a negative influence on the athlete’s performance and 
increase their risk of injury; however, in track and field athletes, higher anxiety levels 
have been shown to lead to better performance.
5
  
Physical stress can also lead to decreased performance and higher psychological 
stress levels. Stress from lifestyle, activities of daily living, training, and competition can 
be a major cause of decreased performance in athletics, and can lead to a state of over-
training. Overtraining is a syndrome that occurs when there are very high or excessive 
training loads, intensities, and/or durations. However, rather than improvement, 
overtraining is marked by reduced performance, reduced ability to recover from physical 
stresses (e.g., training sessions), prolonged fatigue, and often other psychological and 
physical symptoms. It often takes months to recover from overtraining syndrome.
6-8 
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Overtraining is the terminal stage of the training spectrum, starting with a period 
of over-reaching. Over-reaching is a state of accumulated training and/or general life 
stress, which leads to a temporary decline in performance and may have associated 
mental and physical symptoms.
6
 Over-reaching can exist in two forms: functional over-
reaching and non-functional over-reaching. Functional over-reaching is a common 
reaction to a period of intense training. Functional over-reaching is followed by planned, 
appropriate recovery and regeneration, which leads to an overall increase in 
performance.
6,7,9 
This response would not be possible without the periods of intense 
training and is known as the overload principal or super-compensation.
6
 Non-functional 
over-reaching is associated with intense periods of training without proper recovery and 
regeneration, leading to decreased performance that will not rebound for weeks.
6
  
Beyond the decreases in performance, other symptoms of non-functional over-
reaching and overtraining are increased fatigue, behavioral changes, sleep disturbances, 
hormonal changes, dietary changes, autonomic nervous system imbalances, and mood 
disturbances.
6,7,10,11
 Similar symptoms are also noted during the second half of a 
competitive season, after an athlete has been training and competing at a high level for a 
prolonged period of time. When an athlete reaches the point of overtraining syndrome, or 
those latter portions of their competitive season, their psychophysiological status must be 
closely monitored to maintain the well–being of the athlete.8 The duration and symptoms 
of overtraining are not well defined and vary greatly between individuals. It is also 
difficult to identify whether athletes are truly suffering from over-reaching and 
overtraining.
7,10 
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Williams and Andersen
12
 developed a stress-injury model to explain the link 
between stress and injury. They proposed that a stressful situation will elicit a stress 
response. The intensity of that stress response will be dependent on the athlete’s 
perception and past experience to determine how threatening that stimulus and situation 
truly is. The intensity of the response was proposed to proportionally increase the risk of 
injury. This is not believed to be a direct cause and effect relationship, rather the 
mechanism through which the stress response increases injury risk is by means of 
somatic and attentional changes. For example, a stress response may cause an athlete to 
become distracted more easily, have increased peripheral narrowing, have decreased 
neuromuscular coordination, or increased fatigue and muscle tension. All of these factors 
have been shown to occur in high stress situations and have been linked to greater risk 
for, and higher rates of, injury.
12-14
 It raises the possibility of a need to monitor athletes to 
help identify those who may be experiencing high levels of stress. These athletes may 
become distracted, fatigued, and/or have decreased coordination, and thus be at increased 
risk of injury.
13 
It has also been shown that females experience greater stress in response 
to training loads and psychological events. Not only do females experience more stress 
than males in response to the same stimuli, but they also report lower sleep quality, less 
physical recovery and decreased self-efficacy.
15 
Recovery is an important factor that must be included in training programs in 
order to optimize training and performance without reaching the negative repercussions 
that can develop and lead to overtraining syndrome. Coaches and athletes are aware of 
the need for recovery but often are not informed about monitoring devices and 
appropriate recovery methods. A previous study by Kallus and Kellmann
16
 identified five 
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primary features of recovery, which also highlight the interrelationship between recovery 
and stress. The five features include: 1) recovery as a process, dependent on the duration 
and type of stress; 2) recovery depends on the change in stress; 3) recovery is highly 
individualized; 4) recovery can be active, passive or pro-active; and 5) recovery is 
situational. During periods of increased stress there is a need for increased recovery, and 
without the ability to recover properly, the athlete will experience more stress. 
Kellmann’s “Scissors Model” (see Figure 1) illustrates this dose response relationship.9 
Recovery methods may include complete rest from the physical stressors of athletics, but 
may also include active recovery or taper. Active recovery, usually built into a training 
program following a competition, involves a decreased physical load while elevating the 
heart rate above a resting level. The focus is on improving flexibility and range of 
motion, while decreasing soreness and fatigue, rather than on increasing performance. A 
taper is a period within a training program most often coincides with the preparatory 
period leading into a big competition. It involves a gradual decrease in training load and a 
greater focus on technical skills rather than overall fitness. A taper period of lower 
training loads has been shown to cause a “transient improvement in performance due to 
super compensation,” and has also been shown to help individuals recover from illness or 
psychophysiological distress.
15 
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Figure 1. The “Scissors-model” shows the relationship between recovery demands and 
stress states.
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Monitoring 
Monitoring has been used for years in sport and athletic endeavors. In its simplest 
form monitoring includes tracking the workouts and competitions that an individual 
completes. This has evolved over the years to include measures of an athlete’s physical 
and mental states, as well as other factors relative to athletics such as sleep and nutrition. 
With the rise of technology, specific devices have been developed for this purpose. 
Monitoring devices are important to track an athlete’s physical state, emotional and stress 
state, and their need for recovery. Many methods are used to track the 
psychophysiological status of athletes. Two common methods include physiologic 
monitoring, such as pulse or heart rate variability, and self-report questionnaires.  
Heart Rate Variability 
Heart rate variability (HRV) is defined as the variation from one heart beat to the 
next. This is determined by comparing the duration (in milliseconds) of the R-R interval 
durations (see Figure 2).
17
 It reflects the ability of the heart to change the beat intervals 
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when faced with different stressors. These variations are controlled primarily by the 
autonomic nervous system.
3,17
 It has been suggested that the higher the HRV, the greater 
the autonomic responsiveness of the cardiovascular system.
6
 The heart rhythm has a 
natural variation that occurs simultaneously with respiration: heart rate increases (i.e., 
speeds up) with inspiration, and decreases (i.g., slows down) with expiration. This 
variation in heart rate due to respiration is referred to as respiratory sinus arrhythmia 
(RSA). RSA was first observed in the mid-17
th
 century (1800s) by Carl Ludwig and 
further investigated by Franciscus Donders, who believed this variation was due to 
activation of the vagus nerve. Over the 150 years, Donders’ hypothesis has been 
supported and further developed to show that these changes mirror the integration 
between the sympathetic and parasympathetic nerve fibers acting on the heart.
17,18 
 
Figure 2. Analysis of HRV. Visual recording of ECG showing normal consecutive RR 
intervals (a) and an ECG tachogram showing the normal variation in RR length (b).
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There are many techniques used to quantify and analyze the variations in beat-to-
beat duration. The two most common techniques are time domain and frequency domain 
methods, and a third involves non-linear methods. When performing any of these 
methods for analysis, only normal QRS complexes are included (i.e. there is a normal 
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pattern of depolarization and electrical activation). Time domain methods are used to 
gain a general understanding of the total variance. The normal-to-normal (NN) interval is 
used to calculate heart rate as it represents the time from one normal beat to the next. The 
mean NN (MNN) and standard deviation of the NN (SDNN) can then be calculated for 
specific periods of time; these are two of the most frequently used measures of HRV. As 
noted above, heart rate is influenced by respiration (i.e., RSA), one time domain method 
is used to determine the number of adjacent beats that differ by more than 50ms (NN50). 
The NN50 can then be converted to a percentage by dividing it by the total number of 
normal R-R intervals in the sample and multiplying by 100 (pNN50). This helps quantify 
the influence of respiratory sinus arrhythmia from the baseline heart rate, and in 
comparison to the total sample.  
The root mean square of successive R-R intervals (RMSSD) is another commonly 
used measure as it is relatively easy to calculate and interpret.
19
 It reflects 
parasympathetic activity, and is often used as an indicator of cardiac control mediated by 
the vagus nerve. RMSSD is highly correlated with high frequency measures, and is one 
of the few HRV measures that provides meaningful data from ultra-short measurement 
durations.
20-22
 A common non-linear method used in conjunction with time domain 
techniques is a Poincaré plot. The beat (n) is plotted in relation to the following beat 
(n+1). The resulting graph provides a visual representation of total variance, with a 
greater separation and scatter of points representing greater variability.
3,17,23
  
Frequency domain methods are used to identify specific components of the 
variation found with time domain methods. When utilizing short-term recordings (about 
≤10 minutes), the heartbeat is broken down into three frequency ranges: high frequency 
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(HF; 0.15-0.4 Hz), low frequency (LF; 0.04-0.15 Hz), and very low frequency (VLF; 
≤0.004 Hz). Spectral power is then determined using a fast Fourier transform analysis. A 
reduction in HF components is believed to represent vagal withdrawal, which is 
associated with cardiac regulation, stress, anxiety, attentional changes, and increased 
cardiovascular risk. The ratio of LF to HF (LF/HF) is then calculated to provide a 
representation of sympathetic to parasympathetic balance.
2,3,17,23
  
Many physiologic factors influence HRV recordings. As previously stated, HRV 
is modulated by respiratory activity, therefore controlled versus spontaneous breathing 
patterns significantly affect HRV recordings. Although controlled breathing increases 
reproducibility of HRV measures, it also significantly modifies frequency domain 
measures such as the LF/HF ratio.
24-26
 Werner et al. showed that time domain measures 
of HRV, in particular RMSSD, are not influenced by controlled or spontaneous 
breathing, making this the preferred measure for daily use with athletes.
29
  
It has also been shown that physical training can lead to changes in HRV values. 
Longitudinal trends and variation may reflect the cumulative effects of fatigue due to 
training. HRV recordings upon waking have been shown to be reduced the day following 
a training session and increased after a day of recovery, reflecting short term 
variation.
11,27,28
 HRV has also been significantly correlated with subjective and objective 
sleep quality in clinical populations as well as healthy adult populations. Greater HF-
HRV levels upon waking are believed to reflect the ability to decrease autonomic arousal 
and to be a marker of processes related to flexible regulation of autonomic arousal.
29 
 HRV also reflects external stresses, both mental and physical. It has been shown 
to reflect the interactions of sympathovagal control on cardiovascular function in times of 
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psychological stress and it has been suggested that autonomic control of the 
cardiovascular system is a paramount marker of training adaptation.
20,30
 These 
adaptations have been noted both acutely and chronically. One such chronic adaptation 
that has been identified is a shift from vagal to sympathetic control of cardiovascular 
modulation.
31 
Acute changes in cardiovascular modulation include predominantly 
sympathetic control during activity. Once activity is stopped, there is a shift toward 
enhanced parasympathetic control.
11
 The type of training will also cause different 
adaptations within the cardiovascular system, with endurance athletes having been shown 
to have greater parasympathetic modulation when compared to power athletes.
31 
 In 1996, the European Society of Cardiology and the North American Society of 
Pacing and Electrophysiology assembled a task force which published a consensus 
statement titled “Heart rate variability: standards of measurement, physiological 
interpretation and clinical use.”32 Since its publication, the recommendations in this 
article have been used as the standards for study design, clinical use and interpretation of 
data for the use of HRV. At the time these standards were recommended, 
electrocardiogram was the method being used to record HRV data. The task force made 
recommendations on length of recordings and body positioning in order to produce valid 
data. For short-term recordings, it was proposed that recordings should be at least 10 
times the wavelength of the lowest frequency being investigated. This would result in 
minimum recording length of one minute for HF domains and two minutes for LF 
domains.
32
 It has been proposed more recently that recordings only need to be two-times 
the wavelength of the lowest frequency. This would suggest recordings of about 50 
seconds for HF domains, and just over 13 seconds for LF domains.
11
 However, in all 
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cases, the preferred recommendation is a recording of at least 5 minutes laying in the 
supine position, in a steady state condition.
11,32 
 These recommendations were made for clinical and research populations in which 
time constraints were not of great concern. With the evolution of HRV as a tool for 
athletic populations and daily use, time has become a considered factor in its use, with 
shorter recording durations being more desirable. This has led to investigations into ultra-
short term HRV recordings. Esco and Flatt discovered that recordings of 60 seconds are 
valid measures of lnRMSSD, showing no significant differences and very high intra-class 
correlations with the standard 5-minute recordings.
19
 As recording times decreased to less 
than 60 seconds (10- and 30-seconds), error increased, strength of correlations decreased, 
and significant differences were shown between the groups. These results suggest that the 
use of ultra-short HRV recordings with athletes, which are in agreement with previous 
research in non-athletic populations, are valid measures that can be used when time 
constraints are of concern.
33,34
 Short-term HRV time domain measures have also been 
shown to provide a more accurate representation of chronic autonomic adaptation than 
frequency domain measures.
26 
 Advancements in technology have led to the development of smaller heart rate 
monitors that are more practical for daily use. The traditional method used for 
determining HRV is an electrocardiogram machine with a three, six, or 12 lead electrode 
configuration, which are then processed digitally to provide R-R intervals.
35
 This, 
however, is restricted to use within a clinic or research lab, as it is not portable. Holter 
monitors have also been used as a portable option to record continuous ambulatory 
electrocardiograms over a period of 24-hours or longer.
36
 Both of these options are not 
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ideal for daily use with athletes, as they involve electrodes that are attached via wire leads 
to either a stationary or portable machine, making them cumbersome, time consuming 
and expensive.  
In recent years, heart rate monitor chest straps, like those used by runners to track 
heart rate during exercise, and photoplethysmograms, such as finger sensors similar to a 
pulse oximeter, have been further developed to provide HRV data. One such system is 
called the ithlete Finger Sensor. This device uses an infrared LED and photodiode 
embedded within a finger cap. The light from the LED is transmitted through the finger 
and received on the photodiode. The information is then fed from the photodiode to an 
attached smartphone with the corresponding application. The application then digitizes 
and filters this information providing a pulse-to-pulse interval (P-P), which is displayed 
on the smartphone screen.
37
 Similar systems have been developed to utilize the built-in 
camera on a smart phone by having the individual place his or her finger on the phone’s 
camera that is capturing a video recording with the LED flash turned on. Similar to the 
finger sensor, the video recording captures the changes in light absorption by the finger 
as the capillaries fill and empty of blood.
35,37
  
Heathers showed that the ithlete Finger Sensor system provides sufficient 
approximations of R-R intervals, derived from P-P intervals, to accurately perform 
analysis of time and frequency domains of the variability.
37
 Similarly, Peng et al. found 
that smartphone photoplethysmogram-derived HRV and electrocardiogram-derived HRV 
had strong or very strong correlations for time, frequency and non-linear domains.
35
 
However, in both studies, it was found that photoplethysmograms, from either finger 
sensors or smartphones, were more prone to noise and movement artifacts than 
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electrocardiogram recordings.
35,37
 Therefore, it is recommended to try to minimize 
motions by either laying supine or seated at rest.  
Besides just potential for movement artifacts, body position changes can also lead 
to changes in HRV parameters. Upon standing, heart rate increases, which decreases the 
length of the R-R intervals, which leads to changes in time and frequency domain 
changes. Time domain parameters, such as RMSSD and pNN50 have been found to be 
significantly higher in the supine position compared to standing. Greater HF modulation 
is also noted in supine position when compared to standing, meaning there is more 
parasympathetic modulation.
11
 (see Figure 3) 
 
 
Figure 3. Tachogram and corresponding power spectral density of a standing individual 
(left) and a supine individual (right). Heart rate rises, and parasympathetic modulation is 
depressed whereas sympathetic modulation increases when standing compared to 
supine.
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Wellness Monitoring 
Self-report monitoring is a cost effective and efficient method for quantifying an 
athlete’s mental and physical state.38,39 Athlete self-report monitoring (ASRM) is often 
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the best, and sometimes the only, way to collect data about certain health behaviors, 
mental and physical states. Self-report has long been used in many conditions and is the 
basis of the medical history portion of an exam due to the fact that there is some 
information that no one can measure or detect except the athlete themselves.
40
  
Although ASRM has been shown to provide reliable and sensitive measures of an 
athlete’s current status, there are some challenges that need to be considered. Self-report 
is often associated with an athlete’s personal bias, as they may not want to provide the 
“wrong answer” or be judged for a response. This also plays a role in the circumstances 
of data collection. Often participants will be more truthful with their self-report answers 
if they are anonymous or in a research setting, compared to when they are informing 
someone they know well (e.g., athletic trainer, coach).
40,41
 However, with ASRM, an 
athlete may be more willing to report negative symptoms or measures in a questionnaire 
than in person, leaving an opportunity for follow up and conversation. One of the 
strengths of regular ASRM that is often reported by coaches, athletes, and support staff, 
is that it can help initiate regular communication between the parties involved. This in 
turn helps to improve athlete education, training benefits and modifications, and 
ultimately athlete well-being.
41 
Self-report data of an individual’s psychological state have been shown to have a 
dose-response relationship with the training load in which an athlete is undergoing, 
making it a useful method to be used in practice.
39
 Self-report measures have also been 
recommended to be one of the better ways to detect the early signs and symptoms of 
over-reaching and overtraining.
38
 During the latter portions of an athletic season, it has 
been found that these items (e.g., sleep, soreness, and stress) correlate with scores of 
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staleness, which is considered a precursor or symptom of overtraining syndrome.
42
 The 
subjective scores of psychophysiological measures provided by athletes in self-report 
wellness monitoring have been shown to reflect the changes in training loads, the portion 
of the season, and individual factors such as injury.
13,39 
Versions of self-report monitoring that are typically used, especially in research 
settings, include the Profile of Mood States, Daily Analyses of Life Demands for 
Athletes, and the Recovery-Stress Questionnaire for Athletes.
16,43,44
 These measures, and 
others, have been shown to be valid and reliable measures, however the focus is often too 
narrow or too broad, thus not specific to the athletic setting. The length of some of these 
questionnaires makes them too cumbersome and time consuming to be used for regular 
monitoring. This leads many coaching and sports medicine staffs to design their own 
wellness monitoring devices. Saw et al. suggests that monitoring must be designed to 
minimize the burden of the individual completing the questionnaire as well as the 
collector, while also providing “quality, meaningful data.”45 Many of the factors that 
have been identified to hinder the validity and reliability of self-developed questionnaires 
include things such as time commitment, ease of use, method of administration, reporting 
to the collecting staff, and buy-in from athletes and staff. These hurdles can be minimized 
by developing a monitoring tool that is concise, and easy to use (web or mobile phone 
based is the trend with current athletes). To get buy-in from the athletes, it is imperative 
that monitoring has full support of the coaching and sports medicine staffs.
45
  
Report subscales that are commonly used in wellness monitoring, both well-
established tools such as those listed above, and independently developed tools, include 
sleep quality and duration, soreness, Rate of Perceived Exertion (RPE) and stress.
9,39,42,46
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Rate of Perceived Exertion, specifically the Borg category ratio (CR-10) rating of 
perceived exertion scale, has been used numerous times as a valid measure to assess the 
internal intensity of training, and the psychological responses to physical demands.
38,46,47 
RPE was found to be significantly correlated with the Edwards heart rate method of 
determining internal training load. This indicates that the self-perception of RPE does 
reflect physiologic intensities.
46
  
An athlete’s sleep habits are a crucially important part of their overall well-being. 
Sleep is considered one of the best forms of recovery for the body and the brain.
48,49
 The 
National Sleep Foundation recommends that a healthy adult should achieve seven to nine 
hours of sleep per night. However, many studies have shown that athletes achieve 
marginally less than seven hours of sleep per night.
48,49
 Athletes have also been found to 
spend more time awake while in bed, take longer to fall asleep, and have more periods of 
wakefulness per night than healthy adults. Training can also affect sleep patterns. Early 
morning training sessions have been linked to significantly less sleep the night before 
training compared to the night before recovery days.
48
 Frequent evening matches and 
travel, especially when changing time zones, leads to sleep pattern and circadian rhythm 
disturbances.
49
 Reduced sleep for consecutive nights can increase ratings of sleepiness 
and fatigue, decrease alertness, and cause reduced neurobehavioral performance.
48,51
 
These negative consequences of reduced sleep can cause negative effects on athletic 
performance. Not only does sleep quantity lead to decrements in athletic performance but 
sleep quality plays a similar role, hindering recovery as well as the previously listed 
effects.
49
 In contrast, increasing sleep time by as little as an hour (from 7 hours to 8 
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hours), can lead to improved mood and faster reaction times, which is important in 
athletics.
51
  
The current research shows that data collected from ASRM can be extremely 
beneficial to coaches and support staffs. However the data must be reviewed and 
analyzed on a regular basis. Saw et al.
41
 suggested a four step process to reap the benefits 
of ASRM, including recording the responses, reviewing these responses, contextualizing 
the responses, and then acting on the data. A single method of monitoring will not 
provide valid and reliable data of all aspects of athlete training, recovery, and wellness. It 
is believed that the combination of HRV and ASRM on a regular basis can provide 
sufficient data to optimize an athlete’s performance and well-being, while also providing 
information for early detection of maladaptation and prevention of overtraining.  
 
  
21 
 
CHAPTER 3 
 
METHODOLOGY 
 
To test the research hypotheses, this study was designed to analyze the influence 
of time of year on heart rate variability and measures of wellness, as well as the 
relationships between of heart rate variability and measures of wellness monitoring in 
female collegiate volleyball players over the course of a yearlong training and 
competitive cycle. When the effects of the time of year, and types of activity were 
investigated, the independent variables include time of year (spring vs. fall), and type of 
day and activity (game, home or away, practice or off), with heart rate variability serving 
as the dependent variable.  Heart rate variability (HRV) also served as the independent 
variable for the investigation of the effect of sleep quantity, sleep quality, soreness, rate 
of perceived exertion (RPE), and self-reported stress.  
Participants 
 Data were provided by 16 female collegiate volleyball players (mean ± SD; age 
20.50±1.033 yrs, height 184.63±8.12 cm). All participants were members of the same 
collegiate volleyball team during spring 2014 training and competition season, and the 
following National Collegiate Athletic Association fall season. All participants were at 
least 18 years of age at the time of data collection. The volleyball team’s coaching and 
sports medicine staff initiated data collection with select athletes three years prior to the 
current research investigation. Full roster participation was initiated approximately 18 
months prior to the current study. Only data sets that were complete (i.e., there were at 
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least three completed and reported HRV readings and completed questionnaires per 
week) from the time period of January 2013-December 2014 were included in this 
analysis. No data were collected during school vacations, as there were no mandatory 
training sessions during these time periods (3/22/14-3/28/14, 4/15/14-8/08/2014). The 
spring training period involved 11 weeks of mandatory practices, two exhibition 
tournaments, and two matches. The preseason period included three weeks of mandatory 
practices, ending with the start of the competitive season, which was 15 weeks in length, 
including 35 matches. The season ended with a loss in the NCAA tournament. 
All participants consented to voluntarily participate in this study after being 
provided with written and verbal information about the background and protocols. All 
participants were informed that they could withdraw their participation at any point 
without consequence. This study was approved by the University’s Institutional Review 
Board for the protection of human subjects and was conducted in accordance with the 
Declaration of Helsinki.   
Equipment 
 Heart rate variability (HRV) was recorded using the ithlete Finger Sensor (HRV 
Fit Ltd., London, England). The finger sensor was attached to the participants’ personal 
mobile phone via a data cord and receiver inserted into the headphone jack. An infrared 
light is emitted through the finger and a sensor detects the amount of light received, with 
changes reflecting blood density (i.e., greater density during a heartbeat, lower density 
between beats). Each participant’s phone was installed with the ithlete Heart Rate 
Variability Application (HRV Fit Ltd., London, England). Athletes entered their HRV 
data provided by the app and completed their daily questionnaire on Competalytics.com, 
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a secure, HIPPA compliant website. The wellness questionnaire utilized was a custom 
designed assessment tool created by the sports medicine staff responsible for the daily 
care of the team (See Appendix A).  
Data Collection: 
Data collection was performed on a daily basis, within 5 minutes of the 
participant waking each morning. The participant was instructed to lay supine on a 
mattress, and slide the ithlete Finger Sensor onto one of their index fingers. Participants 
were instructed to be consistent with hand choice used for recording, but hand dominance 
was not a factor considered in recording. The ithlete Finger Sensor was connected to the 
participant’s personal smart phone, which was equipped with the corresponding ithlete 
application. The participant was instructed to follow the on-screen standardized 
instructions from the application, which proceeded to record heart rate variability (HRV) 
for one minute. The program then provides the user with a numeric HRV score. The 
participant was then instructed to log into Competalytics.com, using their own personal 
log in information. Upon logging in they then completed a wellness questionnaire. This 
questionnaire requires the participant to input the HRV score provided to them by the 
ithlete program, the total hours of sleep the participant got the previous night using a 
numeric rating, the quality of sleep from the previous night, the degree of general body 
and muscle soreness they were experiencing at the time of completing the questionnaire, 
the level of stress the participant is experiencing at the time of questionnaire completion, 
and the rate of perceived exertion from the previous day and the previous training session 
using the Borg CR 10 RPE Scale. Unless otherwise specified, data was reported using a 
10-point Likert scale. Once completion of the daily questionnaire was achieved, a report 
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was sent to the sports medicine professional in charge of the daily health care of the team. 
This athletic trainer then compiled the results from all team members into a full roster 
daily report to be shared with the coaching and support staff (See Appendix A for 
example of the wellness questionnaire and Appendix B for sample daily and weekly 
reports).  
Statistical Analysis: 
Statistical analysis was performed using SPSS v.22 (Statistical Package for the 
Social Sciences, Chicago, IL, USA). Mean, standard deviation and coefficient of variance 
was calculated for all measures. Significance was set at p ≤ .05. Paired samples t-tests 
were used to compare means of spring and fall measurements. Pearson product-moment 
correlation coefficients were used to assess correlations between HRV and other wellness 
measures, as well as assess the influence of type of activity and time of year on the 
relationships between these measures.  
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CHAPTER 4 
 
RESULTS 
 
 Paired-samples t-tests were conducted to evaluate the impact of the time of year 
(spring training vs. competitive season) on HRV and measurements of wellness. There 
was a significant increase in hours of sleep from spring 2014 (M = 7.38, SD = 0.554) to 
fall 2014 (M = 8.55, SD = 0.50) [t (15) = -9.86, p < .001 (two-tailed)]. The mean increase 
in sleep hours was 1.17 with a 95% confidence interval (CI) ranging from -1.422 to -
0.916. The partial eta squared statistic (np
2 
=0.866) indicates a large effect size. There 
was a significant increase in energy ratings from spring 2014 (M = 5.48, SD = .895) to 
fall 2014 (M = 5.96, SD =1.38) [t (15) = -2.34, p = .034 (two-tailed)]. The mean increase 
in energy rating was .475 (95% CI -.909 to -.041). The partial eta squared statistic (np
2 
=0.267) indicates a large effect size. There was also a significant decrease in stress 
ratings from spring 2014 (M = 3.12, SD = .78) to fall 2014 (M = 2.49, SD = .73) [t (15) = 
3.019, p = .009 (two-tailed)]. The mean decrease in stress ratings was .631 (95% CI = 
.186 to 1.077). The partial eta squared statistic (np
2 
=0.378) indicates a large effect size 
(See Table 1 and 2). There were nonsignificant differences in ratings of soreness, sleep 
quality, global RPE and HRV from spring 2014 to fall 2014 when analyzed with a paired-
samples t-test.  
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Table 1. Means of average weekly wellness questionnaire reports and HRV scores from Spring 2014 
 
Participant HRV RPE Sleep Hr Sleep Quality Soreness Energy Stress 
1 75.7±23 4.9±2 8.4±1 7.8±1.7 5.6±1.3 5.5±1 3.0±0.9 
2 84.9±6 5.4±2.7 7.2±1 6.5±0.9 3.4±1.1 6.2±0.6 5.1±0.6 
3 78.9±16 5.6±2.9 6.7±1.1 7.8±1 3.8±0.8 5.0±0.4 3.7±0.9 
4 77.3±8.5 5.2±3 6.7±1.2 6.7±1.1 2.3±0.8 5.2±0.8 2.3±0.8 
5 82.1±8.6 4.6±2.5 8.0±1.2 7.9±1.1 4.0±1.5 7.0±1.1 3.4±1.3 
6 87.7±15 5.3±3.1 7.4±1.4 7.3±1 2.6±1.2 3.9±0.7 1.7±0.7 
7 85.0±3.9 4.1±2.6 7.3±0.7 6.6±0.9 2.2±0.7 4.9±0.9 3.1±0.6 
8 90.7±5.9 5.0±2.8 7.0±0.9 7.9±0.9 4.1±1.3 6.3±0.8 2.4±0.7 
9 92.0±12 4.5±2.3 7.5±1 8.0±0.8 3.9±1.2 6.9±0.9 3.3±0.8 
10 87.4±4 5.5±2.3 8.2±0.8 7.0±0.4 3.8±1.3 5.1±0.8 2.6±0.8 
11 75.3±8.4 4.7±2.5 8.2±1.3 6.9±1 4.4±1.8 4.7±0.9 3.1±1.1 
12 85.8±3.8 5.6±2.9 6.9±0.9 6.8±1 3.4±1.3 6.1±0.8 2.9±1 
13 83.8±7.4 5.6±3.1 7.4±1.3 6.8±0.7 4.1±1.3 4.4±0.8 3.4±0.8 
14 71.9±17 5.2±2.6 7.0±1.4 6.8±1 4.1±1.2 5.7±1 3.5±1.4 
15 93.1±11 4.3±2.3 7.4±1.2 6.3±1.4 5.5±1.5 6.1±1.1 3.9±1.7 
16 73.9±8.9 5.0±2.8 6.8±1.3 8.4±0.8 1.8±1.1 4.7±1 2.5±0.9 
Total 82.84±6.67 5.03±.48 7.38±.55 7.22±.65 3.69±1.07 5.48±.89 3.12±.78 
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Table 2. Means of average weekly wellness questionnaire reports and HRV scores from Fall 2014 (Preseason & In-Season). 
 
Participant HRV RPE Sleep Hr Sleep Quality Soreness Energy Stress 
1 80.5±11.6 4.4±1.45 8.7±1.47 9.7±1.23 5.1±1.06 7.1±1.02 2.3±0.98 
2 84.0±5.76 5.4±1.99 7.8±1.22 6.8±0.91 3.4±0.7 6.6±0.63 3.6±0.85 
3 82.8±13.7 5.5±2.24 7.7±1.15 8.3±0.86 3.6±3.24 5.8±0.62 3.1±0.58 
4 80.0±7.38 4.8±2.35 8.9±1.34 7.3±0.97 2.8±0.68 4.2±0.57 2.0±0.88 
5 81.8±8.66 5.4±2.5 9.6±1.53 7.6±0.98 5.4±1.06 6.6±1.15 4.5±1.48 
6 83.6±6.94 5.1±1.81 8.8±1.14 7.4±0.96 2.6±1.02 4.0±0.37 2.5±0.67 
7 79.3±11.4 5.2±2.37 8.1±0.98 6.2±1.03 2.9±0.94 5.8±0.9 2.3±0.73 
8 89.8±6.57 5.0±2.33 8.3±0.96 7.2±0.85 4.2±0.85 7.1±0.57 3.0±0.89 
9 91.6±11.2 4.9±1.94 8.8±1.08 7.4±0.95 4.0±1.17 7.9±0.73 1.9±0.62 
10 87.1±3.86 5.6±2.42 9.1±1.23 7.6±0.65 3.3±1.02 6.3±0.89 1.8±0.66 
11 74.3±7.41 5.7±2.55 9.5±1.19 7.0±0.95 4.3±1.08 4.5±0.75 2.5±0.69 
12 88.1±4.6 4.5±2.03 7.7±1.04 7.2±0.91 4.2±0.97 6.8±0.83 2.0±1.16 
13 87.6±11.1 4.8±2.07 8.1±1.16 7.6±0.85 3.5±0.94 4.0±0.58 2.0±0.28 
14 81.0±11.7 4.9±2.06 8.5±1.13 6.9±0.96 3.9±0.87 7.0±1.23 2.1±1.26 
15 91.0±6.96 4.3±1.96 9.0±1.37 7.7±0.86 3.8±0.88 7.6±0.66 2.2±0.64 
16 81.6±10.9 5.3±2.37 8.2±1.11 8.3±0.8 2.5±0.69 4.0±0.49 2.0±0.93 
Total 84.00±4.80 5.05±.43 8.55±.60* 7.51±.78 3.72±.83 5.96±1.38* 2.49±.73** 
 
Note: * = Significant increase of p ≤ .05, when compared to Spring means. ** = Significant decrease of p ≤ .05, when compared to 
Spring means. 
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The relationship between HRV and other measures of wellness were investigated 
using the Pearson product-moment correlation coefficient. When comparing these 
measures for the entire team, over the spring and fall collection periods, there were small 
negative correlations between HRV and RPE, soreness, and stress, and small, positive 
correlations between sleep quality and energy. RPE was negatively correlated with HRV 
(r=-.066, n=2207, p=.002) with high HRV scores associated with lower rates of 
perceived exertion. Soreness (r=-.073, n=2208, p=.001) when reported at lower levels, 
was associated with higher HRV scores. Stress also had a negative correlation with HRV 
(r=-.084, n=2208, p <.001) with high HRV associated with lower stress ratings. Sleep 
quality and energy have positive correlations with HRV. Higher sleep quality (r=.065, 
n=2208, p=.002) was associated with higher HRV. Similar results were found with 
greater energy levels (r=.148, n=2207, p <.001) being associated with higher HRV 
scores.  
When individual participants’ data was analyzed, four participants had small 
correlations between HRV and RPE, five had small to medium, positive correlations 
between HRV and sleep hours, six had small to medium, positive correlations with HRV 
and sleep quality, four participants had small to medium correlations between HRV and 
soreness, five participants had small correlations between HRV and energy, and two had 
small to medium correlations between HRV and stress. Five participants had no 
significant correlations between HRV and any other measure of wellness. 
When data from only the fall season were investigated using Pearson product-
moment correlation coefficient, small, negative correlations were found between HRV 
with soreness and stress levels. High levels of HRV were associated with lower ratings of 
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soreness (r=-.111, n=1397, p <.001), and lower stress levels (r=-.090, n=1397, p =.001). 
A small, positive correlation was found between HRV and energy levels (r=.132, 
n=1396, p <.001). High HRV scores were associated with higher levels of self-reported 
energy. When the participants were analyzed individually, one athlete had a medium, 
negative correlation between HRV and RPE (r=-.346). Two participants had small, 
positive correlations with HRV and sleep hours (r=.287, r=.209). One participant had a 
small, positive correlation (r=.271), and a second had a medium, positive correlation 
(r=.426) with HRV and sleep quality. Four participants had small to medium, positive 
correlations with HRV and energy (r=.220-.444). Finally, two participants had negative 
correlations between HRV and stress, one small (r=-.207), and one medium (r=-.314). 
Soreness was not associated with HRV for any participants individually during the fall, 
and eight participants had no significant correlations between HRV and wellness 
measures during the fall. 
To determine if the type of activity performed by participants (home vs. away 
games, vs. practices vs. off days) affected the relationship between HRV and wellness 
measures, Person product-moment correlation coefficient were again examined. When 
analyzing data for days of home competitions (n=174), HRV had a small, negative 
correlation with RPE (r=-.149, p=.049), and sleep quality (r=-.154, p=.043). HRV also 
was found to have a medium, negative correlation with soreness (r=-.346, p <.001). High 
HRV scores were associated with low RPE scores, lower sleep quality, and lower ratings 
of soreness. HRV data from days of away competitions (n=119) had a small, negative 
correlation with RPE (r=-.245, p=.007), and soreness (r=-.253, p=.005). There was a 
medium, positive correlation between HRV and energy (r=.339, p <.001), with high HRV 
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scores associated with higher energy levels. HRV scores and wellness ratings for practice 
days (n=845) only produced significant results for energy levels and stress levels. There 
was a small, positive correlation between HRV and energy levels (r=.150, p <.001), and 
there was a very small, negative correlation between HRV and stress levels (r=-.079, 
p=.021). No significant correlations were found between HRV and wellness measures for 
days off from training and competition.  
The relationships between HRV and wellness measures were also investigated for 
days when participants were traveling and competing compared to days when they were 
at home in their normal routine of practice and off days. Small correlations were found 
between HRV, soreness (r=-.125, n=329, p=.023), and energy levels (r=.118, n=329, 
p=.032) on days that subjects were traveling or competing. When in their normal routine 
of practices and off days (n=1068), small correlations were found between HRV and 
soreness (r=-.108, p<.001), energy (r=.138, p<.001), and stress (r=-.096, p=.002). 
When assessing weekly averages for the fall 2014 season, medium, negative 
correlations were found between HRV and soreness during weeks six (r=-.650, n=16, 
p=.006), seven (r=-.500, n=16, p=.049), fourteen (r=-.532, n=15, p=.041), sixteen (r=-
.507, n=16, p=.045), and eighteen (r=-.541, n=16, p=.030). During week six and week 
fourteen, HRV was negatively correlated with RPE (r=-.560, n=16, p=.024, and r=-.536, 
n=15, p=.040, respectively), with high rates of perceived exertion associated with low 
HRV scores. During week twelve high HRV scores were associated with high energy 
levels, with a medium, positive correlation (r=.503, n=16, p=.047). 
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CHAPTER 5 
 
DISCUSSION 
 
The primary purpose of this study was to investigate the relationships between 
heart rate variability (HRV) and measures of student-athlete wellness. A secondary 
purpose was to track the changes in these measures over the course of an entire year of 
training and competition. Contrary to the proposed hypothesis, greater mean hours of 
sleep, higher ratings of energy, and less reported stress were found in the fall rather than 
the spring. This is believed to be due, in part, to the academic demands of the semester. 
Many volleyball athletes will take their most challenging and demanding classes during 
the spring semester, so that they do not conflict with competitions and travel of the fall 
season. In conjunction with a higher overall demand, many student athletes have required 
classes for their field of study, which are only offered in the afternoons. To allow the 
athletes an opportunity to meet these academic requirements, the team used in this study 
conducts practices in the early morning during the spring semester, rather than holding 
mid-afternoon practices as they do in the fall. This change in practice time likely 
contributed to the changes seen in sleep hours, energy, and stress. With practices 
commencing before six in the morning most days in the spring, the athletes were not 
getting as many hours of sleep. Decreases in time asleep, even by as little as one hour, 
can cause an increase in the feelings of fatigue and decreased neurophysical  
functioning.
48,49,51.
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The relationships identified between HRV and measures of wellness over the 
course of the entire year are consistent with the proposed hypothesis. HRV was 
negatively associated with ratings of soreness, stress, and RPE. When an individual 
believes the work they are performing is more difficult, they feel stressed, and are more 
sore, they are likely in a state of predominantly sympathetic modulation of the 
cardiovascular system, which is reflected in a decrease in HRV. When one is in a state of 
relaxation, recovery, and calm, there is greater parasympathetic control of the 
cardiovascular system as reflected by greater HRV. Greater variation between beats has 
been shown to reflect better health states, and greater elasticity in the ability to recover 
from demanding stresses.
2,17,29
 This is also in line with the findings that better sleep 
quality and higher energy levels were associated with higher HRV.  
 As with all physiologic processes, each individual does not present with the same 
relationships. Five participants showed no significant relationships between HRV and 
any of the wellness measurements that were investigated. This lack of relationship may 
be due to adaptation by their bodies, in particular their autonomic nervous systems, to the 
demands from competitive athletics, academics, and other life stressors. Anaerobic sports 
(e.g., volleyball) have been shown to be less sensitive to autonomic modulation of the 
cardiovascular system than aerobic sports.
4
 This may contribute to the lack of 
correlations found in some individuals. On the opposite end of the spectrum, one athlete 
had significant relationships between HRV and five of six wellness measures. RPE was 
the only measure not correlated with HRV in that individual. This individual has been 
described by coaches, sports medicine professionals, and spectators as “a fierce 
competitor,” who responds extremely well to hard work and competition. Despite high 
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levels of physical stress not having a large impact on her autonomic control, factors such 
as sleep, quality and quantity, and psychological stress affect her much more. The cause 
of these individual differences cannot be determined without further study of each 
individual, which is not a practical task in the collegiate athletics setting.   
 During the fall competitive season, similar results were seen in the relationships 
between HRV, soreness, stress, and energy levels, with slightly stronger relationships 
than when assessed over the entire year. The same participant identified as having many 
significant HRV-wellness relationships over the entire year, showed no significant 
relationships between HRV and wellness measures during the fall: however, she does 
trend toward having positive relationships between HRV, sleep quality and energy, with 
stress negatively effecting HRV. This may support the idea that her body has adapted to 
respond well to hard physical stress, but does not respond as well to high levels of 
psychological stress. This supports previous findings that the autonomic nervous system 
can adapt to specific demands.
20,30,31
  
The type of activity presents itself with a divide between competition days and 
practice or off days. On competition days, both home and away, HRV was negatively 
associated with soreness and RPE. On the other hand, practice days only manifested with 
a small positive relationship between HRV and energy. The results found on competition 
days are in line with hypothesized results, however practice days were expected to 
produce negative relationships between HRV and RPE, and soreness. This is in line with 
previous findings that match days produce greater stress responses than training days, as 
marked by serum cortisol levels and psychological measures.
52
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When weekly averages were assessed, it was found that significant correlations 
aligned with specific portions of the competitive season. The correlations between HRV 
and soreness during weeks six and seven were to be expected, as was the negative 
relationship between HRV and RPE during week six. These weeks, week six and seven, 
were the two weeks prior to the start of conference play. Conference play is often 
considered more important that non-conference play as the results affect standings within 
the conference, and for championship tournament rankings. This is a period of time that 
is commonly used to increase the training load, in both duration and intensity, to allow 
for training adaptations before the start of this important portion of the competitive 
season. Weeks 14 and 16 each consisted of three matches in a seven-day period, most of 
which were away matches involving a combination of air and bus travel. Due to the travel 
and competition demands of these periods, it is most likely that the athletes were not 
getting sufficient recovery between matches, possibly leading to increases in soreness. 
Week 18 coincides with the first round of the NCAA volleyball championship 
tournament. High-pressure atmospheres are likely to contribute to increased stress and 
decreased recovery following practice and competition, leading to elevated ratings of 
soreness and fatigue, which can last up to four days following competition.
53,54
 HRV has 
also been shown to have slightly negative changes when approaching decisive matches 
(e.g., NCAA Championship tournament matches), which could account for some of the 
correlations found at the end of the season.
4
 A similar rationale can be applied to the 
negative correlation between HRV and RPE during week 14, as this is about two-thirds 
the way through the season, and coincides with a week heavy in competition, including 
back-to-back matches in different cities. The demands of competition and travel can 
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cause an athlete to have decreased recovery and increase fatigue. These findings are in 
line with previous research in rugby players.
55
 Significant relationships were also found 
between HRV and energy during week 12, which consisted of two home matches with no 
travel, totaling about 12 days at home. This increase in HRV and energy is believed to be 
due to the reestablishment of a normal daily routine, and normal sleep cycle. These are 
factors that are commonly disrupted with travel, and can cause symptoms such as fatigue, 
headaches, disorientation, and lack of motivations.
56
 A normal, consistent routine can 
also help promote concentration, automaticity, and performance in athletes.
57
 All these 
factors help explain the correlations seen during periods of heavy travel and periods of 
time spent at home.  
 Some concerns arose with the data sets upon analysis. Due to the nature of self-
reported data, some participants were found to be missing data, having not completed 
their HRV monitoring or wellness questionnaires. However, it has been noted that 
meaningful information about training responses can be deducted from at least two HRV 
measurements per week.
58
 Therefore, the missing data points were not considered of 
great concern unless there were less than two data points. Other concerns with the raw 
data stem from the concept of self-report. Self-report data can be subject to participant 
bias, both conscious and unconscious, upon reporting. There is concern that participants 
may have fabricated data as to not be judged or held out by coaches and sports medicine 
staff, or on days they may have forgotten to complete their monitoring. Despite these 
concerns, self-report measures have been shown to provide some of the best information 
about health behaviors.
40
 A final consideration for the current results, is the health status 
of the participants. HRV has been associated with good health,
17,29
 but it has also been 
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negatively linked to states of disease,
17
 periods of inactivity due to injury or surgery,
59
 
and concussions.
60
 However, records of injuries and illnesses were not investigated in this 
study. These factors could potentially have strong influences on the relationships between 
HRV and wellness measures.   
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CHAPTER 6 
 
CONCLUSIONS 
 
 The present study showed that heart rate variability (HRV) is an effective tool to 
help coaches and sports medicine staffs monitor the response of student-athletes to 
training, and competition. However, HRV should not be used as a stand-alone measure of 
these markers. The strength of relationship between HRV and other measures of 
wellness, and the variability of results between individuals found in this study, suggest 
that further investigation is needed. The influence of illness and injury on HRV and 
wellness measures should also be investigated in future study. 
Weekly means of HRV are an informative measure that reflects the changes 
within a competitive training cycle. These findings can be used in conjunction with 
current research on the use of HRV and wellness measures as tools to guide training and 
competitions plans, and strategies in team sports. Ultimately, HRV and wellness 
monitoring can be used to optimize overall health and performance of collegiate-female 
volleyball players.  
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APPENDIX A 
 
 
Wellness Questionnaire 
 
Question Scale Today’s Rating 
Global RPE 1-10  
Sleep Hours # of Hours  
Sleep Quality 1-10  
Soreness 1-10  
Energy Level 1-10  
Stress Level 1-10  
HRV # from ithlete 
app 
 
 
 
RPE Reference Values 
Value Description  
0 Rest 
1 Very, Very Easy 
2 Easy 
3 Moderate 
4 Somewhat Hard 
 5 Hard 
6   
7 Very Hard 
8   
9   
10 Maximal 
 
 Global RPE-this is a rating of the previous day’s physical 
activity/practice/competition.  
o 1-no physical activity other than normal life.  Very light activity. 
o 10-something ultimately exhausting.   Maximum effort and intensity. 
 
 Sleep hours-total number of hours of sleep the night before.  
 
 Sleep quality-how would you rate the quality of sleep, did you wake up a lot, did 
it take a long  
o Time to fall asleep, how well rested did you feel when you woke up. 
48 
 
o 1-awful sleep, barely slept, etc. 
o 10-wonderful nights rest, woke up feeling great.  
 
 Soreness-overall, how does your body feel. 
o 1-woke up feeling great, no soreness, tightness, pain.     
o 10-couldn't hardly get out of bed, significant pain, tightness, serious 
injury, etc. 
 Energy levels-how your energy levels are and how alert and active you feel 
o 1-no energy.  Feel like a zombie or hibernating bear. 
o 10-full of energy, ideal alertness level, feel like you have a full tank of gas 
and ready to go.  
 
 Stress level- how much stress are you feeling overall-can include life, finances, 
family, relationships, school, volleyball, anything that invokes stress. 
o 1-no stress, smooth sailing, what do I have to worry about. 
o 10-stressed out to the max and don't know what to do. 
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APPENDIX B 
 
 
 
      VB Monitoring Weekly Report                  Date: 10/20/2014 
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      VB Monitoring Daily Report          Date: 12/03/2014 
 
 
 
Note: Injury/Illness information was included on daily reports for coaches, but this information was not analyzed in this study. 
