Introduction
Due to the rapid expansion of sources of electronic text, the volume of data that we deal with has increased significantly. Among large volumes of data available one can find a lot of redundant information, e.g., supplementing, overlapping etc. Manual aggregating and synthesizing valuable information from a massive input is laborious and difficult. However only a fraction of the input is the core or the most relevant. The aim of multi-document discourse parsing is to discover the relations or dependencies linking text passages from different documents. The relations we are aiming for are not limited only to the relations between event descriptions. Recognition of discourse relationships linking texts can be useful in many information retrieval applications, and may help to deal with information extraction and information management.
The Cross-document Structure Theory (CST) (R a d e v, [27] ) introduces an organized structure of semantic links connecting topically related texts. CST relations, if only recognised correctly for text fragments, can provide a map of the document semantic structure and, e.g., may have a positive impact on effectiveness in supporting multi-document summarisation, e.g., K u m a r et al. [14] .
CST relations can be categorized according to some specific criteria, taking into account the form of related texts, as well as the overlap of their information content. An example of relation referring to the degree of information overlap may be Subsumption, where some information is fully repeated in both sentences, but there is also some additional information included only in one of these sentences, thus IC(S_1)\IC(S_2) = Ø, but not vice versa: S1: Nie ma jeszcze żadnych informacji na temat ofiar.
(Information on the victims remains unknown.) S2: Żadne dalsze szczegóły nie są jeszcze znane. (Further details about the incident remain unknown.)
Overlap relation means a partial intersection of information content where IC(S1)\IC(S2) = X, IC(S2)\IC(S1) = Y and IC(S1)\∩IC(S2) = Z ≠ Ø, Identity and Paraphrase relations are representing full equivalence of information IC(S1) = IC(S2), but for Paraphrase this information is expressed using slightly different forms of words and expressions. CST introduces even more relations taking into account the nature of certain temporal dependencies that may occur between a pair of texts referring to the same event, e.g., Historical Background, where first sentence describes a historical context of the information or event occurring in the second sentence, or Fulfilment where the first sentence confirms the occurrence (fulfilment) of an event that was announced in the second sentence.
However, due to the large number of relations and often subtle differences between them, CST relation recognition is known to be much harder than Textual Entailment (TE) recognition. TE depends on a binary decision whether one piece of text semantically entails another one due to their content, while CST is a model of more general use, but more difficult to achieve good results, especially when a classifier is trained on a domain different than the domain of its application.
Differences in the definitions of Description, Follow-up or Elaboration indicate some potential difficulties that may arise when we want to recognize certain types of relations. In the case of Description, the new additional information is about the current, non-historical nature of an event, e.g., the first sentence describes an object or entity appearing in the second sentence. Elaboration provides some additional details regarding the event, but generally the sentences convey the same core information. Follow-up provides some unrevealed facts about the event but appearing after occurrence of this event, thus it may be some kind of description for related events.
Our goal is to build a tool for the recognition of CST relations in Polish texts. Firstly, we limited the problem to recognition of relations between sentence pairs that is even a harder task because of the limited text material which is to be processed. For training we used a part of the KPWr Corpus (B r o d a et al. [2] ) based on Polish Wikinews (https://pl.wikinews.org). In the work presented here, we focus on the 17 relations with the largest coverage in the corpus and which seem to be the most important from the point of view of applications.
Related works
In Z h a n g, O t t e r b a c h e r and R a d e v [39] CST relations were recognized by a supervised approach with boosting on the basis of simple, lexical, syntactic and semantic features, extracted from sentence pairs. The evaluation was performed in two steps: binary classification for relationship detection, and multi-class classification for relationship recognition. The same set of features was used in both steps. This idea was expanded in Z h a n g and R a d e v [38] by leveraging both labelled and unlabelled data. The exploitation of unlabelled instances improved the performance. Boosting technique was used in combination with the same set of features to classify the data in CSTBank (R a d e v, O t t e r b a c h e r and Z h a n g [28] ). Relation detection was significantly improved to F-score = 0.8839. However, recognition of the relation type was still unsatisfactory, at least from the point of view of potential applications.
A l e i x o and P a r d o [1] is one of a few works that address recognition of CST relations for languages other than English. They utilised CST in search for topically related Portuguese documents. They applied a supervised approach based on similarity measures calculated for sentence pairs from different documents: Z a h r i and F u k u m o t o [37] applied the supervised learning to identify a limited set of CST relations: Identity, Paraphrase, Subsumption, Elaboration and Partial Overlap. They were used in the multi-document summarization task. SVM algorithm was used and examples from CSTBank. The features of A l e i x o and P a r d o [1] were expanded with: 1) cosine similarity of word vectors, 2) intersection of common words measured with the Jaccard Index, 3) an indicator of longer sentence (1 if S1 was longer, 0 if equal, -1 if S1 was shorter), 4) and uni-directional word coverage ratio (S1 → S2 and S2 → S1). K u m a r et al. [12] followed Z a h r i and F u k u m o t o [37] , but restricted the set of relations further down to four: Identity, Subsumption, Overlap and Elaboration.
Four features were used: 1) tf-idf based cosine sentence similarity, 2) words coverage ratio, 3) sentence length difference, 4) and the indicator of longer sentence. The best performance of SVM in relation recognition was: for Identity F=0.91, Subsumption 0.59, Elaboration 0.54, and 0.62 for Overlap. For the same relations K u m a r, S a l i m and R a z a [13] presented results obtained with SVM, a Feed-Forward neural network and CBR (Case-based Reasoning). The features of Z a h r i and F u k u m o t o [37] were extended with the Jaccard based similarity of noun phrases and verb phrases from the compared sentences. The best result was achieved with CBR based on the cosine similarity measure. It expressed improved results than in K u m a r et al. [12] : Identity 0.966, Subsumption 0.803, Description 0.786, and 0.722 for Overlap.
Due to the ambiguity in the interpretation of certain CST relationships M a z i e r o, J o r g e and P a r d o [22] proposed several refinements to CST in order to reduce the ambiguity. They improved definitions by introducing several additional constraints on the co-occurrence of different relations in texts. The CST taxonomy was amended by adding a division based on the form and information content of relations. The improved model was used in evaluation of supervised CST relation recognition in three different settings: binary (a separate classifier per each relation), multi-class and hierarchical (facilitating the proposed taxonomy of relations). The applied features included: sentence length difference, ratio of shared words, sentence position in text, differences in word numbers across PoSs, and the number of shared synonyms between sentences. SVM, Naive Bayes and J48 decision tree were used for classification. The J48-based classifier achieved the best score in all three approaches. The average F-measure for multi-class scheme was 0.403, while for the binary scheme: 0.673 (but without calculation of the final decision) and for the hierarchical: 0.724.
Dataset
For the development and evaluation of the proposed approach, we utilised a dataset of sentence pairs annotated with CST relations from the KPWr Corpus B r o d a et al. [2] , see Section 1. All annotated sentences come from a corpus collected from Wikinews (https://pl.wikinews.org) materials written in Polish. The corpus contains 11,949 complete documents that were clustered on the basis of their cosine similarity and split into groups of 3 news each. More specifically, for every document in the corpus the list of 20 most similar documents was created, but only 3 with the highest similarity formed a group. These groups include the most similar, potentially topically related documents. Afterwards, we prepared a set of bundles for manual annotation process -every with 10 triples {D1, D2, D3} of most similar documents -and we randomly assigned them to the annotators. Finally, 96 bundles covering more than 2,800 documents were analysed in order to discover new instances of CST relations. The imposed similarity structure facilitated searching for sentence pairs linked by a CST relation. We collected manually annotated pairs of sentences representing new instances of CST relations to create the Gold Reference Subcorpus, but for the final corpus WUT CST (https://clarin-pl.eu/dspace/handle/11321/305) we have rejected uncertain CST instances with inconsistent annotations. This means that our WUT CST corpus contains only CST instances with almost homogenous annotations assigned by at least n -1, n > 2 annotators. The final distribution of collected CST instances in our WUT CST corpus is presented in Fig. 1 .
A corpus, with similar distribution of discourse relations linking multiple documents, was also introduced in C a r d o s o et al. [6] . It was built from texts published in journals in Brazilian Portuguese.
Selected sentences from our corpus were manually annotated with CST relations by at least by 3 annotators (linguists) each. Each annotator was exploring the corpus independently, in order to find and annotate inter-document relations inside document groups.
The annotators followed the guidelines used for the construction of CSTBank (R a d e v, O t t e r b a c h e r and Z h a n g [28] ) that were slightly adapted to Polish.
Features for classification 4.1. Baseline features
As a starting point for the selection of features describing sentence pairs we used the set features proposed by M a z i e r o, J o r g e and P a r d o [22] . Our set includes commonly-used, lexical, syntactic and semantic features that were applied for the detection and recognition of CST relationships in supervised approaches. They focus on the grammatical forms and properties of the linked sentences:
Shared lemmas -the number of lemmas (A lemma is a basic morphological form that represents a set of inflected word forms that differ only in the value of grammatical categories) shared by two sentences, Shared PNs -the number of Proper Names (automatically detected) shared by two sentences, Longest Common Substring -the length of the longest common continuous sub-string of word forms from the two sentences, Longest Common Subsequence -the length of the longest common subsequence, but the sequences can be discontinuous, i.e., the found sequence can be separated by some other tokens in one or both sentences, Cosine similarity -the cosine similarity of vectors of the frequency of lemmas, built for both sentences, on the basis of the frequency of lemmas (Bag-ofWords model) in each of the two sentences, Is Longer -equals 1 if the first sentence is longer, 0 for equal, -1 if the second is longer, Shared synsets -the number of synsets shared by the two sentences which is normalized by the number of all synsets in the shorter sentence. This normalization takes into account the fact, that the number of common meanings will be less than or equal to the length of the shorter sentence (to make the feature insensitive to sentence length differences), PoS similarity -cosine measure of vectors of the frequencies of different Part of Speech in both sentences -the grammatical classes from the tagset of the Polish National Corpus and the feature can be parametrised by the expected granularity of classes, e.g., mapped to the traditional Parts of Speech. In our research, this granularity was set only to 4 basic PoS.
SVO Index -the Jaccard Index calculated for vectors of frequencies of triples: subject, verb, and object for both texts.
The above features were used as a baseline model for the description of text pairs, and compared later with the graph-based representation proposed in the following subsections. Several language tools were used to enrich texts for feature extraction. These tools were selected to annotate documents at different levels of text analysis, i. Features that incorporate word semantics need to access additional resources like plWordNet (P i a s e c k i, S z p a k o w i c z and B r o d a [25] ).
The presented set of features encompasses most of the feature sets proposed in literature. So, simple features are not able to discriminate all available relation classes. In most cases they were used only for basic relations that differ in terms of information overlap, e.g., Identity, Equivalence, Subsumption or Overlap.
Experiments with the proposed graph-based representation will be next compared with the results of the baseline feature set classifier.
Graph-based features
The baseline features do not take into account the linguistic structure of sentences being compared. As the parser for Polish has limited accuracy, instead of depending only on the dependency structure produced by the parser we propose a graph-based representation of a sentence (or text) which is flexible and can accommodate results of processing by different language tools.
Graph-based sentence representation
Each sentence Si is represented as a directed graph Gi. Thus, a relation R(S1, S2) between sentences S1 and S2 is represented as a relation R between graphs G1 and G2: R(G2, G2). For them we will calculate a similarity value vsim = SIM(Gi, Gj) where SIM means one of the similarity measures discussed in Section 4.2.2.
Formally, a directed graph G = (V, E) where V is a set of vertices and E is a set of directed and ordered edges e (the maximum number of e can be V×V, in the practise is a subset of V×V). A directed edge e = (ns, nt) where ns is the source node and nt is the target node, goes from ns to nt.
The graphs are built in three steps: 1) creation of the null graphs with nodes of selected types, 2) inserting new edges on the basis of a sentence, 3) and finally (an optional step) merging the graph with subgraphs extracted from external knowledge sources, i.e., plWordNet and SUMO Ontology (P e a s e [24] ).
In the First
Step an example sentence pair (Si and Sj) for a relation R is converted into two separate null graphs (A null graph (H a r a r y and R e a d [8] ) is an edgeless graph) Gi and Gj, respectively. Their nodes are of a selected type T (the same for both graphs), represent the words from the sentences and are not connected to each other. If we select more than one node type, we would obtain several null graphs for each sentence. Depending on the chosen node type, one or more words from a sentence S can be represented by the same node. The list of the four possible node types is presented below.
Lemma lower -this is the simplest node type, a node ni  G represents a lemma of the word wi from S, which is converted to lowercase. All words from the sentence with the same lemma (irrespectively of PoS) are represented by the same node in Gj, e.g., for the sentence Ssample:
Z ogrodu zoologicznego we Wrocławiu uciekł wąż boa dusiciel i przemieszcza się w stronę Ostrowa Tumskiego;
"From the zoo in Wrocław, a boa constrictor has escaped and is moving towards Ostrów Tumski" we obtain the following null graph, presented also in Fig. 2 .
{{wl:z}, {w2:ogród}, {w3:uciec}, {w4:zoologiczny}, {w5: wąż}, ...} Lemma PoS lower -in a similar way to Lemma lower, nodes represent lowercased lemmas, but with PoS labels attached to the lemmas, e.g., cat:n or the Polish word piec can be morphologically disambiguated as a verb or noun Kasia piecze:v ciasto w piecu:n "Kasia is baking a cake in the oven". Using Lemma lower type, the words piecze "[he/she] bakes" and piecu "an oven:inst" will be represented by a single node labelled as piec, while in Lemma PoS lower type there will be two different nodes: piec:n and piec.v.
For Ssample the node of the type Lemma PoS lower are, see also Fig. 3 .
{{w1:z-prep}, {w2:ogród-subst}, {w3:uciec-praet}, {w4:wąż-subst}, {w5:zoologiczny-adj},...} Concept -nodes are concepts comming from SUMO Ontology. The concepts are assigned to words in a sentence on the basis of synsets recognised by WoSeDon and the mapping between plWordNet and SUMO (K ę d z i a and P i a s e c k i [15] ). The null graph of Concept type for Ssample is (Fig. 5) . 
Second
Step -adding the edges. In the Second Step the null graph constructed in the first step is expanded by adding edges between nodes, i.e., etype (ns, nt), where ns, nt are nodes. If we have multiple null graphs with different node types, we need to expand every null graph from the first step with new edges. The edge types are derived from lexical and semantic relations in a sentence that were automatically recognised with the help of language tools. The etype direction depends on the particular kind of the relation being represented:
w2w -edges represent the word order in a sentence (word to word). If a word w1 occurs in a sentence before word w2, then there is a directed edge from w1 to w2: ew2w : (w1, w2).
h2h -head to head represents the relative order of the heads of agreement phrases in a sentence. Each sentence is processed first by IOBBER chunker and divided into chunks of three types: Verb Phrase (VP), Noun Phrase (NP) and Adjective Phrase (AdjP), that are next subdivided into smaller, Agreement Phrases (AgP). The relation h2h represents the order of AgPs heads and is added to nodes representing the heads. If a AgP head whi occurs in a sentence before the AgP head whj, then the edge is directed from whi to whj: eh2h: (whi, whj).
ne2ne -an edge type similar to w2w and h2h, but in which edges represent the order of the named entities NE in a sentence. NE is recognized using Liner tool (M a r c i ń c z u k [19] ). If named entity wnei occurs before wnej in sentence S, then a directed edge: ene2ne : (wnei, wnej), is added to the graph. malt -edges of this type represent the dependency relations, recognised by the Polish Malt parser (Wró b l e w s k a and W o l i ń s k i [35] ). Each dependency relation between two words wi and wj, is modelled in the graph as a directed edge with the same direction. If there is a dependency relation deprel (wi, wj), then it is added to the graph as a directed edge with the same direction deprel:e dep rel (wi, wj). The whole list of names of dependency relations is listed into (Wró b l e w s k a and W o l i ń s k i [35] ).
defender -the type similar to the malt, but relations come from Defender parser which is based on IOBBER chunker and introduces deeper syntacticsemantic relation structures into the representation of NPs, cf (K ę d z i a and M a z i a r z [10] ). We used both, malt and defender relations, because in some situations the relations proposed by Malt are incorrect. If there is a dependency for two words wi and wj from Defender, then it is added as a directed edge to graph: edef(wi, wj).
semantic roles -edges marked as srole represent semantic roles from NPSemrel (The construction of NPSemrel is based on hand-written lexicalised syntactic-semantic constraints. They mostly express high precision, i.e., around 60% in the worst cases, but the majority of them is close to 100%. However, the recall is much lower, so F1 measure is typically around 0.5, see K ę d z i a and M a z i a r z [10] , a Polish shallow semantic parser K ę d z i a and M a z i a r z [10] . The dependencies proposed by Defender are named with semantic roles, e.g., agent, theme, see K ę d z i a and M a z i a r z [10] for the full set. If semantic role is assigned to a pair of words: wi and wj, a directed edge is added between the nodes representing wi and wj: esrole: (wi, wj). The edge is labelled with the semantic role.
All types of edges and nodes introduced above were used in our experiments. A single graph Gi represents sentence Si and contains the edges Ei  {w2w, h2h, ne2ne, malt, def, srole}.
A simplified graph for sentence Sexample, with Lemma PoS nodes and full set of possible edge types is shown in Fig. 6 . Another graph for sentence Sexample is presented in Fig. 7 . The lemmas were replaced with the equivalent Synset nodes from plWordNet after word sense disambiguation process. This process was done using our word sense disambiguation system named WoSeDon, which is based on the idea of the Personalized PageRank algorithm using an explicit knowledge base as a sense inventory (in this case plWordNet 3.1 was used). The results of the evaluation, reported in P i a s e c k i, K ę d z i a and O r l i ń s k a [26] , show that our system is able to reach about 55-60% of overall disambiguation precision on a mixed dataset with both monosemous and polysemous words. For a dataset with polysemous words the precision is only 38-40%, but in this case the errors seem to be deterministic, which is a positive aspect when we consider our graph similarity measures. For this particular task the performance on Wikinews documents was not evaluated. Disambiguation was performed with WoSeDon using Personalized PageRank algorithm in W2W variant (separate disambiguation for every single word in the context). Disambiguation context was limited to 3 sentences: one sentence with disambiguated word, one sentence before and one sentence after. plWordNet is a complex and rich sense inventory expressing very good coverage of Polish words with more than 284,000 lexical units (senses). In rare cases, when WoSeDon is not able to determine a sense for a word in text, this word is not represented in the graph. This type of system behaviour is particularly true only for certain, specific grammatical classes.
Third step -merging with external graph-knowledges In the Third Step the constructed graphs are merged with subgraphs (one or several) extracted from an External Knowledge Graph (h EKG). Our idea is to add to the graphs built from sentences, more semantic information, extracted from EKGs. Let G be a graph with the node type t built for a sentence S during the Second Step, G = (Vt E  {w2w, h2h, ne2ne, malt, def, srole}.
EKGplwn is a graph built from plWordNet, where the nodes in EKGplwn are the synsets from plWordNet, the edges in EKGplwn are the relations from plWordNet. EKGS(plwn) is a subgraph of EKGplwn.
EKGsumo is the graph built from SUMO Ontology, where nodes represent concepts from SUMO. The edges in EKGsumo correspond to SUMO relations, and EKGS(sumo) is a subgraph of EKGsumo.
A subgraph of EKG is extracted from the source in the following way: 1. For each word w in sentence S we identify the corresponding node nEKG in EKG and build a set PNEKG of possible nodes.
2. For each pair of nodes (nEKG,i, nEKG,j) belonging to PNEKG we find the shortest path spi from nEKG,i to nEKG,j, if exists, and add spi to temporary graph
GT(S(EKG)). After this process GS(EKG) = GT(S(EKG)).
Using this procedure we can build three merged graphs on the basis of the graph G built in Second Step:
 With plWordNet, Gmerged = G ∪ EKGS(plwn) includes nodes of the type synset (from the First Step), edges built in Second Step and edges representing relations from the plWordNet subgraph.
 With SUMO, Gmerged = G ∪ EKGS(sumo) includes concept nodes from the sentence and from the subgraph of SUMO Ontology. The edges are the relations from sentence and relations from the SUMO subgraph.
 With plWordNet and SUMO, Gmerged = G ∪ EKGS(plwn) ∪ EKGS(sumo) contains full set of nodes: built in First Step, from plWordNet and SUMO subgraphs, i.e., edges of all types.
As a result, there are 12 possible graph types in total, i.e., four types of nodes and 3 types of merge with both EKG, namely: Lemma lower graph merged with EKGS(sumo), Lemma PoS lower merged with EKGS(plwn), Concept merged with EKGS(sumo) or Synset graph merged with EKGS(plwn) ∪ EKGS(sumo).
Similarity-based features
For each instance of relation Ri(S1, S2), i.e., a sentence pair, from the annotated WUT CST corpus (see Section 3), 16 graphs were built for both sentences S1 and S2: 4 graphs with different node types in the Second Step and 12 graphs with combinations of every node type with both EKGs. Thus, each instance of relation Ri is assigned 16 graph-based representations of the sentence pairs ⟨S1, S2⟩: Ri(S1, S2) ⇒ Rik(G1k, G2k), k  {1,…16}. Next, we calculate eight different similarity measures between the graphs for Ri, including seven similarity measures from the literature and one proposed by us. The measures are explained further on in this section. A single instance of relation Ri from the corpus is converted into a training vector vi of the size 128 (16 graphs × 8 measures). As an output we received matrix MN×128 where N is the number of the relations instances in corpora.
The first considered measure is the well-known Graph Edit Distance (GED) (F e r n á n d e z and V a l i e n t e [7] ), whose value is the minimal sum of the costs c (labelled as γ(M)) of atomic operations transforming G1 to G2:
MCS (B u n k e and S h e a r e r [5] ) is the ratio of the size of the Maximum Common Subgraph (MCS) of G1 and G2 to the size of bigger graph of (G1 or G2):
| mcs( , ) | , max{| |, | |} GG GG Measure WGU (W a l l i s et al. [33] ) depends on calculating the ratio of the size of msc G1 and G2 to the sum of sizes of both graphs minus msc size:
is a simple measure, whose value is the difference between the sizes of G1 and G2 and the double size of mcs G1 and G2: (4) UGU(G1, G2) = |G1| + |G2| -2 |mcs(G1, G2)|. Next measure called MMCS was proposed by F e r n á n d e z and V a l i e n t e [7] .
The MMCS value expresses the dissimilarity of graphs G1 and G2:
Measure MMCSN (F e r n á n d e z and V a l i e n t e [7] ) depends on calculating ratio of mcs and MCS for graphs G1 and G2, (6) MMCSN(G1, G2) = 
GG GG
We propose also a simple extension of the Jaccard measure, called Contextual BOW, see Equation (8) . In it, the context (neighbourhood) of the node ni from G1 is compared with the context of node ni in G2. The neighbourhood of the node n in graph G is defined as input nodes G(n)in and output nodes G(n)out:
where N(G1(n)) is the neighbourhood of node n in G1, and N(G2(n)) of the node n in G2.
The value of CTXBowSim is calculated as:
The similarity values are used as features during supervised learning to build a classifier. By changing the way of constructing the graphs and computing their similarity we are able to tune the classification process towards different aspects of the sentences being compared. The number of features generated for classification is dependent on the number of different graphs types, that were used to compare sentences, and the number of the applied measures for calculating their similarity. Thus, it is a combination of all node representations, all EKG sources and the applied similarity measures.
Results and evaluation
The corpus contains 3,469 examples annotated with one of the possible CST relations. For classification we used SVM (Support Vectors Machine), S t e i n w a r t and C h r i s t m a n n [32] and LMT (Logistic Model Tree) L a n d w e h r, H a l l and F r a n k [18] . The classifiers were evaluated according to 10-fold cross-validation scheme (K o h a v i [11] ).
First, the baseline set of features was tested, see Section 4.1. The classifiers were tested for the recognition of all relation types. However, the training set for the classification was highly unbalanced with respect to different relations. Table 1 shows the results for SVM and LMT and the baseline feature set. Zero values occurred for very specific relations with a small number of instances, e.g., three instances of Citation. Moreover, baseline features express only weak discrimination power. Table 1 . Results for the classifiers trained on the baseline feature set (lexical, syntactic, semantic)
In a multi-class setting, the average F-score value for SVM was 0.334 and 0.309 for LMT. Many CST relations were not recognized at all. Classifiers showed poor precision and recall in the relation detection task (No relation result), which means they could not decide whether a pair of sentences represents a CST link or not. The performance of the relation recognition was unsatisfactory, even for the most frequent relations including Overlap, Follow-up, Subsumption or Description.
For the graph-based approach, SVM and LMT were used again. Table 2 contains summarised results of classifiers trained with graph-based features. The performance achieved using graph-based features was better than in the previous approach. An improvement could be observed for both SVM and LMT classifiers. Only for the less frequent relations the classifiers were not able to correctly recognise the type. The average F-score value was 0.442 for SVM and 0.772 for LMT. One can notice that LMT outperforms SVM in the classification on almost every class. Table 2 shows the results achieved on a combined set of the baseline and graph-based features. A combination of these features had a positive impact on the performance of selected classifiers. The average F-score value was increased to 0.749 for SVM and 0.817 for LMT. Our method recognised even more complex relations like Historical Background, Follow-up or Elaboration, with good precision and slightly lower recall. Some of the relations that occur quite rarely in our dataset were also recognised, although performance for them was still low. The corpus used for evaluation has an irregular distribution of CST relations, negatively affecting the results of classification. We can notice that for less frequent relations like Citation, Modality, Indirect Speech or Contradiction, the classifiers were not able to properly recognise types of the CST links. Using different types of nodes may have a significant impact on recognition performance. By manipulating the graph structure we can show that for some relations it is easier to recognise them, if we use the appropriate node types to construct the graph. Table 3 compares all available node types in terms of their impact on recognition performance. For some relations like Follow-up, Overlap or Description, which are the most frequent relations in our corpus, Lemma-PoSLower graph performs slightly better than Lemma-Lower graph. Using the Synset nodes results in a significant performance drops for almost every relation. Only for Identity, Elaboration and No Relation we noted higher F-score values. The resulting performance drop seems to be an effect of the mistakes made by our WSD tool and our tagger inaccuracy. Using the graph with Concept nodes gives us the best performance for almost every relation type. The introduction of the concept nodes seem to result in some form of generalisation (e.g., individual meanings are grouped into concepts) which smooths some errors caused by the language tools. In Table 4 we also compare the performance of features constructed only for the single node type with the features combining all available node types. The acquired results confirmed our expectations and showed that features combining all types of nodes have the best discrimination ability.
The results presented for this task may suggest that we have found a simple yet effective solution for recognizing CST relations. However, acquired performance in this case may be overstated due to some specificity of our WUT CST corpus, in which instances of CST relations were pre-selected taking into account the decision agreement of our annotators, and the remaining part with uncertain instances was rejected. As it was noted earlier, a similar distribution of the relations can be observed in the CSTNews corpus (C a r d o s o et al. [6] ). The authors of CSTNews built it from news documents, i.e., the sources were very similar to those utilised in the corpus applied in this work. In M a z i e r o et al. [22] CSTNews was used to evaluate recognition methods for the refined CST model. The authors stated that their classifier outperforms other CST parsers, but a direct comparison would be inappropriate due to the differences between languages and data set structures. 
Conslusions
In our approach a sentence S is represented by different graphs referring to many types of the word-level representations. It is possible to express the same sentence S on the morphological level (Lemma PoS Node type) and/or semantic level (Synset Node type). By merging the graphs built from S with some external knowledge graph, we can expand the information stored in the graph of S and calculate similarity between graphs more accurately. The proposed approach to build graphs is language independent and is not depended on the existence of deeper parsers. Relations extracted from the sentence structures, i.e., semantic roles or syntactic dependencies, and lexical semantic representation assigned to words, i.e., disambiguated senses and SUMO concepts, were helpful in discriminating CST relation types. In our work we propose a method for the recognition of the full set of 17 CST relations, in contrast to the limited of subsets used in literature, e.g., in K u m a r et al. [12] .
