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Abstract
Learning gradients is one approach for variable selection and feature covariation estimation when
dealing with large data of many variables or coordinates. In a classification setting involving a convex
loss function, a possible algorithm for gradient learning is implemented by solving convex quadratic
programming optimization problems induced by regularization schemes in reproducing kernel Hilbert
spaces. The complexity for such an algorithm might be very high when the number of variables or samples is
huge. We introduce a gradient descent algorithm for gradient learning in classification. The implementation
of this algorithm is simple and its convergence is elegantly studied. Explicit learning rates are presented in
terms of the regularization parameter and the step size. Deep analysis for approximation by reproducing
kernel Hilbert spaces under some mild conditions on the probability measure for sampling allows us to deal
with a general class of convex loss functions.
c© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
In many branches of modern science and engineering such as gene expression array analysis
and text processing of internet documents, we face large data sets with huge numbers of variables
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or coordinates. Selecting relevant variables and estimating feature covariation become a crucial
task in such areas for which learning theory can make significant contributions [5].
The relevance or importance of a variable and the size of feature covariation are always
understood with respect to specific application purposes. One way is to measure these by means
of a specific function of the involved variables. Then the importance of a variable can be
quantified by the norm of the partial derivative of the function with respect to this variable and
the covariance of two variables by the inner product of the corresponding partial derivatives. This
idea has led to the introduction in [7] of an algorithm of learning gradients and covariances from
function value samples in the framework of least square regularized regression. The approach
was extended to a classification setting by Mukherjee and Wu [6].
1.1. Regularization scheme for gradient learning
Let x1, x2, . . . , xn be n variables or coordinates, and X be a compact subset of Rn consisting
of vectors x = (x1, x2, . . . , xn). Denote Y = {1,−1} representing two classes in the problem of
binary classification.
A real valued function f : X → R induces a classifier sgn( f ) : X → Y . Here we work
in a setting of binary classification involving a loss function φ : R → R+ which induces the
local error φ(y f (x)) for (x, y) when sgn( f (x)) is used to predict y ∈ Y . Throughout the paper
we assume that φ is a convex function. Let ρ be a Borel probability measure on Z := X × Y
modelling our learning problem.
Definition 1. The error associated with the pair (φ, ρ) is defined for f : X → R as
Rφ( f ) =
∫
Z
φ(y f (x))dρ.
The associated classification function fφ is defined to be a minimizer of Rφ( f ) over the set of
measurable functions on X .
Under mild conditions on φ [1–3], sgn( fφ) is the optimal classifier called Bayes rule. The
gradient of fφ is the vector of functions (if the partial derivatives exist)
∇ fφ =
(
∂ fφ
∂x1
, . . . ,
∂ fφ
∂xn
)
. (1.1)
In this paper, we study the learning of fφ and ∇ fφ from a random sample z = {zi =
(xi , yi )}mi=1 ∈ Zm independently drawn from ρ. The algorithms introduced in [6,7] are based
on the Taylor expansion
fφ(x) ≈ fφ(u)+∇ fφ(x) · (x − u) for x ≈ u.
If we approximate fφ by g : X → R and ∇ fφ by Ef : X → Rn , we expect that
fφ(x j )+∇ fφ(xi ) · (xi − x j ) ≈ g(x j )+ Ef (xi ) · (xi − x j ) and sgn( fφ(xi )) ≈ yi . The requirement
xi ≈ x j is governed by setting weights:
w(x) = w(s)(x) = 1
sn+2
e
− |x |2
2s2 and
wi, j = w(s)i, j =
1
sn+2
e
− |xi−x j |
2
2s2 = w(xi − x j ),
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where s > 0 is a scaling parameter for the weights. Then the empirical error for (g, Ef ) to learn
gradients is given by
Ez(g, Ef ) = 1
m2
m∑
i, j=1
w
(s)
i, jφ
(
yi (g(x j )+ Ef (xi ) · (xi − x j ))
)
(1.2)
and the algorithm [6] for learning ( fφ,∇ fφ) in the classification setting takes the form
(gz, Efz) = argmin
(g, Ef )∈Hn+1K
{
Ez(g, Ef )+ λ2 (‖g‖
2
K + ‖ Ef ‖2K )
}
, (1.3)
where λ > 0 is a regularization parameter. Here HK is a reproducing kernel Hilbert space
(RKHS) associated with a Mercer kernel K : X × X → R which is continuous, symmetric
and positive semidefinite. It is the completion of the linear span of the set of functions
{Kx := K (x, ·), x ∈ X} with the inner product defined by 〈Kx , K y〉K = K (x, y). For
Ef = ( f 1, . . . , f n) ∈ HnK , denote ‖ Ef ‖2K =
∑n
i=1 ‖ f i‖2K .
1.2. Gradient descent algorithm in a classification setting
The algorithm (1.3) is implemented by solving a quadratic programming convex optimization
problem through a representer theorem [6]. However, the size of the optimization problem is
huge when either the sample size m or the number n of variables is large. The same difficulty for
the corresponding algorithms in the setting of least square regularized regression [7] is overcome
in [4] by reducing the computational complexity through a gradient descent method.
In this paper, we use the idea of gradient descent to propose an algorithm for learning the
classification function fφ and its gradient ∇ fφ . Our algorithm does not involve optimization
problems, and it can improve the computational efficiency. It is motivated by taking functional
derivatives in (1.3). To see this we need the reproducing property of HK stated as
〈 f, Kx 〉K = f (x) ∀x ∈ X, f ∈ HK . (1.4)
So the derivative of the functional mapping f ∈ HK to f (x) is Kx . It follows that
∂g
(
Ez(g, Ef )
)
= 1
m2
m∑
i, j=1
w
(s)
i j φ
′ (yi (g(x j )+ Ef (xi ) · (xi − x j ))) yi Kx j
when φ ∈ C1(R). A similar expression holds for ∂ Ef (Ez(g, Ef )). Since φ is convex, we know
that its left derivative φ′− is well defined and nondecreasing on R. This discussion leads
to the following gradient descent algorithm for learning fφ and ∇ fφ in the classification
setting.
Definition 2. The gradient descent algorithm for learning gradients with the loss φ is defined
for the sample z ∈ Zm by (g1, Ef1) = (0, E0) and
(gt+1, Eft+1) = (gt , Eft )− ηt
{
Dz(gt , Eft )+ λ(gt , Eft )
}
, t = 1, 2, . . . (1.5)
where λ > 0 is the regularization parameter, {ηt } is the sequence of step sizes, and for
(g, Ef ) ∈ HK ×HnK , the functional Dz(g, Ef ) is defined by
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Dz(g, Ef ) = 1
m2
m∑
i, j=1
w
(s)
i j φ
′−
(
yi (g(x j )+ Ef (xi ) · (xi − x j ))
)
× (yi Kx j , yi Kxi (xi − x j )) . (1.6)
We shall investigate the learning performance of the gradient descent algorithm (1.5) by
analyzing convergence rates of the errors ‖gt − fφ‖ and ‖ Eft − ∇ fφ‖ as m → ∞ with suitable
choices of the parameters λ, s, t . For learning gradients, the probability measure ρ cannot be
too singular. It is reasonable to require that the marginal distribution ρX of ρ on X has some
regularity and behaves well near the boundary of X . So we make the following assumption.
Denote d(x,Rn \ X) = infy∈Rn\X |x − y|. Then the set {x ∈ X : d(x,Rn \ X) < s} consists of
points in X within the distance s near the boundary.
Standing Hypothesis. We assume that for some constant cρ > 0 and 0 < τ ≤ 1, the marginal
distribution ρX satisfies
ρX ({x ∈ X : d(x,Rn \ X) ≤ s}) ≤ cρs ∀s > 0, (1.7)
and the density p(x) of ρX exists and satisfies
sup
x∈X
p(x) ≤ cρ and |p(x)− p(u)| ≤ cρ |x − u|τ ∀x, u ∈ X. (1.8)
1.3. Learning rates with some special loss functions
In this subsection we describe learning rates of our algorithm (1.5) for some special loss
functions φ. Denote
κ = sup
x∈X
√
K (x, x), D = max
x,u∈X |x − u|.
The first loss function is the least square loss φ(t) = (1 − t)2. With this special form, the
classification function is the regression function
fρ(x) = P(y = 1|x)− P(y = −1|x), x ∈ X.
Here {P(y = 1|x), P(y = −1|x)} is the conditional distribution of ρ at x ∈ X .
Proposition 1. Let φ(t) = (1 − t)2. Assume ρX satisfies (1.7) and (1.8). Choose ηt =
η∗sn+2t−3/4, λ = T−γ and s =
√
λ for some
0 < η∗ ≤ 1
1+ 8κ2(1+ D)2 , 0 < γ <
1
8+ 2n + 2τ/3 .
Define (gt , Eft ) by (1.5) for t = 1, . . . , T with mβ ≤ T ≤ 2mβ and β = 1γ (12+3n+τ) . Assume
K ∈ C2 and ( fρ,∇ f ρ) ∈ Hn+1K . Then for any 0 < δ < 1, with confidence at least 1− δ we have
‖gT − fρ‖2L2ρX + ‖
EfT −∇ fρ‖2L2ρX ≤ C
∗√log(2/δ)m− τ2τ+6n+24 (1.9)
where C∗ is a constant independent of m or δ.
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Remark 1. The learning rate (1.9) is similar to the one in the regression setting given in [4]. The
difference here is we can learn not only the gradient ∇ fρ , but also the regression function fρ
itself.
The second loss function is the logistic loss φ(t) = log(1+ e−t ). With this special form, the
classification function is
fφ(x) = log P(y = 1|x)P(y = −1|x) , x ∈ X.
Proposition 2. Let φ(t) = log(1 + e−t ). Assume ρX satisfies (1.7) and (1.8). Choose ηt =
η∗sn+2t−1/2, λ = T−γ and s =
√
λ for some
0 < η∗ ≤ 1
3+ 2κ2(1+ D)2 , 0 < γ <
1
4+ n + τ .
Define (gt , Eft ) by (1.5) for t = 1, . . . , T with mβ ≤ T ≤ 2mβ and β = 1γ (8+2n+τ) . Assume
K ∈ C2 and ( fφ,∇ f φ) ∈ Hn+1K . Then with confidence at least 1− δ we have
‖gT − fφ‖2L2ρX + ‖
EfT −∇ fφ‖2L2ρX ≤ C
∗√log(2/δ)m− τ2τ+4n+16 . (1.10)
The above two propositions will be corollaries of Corollary 1 below.
2. Main results
In this section we present our main results on learning rates of the algorithm (1.5) for learning
gradients in the classification setting. We assume in this section that φ ∈ C1(R) satisfies
|φ(u)| ≤ C0(1+ |u|)q , |φ′(u)| ≤ C0(1+ |u|)q−1 ∀u ∈ R (2.1)
for some C0 > 0 and q ≥ 1. Denote the constant
∆∗ = 1+ κ2(1+ D)2
×
(
sup
|u|≤1
|φ′(u)− φ′(0)|
|u| + |φ
′(0)| + 2q−1C0(κ2|φ′(0)|(1+ D)2)q−2
)
.
To demonstrate the idea, we first state a result for the case when φ ∈ C2 and φ′′ is positive.
Theorem 1. Let φ ∈ C2 satisfy (2.1) and φ′′(t) > 0 for t ∈ R. Suppose ρX satisfies (1.7) and
(1.8). For some 0 < γ < 1q(4+n)+τ/2 , we set λ = T−γ , s =
√
λ with mβ ≤ T ≤ 2mβ and
β = 1
γ (τ+(4+n)(1+q)) . Choose ηt = η∗sn+2(λsn+2)max{q−2,0}t−θ with
0 < η∗ ≤ 1∆∗ , θ =
(1+ q +min{q − 2, 0})(2+ n2 )+ τ2
2q(2+ n2 )+ τ2
.
Define (gt , Eft ) by (1.5) for t = 1, . . . , T . If K ∈ C2 and ( fφ,∇ f φ) ∈ Hn+1K , then for any
0 < δ < 1, with confidence at least 1− δ we have
‖gT − fφ‖2L2ρX + ‖
EfT −∇ fφ‖2L2ρX ≤ C
∗√log(2/δ)m− τ2(τ+(4+n)(1+q)) (2.2)
where C∗ is a constant independent of m or δ.
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Remark 2. Let us see how the parameters vary. Note that βγ = 1
τ+(4+n)(1+q) is independent
of the choice of γ . Similarly λ = T−γ ≈ m− 1τ+(4+n)(1+q) , s = √λ and θ for ηt are independent
of γ . The crucial parameter depending on γ is the number T of steps for gradient descent. This
number is about m
1
γ (τ+(4+n)(1+q)) which increases when γ decreases. So we should choose large
γ . If q > 1 and we choose γ = 1q(4+n)+τq/(q+1) , we find that T ≤ 2m
q
1+q . Thus the number
of steps for gradient descent in (1.5) would be much smaller than the sample size m when q is
small. For the least square loss, T ≤ 2m 23 .
Now we turn to our general result concerning a general convex loss function φ. Define the
local error function for x ∈ X as
Qx (u) = φ(u)P(y = 1|x)+ φ(−u)P(y = −1|x), u ∈ R. (2.3)
Even when φ′′ vanishes on some interval, we can still have the positivity of Q′′x under
some conditions on the conditional distributions. This leads us to introduce the following two
quantities. Assume that φ′′(u) exists such that for any r > 0,
q1(r) := inf
x∈X essinf|u|≤r |Q
′′
x (u)| > 0, q2(r) := sup
x∈X
esssup|u|≤r |Q′′x (u)| <∞. (2.4)
Theorem 2. Suppose ρX satisfies (1.7) and (1.8). Assume φ satisfies (2.1) and (φ, P(y|x))
satisfies (2.4). Choose the step size as
ηt = η∗sn+2(λsn+2)max{q−2,0}t−θ for some 0 < θ < 1, 0 < η∗ ≤ 1∆∗ . (2.5)
Take mβ ≤ T ≤ 2mβ , λ = T−γ , s = √λ with
0 < γ <
1− θ
(2+ n2 )max{q − 1, 1}
, β ≥ 1/2
θ − γ (2+ n2 )min{q − 2, 0}
. (2.6)
Define (gt , Eft ) by (1.5) for t = 1, . . . , T . If K ∈ C2 and ( fφ,∇ f φ) ∈ Hn+1K , then for any
0 < δ < 1, with confidence at least 1− δ we have
‖gT − fφ‖2L2ρX + ‖
EfT −∇ fφ‖2L2ρX ≤ C
∗√log(2/δ)m−α (2.7)
where C∗ is a constant independent of m or δ and
α = min
{
βγ τ
2
,
1
2
− βγ (2+ n
2
)(q + 1)
}
.
Theorem 2 will be proved in Section 5 where the constant C∗ can be obtained explicitly.
As a corollary, when
0 < γ < min
{
1− θ
(2+ n2 )max{q − 1, 1}
,
θ
(2+ n2 )min{q − 2, 0} + τ2 + (2+ n2 )(1+ q)
}
we can make the two terms in the definition of α equal by choosing
β = 1
γ (τ + (4+ n)(1+ q)) . (2.8)
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Then the following conclusion holds.
Corollary 1. Under the conditions of Theorem 2, if γ satisfies the above restriction and β takes
the choice (2.8), then with confidence at least 1− δ we have
‖gT − fφ‖2L2ρX + ‖
EfT −∇ fφ‖2L2ρX ≤ C
∗√log(2/δ)m− τ2τ+2(4+n)(1+q) . (2.9)
When φ(t) = (1− t)2, we know that (2.1) holds with C0 = 2, q = 2, and∆∗ = 1+ 8κ2(1+
D)2. Choose θ = 34 in Corollary 1, then the restriction on γ becomes 0 < γ < 18+2n+2τ/3 . Hence
the learning rates stated in Proposition 1 follow from Corollary 1.
When φ(t) = log(1 + e−t ), we know that (2.1) holds with C0 = 1, q = 1, and ∆∗ =
3+2κ2(1+D)2. Choose θ = 12 in Corollary 1, then the restriction on γ becomes 0 < γ < 14+n+τ .
Hence the learning rates stated in Proposition 2 follow again from Corollary 1.
Finally, we give a case which is covered in Theorem 2, but not in Theorem 1. This case
corresponds to the support vector machine q-norm loss φq given by
φq(t) = (max{1− t, 0})q t ∈ R. (2.10)
The classification function associated with this loss is
fq(x) = (1+ fρ(x))
1/(q−1) − (1− fρ(x))1/(q−1)
(1+ fρ(x))1/(q−1) + (1− fρ(x))1/(q−1) , x ∈ X.
Proposition 3. Let φ = φq be given by (2.10) with q ≥ 2. Suppose ρX satisfies (1.7) and (1.8).
Assume that for some 0 < ∆ < 12 , P(y = 1|x) satisfies
∆ ≤ P(y = 1|x) ≤ 1−∆ ∀x ∈ X.
Choose ηt = η∗sn+2(λsn+2)q−2t−
q+1
2q for some
0 < η∗ ≤ 1/(1+ q2κ2(1+ D)2 + (2qκ2(1+ D)2)q−1).
Take mβ ≤ T ≤ 2mβ , λ = T−γ , s = √λ with 0 < γ < 1q(4+n)+qτ/(q+1) and β given by
(2.8). Define (gt , Eft ) by (1.5) for t = 1, . . . , T . If K ∈ C2 and ( fq ,∇ f q) ∈ Hn+1K , then for any
0 < δ < 1, with confidence at least 1− δ we have
‖gT − fq‖2L2ρX + ‖
EfT −∇ fq‖2L2ρX ≤ C
∗√log(2/δ)m− τ2τ+2(4+n)(1+q) .
Proof. The explicit formula (2.10) yields
φ′(t) = −q (max{1− t, 0})q−1 , φ′′(t) = q(q − 1) (max{1− t, 0})q−2 .
It follows that condition (2.1) holds with q and C0 = q . Also, we have
∆∗ = 1+ q2κ2(1+ D)2 + (2qκ2(1+ D)2)q−1.
Observe that for x ∈ X , Q′′x (u) = φ′′(u)P(y = 1|x)+ φ′′(−u)P(y = −1|x) satisfies
∆q(q − 1) ≤ Q′′x (u) ≤ q(q − 1)(1+ |u|)q−2.
So we know that condition (2.4) holds true.
Choose θ = q+12q . We find that all the conditions of Corollary 1 are satisfied. Then our desired
learning rates follow. 
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3. Analyzing the sample error
For g : X → R and Ef : X → Rn , we denote EF = (g, Ef ) and ‖ EF‖2K = ‖g‖2K + ‖ Ef ‖2K when
g ∈ HK and Ef ∈ HnK . Denote EFφ = ( fφ,∇ f φ). Define the empirical error
Ez( EF) = 1
m2
m∑
i, j=1
w
(s)
i, jφ
(
yi (g(x j )+ Ef (xi ) · (xi − x j ))
)
and the generalization error
E( EF) =
∫
Z
∫
X
w(s)(x − u)φ
(
y(g(u)+ Ef (x) · (x − u))
)
dρX (u)dρ(x, y).
Let
EFφλ = (gφλ , Ef φλ ) = argminEF∈Hn+1K
{
E( EF)+ λ
2
‖ EF‖2K
}
.
Our error analysis consists of two parts: ‖ EFt − EFφλ ‖ and ‖ EFφλ − EFφ‖ where EFt = (gt , Eft ).
The first part is called the sample error. This error will be analyzed in three steps in this
section.
3.1. One-step analysis
The one-step analysis deals with the error ‖ EFt+1 − EFφλ ‖ in terms of ‖ EFt − EFφλ ‖. We
need a special property of the regularized expected error E( EF) + λ2‖ EF‖2K caused by the
convexity of φ. It is the same as a property for the regularized classification generalization error∫
Z φ(y f (x))dρ + λ2‖ f ‖2K given in [14]. Since the proof is also the same as that in [14,13], we
shall omit it here.
Lemma 1. Let λ > 0. For any EF ∈ Hn+1K , there holds
λ
2
‖ EF − EFφλ ‖2K ≤
{
E( EF)+ λ
2
‖ EF‖2K
}
−
{
E( EFφλ )+
λ
2
‖ EFφλ ‖2K
}
.
For the one-step analysis, we single out the main parts of (1.5) and (1.6), and write EFλt =
(gλt , Ef λt ), where
gλt =
1
m2
m∑
i, j=1
w
(s)
i, jφ
′−(yi (gt (x j )+ Eft (xi ) · (xi − x j )))yi Kx j + λgt ,
Ef λt =
1
m2
m∑
i, j=1
w
(s)
i j φ
′−(yi (gt (x j )+ Eft (xi ) · (xi − x j )))yi Kxi (xi − x j )+ λ Eft .
Then EFt+1 = EFt − ηt EFλt . Now we give the one-step analysis.
Lemma 2. For t ≥ 0, we have
‖ EFt+1 − EFφλ ‖2K ≤ (1− ηtλ)‖ EFt − EFφλ ‖2K + η2t ‖ EFλt ‖2K + 2ηtϕ(z, t), (3.1)
where ϕ(z, t) =
{
Ez( EFφλ )− E( EFφλ )+ E( EFt )− Ez( EFt )
}
.
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Proof. Observe that
‖ EFt+1 − EFφλ ‖2K = ‖ EFt − EFφλ ‖2K + η2t ‖ EFλt ‖2K + 2ηt 〈 EFφλ − EFt , EFλt 〉K . (3.2)
The reproducing property implies
〈gφλ − gt , Kx j 〉K = gφλ (x j )− gt (x j )
and
〈 Ef φλ − Eft , Kxi (xi − x j )〉K = ( Ef φλ (xi )− Eft (xi )) · (xi − x j ).
So we know that the last term of (3.2) is
〈 EFφλ − EFt , EFλt 〉K =
1
m2
m∑
i, j=1
w
(s)
i, jφ
′−(yi (gt (x j )+ Eft (xi ) · (xi − x j )))
× yi
{
gφλ (x j )− gt (x j )+ ( Ef φλ (xi )− Eft (xi )) · (xi − x j )
}
+ λ〈 EFφλ − EFt , EFt 〉K .
Since φ is a convex function on R, we know that
φ′−(a)(b − a) ≤ φ(b)− φ(a), ∀a, b ∈ R.
Applying this relation to a = yi (gt (x j )+ Eft (xi ) · (xi − x j )), b = yi (gφλ (x j )+ Ef φλ (xi ) · (xi − x j )),
we have
〈 EFφλ − EFt , EFλt 〉K ≤ Ez( EFφλ )− Ez( EFt )+ λ〈 EFφλ − EFt , EFt 〉K . (3.3)
The Schwartz inequality 〈 EFφλ , EFt 〉K ≤ ‖ EFφλ ‖K ‖ EFt‖K ≤ 12 (‖ EFφλ ‖2K + ‖ EFt‖2K ) implies
λ〈 EFφλ − EFt , EFt 〉K ≤
λ
2
(‖ EFφλ ‖2K − ‖ EFt‖2K ). (3.4)
This in connection with (3.3) yields
〈 EFφλ − EFt , EFλt 〉K ≤
{
E( EFφλ )+
λ
2
‖ EFφλ ‖2K
}
−
{
E( EFt )+ λ2‖ EFt‖
2
K
}
+
{
Ez( EFφλ )− E( EFφλ )+ E( EFt )− Ez( EFt )
}
.
Now we can apply Lemma 1 to the above bound and find from (3.2) that
‖ EFt+1 − EFφλ ‖2K ≤ (1− ηtλ)‖ EFt − EFφλ ‖2K + η2t ‖ EFλt ‖2K + 2ηtϕ(z, t). (3.5)
This proves the lemma. 
3.2. Bounding the learning sequence
To deal with the sample error iteratively by applying (3.1), we need to bound the quantity
ϕ(z, t) by the theory of uniform convergence. To this end, a bound for the norm of EFt is required.
Definition 3. We say that φ′− is locally Lipschitz at the origin if the local Lipschitz constant
M(λ) = sup
{
|φ′−(u)− φ′−(0)|
|u| : |u| ≤
κ2|φ′−(0)|(1+ D)2
λsn+2
}
(3.6)
is finite for any λ > 0.
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Proposition 4. Assume that φ′− is locally Lipschitz at the origin. If the step size ηt satisfies
ηt
(
M(λ)κ2(1+ D)2
sn+2
+ λ
)
≤ 1 (3.7)
for each t, then
‖ EFt‖K ≤ κ|φ
′−(0)|(1+ D)
λsn+2
. (3.8)
The proof of this proposition follows the ideas given in [14]. So we move the proof to the
Appendix.
3.3. Theory of uniform convergence
For the one-step analysis and the sample error analysis, we need to bound ϕ(z, t). This will
be done by estimating S(z, r) = sup EF∈Fr |Ez( EF)− E( EF)|, where
Fr =
{ EF ∈ Hn+1K : ‖ EF‖K ≤ r} . (3.9)
The theory of uniform convergence [12] provides such estimates. One approach is to use covering
numbers [15,16] of the hypothesis space involving the capacity of the kernel K . Here we simply
apply two capacity-independent bounds derived by Mukherjee and Wu as Lemmas 25 and 26
in [6]. To state these, we need two quantities Lr and Mr for r > 0 defined by
Lr = max
{|φ′−(κ(1+ D)r)|, |φ′−(−κ(1+ D)r)|} ,
Mr = max {φ(κ(1+ D)r), φ(−κ(1+ D)r)} .
Lemma 3 ([6]). For every r > 0, we have
Probz∈Zm {|S(z, r)− ES(z, r)| > ε} ≤ 2 exp
(
−mε
2s2(n+2)
2M2r
)
, ∀ ε > 0
and
ES(z, r) ≤ 8Lr (κ(1+ 2D)r + φ(0))
sn+2
√
m
+ 2Mr
msn+2
.
We require EFφλ ∈ Fr . So we need a bound for ‖ EFφλ ‖K . By taking EF = 0 in the definition ofEFφλ , we see that λ2‖ EFφλ ‖2K ≤ E(E0)+ 0 ≤ φ(0)sn+2 . This verifies the following bound.
Lemma 4. For any λ > 0, we have
‖ EFφλ ‖K ≤
√
2φ(0)
λsn+2
.
Now we can bound ϕ(z, t).
Lemma 5. If ηt satisfies (3.7) for each t, then with confidence at least 1− δ, we have
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ϕ(z, t) ≤ Bλ,s := 16Lr (κ(1+ 2D)r + φ(0))+ 6Mr
√
2 log(2/δ)√
msn+2
, ∀t
where r = κ|φ′−(0)|(1+D)
λsn+2 +
√
2φ(0)
λsn+2 .
Proof. By Lemma 3, we set the right side of the first bound to be δ, then we have with confidence
at least 1− δ,
S(z, r) ≤ ES(z, r)+ Mr
sn+2
√
2 log(2/δ)
m
≤ 8Lr (κ(1+ 2D)r + φ(0))+ Mr
√
2 log(2/δ)√
msn+2
+ 2Mr
msn+2
.
Proposition 4 tells us that EFt lies inFr for each t . Lemma 4 yields EFφλ ∈ Fr . So ϕ(z, t) ≤ 2S(z, r)
for each t . This proves the bound. 
3.4. Estimates for the sample error
We are in a position to give bounds for the sample error. We need the following elementary
inequalities which can be found in [8,14].
Lemma 6. (1) For α ∈ (0, 1] and θ ∈ [0, 1],
t∑
i=1
1
iθ
t∏
j=i+1
(
1− α
jθ
)
≤ 3
α
.
(2) Let 0 < ν ≤ 1 and 0 < θ ≤ 1, then ∑T−1t=1 1t2θ exp {−ν∑Tj=t+1 j−θ} is bounded by
18
νT θ
+ 9T
1−θ
(1− θ)21−θ exp
{
−ν(1− 2
θ−1)
1− θ (T + 1)
1−θ
}
, if θ < 1,
8
1− ν (T + 1)
−ν, if θ = 1.
(3) For any t < T and 0 < θ ≤ 1, there holds
T∑
j=t+1
j−θ ≥

1
1− θ [(T + 1)
1−θ − (t + 1)1−θ ], if θ < 1,
log(T + 1)− log(t + 1), if θ = 1.
Theorem 3. Let ηt = η1t−θ for some θ ∈ (0, 1] and η1 satisfying η1
(
M(λ)κ2(1+D)2
sn+2 + λ
)
≤ 1.
Set r and Bλ,s as in Lemma 5. Denote B˜λ,s = κ(1+D)(Lr+|φ
′−(0)|)
sn+2 . Then with confidence at least
1− δ, the following bounds hold for t ≥ 1:
when θ < 1,
‖ EFt − EFφλ ‖2K ≤ ‖ EFφλ ‖2K exp
{
η1λ
1− θ (1− t
1−θ )
}
+ 18B˜
2
λ,sη1
λtθ
+ 9B˜
2
λ,sη
2
1t
1−θ
(1− θ)21−θ exp
{
−η1λ(1− 2
θ−1)
1− θ (t + 1)
1−θ
}
+ 6Bλ,s
λ
,
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when θ = 1,
‖ EFt − EFφλ ‖2K ≤ ‖ EFφλ ‖2K t−η1λ +
8B˜2λ,sη
2
1
1− η1λ(t + 1)
−η1λ + 6Bλ,s
λ
.
Proof. By Proposition 4 we have the bound (3.8). Then for each t ,
|gt (x j )+ Eft (xi ) · (xi − x j )| ≤ (1+ D)κ‖ EFt‖K ≤ κ
2|φ′−(0)|(1+ D)2
λsn+2
≤ κ(1+ D)r.
It follows from the definition of EFλt that for each t ,
‖ EFλt ‖K ≤
Lrκ(1+ D)
sn+2
+ κ|φ
′−(0)|(1+ D)
sn+2
= B˜λ,s .
Thus, when ϕ(z, t) ≤ Bλ,s , we have from Lemma 2,
‖ EFt+1 − EFφλ ‖2K ≤ (1− ηtλ)‖ EFt − EFφλ ‖2K + η2t B˜2λ,s + 2ηt Bλ,s .
Applying this relation iteratively, we have from EF1 = 0 that
‖ EFt − EFφλ ‖2K ≤
t−1∏
i=1
(1− ηiλ)‖ EFφλ ‖2K +
t−1∑
i=1
t−1∏
j=i+1
(1− η jλ)(η2i B˜2λ,s + 2ηi Bλ,s).
Since ηi = η1i−θ , by Lemma 6 (2), we know that
t−1∑
i=1
η2i
t−1∏
j=i+1
(1− η jλ) ≤ η21
t−1∑
i=1
1
i2θ
exp
{
−η1λ
t−1∑
j=i+1
j−θ
}
is bounded by
18η1
λtθ
+ 9η
2
1t
1−θ
(1− θ)21−θ exp
{
−η1λ(1− 2
θ−1)
1− θ (t + 1)
1−θ
}
, if θ < 1,
8η21
1− η1λ(t + 1)
−η1λ, if θ = 1.
Lemma 6(1) yields
t−1∑
i=1
ηi
t−1∏
j=i+1
(1− η jλ) = η1
t−1∑
i=1
1
iθ
t−1∏
j=i+1
(
1− η1λ
jθ
)
≤ 3
λ
. (3.10)
By Lemma 6(3), we also have
t−1∏
i=1
(1− ηiλ) ≤ exp
{
−
t−1∑
i=1
ηiλ
}
≤
exp
{
η1λ
1− θ (1− t
1−θ )
}
, if θ < 1,
t−η1λ, if θ = 1.
(3.11)
Combining the above estimations with Lemma 5 we know that with confidence at least 1− δ,
‖ EFt − EFφλ ‖2K ≤ ‖ EFφλ ‖2K exp
{
η1λ
1− θ (1− t
1−θ )
}
+ 18B˜
2
λ,sη1
λtθ
+ 9B˜
2
λ,sη
2
1t
1−θ
(1− θ)21−θ exp
{
−η1λ(1− 2
θ−1)
1− θ (t + 1)
1−θ
}
+ 6Bλ,s
λ
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when θ < 1, and
‖ EFt − EFφλ ‖2K ≤ ‖ EFφλ ‖2K t−η1λ +
8B˜2λ,sη
2
1
1− η1λ(t + 1)
−η1λ + 6Bλ,s
λ
,
when θ = 1. This proves the theorem. 
4. Estimating the approximation error
In this section, we estimate the approximation error ‖ EFφλ − EFφ‖. This will be done generally
by bounding ‖ EF − EFφ‖L2ρX by means of E( EF)−Rs for EF ∈ H
n+1
K , where
Rs =
∫
X
∫
Z
w(s)(x − u)φ(y fφ(x))dρ(x, y)dρX (u).
4.1. Decay of the loss function wrt noise conditions
The idea of our approach is from [6]. There the quantity inf|t |≤r |φ′′(t)| is used. When φ′′(t)
decays fast or even vanishes for large |t |, this quantity would decrease very fast, leading to
unsatisfactory error estimates. Here we use q1(r) involving Q′′x (t) defined by (2.3), which might
give better estimates when the distribution ρ satisfies some noise conditions. Let us first give the
following property of the function Qx (t).
Lemma 7. If r > 0 satisfies κ(1+ D)r ≥ max {|ω|, ‖ fφ‖∞}, then
1
2
q1(r)
(
ω − fφ(x)
)2 ≤ Qx (ω)− Qx ( fφ(x)) ≤ 12q2(r) (ω − fφ(x))2 .
Proof. Since fφ(x) is a minimizer of the univariate function Qx (t), we have (Qx )′−( fφ(x)) ≤
0 ≤ (Qx )′+( fφ(x)). By the Taylor expansion, when ω > fφ(x),
Qx (ω)− Qx ( fφ(x)) =
∫ ω
fφ(x)
(Qx )
′−(u)du ≤
∫ ω
fφ(x)
(Qx )
′−(u)− (Qx )′−( fφ(x))du
=
∫ ω
fφ(x)
∫ u
fφ(x)
(Qx )
′′(v)dvdu ≤ q2(r)
2
(ω − fφ(x))2.
Also
Qx (ω)− Qx ( fφ(x)) =
∫ ω
fφ(x)
(Qx )
′+(u)du ≥
∫ ω
fφ(x)
(Qx )
′+(u)− (Qx )′+( fφ(x))du
=
∫ ω
fφ(x)
∫ u
fφ(x)
(Qx )
′′(v)dvdu ≥ q1(r)
2
(ω − fφ(x))2.
The case ω < fφ(x) can be proved in the same way. 
4.2. Intermediate role of the Taylor square error
We use a square error functional defined in terms of a Taylor expansion.
Definition 4. Define for EF = (g, Ef ) : X → Rn+1 the Taylor square error by
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Q( EF) =
∫
X
∫
X
w(s)(x − u)
×
(
g(u)− fφ(u)+ ( Ef (u)−∇ fφ(u)) · (x − u)
)2
dρX (u)dρX (x).
The following two lemmas are almost the same as those in [6] except that the quantity
inf|t |≤r |φ′′(t)| is replaced by q1(r). So we omit the detailed proof here. Denote the pth moments
of the Gaussian with 0 ≤ p <∞ as
Np =
∫
{t∈Rn :|t |≤1}
e−
|t |2
2 |t |pdt and N˜p =
∫
Rn
e−
|t |2
2 |t |pdt.
The first lemma says that the L2 error ‖ EF − EFφ‖L2ρX can be essentially bounded by the Taylorsquare error.
Lemma 8. Assume ρX satisfies conditions (1.7) and (1.8), and ( fφ,∇ fφ) ∈ Hn+1K . Define
border sets with s > 0 by
Xs = {x ∈ X : d(x,Rn \ X) > s and p(x) ≥ (1+ cρ)sτ }.
For EF = (g, Ef ) ∈ Fr with r > 1, we have for 0 < s ≤ 1,
N0
s2−τ
∫
Xs
(g(x)− fφ(x))2dρX (x)+ N2s
τ
n
∫
Xs
| Ef −∇ fφ(x)|2dρX (x) ≤ Q( EF).
When K ∈ C2, it was proved in [17,7] that there is a constant cK > 0 such that for
( f,∇ f ) ∈ Hn+1K ,
| f (u)− f (x)+∇ f (u) · (x − u)| ≤ cK ‖∇ f ‖K |x − u|2, ∀x, u ∈ X. (4.1)
The second lemma involves the constant cK . It says that the Taylor square error can be
essentially bounded by the excess generalization error E( EF)−Rs .
Lemma 9. Assume K ∈ C2 and ( fφ,∇ fφ) ∈ Hn+1K . If r > 0 satisfies κ(1 + D)r ≥ ‖ fφ‖∞,
then for any EF ∈ Fr , we have
Q( EF) ≤ 8c2K cρ N˜4(‖∇ f φ‖K + r)2s2 +
4
q1(r)
(E( EF)−Rs).
4.3. Analysis of the approximation error
We can now analyze the approximation error by methods from [9–11]. Before that, we give
an estimate for ‖ EFφλ ‖K which is better than that in Lemma 4.
Lemma 10. Assume K ∈ C2 and ( fφ,∇ f φ) ∈ Hn+1K . Then for any 0 < s ≤
√
λ we have
‖ EFφλ ‖K ≤ C˜1‖ EFφ‖K (4.2)
and
E( EFφλ )−Rs ≤
λ
2
C˜21‖ EFφ‖2K
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where
C˜1 = 1+ cK
√
cρ N˜4q2(‖ EFφ‖K ). (4.3)
Proof. Since EFφ ∈ Hn+1K , we have
E( EFφλ )−Rs +
λ
2
‖ EFφλ ‖2K ≤ E( EFφ)−Rs +
λ
2
‖ EFφ‖2K .
Observe that for u, x ∈ X , there holds
| fφ(u)+∇ fφ(x) · (x − u)| ≤ κ‖ fφ‖K + κD‖∇ fφ‖K ≤ κ(1+ D)‖ EFφ‖K .
So by Lemma 7, we know that E( EFφ)−Rs equals∫
X
∫
X
w(s)(x − u)(Qx ( fφ(u)+∇ fφ(x) · (x − u))− Qx ( fφ(x)))dρX (u)dρX (x)
≤ q2(‖ EFφ‖K )
2
∫
X
∫
X
w(s)(x − u) ( fφ(u)− fφ(x)+∇ fφ(x) · (x−u))2 dρX (u)dρX (x).
This in connection with (4.1) implies
E( EFφ)−Rs ≤ q2(‖
EFφ‖K )
2
(cK )
2‖∇ fφ‖2K cρ
∫
X
∫
X
w(s)(x − u)|x − u|4dudρX (x)
≤ q2(‖ EFφ‖K )
2
(cK )
2‖∇ fφ‖2K cρ N˜4s2.
Then the required bounds hold true. 
Theorem 4. Assume K ∈ C2 and ( fφ,∇ f φ) ∈ Hn+1K . If the pair (φ, ρ) satisfies (2.4), and ρX
satisfies (1.7) and (1.8), then for 0 < s ≤ √λ ≤ 1 we have
‖gφλ − fφ‖2L2ρX ≤ C˜2C˜
2
1‖ EFφ‖2K
{
sτ + C˜
2
1‖ EFφ‖2K s2−τλ
N0q1(C˜1‖ EFφ‖K )
}
and
‖ Ef φλ −∇ fφ‖2L2ρX ≤ C˜2C˜
2
1‖ EFφ‖2K
{
sτ + nC˜
2
1‖ EFφ‖2K s−τλ
N2q1(C˜1‖ EFφ‖K )
}
where with |X | being the Lebesgue measure of X, the constant C˜2 is given by
C˜2 = 8κ2(1+ cρ)(1+ |X |)+ 64c2K cρ N˜4
(
1
N0
+ n
N2
)
.
Proof. Let r = C˜1‖ EFφ‖K . Take EF = (g, Ef ) ∈ Fr . Write
‖g − fφ‖2L2ρX =
∫
X\Xs
(g(x)− fφ(x))2dρX (x)+
∫
Xs
(g(x)− fφ(x))2dρX (x). (4.4)
For x ∈ X \ Xs , we have either d(x,Rn \ X) ≤ s or p(x) < {(1+ cρ)sτ }. So condition (1.7)
implies for s ≤ 1,
ρX (X \ Xs) ≤ cρs + (1+ cρ)|X |sτ ≤ (cρ + (1+ cρ)|X |)sτ .
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Then the first term on the right side of (4.4) is bounded by
κ2(r + ‖ fφ‖K )2(cρ + (1+ cρ)|X |)sτ .
By Lemmas 8 and 9, the second term on the right side of (4.4) is bounded by
s2−τ
N0
(
8c2K cρ N˜4(‖∇ f φ‖K + r)2s2 +
4
q1(r)
(E( EF)−Rs)
)
.
Combining these two estimates yields
‖g − fφ‖2L2ρX ≤
(
κ2(1+ cρ)(1+ |X |)+ 8c
2
K cρ N˜4
N0
)
8C˜21‖ EFφ‖2K
×
{
sτ + 2s
2−τ (E( EF)−Rs)
N0q1(r)
}
.
Similarly we have
‖ Ef −∇ f φ‖2L2ρX ≤
(
κ2(1+ cρ)(1+ |X |)+ 8c
2
K cρ N˜4n
N2
)
8C˜21‖ EFφ‖2K
×
{
sτ + 2ns
−τ (E( EF)−Rs)
N2q1(r)
}
.
The bound (4.2) in Lemma 10 tells us that EFφλ ∈ Fr . Then the desired estimates follow from
the above two bounds by setting EF = EFφλ in Lemma 10. This proves the theorem. 
5. Proof of the main results
In this section we prove our main results stated in the first section.
Proof of Theorem 2. First we derive explicit expressions for the quantities in Theorem 3 under
assumption (2.1).
Since λ = T−γ and s = √λ = T−γ /2, we have
r ≤ C˜3T γ (2+ n2 )
where
C˜3 := κ|φ′(0)|(1+ D)+
√
2φ(0).
By (2.1), we find that
Lr ≤ C0(1+ κ(1+ D)r)q−1 ≤ C0(1+ κ(1+ D))q−1C˜q−13 T (q−1)γ (2+
n
2 )
and
Mr ≤ C0(1+ κ(1+ D))q C˜q3 T qγ (2+
n
2 ).
It follows from mβ ≤ T ≤ 2mβ that
Bλ,s ≤ C˜4
√
2 log(2/δ)mβγ (1+
n
2+q(2+ n2 ))− 12 ,
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where
C˜4 = 24+γ (1+q)(2+ n2 )C0(1+ κ(1+ D))q(1+ C˜3)q
(
κ(1+ 2D)C˜3 + φ(0)+ 1
)
.
Also, we obtain
B˜λ,s ≤ C˜5mβγ (1+ n2+(q−1)(2+ n2 )),
where
C˜5 = 2γ q(2+ n2 )κ(1+ D)
(
C0(1+ κ(1+ D))q−1C˜q−13 + |φ′(0)|
)
.
Next we bound M(λ). When 1 < |u| ≤ κ2|φ′(0)|(1+D)2
λsn+2 , we have
|φ′(u)− φ′(0)|
|u| ≤ |φ
′(0)| + 2q−1C0|u|q−2
≤ |φ′(0)| + 2q−1C0(κ2|φ′(0)|(1+ D)2)q−2(λsn+2)2−q .
Hence
M(λ) ≤
(
sup
|u|≤1
|φ′(u)− φ′(0)|
|u| + |φ
′(0)| + 2q−1C0(κ2|φ′(0)|(1+ D)2)q−2
)
× (λsn+2)min{2−q,0}.
It follows that the condition η1
(
M(λ)κ2(1+D)2
sn+2 + λ
)
≤ 1 in Theorem 3 holds true when ηt =
η1t−θ and η1 = η∗sn+2(λsn+2)max{q−2,0} with η∗ satisfying (2.5).
Then we can apply Theorem 3 together with Lemma 10. With confidence at least 1 − δ, we
have
‖ EFT − EFφλ ‖2K ≤
(
C˜21‖ EFφ‖2K exp
{
η∗
1− θ
}
+ 18C˜
2
5η
2∗
(1− θ)21−θ m
β(1−θ+γ (q−1)(4+n))
)
× exp
{
−η∗(1− 2
θ−1)
1− θ T
1−θ−γ (2+ n2 )max{q−1,1}
}
+ 18C˜25η∗mβγ (2+
n
2 )min{q+1,2q−1}−βθ + 12C˜4
√
2 log(2/δ)mβγ (1+q)(2+
n
2 )− 12 .
Thus when
1− θ − γ
(
2+ n
2
)
max{q − 1, 1} > 0 (5.1)
there exists a constant C˜6 > 0 independent of m or δ such that with confidence at least 1− δ,
‖ EFT − EFφλ ‖2K ≤ C˜6
√
2 log(2/δ)m−α˜. (5.2)
Here
α˜ = min
{
βθ − βγ
(
2+ n
2
)
min{q + 1, 2q − 1}, 1
2
− βγ (1+ q)
(
2+ n
2
)}
.
Finally, we apply Theorem 4 and we know that
‖ EFφλ − EFφ‖2L2ρX ≤ C˜7s
τ ≤ C˜7m−
βγ τ
2 ,
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where C˜7 > 0 is a constant independent of m or δ. Then the stated error estimates follow by
combining this bound for the approximation error and the bound (5.2) for the sample error. This
proves Theorem 2. 
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Appendix. Proof of boundedness
In this Appendix, we prove Proposition 4.
Proof of Proposition 4. We prove by induction. It is trivial that EF1 = 0 satisfies the bound (3.8).
Assume (3.8) holds for t . That is ‖ EFt‖K ≤ κ|φ
′−(0)|(1+D)
λsn+2 . Consider
EFt+1 = (gt+1, Eft+1). If we
denote EGi j = (yi Kx j , yi Kxi (xi − x j )) ∈ Hn+1K , then
EFλt =
1
m2
m∑
i, j=1
w
(s)
i j φ
′−
(
〈 EGi j , EFt 〉K
) EGi j + λ EFt .
Hence
EFt+1 = (1− ηtλ) EFt − ηt
m2
m∑
i, j=1
w
(s)
i j
φ′−
(
〈 EGi j , EFt 〉K
)
− φ′−(0)
〈 EGi j , EFt 〉K
〈 EGi j , EFt 〉K EGi j
+ ηt
m2
m∑
i, j=1
w
(s)
i j φ
′−(0) EGi j .
Consider the middle term. If we denote L i j : Hn+1K → Hn+1K as a positive linear operator given
by
L i j ( EF) = 〈 EGi j , EF〉K EGi j ,
then ‖L i j‖ ≤ κ2(1 + D)2, since 〈L i j EF, EF〉K = |〈 EGi j , EF〉K |2 ≤ ‖ EGi j‖2K ‖ EF‖2K ≤ (1 +
D2)κ2‖ EF‖2K for any EF ∈ Hn+1K . By our induction hypothesis, |〈 EGi j , EFt 〉K | ≤ k
2|φ′−(0)|(1+D)2
λsn+2 .
The local Lipschitz condition tells us that
φ′−(〈 EGi j , EFt 〉K )−φ′−(0)
〈 EGi j , EFt 〉K is well defined and bounded
by M(λ). Since φ′− is nondecreasing, (φ′−(u) − φ′−(0))/u ≥ 0 for any u ∈ R. Therefore
1
m2
∑m
i, j=1w
(s)
i, j
φ′−(〈 EGi j , EFt 〉K )−φ′−(0)
〈 EGi j , EFt 〉K L i j is a positive linear operator on H
n+1
K , and its norm is
bounded by κ
2(1+D)2 M(λ)
sn+2 . Since (3.7) is valid, the operator
A := (1− ηtλ)I − ηt
m2
m∑
i, j=1
w
(s)
i, j
φ′−(〈 EGi j , EFt 〉K )− φ′−(0)
〈 EGi j , EFt 〉K
L i j
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on Hn+1K is positive and A ≤ (1 − ηtλ)I . This in connection with the induction hypothesis on
‖ EFt‖K implies that
‖ EFt+1‖K ≤ (1− ηtλ)‖ EFt‖K + ηt
m2
m∑
i, j=1
w
(s)
i j |φ′−(0)|‖ EGi j‖K
≤ (1− ηtλ)k|φ
′−(0)|(1+ D)
λsn+2
+ ηt |φ
′−(0)|κ(1+ D)
sn+2
= k|φ
′−(0)|(1+ D)
λsn+2
.
This completes the induction procedure and proves the proposition. 
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