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We propose an in-silico experiment to introduce classical density functional theory (cDFT). Den-
sity functional theories, whether quantum or classical, rely on abstract concepts that are non-
intuitive. However, they are at the heart of powerful tools and active fields of research in both
physics and chemistry. They led to the 1998 Nobel Prize in chemistry. DFT is illustrated here in
its most simple and yet physically relevant form: the classical density functional theory of an ideal
fluid of classical particles. For illustration purpose, it is applied to the prediction of the molecular
structure of liquid neon. The numerical experiment proposed therein is built around the writing of
a cDFT code by students in Mathematica. Students thus have to deal with (i) the cDFT theory,
(i i) some basic concepts of statistical mechanics of simple fluids, (iii) functional minimization, and
(iv) a useful functional programming language. This computational experiment is proposed during
a molecular simulation class, but may also be of interest in a quantum chemistry class to illustrate
electronic DFT, if one highlights the analogies between the quantum and classical DFTs.
Is it possible to study and extract all interesting infor-
mation of a quantum system without considering explic-
itly, i.e., individually, all the electrons? Hohenberg, Kohn
and Sham answered yes to these questions when they in-
vented the electronic density functional theory (DFT).
In their seminal papers, published in the middle of the
1960’s, they show that the knowledge of the number of
electrons per volume unit, the electronic density, is a
sufficient quantity to extract all the properties of any
system. They also show that finding this density is an
easy process: it is the density that minimizes a free en-
ergy functional (a function of a function) of the density
itself.[1, 2] Thanks to its high computational efficiency
with respect to theories based on electronic wavefunc-
tions, electronic density functional theory has imposed
as a major theoretical tool to treat quantum mechan-
ics problems in academic labs.[3, 4] As a consequence, it
takes a prominent part in the current quantum chemistry
courses (for instance, half of the hours dedicated to the-
oretical chemistry at École Normale Supérieure, Paris,
France). The determination of the energetic and struc-
tural equilibrium properties of classical systems is also
an important problem. Often, it is addressed in statis-
tical mechanics or molecular simulation courses for un-
dergraduate students. During these courses, Molecular
Dynamics (MD) or Monte-Carlo simulations (MC)[5] are
often mentioned. However, these methods are most often
introduced theoretically because writing or using MD or
MC codes is time-consuming. A classical density func-
tional theory framework exists, that is similar to elec-
tronic DFT, for systems of classical particles. The elec-
tronic probability density is at the heart of the electronic
DFT, while it is the number of molecules per unit volume
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in classical DFT. Another interest of liquid state theories
like cDFT in molecular simulation courses is to illustrate
the problem of computational costs that often are a limi-
tation of everyday research. cDFT[6–8] is theoretically as
accurate as MC and MD, while reducing computational
costs by two to three orders of magnitude.
This article discusses a 2 hours in-silico experiment
for at most twelve students. It is part of a theoretical
chemistry course for chemists or physicists with a minor
in chemistry. Students do not need to be familiar with
programming nor functional minimization, but prior in-
troduction to DFT and functional analysis is required.
To illustrate the use of cDFT, they are asked to write a
Mathematica code.[9] Each student should thus have a
computer with Mathematica version 9 or later. This lan-
guage is chosen because it has both strong symbolic and
numeric capabilities and because its functional program-
ming paradigm that allows students not to focus on pro-
gramming but on algorithms. An example Mathematica
notebook is given in Supporting Information to guide the
professor. It is not intended to be given to the students
before the experimental session. The professor should let
students who are familiar with Mathematica to work as
independently as possible. Students without prior knowl-
edge of Mathematica should be guided almost in real
time: everyone should code together using on-screen pro-
jection of the professor’s Mathematica notebook. Since
the students write the program at the same time as the
professor, they can play with the Mathematica documen-
tation, the functions in use and the plots. The professor
could give the program found in Supporting Information
after the session, in order to let the students have a cor-
rect and well-written version of the program for future
reference. The structure of this article is the following:
first, the classical density functional theory is introduced
quickly. This theoretical part gives rise to a discussion
about functionals and their minimization, which often are
unfamiliar notions to undergraduate students. Secondly,
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2the 2-hours practical computational exercice discussed
above is proposed: Students investigate a model of fluid
neon. Students are invited to solve this problem by writ-
ing a Mathematica program that applies the previously
introduced theoretical framework. This program should
minimize the Helmholtz free energy functional both ana-
lytically and numerically. Results are then discussed and
compared to experimental neutron scattering data.[10]
Third, the strengths and weaknesses of the theory and
approximations made during the course are pointed out,
before concluding.
I. THEORY
Classical density functional theory (cDFT) is the clas-
sical analogue of electronic DFT introduced by Kohn
(Nobel prize in 1998[11]) together with his collabora-
tors Hohenberg and Sham.[1, 2] Electronic DFT is a
well known theory, for which good reviews can easily
be found.[4, 12] It is based on (i) the rewriting of the
Hamiltonian of a system of N electrons in an external
field (e.g., the electrostatic potential induced by the nu-
clei), as a unique functional of the electronic density, and
(ii) the fact that the electronic density that minimizes the
functional is the density of the ground state, the state of
lowest energy. It has been proved[6, 7] that these results
are also true for classical systems: the minimization of
the Helmholtz free energy F , that is a unique functional
of the classical solvent density ρ(r), with respect to this
density, gives access to the equilibrium density ρeq(r).
This equilibrium density must be understood as the av-
erage quantity of solvent molecules at each position r in
the presence of an external perturbation, e.g., a solid sur-
face or any solute. Students are asked to think about the
fact that F is a function of ρ that is itself a function of
the position r. is thus called a functional and shall be
written . Rigorously,[13] the free energy functional can
be decomposed as in equation (1).
F [ρ(r)] = Fid[ρ(r)]+Fexc[ρ(r)]+Fext[ρ(r)]−µ
ˆ
ρ (r) dr,
(1)
with,
Fid[ρ(r)] = kBT
ˆ
ρ(r)(ln
[
Λ3ρ(r)
]− 1))dr, (2)
and,
Fext[ρ(r)] =
ˆ
vext(r)ρ(r)dr, (3)
Where µ is the chemical potential, kB is the Boltz-
mann constant, and T the temperature in Kelvin. The
inverse of the thermal energy, β = (kBT )−1 is used later
in this article. Λ =
√
βh2
2pim is the thermal wavelength,
h is the Planck constant and m is the mass of one sol-
vent molecule. In equations (2)-(3), students are shown
that the scalars Fid[ρ(r)] and Fext[ρ(r)] depend of all
the values taken by ρ at all positions r. Fid[ρ(r)] is the
ideal term of a non-interacting (ideal) fluid. It is purely
entropic and its expression, given in equation (2), is ex-
act. Fext[ρ(r)] is the term due to an external potential,
vext(r). It is the perturbation of the solvent. It can be,
for instance, the interaction of the solvent with a molec-
ular solute or an interface. Fexc[ρ(r)] is the excess term,
due to solvent-solvent interactions. Exact expression for
this term is, in the general case, still unknown. Find-
ing the best approximation for it, especially for water,
is one intense field of research that goes far beyond this
introduction.[14] Note that this excess term is the equiv-
alent of the exchange correlation term in electronic DFT:
it is approximated. In this first approach of cDFT, it will
be neglected. Interested students may refer to reference
[13] for a review on how to tackle this term. Given an
excess term and an external potential, it is possible to
minimize the functional, i.e., to find the solvent density
ρeq(r) such that F is minimum. Once this minimization
is done, the equilibrium density, and thus all the struc-
tural properties are known. In order to get used to this
functional approach, students are now asked to minimize
both numerically and analytically the simplest form for
F . They will then be able to deduce the structural prop-
erties of a model of liquid neon.[10]
II. STUDENT EXERCISE AND
COMPUTATIONAL METHOD
In order to limit this in-silico experiment to 2 hours,
the minimization will be carried out in one dimension
only, reducing the computational and programming ef-
forts. The spatial coordinates r, are thus discretized on
a regular grid of i nodes: {ri}. One objective is to treat
a case that makes the students able to compare the ana-
lytical and numerical minimizations. To further simplify
the exercise, the problematic excess term is omitted in
the following. This approximation decreases the compu-
tational cost of the numerical minimization of the func-
tional by one order of magnitude. Indeed the ideal and
the external term require a simple integration over the
spatial coordinates r, as can be seen in equations (2)-
(3). The computational cost of such integration scales
as O(N), where N is the number of grid nodes used to
discretize space. The excess term would have required,
at least, a double integration on space, and consequently
scales at best as O(N2). Furthermore, the excess term
makes the analytical functional minimization much more
complex, if not impossible. It should be clear at this
point that the fluid has no correlations: it is ideal. It is
a good opportunity to discuss how the balance between
complexity and computational cost is at the heart of sci-
entific research that relies on theory and/or computation.
First, the students are requested to find, analytically, the
functional derivative of the free energy. It reads:
3δF [ρ(r)]
δρ(r)
= β−1 ln
[
Λ3ρ(r)
]
+ vext(r)− µ, (4)
Special attention should be given to this step of func-
tional derivation, as it is often difficult for students. Be-
cause DFT is a variational principle, the solution is the
density that nullifies equation (4), that is:
ρeq(r) =
exp (βµ)
Λ3
exp (−βvext(r)) , (5)
where the chemical potential, µ, is chosen so that
exp(βµ)/Λ3 = ρb, the homogeneous, bulk, solvent den-
sity. With this choice, the solvent is homogeneous when
the perturbation vanishes. On the contrary, where the
perturbation is very repulsive (vext  kBT ), the equi-
librium density tends toward zero. Secondly, in order to
illustrate the powerful variational principle at the heart
of DFTs and to be able to extend this course to more
complex cases, students are requested to minimize the
free energy numerically. For this purpose, they are asked
to discretize equations (2)-(3):
Fid[ρ({ri})] = kBT
∑
i
∆iρ(ri)
[
ln
(
Λ3ρ(ri)
)− 1] , (6)
Fext[{ρ({ri})] =
∑
i
∆iρ(ri)vext(ri), (7)
where ∆i is the element of integration, that is in our
one-dimensional case the distance between two radial
nodes. To minimize the functional, they need to chose
an initial density: naively, students often propose the ho-
mogeneous solvent density ρb, which is fine. Then, they
are asked to find and plot the equilibrium density profiles
corresponding to two different external potentials: a hard
wall and a repulsive field of Gaussian shape. Third, in or-
der to compare with a physical system, we propose to fo-
cus on liquid neon. Its bulk density is 0.033 molecules/Å3
at 35.05 K. Such a system was studied experimentally
by neutron scattering by de Graaf and Mozer.[10] They
reported the radial distribution function (rdf) of liquid
neon, which is the probability to find a Ne atom at dis-
tance r of another Ne, normalized by the bulk density.
It is related to the density at a distance r of a reference
solvent molecule by
g(r) =
ρ(r)
ρb
. (8)
As no excess term has been included, there is no Ne-
Ne interaction: it is an ideal liquid. The most common
and widely used interatomic potential for Van der Waals
interactions is the Lennard-Jones potential:
vext(r) = 4
[(σ
r
)12
−
(σ
r
)6]
, (9)
with parameters =1.6 kJ/mol and σ=2.6 Å for Ne.
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Figure 1: Radial distribution function for liquid neon. Exper-
imental results by de Graaf and Mozer [10] are shown in red
circles. The numerical and analytical cDFT results are shown
in black and yellow dashed lines, respectively.
III. RESULTS AND DISCUSSION
Numerical minimization of the free energy F for our
model neon results in the equilibrium solvent density,
ρ(r), from which the rdf is computed with equation (8).
It is plotted in full black line in Figure 1. It is also com-
pared to the radial distribution function obtained ana-
lytically from equation (5), in yellow dashed lines. It can
be noticed that the radial distribution profiles obtained
by analytical and numerical minimizations are identical.
Students can be convinced that numerical methods can
reproduce exact results predicted by theory, which justi-
fies the use of numerical methods when problems cannot
be tackled analytically. Theoretical predictions and the
experimental rdf for liquid neon, extracted from reference
10, are compared in Figure 1. The simple model stud-
ied here is able to reproduce the good position for the
first peak in the rdf. This peak corresponds to the posi-
tion of the molecules of the first solvation shell. However,
there is no other extrema in the cDFT results because our
model does not contain any solvent-solvent interactions.
The second peak must be understood as a response to
the presence of the first peak. Indeed, molecules in the
first shell also have a first solvation shell, and thus in-
duce a second peak (for second nearest neighbors) in the
rdf. This property is thus solvent induced and cannot
be recovered by the (ideal) approximation of the excess
(solvent-solvent) term. To conclude, a model as simple
as an ideal fluid perturbed by a Lennard-Jones solute
is sufficient to model the first solvation shell of a liquid
neon.
Students are also asked to evaluate the number of
neighbors in the first solvation shell of a given Ne. This
can be done by integrating the radial distribution func-
tion from 0 to the end of the experimental first peak to
count the number of molecules in this volume. Both ex-
perimental and cDFT radial distribution functions lead
4Figure 2: On top, the density map predicted by cDFT for
Ne in the approximation described in the text. At bottom,
the density map reconstructed from the experimental radial
distribution function. A single neon atom is at coordinates
(x, y) = (0, 0).
to a number of molecules that is close to 12, which cor-
responds to a compact packing between neon atoms.
At this point, it is a good thing to emphasis to students
that the extraction of particular physical data can be eas-
ier with some computational techniques than with others.
For instance, the generation of density maps such as in
Figure 2, is completely straightforward from cDFT as it is
a direct output of the theory. It can be interesting to dis-
cuss with them how they would compute the same quan-
tities by explicit MD or MC simulation. It is then the
right moment to highlight the simplicity of the model and
the crudeness of setting the excess term to zero. More
complex systems can be studied with more sophisticated
cDFT. State of the art cDFT requires approximately ten
minutes to get a radial distribution function in quantita-
tive agreement with Molecular Dynamics or Monte Carlo
simulations that require 1000 CPU-hours.[15]
IV. CONCLUSIONS
It is worth to introduce classical density functional the-
ory during a statistical mechanics course: it shows un-
dergraduate students that liquid state theories exist and
may be alternatives to the time-consuming and widely
used Molecular Dynamics and Monte Carlo simulations.
In order to illustrate how a cDFT code works, an in-silico
experiment has been proposed and applied to a simple
model system: liquid neon. This experiment consisted in
writing a Mathematica program that minimizes a func-
tional both numerically and analytically. This little pro-
gram, given in Supporting Information, can be written
in 2 hours. With a simple model and their own code,
students are able to reproduce the main features of the
radial distribution function of liquid neon: The position
and height of the first solvation shell. Even if this pro-
gram is written for a simple physical problem, it intro-
duces numerical minimization and some computational
aspects of major interest. Last but not least, this ac-
tivity has helped students to make a first contact with
computational chemistry and state of the art theoretical
research.
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