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Abstract
In this paper we investigate the possible neighborhood size of the inverse automaton of some
types of one-dimensional reversible cellular automata. Considering only the case when the local
function is a size two map, we give a quadratic upper bound for the neighborhood size of the
inverse automaton. We show that this bound can be lowered in some particular cases, and give
an algorithm for computing these better bounds.
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1. Introduction
Cellular automata, CA for short, are discrete dynamical systems where each cell,
units from the Zd space, evolves according to a speci4c local rule. This rule takes in
consideration not only the cell itself, but also its neighbors. The whole con4guration
of a CA changes from time t to t +1 by applying the local rule in parallel for all the
cells, at the same time.
A CA is called reversible if each con4guration has a unique predecessor, i.e. the CA
transformation does not destroy information. For a wide survey on reversible cellular
automata we refer the reader to [9]. It is an interesting question to characterize local
CA rules that make the CA reversible. The local rule itself is of course not one-to-one,
so neighboring cells must “co-operate” to preserve the information. This co-operation
can be quite complex: in two- and higher dimensional cellular spaces it is undecidable
whether a given local rule makes the CA reversible [4]. Another indication of the
complexity of reversible CA is the fact that they can perform arbitrary computations:
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in [8] it was shown how two-dimensional reversible CA can simulate arbitrary one-
dimensional CA, and therefore there exist computationally universal reversible CA;
later in [5] it was shown that even one-dimensional reversible CA can be universal.
It is well known that the inverse transformation of a reversible CA is computed by
another CA, called the inverse CA [2]. In other words, a local neighborhood of each
cell is suCcient to determine the state of that cell in the previous con4guration. In this
paper we study the question of determining how large a local neighborhood may be
needed in the inverse direction. It follows from the before mentioned undecidability
result proved in [4] that in two-dimensional spaces the local neighborhood of the inverse
transformation can be very large: there is no recursive (computable) upper bound to
its size. Here we are interested in the one-dimensional case.
Without loss of generality we concentrate on “radius- 12 ” cellular automata, that is, CA
whose neighborhood consists of two adjacent cells only. Clearly any one-dimensional
CA can be viewed to have such a two-element neighborhood if one groups suCciently
large segments of consecutive cells together into “super-cells”.
Our conjecture is that the inverse neighborhood of any reversible radius- 12 CA is
contained in a contiguous segment of at most n − 1 cells, where n is the number of
states. This bound has been previously proved in [3] only in the special case that the
left or the right Welch index of the CA is equal to one and examples show that the
bound n− 1 is strict.
In this paper we start by showing a simple quadratic upper bound for the inverse
neighborhood equal to n(n − 1). Then we concentrate on the case when the left (or
the right) Welch index is equal to two. We show that the length of the right (or left,
respectively) side of the inverse neighborhood is bounded from above by the right
(left, respectively) Welch index. We give a simple example that shows that this bound
cannot be improved. The general conjecture remains open.
The paper is organized as follows: in Section 2 we give some de4nitions and nota-
tions about CA, we recall some previously known results, and state a simple lemma.
In Section 3 we prove an upper bound for the size of the inverse neighborhood. In
Section 4 we give some general results concerning reversible one-dimensional CA, as
well as a proof of a smaller bound for the size of the inverse neighborhood in the
case when the right (left, respectively) Welch index is equal to 2. Also, we describe
an algorithm for determining possibly smaller bounds. Finally, in Section 5 we give a
simple example which shows that the bound given is Section 4 cannot be improved.
2. Denitions and notations
Formally, a one-dimensional CA is a triple
A = (S; NA; f);
where S is a 4nite set, called the state set, NA is a neighborhood vector of size d,
and f is a mapping from Sd into S, representing the local rule of the CA. Usually
NA represents a linear neighborhood, which means that we have NA=(−l;−l +
1; : : : ;−1; 0; 1; : : : ; r − 1; r) for some l; r ∈N, with l+ r + 1=d, where N is the set of
E. Czeizler / Theoretical Computer Science 325 (2004) 273–284 275
natural numbers. The cells are laid on an in4nite array and are indexed by Z, the set
of integers. In this paper we work only with one-dimensional CA, but to simplify the
notation we generally refer to them simply by CA.
A con0guration c of a CA A=(S; NA; f) is a mapping
c : Z→ S;
which speci4es a state for each cell. Let us denote by C the set of all con4gurations.
Sometimes it is more diCcult to work with all the cells and this is why we use partial
con0gurations. Given a subset M ⊆Z, we de4ne the partial con4guration cM , or simply
c if no confusion can occur, as the mapping
cM : M → S
that assigns states only to the cells in M .
The neighborhood of a cell i∈Z contains all the cells i+k, for all k = −l; : : : ;−1; 0;
1; : : : ; r, that is the l cells to the left and the r cells to the right of i, plus i it-
self; we consider here that the neighborhood vector NA is of the form (−l;−l +
1; : : : ;−1; 0; 1; : : : ; r − 1; r), with l; r ∈ N.
Based on the local rule map f, we de4ne the global transition function
Gf : C → C;
which describes the evolution of the whole system. At each step a con4guration c is
transformed into a new con4guration Gf(c) by applying the local rule f at the same
time for all cells, i.e.
Gf(c)(i) = f(c(i + i1); c(i + i2); : : : ; c(i + id));
where NA=(i1; i2; : : : ; id) is the size d neighborhood vector of the CA.
It can happen sometimes that for a CA A, the local rule f does not depend on
some elements from the neighborhood vector NA. By removing all these unnecessary
elements, we obtain the minimal neighborhood. In general, we are interested in 4nding
the left and the right bounds of this minimal neighborhood, that is the minimum and
the maximum elements from the set
{i ∈ Z | ∃c1; c2 ∈ C; c1(i) 
= c2(i) and
c1(j) = c2(j) for all j 
= i; such that Gf(c1)(0) 
= Gf(c2)(0)};
so that we can give a bound for the size of the minimal neighborhood.
A CA A=(S; NA; f) is called reversible, or RCA, if during its evolution no in-
formation is lost, i.e. there exists another CA A−1 = (S; NA−1 ; f′), called the inverse
automaton of A, such that Gf′ =G−1f . It was proved in [6] that a CA A=(S; NA; f)
is reversible if and only if its global transition function Gf is injective, i.e. you cannot
4nd any two con4gurations c1; c2 ∈C; c1 
= c2, such that Gf(c1)=Gf(c2). In [1,7] two
quadratic time algorithms are presented for determining if a given one-dimensional CA
A is injective or not.
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According to [2,6], one can conclude that if the global function Gf of a CA
A=(S; NA; f) is injective then there exists a neighborhood vector NB such that for
each cell one can uniquely determine the previous state only by looking at the current
states of the cells situated in the neighborhood described by NB. This vector NB is in
fact the neighborhood vector of the inverse automaton of A, NA−1 , and we refer to it
as the inverse neighborhood of A. In this paper we investigate how large the minimal
inverse neighborhood can be for some types of RCA.
In some cases it can be easier to study the inverse neighborhood of a RCA by
splitting it into the left and the right neighborhoods. For a given RCA A=(S; NA; f),
with NA=(−l;−l+1; : : : ;−1; 0; 1; : : : ; r−1; r), we de4ne the left and right neighborhood
vector as (−l;−l+ 1; : : : ;−1) and (0; 1; : : : ; r − 1; r), respectively.
For a partial con4guration c :M → S; M ⊆Z, we denote by S−1i (c) the set of states
which can be found on position i at the prior step, i.e.
S−1i (c) = {a ∈ S | ∃c′ ∈ C s:t: G(c′)|M = c and c′(i) = a}:
The following lemma is an easy observation.
Lemma 1. For a given RCA A=(S; NA; f), its minimal left inverse neighborhood
vector is included in (−l;−l + 1; : : : ;−1) if and only if for all partial con0gura-
tions on the positive cells, c :N→ S, |S−1l (c)|=1. Symmetrically, its minimal right
inverse neighborhood vector is included in (0; 1; : : : ; r− 1) if and only if for all partial
con4gurations on the negative cells, c′ :Z−→ S, |S−1−r (c′)|=1.
We denoted here with Z− the set of all non-positive integers, i.e. the set {−1;−2;
−3; : : :}, and with N the set of natural numbers {0; 1; 2; : : :}.
3. Inverse neighborhoods of RCA
For the rest of the paper we consider only the case of size two neighborhoods and
more precisely the case when we have NA=(0; 1) (also known as radius- 12 CA). It can
be seen that in this situation the local rule function f takes the form of a matrix M ,
where the lines stand for the 4rst component of the neighborhood, while the columns
stand for the second one. Also, the global transition function can be represented as in
Fig. 1.
0 1 2 3-1-2-3
-3 -2 -1 210
Fig. 1. The global transition function Gf when NA = (0; 1):
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It was shown in [3] that if n is the size of the state set S, then n2(n− 1) + 1 is an
upper bound for the size of the minimal inverse neighborhood. The following result
reduces this bound to a quadratic size.
Theorem 2. Let A=(S; (0; 1); f) be a one-dimensional RCA, and let n= |S| denote
the size of the state set. The minimal inverse neighborhood vector of A is included
in (− n(n−1)2 ; : : : ;−1; 0; 1; : : : ; n(n−1)2 − 1). So n(n− 1) is an upper bound for the size of
the inverse neighborhood of A.
Proof. First, we are going to prove that the minimal left inverse neighborhood vector
of A is included in (− n(n−1)2 ; : : : ;−1).
Let us suppose that the length of the minimal left inverse neighborhood is larger than
n(n−1)
2 . By Lemma 1 we have that ∃k; k¿ n(n−1)2 , and ∃c :N→ S a partial con4guration,
such that |S−1k (c)|¿2. Let a; b be two distinct elements from S−1k (c).
Since A is reversible, and hence there exists an inverse neighborhood vector, then
there also exists l¿k, such that for each partial con4guration c :N→ S, |S−1l (c)|=1.
It can be observed that for all i=0; : : : ; k we have that |S−1i (c)|¿2. Indeed, let us as-
sume that for some i∈{0; : : : ; k} we have |S−1i (c)|=1. In this situation it must be noted
that |S−1i (c)|= |S−1l (c)|=1, while |S−1k (c)|=2 and i¡k¡l. Hence, there exist two
distinct partial con4gurations, c′1; c
′
2 : [i; l]→ S such that G(c′1)=G(c′2)= c|[i; l ], where
c|[i; l ] is the restriction of the partial con4guration c on the cells {i; i + 1; i + 2; : : : ; l}.
Even if the two partial con4gurations start and end with the same element S−1i (c), re-
spectively, S−1l (c), we can force them to be distinct by requiring that c
′
1(k)= a while
c′2(k)= b. By adding to both partial con4gurations c
′
1 and c
′
2 any common initial se-
quence of states for the cells on position {i− 1; i− 2; i− 3; : : :}, as well as a common
4nal sequence of states for the cells on position {l+ 1; l+ 2; l+ 3; : : :}, we can build
two distinct con4gurations c1 and c2, with c1|[i; l ] = c′1 and c2|[i; l ] = c′2, both with the
same image under G, contradicting the assumption of A being reversible.
From the above considerations one can construct k pairs (ai; bi), such that ai; bi ∈ S−1i
(c) and f(ai; ai+1)=f(bi; bi+1)= c(i), for all i=0; : : : ; k. Since k¿
n(n−1)
2 , we must
have two distinct i; j∈{0; 1; : : : ; k} such that {ai; bi}= {aj; bj}. In both cases (ai = aj
or ai = bj) there exist the distinct cyclic con4gurations c′1 and c
′
2, as presented in Fig. 2
(a) and (b), respectively, such that G(c′1)=G(c
′
2) contradicting the initial assumption
of A being reversible.
Using a similar reasoning one can prove that the minimal right inverse neighborhood
of A is included in (0; 1; : : : ; n(n−1)2 − 1). Thus, the minimal inverse neighborhood of
A is included in (− n(n−1)2 ; : : : ;−1; 0; 1; : : : ; n(n−1)2 − 1), and n(n− 1) is an upper bound
for the size of the minimal inverse neighborhood.
It was shown in [3] that given a RCA A=(S; (0; 1); f), for all partial con4gura-
tions c :N→ S and c′ :Z−→ S we have that |S−10 (c)| and |S−10 (c′)|, respectively, are
constants, being invariants of A. These constants are called the left and right Welch
index, respectively, and are denoted by nL and nR. Also, it was proved that nL ∗ nR = n,
where n is the size of the state set S.
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c'1:
c'2:
c'1:
c'2:
aj
bi bi+1 bj
bi+1ai+1
ai+1
bjai
aj
bj-1
aj-1
aiaj-2 aj-1 ai+1 ai+2 ai+3ai+2ai+1ajaj-1
bj-1 bi bi+1 bi+2 bj-1 bj bi+1 bi+2 bi+3bj-2
The case when ai = bj and bi = aj.
 The case when ai = aj and bi = bj.
ai+3ai+2ai+1
bi+1 bi+2 bi+3
(a)
(b) 
Fig. 2. The con4gurations c′1 and c
′
2 have the same image under G.
From previously known examples, one may think that for a given RCA A=(S; (0; 1);
f), its inverse neighborhood can have the following property: if nL =p and nR = q,
and implicitly |S|=p ∗ q= n, then the size of the left minimal inverse neighborhood is
less than or equal to p− 1, while the size of the right minimal inverse neighborhood
is less than or equal to q − 1. Even though this conjecture was proved in [3] for the
case nL = 1 and nR = n (and the symmetric case nL = n and nR =1) it is not generally
true; a counterexample is given in Section 5.
4. The case when nL = 2, and nR = q
In this section we concentrate on the particular case nL = 2 and nR = q. With this as-
sumption we show that the bound for the size of the minimal left inverse neighborhood
reduces considerably. First, let us prove some general preliminary results.
Lemma 3. Let A=(S; (0; 1); f) be a one-dimensional RCA, with nL =p, nR = q,
|S|= n=p ∗ q, and let c :N→ S be a partial con0guration. Then
(i) for each cell k; k ∈N, |S−1k (c)|¿|S−1k+1(c)|,
(ii) if there exists a cell k; k ∈N, such that |S−1k (c)|= |S−1k+1(c)|, then for all
a∈ S−1k+1(c) there exists a unique a′ ∈ S−1k (c) such that f(a′; a)= c(k),
(iii) if moreover |S−1k (c)|= |S−1k+1(c)|=p, then for all a∈ S−1k+1(c) there exists a unique
a′ ∈ S such that f(a′; a)= c(k).
Proof. (i) First, let us observe that for each cell k, since the sets S−1k (c) and S
−1
k+1(c)
represent the sets of the left and the right possible predecessors of c(k), respectively,
then it is very easy to conclude that for each k ∈N, and for all a∈ S−1k+1(c) there exists
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at least one a′ ∈ S−1k (c) such that f(a′; a)= c(k). Let us now suppose that there ex-
ists a cell k; k ∈N, such that |S−1k (c)|¡|S−1k+1(c)|. Then, it follows from the previous
observation that there exist at least two possible right predecessors a1; a2 ∈ S−1k+1(c)
such that f(a′; a1)=f(a′; a2)= c(k), for some a′ ∈ S−1k (c). From the de4nition of
S−1k (c) and S
−1
k+1(c), as well as from the previous consideration, it can be seen that
one can build two diIerent con4gurations c1 and c2, with c1(i)= c2(i) for all i6k,
c1(k)= c2(k)= a′ but c1(k+1)= a1 while c2(k+1)= a2, such that G(c1)=G(c2) and
G(c1)|N =G(c2)|N = c. Since this would contradict with the injectivity of A, we must
have that |S−1k (c)|¿|S−1k+1(c)|.
(ii) Let us now assume that there exists a cell k; k ∈N, such that |S−1k (c)|= |S−1k+1(c)|
and f(a′1; a)=f(a
′
2; a)= c(k) for some a
′
1; a
′
2 ∈ S−1k (c) and a∈ S−1k+1(c). Since we show-
ed above that we have an onto mapping from S−1k (c) to S
−1
k+1(c), it follows that there
exist the states a′ ∈ S−1k (c) and a1; a2 ∈ S−1k+1(c) such that f(a′; a1)=f(a′; a2)= c(k).
However, as in the proof of point (i), this would lead us to a contradiction with the
injectivity of A.
(iii) For the case when we have |S−1k (c)|= |S−1k+1(c)|=p, we show that for each
a∈ S−1k+1(c) not only that there exists a unique a′ ∈ S−1k (c) such that f(a′; a)= c(k),
but this state is also unique in the whole state set S. Indeed, let us assume that
there also exists b′ ∈ S\S−1k (c) such that f(b′; a)= c(k). We can build a new partial
con4guration c :N→ S starting from c, by shifting all the cells to the left by k positions,
that is c(i)= c(i + k), for all i¿0. From the previous assumptions it can be seen that
S−1k (c)∪{b′}⊆ S−10 (c). This however implies that nL¿p+1 which is a contradiction.
So the lemma is completely proved.
Let us consider now the particular case nL = 2 and let us suppose that there exists
a cell x of a partial con4guration for which both left and right predecessors are not
unique. Since nL = 2, we must have exactly two left and two right predecessors; let
them be a′; b′ and a; b, respectively. Then the previous lemma implies that a′ and b′
are uniquely determined by a and b, respectively, such that the pairs (a′; a) and (b′; b)
are mapped by f into x.
Based on the previous result, in the next lemma we give a description of those RCA
for which the left and right inverse neighborhoods are minimal, i.e. equal to one, while
their left and right Welch are diIerent than one.
Lemma 4. Let A=(S; (0; 1); f) be a one-dimensional RCA such that nL =p, nR = q,
and nL; nR 
=1. Denote by M the matrix determined by the local rule f. The minimal
left inverse neighborhood of A is equal to (−1) if and only if for each column
Mi; i=1; : : : ; p ∗ q and for each state x∈ S, the number of appearances of x in Mi is
either p or 0. Symmetrically, the minimal right inverse neighborhood of A is equal
to (0) if and only if for each row Mi; i=1; : : : ; p ∗ q and for each state x∈ S, the
number of appearances of x in Mi is either q or 0.
Proof. Let us begin by assuming that the minimal left inverse neighborhood of A
is equal to (−1). By Lemma 1 this is equivalent with the following fact: since
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|S−10 (c)|= nL =p, we have that for all partial con4gurations c :N→ S, |S−11 (c)|=1,
while |S−10 (c)|=p. This implies that if S−10 (c)= {b1; : : : ; bp} and S−11 (c)= {a}, then
f(b1; a)= · · ·=f(bp; a)= c(0). Moreover, one can see that these p states are unique
with this property.
Let us 4x now an arbitrarily a∈ S and x∈ S.
Case I: ∃c :N→ S a partial con4guration such that c(0)= x and S−11 (c)= {a}. From
the previous considerations it can be seen that there exist exactly p states b1; : : : ; bp
such that f(b1; a)= · · ·=f(bp; a)= x, which in fact means that in the matrix M de-
termined by the local rule f, the number of appearances of x in the column Ma is
equal to p.
Case II: 
 ∃c :N→ S a partial con4guration such that c(0)= x and S−11 (c)= {a}. This
implies that there does not exist any state b∈ S such that f(b; a)= x. Indeed, if such
a b exists, then we can de4ne the partial con4guration c′ :N→ S, with c′(0)= b and
c′(i)= a for all i¿0, and let c=G(c′). This however contradicts the initial assumption
since c(0)= x and S−11 (c)= {a}. The conclusion of this second case is that in these
conditions, in the matrix M determined by the local rule f, the number of appearances
of x in the column Ma is equal to 0. This proves the 4rst part of our lemma.
Let us consider now that the matrix M determined by the local rule f has the
property from the initial assumption, i.e. the number of appearances of any x∈ S in
the column Ma is equal either to p or to 0, for all a∈ S.
First, it must be noted that the length of the minimal left inverse neighborhood
cannot be 0, since this implies that S−10 (c)= 1, contradicting the fact that nL =p.
Let us suppose that the length of the minimal left inverse neighborhood of A is
larger than 1. This means that there exists a partial con4guration c :N→ S such that
|S−10 (c)|=p and |S−11 (c)|¿2. Let c(0)= x, S−10 (c)= {a′1; : : : ; a′p}, and a; b∈ S−11 (c).
Since both a and b are in the set S−11 (c), then in the columns Ma and Mb the state
x appears at least once. Thus, our assumption implies that the state x appears in the
two columns p times. Since |S−10 (c)|=p, S−10 (c)⊃{a′ |f(a′; a)= x= c(0)} (and also
S−10 (c)⊃{a′ |f(a′; b)= x= c(0)}) and |{a′ |f(a′; a)= x}|= |{a′ |f(a′; b)= x}|=p it
follows that S−10 (c)= {a′ |f(a′; a)= x}= {a′ |f(a′; b)= x}. Then, for all a′ ∈ S−10 (c)
we have that f(a′; a)=f(a′; b)= x. Using a similar construction as in Lemma 3 (i) it
can be seen that this assumption gives rise to a contradiction.
The second part of the lemma can be proved dually.
We give now the main result of this section.
Theorem 5. Let A=(S; (0; 1); f) be a one-dimensional RCA. Denote n= |S|. If nL = 2
and nR = q then the minimal left inverse neighborhood of A is included in
(−q; : : : ;−2;−1).
Proof. Let us assume that the size of the minimal left inverse neighborhood of A is
larger than q. Lemma 1 implies that there exists a partial con4guration c :N→ S such
that |S−1q (c)|¿2. Since nL = 2, for all k ∈N and all partial con4gurations c′ :N→ S
we have that |S−1k (c′)|62; thus, |S−1q (c)|=2. From Lemma 3(i) and the previous
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c
Configuration
_
c
Pre-image of
ξl-k+2 ξl-k+1 ξl-k ξl-k-1 ξ2 ξ1 bk bk+1 bl-2 bl-1 bl bl+1 bl+2 bl+3
al-2 al-1 al ak+1 al-2 al-1 ak ak+1 al-2 al-1 al al+1 al+2 al+3
al = ak
c(l-2) c(l-1) c(l) c(l+1) c(l+2)c(l-2) c(l-1) c(k)c(l-2) c(l-1) c(k)
Fig. 3. The extended form of c together with the two possible pre-images, for the case when ak = al.
observation we obtain that for all i=0; : : : ; q − 1, |S−1i (c)|=2. Thus, we have q + 1
pairs (ai; bi) from S × S such that S−1i (c)= {ai; bi}, for all i=0; : : : ; q. By applying
Lemma 3 we have that for all i=0; : : : ; q−1 there exist the two unique states ; ∈ S,
{; }= {ai; bi} such that f(; ai+1)= c(i)=f(; bi+1). By the above considerations
we can assume without loss of generality that f(ai; ai+1)=f(bi; bi+1)= c(i), for all
i=0; : : : ; q− 1.
Since |S|= n=2 ∗ q, we have that there exist k; l∈{0; 1; : : : ; q}; k¡l such that either
ak = al, or ak = bl.
Let us consider the case ak = al: we can build a new partial con4guration c :N→ S
such that for all i∈N, c(i)= c(i+ k). We shift the con4guration to the right such that
c(i+1) := c(i), for all i¿0, and then extend to the left by adding c(0) := c(l−1). Now,
we can observe that since c(0)= c(l−1), al ∈ S−11 (c) and al−1 ∈ S−1l−1(c), we must have
that al−1 ∈ S−10 (c). By Lemma 3 we have that for all ∈ S;  
= al−1; f(; al) 
= c(0).
Since |S−10 (c)|= nL = 2 we obtain that there must exist some 1 ∈ S; 1 
= al−1 such that
1 ∈ S−10 (c), and f(1; bk)= c(0). In conclusion, we obtain that |S−11 (c)|=2. We shift
and extend again the partial con4guration c, such that c(0)= c(l− 2). Using a similar
reasoning, we can prove that there exists 2 ∈ S such that f(al−2; al−1)=f(2; 1)=
c(0), and again |S−11 (c)|=2= |S−12 (c)|.
We continue shifting and extending c until we have added n(n−1)2 new positions to
its left. It can be observed that after l − k extension steps we reach a con4guration
similar with the initial one, meaning that c(0)= c(l − k). Thus, the above extending
procedure of c can carry on as much as needed, as it can be seen in Fig. 3. At the end
we obtain that |S−11 (c)|= |S−12 (c)|= · · ·= S−1(n(n−1))=2(c)= 2. In conclusion we obtain a
partial con4guration c for which there exists d∈N; d¿n(n−1)2 , such that |S−1i (c)|=2,
for all i=0; 1; : : : ; d. By Theorem 2, this is however a contradiction.
We now consider the case ak = bl: we make a similar construction, the diIerence
being that this time f(bl−1; ak)=f(1; bk); f(bl−2; bl−1)=f(2; 1); : : : ; f(bk ; bk+1)=
f(l−k ; l−k−1); and then f(1; bk)=f(l−k+1; l−k), f(2; 1)=f(l−k+2; l−k+1),
and so on. The extended form of c in this case can be seen in Fig. 4. We con-
tinue in this way until we reach (n(n−1))=2. By the same arguments as in the 4rst case,
this gives rise to a contradiction.
With a similar proof we obtain the dual form of the previous theorem.
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c
_
Pre-image of
_
c
Configuration
al+2al+1alal-1al-2ak+1
bl+2bl+1blbl-1bl-2bk+1bk
bl-1bl-2bk+1bkξ1ξ2ξ3
ξ1ξ2ξl-k-1ξl-kξl-k+1ξl-k+2
ak
ak = bl
c(l-2) c(l-1) c(l) c(l+1)c(l-1) c(k)c(l-2)c(k)c(l-1)c(l-2)c(l-3)
ξl-k+3
Fig. 4. The extended form of c together with the two possible pre-images, for the case when ak = bl.
Theorem 6. Let A=(S; (0; 1); f) be a one-dimensional RCA. If nL =p and nR =2,
then the minimal right inverse neighborhood of A is included in (0; 1; : : : ; p− 1)
As a simple consequence of the last two theorems, as well as Proposition 4 from
[3], we have the following corollary.
Corollary 7. Let A=(S; (0; 1); f) be a one-dimensional RCA, such that |S|=4. Then
the size of the inverse neighborhood of A is less than or equal to 4.
Proof. Since the size of S is 4, it can be seen that we have three cases: either nL = 1
and nR =4, or the symmetric case nL = 4 and nR =1, or nL = nR =2. While by Propo-
sition 4 from [3] it can be seen that in the 4rst two cases, the maximum size of the
inverse neighborhood of A is 3, in the last case, by Theorems 5 and 6, one can deduce
that the size of the inverse neighborhood of A has to be less than or equal to 4.
Note 1. Even if the previous corollary proofs that for a 4 state RCA, its inverse
neighborhood size is less than or equal to 4, in practice one can verify that for each
such RCA the size of the inverse neighborhood is not greater than 3. Thus, in this
case, the conjecture mentioned at the beginning of this paper is con0rmed.
Even if Theorem 5 proved that for a RCA with nL = 2 and nR = q the size of the
left inverse neighborhood is less than or equal to q, the actual size of this vector can
be smaller. In the following corollary we give a method of lowering the size of the left
inverse neighborhood, just by applying a very simple test to the matrix M determined
by the local rule f.
Corollary 8. Let A=(S; (0; 1); f) be a one-dimensional RCA. Let us denote by M
the matrix determined by the local rule f, and let n= |S|=2 ∗ q be the size of the
state set. If nL = 2 and nR = q, then the minimal left inverse neighborhood of A is
included in (− r+12 ; : : : ;−2;−1), where r is the number of columns of M for which
there exists at least one state x∈ S such that the number of appearances of x in that
column is equal to one.
Proof. For any partial con4guration c :N→ S and an i¡q, such that we have |S−10 (c)|
= |S−11 (c)|= · · ·= |S−1i (c)|=2, we denote S−1j (c)= {aj; bj}, for all j; 06j6i. From
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the proof of Theorem 5 one can see that we reach a contradiction only if there exist
k; l6i such that ak = al, or ak = bl.
Let us now suppose that the size of the minimal left inverse neighborhood is larger
than − r+12 . This implies that there exists a partial con4guration c :N→ S such
that |S−10 (c)|= |S−11 (c)|= · · ·= |S−1(r+1)=2(c)|=2. By the above considerations, one can
conclude that all a0; b0; a1; b1; : : : ; a(r+1)=2; b(r+1)=2 are diIerent one from another. By
Lemma 3 it can be seen that for each of the states a1; b1; a2; : : : ; a(r+1)=2; b(r+1)=2 we
have that the number of occurrences of state c(i) in the columns Mai+1 and Mbi+1 of
the local rule f matrix is equal to 1, for all 06i6 r+12  − 1. In conclusion, we have
at least r + 1 diIerent states for which there exists a state x∈ S such that the number
of appearances of x in that column is equal to 1. This however is in contradiction with
our initial assumption.
5. Example
In this section we are presenting an example which contradicts the assumption that
the left and the right inverse neighborhood of some RCA is less than the left and
the right Welch index, respectively. Also, one can understand better the usefulness of
Lemma 4 when dealing with the problem of 4nding the size of the minimal inverse
neighborhood for some RCA.
We consider here a four state CA A=(S; (0; 1); f), such that all the cells contain
two tracks, each storing one bit. So, states can be seen as pairs of the form (a; b) over
the alphabet {0; 1}. The rule f is that the second track remains unchanged during the
process, while the 4rst track bit is shifted to the left unless the second track bits read
01 in which case the neighboring 4rst track bits are XOR:ed. A detailed presentation
of the rule f is shown in Fig. 5, while the matrix M determined by the local rule is
presented in Fig. 6.
The main point of the rule is that one cannot have 01’s in two consecutive positions.
This fact makes the rule reversible. Also, one can apply one of the algorithms presented
in [1,7] for verifying the reversibility of A.
By inspecting the matrix M determined by the local rule f one can conclude that
both left and right Welch indexes are equal to 2, i.e. nL = nR =2. However, by applying
Lemma 4 it can be seen that the matrix M determined by the local rule f does not
 (x, a) (y, b)
(z, a)
where  z = x XOR y, if ab=01, and
z = y              , otherwise
Fig. 5. The description of the local rule f.
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ba c
a
b
c
d
M d
a c c
b b d d
a c c a
b d db
where a,b,c and d stand
for the following pairs:
a = (0,0)
b = (0,1)
c = (1,0)
d = (1,1)
a
Fig. 6. The matrix M determined by the local rule f.
have the property which would allow to the minimal left inverse neighborhood to be
(−1). Moreover, by the second part of the same lemma one can conclude that the right
minimal inverse neighborhood is equal to (0), while by Theorem 5 and the previous
considerations one can conclude that the left minimal inverse neighborhood is equal
to (−2;−1). In conclusion, the length of the minimal neighborhood of the inverse
automaton of A is equal to 3, i.e. NA=(−2;−1; 0).
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