Medical analysis has been approached by several machine learning methods for many years.Pattern recognition algorithms are capable of improving the quality of prediction, early diagnosis of diseases and disease classification. The classification complications in medical area are solved based on the outcome of medical analysis or report of medical treatment by the medical specialist. This research focuses on applying Rough set based data mining techniques for medical data to discover locally frequent diseases. This work applies Optimistic Multi-granulation rough set model (OMGRS) for medical data classification. Multi-granulation rough set provides efficient results than single granulation rough set model and soft rough set based classifier model. The results of applying the OMGRS methodology to medical diagnosis based upon selected information. The performance of the proposed optimistic multi granulation Rough set based classification is compared with other rough set based (RS), K th Nearest Neighbor (KNN) and Back propagation neural network (BPN) approaches using various classification Measures.
Introduction
Rough set introduced by Pawlak, is a mathematical tool for dealing with uncertainty or incomplete data and knowledge [5, 6, 7, 21] . Rough Set theory has become a valuable tool in the resolve of several problems, such as: representation of inexact or vague data; data investigation; estimate of excellence and ease of use data with respect to reliability; proof of identity and evaluation of data dependency; reasoning based an uncertain and reduct of uncertainty data [19] . The scope of rough set applications used these days is much comprehensive than in the earlier, essentially in the varieties of remedy, investigation of dataset features and procedure control. In the past 15 years, numerous extensions of the rough set model have been offered in terms of many requirements, such as the, the rough set model based on tolerance relation, equivalence relation and reflexive relation, the soft rough set model, the fuzzy set model, the rough soft set model, the fuzzy rough set model and the rough fuzzy set model [2, 20] . In the vision of granular computing, a universal concept considered by a set is all the time characterized via the so-called upper approximations and lower approximations under a single granulation, i.e., the idea is presented by known data talk into from a single equivalence relation (such as tolerance relation, reflexive relation and equivalence relation) on the universe. Multi-granulation rough set approximations are defined by using multiple equivalence relation on the universe [3, 8, 9, 10, 12, 15, 16, 17, 18 21, 22, 26, 27] . In Example 1, the approximation of a set is discussed by multiple features (two attributes) using with multiple equivalence relations on the universe, that is the target model is defined by two granulation approximation spaces. This paper discusses how optimistic multi-granulation rough set method can be utilized for the analysis of medical data [4, 11, 13, 14, 24, 25] , and for generating classification rules from a set of observed samples of the medical data. This paper is organized as follows. Section 2 describes theoretical concepts of rough set and multi-granulation rough set data analysis. Section 3 describes the overall structure of methodology. Section 4 describes proposed algorithm, which are related to the work and rule generation algorithm is presented. Section 5 describes data set information. Experimental results are reported and Comparison with rough set, KNN, SVM and BPN classification algorithms are given in Section 6. Section 7 describes discussion about experimental results. Finally, conclusion is discussed in Section 8.
Preliminaries

Rough Sets
Rough set model was initiated by Pawlak for dealing with ambiguity and granularity in information and knowledge systems. This concept handles the approximation spaces of an arbitrary subset of a universe by two definable or noticeable subsets called lower approximation and upper approximation. It has been effectively applied to system learning methods, intelligent methods, inductive reasoning, pattern recognition algorithms, image processing applications, signal analysis, data discovery, decision analysisand etc.., [5, 6, 7, 21] .
Definition 1:
Let be an equivalence relation on . The pair ( , ) is called a Pawlak approximation space. The equivalence relation is often called an indiscernibility relation. Using the indiscernibility relation , one can define the following two rough approximations:
and are called the Pawlak lower approximation and the Pawlak upper approximation of , respectively [5, 6, 7, 21] .
Optimistic Multi-Granulation Rough sets
Rough set models are based on single granulation; they also called the single equivalence rough sets. In the optimistic multi-granulation rough set (OMGRS), the objective is approached through the multiple equivalence relation. In lower approximation, the word optimisticis used to precise the idea that in multiple independent granulations, we need only at least one of theequivalence to satisfy with the inclusion condition between data granule and target concept. The upper approximation of OMGRS is defined by the complement of the lower approximation [3, 8, 9, 10, 12, 15, 16, 17, 18, 21, 22, 26, 27] .
Definition 2: Let S = (U, AT, D, f) is called a complete target information system, where AT is called the conditional attributes and D is called the decision attribute, , be two partitions on the universe U, and X U. The lower approximation and the upper approximation of X in U are defined by the following:
Example: 1Table 1depicts a sample information system contains some data objects. A1 and A2 are the conditional attributes of the system, whereas D is the decision attribute. Let X = {e2, e6, e7}. Three partitions are induced from Table 1 as follows: = {{e1, e4}, {e2, e3, e5, e6}, {e7}} = {{e1, e2, e4}, {e3, e5, e7}, {e6}}
Optimistic Multi-granulation Lower approximation: The lower approximation of a goalnotion in complete sample data objects using multiple equivalence relations is defined as follows: -----(5) For example, for Table 1 Optimistic Multi-granulation Upper approximation: Multi-granulation upper approximation is a reverse of multigranulation lower approximation.
------(6) For example for Table 1, = {e2, e3, e5, e6, e7} But,Pawlak's rough set model based on lower and upper approximations are as follows: ϴ Figure 1 show over all structure of classification. First stage of classification is data gaining. Data gaining is the process of taking data which should be acceptable to the computing device for further processing. Data gaining is typically made by devices, digitizing mechanism and scanners. Second stage is data analysis. Later data gaining, the task of analysis begins. During data analysis step, the learning about the data takes place and information is collected about the different actions and object classes available in the data. This knowledge about the data is used for further processing. Data set presented to a classification is separated into two sets: training set and testing set. The efficiency of classifier is checked by offering testing set to it. Proposed algorithm is depicted in Table 2 . During third stage, multi-granulation rough set classification is applied for training data. Its fortitude is to decide the group of new data on the basis of knowledge generated from certain rules and possible rules. In the next step, matching decision rules are applied for test data. Finally classification measures are applied to evaluate the performance of various classification approaches for disease diagnosis.
Methodology
Proposed Algorithm
Optimistic Multi-granulation Rough set based classification approach is presented in Table 2 .In this approach, optimistic multi-granulation rough set lower approximation of the given data set based on Decision class X are constructed in step 1. In the second step, optimistic multi-granulation rough set upper approximation of the given data set based on Decision class X are constructed. In the third step, certain rules are generated based on OMGRS lower approximation. In the fourth step, possible rules are generated based on OMGRS upper approximation. Table: 2 Proposed algorithm Proposed Algorithm: Optimistic Multi-granulation Rough set based classification Input:Given Dataset with conditional attributes 1, 2, … , n-1 and the Decision attribute n. Output: Generated Decision Rules
Step 1: Construct the Optimistic multi-granulation rough set based lower approximation for the given data set ----
Step 2: Construct the Optimistic Multi-granulation rough set based upper approximation for the given dataset -----(8)
Step 3: Generate the certain rules using Optimistic Multi-granulation rough set based lower approximation.
Step 4: Generate the possible rules using Optimistic Multi-granulation rough set based upper approximation.
The decision rules generated using proposed algorithm for the example presented in Table 1 is given in Table 3 .
Table 3: Example for proposed work
A sample of the data set is an example 1 in order to extract the rules. Input: Conditional attributes A1 and A2. Decision attribute X.
Output: Generate decision rules
Step 1: Construct the OMGRS lower approximation given data in table 1.
Step 2: Construct the OMGRS upper approximation given data in table 1. = {e2, e3, e5, e6, e7} 
Data Description
Datasets are taken from UCI-repository. Five types of diseases, such as breast cancer, liver disorder, Pima indian diabetes, heart diseases (echocardiogram) and hepatitis were considered for the analysis of proposed classification approach [24, 25] . The breast cancer contains 562 instances, 32 attributes and two classes. Such as benign and malignant.The attributes are retrieved from a digitized image of a breast form. They refer tophysical appearance of the cell nuclei present in the image. The liver disorder contains 345 instances, 7 attributes and two classes (yes and no). The first five variables are all blood tests which are understood to be sensitive to liver illnesses that might arise from excessive alcohol ingestion. The hepatitis contains 155 instances, 19 attributes and two classes (die and live). Pima indian diabetes contains 768 instances, 7 attributes and two classes (negative and positive). Quite a few constraints were located on the selection of these objects from a larger database. In specific, all patients here are females at least 21 years old of Pima Indian heritage. ADAP is an adaptive learning routine that generates and executes digital analogs of perceptron-like devices. The problem-solving, binary-valued variable examined is whether the patient shows symptoms of diabetes according to World Health Organization criteria (i.e., if the 2 hour post-load plasma glucose was at least 200 mg/dl at any survey examination or if found during routine medical care) [28] . Echocardiogram data set contains 132 instances, 13 attributes, and two classes (dead and alive). All the patients affected heart problems at some point in the earlier days. Some are still alive and some are not. The continued existence and still-alive people, when taken together, point to whether a patient stay alive for at least one year following the heart problems[28]. These five datasets are applied for medical diagnosis using multi-granulation rough set based classification.
Experimental Analysis
Classification [4, 11, 13, 14] of complex measurements is essential in an analysis process. Accurate classification of measurements may in fact be the most critical part of the diagnostic process. Several classification measures are available in the pattern recognition techniques. In this paper, seven classification measures such as precision, recall, F-measure, Folke-mallows, Kulcznski, rand and Russel-rao indexes were applied for evaluating the accuracy of classification [1, 24] . Precision, recall and F-measure are external measures in classification analysis and other four measures are internal measures in classification analysis. Most of the researchers have applied only external measures. In this paper, external measures along with four internal measures are applied to validate the proposed approaches. The various validation measures are applied toappraise the accuracy of proposed classification approach for diagnostic process. Table 5 , 6, 7, 8 and 9 presents different algorithms for the detection of different diseases and effectiveness of those algorithms using various validation measures. Table 4 depicts various validation measures used in this work. Table 5 represents the accuracy of the proposed method (Optimistic Multi-granulation rough set based classification) of pattern separation which successfully diagnosed 73.18% for liver disorder medical data. Back propagation neural network, K th nearest neighbor, support vector machine and Rough set based classifier algorithms provides accuracy of 69.50%, 61.09%, 64.52% and 71.75% for Liver disorder data set respectively. Table 6 represents the accuracy of the proposed method (Optimistic Multi-granulation rough set based classification) which is able to classify 97.11% correctly for breast cancer medical data. Other classifier algorithms Back propagation neural network, K th Nearest Neighbor, support vector machine and Rough set provide an accuracy of 91.94%, 72.28%, 72.28% and 90.36% for Breast cancer data set respectively. Table 7 demonstrates the accuracy of proposed method (Optimistic Multi-granulation rough set based classification) as 77.61% and a comparative analysis is made with Back propagation neural network, K th Nearest Neighbor, support vector machine and Rough set algorithms. These methods provide accuracies of 64.73%, 45.96%, 50.23% and 63.78% for hepatitis data respectively. The results for OMGRS, RS, KNN, SVM, and BPN are shown in the Table 8 . Classification accuracy were 92.29% for OMGRS, 80.52% for BPN, 62.85% for KNN, 70.31% for SVM and 72.61% for Rough set when these approaches are applied to pima indian diabetes data set. Performances of Classification algorithms are presented in the following Table 9 . The proposed method (Optimistic Multi-granulation rough set based classification) provides high accuracy of 91.75% for heart diseases (Echocardiogram) medical data. Other classifier algorithms Back propagation neural network, K th nearest neighbor, support vector machine and Rough set based classifier algorithms provide accuracy of 83.40%, 82.75%, 75.36% and 89.15% heart diseases (Echocardiogram) data set. 
Discussion
Optimistic multi-granulation rough set are far and wide and successfully used models for classification in this paper, predicting and problem solving approach. OMGRS is proposed to diagnosis diseases. The main goal of this database is to construct the proposed model, which will be performed the probable diagnosis of medical data. To evaluate the effectiveness of the Optimistic multi-granulation rough set technique, three standard medical data sets, Such as Breast Cancer, Hepatitis's, Liver DisordersHeart diseases (Echocardiogram), and Pima Indian Diabetes from the UCI Repository of Machine Learning datasets are handled. A number of valuablepresentation metrics in medical fields which include Precision, Recall, F-measure, Folke-mallows, Kulcznski, Rand and Russel-rao indices are work out. The outcomes are analysed and related with those from other methods available in the literature. The experimental results positively demonstrated that the Optimistic multi-granulation rough set classification method is effective in responsibilityof medical data classification tasks. More importantly, the multi-granulation rough set only is able to produced better classification outcome measures than single-granulation rough set. As a result, domain users (i.e., medical specialist's) are able to realize the prediction given by the multi-granulation rough set technique; hence its role as a useful medical decision making tool. Overall, the results indicate thsat multi-granulation rough set method performs better than all other methods. This multi-granulation rough set can be applied to a variety of medical data. Experimental analysis demonstrates that the proposed method performs better than rough set, BPN, KNN, and SVM. However, those methods that are specialized to specific applications can often achieve better performance by taking into account former information. Selection of an applicable method to a classification problem can therefore be a challengingproblem. In consequence, still there is much room for over current medical data classification tasks. Therefore, there is anexcessiveprospective for the use of data mining approaches for medical data classification problem, which has been fully examined and would be one of the interesting directions for future research.
Conclusion
In this paper five classification techniques in data mining to predict medical disease in patients are compared: rule based Optimistic multi-granulation rough set, Rough-set, BPN, KNN and SVM. These techniques are compared on basis of classification measures of True Positive Rate and False Positive Rate. Our studies showed that Optimistic multi-granulation rough set model turned out to be the best classifier for medical disease prediction. In future, we intend to improve performance of these basic classification techniques by creating meta model which will be used to predict medical disease in patients.
