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ABSTRACT

In the studies of complex chemical processes, it is necessary to postulate
mechanisms involving transient intermediates such as radicals, ions, and pre-reactive
complexes so that we can better understand and utilize them. The detection and
characterization of these intermediates affords in ideal cases determination of the detailed
chemical mechanism, which, in turn, can permit the development of rational strategies for
removing undesired products and enhancing the yield of the desired species. This
dissertation describes spectroscopic studies of transient molecules and molecular
complexes. Laser Induced Fluorescence (LIF), Single Vibronic Level (SVL) emission
and Resonance Enhanced Multiple Photon Ionization (REMPI) spectroscopy has been
used to probe the electronic states of NiI, NiBr, NiCl, CCN and chlorobenzene clusters
(ClBz)n where n = 1-4. In this work, term energies and a complete set of vibrational
parameters were derived for all the electronic states accessible for NiI, NiBr, NiCl and
CCN. These vibrational parameters were compared to the recent high level ab initio
calculations. REMPI spectra of chlorobenzene clusters formed in a He/Ar supersonic jet
were obtained. Different types of non-covalent interactions (π-π stacking, CH/π
interactions, and halogen bonding) were found to be in operation in the ClBz clusters. To
rationalize the experimental results, the clusters were characterized computationally using
Density Functional Theory (DFT) and Time-Dependent DFT methods in combination
with correlation consistent basis sets.

iii

ACKNOWLEDGMENTS

Isaac Newton once said “If I have been able to see further than others, it is
because I have stood on the shoulders of giants”. I would like to thank my supervisor Dr
Scott A. Reid who has the attitude and the substance of a genius for his mentorship,
guidance, patience, leadership and his depth of understanding in the subject of my
research. I would also like to thank my committee members Dr Daniel Sem, Dr James
Kincaid and Dr Qadir Timerghazin for their support and mentorship and lastly but not
least my lab mates for their persistent help and support.

iv

TABLE OF CONTENT

Chapter 1. INTRODUCTION.....................................................................................1
1.1.

Reactive Chemical Intermediates ......................................................................1
1.1.1.
1.1.1.1.

1.2.

Radicals ...................................................................................................2
Formation and Detection of Radicals ..................................................3

1.1.2.

Metal Containing Intermediates ..............................................................5

1.1.3.

Carbenes ..................................................................................................6

1.1.4.

Ions ..........................................................................................................6

Outline of Report ...............................................................................................9

Chapter 2. EXPERIMENTAL AND COMPUTATIONAL METHODS .............10
2.1.

Challenges of studying transient molecules .....................................................10

2.2.

Experimental Set up overview .........................................................................11

2.3.

Pulsed discharge methods ................................................................................13

2.4.

Laser Induced Fluorescence (LIF) Spectroscopy ............................................18

2.5.

Single Vibronic Level (SVL) Emission spectroscopy .....................................18

2.6.

LIF and SVL experimental details ...................................................................21

2.7. Mass Spectrometry and Resonance Enhanced Multiple Photon Ionization
(REMPI) ......................................................................................................................23
2.7.1.

Ionization Methods ................................................................................25

2.8.

Nonlinear optical phenomena ..........................................................................25

2.9.

Resonance Enhanced Multiphoton Ionization (REMPI) .................................26

2.10. REMPI Experimental set up ............................................................................28
2.11. The Born-Oppenheimer approximation ...........................................................30
2.12. The Frank-Condon principle ............................................................................31
2.13. Renner-Teller (RT) effect ................................................................................34
2.14. Computational Methods ...................................................................................35
2.14.1.

Introduction ...........................................................................................35

2.14.2.

Hartree Fock ..........................................................................................36

2.14.3.

The Møller -Plesset (MPn) Methods .....................................................37

2.14.4.

Density Functional Methods .................................................................38

2.14.5.

Time Dependent Density Functional Theory (TD-DFT) ......................39

v

2.14.6.

Gaussian-type basis sets ........................................................................40

Chapter 3. SINGLE VIBRONIC LEVEL (SVL) EMISSION SPECTROSCOPY
AND LASER INDUCED FLUORESCENCE (LIF) OF THE NICKEL
MONOHALIDES........................................................................................42
3.1.

Introduction to Metal containing Monohalides................................................42

3.2.

Electronic structure of transition metal monohalides ......................................46

3.3.

Notation and term symbols ..............................................................................48

3.4.

Literature survey on NiX .................................................................................49

3.5.

3.4.1.

NiI..........................................................................................................49

3.4.2.

NiBr .......................................................................................................50

3.4.3.

NiCl .......................................................................................................51

Outline of Chapter............................................................................................52
3.5.1.

Experimental details ..............................................................................53

3.6.

Theoretical calculations ...................................................................................54

3.7.

SVL emission spectroscopy of low-lying states of NiI.................................55

3.8.

3.9.

3.7.1.

Spectral Analysis: Single vibronic level emission spectra for NiI .......56

3.7.2.

Perturbations..........................................................................................61

3.7.3.

Perturbations involving the low-lying electronic states of NiI .............64

3.7.4.

Summary ...............................................................................................70

SVL emission spectroscopy of the low-lying electronic states of NiBr ......71
3.8.1.

Spectral Analysis: Single Vibronic Level emission spectra for NiBr ...72

3.8.2.

Perturbations involving the low-lying electronic states for NiBr .........78

3.8.3.

Summary ...............................................................................................82

SVL emission spectroscopy of the low-lying electronic states of NiCl ......83
3.9.1.

Spectral Analysis for NiCl ....................................................................83

3.9.2.

Perturbations involving the low-lying electronic states of NiCI ...........89

3.9.3.

Summary ...............................................................................................92

3.10. Laser induced fluorescence spectroscopy of NiI, NiBr and NiCI ..............93
3.10.1.

Experimental Details .............................................................................94

3.10.2.

Spectral Analysis: NiI ...........................................................................95

3.10.2.1.

Excited state spectral analysis for NiI ...............................................95

3.10.2.2.

Isotopic relation: 58NiI and 60NiI .......................................................99

3.10.2.3.

Rotational constants for NiI .............................................................105

3.10.3.

Spectral Analysis: NiBr ......................................................................108

vi

3.10.3.1.

Excited state spectral analysis for NiBr ...........................................108

3.10.3.2.

Hot bands .........................................................................................110

3.10.4.

Spectral Analysis: NiCl .......................................................................118

3.10.4.1.
3.10.5.

Excited state spectral analysis for NiCl ...........................................118
Summary .............................................................................................120

Chapter 4. PERIODIC TRENDS IN SPECTRAL ANALYSIS OF NICKEL
MONOHALIDES......................................................................................121
4.1.

Introduction ....................................................................................................121

4.2.

Trend in ordering of states of nickel monohalides.........................................122

4.3.

Variation of vibrational constants with halogen ............................................127

4.4.

Periodic variation in Bond lengths .................................................................129

4.5.

Perturbations in low–lying states of nickel monohalides ..............................131

4.6.

Summary ........................................................................................................132

4.7.

Future work ....................................................................................................132

Chapter 5. THE RENNER-TELLER EFFECT IN CCN RADICAL: PULSED
DISCHARGE-JET SINGLE VIBRONIC LEVEL EMISSION STUDIES
………………………………………………………………………….133
5.1.

Introduction: Spectroscopy of CCN radical ...................................................133

5.2.

Experimental details.......................................................................................136

5.3.

Spectral analysis of CCN radical ...................................................................138
5.3.1.

5.4.

LIF and SVL spectroscopy of the CCN radical ..................................138

Summary ........................................................................................................150

Chapter 6. RESONANT TWO-PHOTON IONIZATION STUDIES OF
CHLOROBENZENE CLUSTERS
…………………………………………………………………………151
6.1.

Introduction to Non Covalent Interactions ....................................................151
6.1.1.

Halogen bonding .................................................................................151

6.1.2.

π-π Interactions (stacking)...................................................................152

6.1.3.

CH/π interactions ................................................................................154

6.2.

The Duschinsky Effect ...................................................................................156

6.3.

Introduction: Chlorobenzene Clusters ...........................................................157

6.4. Generation and detection of halobenzene ions using R2PI and R2C2PI
technique ...................................................................................................................161

vii

6.5.

Computational Details for Chlorobenzene clusters work. .............................162

Spectral Analysis:........................................................................................................163
6.6.

R2PI Spectral Analysis for Chlorobenzene clusters ......................................163

6.7.

Higher Order Clusters for Chlorobenzene: n>2 .............................................177

6.8.

Summary ........................................................................................................184
REFERENCES .............................................................................................186

viii

LIST OF TABLES

Table 2.1: Classification of components consisting of mass spectrometer..................... 24
Table 3.1: Vibrational constants and term energies (in cm-1) of the five low-lying
electronic states of NiI observed in the present work. ...................................................... 63
Table 3.2: Term energies and assignments of the low-lying electronic states of NiI
observed in this work. The deviations (Obs –Cal) between experimental energies and
those predicted by a fit of the experimental values to the Dunham expansion are also
shown. ............................................................................................................................... 68
Table 3.3: Vibrational constants and term energies (in cm-1) of the five low-lying
electronic states of NiBr observed in the present work. ................................................... 77
Table 3.4: Term energies and assignments of the low-lying electronic states of NiBr
observed in this work. The deviations (Obs –Cal) between experimental energies and
those predicted by a fit of the experimental values to the Dunham expansion are also
shown. ............................................................................................................................... 81
Table 3.5: Vibrational constants and term energies (in cm-1) of the five low-lying
electronic states of NiCl observed in the present work..................................................... 88
Table 3.6: Term energies and assignments of the low-lying electronic states of NiCl
observed in this work. The deviations (Obs –Cal) between experimental energies and
those predicted by a fit of the experimental values to the Dunham expansion are also
shown. ............................................................................................................................... 91

ix

Table 3.7: Term energies and vibrational constants of the excited states observed herein
for NiI.............................................................................................................................. 104
Table 3.8: Calibrated R-branch band head energies and Rotational Constant B in cm-1 of
all excited state bands for NiI. ........................................................................................ 106
Table 3.9: Term energies and vibrational constants of the excited states observed herein
for NiBr. .......................................................................................................................... 116
Table 3.10: Calibrated R-branch band head energies and Rotational Constant B in cm-1
of all excited state bands for NiBr. ................................................................................. 117
Table 4.1: Fit parameters and residuals from a comparison of our experimental term
energies for the low-lying Nickel monohalide spin-orbit states with the theoretical model
of Hougen.138................................................................................................................... 126
Table 4.2: Ground state experimental vibrational constants in wavenumber (cm-1) of the
low-lying states of NiX. .................................................................................................. 128
Table 4.3: Experimentally derived rotational constants and calculated bond length for
NiI and NiBr. Rotational constants were obtained from PGOPHER simulations. ......... 130
Table 5.1: Summary of vibrational, Renner-Teller, and spin-orbit parameters (in cm-1)
for X2 state of CCN radical observed in the present work........................................... 145
Table 5.2: Term energies and fit residuals (in cm-1) for the states assigned for CCN
radical. ............................................................................................................................. 146
Table 5.3: Term energies and fit residuals (in cm-1) for the states assigned for CCN
radical in this work compared to the work of Hill et al 184. Included also are the respective
calculated Mean Square Difference (MSD). ................................................................... 149

x

LIST OF FIGURES

Figure 1.1: Representative examples of Reactive Chemical Intermediates. ..................... 8
Figure 2.1: Generalized schematic layout of the Single Vibronic Level (SVL) emission
and Laser Induced Fluorescence (LIF) experiment using pulsed lasers. .......................... 12
Figure 2.2: Schematic diagram illustrating pulsed discharge technique and high voltage
(HV) pulser used to reduce background on laser induced fluorescence. .......................... 15
Figure 2.3: Schematic diagram illustrating how pulsed discharge technique and high
voltage (HV) pulser separates in time the background and fluorescence. ........................ 16
Figure 2.4: Low resolution laser induced fluorescence (LIF) spectrum of CCN using
long gate (lower trace) and short gate (upper trace). ........................................................ 17
Figure 2.5: Illustration of the SVL emission technique applied to probe the low-lying
states of nickel monohalides. Modern spectrographs are usually equipped with a gated,
intensified CCD detector as shown in the figure. ............................................................. 20
Figure 2.6: Schematics representation of the R2PI and R2C2PI scheme. ...................... 27
Figure 2.7: Schematic of the experimental apparatus used for the R2PI experiments. .. 29
Figure 2.8: Displaced potential energy curves leading to Frank-Condon progression in
excited (a) and relaxed emission (b) spectrum. ................................................................ 33
Figure 3.1: Molecular orbital energy level diagram of nickel monohalides. Taken from
Reference 102 ..................................................................................................................... 44
Figure 3.2: Vertical excitation energies of nickel monohalides electronic states. Taken
from Reference.106............................................................................................................. 45

xi

Figure 3.3: Potential energy curves of the Λ-S states of NiX. Taken from Reference 106
........................................................................................................................................... 47
Figure 3.4: SVL spectra of NiI recorded via (0-0) of the [21.3]25/2 (lower trace) and (00) of the [21.1]23/2 (upper trace) excited state origin bands; the x-axis labels the shift in
cm-1 from the excitation line. Although not labeled, the X25/2 and A23/2 states appear
weakly in the [21.1]23/2 spectrum. Features labeled with an asterisk arise from the
discharge background. ...................................................................................................... 58
Figure 3.5: SVL spectra of NiI recorded via (0-2) of the [21.6]23/2 excited state bands;
the x-axis labels the shift in cm-1 from the excitation line. Features labeled with an
asterisk arise from the discharge background. .................................................................. 59
Figure 3.6: Residuals (Obs – Calc) of the vibrational levels observed in this work for the
five lowest lying electronic states of NiI. The x-axis labels the energy in cm-1 above the
vibrationless level of the ground state. Calculated values were determined from Dunham
expansion fits, as described in the text.............................................................................. 66
Figure 3.7: A comparison of experimentally-derived we and To values for five lowlying electronic states of NiI (blue open squares) with theoretical vibrational frequencies
(scaled, red squares) and Te values from ref 39. ................................................................ 67
Figure 3.8: SVL spectrum of NiBr recorded via (0-1) of the [21.8]25/2 using a 600
lines/mm grating (lower trace) and an 1800 lines/mm grating (upper trace). Vibronic
assignments are indicated. ................................................................................................ 74
Figure 3.9: SVL spectrum of NiBr recorded via the [21.6]23/2 v = 1 level using a 600
lines/mm grating (lower trace) and an 1800 lines/mm grating (upper trace). All five lowlying electronic states are observed. ................................................................................. 75

xii

Figure 3.10: Residuals (Obs – Calc) of the vibrational levels observed in this work for
the five low-lying electronic states of NiBr. The x-axis labels the energy in cm-1 above
the vibrationless level of the ground state. Calculated values were determined from fitting
experimental energies to the Dunham expansion. ............................................................ 80
Figure 3.11: SVL spectra of NiCl recorded via (0-2) of the [22.7]23/2 excited state
bands; the x-axis labels the shift in cm-1 from the excitation line. ................................... 85
Figure 3.12: SVL spectra of NiCl recorded via (0-3) of the [22.8]23/2 excited state
bands; the x-axis labels the shift in cm-1 from the excitation line. ................................... 86
Figure 3.13: Residuals (Obs – Calc) of the vibrational levels observed in this work for
the five lowest lying electronic states of NiCl. The x-axis labels the energy in cm-1 above
the vibrationless level of the ground state. Calculated values were determined from fits,
as described in the text. ..................................................................................................... 90
Figure 3.14: A low resolution fluorescence excitation spectrum of NiI in the range 21
000 - 22 400 cm-1. ............................................................................................................. 96
Figure 3.15: Comparison of experimental and simulated spectra for the origin (0-0) band
of the X25/2 to 25/2 transition of NiI. The simulation is based on calculated rotational
constants and rotational temperature of 50 K. .................................................................. 98
Figure 3.16: Comparison of experimental and simulated (0-2) band of the X25/2 to 25/2
transition of NiI. The simulation is based on calculated rotational constants and rotational
temperature of 50 K. ....................................................................................................... 101
Figure 3.17: Comparison of experimental and simulated (0-0) bands of the X25/2 to
[21.1] 23/2 transition of NiI. The simulation is based on calculated rotational constants
and rotational temperature of 50 K. ................................................................................ 102

xiii

Figure 3.18: Comparison of experimental and simulated (0-0) bands of the X25/2 to the
[21.9] 23/2 transition of NiI. The simulation is based on calculated rotational constants
and rotational temperature of 50 K. ................................................................................ 103
Figure 3.19: Magnitude of the isotope splitting for all relevant bands for NiI. ............ 107
Figure 3.20: A survey laser induced fluorescence spectrum of NiBr. The assignments of
the main progression are noted. In each case, the solid lines represent transitions from the
X23/2 ground state, and the dotted lines represent transitions from the low lying A25/2
state. ................................................................................................................................ 109
Figure 3.21: Schematic diagram illustrating cold and hot band transitions.................. 111
Figure 3.22: Comparison of experimental (upper) and simulated (below) spectra for the
origin (0-0) (lower trace) and (0-2) (upper trace) band for X23/2 to [21.6] 23/2 transition
of NiBr. The simulation is based on calculated rotational constants and a rotational
temperature of 50 K. ....................................................................................................... 112
Figure 3.23: Comparison of experimental and simulated (0-0) bands of the X23/2 to
2

5/2 transition of NiBr. The simulation is based on calculated rotational constants and

rotational temperature of 50 K. ....................................................................................... 113
Figure 3.24: Comparison of experimental and simulated (0-0) bands of the X23/2 to the
[22.4] 23/2 transition of NiBr. The four peaks on the left is the overlap of the (0-2) band
of the 3/2 - 25/2. The simulation is based on calculated rotational constants and rotational
temperature of 50 K. ....................................................................................................... 114
Figure 3.25: Magnitude of the isotope splitting for all relevant bands for NiBr. ......... 115

xiv

Figure 3.26: A low resolution fluorescence excitation spectrum of NiCI in the range 21
500-24 000 cm-1. ............................................................................................................. 119
Figure 4.1: Energy level diagram of the low-lying states of the Nickel monohalides that
arise from the 3d9 configuration of Ni+. The solid bar reflects experimental
measurements from this work and references40,91,95 .The open bars represent theoretical
predictions from reference33. .......................................................................................... 124
Figure 4.2: Spin-orbit splitting of the 2 and 2 states in the Nickel monohalides, from
experiment. Data for NiF was taken from references40,91,95............................................ 125
Figure 5.1: Laser induced fluorescence (LIF) spectrum of CCN using low resolution
(0.01 nm step size) (lower trace) and high resolution (0.002 nm step size) (upper trace).
......................................................................................................................................... 139
Figure 5.2: Comparison of the experimental (upper trace) and simulated (lower trace)
for the origin band of CCN. Rotational temperature is approximately 50K. .................. 140
Figure 5.3: SVL spectrum of CCN recorded via the X(0,0,0) 1/2 at 21 284 cm-1 using a
600 l/mm grating. Assignments are shown in the high resolution spectra in Figure 5.4. 142
Figure 5.4: SVL spectrum of CCN recorded via the X(0,0,0) 1/2 at 21 284 cm-1 using a
600 l/mm grating (lower trace) and an 1800 l/mm grating (upper trace). ...................... 143
Figure 6.1: Schematic representation of different noncovalent interactions which can
occur between aromatic rings. Taken from reference 208 Lower figure is shows example
of aromatic-aromatic interactions in DNA. Lower trace picture taken from Wikipedia. 153
Figure 6.2: Schematic of possible non-covalent interactions in halobenzene dimers. The
electrostatic potential surface of chlorobenzene calculated at the M06-2x/aug-cc-pVDZ
level is shown. ................................................................................................................. 155

xv

Figure 6.3: Resonant Two-Photon Ionization (R2PI) spectra of mass-selected
chlorobenzene monomer and clusters (Clbz)n with n=2-4. ............................................. 165
Figure 6.4: Comparison of R2PI spectrum measured in the dimer (red) and monomer
(black) mass channels. The monomer spectrum has been scaled by a factor of 5. ........ 167
Figure 6.5: R2PI spectra of the chlorobenzene dimer (black) and trimer (red) with a bath
temperature of 15°C. At this temperature, the trimer signal is barely visible, but the
dimer spectrum is unchanged.......................................................................................... 168
Figure 6.6: Optimized structures (D1-D5) for the chlorobenzene dimer, calculated at the
M06-2x/aug-cc-pVDZ level of theory. Binding energies are counterpoise and ZPE
corrected. ......................................................................................................................... 170
Figure 6.7: Calculated TDDFT (TDM06-2x/aug-cc-pVDZ) spectra of the chlorobenzene
dimers shown in Figure 6.6 . ........................................................................................... 172
Figure 6.8: Calculated TDDFT spectra of the chlorobenzene monomer and dimer 1
using the variety of functionals shown, with an aug-cc-pVDZ basis set. ....................... 173
Figure 6.9: At left: Optimized structures of the ground and lowest energy excited
electronic state of chlorobenzene dimer 1. At right: Ground state displacements for the
lowest energy torsional mode, and simulated spectrum showing the FC activity in this
mode in the S0–S1 transition of the dimer, as described in the text. ............................... 175
Figure 6.10: Optimized structures (T1-T6) for the chlorobenzene trimer, calculated at
the M06-2x/aug-cc-pVDZ level of theory. Binding energies are counterpoise and ZPE
corrected, and are referenced to the energy of three separated monomers. .................... 178
Figure 6.11: Calculated TDDFT (TDM06-2x/aug-cc-pVDZ) spectra of the
chlorobenzene trimers shown in Figure 6.10 . ................................................................ 180

xvi

LIST OF ABBREVIATIONS

SVL: Single Vibronic Level
LIF: Laser Induced Fluorescence
REMPI: Resonance Enhanced Multiple photon Ionization
R2PI: Resonant Two Photon Ionization
R2C2PI: Resonant Two Color Two Photon Ionization
DFT: Density Functional Theory
MP2: Møller–Plesset perturbation theory
DF: Dispersed fluorescence
BO: Born-Oppenheimer (BO) approximation
FC: Franck- Condon
RT: Renner-Teller
TDDFT: Time-dependent density functional theory
TOF: Time-of-flight
VUV: Vacuum- Ultraviolet
ZPE: Zero Point Energy (ZPE),
BSSE: Basis Set Superposition Error
[13.9]: Notation representing 13 900 cm-1

1

Chapter 1.

INTRODUCTION

1.1. Reactive Chemical Intermediates

A chemical reactive intermediate is a molecular entity that is formed from the
reactants (or proceeding intermediates) and reacts further to give the directly observed
products of a chemical reaction.1 Most chemical reactions are stepwise, that is they take
more than one elementary step to complete. Reactive chemical intermediates are usually
short lived and are very difficult to isolate. Also, owing to the short lifetime, they do not
remain in the product mixture.2-4 Reactive chemical intermediates include species such as
radicals, carbenes and ions which are shown in Figure 1.1.
Most chemical processes including not only laboratory and industrial chemical
syntheses but also those which occur in flames, propellant systems, the initiation of
energetic materials, atmospheric pollution, chemical vapor deposition, and plasma
processing consist of a complicated sequence of interrelated reactions in which neutral
and charged molecular fragments play essential roles.5-11 Although these fragments may
be present in only very small concentration, they are highly reactive. If a specific
molecular fragment is removed from the system, as by introducing a scavenger molecule,
the reactions in which that fragment participates stop.8,10 However, other parts of the
overall process continue, resulting in very significant changes in product distribution and
yield.8,10
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In recent years, there has been great progress in the development of techniques
suitable for monitoring chemical reaction intermediates. Molecular spectroscopy is
especially well suited to this task.5,8-10 A wide variety of recently developed laser-based
spectroscopic detection schemes are not only highly sensitive but also space and time
specific.8,10
This dissertation provides a comprehensive study of transient intermediates
including radicals, carbenes, and pre-reactive complexes using molecular spectroscopy
techniques of Laser Induced Fluorescence (LIF), Single Vibronic Level (SVL) emission
and Resonance Enhanced Multiple Photon Ionization (REMPI) spectroscopy.

1.1.1.

Radicals

Radicals (often referred to as free radicals) are open shell atoms, molecules or
ions with an unpaired electron. Free radicals may have positive, negative, or zero charge.
One of the fundamental tenets of molecular structure and bonding is that closed-shell
electronic configurations are stable. The corollary to this principle is that species with
unpaired electrons - radicals - are transient or reactive intermediates. With some
exceptions, these unpaired electrons cause radicals to be highly chemically reactive.
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Most radicals may be considered to have arisen by homolytic cleavage of normal
electron-pair bonds, every cleavage having produced two separate entities, each of which
contains a single, unpaired electron from the broken bond (in addition to all the rest of the
normal, paired electrons of the atoms).
Certain free radicals are stabilized by their peculiar structures; they exist for
appreciable lengths of time, given the right conditions. They are many types of radicals,
however, including such simple ones as those studied in this work, including NiX (I, Br,
Cl, F.) shown in Figure 1.1, and CCN radical.

1.1.1.1.

Formation and Detection of Radicals

Virtually all chemical bonds are made up of two electrons, and bonds therefore
can break in two different ways. In the first, both electrons in the bond remain attached to
one of the fragments:
A ----B ------> A+ + :BSince the two fragments are differently charged, this process is called heterolysis, and the
charged fragments are of course called ions. In the second bond-breaking process, the
two electrons in the bond divide symmetrically:
A----B -----> A. + B.
This process is called homolysis and the fragments are radicals.
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Most radicals are so reactive that they normally are difficult to detect. However,
the presence and nature of even these reactive radicals can frequently be detected by the
magnetic properties due to the odd electron. The earliest method of detecting radical
species was by magnetic susceptibility measurements. Substances with unpaired electrons
are paramagnetic and interact with a magnetic field. In 1945 a technique was invented by
Zavoisky which directly measures the para-magnetism of an odd electron.12 The method
is called electron spin resonance (ESR).12 Radicals show characteristic spectroscopic
properties and reactivity in their ground and excited states. Since they are unstable and
short-lived, their spectroscopic properties and reactions have to be examined through
suitably designed experimental procedures, such as flash photolysis and matrix isolation
spectroscopy, to mention a two examples.13
The invention of the laser has made it possible to study radicals using the very
sensitive and selective detection methods such as laser-induced fluorescence (LIF) and
Dispersed Fluorescence (DF) spectroscopy which are described in this dissertation.
Thanks to these and related advances, a large amount of experimental data have been
accumulated for various kinds of radicals, noting that a highly accurate theoretical
analysis has become an indispensable tool for obtaining a detailed interpretation of these
data.
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1.1.2. Metal Containing Intermediates

When a reaction intermediates contains a metal (usually transition metals), it is
called a metal containing intermediate. These metal containing intermediates play a key
role in many chemical processes for example breaking the C-C or C-H bonds.14,15
Chemists have long sought means to selectively break, or activate, the C-C and C-H
bonds of alkanes in low-energy conditions. Cracking of alkanes by metal catalyst, usually
at high temperature, has a long history.14 The making and breaking of C-C-bonds is of
central importance in organic chemistry, for example certain transition metal cations (M+
and M2+) break the C-C or C-H bonds(or both) of alkenes at 300 K.14 Frequently, these
reactions proceed only in the presence of an organometallic catalyst whereby those
containing transition metals are of particular importance. Familiar examples are the
Ziegler polymerization, the metathesis reaction as well as acetylene and olef in
cyclooligomerization.16 In order to understand the mechanism of these reactions it is
advantageous to isolate and determine the structure of intermediates involved and this has
indeed been carried out for many reactions.16 For example, most of the 3d-series cations
Sc+ through Ni+ react with propane and larger alkanes, leading to products from H2 or
CH4 elimination.14 An example of a Nickel containing intermediate is also shown in
Figure 1.1.
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1.1.3. Carbenes

A carbene is a highly reactive organic molecule with a divalent carbon atom,
where the carbene carbon is linked to two adjacent groups by covalent bonds, and
possesses two nonbonding electrons. Carbenes are essential transient molecules that are
implicated in a wide variety of chemical processes, including organic and organometallic
reactions, combustion, stratospheric and interstellar chemistry.17-21 Considering a
prototype carbene CH2, the carbon atom can be either linear or bent, each geometry
describable by a certain degree of hybridization. The linear geometry implies an sphybridized carbene center with two nonbonding degenerate orbitals.
Bending the molecule breaks this degeneracy and the carbon atom adopts sp2-type
hybridization. The chemistry of carbenes is fascinating because the divalent carbon gives
rise to singlet and triplet configurations of similar energy but very different chemical
reactivity.22-32 Figure 1.1 illustrates a representation of a singlet and a triplet carbene.

1.1.4. Ions

An ion is an atom or molecule in which the total number of electrons is not equal
to the total number of protons, giving the atom or molecule a net positive or negative
electrical charge. Ions can be created by both chemical and physical means.
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In chemical terms, if a neutral atom or molecule loses one or more electrons, it has a net
positive charge and is known as a cation. If an atom gains electrons, it has a net negative
charge and is known as an anion. An ion consisting of a single atom is an monatomic ion;
if it consists of two or more atoms, it is a molecular or polyatomic ion. There are
additional names used for ions with multiple charges. For example, an ion with a −2
charge is known as a dianion and an ion with a +2 charge is known as a dication. A
zwitterion is a neutral molecule with positive and negative charges at different locations
within that molecule. Examples of monohalocarbocation and halobenzene cation are also
presented in Figure 1.1.
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Figure 1.1 Representative examples of Reactive Chemical Intermediates.
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1.2. Outline of Report

The outline of this report is as follows, Chapter 2 describes the experimental setup
for Laser Induced Fluorescence (LIF), Single Vibronic Level (SVL) emission and
Resonance Enhanced Multiple Photon Ionization (REMPI) spectroscopy, and the
computational methods used in this work .Chapters 3 probes the SVL and LIF
spectroscopy of the NiI, NiBr and NiCl and chapter 4 will analyzes the periodic trends
observed for the set of the nickel monohalides series. Chapter 5 describes the SVL and
LIF spectroscopy of CCN radical while chapter 6 interrogates the spectroscopy of
halobenzene ions and their clusters using Resonance Enhanced Multiple Photon
Ionization (REMPI) - TOF mass spectroscopy.
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Chapter 2.

EXPERIMENTAL AND COMPUTATIONAL METHODS

(a) Experimental Challenges
(b) Laser Induced Fluorescence (LIF) Spectroscopy
(c) Single Vibronic Level (SVL) Emission spectroscopy
(d) Resonance Enhanced Multiphoton Ionization (REMPI)

2.1. Challenges of studying transient molecules

Theoretical calculations on molecules containing transient species have proven to
be difficult. In particular the electronic structure of nickel monohalides and halobenzene
clusters is challenging for theoretical models. This is because nickel and halobenzene
clusters have high number of electrons which makes it computationally expensive to
calculate. Also the fact that the low lying atomic states of nickel are energetically close;
there is possible mixing of states and spin-orbit interaction which leads to pertubations.33
In addition, for heavy elements one must properly treat relativistic effects, which have a
substantial influence on the outer valence electrons.34 Moreover NiX and CCN are open
shell species, which are challenging to treat computational as they require methods which
account for more electron-electron correlation.
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However recent advances in methodology and the availability of fast super computers
have now made it possible to also obtain quantitative information for many molecular
systems containing transient molecules and transition metals.35 Nowadays, ab initio
calculations can yield more and more accurate potential-energy curves (PECs), and then
the spectroscopic constants and vibrational properties of molecules can be reliably
determined. Ab initio calculations thus, are an effective method to investigate properties
of transient molecules.
From an experimental viewpoint this complexity is frequently exacerbated by
states of high multiplicity and different isotopes with large nuclear spins and magnetic
moments. Transient molecules therefore also represent a challenge to experimentalists.
Another consequence of many low-lying states with different occupations of the nd,
(n+1)s, and (n+l)p orbitals is the variety of bonding mechanisms that can occur.36 These
challenges may result in complicated spectrum that may lead to incorrect assignments if
proper caution is not practiced.

2.2. Experimental Set up overview

The overall experimental setup for Single Vibronic Level (SVL) and laser
induced fluorescence (LIF) can be pictured in Figure 2.1, and can be divided into three
main categories; pulsed discharge, laser system and detection.
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Figure 2.1: Generalized schematic layout of the Single Vibronic Level (SVL) emission
and Laser Induced Fluorescence (LIF) experiment using pulsed lasers.

13

2.3. Pulsed discharge methods

In recent years, the pulsed jet discharge method has been extensively applied to
examine the spectroscopy and dynamics of many species. Although fragmentation in the
discharge source is less selective than photolysis, and the fragmentation efficiency is
typically smaller,37 the technique works well when matched with a selective and sensitive
detection technique like LIF.
Figure 2.2 shows a picture of a discharge nozzle (General Valve Series 9, orifice
diameter = 0.5 mm). A pulsed discharge nozzle can be operated simply in a DC mode,
where a high DC voltage is applied and the entrance (exit) of the gas pulse into the
channel turns on (off) the discharge. This design works well, since the background
pressure in the vacuum chamber is insufficient to support a discharge in the absence of
the gas pulse. However, one disadvantage of the DC discharge for fluorescence
experiments is that the signal sits on top of large background from excited species in
plasma(Ar*/He*). Figure 2.2 shows how to solve this problem, where a high voltage
(HV) pulsed power supply is used to generate short HV pulse (10-50 s) which is
centered within the gas pulse. If the HV pulse is short enough, due to the distance
between discharge and detection region (typically 1 cm) the discharge background and
laser induced fluorescence can be separated in time, as shown in Figure 2.3. In this case,
a short high-voltage pulse can be used to help discriminate against the discharge glow.
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However by detecting with a gated boxcar integrator (which is a is an analogue technique
which relies on the incoherent nature of any noise component to increase the signal to
noise ratio of a repetitive input)38 makes it possible to simultaneously collect two spectra
of two species with different life times in one scan. Example of two spectra collected
simultaneously for CCN radical using two different gates (short gate and long gate) is
shown in Figure 2.4; Note in the lower trace of the long gate spectra, they are some
additional features in that channel which can be attributed to C2 Swan band system which
can be identified in the spectrum.
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Figure 2.2: Schematic diagram illustrating pulsed discharge technique and high voltage
(HV) pulser used to reduce background on laser induced fluorescence.
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Figure 2.3: Schematic diagram illustrating how pulsed discharge technique and high
voltage (HV) pulser separates in time the background and fluorescence.
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Figure 2.4: Low resolution laser induced fluorescence (LIF) spectrum of CCN using
long gate (lower trace) and short gate (upper trace).
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2.4. Laser Induced Fluorescence (LIF) Spectroscopy

Fluorescence-based methods have been very important in detection of various
classes of transient species 32,39-56 also significant for detection of transition metal
monohalides.40-44,47,50,53,54,56. Laser induced fluorescence (LIF) is a very sensitive,
selective and background-free technique for fluorescing states. The advantage of
performing LIF experiments is that it gives us rich information. We can get information
on the excited state structure and symmetries; we can also get information on the excited
state photo-physics on the molecule as well as the excited state vibrational frequencies.

2.5. Single Vibronic Level (SVL) Emission spectroscopy

In this technique, emission is dispersed by a spectrograph (with a grating) from a
specific (laser-excited) upper state level. The emission spectrum obtained reveals the
vibronic structure of the ground state. SVL emission has high sensitivity compared to IR
absorption. First, two relatively strong electronic transitions are used, rather than a much
weaker vibrational transition. Second, for molecules that undergo geometry change upon
electronic excitation, the Franck-Condon factors for absorption and emission allow
observation of long vibrational progressions in the mode that corresponds to the geometry
change.
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By using SVL emission spectroscopy the resulting spectrum, especially for transition
metal monohalides which may have spectral congestion, can be cleaner because only a
single, or a few, rotational levels in the upper electronic state are populated by the
excitation laser. Selection of the vibronic level for study also gives a high degree of
species specificity; that is, only transitions arising from the laser excited species will
appear in the spectra. This will greatly simplify spectral analysis. We can also obtain
information on the ground state structure and symmetries from SVL emission, as well as
the ground state vibrational frequencies. Thus, SVL emission is a powerful method for
the detection of highly excited vibrational energy levels in an excited state of a different
symmetry, allowing fluorescence down to infrared-forbidden vibrational levels of the
ground state. If the Frank-Condon factors are favorable, the SVL emission spectrum
exhibits large progressions of highly excited vibrational levels.
Figure 2.5 displays a schematic representation of a typical Single Vibronic Level
(SVL) emission experiment using a pulsed discharge source and charge-coupled device
(CCD) equipped spectrograph.
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Figure 2.5 : Illustration of the SVL emission technique applied to probe the low-lying
states of nickel monohalides. Modern spectrographs are usually equipped with a gated,
intensified CCD detector as shown in the figure.
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2.6. LIF and SVL experimental details

The laser system consisted of an etalon narrowed dye laser (Lambda-Physik
Scanmate 2E) operating on dyes Coumarin 440 and Coumarin 460, pumped by the
second or third harmonic (355 nm) of a Nd:YAG laser. The grating was scanned under
computer control. A quartz window was used to direct a portion of the dye laser
fundamental into a Fe-Ne and Fe-Ar hollow cathode lamp for absolute wavelength
calibration using the optogalvanic effect; the optogalvanic and fluorescence signals were
recorded simultaneously.
As also shown in Figure 2.1, these measurements utilized a mutually orthogonal
geometry of laser, molecular beam, and detector, where the laser beam crossed the
molecular beam at a distance of ~10 mm downstream. Fluorescence was collected and
collimated by a f/2.4 plano-convex lens, and focused into the spectrograph using a fmatching f/3.0 plano-convex lens. Insertion of an aluminum mirror into the beam path at
45° allowed collection of the total fluorescence, which was filtered via an appropriate
long-pass cutoff filter (Corion or Edmund Scientific) prior to striking a photomultiplier
tube (PMT) detector (Oriel) held at typically ~ -1000 V. In acquiring emission spectra,
the fluorescence signal was first optimized and the wavelength then set on the band of
interest. The mirror was subsequently removed to allow fluorescence to enter the
spectrograph.
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A second removable mirror assembly was used to direct the output of a Fe:Ne and Fe:Ar
hollow cathode lamp into the spectrograph for wavelength calibration; these spectra were
typically obtained immediately before or after emission spectra. Background spectra were
also obtained with the laser blocked to check for emission lines from species in the
discharge. Calibration spectra were acquired with a slit width of 10 µm and 1000 shot
accumulation; photon counting was not used. The emission spectra were typically
acquired with a slit width of 100 - 160 µm, although spectra from intense bands were
acquired with a narrower slit width. Lower and higher resolution spectra were obtained
using, respectively, a 600 1/mm grating blazed at 500 nm and an 1800 1/mm holographic
grating. The spectrograph was operated in a "step and glue" mode where the grating was
sequentially stepped and the spectra recorded at each grating position in order to cover
the entire spectral region of interest. Spectra were calibrated in each range by first fitting
the Ar or Ne emission lines to a Gaussian line shape function, using Origin 7.5 software.
The observed positions were then compared against the known values,57 and the
deviations fit to a second order polynomial to obtain a calibration curve which was
applied to the corresponding emission spectrum. Bands in the emission spectra were also
fit to a Gaussian line shape function. The uncertainty in the derived band positions was
+/- 2cm-1. The ground state energies were fit to an expression of the form:

𝑮𝟎 (𝝊 ) = 𝝊𝒊 𝝎𝟎𝒊 + 𝝊𝒊 𝟐 𝝎𝒆 𝒙𝒆
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2.7. Mass Spectrometry and Resonance Enhanced Multiple Photon
Ionization (REMPI)

Mass spectrometry has been used for many years for quantitative and or
qualitative analysis in the fields of petroleum chemistry, organic, inorganic chemistry,
and gas analysis.3,58-60 Chemists, biochemists, and pharmacologist have applied this
technique with notable success to their particular structural determination problems.58
The ability of mass spectrometer to separate and identify isotopes (elements with
different atomic weights, but the same atomic number but has the same chemical
properties) has aided physicist and chemists in achieving a better understanding of the
atomic and molecular structure.59
The development of modern mass spectrometers has been related to advances in
lasers, signal-processing technologies, ion optics and detection, fast and high performing
electronics.61 This has been particularly true for the time-of-flight (TOF) mass
spectrometry,61 which plays an increasingly important role in all of the biological
research areas as well as ion reaction dynamics field.
Mass spectrometers can be characterized by the ionization sources, mass
analyzers, and detectors that are used (Table 2.1). In general, they are made up of
different components according to the intended use and sometimes even hybrids are
possible. For example, resonance enhanced multiple photon ionization time of flight
(REMPI-TOF-MCP) was used to study state-selected halobenzene ions.
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Table 2.1

Classification of components consisting of mass spectrometer.

Ionization Methods

Electron ionization (EI)
Chemical ionization (CI)
Fast atom bombardment (FAB)
Field Ionization (FI)
Photoionization (PI)
* Multiphoton ionization (MPI)

Mass Analyzers

Magnetic (B)
Double-focusing (EB)
Ion cyclotron resonance (ICR)
Quadrupole (Q)
Quadrupole ion trap (ITMS)
Time-of-flight (TOF)

Detectors

Faraday cup
Electron multiplier (EM)
Photon multiplier (PM)
Microchannel plate (MCP)
Array detectors
Image currents
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2.7.1.

Ionization Methods

A molecule (M) can be generally ionized through interaction with the energetic
electrons, particles, or photons.
M + E → M + + e−
Here, ionization energy (IE) is defined as the minimal energy required for removal of an
electron in that molecule. Ionizations can occur through various methods, such as
electron ionization (EI), charge exchange ionization (CI), photoionization (PI),
electrospray ionization (ESI), matrix-assisted laser desorption ionization (MALDI) and
multiple photon ionization (MPI); these can be chosen, depending on the volatility,
thermal stability, and physical state of the transient molecules.

2.8. Nonlinear optical phenomena

In general, most photochemical processes involve first the electronic transition by
absorption or scattering of one or more photons, followed by nuclear motion on the
excited electronic state(s), internal conversion to the ground electronic state, and finally
relaxed into minima representing photoproducts. Practically, scattering and multiphoton
processes require the intense light fields available only from lasers.
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Multiphoton and light scattering processes are called nonlinear optical phenomena,
because unlike stimulated absorption, they do not depend linearly on the excitation
power.

2.9. Resonance Enhanced Multiphoton Ionization (REMPI)

Resonance enhanced multi photon ionization (REMPI) is a very sensitive
technique for the gas-phase detection of many molecules. With a simple time-of-flight
collection scheme, the created ions can be mass selected and counted with near unit
efficiency, while background interference can be almost completely suppressed. The
REMPI technique typically involves a resonant single or multiple photon absorption to an
electronically excited intermediate state followed by another photon which ionizes the
atom or molecule. If the absorption photon has the same wavelength as the excitation
photon, the REMPI scheme is called Resonance Two Photon Ionization (R2PI). If the
absorption photon has different wavelength as the excitation photon, then the scheme is
known as Resonance Two Color Two Photon Ionization (R2C2PI). The difference
between R2PI and R2C2PI scheme is illustrated in Figure 2.6. However they are also
other REMPI schemes which involve more than two photons for example R3P, R3C3PI2
and so on. In addition REMPI provides useful spectroscopic information about neutral
molecules and their ions that cannot be obtained from a single photon experiments.
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Figure 2.6 : Schematics representation of the R2PI and R2C2PI scheme.
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2.10.

REMPI Experimental set up

Our experiments utilized a linear time-of-flight mass spectrometer (TOFMS)
coupled with a supersonic molecular beam source based upon a General Valve pulsed
nozzle. A schematic of the experimental apparatus is shown in figure Figure 2.7. A 1%
mixture of the halobenzene precursor in He, generated by passing the high purity gas
over a sample of halobenzene held in a temperature controlled bath, at a total pressure of
typically ~ 1-2 bar was expanded from the 1.0 mm diameter nozzle of the pulsed valve,
and passed through a 1.0 mm diameter skimmer into the differentially pumped flight tube
of a one-meter linear TOFMS, similar to one described in our previous work.62-64 The
flight tube was evacuated by a 250 L/s turbo-molecular pump, with a gate valve used to
isolate the detector, which was kept under vacuum at all times to minimize moisture on
the MCP. The main chamber was evacuated with a water-baffled diffusion pump (Varian
VHS-4). With the nozzle on, typical pressures were ~ 5 x 10-5 mbar (main chamber) and
~ 1 x 10-6 mbar (flight tube). The background pressure in the flight tube could be
lowered further by liquid nitrogen cooling of the vacuum shroud; however, this was not
required in the present experiments.
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Figure 2.7: Schematic of the experimental apparatus used for the R2PI experiments.
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2.11.

The Born-Oppenheimer approximation

To fully understand any system, the total energy must be derived. To determine
the energy, the Schrödinger equation must be solved,
̂

=

In which, ̂ is the Hamiltonian operator, ψ is the system’s wavefunction, and E is the
energy of the system. The Hamiltonian is an operator which describes the energy (both
kinetic (T) and potential (V)) of a system in terms of the position and momentum
operators. In order to solve equation for energy, approximations must be made. The
Born-Oppenheimer (BO) approximation is based on the fact that the electrons are much
lighter than the nuclei. This coupled with the fact that the magnitude of all the potential
energy terms in the molecular Hamiltonian are approximately equal (i.e. electrons and
nuclei experience similar forces), indicates that the electrons move much faster than the
nuclei. As a result, the nuclei can be considered as stationary on the time scale of the
electronic motion, and solve for the electronic ground-state first, and then calculate the
energy of the system in that configuration and solve for the nuclear motion. This
separation of electronic and nuclear motion is known as the Born-Oppenheimer
approximation.65
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The vibrational problem of a diatomic is simplified by the fact that there exists
only a single mode, the displacement of the internuclear distance2 R from its equilibrium
value Re in which the nuclear motion is several orders of magnitude slower than that of
electrons. If this is repeated for a series of nuclear positions, a potential energy curve can
be generated which describes the potential in which the nuclei move.
It is also important to note that within the B-O approximation, each electronic
state of the molecule has its own characteristic potential energy curve. As a result each
state has different characteristics (bond length, vibrational frequencies, rotational
constants etc.). In the spirit of the Born-Oppenheimer (BO) approximation, the most
probable transition in the absorption spectrum are the vertical transition as indicated in
Figure 2.8.
In general, the greater the change in bond length upon excitation, the greater the
number of vibrational states contributing to the progression. So in the absence of a
change in geometric coordinates, no Frank-Condon progression is observed.

2.12.

The Frank-Condon principle

The Franck- Condon principle also deals with the relative timescales for
electronic and nuclear motions. In an electronic transition, the electron will move from
one orbital to the other. The timescale for this motion is much faster than that of nuclear
motion. In other words, the nuclei are ‘frozen’ on the timescale of the transition.
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The intensity of the transition is governed by the overlap of the wave-function of the
ground state and the excited state which is responsible for the transition. Both excitation
and emission intensities are governed by the Frank-Condon overlap of the two states
involved in the transition. This phenomenon can be pictured in Figure 2.8.
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Figure 2.8 : Displaced potential energy curves leading to Frank-Condon progression in
excited (a) and relaxed emission (b) spectrum.
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2.13.

Renner-Teller (RT) effect

Most of the areas and methods of molecular physics and spectroscopy assume the
validity of the Born-Oppenheimer approximation. The nuclei generally move much more
slowly than the electrons, the frequencies associated with electronic transitions are much
higher than vibrational frequencies, and one can consider separately the three types of
molecular motion: electronic, vibrational, and rotational. These statements are no longer
necessarily valid for electronic states which are degenerate or at least close to
degeneracy, and the Born-Oppenheimer approximation breaks down.
Degenerate electronic states usually occur in molecules having a high degree of
symmetry. The symmetric equilibrium geometry which causes the electronic degeneracy
is, in general, lowered in the course of molecular vibrations, and this may lead to splitting
of the potential. The molecular potential is usually expressed in terms of a polynomial
expansion in displacements r, and, in nonlinear molecules, the linear terms may lead to
coupling of the electronic and vibrational degrees of freedom. The resulting breakdown
of the Born-Oppenheimer approximation is in this case known as the Jahn-Teller effect.
In linear molecules the symmetry is lowered during bending vibrations. The results of
this coupling in linear molecules are referred to as the Renner-Teller effect, or simply the
Renner effect. The CCN radical is one of the prototypical examples for triatomic
molecules exhibiting the Renner-Teller (RT) effect, which originates from coupling
between the vibrational and electronic angular momenta.
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2.14.

Computational Methods

2.14.1. Introduction

Computational chemistry (also known as molecular modeling) is the application
of computer-based models to the simulation of chemical processes and the computation
of chemical properties. Computational chemistry is a valuable tool for modern research to
bypass tedious, time consuming and costly, and sometimes dangerous experiments. There
are some properties of a molecule that can be obtained computationally more easily than
by experimental means. Thus, many modern researchers are now using computational
modeling to gain additional understanding of the compounds being examined. Some
computational methods can be used to model not only stable molecules, but also shortlived, unstable intermediates and even transition states. In this way, they can provide
more insight into the reaction and molecules and provide information which could be
impossible to obtain through observation. 66 In general, modern research uses
computational chemistry to predict, support and complement experimental results.
In particular for our research, we use various computational methods, always
trying to get as accurate a result as possible, however we choose our methods and basis
sets depending on the computational cost to the calculations, the parameters to be
calculated and the nature of the system to be studied. Often we base our choice of method
on literature precedent. The next section describes briefly the various methods used in our
studies.
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2.14.2. Hartree Fock

The Hartree Fock (HF) method is the most common ab initio method that is
implemented in nearly every computational chemistry program.67,68 The HF equation
describes the many electron wavefunction as an antisymmetrized product (the slater
determinant) of one-electron wavefunctions. The HF method can be pictured in the flow
chart below.
Hartree-Fock Method

Schrödinger equation

HΨ = EΨ
( )=

( ) ( )

( )

Born-Oppenheimer Approximation
=

Electronic Schrödinger equation

Wavefunction taken as single SD:
constructed using LCAO approach
with N basis functions

Solution of the secular equation
variationally and self-consistently

HeΨe = EeΨe

=

Hartree-Fock Molecular orbitals

Each electron moves independently in the spin orbital space and it experience a
Coulombic repulsion due to the average positions of electrons.67 HF theory provides a
very well defined energy, one which can be converged in the limit of an infinite basis
set.69
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The HF method will tend to give an energy which is too large, since the electron-electron
repulsion is overestimated. This is because in the self-consistent field approach, we
assume that the motion of the electrons is uncorrelated, so that each electron feels the
average (mean) field of all other electrons. In the mean field approach, the effective
potential for a given electron depends on the functional form of the orbitals for all other
electrons. HF methods recover about 99% of the total energy; however, the 1% is
comparable to the energy changes in chemical reactions and thus is very important.

2.14.3. The Møller -Plesset (MPn) Methods

The Møller–Plesset perturbation theory (MP) was published as early as 1934 by
Christian Møller and Milton S. Plesset. Here, higher excitations are taken into account by
a perturbation operator within the many-body perturbation theory. The HF problem is
treated as the unperturbed wave function and their residual part of the Hamiltonian is
treated as a perturbation.70 Within the Perturbation theory, the Hamiltonian is partitioned
as H=H0 + P, where H0 is an unperturbed HF Hamiltonian for which eigenfunctions can
be found and P is the perturbation. The application of the perturbation theory is justified
if the contribution of electron correlation energy (the ‘perturbation’) is small.70 The
Møller-Plesset (MP) methods are typically referred to by the acronym MPn, where n
indicates the order at which the perturbation theory is truncated. MP methods (MP2,
MP3, MP4,...) are implemented in many computational chemistry codes. Higher level
MP calculations, generally only MP5, are possible in some codes.
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However, they are rarely used because of their high cost. Prior to the widespread usage of
the methods based on Density Functional Theory, the MP2 method was one of the least
expensive ways to improve on Hartree-Fock and it was thus often the first correlation
method to be applied to new problems. It can successfully model a wide variety of
systems, and MP2 geometries are usually quite accurate. However, there are problems for
which MP2 fails as well.66

2.14.4. Density Functional Methods

The recently acquired popularity of approximate DFT as a new method
accounting for electron correlation stems, in large measure, from its computational ease.
This makes it amenable to larger molecules at a fraction of the time required for HF or
post-HF computations.70 When compared to conventional quantum chemistry methods,
Density functional Theory (DFT) is particularly appealing since it does not rely on the
knowledge of the N-electron wave function but only of the electron density. DFT theory
provides an expression for the ground state energy of a system of interacting electrons in
an external potential as a function of the ground state electronic density.71,72
DFT methods offer many advantages such as adding some degree of electron
correlation, providing good results at lower computational cost and being more robust
than Hartree Fock for open shell system treatment.
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However the DFT methods encounter some limitations like poor description of long
range interactions, and the need to know the dependence of a chemical property on the
density. 69 DFT methods are broadly classified into two methods: pure DFT and hybrid
DFT. They are designated on the basis of type of correlation energy functional, the
exchange energy functional, and potential.67 The pure methods consist of BLYP, PW91
and SVWN5. Similarly, the hybrid DFT method consists of B3pw91, M06 and M062X.67 Zhao and Truhlar have recently developed the M06 family of local (M06-L) and
hybrid (M06, M06-2X) meta-GGA functionals that show promising performance for
noncovalent interactions. 73-75

2.14.5. Time Dependent Density Functional Theory (TD-DFT)

Time-dependent density functional theory (TDDFT) is a quantum mechanical
theory used in physics and chemistry to investigate the properties and dynamics of manybody systems in the presence of time-dependent potentials, such as electric or magnetic
fields. Time-dependent density-functional theory (TDDFT) extends the basic ideas of
ground-state density functional theory (DFT) to the treatment of excitations or more
general time-dependent phenomena. TDDFT can be viewed an alternative formulation of
time-dependent quantum mechanics but, in contrast to the normal approach that relies on
wave-functions and on the many-body Schrödinger equation, its basic variable is the onebody electron density.76
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The effect of such fields (electric or magnetic) on molecules and solids can be studied
with TDDFT to extract features like excitation energies, frequency-dependent response
properties, and photo-absorption spectra.

2.14.6. Gaussian-type basis sets

By definition, a basis set is a mathematical description of orbitals of a system,
which is used for approximate theoretical calculation or modeling.67 Different basis sets
are used in computational chemistry, in order to derive chemical information by solving
Schrodinger equation. Generally in electronic structure modeling, the most important
factor is the number of basis functions to be used. The smallest number of basis function
possible is called the minimum basis set.67,69 In this case the hydrogen and helium atoms
would require only one s-function to contain all the electrons. There are different types of
basis sets, but most known are the Pople’s and Dunning’s basis sets.69
The Pople’s basis sets are typically split valence double-zeta basis sets and this
class includes basis sets such as 3-21G, 6-21G, etc. In last decade, Dunning and coworkers69 developed another type of basis set called “correlation consistent and
polarization valence split basis sets” with the generic acronym cc-pVnZ (n=D: double,
T: triple, Q: quadruple).69 The advantage of using these basis sets is that: (a) they include
shells of polarization functions (d, f, g etc.) and (b) as their size increases, the calculated
energy tend to converge to the complete basis set limit (CBS).69
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However in order to calculate and treat anions, highly excited states, or supermolecular
complexes which are more spatially diffused, the basis set has to be more flexible to
allow a weakly bound electron to localize far from the remaining density. In this case, the
basis set is augmented with diffuse functions, symbolized by “aug” prefix for the
Dunning’s basis sets and “+" sign for Pople’s family. For instance, aug-cc-pVTZ basis set
has f, d, p and s diffuse functions on the heavy atoms and d, p and s function on H and He
atoms.69
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Chapter 3.
SINGLE VIBRONIC LEVEL (SVL) EMISSION
SPECTROSCOPY AND LASER INDUCED FLUORESCENCE (LIF) OF
THE NICKEL MONOHALIDES

3.1. Introduction to Metal containing Monohalides

Spectroscopic studies of transition metal diatomics have been an active research
area in the past few decades.77-81 The chemistry of transition metal monohalides is
fascinating since transition metal monohalides are important model systems for
understanding the role of the d electrons in chemical bonding.82 The halides are
important in areas ranging from industry83, biological(catalysis)84, organometallic
chemistry85,86,surface science87 to astrophysics88,89. Because of high cosmic abundance of
transition metal elements in stars, it is likely that some of these halide molecules may
exist in significant amount in astrophysical sources.80,81 In particular, diatomic metal
halides have attracted significant attention in spectroscopy40,47,49,53,77-84,87,90-107, photo
physics and theoretical studies82,92,106-116, because their electronic energy systems offer
simple and essential models to understand the nature of transition metal containing
molecules.105
Low resolution spectra of nickel monohalides have been reported intermittently
since the 1930s,77 but their assignments to various electronic transitions were often
incomplete or incorrect as a result of complex perturbations in the observed spectra.
The newly developing interest in small transition metal compounds is paving the way for
the study of spectral properties of transition metal containing complexes.
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Nickel monohalides (NiX; X=F, Cl, Br, I), have received much attention in the
recent years, and the electronic structure of NiF 40,90-97,101,104,106,107 and
NiCl47,49,53,99,100,106,107 is now relatively well understood, while information on NiI and
NiBr is still fragmented, although their ground states have been identified (Figure
3.1).98,102,103 These molecules possess a number of low-lying electronic states, as depicted
in Figure 3.2. The close proximity of the low lying electronic states in these species
results in many perturbations which may complicate the spectra and make these species
challenging from a theoretical viewpoint. Therefore, to understand the chemistry of these
species, application of high resolution spectroscopic techniques, together with thorough
theoretical investigation will enable improved understanding of the electronic structure of
these species. The general similarity in five low-lying states in the monohalides series
(see Figure 3.2) makes it reasonable to compare the general trends for the five lowest
electronic states since they almost lie in the same energy level for the different species.
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Figure 3.1 : Molecular orbital energy level diagram of nickel monohalides. Taken from
Reference 102
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Figure 3.2 : Vertical excitation energies of nickel monohalides electronic states. Taken
from Reference.106
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3.2. Electronic structure of transition metal monohalides

The diatomic transition metal halides and hydrides MX (M=transition metal,
X=H, F, Cl, Br, I) are highly ionic species represented as M+X-. Unpaired electrons
mainly stay on the metal atom because of the closed shell structure of the X- ion, and thus
the resulting electronic states approximately maintain the character of the metallic ion
M+. It is well known that the nature of metal monohydride species MH often reflects
nearly complete M+ character. Such approximation constitutes a model which is a
powerful method to analyze the remarkably complex and perturbed system.117 Figure
3.3 shows the potential energy curves of the Λ-s states of various nickel monohalides,
illustrating the density of predicted levels.
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Figure 3.3 : Potential energy curves of the Λ-S states of NiX. Taken from Reference 106
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3.3. Notation and term symbols

The molecular term symbol is a shorthand expression of the group representation
and angular momenta that characterize the state of a molecule; i.e., its electronic quantum
state. It has the general form:

Where:
S is the total spin quantum number
Λ is the projection of the orbital angular momentum along the internuclear axis
Ω is the projection of the total angular momentum along the internuclear axis
+/− is the reflection symmetry along an arbitrary plane containing the internuclear axis
For diatomic molecules the letters , , , are used in the term symbol to
represent = 0, 1, 2 and 3 respectively. For molecules with completely filled shells, the
electron spin cancel therefore the quantum number S =0 (therefore the multiplicity
(2S+1) equals 1, a singlet). When molecule has no completely filled shells, S=1
(therefore the multiplicity equals 2, a doublet).

For the purpose of simplifying the assignment of our spectrum, we use these
notations and symbols. For example [13.9] 23/2 - X25/2 represents a transition from the
ground state X25/2 to the excited state 23/2 with excitation energy of 13 900 cm-1.
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3.4. Literature survey on NiX

There has been progress on both theoretical and experimental aspects of the NiX
species before we embarked on this study. Good knowledge of electronic structure of the
ground and excited states of nickel monohalides has been obtained through years of hard
work by many workers; however, for the latter two nickel monohalides, namely, NiBr
and NiI, only limited spectroscopic information is available. The following section will
summarize the work that has been done by other groups, and then later describe the
details of the experimental work that we have done for these molecules.

3.4.1.

NiI

In the nickel monohalides series, comparatively little is known about NiI. Tam
and co-workers102 observed and analyzed the laser induced fluorescence spectrum of NiI
in the visible region between 588 and 720 nm. Molecular transition bands were generally
easily identified because of the small rotational constant B value (0.065 cm-1) and
reasonably large vibrational separation (230 cm-1). Two transition systems: [13.9] 23/2 X25/2 and [14.6] 25/2 - X25/2 were observed and analyzed in their work.
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The limited experimental work done on NiI by LIF102,118 and microwave
spectroscopy105 has focused only on the two lowest energy electronic states. Indeed, the
NiI ground state has been unambiguously identified as the X25/2 only in the last
decade, in the high resolution studies of Cheng and co-workers.102,118
Bernath and co-workers97,101 used Fourier transform (FT) spectroscopy to study many
electronic transitions in the visible region above 600 nm and also in the near infrared
region101 from 9 500 to 13 000 cm-1 . However, no transitions were reported for a gap
between 13 000 and 16 000 cm-1 as well as above 21 000 to 23 000 cm-1 (which was
measured in our work).

3.4.2.

NiBr

The spectroscopy of NiBr has been investigated by several groups, most
extensively by Leung and co-workers.98,119 Band spectra attributed to NiBr molecule had
earlier been studied by Mesnage in 1939120 and later by Krishnamurty in 1952121 using
various discharge techniques. Reddy and Rao in 1960122 recorded 62 emission bands in
the violet region using heavy current and high frequency discharges. Four electronic
states of NiBr have been studied using the technique of laser vaporization/reaction with
supersonic cooling and laser induced fluorescence spectroscopy. High resolution LIF
spectrum in the region 724 - 810 nm were recorded and analyzed.98 Jianjun and coworkers also measured the spectrum of NiBr in the region between 604 - 666 nm.123
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Recently, Leung and co-workers using laser vaporization/reaction free jet
expansion and LIF identified and confirmed that X2 3/2 state is the ground state and the
next low lying state is A2 5/2 state, and determined that the two low lying states are
separated by only 37.25 cm-1 .98

3.4.3.

NiCl

In general, the energy levels of metal halides correlate with those of metal
hydrides (MH). However the low-lying electronic energy levels of NiH appear to differ
somewhat from those of the nickel monohalides. For NiH, the ground state is 2similar
to NiI while NiCl, NiBr and NiF have a 2ground state.49,53 A total of six electronic
transitions of NiCl has been recorded by high –resolution Fourier transform
spectroscopy.49,53 A characteristic emission spectrum of NiCl was also recorded in the
spectral region of 20 000 - 25 000 cm-1.49,53
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3.5. Outline of Chapter

In this chapter, we focus on the identification and characterization of the low
lying electronic states (X23/2, A25/2, X21/2, A23/2 and B2+1/2) of NiI, NiCl and NiBr
using laser induced fluorescence (LIF) and single vibronic level (SVL) emission
spectroscopy. In this study we have obtained new LIF and SVL spectra of jet-cooled NiI,
NiBr and NiCl in the visible region. New band systems of NiI39 , NiBr63 and NiCl63 have
been identified in the range 21 150 - 22 410 cm-1. Assignments of the excited states have
been made based upon rotational simulations using the PGOPHER program124 and
transitions observed in the emission spectra. Further, building upon the LIF and SVL
emission studies, theoretical calculations were used to complement and compare with the
experimental results. Results were also compared with previous work, including a study
of the ground and excited states using high resolution Fourier transform(FT) and
microwave spectroscopy.105 The vibrational parameters are compared to the recent high
level ab initio calculations by Zhou and Liu.33 The data set derived in this chapter affords
a detailed analysis of periodic trends in the nickel monohalide series.
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3.5.1.

Experimental details

NiI, NiBr and NiCl was produced using a pulsed discharge source, wherein Ni
atoms sputtered from stainless steel electrodes (Type 303 stainless contains 8–10% Ni)
reacted with an appropriate halogen-containing precursor seeded in ~3 bar Ar (Airgas). A
rotational temperature in the range of 50 K was determined from preliminary fits of the
fluorescence excitation spectra 124. A variety of halogen-containing precursors, including
CH3I, CD3I, 13CD3I, CH2Br2, and C2Cl4 (Sigma-Aldrich, 99.5+ %) were employed in
order to identify the species observed. Typically, discharge was initiated by a -1.3 kV
pulse, with a width of 1000 µs, through a current limiting 80 kΩ ballast resistor. A pulse
width of 200 s was used initially, and was subsequently reduced to 50 s to improve
signal-to-noise. The timing of laser, nozzle and discharge firing was controlled by an 8channel pulse/digital delay generator (Berkeley Nucleonics). SVL emission spectra were
obtained using a 0.3 m spectrograph (Action SR303i with ISTAR CCD) in photon
counting mode; the slit width was varied in the range 100-160 m, with a narrower slit
employed to improve spectral resolution. Spectra were integrated over 15,000 - 20,000
laser shots, and were calibrated using the output of a Fe: Ar hollow cathode lamp
(Photron). The majority of the spectra recorded as part of the present study were collected
using a 600 lines/mm grating. In some instances, it was necessary to employ an 1800
lines/mm grating in order to improve resolution. Bands in the emission spectra were fitted
to a Gaussian line shape function, using Origin 7.5 software; previous studies have shown
the validity of this approach.102,118,125 The uncertainty in the derived band positions is  2
cm-1.
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3.6. Theoretical calculations

The low-lying electronic states of the nickel monohalides, i.e., NiI, NiBr, NiCl,
and NiF, were investigated by Zou and Liu 106 using multireference second-order
perturbation theory with relativistic effects taken into account. For the energetically
lowest states, the potential energy curves and corresponding spectroscopic constants
(vertical and adiabatic excitation energies, equilibrium bond lengths, vibrational
frequencies, and rotational constants) were reported. The calculated results were in very
good agreement with those of experimental data.106 In particular, the ground state of NiI
is shown to be different from those of NiF, NiCl, and NiBr, being in line with the recent
experimental observation.102 Multiconfigurational self-consistent field (MCSCF) is a
method in quantum chemistry used to generate qualitatively correct reference states of
molecules in cases where Hartree–Fock and density functional theory are not adequate.
The calculation of electronic excited states is typically a multiconfiguratinal problem, and
therefore it should preferably be treated with multiconfiguratinal methods such as
CASSCF. To guarantee the required degeneracy of the relevant states, state-averaged
complete active space self-consistent field (State- Averaged SA-CASSCF) calculations
were performed by using the MOLCAS program package.106 SA-CASSCF calculations,
are methods in which one single set of molecular orbitals is used to compute all the states
of a given spatial and spin symmetry. The obtained density matrix is the average for all
states included, although each state will have its own set of optimized configuration
interaction (CI) coefficients.
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The use of a SA-CASSCF procedure has a great advantage. For example, all states in a
SA-CASSCF calculation are orthogonal to each other, which is not necessarily true for
state specific calculations.
Yang and co-workers also studied the potential-energy curves, spectroscopic
terms, vibrational levels, and the spectroscopic constants of the ground and low-lying
excited states of NiI by employing the complete active space self-consistent-field method
with relativistic effective core potentials followed by multireference configurationinteraction calculations.126

3.7. SVL emission spectroscopy of low-lying states of NiI

In the case of the nickel iodide NiI radical, only limited knowledge had been
available, until Tam et al.102,127 observed the first high-resolution LIF spectrum of the two
isotopomers 58NiI and 60NiI. Indeed, the ground state has been unambiguously identified
only in the last decade, in the high resolution studies of Cheung and co-workers. 102,118
Assignment of the ground state in that work as 25/2 is consistent with NiH, but differs
from the lighter monohalides analogues, which feature a 23/2 ground state.
In this present chapter, three new band systems of NiI have been identified in the
range 21 150 – 22 410 cm−1. Assignments of the symmetries of the excited states have
been made based upon rotational simulations and transitions observed in the emission
spectra.
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However, the detailed rotational and vibrational analysis of these bands is discussed later.
Here we focus on the use of these new band systems to probe the vibrational structure of
the five low-lying (Te < 2200 cm−1) electronic states of NiI with SVL emission
spectroscopy. Three of these low-lying states are observed here for the first time, and the
harmonic frequencies for all five low-lying states were derived from SVL emission
spectra and are compared to recent ab initio values107.

3.7.1.

Spectral Analysis: Single vibronic level emission spectra for NiI

Three new band systems of NiI have been observed in the range 21 150 – 22 410
cm-1, originating from the Ni+ (3d84s1) configuration 107. Excited state symmetries have
been assigned based on rotational simulations using PGOPHER program 124 and analysis
of the single vibronic level emission spectra. In the following discussion, these states will
be identified using the nomenclature adopted by Tam et al.102,118 with T0 values in
thousands wavenumbers given in square brackets: for example [21.1]23/2 representing a
doublet  state with excitation energy of 21 100 cm-1. A detailed rotational and
vibrational analysis of these band systems will be discussed later.
SVL emission spectra were obtained from several bands in each of the three
progressions; a total of 10 emission spectra were collected, each containing numerous
bands extending up to 3746 cm-1 above the X25/2 state origin.
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Examples are shown in Figure 3.4, which displays SVL emission spectra collected via the
v = 0 level of the [21.1]23/2 and [21.3]25/2 bands. It is possible to identify five distinct
vibrational progressions. In addition to the X2 5/2 and A23/2 states characterized in
previous work, 102,105,118 three additional electronic states have been identified. Based on
the theoretical work of Zou and Liu 107, these are assigned as the A21/2, X23/2, and
B2+1/2 states. Comparison of SVL spectra recorded via different vibrational levels in the
excited states show consistent sets of levels with an intensity pattern reflecting the nodal
structure of the vibrational wavefunction.
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Figure 3.4 : SVL spectra of NiI recorded via (0-0) of the [21.3]25/2 (lower trace) and (00) of the [21.1]23/2 (upper trace) excited state origin bands; the x-axis labels the shift in
cm-1 from the excitation line. Although not labeled, the X25/2 and A23/2 states appear
weakly in the [21.1]23/2 spectrum. Features labeled with an asterisk arise from the
discharge background.
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Figure 3.5: SVL spectra of NiI recorded via (0-2) of the [21.6]23/2 excited state bands;
the x-axis labels the shift in cm-1 from the excitation line. Features labeled with an
asterisk arise from the discharge background.
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The calibrated emission spectra peak energies have been fit to a Dunham
expansion in order to derive term energies and vibrational constants for the five
electronic states, and these are given in Table 3.1. Included also in Table 3.1 are the
previous experimental105,118 and theoretical107 ωe and Te values. Note that previous
experiments obtained vibrational information through the measurement of hot-band
spectra, and therefore only anharmonic frequencies were reported. The experimental peak
energies, their assignments and their deviation from the energies predicted by the
Dunham expansion are provided in Table 3.2. As expected, the theoretical values
overestimate the experimentally derived harmonic frequencies; however, the trends in the
two sets are in good agreement. This can be seen in Figure 3.7, where the experimental
values are plotted with the ab initio values, which were scaled so that the X25/2
frequency is coincident with the experimental value. Experimental T0 values are also in
good agreement with the calculated Te values, with the exception of the X25/2 state,
which appears ~200 cm-1 higher than predicted.
The theoretical predictions of NiI Ω states up to ~16,000 cm-1 predict a gradual if
not monotonic decrease in vibrational frequency with increasing energy107. Following
with this trend, our preliminary analysis indicates that the harmonic vibrational
frequencies of the new states identified in this work in the region 21 000 – 22 000 cm-1
are on the order of 220 cm-1. More analysis on the excited state in this region will be
discussed later. We also note that the X25/2 and A23/2 states are observed in emission
spectra recorded via the origin level of all three excited states observed in the present
study, but with considerable variation in intensity.
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In SVL spectra recorded via the two 23/2 states, the X25/2 and A23/2 progressions are
very weak, as can be seen in the upper trace of Figure 3.4. This is in contrast to the SVL
spectrum recorded via the origin of the [21.3]25/2 state (also shown in Figure 3.4) where
the intensity of these two bands is considerably larger. A change in the Frank Condon
profile can be seen when different bands are excited. For example compare Figure 3.4
and Figure 3.5, which show a shift in Frank Condon profile observed from exciting
[21.6]23/2 band as compared to [21.3]25/2. From the FC principle we can derive FC
factors, which are defined as the squared overlap integral of the two wavefunctions for
the excited and ground state. The FC factor determines how the intensity is distributed
among the vibrational bands. However no further spectra intensity modeling was
performed for this work.

3.7.2.

Perturbations

Irregular behavior is an excellent operational definition of perturbation
phenomena.125 The study of perturbations involves going beyond the Born-Oppenheimer
approximation. One starts with a zero-order model H0 in which each electronic state is
associated with a potential energy curve, an electronic eigenfunction which depends on
internuclear distance and a set of rotational-vibrational eigenvalues and eigenfunctions.125
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There are different types of perturbations, for example (a) local perturbations
between electronic states of different or same symmetry, (b) perturbations involving
interactions between components of the same vibrational quantum number of one or
several electronic states and (c) interaction between rotational levels and vibrational
levels of different electronic states.125
For our purpose we are going to concentrate on interactions between vibrational
levels between electronic states of different symmetry, this is the interaction between the
spin and the orbital angular momenta of the electron (spin-orbit interaction). These
interactions remove degeneracy of the levels of an electronic state. The mixing of the
states provides a mechanism for observation of forbidden transitions and homogeneous
(Ω =0) perturbations125 (which are the ones observed in our study).
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Table 3.1 : Vibrational constants and term energies (in cm-1) of the five low-lying
electronic states of NiI observed in the present work.

T0

B 2 1/ 2

X 2 5/ 2

A 2 3/ 2

A 2 1/ 2

X 2  3/ 2

0

162.7 (1.2)a

787.8 (2.9)

1529.8 (1.8) 2140.2 (2.2) This work
Ref. 102

164

e

139

812

1332

2210

Ref. 107

278.5 (0.3)

273.2 (0.7)

260.0 (5.1)

277.5 (1.4)

268.0 (2.2)

This work

276b

271b

Ref. 118

276.67b
290

xe

Source

Ref. 102
283

-0.74 (0.03) -0.85 (0.06)

a

274

287

281

-0.45 (1.25) -0.89 (0.17) 0.02 (0.36)

One standard error given in parenthesis; b anharmonic values.

Ref. 107

This work
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3.7.3.

Perturbations involving the low-lying electronic states of NiI

An examination of the residuals between the observed energies and those
predicted by the Dunham expansion has identified the presence of homogenous
perturbations in the low-lying electronic states; this can be seen in Figure 3.6. The ground
X25/2 state is apparently free of perturbations, at least up to the v = 8 level, as all of the
vibrational states can be fit to the Dunham expansion within experimental error. The first
obvious perturbation appears for the v = 5 and v = 6 levels of the A23/2 state at 1497.52
and 1773.53 cm-1, which are shifted in energy by -5.3 and 7.8 cm-1, respectively (these
are in Table 3.2).
Since these are interactions between the spin and orbital angular momenta (spinorbit interaction), under theΩ = 0 selection rule125, the only candidate for the perturbing
level is the v = 0 level of X23/2. The most important objective of deperturbation are a
perfect fit of the observed spectral lines, confirmation of line assignments, proof of the
mechanism of the perturbation and determination of perturbation parameters.125 The
quality of the fit establishes the credibility of the model and reduces the possibility of
misassigned lines. Deperturbation analysis using analytical expressions appropriate for a
three level system125 (perturbation involving three interacting levels) yield the following
estimates for the matrix elements:

⟨̃𝟐

𝟐

= | ̂ |̃𝟐

𝟐

= 𝟎⟩ = 𝟐

⟨̃𝟐

𝟐

= | ̂ |̃𝟐

𝟐

= 𝟎⟩ =
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At higher energies, another obvious perturbation involves the B2+1/2 v = 1 and v
= 2 levels at 2415.76 and 2665.03 cm-1, shifted by 7.6 and -11.1 cm-1, respectively
(highlighted in Table 3.2). Again, the magnitude of the shift is small, suggesting a weak
interaction. Under the Ω = 0 selection rule125, the perturbing states must be vibrational
levels of the A21/2 state. For example, the v = 6 level of A21/2 is predicted from the
Dunham parameters to lie at 2329 cm-1, and likely interacts with the B2+1/2 v = 1 level.
As a consequence of this interaction, the former would be expected to appear in the
emission spectra; however, we did not observe this level within our signal to noise. The
level perturbing v=2 of B2+1/2 is likely to be a higher lying level of the A21/2 state,
pushing it down by -11cm-1.
Note that the vibrational progression observed in the A21/2 state (up to v = 3) is
significantly shorter than for any of the other four levels. As evident in Figure 3.6 , the
residuals between experimental and predicted peak positions become larger to higher
energy, indicating significant perturbations in the level structure. Given the presence of
five electronic states within roughly 2 200 cm-1 of the ground state, this is not surprising.
Generally the theoretical predictions are in good agreement with experiment, as
shown in Figure 3.7.
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Figure 3.6 : Residuals (Obs – Calc) of the vibrational levels observed in this work for the
five lowest lying electronic states of NiI. The x-axis labels the energy in cm-1 above the
vibrationless level of the ground state. Calculated values were determined from Dunham
expansion fits, as described in the text.
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Figure 3.7 : A comparison of experimentally-derived we and To values for five lowlying electronic states of NiI (blue open squares) with theoretical vibrational frequencies
(scaled, red squares) and Te values from ref 39.
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Table 3.2 : Term energies and assignments of the low-lying electronic states of NiI observed in
this work. The deviations (Obs –Cal) between experimental energies and those predicted by a fit
of the experimental values to the Dunham expansion are also shown.

Energy/ Cm-1
State
X25/2

V

Energy /Cm-1

Calc

Obs

Obs-Cal

0
1
2
3
4
5
6
7
8

0
277
553
826
1099
1370
1639
1908
2174

0
274
552
828
1096
1372
1641
1906
2175

0
-2
0
2
-2
2
1
-1
0

0
1
2
3
4

162
434
703
971
1238

164
432
705
969
1237

2
-1
1
-2
-1

5
6
7
8
9
10

1502
1765
2026
2286
2544
2800

1497
1773
2026
2286
2546
2797

-5
7
0
0
2
-2

A2 ½

0
1
2
3

787
1046
1305
1562

787
1047
1304
1562

0
1
-1
0

X2 3/2

0
1
2
3
4
5
6
7
8

1529
1805
2079
2351
2622
2890
3157
3422
3686

1527
1810
2078
2349
2621
2885
3162
3428
3681

-2
5
-1
-2
0
-5
5
6
-5

A23/2
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Table 3.2:

Table 3.2
Energy/ Cm-1

Continued
State
B2+1/2

v

Energy /Cm-1

Calc

Obs

Obs-cal

0

2140

2139

-1

1

2408

2415

7

2

2676

2665

-11

3

2944

2945

1

4

3212

3216

3

5

3480

3482

2

6

3748

3745

-2
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3.7.4.

Summary

Five low-lying electronic states of NiI have been observed and vibrationally
characterized (three for the first time) using single vibronic level emission spectroscopy,
following the first observation of three excited state band systems in the range 21 150 –
22 410 cm-1. The derived harmonic frequencies and term energies of the five low-lying
electronic states are in good agreement with the theoretical values of Zou and Liu 107 and
the trend in the calculated ωe values is replicated extremely well by the experimental
values determined in the present work. The agreement can also be shown in Figure 3.7. A
number of homogeneous perturbations involving electronic states with different
symmetry have been identified, which arise from interactions between vibrational levels
of the A23/2 and X23/2 states and A21/2 and B2+1/2 states. There are no other lowlying states with Ω= 5/2, and the ground X25/2 state remains unperturbed up to the
highest energies measured in this work.
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3.8. SVL emission spectroscopy of the low-lying electronic states of NiBr

Recently Leung et al.98, using laser vaporization/free jet expansion and laserinduced fluorescence to probe the spectroscopy of NiBr in the 12 345 to 13 812 cm-1
region, identified the ground state as the X23/2. In that work, the A25/2 state was found
to be just 37.25 cm-1 above X23/2. Assignment of the NiBr ground state was also
confirmed in the detailed theoretical study of Zou and Liu. 107
In this chapter we report five low-lying electronic states of NiBr observed using
single vibronic level (SVL) emission spectroscopy, three of which were experimentally
observed for the first time. Harmonic frequencies of all five states have been derived
from the SVL spectra and were compared to ab initio values.107 These states were
assigned as X23/2, A25/2, X21/2, A23/2 and B2+1/2 based on the theoretical work of
Zou and Liu.107 Vibrational constants have been derived and were found to be in good
agreement with theoretical values. In particular, the trend in the theoretical harmonic
frequencies of Zou and Liu 107 is reproduced successfully in the experimental values.
The emission spectra of NiBr are not affected to the same extent as for NiI39 by
interactions between vibronic levels, however one possible perturbation observed herein
is tentatively attributed to a three level interaction involving X21/2 v = 9, and B2+1/2 v
= 4 and v = 5, within the = 0 selection rule. A detailed rotational and vibrational
analysis of the excitation bands, together with those of the other Nickel monohalides, will
be reported later in this chapter. In this section, we focus on examination of the low-lying
NiBr electronic states using SVL emission spectra from these upper states.
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3.8.1.

Spectral Analysis: Single Vibronic Level emission spectra for NiBr

The electronic configurations which give rise to the five low-lying NiBr
electronic states observed in the SVL spectra are (2s)2(1d)4(2p)3 (X23/2 and X21/2),
(2s)2(1d)3(2p)4 (A25/2 and A23/2) and (2s)1(1d)4(2p)4 B2+1/2. The 1d and 2p MOs have
predominantly Ni+ character.
Four new bands systems of NiBr have been observed in the region 21 608 - 22
727 cm-1, which have been assigned by analogy to the NiI system and following
rotational simulations of the excited state bands using PGOPHER124 and from an analysis
of the SVL spectra. Three of these are analogous to those observed in our recent study of
NiI,39 being of [21.6]23/2, [21.8]25/2 and [22.4]23/2 symmetry.102,118 The fourth state is
assigned as [22.3]2+1/2. Single vibronic level emission spectra have been recorded via a
total of twenty four excited state vibronic cold and hotbands (the latter originate from the
vibration-less origin of A25/2). Only the X23/2 and A25/2 states have been previously
observed. The emission spectrum obtained with our low resolution (600 l/mm) grating
and following excitation of the v = 1 level of [21.8]25/2 is shown in the lower trace of
Figure 3.8, were emission to the X23/2, A25/2 and A23/2 states can be identified. The
absence of the X21/2 and B2+1/2 states is consistent with the assigned excited state
symmetry of 25/2, given the relevant selection rules  = 0, ±1 and  = 0, ±1.128 We
note that here is only an approximately good quantum number, and our resolution is
insufficient to separate spectra from the various 58,60Ni79,81Br isotopomers.
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Due to the very small splitting of the X23/2 and A25/2 states, resolving these features in
the emission spectrum required the use of a higher resolution (1800 l/mm) grating. The
close-proximity of the X23/2 and A25/2 states, which are separated by just 43(1) cm-1,
results in an overlap of the vibrational progressions in these states in the emission spectra.
This overlap is particularly severe for the v = 0 level of each of these states, which makes
deriving accurate peak energies more challenging. This can be seen in Figure 3.8, which
shows the SVL spectrum resulting from excitation of the [21.8]25/2 v = 1 excited state.
The lower trace was recorded using a lower resolution spectrograph grating (600 l/mm)
and the X23/2 and A25/2 progressions are clearly overlapped. The use of a higher
resolution grating (1800 lines/mm) improves the resolution significantly, as can be seen
in the upper trace of Figure 3.8. Higher resolution is essential in order to identify the
B2+1/2 state, as the B2+1/2 state origin overlaps severely with the v = 1 level of the
A23/2 state and as a result of the similar vibrational frequency in these states, this overlap
affects all subsequent vibronic bands.
Figure 3.9, shows the emission spectrum recorded via the [21.6]23/2 v = 1 level.
The presence of all five low-lying electronic states in the emission spectrum recorded via
the [21.6]23/2 v = 1 level further confirms the assignment of the 23/2 in the upper state;
the 23/2 configuration is the only state from which transitions to all five states is
allowed, given the relevant selection rules  = 0, ±1 and  = 0, ±1.128
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Figure 3.8 : SVL spectrum of NiBr recorded via (0-1) of the [21.8]25/2 using a 600
lines/mm grating (lower trace) and an 1800 lines/mm grating (upper trace). Vibronic
assignments are indicated.
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Figure 3.9: SVL spectrum of NiBr recorded via the [21.6]23/2 v = 1 level using a
600 lines/mm grating (lower trace) and an 1800 lines/mm grating (upper trace). All five
low-lying electronic states are observed.
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The calibrated emission spectra peak energies were fit to a (Dunham
expansion)129 to derive term energies, harmonic frequencies, and anharmonicity
constants. Note that the previous high resolution studies of Cheung and co-workers
succeeded in measuring with high precision the term energy of the A25/2 state; however,
in that work only transitions from the v=0 level of this state could be identified.130 Our
derived parameters (term energies, harmonic frequencies and anharmonic constants) from
the Dunham fit, together with assignments and associated uncertainties, are listed in
Table 3.3. Included also in Table 3.3 are previous experimental98 and theoretical107 ωe
and Te values; note that the previous ωe values represent estimates derived from
microwave data. Our experimental T0 values are in reasonable agreement with the
calculated Te values, with the exception of the B2+1/2 state, which is ~370 cm-1 lower
than predicted. As expected, the (unscaled) theoretical harmonic frequencies slightly
overestimate the experimentally derived values, but the trend in the experimental
frequencies is in good agreement with theoretical predictions. The estimated uncertainty
of ±2 cm-1 was derived by consideration of the fit uncertainties and error propagation.
An examination of the deviation between the experimentally derived peak
energies and the values predicted by the Dunham expansion can reveal the presence of
perturbations caused by interactions between vibronic levels. However, the fit residuals
(Table 3.4) for all bands observed in the SVL spectra lie within our experimental error of
±2 cm-1, and no obvious vibronic perturbations were thus identified. This contrasts with
our previous study of NiI,131 where numerous perturbations were observed, due to the
larger spin-orbit coupling in that system.
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Table 3.3 Vibrational constants and term energies (in cm-1) of the five low-lying
electronic states of NiBr observed in the present work.

T0

X23/2

A25/2

X21/2

A23/2

B2+1/2

0

43.25(1.24)a

488.92(1.20) 1537.74(1.75) 1843.08(1.66) This work

37b
165

e

Ref 103
583

1453

320.39(0.52) 326.87(1.21) 307.04(0.82) 326.91(1.06)

xe
a

Source

2214

Ref 107

324.58(1.35)

This work
Ref 103

331

317

336

345

328

344

335

Ref 107

-0.77(0.09)

-0.81(0.18)

-0.95(0.10)

-0.93(0.13)

-1.26(0.13)

This work

One standard error given in parenthesis; b anharmonic values.
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3.8.2.

Perturbations involving the low-lying electronic states for NiBr

An examination of the deviation between the experimentally derived peak
energies and the values predicted can reveal the presence of perturbations caused by
interactions between vibronic levels. The majority of bands observed in the SVL spectra
can be fit within experimental error of ±2 cm-1. This can be seen in Figure 3.10, where
the deviation between observed and predicted peak energies is shown for each of the five
electronic states observed herein.
The two low energy states X23/2 and A25/2 are free of perturbations, at least up
to v = 6 and v = 7, the highest energy bands observed in the present study. The first
deviation which exceeds experimental error arises for X21/2 v = 3 and v = 4 (at 1396
cm-1 and 1700 cm-1), which are shifted by -2.6 cm-1 and 2.7 cm-1 respectively from their
predicted energies. However, under the  = 0 selection rule (as described for NiI in
chapter 3), there are no suitable candidates for the source of this perturbation. The B2+1/2
state origin is located at 1845 cm-1 and is therefore too high in energy to interact with
either of the X21/2 state levels. In this instance, these deviations are most likely
attributable to experimental error. A potential perturbation arises for B2+1/2 v = 4 and v
= 5 at 3111 cm-1 and 3428 cm-1, which are shifted by -3.1 cm-1 and 2.7 cm-1 respectively
from their predicted energies. Under the ∆Ω = 0 selection rule125 an interaction with
X21/2 v = 9, which is predicted to lie at 3167cm-1, is possible.
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As a result of the three-level interaction, B2+1/2 v = 4 is shifted down in energy and v = 5
is shifted up. Given that the shifts in the B2+1/2 state levels are only just in excess of
experimental error, the identification of a perturbation is only tentative.
In general, interactions between electronic states with identical  (if present) are
weak in NiBr. This is due to the weakening of the spin-orbit interaction as we move from
(Iodine) to (Bromine) in the periodic table.
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Figure 3.10: Residuals (Obs – Calc) of the vibrational levels observed in this work for
the five low-lying electronic states of NiBr. The x-axis labels the energy in cm-1 above
the vibrationless level of the ground state. Calculated values were determined from fitting
experimental energies to the Dunham expansion.
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Table 3.4 : Term energies and assignments of the low-lying electronic states of NiBr
observed in this work. The deviations (Obs –Cal) between experimental energies and
those predicted by a fit of the experimental values to the Dunham expansion are also
shown.

State
X23/2

A25/2

X21/2

A23/2

B2+ ½

V
0
1
2
3
4
5
6

Energy/ cm-1
Cal
0
318
636
951
1266
1578
1890

Energy /cm-1
Obs
0
320
638
950
1264
1579
1890

0
1
2
3
4
5
6

43
368
692
1014
1334
1653
1970

42
368
694
1014
1332
1651
1971

-1

0
1
2
3
4
5
6

488
794
1097
1398
1698
1995
2291

489
793
1096
1396
1700
1997
2289

1

0
1
2
3
4
5
6
7

1537
1862
2185
2506
2824
3141
3456
3768

1539
1860
2183
2507
2827
3140
3456
3768

-2
-2
1
2
-1
0

0
1
2
3
4
5
6
7

1843
2164
2484
2800
3114
3425
3733
4039

1845
2165
2483
2800
3111
3427
3734
4037

2
1
-1
0
-3
2
1
-2

Obs-Cal
0
2
2
-1
-2
0
0

0
2
0
-2
-2
1

-1
-1
-2
2
2
-2
2
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3.8.3.

Summary

We report LIF and SVL emission spectra of NiBr and NiCl that probe the term
energies and vibrational structure of the five low-lying electronic states (X23/2, A25/2,
X21/2, A23/2 and B2+1/2) that arise from the 3d9 configuration of Ni+. Single vibronic
level emission spectra have been recorded following the excitation of vibronic bands in
four new bands systems of NiBr. Five low-lying electronic states have been observed;
high resolution SVL spectra were recorded in order to resolve members of the X23/2 and
A25/2 and, in particular, the A23/2 and B2+1/2 states. The derived harmonic frequencies
and term energies are in good agreement with the theoretical values of Zou and Liu 107
and the trend in the theoretical values is reproduced successfully in the experimental
values. In contrast to NiI, the spectra of NiBr show few vibronic perturbations, reflecting
the smaller spin-orbit coupling in this system. The only perturbation identified herein has
been tentatively attributed to a three level interaction involving X21/2 v = 9, B2+1/2 v =
4 and B2+1/2 v = 5, via the = 0 selection rule.
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3.9. SVL emission spectroscopy of the low-lying electronic states of NiCl

Previous work by Krouti et al 49,53 did not fully investigate the vibrational
frequencies for NiCl. Complete analysis of the NiCl constants will help us study the
periodic trends of the nickel monohalides series as NiI and NiBr had been previously
determined and discussed previously .The overall trend analysis of the nickel
monohalides series will be discussed in the next chapter.

3.9.1.

Spectral Analysis for NiCl

For NiCl, all five low-lying states have previously been observed, and the term
energies have been determined with reasonable precision.132-134 However, the vibrational
data for these states is not complete, and therefore we conducted similar SVL emission
studies on this molecule in order to examine periodic trends among the Nickel
monohalides. The SVL emission spectra were collected through three band systems
previously identified by Bernath and co-workers using LIF and Fourier-transform
emission spectroscopy: [21.6]3/2, [21.9]25/2, and [22.3]23/2.132,134
In our group, NiCl band systems have been observed in the region 21 621 - 23
182 cm-1. Rotational simulations using the PGOPHER program were done in the same
way as for NiI and NiBr to identify the excited state band symmetry.
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A discussion of the excitation spectrum analysis and simulations is left to a later section.
The band systems observed for NiCl were analogous to those observed in the study of
NiI39 and NiBr. Emission spectra were obtained from the several observed bands in each
of the progressions. SVL emission spectra were recorded via a total of sixteen bands in
these band systems. The emission spectra were collected; each contained bands extending
up to 4169 cm-1 above the X23/2 ground state origin. An example SVL emission spectrum
obtained following excitation of the v=2 level of [22.7]23/2 and the v=3 level of
[22.8]23/2 are shown in Figure 3.11 and Figure 3.12 . Using a variety of pump
transitions, we exploit variations in the Frank-Condon factors which can be clearly seen
by the difference in Figure 3.11 and Figure 3.12 . In Figure 3.11 given the relevant
selection rules,  = 0, ±1 and  = 0, ±1,128 only vibronic transitions to the X23/2
,A25/2 and A23/2 states are allowed and we expect to see only these states in the SVL
spectrum. Indeed this is evident in the spectra and also showing a shift in the FrankCondon profile with intensity shifted to a higher wavenumber. In Figure 3.12 all five
low-lying electronic states in the emission spectrum were identified, this also further
confirms the symmetry of the excited state as 23/2.
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Figure 3.11: SVL spectra of NiCl recorded via (0-2) of the [22.7]23/2 excited state
bands; the x-axis labels the shift in cm-1 from the excitation line.
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Figure 3.12: SVL spectra of NiCl recorded via (0-3) of the [22.8]23/2 excited state
bands; the x-axis labels the shift in cm-1 from the excitation line.
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As for NiBr, the calibrated emission spectra peak energies of NiCl were fit to a
Dunham expansion to derive term energies, harmonic frequencies, and anharmonicity
constants. The parameters derived from the Dunham fit, together with assignments and
associated uncertainties, are listed in Table 3.5. Included also in Table 3.5 are previous
experimental132,134 and theoretical106 ωe and Te values.
Our experimental T0 values are in good agreement with prior experimental and
calculated values. Moreover, the trend in the experimental harmonic frequencies is in
good agreement with the theoretical predictions. It can be noted from Table 3.5 that the
experimentally derived harmonic vibrational frequencies for this work (21 621 - 23 182
cm-1) are on the order of 430 cm-1. The term energies and assignments of the low-lying
electronic states of NiCl observed in this work are shown in Table 3.6. As found for
NiBr, the fit residuals for all bands observed in the SVL spectra lie within our
experimental error of ±2 cm-1, and no obvious vibronic perturbations were thus identified
or assigned.
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Table 3.5: Vibrational constants and term energies (in cm-1) of the five low-lying
electronic states of NiCl observed in the present work.

T0

X23/2

A25/2

X21/2

A23/2

B2+1/2

0

166.90(1.76)a 388.52 (0.26) 1654.37 (2.50) 1776.56

Source

This work

268

473

1549

(10.29)

Ref.107

158b

386

1646

2002

Ref.49,53

1768

e

xe

427.4 (1.76)

435.1 (1.65)

403.4 (0.94)

433.1 (2.05)

425.56 (7.95)

This work

433

440

420

439

433

Ref.107

426

436

------

432

------

Ref.49,53

-1.81 (0.49)

-1.62 (0.26)

-0.35(0.15)

-1.94 (0.28)

-1.70 (1.11)

This work

a

One standard error given in parenthesis; b anharmonic values.
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3.9.2.

Perturbations involving the low-lying electronic states of NiCI

In general, interactions between electronic states with identical Ω are weaker as
compared to the analogs of NiI and NiBr .The majority of the observed bands in the SVL
emission spectra can be fit within our experimental error of ±2 cm-1. Figure 3.13 shows
the residuals, where the deviation between observed and predicted peak energies is
plotted for each of the five electronic states. As evident in Figure 3.13 , there are no
obvious signs of strong perturbations for all the five lower states at least up to v=6 of the
longest progression. The largest deviation between experimental energies and predicted
values occurs for v=5 of A25/2 at 2297 cm-1 (3.26 cm-1 shift) but however there is no
other state with omega=5/2 to possibly interact with that state under the  = 0 selection
rule. The second deviation is the v=4 of the A23/2 at 3350 cm-1 (3.10 cm-1 shift), the
possibility of interaction may come from v=8 of the X23/2 at 3288 cm-1 which can be
predicted by the fits but not observed in our experiment. In this instance some of the few
deviations outside the error can be attributed to experimental error as they are no
potential perturbation candidates under the  = 0 selection rule.
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Figure 3.13: Residuals (Obs – Calc) of the vibrational levels observed in this work for
the five lowest lying electronic states of NiCl. The x-axis labels the energy in cm-1 above
the vibrationless level of the ground state. Calculated values were determined from fits,
as described in the text.

91

Table 3.6: Term energies and assignments of the low-lying electronic states of NiCl
observed in this work. The deviations (Obs –Cal) between experimental energies and
those predicted by a fit of the experimental values to the Dunham expansion are also
shown.
State
X23/2

V
0
1
2
3
4

Energy/ Cm-1
Cal
0
423
843
1260
1673

Energy /Cm-1
Obs
0
426
843
1258
1674

Obs-Cal
0
2
-0
-2
1

A25/2

0
1
2
3
4
5
6

166
598
1027
1452
1874
2293
2709

168
597
1027
1451
1875
2297
2707

2
-1
0
-1
1
3
-2

X21/2

0
1
2
3
4
5

388
791
1193
1594
1995
2395

388
790
1194
1592
1996
2395

0
-1
1
-2
1
0

A23/2

0
1
2
3
4
5
6

1654
2083
2508
2930
3347
3761
4171

1656
2081
2506
2929
3350
3762
4169

2
-2
-2
-1
3
1
-2

B2+1/2

0
1
2
3
4
5

1776
2198
2617
3032
3444
3853

1773
2197
2620
3032
3442
3854

-3
-1
3
0
-2
1
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3.9.3.

Summary

We report LIF and SVL emission spectra of NiCl that probe the term energies and
vibrational structure of the five low-lying electronic states (X23/2, A25/2, X21/2, A23/2
and B2+1/2) that arise from the 3d9 configuration of Ni+. The excited state bands
interrogated in this work were in the region 21 621 - 23 182 cm-1. The experimentally
derived harmonic frequencies and term energies trends derived in this work were
consistent with the theoretical values of Zou and Liu107 and experimental work of Poclet
et al.49,53 The derived harmonic frequencies and term energies can afford a detailed look
at periodic trends across the Nickel monohalide series. In contrast to NiI but similar to
NiBr, the spectra of NiCl show few vibronic perturbations, reflecting the smaller spinorbit coupling in these systems.
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3.10.

Laser induced fluorescence spectroscopy of NiI, NiBr and NiCI

Spectroscopic investigation of diatomic molecules involving transition metals
yield molecular properties such as bond length and bond strength and also gives
information concerning electronic structure and the occupation of molecular orbitals
formed from a transition metal and a main group element.123 Transition metal atom and
main group atoms spectrum is often quite congested because of possible electronic states
that are close in energy to each other and the unpaired electrons will give rise to many
close-lying electronic states with high spin multiplicity.123 Furthermore, the transition
metals and main group atoms often have isotopes with appreciable abundance which
leads to isotope splitting. Isotope splitting causes spectral overlap in the near vicinity.
High-resolution laser-induced fluorescence spectrum of a jet-cooled NiI molecule
has been recorded in the near infrared and visible regions by Tam et al. The NiI molecule
was produced by reacting laser-ablated nickel atom and methyl iodide (CH3I). They
identified three electronic states that include the X 25/2 and two low-lying [13.9] 23/2
and [14.6] 25/2 excited states.102 Leung et al studied four electronic states of NiBr using
the technique of laser vaporization/reaction with supersonic cooling and laser induced
fluorescence (LIF) spectroscopy. NiBr molecules were produced by reacting laser ablated
nickel atoms and ethyl bromide (C2H5Br). They identified the [13.2] 2 3/2–X 2 3/2
system, the [13.2] 23/2–A 2 5/2 system and the [12.6] 2+–X 23/2 system.98
Band systems analogous to NiI and NiBr had also been recorded by Poclet et al 49 using
high resolution Fourier transform spectroscopy. A characteristic excitation spectrum was
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recorded in the spectral region of 20 000 to 25 000 cm-1. This work includes the study of
excited states of NiI, NiBr and NiCl using laser induced fluorescence spectroscopy in the
spectral region 21 150 – 23 182 cm-1 under supersonic free jet expansion conditions.

3.10.1. Experimental Details

The Nickel monohalides were produced using a pulsed electrical discharge
through a mixture of an appropriate precursor seeded in ~3 bar Ar (Airgas); CD3I (SigmaAldrich, 99.5+ %) for NiI, CH2Br2 for NiBr and C2Cl4 for NiCl. Discharge was initiated
by a +1.3 kV pulse, with a width of 4 ms, later reduced to 100 ns. Timing of the laser,
nozzle and discharge firing was controlled using a digital delay generator), which
generated a variable width gate pulse for the high voltage pulser. A mutually orthogonal
geometry of laser, molecular beam and detector was employed, with a laser system
incorporating a tunable dye laser (Lambda-Physik, Scanmate 2E) pumped by the third
harmonic of a Nd: YAG laser (Continuum NY-61). The laser dyes Coumarin 480,
Coumarin 460 and Coumarin 440 were used, giving typical pulse energies of ~4–5 mJ.
Total fluorescence was filtered via long-pass and short-pass cutoff filters (Corion or
Edmund Scientific) prior to detection by a photomultiplier tube detector (Oriel) held at –
980 V. Fluorescence excitation spectra were calibrated to atomic Ar lines, using an Fe:Ar
hollow cathode lamp (Photron).
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3.10.2. Spectral Analysis: NiI

3.10.2.1.

Excited state spectral analysis for NiI

Bands were observed in the energy range 21 000 – 22 400 cm-1. This range
includes a total of fifteen cold (transitions which comes from the v=0 of the ground state)
as well as a small number of hot band (transitions which comes from vibrationally
excited states (not necessarily v=0) of the ground state. The difference between the cold
band transition and hot band transition can be depicted in Figure 3.21. Four progressions
can be seen, originating at 21 158 cm-1, 21 337 cm-1, 21 852 cm-1 and 21 999 cm-1 with a
spacing of ~219 cm-1. The excited state symmetries in this work are assigned as
[21.1]23/2, [21.3]25/2, [21.8]2+1/2 and [21.9]23/2. A low resolution fluorescence
excitation spectrum, recorded in the range 21 000 – 22 400 cm-1 includes all the excited
state bands observed in this work is shown in Figure 3.14.
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Figure 3.14 : A low resolution fluorescence excitation spectrum of NiI in the range 21
000 - 22 400 cm-1.
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To derive the excited state vibrational constants, each progression has been fitted
to an expression of the form:

G(𝑣) = 𝑇00 + 𝑣𝜔 ′ + 𝑣 𝑥′

(Equation 3.1)

The calibrated, R-branch band head energies of all the excited state bands are
given in Table 3.8. Term energies and vibrational constants derived using the expression
shown above is given in Table 3.7 . The similar spacing seen in the three progressions and
the results of the SVL experiment described in chapter 3 indicate that the same species is
responsible for all excited state bands observed in this region. An example of a high
resolution spectrum of an excited state band for the origin (0-0) band of the X25/2 to 25/2
transition compared to its simulated spectra is shown in Figure 3.15 . The rotational
simulations were performed using the PGOPHER program124. The simulation is based
on calculated rotational constants and rotational temperature of 50 K.
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Figure 3.15 : Comparison of experimental and simulated spectra for the origin (0-0) band
of the X25/2 to 25/2 transition of NiI. The simulation is based on calculated rotational
constants and rotational temperature of 50 K.
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3.10.2.2.

Isotopic relation: 58NiI and 60NiI

The most common isotope of nickel is 58 Ni, which has a natural abundance of
68.1 percent. Other stable isotopes include 60 Ni (26.2%), 61 Ni (1.1%), 62 Ni (3.6%), and
64

Ni (0.9%). Molecular parameters of isotopic molecules are approximately related by

different powers of the mass dependence 1/2, which and i are, respectively,
the reduced mass of 58NiX and 60NiX.
Higher members of each progression are split; the energy difference between the
high and low energy components increases linearly with the degree of vibrational
excitation in the mode with we = 219 cm-1. This splitting is particularly apparent in
members of the most intense progression, which originates at 21 337 cm-1; a high
resolution LIF spectrum of the origin (0-0) and the second member (0-2) of the X25/2 to
2

5/2 is shown in Figure 3.15 and Figure 3.16 respectively. Rotational simulations using

the PGOPHER program124 were performed for all excited state bands observed herein. In
all cases, the most successful replication of the experimentally observed rotational
contour was achieved with a rotational temperature of 50 ± 7 K. The simulations confirm
the assignments of the excited state symmetries. The experimental spectra together with
their corresponding simulations are also shown in Figure 3.15 and Figure 3.16 , these
confirm the assignment of the 25/2 of the excited state for NiI. Figure 3.17 and Figure
3.18 also show the experimental spectra together with their simulated spectra, the
simulations further confirm the symmetries of the two 23/2 states observed for NiI.
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The magnitude of the isotope splitting for all relevant bands is shown in Figure
3.19. SVL spectra recorded via the high and low energy components were identical. The
splitting can be accounted to by isotope splitting. The examination of the isotopic
displacement from band origins of the isotopes also further confirms our vibrational
quantum number assignments.
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Figure 3.16 : Comparison of experimental and simulated (0-2) band of the X25/2 to 25/2
transition of NiI. The simulation is based on calculated rotational constants and rotational
temperature of 50 K.
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Figure 3.17 : Comparison of experimental and simulated (0-0) bands of the X25/2 to
[21.1] 23/2 transition of NiI. The simulation is based on calculated rotational constants
and rotational temperature of 50 K.
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Figure 3.18 : Comparison of experimental and simulated (0-0) bands of the X25/2 to the
[21.9] 23/2 transition of NiI. The simulation is based on calculated rotational constants
and rotational temperature of 50 K.

104

Table 3.7 : Term energies and vibrational constants of the excited states observed herein
for NiI.

State

-1
(cm )

e

-1
(cm )

T00

-1
(cm )

Isotope

xe

58

NiI

-2.69

215.63

21149

60

NiI

-2.69

213.42

21149

58

NiI

-2.65

222.7

21327

60

NiI

-2.61

220.29

21327

58

NiI

-3.23

215.42

21989

60

NiI

-3.17

213.14

21989

[21.1] 23/2

[21.3] 25/2

[21.9] 23/2
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3.10.2.3.

Rotational constants for NiI

Ground state vibrational energies have been determined from SVL spectra
recorded via a total of fifteen excited state bands. The fact that we excite SVL on these
states also helped us further confirms the symmetries of the excited states. From the
simulations of the experimental bands using PGOPHER program, the B0 rotational
constants are 0.071 cm-1, 0.0692 cm-1 and 0.0714 cm-1 for the [21.1]23/2, [21.3]25/2 and
[21.9]23/2 states, corresponding to (R0) bond lengths of 2.43 Å, 2.46 Å and 2.42 Å
respectively .
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Table 3.8 : Calibrated R-branch band head energies and Rotational Constant B in cm-1
of all excited state bands for NiI.
Rotational
State

V

Isotope

Band head energies

Constant B

21148.90

0.0720

21361.65

0.7150

[21.1] 23/2
0
1

58

2

3

Ni

60

Ni

21359.55

0.7150

58

Ni

21569.50

0.7060

60

Ni

21565.12

0.0706

58

Ni

21771.50

0.7020

60

Ni

21765.10

0.7020

21327.80

0.6960

[21.3] 25/2
0
1

2

3

4

5

58

Ni

21546.75

0.7150

60

Ni

21544.60

0.7150

58
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Figure 3.19 : Magnitude of the isotope splitting for all relevant bands for NiI.
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3.10.3. Spectral Analysis: NiBr

3.10.3.1.

Excited state spectral analysis for NiBr

Bands observed in the energy range 21 500 – 23 500 cm-1. This range includes a
total of seventeen cold bands as well as a significant number of hot bands. Four
progressions can be seen, originating at [21.5] cm-1, [21.7] cm-1 [22.3] cm-1 and [22.4]
cm-1 with a spacing of ~320 cm-1. A low resolution fluorescence excitation spectrum,
recorded over the above range includes all the excited state bands observed is shown in
Figure 3.20. To derive vibrational constants, each progression has been fit to an
expression as shown in Equation 3.1 above. Term energies and vibrational constants
derived using the expression shown above is tabulated in Table 3.9.
The calibrated, R-branch band head energies and rotational constants of all the
excited state bands observed for NiBr are given in Table 3.10. Found for NiI, the higher
members of each progression are split; the energy difference between the high and low
energy components increases linearly with the degree of vibrational excitation. A high
resolution LIF spectrum of the origin (0-0) of the X23/2 to 2 3/2 transition and the
second member (0-0) of the X23/2 to 2 3/2 are shown in Figure 3.22.
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Figure 3.20 : A survey laser induced fluorescence spectrum of NiBr. The assignments of
the main progression are noted. In each case, the solid lines represent transitions from the
X23/2 ground state, and the dotted lines represent transitions from the low lying A25/2
state.
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For NiI, rotational simulations were performed using the PGOPHER124 program
to simulate the excited state bands observed for NiBr. In all cases, the most successful
replication of the experimentally observed rotational contour was achieved with a
rotational temperature of 50 ± 7 K, same as found for NiI. The experimental spectra
together with their corresponding simulations are also shown in Figure 3.22, Figure 3.23
and Figure 3.24. The simulations confirm the symmetries of the excited states observed
in this work for NiBr. From the simulations of the experimental bands, the B0 rotational
constants are 0.101 cm-1, 0.095 cm-1 and 0.098 cm-1 for the [21.5]23/2, [21.7]25/2 and
[22.3]23/2 states, corresponding to (R0) bond lengths of 2.03 Å, 2.09 Å and 2.07 Å
respectively .The magnitude of the isotope splitting for all relevant isotope bands for
NiBr is shown in Figure 3.25.
3.10.3.2.

Hot bands

Hot bands are transitions arising from vibrationally excited states in the ground
state, as illustrated in Figure 3.21. There is a noticeable appearance of hot bands in the
NiBr spectrum (Figure 3.20). The hot band transitions originate at 21 564 cm-1 and 21
785 cm-1. Although not labeled; they can be clearly seen in Figure 3.20. The hot band can
be confirmed by the low intensity as compared to the corresponding cold band transition
and also by their appearance to the lower energy (low wavenumber) in relation to the
analogous cold band. To confirm hot band transitions, SVL emission spectroscopy was
carried out to measure the energy spacing between v=0 (cold) and v=1 (hot) as shown in
Figure 3.21 . The hot band transitions also displayed isotope spitting which can be seen in
Figure 3.25.
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Figure 3.21 : Schematic diagram illustrating cold and hot band transitions.
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Figure 3.22 : Comparison of experimental (upper) and simulated (below) spectra for the
origin (0-0) (lower trace) and (0-2) (upper trace) band for X23/2 to [21.6] 23/2 transition
of NiBr. The simulation is based on calculated rotational constants and a rotational
temperature of 50 K.
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Figure 3.23 : Comparison of experimental and simulated (0-0) bands of the X23/2 to
2
5/2 transition of NiBr. The simulation is based on calculated rotational constants and
rotational temperature of 50 K.
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Figure 3.24 : Comparison of experimental and simulated (0-0) bands of the X23/2 to the
[22.4] 23/2 transition of NiBr. The four peaks on the left is the overlap of the (0-2) band
of the 3/2 - 25/2. The simulation is based on calculated rotational constants and rotational
temperature of 50 K.
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Figure 3.25 : Magnitude of the isotope splitting for all relevant bands for NiBr.
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Table 3.9 : Term energies and vibrational constants of the excited states observed herein
for NiBr.

State

-1
(cm )

we

-1
(cm )

T00

-1
(cm )

Isotope

xe

60

Ni81Br

-1.15

296.16

20971

60

Ni79Br

-1.28

298.47

20967

58

Ni81Br

-1.15

298.96

20965

58

Ni79Br

-1.11

300.20

20963

60

Ni81Br

-1.06

296.22

21191

60

Ni79Br

-1.06

297.72

21188

58

Ni81Br

-1.11

299.31

21185

58

Ni79Br

-1.10

300.74

21182

60

Ni81Br

-1.17

297.34

21785

60

Ni79Br

-1.14

298.70

21782

58

Ni81Br

-1.20

300.31

21779

58

Ni79Br

-1.20

301.83

21776

[21.5] 23/2

[21.7] 25/2

[22.3] 23/2
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Table 3.10 : Calibrated R-branch band head energies and Rotational Constant B in cm-1
of all excited state bands for NiBr.

State

V

parameter

58

Ni79Br

58

Ni81Br

60

Ni79Br

60

Ni81Br

v=0

Origin
B
Origin
B
Origin
B

21564.6
0.101
21851.9
0.098
22152.5
0.101

21564.6
0.100
21850.4
0.097
22149.4
0.100

21564.6
0.099
21849.2
0.096
22147.0
0.099

21564.6
0.099
21847.4
0.095
22143.9
0.098

Origin
B
Origin
B
Origin
B

21776.2
0.101
22082.9
0.097
22366.2
0.099

21776.5
0.100
22081.5
0.096
22363.5
0.098

21776.7
0.099
22080.2
0.095
22360.8
0.097

21776.7
0.097
22078.6
0.094
22357.9
0.096

Origin
B
Origin
B
Origin
B

21785.3
0.101
22082.0
0.098
22365.9
0.098

21785.3
0.100
22080.2
0.097
22362.8
0.097

21785.1
0.099
22078.8
0.096
22360.1
0.096

21785.1
0.097
22077.3
0.095
22357.2
0.095

Origin
B
Origin
B
Origin
B
Origin
B

22373.0
0.100
22668.8
0.100
22962.3
0.099
23253.3
0.099

22373.0
0.099
22667.3
0.099
22959.2
0.099
23248.8
0.099

22373.0
0.098
22666.0
0.098
22956.6
0.099
23245.5
0.099

22373.0
0.970
22664.5
0.970
22953.7
0.099
23240.5
0.099

[21.5] 23/2

v=1
v=2
[21.7] 25/2
v=0
v=1
v=2
5/2 to [21.7] 2  5/2
(Hot band transition)
2

v=0
v=1
v=2

[22.3] 23/2
v=0
v=1
v=2
v=3
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3.10.4. Spectral Analysis: NiCl

3.10.4.1.

Excited state spectral analysis for NiCl

NiCI bands were observed in the energy range 21 500 – 24 000 cm-1. This range
includes a total of eleven cold bands as well as a small number of hot bands. Three
progressions can be seen, with a spacing of ~ 420 cm-1. A low resolution fluorescence
excitation spectrum, recorded over the above range includes all the excited state bands
observed is shown in Figure 3.26. However more work still need to be done to derive the
vibrational constants for the excited states. For the purposes of analyzing the periodic
trend, we had enough information from the SVL spectra.
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Figure 3.26 : A low resolution fluorescence excitation spectrum of NiCI in the range 21
500-24 000 cm-1.
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3.10.5. Summary

Excited state states of NiI, NiBr and NiCI have been identified and analyzed in
this work. The nickel monohalides were probed in the energy range 21 000 – 24 000 cm1

. The band structure was generally complex due to the appearance of isotope species and

generally small rotational constants. Overall, the computed spectroscopic constants and
simulations for all the three molecules are in good agreement with the available
theoretical data. The derived harmonic frequencies and term energies form the SVL
emission spectra and the analysis of the LIF for the excitation bands for NiI, NiBr and
NiCl, can afford a detailed look at periodic trends across the Nickel monohalide series.
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Chapter 4.

PERIODIC TRENDS IN SPECTRAL ANALYSIS OF
NICKEL MONOHALIDES

4.1. Introduction

Diatomic systems of 3d transition metals have been extensively studied both
experimentally and theoretically for a long time but the knowledge about their electronic
structure would be of great help for a better understanding of larger systems containing
heavier transition metals.106 It is expected that the electron distribution of these metal
halides depends upon electron affinity of the atoms. The halogen atoms have larger
electronegativity and would be able to attract electron distribution closer to it; therefore,
nickel halides are basically ionic.98
It would be useful to examine the ground and low-lying states of NiI, NiBr, NiCl
and NiF to understand the effects of the halogen as a ligand to split the d orbitals of the
transition metal atom. It is also interesting to compare in detail the spectroscopic
properties of various monohalides, to examine the effects of the halogens as a ligand to
the transition metal d orbitals, to compare the change in the bond character and electronic
structure of MX, when a hydrogen atom is substituted by a halogen atom. The bond
length of the electronic states is expected to increase down the group due to the increase
in the size of the atom down the group. This will also have an effect on the vibrational
frequencies and force constants.
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4.2. Trend in ordering of states of nickel monohalides

The data collected in this work thus far can afford a detailed look at periodic
trends in the Nickel monohalide series NiX (X=F, Cl, Br, I) associated with the low-lying
electronic states (X23/2, A25/2, X21/2, A23/2 and B2+1/2) that arise from the 3d9
configuration of Ni+. As a starting point, we examine the trend in term energy for these
levels.
Figure 4.1 compares experimental term energies with the recent theoretical
predictions of Zou and Liu.33 The values for NiCl, NiBr, and NiI are taken from our SVL
emission studies, while that for NiF is taken from the literature.135-137 Several trends are
apparent. For NiF, the ground state is 23/2, and the A 25/2 state lies ~ 800 cm-1 above;
however, in the heavier halogens, the splitting between these levels decreases, so that in
NiI the ordering is switched. This trend is well reproduced by theory. At the same time,
the position of the B2+1/2 increases with energy in the heavier halides, so that in NiI it is
the highest lying of these levels. However this trend is not as well reproduced in the
calculations.
Also informative are the trends in the spin-orbit splitting of the 2 and 2 levels,
shown in more detail in Figure 4.2 . In the case of the 2 state, the spin-orbit splitting
increases in going from the fluoride to chloride, but is relatively constant for the heavier
halides at a value similar to that of atomic Ni+(2D), 1507 cm-1. In contrast, the spin-orbit
splitting of the 2 state is much smaller and increases monotonically across the series,
reaching a maximum of ~600 cm-1.
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As discussed by Zou and Liu,106 the spin-orbit components of the 2 state correspond
approximately to the ligand field splitting of the different mj components of the Ni+(2D5/2)
state, and the splitting is then dependent on the ligand field. They explain the increased
splitting across the monohalide series as reflecting variations in the mixing of ligand np
orbitals. We note that the vibrational frequencies of the two spin-orbit components of the
2

 state are similar; however, the frequency of the upper spin-orbit component of the 2

state is consistently smaller that the lower component, which reflects interactions with the
higher lying B2+1/2 state. This interaction remains favorable across the series, as while
the energy of both states increases for the heavier halides (Figure 4.1), the energy
separation remains approximately constant.
In a recent article, Hougen has developed an approximate theoretical model for
the five states of the Nickel monohalides considered here, and applied this to NiF and
NiCl.138 This model includes only spin-orbit and crystal-field parameters, with an
empirical correction factor (denoted ) included for one off-diagonal matrix element in
order to correctly treat the interaction of the two =1/2 states. We applied Hougen’s
model to the data sets for NiCl, NiBr, and NiI obtained in our laboratory, and the results
are shown in Table 4.1 . The optimized value of  is ~0.9 for NiF and NiCl, and drops to
~0.8 for NiBr and NiI.
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Figure 4.1 : Energy level diagram of the low-lying states of the Nickel monohalides that
arise from the 3d9 configuration of Ni+. The solid bar reflects experimental
measurements from this work and references40,91,95 .The open bars represent theoretical
predictions from reference33.
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Figure 4.2: Spin-orbit splitting of the 2 and 2 states in the Nickel monohalides, from
experiment. Data for NiF was taken from references40,91,95.

126

Table 4.1: Fit parameters and residuals from a comparison of our experimental term
energies for the low-lying Nickel monohalide spin-orbit states with the theoretical model
of Hougen.138
NiI

State
2
X 5/2
2
A 3/2
2
A 1/2
2
X 3/2
2 +
B  1/2

T0
0
162.7
787.8
1529.8
2140.2

(o-c)a
0.5
82.0
-91.9
-34.0
43.4

(o-c)b
-36.9
65.4
-120.9
25.2
67.3

(o-c)c
-11.3
-2.2
-3.5
15.9
1.1

Parameters
A

C0
C2
C4

(value)a
-566.9
1.0d
924
-417
243

(value)b
-602.8d
1.0d
924
-412
214

(value)c
-602.8d
0.79
924
-412
317

NiBr

State
2
X 3/2
2
A 5/2
2
X 1/2
2
A 3/2
2 +
B  1/2

To
0
43.3
488.9
1537.7
1843.1

(o-c)a
57.6
17.7
-83.4
-36.4
44.5

(o-c)b
50.5
-13.7
-104.6
4.2
63.6

(o-c)c
-17.3
2.9
22.4
0.3
-8.4

Parameters
A

C0
C2
C4

(value)a
-576.5
1.0d
783
-209
254

(value)b
-602.8d
1.0d
783
-207
228

(value)c
-602.8d
0.80
783
-213
319

NiCl

State
2
X 3/2
2
A 5/2
2
X 1/2
2
A 3/2
2 +
B  1/2

T0
0
166.9
388.52
1654.37
1776.56

(o-c)a
35.9
20.8
-61.6
-32.0
36.8

(o-c)b
33.6
1.8
-75.0
-9.0
48.6

(o-c)c
0.4
8.5
2.8
-10.2
-1.4

Parameters
A

C0
C2
C4

(value)a
-587.3
1.0d
797
-85
250

(value)b
-602.8d
1.0d
797
-84
233

(value)c
-602.8d
0.89
797
-88
276

a

Model 1, where  was fixed at 1.0. bModel 2, where A was fixed to its value in the free

Ni+ ion and  was fixed at 1.0. cModel 3, where A was fixed to its value in the free Ni+
ion and  was floated in the fit. dFixed in the fit.
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4.3. Variation of vibrational constants with halogen

The vibrational constant of nickel monohalides decreases down the periodic
group. This is evident in Table 4.2 which shows the trend in experimental vibrational
frequencies obtained in this work. Since the vibrational frequency (ω) is proportional to
the square root of force constant over reduced mass (see Equation 7.1).
𝜔 =√

k = force constant and

= reduced mass (Equation 7.1)

We see that the vibrational frequency decrease as we move down the periodic
group (Fluorine to Iodine) due to increase in reduced mass. The fact that the vibrational
frequencies decrease down the group indicates that the chemical bonding between the
transition metal and the halogen weakens from Fluorine to Iodine. Indeed this is what is
expected since F-> Cl- > Br- > I- in the spectrochemical series.
The same trend can be seen in excited states vibrational frequencies were for NiI
is ~ 215 cm-1 and NiBr ~ 296 cm-1, the trend is expected to continue for NiCl and NiF as
the vibrational frequencies increase up the periodic group as the bond lengths becomes
shorter and stronger. The increase in bond length as we move down the periodic group
can be seen in Table 4.3 for NiI and NiBr. With the observation of NiI, NiBr and NiCI, it
is reasonable to expect that the vibrational frequency of NiF would be the largest for the
members of the halides. This can be confirmed from theoretical and experimental results
done on NiF 96,97,104,107,139,140 by other groups.
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Table 4.2 : Ground state experimental vibrational constants in wavenumber (cm-1) of the
low-lying states of NiX.





NiI

e

NiBr

e 

NiCl

B2+1/2

 268

B2+1/2

324


B2+1/2 425


X2 3/2

277

A23/2

326

A23/2

433

A2 ½

260

X21/2

307

X21/2

404

A23/2

273

A25/2

326

A25/2

435

X25/2

278

X23/2

320

X23/2

427

e 
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4.4. Periodic variation in Bond lengths

From the simulations of the experimental bands, the B0 rotational constants are
0.071 cm-1, 0.069 cm-1 and 0.071 cm-1 for the [21.1]23/2, [21.3]25/2 and [21.9]23/2
states, corresponding to (R0) bond lengths of 2.43 Å, 2.46 Å and 2.42 Å respectively for
NiI and the B0 rotational constants are 0.101 cm-1, 0.095 cm-1 and 0.098 cm-1 for the
[21.5]23/2, [21.7]25/2 and [22.3]23/2 states, corresponding to (R0) bond lengths of 2.03
Å, 2.09 Å and 2.07 Å respectively for NiBr. The values can be summarized in Table 4.3 .
The general trend is that the bond length increases from NiBr to NiI this can also be
confirmed by the increase in the vibrational frequency as the bond length becomes
shorter and stronger as we move up the period (Iodine to Fluorine). The same trend in the
decrease in bond length is also expected for NiCl and NiF.
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Table 4.3 : Experimentally derived rotational constants and calculated bond length for
NiI and NiBr. Rotational constants were obtained from PGOPHER simulations.

NiI

NiBr

B in cm-1

Bond length in Å

B in cm-1

Bond length in Å

0.071

2.432

0.101

2.039

0.0692

2.464

0.0959

2.093

0.0714

2.424

0.098

2.07
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4.5. Perturbations in low–lying states of nickel monohalides

Recall from chapter 3, the interactions observed was between vibrational levels
between electronic states of different symmetry, which is the interaction between the spin
and the orbital angular momenta of the electron (spin-orbit homogeneous interaction). In
general, interactions between electronic states with identical omegaΩ (if present)
are weak in NiBr and NiCl as compared to NiI. This is due to the weakening of the spinorbit interaction as we move from heavy atom (Iodine) to light atoms (bromine and
chlorine) in the periodic table. The heavier the mass of the atom the greater the spin orbit
interaction and the greater the spin-orbit perturbations.
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4.6. Summary

Laser induced fluorescence and single vibronic level emission spectroscopy has
been used to probe five low-lying electronic states (X23/2, A25/2, X21/2, A23/2 and
B2+1/2) of NiI, NiBr and NiCl that arise from the 3d9 configuration of Ni+. From the
periodic trend analysis, several trends are apparent. From NiF-NiI, the splitting between
the 23/2, and the 25/2 state decreases in the heavier halogens, with the ordering of states
in NiI totally switched. In the case of the 2 state, the spin-orbit splitting increases in
going from the fluoride to chloride, but is relatively constant for the heavier halides at a
value.
In contrast, the spin-orbit splitting of the 2 state is much smaller and increases
monotonically across the series. In contrast to NiI, the spectra of NiBr and NiCl show
few vibronic perturbations, reflecting the smaller spin-orbit coupling in these systems as
the halogen becomes lighter.

4.7. Future work

It would also be interesting to compare the trends for other series with other
transition metals, i.e. we substitute different transition metals and keep the halogens fixed
example CuX(X=Cl, Br, I). It would also be interesting to look into the polyatomic series
of the transition metals for example NiOH, NiCN and so on.
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Chapter 5.
THE RENNER-TELLER EFFECT IN CCN RADICAL:
PULSED DISCHARGE-JET SINGLE VIBRONIC LEVEL EMISSION
STUDIES

5.1. Introduction: Spectroscopy of CCN radical

The thin gaseous envelope that surrounds our planet is integral to the maintenance
of life on earth. The composition of the atmosphere is predominately determined by
biological processes acting in concert with physical and chemical change. Though the
concentrations of the major atmospheric constituent’s oxygen and nitrogen remain the
same, the concentration of trace species which are key to many atmospheric processes are
changing. It is becoming apparent that man’s activities are beginning to change the
composition of the atmosphere over a range of scales, leading to, for example increased
acid deposition, local and regional ozone episodes, stratospheric ozone loss and
potentially climate change. As a result it is very important to study species which has
potential importance in our interstellar medium.
The CCN radical has attracted special interest in astrophysics and is important
because a large number of linear carbon chain molecules have been observed in the
interstellar medium.141,142 For the nitrogen-bearing series, the CN3, C3N, and C5N4
radicals have been detected in interstellar clouds and in stellar envelopes, but CCN itself
has not been observed to date.
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The CN143,144, C2H145-148 and some larger cyano radicals with an odd number of carbon
atoms have also previously been detected in the interstellar medium.149 The CCN radical
should play an important role in reactions in the interstellar medium. As a proposed
intermediate in the formation of larger cyano radicals, this molecule may provide
important insights into the development of interstellar clouds and other areas of
extraterrestrial interest, such as star-forming regions. Chemical interest in CCN is not
limited to the interstellar medium, but CCN is also thought to be involved in combustion
processes in fuel-rich natural gas flames.150
The CCN radical is one of the prototypical examples for triatomic molecules
exhibiting the Renner-Teller (RT) effect, which originates from coupling between the
vibrational and electronic angular momenta, and has been subject to extensive theoretical
consideration.151-157 The CCN radical was first observed in absorption by the flash
photolysis of diazoacetonitrile, HC (N2) CN, by Merer and Travis158 in 1965. In this
study the A2 – X2 , B2- - X2 and C2+ - X2 electronic transitions of this linear free
radical were analyzed.159-164 Using dye laser techniques, Kakimoto and Kasuya165
obtained improved constants for the origin band of the A2 -X2system.
Microwave optical double resonances were observed in the excited A2 state of
CCN by Suzuki et al.166 They were unable to observe ground-state microwave resonances
because the dipole moment of the X2 state is small.167 Ground-state vibrational
frequencies were obtained for the first time by Bondybey and English168 in a matrix
isolation experiment. More accurate values were determined by dispersing the A2–X2
laser-induced fluorescence with a small monochromator.159,160
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More recently, this laser-induced fluorescence was studied at Doppler-limited
resolution162 with a Fourier transform spectrometer. Brazier et al.162 obtained improved
estimates for the Renner-Teller parameters and the ground-state vibrational frequencies.
Several spectroscopic investigations have been carried out on CCN refining the
spectroscopic constants of the electronic 2 ground state,162-164,169-175 but limited
hyperfine structure has been observed. Green176 computed the molecular structure ,
hyperfine coupling constants and dipole moment of CCN in the ground electronic
state.176
Recently in our lab, we have been interested in cyanomethylidyne (CCN). Its
structures and spectra have been the subject of extensive attention both experimentally
and theoretically.169,170,176-185 The main motive of these studies is its potential importance
in astrophysics, although the relevance of CCN in combustion processes had been
suggested in 1989,150 its chemical reactivity has been little studied until recently.186,187 A
theoretical investigation187 also indicated that the CCN shows negligible barriers towards
CH4, featuring the carbene-insertion mechanism as CH does.188 This result is of particular
interest because usually non-atomic, non-hydrogenated radicals reacting with stable
methane are subject to give noticeable barriers. This suggests that CCN may be a very
reactive radical, and may play an important role in various fields such as combustion and
interstellar chemistry. In particular, the formation of chemically homologous
cyanopolyynes and their radicals have been studied comprehensively in the last years,
theoretically and experimentally in astrochemical models.189-202
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In this recent chapter we examined the spectroscopy of CCN radical using single
vibronic level (SVL) emission and laser induced fluorescence (LIF) spectroscopy,
following observation of band systems in the visible region. Vibrational parameters were
determined for all levels observed. The harmonic frequencies derived from the SVL
spectra was compared to the ab initio values.184

5.2. Experimental details

The apparatus, pulsed discharge nozzle and data acquisition procedures have been
described in chapter 2 and our previous work.22,23,42,54,62-64, and the experimental
procedure is similar to that used in our recent work on NiI, NiBr and NiCl.63,131 CCN
was produced using a pulsed discharge source, using nickel alloy electrodes (Nickel alloy
625). For this study, CCN radical was generated by pulsed electric discharge through a
mixture of CH3CN (Sigma-Aldrich, 99+%) seeded in ~4 bar Ar (Airgas). The precursor
was kept in a temperature controlled stainless steel bubbler, through which pure Ar gas
was passed at a pressure of 2-4 bars. Discharge was initiated by a -1.0 kV pulse through a
current limiting 42 k ballast resistor. A pulse width of 200 s was used initially, and was
subsequently reduced to 50 s to reduce interference from the discharge glow. The
timing of laser, nozzle and discharge firing was controlled via an 8-channel pulse/digital
delay generator (Berkeley Nucleonics).
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Typical rotational temperature were ~ 50-90 K, as determined from simulations of
the fluorescence excitation spectra, consistent with our previous study of NiX(X=I, Br,
Cl)62,63 and CuOH55 using a similar source. Laser-induced fluorescence spectra were
recorded in the 440-480 nm region using a Nd: YAG pumped tunable dye laser system
(Continuum NY-61/Lambda Physik Scanmate 2E). The laser dyes Coumarin 480,
Coumarin 460 and Coumarin 440 were used, giving typical pulse energies of ~4–5 mJ.
Total fluorescence was filtered via long-pass and short-pass cutoff filters (Corion or
Edmund Scientific) prior to detection by a photomultiplier tube detector (Oriel) held at –
980 V.
SVL emission spectra were obtained using a 0.3 m spectrograph (Action SR303i
with ISTAR CCD) in photon counting mode. The typical slit width was 100-160 m, and
spectra were typically integrated over 15,000-20,000 laser shots. Spectral calibration was
achieved using a neon hollow cathode lamp (Photron). The majority of the spectra
recorded were collected using a lower resolution (600 l/mm) grating; however, some
spectra were also collected with a higher resolution (1800 l/mm) grating in order to
separate closely spaced transitions. Bands in the emission spectra were fit to a Gaussian
line shape function using a nonlinear least squares fitting routine in Origin 7.5 software;
the uncertainty in the derived band positions is  2 cm-1.

138

5.3. Spectral analysis of CCN radical

5.3.1. LIF and SVL spectroscopy of the CCN radical

Our group reported laser induced fluorescence spectrum of the CCN radical in the
region near 20 800 – 22 700 cm-1. The lower trace of Figure 5.1 shows a low resolution
fluorescence excitation spectrum for CCN, recorded in the range 20 800 – 21 600 cm-1
which includes emission from all the excited state bands observed in this work. Also
shown in upper trace of Figure 5.1 is the high resolution LIF spectrum of the excited
vibronic transition. The rotational components were fully resolved with two sets of P, Q
and R braches observed in the spectrum. Each branch reveals a doublet structure with a
separation of about 40 cm-1, which corresponds to the spin-orbit splitting of the
X2state.158,161,170
Rotational simulations using the PGOPHER program124 were performed for the
most intense features for the excited state bands observed herein. In all cases, the most
successful replication of the experimentally observed rotational contour was achieved
with a rotational temperature of 50-90 K consistent with our previous study of NiX(X=I,
Br, Cl)62,63 and CuOH55 using a similar source. Figure 5.2 displays a representative of the
experimental (top half) and simulated (bottom half) high resolution LIF spectrum of the
origin of the X2- A2 transition. The simulations also further confirm the
assignments of the excited state symmetries.
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Figure 5.1: Laser induced fluorescence (LIF) spectrum of CCN using low resolution
(0.01 nm step size) (lower trace) and high resolution (0.002 nm step size) (upper trace).
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Figure 5.2: Comparison of the experimental (upper trace) and simulated (lower trace)
for the origin band of CCN. Rotational temperature is approximately 50K.
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Following our observation of the bands in this system, we obtained a series of
SVL emission spectra. The SVL emission spectra were recorded via several bands
observed in the LIF spectrum. An example SVL emission spectrum obtained with our low
resolution (600 l/mm) grating and following excitation of the 2 band at 21 284 cm-1 is
shown in Figure 5.3 . Due to the very small splitting of the X2 states, resolving these
features in the emission spectrum required the use of a higher resolution (1800 l/mm)
grating, and a spectrum obtained under higher resolution is shown in the upper panel of
Figure 5.4 . The emission spectra was found to contain the (0,0,0) –(0,0,n) and (0,0,0) –
(1,0,n) vibronic bands (Figure 5.4) of the 2X2 transition of CCN. Additional
features could be assigned to the Swan band system of C2 and numerous high vibrational
excited bands of CN.203,204 The line positions were assigned with the help of the RennerTeller program RT3 and the line positions agree within experimental error. Transitions
involving n quanta (see Figure 5.4) were observed and from this 1 = 1047.2 and x11 = 2.04 may be derived in Table 5.1.
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Figure 5.3: SVL spectrum of CCN recorded via the X(0,0,0) 1/2 at 21 284 cm-1 using a
600 l/mm grating. Assignments are shown in the high resolution spectra in Figure 5.4.
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Figure 5.4: SVL spectrum of CCN recorded via the X(0,0,0) 1/2 at 21 284 cm-1 using
a 600 l/mm grating (lower trace) and an 1800 l/mm grating (upper trace).
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The calibrated SVL emission spectra peak energies were fit using the RT3
program and the observed vibronic transitions was used to derive vibrational and RennerTeller parameters for CCN radical. The derived molecular constants are given in Table
5.1 . Note that the observed vibrational frequencies and constants are consistent with
those of previous experimental studies162,163,170 and recent theoretical study by Hill et
al184 ; however the difference being in that work only transitions to 2578 cm-1 could be
identified.
The vibronic assignments for all the levels observed in this work are given in
Table 5.2 . These assignments are based on the subsequent high-resolution analysis by
the RT3 program. Included also in Table 5.2 are the term energies and fit residuals (in
cm-1) for the states assigned for CCN radical. Note that our work observes additional
levels up to 5885 cm-1 as compared to previous work. Table 5.3 shows the comparison of
our experimentally derived parameters (term energies, fit residuals and calculated Mean
Square Difference (MSD) to the calculated theoretical parameters of Hill et al184. Overall
there is a good agreement; however there is a significant improvement in our
experimentally derived Mean Square Difference of 3.18 cm-1 as compared to calculated
14.58 cm-1. The LIF and SVL of the CCN radical has revealed the vibronic energy levels
of the ground and excited state 2 and has yielded the vibrational and the vibronic
parameters.
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Table 5.1: Summary of vibrational, Renner-Teller, and spin-orbit parameters (in cm-1)
for X2 state of CCN radical observed in the present work.

Constant

Value in cm-1

Error

1

1047.29

1.55

2

301.18

2.70

3

1925.17

3.16

EW

135.49

0.66

GK

2.60

1.98

A

-42.72

1.81

G4

0.56

0.31

x11

-2.04

0.39

x12

4.66

0.47

x13

-16.06

1.03

x23

-4.14

0.90

x33

-8.97

1.51
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Table 5.2: Term energies and fit residuals (in cm-1) for the states assigned for CCN
radical.

Vibronic state

Obs

Cal

Obs-Cal (cm-1)

(0,0,0)

38.6

40.2

-1.6

(0,1,0)

179.6

183.6

-4.3

 (0,1,0)

467.5

461.0

6.5

 (0,2,0)Φ

573.8

573.2

0.6

 (1,0,0)

1051.4

1045.5

5.9

 (1,0,0)

1089

1085.8

3.2

 (0,3,0)

1238.6

1234.9

3.7

 (1,1,0)

1238.6

1233.8

4.8

 (1,1,0)

1514.3

1511.1

3.2

 (1,3,0)

1746.3

1754.0

-7.7

 (0,0,1)

1915.3

1916.0

-0.7

 (0,0,1)

1954.2

1956.1

-1.9

 (2,0,0)

2086.6

2086.9

-0.3

 (0,1,1)

2098.9

2095.4

3.5

 (2,0,0)

2125.7

2127.3

-1.6

 (1,3,0)

2295.5

2293.9

1.6

 (0,1,1)

2375

2372.9

2.1

 (2,1,0)

2556.8

2557.1

-0.3
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Table 8.2
Vibronic state

Obs

Cal

Obs-Cal (cm-1)

 (2,3,0)

2810.2

2808.8

1.4

 (1,0,1)

2949.1

2945.4

3.7

 (1,0,1)

2987.1

2985.7

1.4

 (3,0,0)

3124.2

3124.3

-0.1

 (0,3,1)

3144.3

3138.8

5.5

 (3,0,0)

3163.2

3164.7

-1.5

 (2,3,0)

3342.2

3348.9

-6.7

 (1,1,1)

3411.3

3406.9

4.4

 (3,1,0)

3595.8

3599.0

-3.2

 (1,3,1)

3636.5

3642.0

-5.5

 (0,0,2)

3811.8

3814.0

-2.2

 (0,0,2)

3851.3

3854.0

-2.7

 (3,3,0)

3869.1

3859.6

9.5

 (2,0,1)

3970.2

3970.8

-0.6

 (0,1,2)

3989.2

3989.2

0.0

 (2,0,1)

4009.8

4011.1

-1.3

 (4,0,0)

4159.9

4157.5

2.4
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Table 8.2
Vibronic state

Obs

Cal

Obs-Cal (cm-1)

 (1,3,1)

4177.9

4181.8

-3.9

 (4,0,0)

4198.7

4198.1

0.6

 (0,1,2)

4262.9

4266.8

-3.9

 (2,1,1)

4437.1

4436.9

0.3

 (4,1,0)

4631.8

4636.8

-5.0

 (1,0,2)

4829.7

4827.4

2.3

 (1,0,2)

4870.1

4867.5

2.6

 (3,0,1)

4985

4992.1

-7.1

 (3,0,1)

5025.3

5032.5

-7.2

 (0,3,2)

5026.2

5024.8

1.4

 (5,0,0)

5188.9

5186.7

2.2

 (5,0,0)

5231

5227.3

3.7

 (2,0,2)

5838.1

5836.7

1.4

 (2,0,2)

5885.4

5877.0

8.4
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Table 5.3: Term energies and fit residuals (in cm-1) for the states assigned for CCN
radical in this work compared to the work of Hill et al 184. Included also are the respective
calculated Mean Square Difference (MSD).
Vibronic state

Obs

Cal (RT3)

Obs-Cal

Cal

Obs-Cal

(Hill et al )184

(This work )
(0,0,0)

38.6

40.2

-1.6

38.90

-0.3

(0,1,0)

179.6

183.6

-4.3

201.00

-21.4

 (0,1,0)

467.5

461.0

6.5

478.80

-11.3

 (0,2,0)Φ

573.8

573.2

0.6

580.30

-6.50

 (1,0,0)

1051.4

1045.5

5.9

1052.00

-0.6

 (1,0,0)

1089

1085.8

3.2

1090.92

-1.92

 (0,3,0)

1238.6

1234.9

3.7

1236.63

1.97

 (1,1,0)

1238.6

1233.8

4.8

1263.58

-24.98

 (1,1,0)

1514.3

1511.1

3.2

1583.30

-69

 (1,3,0)

1746.3

1754.0

-7.7

1767.10

-20.8

 (0,0,1)

1915.3

1916.0

-0.7

1924.90

-9.6

 (0,0,1)

1954.2

1956.1

-1.9

1963.60

-9.4

 (2,0,0)

2086.6

2086.9

-0.3

2097.44

-10.84

 (0,1,1)

2098.9

2095.4

3.5

2117.50

-18.6

 (2,0,0)

2125.7

2127.3

-1.6

2136.03

-10.33

 (1,3,0)

2295.5

2293.9

1.6

2298.70

-3.2

 (0,1,1)

2375

2372.9

2.1

2395.32

-20.32

 (2,1,0)

2556.8

2557.1

-0.3

2578.10

-21.3



.

.

.



.

.

.

 (2,0,2)

5885.4

5877.0

8.4

*MSD

*Mean Square Difference (MSD)

3.18

14.58
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5.4. Summary

Building upon previous studies of CCN radical, we report further high resolution
LIF and SVL emission spectra of CCN radical. The derived harmonic frequencies, term
energies and Renner Teller constants are in good agreement with previous experimental
and theoretical work. New additional levels for CCN radical were observed in our recent
work and they provide an improved fit using the RT3 program. The fit levels results in an
improved Mean Square Difference of ~ 3.1cm-1. CCN excited state bands for the origin
of X2- A2 transition were successfully assigned and simulated using the
PGOPHER program.
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Chapter 6.

RESONANT TWO-PHOTON IONIZATION STUDIES OF
CHLOROBENZENE CLUSTERS

6.1. Introduction to Non Covalent Interactions

6.1.1. Halogen bonding

Although halogens are involved in other types of bonding (e.g. covalent), halogen
bonding specifically refers to when the halogen acts as an electrophilic (electron loving)
species. In halogen bonding, a halogen atom is the electron acceptor. Halogens
participating in halogen bonding include: iodine (I), bromine (Br), chlorine (Cl),
following the general trend: F < Cl < Br < I, with iodine normally forming the strongest
interactions.205 The interactions can be understood in terms of electrostatics/polarization
and dispersion; they involve a region of positive electrostatic potential on a covalently
bonded halogen and a negative site, such as the lone pair of a Lewis base.
The positive potential, labeled a σ hole, is on the extension of the covalent bond
to the halogen, which accounts for the characteristic near-linearity of halogen
bonding.206,207 Different types of halogen bonding interactions relevant to this study are
illustrated in Figure 6.2 . Halogen bonds are strong, specific, and directional interactions
that give rise to well-defined structures.
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6.1.2.

π-π Interactions (stacking)

π-stacking (also called π-π stacking/aromatic-aromatic interactions) refers to
attractive, noncovalent interactions between aromatic rings.208 This class of interaction
involves direct attraction between the arene rings. The main energetic contribution to
these interactions are Van Der Waals dispersion and electrostatics but there is
considerable debate about which is dominant.208-211 These interactions are important in
nucleobase stacking within DNA and RNA molecules (see Figure 6.1), protein folding,
template-directed synthesis, materials science, and molecular recognition;209,212-215
although new research suggests that π-stacking may not be operative in some of these
applications. Despite intense experimental and theoretical interest, there is no unified
description of the factors that contribute to π-stacking interactions. Although the
importance of ππinteractions is widely recognized, a detailed understanding of their
origins, strength, and orientation dependence is not fully understood.208
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Figure 6.1: Schematic representation of different noncovalent interactions which can
occur between aromatic rings. Taken from reference 208 Lower figure is shows example
of aromatic-aromatic interactions in DNA. Lower trace picture taken from Wikipedia.
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6.1.3.

CH/π interactions

The CH/ π interaction is one of the weakest of the so-called weak molecular
interactions.216,217 The term “CH/ π interaction” which has recently gained attention in the
consideration of a variety of molecular phenomena is the weakest among the hydrogen
bonds, but has been found in a variety of substances to play important roles in their
physical, chemical and biological properties.218 The term CH/ π interaction has been
accepted because of its usefulness in describing the interaction between CH groups and
π-systems, which is considerably stronger than expected from a mere dispersion
mechanism. Attractive interactions operating between CH/ π in such cases could be
understood as a combined effect of known interaction forces, (Coulombic, charge
transfer, dispersion, so-called “hydrophobic”, etc.), and may most appropriately be
termed as CH/ π interaction.218. The schematic of different types of non-covalent
interactions, including the CH/ π interaction, is shown in Figure 6.2 .
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Figure 6.2: Schematic of possible non-covalent interactions in halobenzene dimers. The
electrostatic potential surface of chlorobenzene calculated at the M06-2x/aug-cc-pVDZ
level is shown.
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6.2. The Duschinsky Effect

When a molecule undergoes an electronic transition, the change in electronic state
is usually accompanied by a change in the normal modes of vibration. This phenomenon
was first considered in 1937 by Duschinsky,219 and is therefore given the name the
Duschinsky effect. The result is that normal modes of one state are no longer orthogonal
to the normal modes of the other state. A result is that the overlap integrals of the
vibrational wave functions, or Franck-Condon factors (FCF), are no longer separable into
products of one-dimensional FCF calculations, and one must use multidimensional FCF.
Sando et al 220showed that the additional complexity of multidimensional FCF can lead to
large effects on electron-transfer rates. Therefore, a treatment of the Duschinsky effect is
required that demonstrates how to compute the Duschinsky effect for complex molecules.
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6.3. Introduction: Chlorobenzene Clusters

Noncovalent interactions of various types, such as hydrogen bonding, π-π
stacking, CH/π interactions, and halogen bonding play a key role in influencing chemical
reactivity and molecular structure,221-230 in molecular recognition and binding,231-236 and
in the structure, stability and dynamic properties of biomolecules.237-242 Noncovalent
forces are critical in determining the secondary, tertiary or quaternary structure of large
molecules, and thus their macromolecular function.212,239,240,242-244 Understanding the
relative magnitude of these various types of interactions is important, particularly as they
may exist in cooperation or competition,243,245-248 and this has been the target of intense
experimental and theoretical effort.209,211,214,237,249-258 In this regard, mono-substituted
halobenzene clusters are prototypical systems in which different noncovalent interactions
may be operative, including π-π stacking,209,214,257,259-266 CH/π,238,257,267 and halogen
bonding interactions, illustrated in Figure 6.2.223,235,267-274
Simple aromatic dimers involving benzene and toluene have long been proposed
as model systems for understanding π-π stacking interactions in proteins,212,275 and are
also prototypes for exploring the relative importance of π-π stacking and CH/π
interactions.241 The story of the benzene dimer, in particular, is one of controversy and
intense debate, with respect to the relative energies of parallel (π–stacked) and T-shaped
(CH/π) structures. 43,44
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State-of-the-art single reference [CCSD(T)/CBS] calculations by Sherrill and coworkers show that parallel displaced and T-shaped structures are nearly isoenergetic, with
the symmetric sandwich structure lying 1 kcal/mol higher in energy.211
Experimental studies of aromatic homo- and heteroclusters have exploited a range of
techniques, with mass-selected resonance ionization methods at the forefront. Thus,
Bernstein and co-workers and Musgrave reported the first Resonant Two-photon
Ionization (R2PI) spectra for toluene dimer through the S1 state, which showed two
features that were significantly broadened with respect to the monomer
absorption.249,250,276 These two features were attributed to different isomers, and the
presence of at least two different isomers was confirmed in subsequent two-color holeburning spectra.277 Similar studies using R2PI and Zero-Kinetic Energy (ZEKE)
spectroscopy have been reported on the substituted benzene dimers, including dimers of
fluorobenzene,215,278-284 chlorobenzene,274,285 phenol, aniline286-289 and others.211,290 In
addition, complexes of benzene derivatives and noble gas atoms have extensively studied
both experimentally and theoretically.291-297
Building upon the seminal studies of Bernstein and others, Wright and co-workers
recently reported R2PI spectra of mass-selected toluene homoclusters (Tol)n up to n=8.276
The striking result of this work was that the spectra of the higher order clusters were very
similar to that of the dimer. While this might be explained by the cracking of higher
order clusters, the authors proposed a model by which the favored (π–stacked) binding
motif of the dimer formed the core of higher order clusters, leading to a “dimer
chromophore” that was responsible for the electronic spectrum of higher order clusters.
This explanation was apparently supported by subsequent measurements of the ionization
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potential of mass-selected toluene clusters in a molecular beam.275 Here a reduction in the
ionization potential of the dimer relative to the monomer was found, consistent with the
participation of a π–stacked dimer where the cationic charge could be delocalized over
both rings. Relative to the dimer, the ionization potential of the trimer and tetramer did
not change, which was taken as evidence against the existence of fully π–stacked clusters
in the beam.
The S0–S1 spectroscopy and dissociation of halobenzenes has been extensively
studied by R2PI and related methods;298-303 however, relatively few R2PI spectroscopic
studies of clusters of mono-substituted benzenes have been reported.215,278-285
Chlorinated aromatic compounds are important pollutants,304 however, the nature of
intermolecular interactions in chlorobenzene clusters are still unclear.274 Lu and
coworkers conducted a study of chlorobenzene and chlorobenzene-benzene complexes by
R2PI in a reflectron time–of–flight (TOF) mass spectrometer.285 For the chlorobenzene
dimer, in the region of the S0 –S1 (*) origin two distinct and, in comparison to the
monomer absorptions, very broad features were observed; one blue-shifted relative to the
monomer absorption and the other red-shifted. The red-shifted absorption was assigned
to a T-shaped dimer, and the blue-shifted absorption to a parallel-displaced (-stacked)
dimer. Support for the assignment of these absorptions to distinct species was provided
in the carrier gas and backing pressure dependence of the relative intensities. In
particular, it was found that the blue–shifted absorption increased in intensity when using
Ar rather than He as the carrier gas, and at higher backing pressures. The binding energy
of the chlorobenzene dimer was determined to be 14.4 ± 1.0 kJ/mol.285
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The chlorobenzene clusters (Clbz)n with n=2-4 have recently been studied using
ultrafast spectroscopy in a supersonic beam.274 Following excitation of the S1(-*)
states at 267 nm, the decay dynamics of the clusters was found to exhibit multiple
timescales, reflecting in part cracking of higher order clusters into the measured channel.
However, an intrinsic exponential decay was found for all clusters. The fast (~170 fs)
component was found to decrease with cluster size, and was attributed to internal
conversion to the S0 state. In contrast, the slow component (~ 1 ns), which was attributed
to dissociation of the hot S0 molecules, increased with cluster size, which was explained
from a density of states argument.
This chapter highlights the study of competitive non-covalent forces in
chlorobenzene clusters, using R2PI spectroscopy in concert with electronic structure
calculations using Density Functional Theory (DFT) and post-Hartree Fock (MP2)
methods in concert with correlation consistent basis sets. Motivating this work is the
desire to understand the nature of the competitive non-covalent interactions in the
monohalobenzenes, which in comparison to benzene or toluene includes also the
potential for halogen bonding interactions between the -hole of a halogen on one
fragment and the halogen or -system on the other (see Figure 6.2).
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6.4. Generation and detection of halobenzene ions using R2PI and
R2C2PI technique

Ionization was initiated by a Resonance Two Photon Ionization (R2PI) scheme,
with laser light near 267 nm generated from frequency doubling in a BBO crystal the
output of a dye laser (Lambda-Physik, Scanmate 2E), and pumped by the third harmonic
of an Nd: YAG laser (Continuum NY-61). The laser was operated on a C540A dye,
giving typical output pulse energies of ~ 0.5 mJ in the doubled beam, which was loosely
focused with a 1.0 m plano-convex lens into the chamber. In some experiments, Resonant
Two-Color Two-Photon Ionization (R2C2PI) was employed, with the 266 nm output of a
second Nd: YAG system (Continuum Minilite II) introduced as the ionization laser. In
these experiments, the focusing lens in the doubled dye beam path was removed to
reduce the contribution from R2PI signal, and the ionization laser was loosely focused
with a 0.5 m lens. The delay between the lasers and molecular beam was controlled by
an eight–channel digital delay generator (BNC 565).
Ions were extracted and accelerated using a conventional three-plate stack, with
the repeller plate typically held at 2100 V, the extractor plate at 1950 V, and the third
plate at ground potential. The ions traversed a path of 1 m prior to striking a dual
chevron Microchannel Plate (MCP) detector. The detector signal was amplified (x 25)
using a fast preamplifier (Stanford Research SRS445A), and integrated using a boxcar
system (Stanford Research SRS250) interfaced to a personal computer.
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An in-house LABVIEW program controlled data acquisition and stepped the laser
wavelength; typically, the signal from twenty laser shots was averaged at each step in
wavelength.

6.5. Computational Details for Chlorobenzene clusters work.

To support our experimental findings, electronic structure calculations were
performed using the GAUSSIAN 09 software package on the MU Pere cluster.305 Full
geometry optimizations were carried out using DFT (M06-2x)74 and post-Hartree Fock
(MP2) methods using an aug-cc-pVDZ basis set. Our choice of method was dictated in
part by the extensive computational studies, notably those of Sherrill and co-workers, on
related systems,211,237,252 where the performance of DFT methods in combination with
various correlation consistent basis sets has been extensively benchmarked against high
level post–Hartree Fock ab initio single reference methods.
It was shown that the Minnesota meta-GGA (Generalized Gradient
Approximation) hybrid functional M06–2x, among other methods, provides a good cost
to performance ratio,252 and the aug-cc-pVDZ basis set performs well in calculating the
counterpoise correction.252 Zhao and Truhlar have shown that M06-2x performs well in
describing the energies of π-stacking interactions.74 In this work, our calculated binding
energies were corrected for zero point energy (ZPE), and the counterpoise method was
employed to correct for basis set superposition error (BSSE).

163

Time-dependent DFT (TDDFT) methods are quite popular for modeling
electronically excited states, and it is well appreciated that local exchange functionals
perform poorly for states involving significant charge transfer.306 Thus, in this work we
employed TDDFT methods using range-separated hybrid and meta-GGA hybrid
functionals to calculate the electronic spectra of the clusters and the optimized geometry
of the S1 states. Methods employed included the range-separated hybrid functional

B97X-D,307 the meta-GGA hybrid functionals M06 and M06-2x,74 and CAMB3LYP,308,309 all with an aug-cc-pVDZ basis set. The performance of the B97X-D and
M06-2x methods for electronic excitations, including Rydberg and Charge Transfer
excitations, have recently been benchmarked by Head-Gordon and co-workers.310

Spectral Analysis:

6.6. R2PI Spectral Analysis for Chlorobenzene clusters

Representative R2PI spectra of the chlorobenzene monomer and chlorobenzene
clusters (Clbz)n with n=2–4 in the region of the origin band of the monomer S0 –S1 (*)
transition are displayed in Figure 6.3 . The electronic spectroscopy of the chlorobenzene
monomer is well known and has been extensively studied previously by other groups
using both R2PI and Laser Induced Fluorescence (LIF) spectroscopy.285,304,311-317
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Note also that the size range of clusters that we observe is similar to that found in the
prior ultrafast experiments, where a similar source was used.274 From Figure 6.3, it is
apparent that the clusters uniformly exhibit much broader absorption features than the
monomer, yet the spectra of different clusters in the range n=2–4 are similar. The spectra
for the clusters show a maximum absorption at lower energy (i.e., are red-shifted) with
respect to the monomer peak. As noted in the introduction, the broad absorption features
that we observe here for the clusters of chlorobenzene have previously been observed for
related systems, including toluene dimer, fluorobenzene dimer and mixed halobenzene–
benzene dimers.249,250,285,290
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Figure 6.3 : Resonant Two-Photon Ionization (R2PI) spectra of mass-selected
chlorobenzene monomer and clusters (Clbz)n with n=2-4.
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We consider several explanations for the source of this broadening. An obvious
explanation for the similarity of the cluster spectra is cracking of larger clusters, giving
rise to signals in the mass channels of smaller clusters. Indeed, some cracking is clearly
apparent in the monomer spectrum shown in Figure 6.3, as a weak broad background
underlying the strong sharp features of the monomer. Expanding this spectrum and
overlaying with the dimer spectrum shows strong similarities (Figure 6.4), indicating that
some of the monomer signal arises from cracking of the dimer into the monomer mass
channel. In order to test for the contribution of cracking to the observed dimer spectrum,
we lowered the concentration of chlorobenzene in mixture below 1% by cooling the
sample bath, which effectively reduced the concentration of higher order clusters. At a
point at which the trimer signal can barely be observed, the dimer spectrum is unchanged,
still retaining its very broad appearance (Figure 6.5).
A second explanation for the broadness in the cluster spectra is the presence of
different isomers, which might absorb at different wavelengths. Indeed, a motivating
aspect of this study was the exploration of the relative importance of different noncovalent interactions in these clusters. This was examined using calculations at the
M062x and MP2 levels with an aug-cc-pVDZ basis set, with geometry optimizations
initiated from a variety of starting geometries that loosely corresponded to π-stacked, CH/π, and halogen–bonded structures (Figure 6.2).

167

Figure 6.4: Comparison of R2PI spectrum measured in the dimer (red) and monomer
(black) mass channels. The monomer spectrum has been scaled by a factor of 5.
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Figure 6.5: R2PI spectra of the chlorobenzene dimer (black) and trimer (red) with a bath
temperature of 15°C. At this temperature, the trimer signal is barely visible, but the
dimer spectrum is unchanged.
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In all, five minimum energy structures (D1-D5) were found for the chlorobenzene
dimer, and the optimized (M06-2x/aug-cc-pVDZ) structures are shown in Figure 6.6,
together with the calculated binding energies, which were counterpoise and ZPE
corrected. Dimers D1-D4 were found to be π-stacked with a parallel–displaced
structure, consistent with previous findings for related systems.214,237,252,258 In these
structures the planes of the two monomers are separated by ~ 3.3 Å, so that the two Cl
atoms are not in close van der Waals contact. This gives rise to four different π-stacked
isomers, differing in the relative orientation of the Cl atoms (Figure 6.6), which are
nearly isoenergetic, with calculated binding energies between ~ 17 and ~ 20 kJ/mol. In
addition to the π-stacked isomers, a T-shaped isomer (D5) was also found, with a
calculated binding energy roughly one-half that of the π-stacked isomers. No minima
corresponding to halogen–bonded structures were located.
Comparing the M06-2x/aug-cc-pVDZ results with other calculations, we find that
the calculated MP2/aug-cc-pVDZ binding energy of dimer 1 (D1) is ~ 27 kJ/mol. This
difference is not surprising, as it is well known that the MP2 method tends to overbind
complexes that are dominated by dispersion interactions.318,319 In comparison, a
counterpoise corrected CCSD(T)//M06-2x/aug-cc-pVDZ calculation using ZPE
corrections at the M06-2x/aug-cc-pVDZ level yields a binding energy of 13.8 kJ/mol,
which suggests that the M06-2x results are also overestimates. The coupled cluster
prediction is in excellent agreement with the experimentally determined binding energy
of the dimer (14.4 ± 1.0 kJ/mol), which is discussed in more detail below.
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Figure 6.6: Optimized structures (D1-D5) for the chlorobenzene dimer, calculated at the
M06-2x/aug-cc-pVDZ level of theory. Binding energies are counterpoise and ZPE
corrected.
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Figure 6.7 shows the calculated TDDFT (TDM06-2x/aug-cc-pVDZ) spectra of
the chlorobenzene dimers D1-D5 and the monomer, referenced to the numbering scheme
given in Figure 6.6 and shown as stick spectra. Quantitatively, the TDDFT calculations
overestimate the position of the S1 state of the monomer; however, we expect that trends
in these calculations should be valid, and this is addressed further below. The calculated
spectra of the dimers show two absorptions, as expected, which correspond to the shifted
monomer absorptions. In all the dimers, these are uniformly shifted to lower energy (redshifted) compared to the monomer absorption, and the absorption lying closest to the
monomer transition is that for the “free” chlorobenzene in the T-shaped dimer. For the 
-stacked dimers, there are few obvious trends in the calculated spectra; however, it
appears that the red-shift increases with decreasing separation of the Cl atoms. The
calculated spectra of the various isomers occur over a range that, when scaled to reflect
the overestimation of the transition energy, is of an order similar (i.e., ~ 200 cm-1) to that
observed experimentally.
In order to assess the dependence of these results on the method used, we carried
out additional calculations on the chlorobenzene monomer and dimer 1, used as a
representative example. These employed a wider range of functionals, including B97XD,307 M06,74 and CAM-B3LYP,308,309 and the results are shown in Figure 6.8 . The
trends observed in these calculations are consistent, with the transitions of the dimer lying
to the red (lower energy) of the monomer transition. There is some variation in the
magnitude of the calculated red-shift, with the B97X-D and CAM-B3LYP results
displaying smaller shifts as compared with M06 and M06-2x.
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Figure 6.7: Calculated TDDFT (TDM06-2x/aug-cc-pVDZ) spectra of the chlorobenzene
dimers shown in Figure 6.6 .
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Figure 6.8: Calculated TDDFT spectra of the chlorobenzene monomer and dimer 1 using
the variety of functionals shown, with an aug-cc-pVDZ basis set.
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In addition to inhomogeneous broadening arising from the different isomers in the
beam, additional features are expected for each isomer arising from vibrational structure
based upon the Franck-Condon (FC) activity in the electronic transition. To model this,
we optimized the structure of the lowest lying excited electronic state of dimer 1 (Figure
6.6) at the TDM06-2x/aug-cc-pVDZ level. The optimized structures of the ground and
excited states of this dimer are shown in Figure 6.9; interestingly, the calculations predict
a transition from a parallel–displaced structure in the ground state to a sandwich structure
in the excited state, with the distance between the monomers decreasing from 3.3 to 3.0
Å. A sandwich structure was predicted for the equilibrium geometry of the lowest
excited valence state of the benzene dimer.320,321 As a result of this geometry change,
significant FC activity is expected in low frequency torsional modes that involve
displacement of the two monomer subunits; the vibrational displacements associated with
the lowest frequency such mode ( ~ 26 cm-1) in the ground state are shown in Figure
6.9. To simulate the vibronic spectrum, we incorporated the calculated vibrational
frequency and mass-weighted cartesian displacements (i.e., l–matrices) of this mode in
the ground and excited electronic states into a FC simulation that accounted for the
effects of Dushinsky mixing. These calculations were performed using a routine in the
PGOPHER program suite.322 The calculated spectrum (Figure 6.9), shows significant FC
activity in this mode. While this simulation is illustrative, in the sense that it is not meant
to completely capture the vibrational structure in the spectrum and is based on a harmonic
approximation which may be a poor description of these low frequency intermolecular
modes,281,282 it does suggest that additional features will arise from FC activity in the
spectrum, which will further contribute to the observed broadening.
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Figure 6.9 : At left: Optimized structures of the ground and lowest energy excited
electronic state of chlorobenzene dimer 1. At right: Ground state displacements for the
lowest energy torsional mode, and simulated spectrum showing the FC activity in this
mode in the S0–S1 transition of the dimer, as described in the text.
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Indeed, the vestiges of this structure appear in the measured dimer spectrum
(Figure 6.3), which we did not attempt to model quantitatively due to the presence of
multiple isomers. Given the low frequency of this and other intermolecular modes, hotband structure may also be present.
Thus far we have neglected contributions from homogeneous broadening. In a
related study of the complexes of 2-pyridone with substituted fluorobenzenes, Leutwyler
and co-workers found that the complexes of partially fluorinated benzenes exhibited
sharp spectra indicative of a hydrogen-bonded complex.281,282 In contrast, the π-stacked
complex with hexafluorobenzene exhibited a number of very broad features, which were
explained in terms of vibronic structure in the low frequency intermolecular modes.
Hole-burning experiments revealed the presence of two isomers, and indicated that the
primary broadening mechanism in the spectra was homogeneous broadening.276 Indeed,
the ultrafast experiments on chlorobenzene clusters reveal a bi-exponential decay with a
short lifetime component on the order of ~200 fs. Thus, while our analysis of the
chlorobenzene dimer spectrum shows that the general features can be adequately
explained by the presence of multiple isomers and vibrational activity in low frequency
intermolecular motions, homogeneous broadening must also be a contributing factor.
Hole-burning experiments will be needed to assess the relative contributions of
homogeneous and inhomogeneous broadening to the spectrum.
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6.7. Higher Order Clusters for Chlorobenzene: n>2

Moving to the higher clusters, an important question is: Why is the spectrum of
the trimer and tetramer so similar to that of the dimer? To answer this question, we
calculated representative structures of the trimer at the M06-2x/aug-cc-pVTZ level. A
total of six minimum energy trimer structures were found, (T1-T6), shown in Figure 6.10
, which exhibit the same noncovalent interactions (π-π stacking, CH/π) found to be
important in the dimer. The binding energies (BE) of these trimers were counterpoise
and ZPE corrected and are referenced to the energy of three monomers. As Sherrill and
co-workers have previously shown,323 aromatic clusters do not exhibit significant nonadditive effects in their binding, and thus the binding energies (~ 40 kJ/mol) of the fully
π-stacked trimers (T3 and T4) are roughly twice the energy of the π-stacked dimer. The
remaining trimer configurations (T1, T2, T5, and T6) typically have a stacked dimer core,
with the third monomer interacting with this core through CH/π interactions. These
display a BE of 30-39 kJ/mol. It is important to note that many additional minimum
energy structures for the trimer can be envisaged; however, the calculated structures
shown in Figure 6.10 are considered to be representative. It is reasonable to expect that
all of these isomers are present, to a varying degree, in our beam.
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Figure 6.10 : Optimized structures (T1-T6) for the chlorobenzene trimer, calculated at
the M06-2x/aug-cc-pVDZ level of theory. Binding energies are counterpoise and ZPE
corrected, and are referenced to the energy of three separated monomers.
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Figure 6.11 displays the calculated (TDM06-2x/aug-cc-pVDZ) spectra of trimers
T1-T6. These spectra show three transitions per trimer; typically one of these is weak.
As found for the dimers, the calculated transitions are red–shifted with respect to the
monomer absorption, without an obvious pattern. Importantly, the range over which
these absorptions occur is very similar to that observed for the dimers. Thus, the
similarity of the dimer and trimer spectra is in part explained by the presence of multiple
isomers, whose electronic spectra span a similar range.
As discussed in the introduction to this chapter, to explain the similarity of R2PI
spectra for toluene clusters of different size Wright and co-workers proposed that the
favored (π–stacked) binding motif of the dimer formed the core of higher order clusters,
leading to a dimer–based “chromophore”.324 While it is certainly true that in our system
as well a π–stacked dimer is found in the majority of trimer structures (Figure 6.10), we
view it as simply the fact that noncovalent interactions in the dimer and trimer (and
presumably larger clusters as well) are similar, leading to shifts in the electronic
absorptions that occur over a similar range (Figure 6.7 and Figure 6.11), which gives rise
to the similarity of spectra for different clusters.
This dimer-based model of stacking in toluene clusters has also been invoked to
explain the dependence of ionization potential on cluster size.275 As noted above, a
reduction in the ionization potential of the toluene dimer relative to the monomer was
found, consistent with the participation of a π–stacked dimer where the charge is
delocalized over both rings.275 This suggests the importance of π–stacking in the dimer,
and is consistent with our finding that 80% of optimized (calculated) chlorobenzene
dimer structures contain this motif.
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Figure 6.11: Calculated TDDFT (TDM06-2x/aug-cc-pVDZ) spectra of the
chlorobenzene trimers shown in Figure 6.10 .
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In contrast, the ionization potential of the trimer and tetramer of toluene was
found to be similar to the dimer, which was taken as evidence against the existence of the
(lower energy) fully π–stacked clusters in the beam, and it was argued that the lack of
relaxation in the beam favored formation of higher energy structures. Given the range of
possible isomers, each present to an unknown degree and displaying an ionization
potential dependent upon the degree of π–stacking, it is clear that the interpretation of
ionization potential measurements made from single photon VUV excitation should be
made with care.
Moving to the chlorobenzene tetramer, we obtained an R2PI spectrum (Figure
6.3), which again was broad and red shifted compared to the monomer absorption, and
similar to the spectrum of the dimer and trimer. Due to the computational resources
required in characterizing even a representative set of the large number of potential
isomeric structures, we made no effort to run electronic structure calculations for the
tetramer. However, one can reasonably predict that the interactions observed in the
dimer and trimer will also be important in the tetramer, and it is also reasonable to
assume, based upon the analysis presented here, that the similarity of the tetramer
spectrum to that of the dimer and trimer can be explained by the presence of multiple
isomers.
Comparing our results with previous R2PI studies of the chlorobenzene dimer by
Lu and co-workers,285 we note that a feature observed to higher energy of the monomer
origin was assigned in that work to the -stacked dimer. We observe a shoulder on the
dimer spectrum (see Figure 6.3) at this position.
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However, our calculations predict that the highest energy dimer absorption is that for the
T-shaped (not parallel displaced) isomer, and thus the blue shifted feature most probably
reflects vibrational structure associated with the absorption of this isomer.
Lu and co-workers found that the intensity of the blue-shifted feature greatly
increased when using Ar (rather than He) as backing gas, and further increased with an
increase in backing pressure. It is possible that the different expansion conditions may
favor formation of the higher energy T-shaped isomer, through an unknown mechanism.
In this work we did not carry out experiments with Ar backing gas, to avoid contributions
from van der Waals complexes of Ar and chlorobenzene. For their binding energy
measurements, Lu and co-workers used He backing gas at a relatively low backing
pressure, which would favor the red-shifted (-stacked) component. This is consistent
with the very good agreement between the experimentally measured binding energy (14.4
± 1.0 kJ/mol) and the calculated CCSD(T)//M06-2x/aug-cc-pVDZ binding energy of
dimer D1 (13.8 kJ/mol).
In this work no evidence of halogen–bonded structures was found, either
experimentally or computationally. Apparently, the lack of electron withdrawing
substituents on the phenyl moiety minimizes the magnitude of the -hole, rendering the
halogen bonding interactions weaker than π–stacking and CH/π interactions. From that
point of view, fluorine substitution should increase the magnitude of the former.
However, we note that a recent experimental study of C6F5X (X=Cl,Br,I) complexation in
C6D6 solution using NMR spectroscopy found evidence for halogen bonding only in the
case of X =I.243
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In an effort to probe the excited state lifetime of the chlorobenzene clusters, we
carried out R2C2PI experiments using the 266 nm output of a second Nd:YAG laser to
ionize from the S1 state. As mentioned above, ultrafast experiments have found a biexponential decay from the intermediate state, with a fast component on the order of 150200 fs that was assigned to internal conversion to S0 and a much slower (ns) component
that was assigned to dissociation from highly excited vibrational levels of S0. For the long
lifetime component, there is an increase in lifetime with increasing cluster size, with the
measured tetramer lifetime ~ 3.7 ns. Given the 5-8 ns pulse width of our lasers, we were
unable to detect a difference in lifetime for the clusters as compared to the monomer. We
did confirm the short lifetime of the intermediate state, as R2C2PI signal could only be
observed when the laser pulses were overlapped both temporally and spatially.
Finally, we note that the results found here are likely to be of general validity in
understanding the similarly broad R2PI spectra that have been previously reported for
other related systems, including not only toluene but other halobenzenes278 and mixed
halobenzene/benzene clusters.285 Our results suggest that this broadening arises in large
part from inhomogeneous sources, including the presence of multiple isomers and
Franck-Condon activity associated with geometrical changes induced by electronic
excitation, which is particularly important for the –stacked clusters that display very low
frequency intermolecular vibrations.
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6.8. Summary

Motivated by a desire to examine competitive non–covalent interactions in a
prototypical system, we have examined the chlorobenzene monomer and clusters (Clbz)n
with n=2-4 using R2PI spectroscopy in concert with electronic structure calculations.
The R2PI spectra of the clusters, obtained in the origin region of the S0 –S1 (*) state of
the monomer, show a broad spectrum whose center is red–shifted from the monomer
absorption, and which is similar for all cluster sizes examined. These observations are
explained with the aid of electronic structure calculations. For the dimer, calculations
find five minimum energy structures, four π-stacked and one T-shaped structure bound
through CH/π interaction. The calculated TDDFT spectra show that these isomers absorb
over a broad range, and, in agreement with experiment, the calculated absorptions are
red–shifted with respect to the monomer transition. Due to the significant geometry
change in the two electronic states, where electronic excitation induces a transition from a
parallel displaced to sandwich structure with a reduced separation of the two monomers,
significant FC activity is predicted in low frequency intermolecular modes of the
complex.
For the trimer, six representative structures were found, displaying a combination
of π-stacking and CH/π interactions. The calculated TDDFT spectra of these trimers are
similar to those obtained for the dimers, consistent with the similarity of the experimental
spectra for these clusters.
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Overall, our results show that the spectral broadening arises in large part from
inhomogeneous sources, including the presence of multiple isomers and Franck-Condon
activity associated with geometrical changes induced by electronic excitation. The latter
is particularly important for the π-stacked structures, due to the presence of low
frequency intermolecular modes.
Building upon these studies, a variety of additional experiments would aid in
understanding the properties of the chlorobenzene clusters. Hole-burning experiments
would help identify the spectral features associated with different ground state structures,
while higher resolution mass-analyzed threshold ionization (MATI) or zero-kinetic
energy electron (ZEKE) spectroscopic methods are also attractive for application to this
system. Finally, R2C2PI experiments with two tunable sources are attractive for probing
the isomer dependence of the ionization potential, and unraveling contributions in the
spectra from different isomers.
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