Toepassingen van de methode der stationnaire phase by Bijl, Jan
  
 University of Groningen
Toepassingen van de methode der stationnaire phase
Bijl, Jan
IMPORTANT NOTE: You are advised to consult the publisher's version (publisher's PDF) if you wish to cite from
it. Please check the document version below.
Document Version
Publisher's PDF, also known as Version of record
Publication date:
1937
Link to publication in University of Groningen/UMCG research database
Citation for published version (APA):
Bijl, J. (1937). Toepassingen van de methode der stationnaire phase. Groningen: Noord-Hollandsche
Uitgeversmaatschappij.
Copyright
Other than for strictly personal use, it is not permitted to download or to forward/distribute the text or part of it without the consent of the
author(s) and/or copyright holder(s), unless the work is under an open content license (like Creative Commons).
Take-down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.
Downloaded from the University of Groningen/UMCG research database (Pure): http://www.rug.nl/research/portal. For technical reasons the
number of authors shown on this cover page is limited to 10 maximum.
Download date: 12-11-2019
EINLEITUNG. 
Diese Arbeit handelt von der in der Mathematik sehr 
oft vorkommenden Aufgabe bestimmte von einem Parameter 
abhangende Integrale fur sehr grosse \Verte dieses Para-
meters approximativ zu berechnen. Zur Lasung dieser Aufgabe 
wird fast immer entweder die Laplacesche Abschatzungs-
methode 1) oder die Methode der Sattelpunkte 2) angewendet. 
Zwar gibt es noch eine dritte Methode nl. die Methode der 
stationaren Phase, aber diese wird nur sehr selten benutzt. 
Herr G. N. WATSON ist fast der einzige Mathematiker, der 
mittels dieser Methode einige Integrale approximiert hat. Er 
wendet diese Methode u. a. auf die Besselschen Funktionen 
erster und zweiter Art Jz(x) und Yz(x) an. In Zusammenhang 
hiermit schreibt er in seiner "Treatise on the theory of the 
Bessel functions" (1922) S. 232 ungefahr folgendes: By means 
of some tedious integrations by parts 3), it is possible to 
obtain a second approximation, namely 
(1) 
and it may also be proved that 
1/ F(2j ) 
J' ( ) = 3 6 3 + (_2/3) X X 1/ 2/ 0 X 23.n.X3 (2 ) 
The asymptotic expansions, of which these results give the 
1) Oeuvres de Laplace VII, S. 100. 
2) G. N. WATSON. A treatise on the theory of the Bessel functions, S. 235. 
3) Proc. Camb. Phil. Soc. 19 (1918), S. 42-48. 
4) f(x) = o(g(x)) 
bezeichnet, dass g(x) fur hinreichend grosses x positiv ist und [(x) bei 
g(x) 
unbeschrankt wachsendem x nach Null strebt. 
-2 
dominant terms, will be investigated with the aid of more 
powerful analytical machinery in § 8-42. 
Hier meint Herr G. N. "TATSON die Methode der Sattel-
punkte, sodass er diese offenbar der Methode der stationaren 
Phase vorzieht. Herr J. G. VAN DER CORPUT widmet in der 
Compositio Mathematica der Methode der stationaren Phase 
elmge Mitteilungen, von denen jetzt zwei erschienen sind. 
Meine Dissertation bezweckt nun zu zeigen, dass die in der 
ersten Mitteilung entwickelte Methode oft mit Erfolg ange-
wendet werden kann, auch in Fallen, wo die Laplacesche 
Abschatzungsmethode nicht anwendbar ist und die Methode 
der Sattelpunkte entweder versagt oder jcdenfalls grosse 
Schwierigkeiten bietet. 
Urn die drei verschiedenen Abschatzungslnethoden ver-
gleichen zu konnen, werde ich hier jede von ihnen mittels 
eines einfachen Beispieles skizzieren. 
Zur Besprechung der Laplaceschen Methode betrachte ich 




.' e- (1/ - 3x·lI) dy, 
o 
wo x eine grosse positive Zahl bezeichnet. Die Graphik des 
Integranden verlauft ungefahr, wie in der folgenden Figur 
durch die gezogene Kurve angegeben ist. Die Kurve zeigt 
fur grosses x einen sehr steilen hohen Berg, dessen Gipfel im 












0 X Y 
Man braucht Slcn nicht zu wundern, dass der Teil des 
Integrationsweges in der Umgebung dieses Punktes x den 
3 
Hanptbeitrag zum Integral (:~) liefert und dass man ungefahr 
dasselbe Resultat findet, wenn man die Kurve dureh eine 
andere ersetzt, die sieh der ersten in der Umgebung dieses 
Punktes x sehr eng ansehliesst. Ieh sehreibe: 
e-(y3-3x2y) = e2x1-3x(y-x)2e-(y-x)3 
und ersetze e,-(Y-X)3 approximativ dureh die Partiellsumme 
der entspreehenden Exponentialreihe, also dureh: 
2M-l ~ (- r)q L --,- (Y_X)3Q , 
q=O q. 
wo Meine beliebige, naturliehe, von x unabhangige Zahl 
bezeiehnet. Die gezogene Kurve mit der Gleiehung 
v = e-(yL 3x?y) 
wird auf diese Weise annahernd ersetzt dureh die punktierte 
Kurve mit der Gleiehung 
21\1-1 
V = e2xL :?x(!I-x)' 2: ~-~)q (y __ X)3a. 
q=O q. 
Diese lauft von - 00 naeh + 00 und das gesuehte Integral 
ist annaherungsweise gleieh dem Flaeheninhalt des Gebietes, 
das von der horizontalen Achse und der punktierten Kurve 
begrenzt wird. Wie man sehr leieht naehreehnet, bekommt 
man so fur das Integral (3) den Wert 
/
'CfJ M-l r( h + J_) ( e2x1 '1) 
e-(!J3-3x2!1) dy = e2x3 "'" 3 2 + 0 ____ ) 
·0 ,f::o (zh)! (3X)3h+t :\,3M+! 
J etzt die Methode der Sattelpunkte. Die Methode wende 
ieh auf das Integral 
+00 
( ei(Y~+3x2Y)dy (5) 
1) I(x) = O(g(x)) 
bczeichnet. dass Lei geeignet gewahlten von x unabhangigen Xo und ( (c > 0) 
fUr jedes x ?::: Xo 
'/(x) , < c , g(x) 
ist, Hangen I(x) und g(x) von einem Parameter z ab, und konnen dabei 
Xo und c unabh~\'ngig von z gewahlt werden, so sagt man, dass die Be-
ziehung I(x) = O(g(x)) 
gleichmassig in z gilt, 
4 
an, wo x wiederum sehr gross ist. Hier kommt die Laplacesche 
Methode nicht in Betracht, da weder die Graphik der 
Realteile noch die der Imaginarteile des Integranden einen 
steilen hohen Berg enthalt. Der Hauptgedanke der Methode 
der Sattelpunkte ist, den Integrationsweg durch einen and ern 
zu ersetzen und zwar so dass der Wert des Integrals sich 
nicht andert, der imaginare Teil von 
T(Y) = i(y 3 + 3x2y) 
auf dies em neuen Weg konstant ist und die Graphik des 
Realteiles von T(Y) einen steilen hohen Berg enthalt. Dazu 
sucht man die Sattelpunkte der Funktion T(Y), d.h. die 
Punkte, wo T' (y) = 0 ist und man versucht den neuen Inte-
grationsweg durch einen dieser Sattelpunkte zu legen. Ich 
wahle hier den Sattelpunkt xi und ausserdem als Integrations-
weg den oberhalb der reellen Achse liegenden Zweig T des 
Hyperbels 
~2 - 3f]2 + 3X2 = 0, 
wo Y = ~ + if] gesetzt worden ist. Auf diesem Zweig That 
der Imaginarteil von T(Y) den konstanten Wert - zx3 • Mit dem 
Cauchyschen Residuensatz kann man beweisen, dass das 
gesuchte Integral (5) den Wert 
r ei(y3+3X~Y) dy 
T 
hat, wo der Zweig T von links nach rechts durchlaufen wird. 
Ordnet man jedem y auf T die Bogenlange s von T zwischen 
den Punkten xi und Y zu (die Bogenlange s wird negativ 
gerechnet, falls y links von den imaginaren Achse liegt), so 
verwandelt das letzte Integral sich in: 
+00 d 
e-2x3 J' e'Tlrp (y) ~ ds 
ds ' 
-00 
wo 9lT(y) den Realteil von T(Y) bezeichnet. Die Graphik 
von e~Hrp(y) als Funktion von s betrachtet, zeigt fur sehr 
grosses x im Punkte s = 0 einen sehr steilen hohen Berg, so 
dass dann die Lap]acesche Abschatzungsmethode mit Erfolg 
angewendet werden kann. Hieraus geh t hervor, dass der Teil 
5 
des Zweiges T in der Umgebung des Sattelpunktes xi den 
Hauptbeitrag zum gesuehten Integral liefert. Arbeitet man 
diese hier nur skizzierten Gedanken aus, so bekommt man 
folgendes Resultat fur das Integral (5) 
+0: M-l F( h 1) 2z3 
f ei(Y3+3x2y) dy=e- 2x3 ~ 3 +"2 -t-O(~), (6) ~ (zh)! (3X )3h + t x3M + t 
-m h-O 
wo Meine beliebige, naturliehe, von x unabhangige Zahl 
bezeiehnet. 
Die Methode der stationaren Phase will ieh erortern mit 
Hilfe des Integrals 
Ier) sin (y3 - 3x2y)dy, (7) 
o 
wo x eine sehr grosse positive Zahl ist. Die Graphik des 
Integranden zeigt nirgends einen steilen, hohen Berg, so dass 
die Laplaeesehe Absehatzungsmethode nieht in Betraeht 
kommt. Ieh nenne die Funktion 
ljI(y) = y3 _ 3x2y 
die Phase der Funktion sin (y3 - 3x2y). Diese Phase hat im 
Punkte y = x eine Derivierte gleieh Null. Dies wird hier 
ausgedruekt, indem man sagt, dass die Phase im Punkte 
y = x stationar ist. 
KELVIN hat als erster das Prinzip der Methode der 
stationaxen Phase formuliert 1). Obwohl er ein anderes Integral 
behandelt 2), ist sein Gedankengang etwa wie folgt. Er wahlt 
eine beliebige kleine positive Zahl c und er betraehtet das 
Intervall x - E < y < x + E. Dureh Anwendung des Inter-
1) Phil. :Vlag. (5) 23 (1887) S. 252-255. 
2) KELVIN behandelt das Integral 




ferenzprinzips bekommt er als Physiker den Eindruck, dass 
die ausserhalb dicses Intervalls gelegenen \Vellen sich grossten-
teils ausgleichen und dass also der Hauptbeitrag zum Integral 
(7) durch das von ihm betrachtete Intervall geliefert wird. 
In diesem Intervall ersetzt er 
sin (y3 - 3x2y) = sin {- 2X3 + 3x (y - X)2 + (y - X)3} 
durch die Annaherung 
sin {- 2X3 + 3x (y - X)2}, 
auf Grund der Tatsache, dass I y - x I im Intervall 
x - c < y < x + c kleiner als c ist, so dass (y - X)3 wohl 
vernachlassigt werden kann. Auf diese Weise findet er, dass 
der Beitrag zum betrachteten Integral (7) fur das Intervall 
x - c < y < x + c; annaherungsweise gleich dem Integral 
X+c I sin {- 2X3 + 3x(y - x)2}dy 
x- c 
ist, und dieses wieder approximativ gleich dem Integral 
+00 I sin {- 2X3 + 3x(y -- x)2}dy 
- 00 
ist. Bekanntlich hat dieses Integral den "-ert 
r(t)_ sin (_ 2X3 + ~') 
(6x)~. 4 (8) 
Auf diese fur den Mathematiker wenig befriedigende 
Weise gelangte KELVIN zu dem Resultat, dass das Integral 
(7) fur grosse positive Werte von x approximativ gleieh dem 
oben erwahnten Ausdruek ist. 
Ieh habe hier ungefahr KELVIN'S Gedankengang angegeben, 
der zum erstenmal und zwar im Jahre 1887 ausdrucklieh 
das Prinzip der Methode der stationaren Phase formuliert 
hat 1). Aber fast 40 Jahre vorher hatte STOKES 2) schon den 
Kern dieses Prinzips angedeutet. Eine aus dem Jahre 1863 
datierende Arbeit von RIEMANN 3), die sieh unter seinen 
1) Phil. Mag. (5) 23 (1887) S. 252-255. 
2) Camb. Phil. Trans. 9 (1856) S. 175, 183. 
3) Ges. Math. Werke (Leipzig 1876) S. 400-40G. 
7 
hinterlassenen Papieren befand, behandelt ein Problem, 
das mit den hier besprochenen Problem en aufs engste zu-
sammenhangt. 1m Jahre 1916 erschienen zwei Artikel von 
Herrn G. N. WATSON, in denen die Methode der stationaren 
Phase zum erstenmal auf mathematische vVeise behandelt 
wird. In einem dieser zwei Artikel 1 ) gibt er an, wie 
unter sehr allgemeinen Voraussetzungen, fur ein bestimmtes 
Integral mit Hilfe der Methode der stationaren Phase eine 
erste Annaherung gefunden werden kann. In dem and ern 
Artike1 2) findet er die in (r) und (2) genannten Formeln. 
1m allgemeinen findet er fur die von ihm betrachteten 
Integrale, sofern seine Methode anwendbar ist, nur eine 
erstc Annaherung. Nur in Formel (r) gibt er auch eine 
zweite Annaherung. Dies ist ihm aber erst gelungen mittels 
eines Verfahrens, das er selbst als "tedious integrations by 
parts" charakterisiert. 
Urn die historische Ubersicht uber die Methode der statio-
naren Phase zu vervollstandigen, erwahne ich hier auch die 
Namen von NICHOLSON und RAYLEIGH. Ersterer beweist 
1908 3) unter der Voraussetzung, dass z und x beide gross 
sind und z - x = O(x!) ist, 
Jz(x) = ~(~ tJ Ta) cos n + z ,x (~·t T(l) cos ~~- +l 
3n x l 6 I . x 6 (9 ) 
+ (z - X)2 (~)iT(1J_) cos 9n + .... } + 0 (~), J 
2! ',x 3 6 x' 
wobei die Reihe im Rechtengliede konvergiert. 1m besonderen 
FaIle z = x geht dies uber in die schon von CAUCHY 4), abge-
sehen von dem Restglied, entdeckte Formel 
T(l) (r) Jx(x) = % J 1 + 0 - .. 
2 .36. n . X 3 x 
(10) 
In demselben Artikel leitet er in der Annahme, dass n 
1) Proc. Camb. Phil. Soc. 19 (1918) S. 49- 55. 
2) " " "" " " S. 42-48. 
3) Phil. Mag. (6) 16 (1908), S. 271-279. 
4) Comptes Rendus, 38 (1854), S. 993. 
8 
(ganz) und x beide gross sind und n - x = O(xl) ist, die 
Formel ab 
Y,,(x) = -- 3~C)!{ r(!) (I + Sin}~) + ). (II) 
+ n Ii X(:)'rm(I + sin 5:) + .... + OC), 
die im Spezialfall mit n = x libergeht in 
Y (n) = - r(!)31 + 0 (-=-) 
n zfntn n (IZ) 
1m Jahre 1910 findet RAYLEIGH 1), wenn z sehr gross ist, 
x 
der Bruch - > I und ausserdem die vage Voraussetzung 
z 
x 
erflillt ist, dass - nicht zu nahe an I liegt, flir Jz(x) resp 
z 
Yz(x) den folgenden approximativen Wert 
1; ~ cos { vi x2 - Z2 - zy - in} 
J n VX2 _Z2 
J 
12 sin { vi x2 - Z2 - zy - in} 
resp. ,- -4------· 
n ,V x 2 _ Z2 
Aus obiger Zusammenfassung geht hervor, dass abgesehen 
von RIEMANN und Herrn G. N. WATSON, sich nur Physiker 
mit dieser Methode beschaJtigt haben und dass sie (auch 
Herr G. N. WATSON) sich beschrankt haben auf das erste, 
im aussersten FaIle auf das zweite Glied der gesuchten Ent-
wicklung. 
Hiermit beschliesse ich die historische Ubersicht, weil die 
oben erwahnten FaIle, sofern mir bekannt ist, die einzigen 
sind, wobei die Methode der stationaren Phase angewendet 
wird. 
]etzt mochte ich angeben welche Bedenken man m. E. 
gegen den bisher bei dieser Methode iiblichen Gedankengang 
haben kann. lch werde dazu wiederum Integral (7) benntzen. 
1) Phil. Mag. (6) 20 (I9IO), S. 1001-1004. 
9 
WaIn ist, wie KELVIN schon bemerkt hat, dass die ausser-
halb des Intervalls x - e < Y < x + e liegenden Wellen sieh 
grosstenteils ausgleiehen. Aber man darf schon sehr zufrieden 
sein, wenn es gelingt zu beweisen, dass der Beitrag dieser 
Wellen zum betraehteten Integral hoehstens von derselben 
Grossenordnung ist, wie die OberfHiehe der grossten ausser-
halb dieses Intervalles gelegenen Welle. Bereehnet man diese 
OberfHiehe, so bekommt man etwas von der Grossenordnung 
I 
--, sodass der Gedankengang KELVINS, Herrn G. N. WAT.,. 
eX 
SONS und der Ubrigen ein Restglied liefert von derselben 
1 
Grossenordnung wie -. Mit einem derartigen Resultate bin 
eX 
ieh nieht zufrieden, denn ieh habe mir in nleiner Dissertation 
die Aufgabe gestellt, fur das betraehtete Integral eine asymp-
totisehe Entwieklung zu geben, von der eine beliebige Glieder-
anzahl bereehnet werden konnen. Das Restglied muss dann 
I 
von viel niedriger Grossenordnung sein als -, sodass wir 
eX 
gezwungen waren den Gedankengang KELVINS, Herrn G. N. 
W ATSONS und der Ubrigen dureh eine seharfere zu ersetzen. 
Aber es gibt noeh ein zweites Bedenken. Wie ieh mit der 
in meiner Disserta tion angewandten Methode beweisen kann, jst 
J.C1C T(1)sin{-zx3+1n} I ( I \) sin (y3_ 3x2y)dy= -2----1 ~ __ 4 __ - +0 -~ (I4) b (3 X )2 3X2 xi 
J etzt fragt es sieh, woher die Glieder der reehten 
Seite kommen. \Vir werden sehen, dass der Ausdruek 
T( l) sin {- 2X3 + In}.. . ~---~1 ~ gehefert wlrd von dem IntegratlOns-(3X )2 
weg in der Nahe des Punktes x, wo die Phase stationar 
I 
ist. Aber das Glied - -" ist ein Beitrag vom Integrations-
3x~ 
weg in der Umgebung des Punktes o. Hieraus ergibt sieh 
also, dass fur die Ableitung der asymptotisehen Entwieklung 
des betraehteten Integrals, eine Untersuehung naeh den1 
Verh:llten des Integrals in der Umgebung vom Punkte wo 
1-
10 
die Phase stationar ist, nieht geniigt. Beilaufig bemerkt 
geht hieraus ebenfalls hervor, dass die Anwendung der 
Methode der Sattelpunkte auf dieses Integral mit grossen, 
vielleieht uniiberwindliehen Sehwierigkeiten verbunden ist; 
denn im Vorhergehenden haben wir gerade die Methode 
der Sattelpunkte dahin eharakterisiert, dass in den Fallen, 
wo dieselbe sieh anwenden lasst, die gefundene asymp-
totisehe Entwieklung aussehliesslieh bedingt wird dureh das 
Verhalten des Integrals in der Nahe des Sattelpunktes, das 
heisst hier in der Umgebung des Punktes y = x. 
Urn beide oben genannte Bedenken zu beseitigen, hat 
Herr VAN DER CORPUT sieh genotigt gesehen, die Methode 
der stationaren Phase, unter Beibehaltung des ursprungIiehcn 
Prinzips vollig zu andern. 
N aeh dessen Beispiel fiihre ieh eine Hilfsfunktion H (u) 
ein, der im Intervall r :'S u < z definiert, von x unabhangig 
i;;;t und folgende Eigensehaften hat: 
H(I) ~I, H(z) = 0, H(k)(r) == H(k)(Z) = 0 (k > r) (IS) 
~Yir konnen z.B. dafiir foIgende Funktion nehmen 
·2 1 1 
.f ev - 2-- v - 1 dv 
H ( u) = U. ') 1 1 ; I ~ ev - 2 - v=-r dv 
i 
denn die k-te Derivierte (k ganz ~ r) des Zahlers ist 
1 
dk - 1 eU--=-2 
dU k - 1 
II 
OXI 
0 \ 2 
u-l 
- = 0 in den Punkten 'It = I und It = Z. 
'2 13 '4 
iXj i l~i 1 1 
X-2 X-I X X+l x+2 
II 
Ich bestimme die vier Funktionen t1(y), t2(y), t3(Y) und 
tJ (y) wie folgt: 
tI(y) = I , fur 0 ::;;: y < I 1) 
ti (y) = I -- t2(y) = H (y) '" I:::;y::;;:2 
t2 (y) = I , ,,2 < Y ::;;: x - 2 
t2(y) = I--t3(Y) = H (Y-X+3) , " X-2 < Y ::;;: x - I 
t3 (y) = I , " x - I < Y ~ x + I 
t3 (y) = I - tl (y) = H (y - X) '" x + I < Y < x + 2 
t4 (y) = I , " x + 2 ::::: y. 
Wir konnen schreiben: 
worm: 
I = r') sin (y3 - 3x2y)dy = II + 12 + 13 + 14 (16) 
'0 
,.~ 
II = 1- ti tv) sin (y3 - 3x2y)dy 
o 
,x-l 




13 = t3(Y) sin (y3 - 3x2y)dy 
x-=-2 
14 = (IJ t4 (y) sin (y3 - 3x2y)dy. 
x+1 
An erster Stelle wollen wir das Integral 13 untersuchen, 
dessen Integrationsweg den Punkt x, wo die Phase stationar 
ist, enthalt. In diesem Integral wird die Funktion 
sin (y3 - 3x2y) = sin {- 2x3 + 3X(Y-X)2+ (Y-X)3} = 
= sin {- 2X3 + 3x(y - X)2} cos (y - X)3 + 
+ cos {- 2X3 + 3x (y - X)2} sin (y - X)3 
durch einen annahernden Ausdruck ersetzt; nicht, wie KELVIN 
1) Bei einer verwickelteren Funktion kann man im allgemeinen die 
Lange der Intervalle, worin t1 (Y) und t3(Y) definiert sind, nicht unabhangig 
von x wahlen. 
12 
und Herr G. N. WATSON es tun, durch die ungenaue An-
naherung 
sin {- 2X3 + 3x (y -- X)2}, 
sondern durch die viel genauere Approximation 
1'11-1 (y _ x)6h 
sin {- 2X3 + 3x (y - X)2} }; (-- r)h + 
h=O (2h)! 
M-l (y _ x)6h+3 
+ cos {- 2X3 + 3X (y- X)2} }; (- l)h , 
h=O (2h + I) ! 
wo Meine beliebige natlirliche von x unabhangige Zahl 
darstellt. 
Das Integral 13 geht dann annaherungsweise tiber in: 
M-1 ( )h x+2 
"2 ~ f t3(Y) (y - X)6h sin {-2X3+ 3X(Y_X)2} dy + 
h=O (2h)! x-2 
M-1 (r)h .x+2 (r7) 
+ ~ - I t3(Y) (y_. x)6h+3 cos {-2X3+3x (Y_X)2}dy h~ (2h + r)! x-.:'2 
Infolge der Tatsache, dass die Funktion t3 (:V) im Intervall 
x - 2 :::;: Y ~ x + 2 unendlich oft differentierbar ist und in 
den Endpunkten des betrachteten Integrationsweges mit all 
ihren Derivierten verschwindet, zeigt sich hier die merk-
wlirdige Erscheinung, dass die in obigem Ausdruck vor-
kommenden Integrale mit sehr grosser Annaherung durch 
einfache Ausdrucke dargestellt werden. Es zeigt sich nl. dass 








sind. Substituiert man diese Werte in (r7), so findet man 
fur 13 die Approximation 
! zh + r 1 
M-l T(3h + t) sin l- zx3 + ----J(, r 
~ ~~ 4 J. f::o -- (zh) ! (3x) 3h+t 
Eine genauere Untersuchung ergibt, dass die Differenz 
zwischen 13 und dieser Summe hochstens von der Grossen-
r 
ordnung x:3lV1+-i ist. Die fur 13 gefundene Reihenentwicklung 
ist der Beitrag zum Integral I von dem Integrationsweg in 
der Umgebung des Punktes x, wo die Phase stationar ist. 
Zur Behandlung des Integrals II ersetzen wir im Intervall 
o ~ y < z die Funktion 
sin (y3 - 3x2y) = cos (3 x2y) sin y3 - sin (3x2y) cos y3 
approximativ durch 
y6Q (- r)Q--(zq) ! 
wo N wiederum eine beliebige naturliche von x unabhangige 
Zahl bezeichnet. Das Integral II geht dann annaherungsweise 
uber in 
2 ( - r) q I" 2 t 1 (y) y6q sin (3x2y) d y. (18) 
N-I (zq)! 0 
O~q~2-
]etzt benutzen wir die Tatsache, dass im betrachteten 
Intervall t1 (y) unendlich oft differentierbar ist, im rechten 
Endpunkt den Wert Null hat, wahrend aIle Derivierten in 
den beiden Endpunkten verschwinden. Mit Hilfe dieser Tat-
sache kann man die im letzten Ausdruck vorkommenden 
Integrale mit sehr grosser Annaherung durch einfache Aus-
drucke bezeichnen, nl. 
·2 2 I t1 (y) y6q+3COS (3x2y) dy resp. I t1 (y)y6q sin (3x2y)dy. 
o 0 
ist annaherungsweise gleich 
F(6q + I) 
(- I)q (3 X2 )6q +l -
Durch Substitution dieser H.esultate III (IS) findet man 
fur II den annahernden Ausdruck 
~-l 
L (- I)h+l (3h)! -_._---. 
h=O 
Eine genauere Untersuchung lehrt, dass die Differenz 
zwischen II und dieser Summe hochstens von der Grossen-
I 
ordnung -61'.' +2 ist. Die hir I] gefundene Reihenentwick-
,l 
lung ist der Beitrag zum Integral I vom Integrationsweg 
in der Umgebung des Punktes o. 
J etzt erlibrigt noch die Behandlung der Integrale 12 und 
14 , Diese sind einfacher als die beiden vorhergehenden, weil 
ihre Integrationswege keine Punkte mit stationarer Phase 
enthalten und weil die Funktion t2 (y) bezw. t4 (y) in den 
Endpunkten des entsprechenden Integrationsweges mit samt-
lichen Derivierten verschwindet. Mittels partieller Integration 
beweist man dass 12 und 14 beide hochstens von derselben 
I 
Grossenordnung sind wie 6N--2' worin N wiederum eine be-
x + 
liebige, von x unabhangige Zahl bezeichnet. 
IS 
Auf diese Weise bekommen wir das Ergebnis: 
00. N -1 (_ I)h+l (3h)! 
/ sin (v
3 
- 3x2y)dy =-= '" + 
, ~ h! (3X2)3h+l 
o h=O 
. (19) 
worin M und N beliebige ganze, positive Konstanten sind. 
Wahlt man in dieser Formel 1\1 = I und N = I, so geht 
sie tiber in die oben erwahnte Formel (14). 
In entsprechender \Veise kann man das Integral 
/00 cos (y3 _ 3x2y)dy 
. (20) 
o 
behandeln; dies ist sogar einfacher als im obenstehenden 
FaIle, weil man dieses Integral ersetzen kann durch 
+00 
t I" cos (y3 - 3x2y)dy. 
oJ 
-00 
Hieraus geht also hervor, dass das Verhalten des Integrals 
(20) in der Umgebung des Ursprungs keinen Einfluss auf 
die zu findende asymptotische Entwicklung hat und dass 
diese Entwicklung ausschliesslich durch das Betragen der 
zwei Punkte + x und - x, wobei die Phase stationar ist, 
bedingt wird. Bei Ausarbeitung findet man: 
j' 00 cos (y3 _ 3x2y)dy = 
~ 
M - 1 r(3h + t) cos { --- 2x3 + :h--± ", l I h~ (zh)! (3X )3h+! 4 J + 0 (x3:H) J 
(2I) 
Da die Graphik des Integranden keinen einzigen steilen, 
hohen Berg enthalt, ist es nattirlich ausgeschlossen, dieses 
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Resultat mit Hilfe der Laplaceschen Methode zu finden; 
weil jedoch die gefundene asymptotische Entwicklung aus-
schliesslich bedingt ist durch das Verhalten des Integrals in 
der Umgebung der Punkte wo die Phase stationar ist, in der 
Umgebung der Sattelpunkte also, ist es nicht ausgeschlossen 
dass letzteres H.esultat wohl mit Hilfe der Methode der 
Sattelpunkte bewiesen werden kann. 
Bevor ich mich nun der Besprechung von einigen Resul-
taten aus meiner Dissertation zuwende, werde ich zunachst 
angeben, wie sich die drei obengenannten Methoden gegen-
seitig verhalten.Welche dieser Methoden fur die approximative 
Berechnung eines Integrals vorzuziehen ist, wird durch die 
\Vahl dieses Integrals bedingt. 1st alles reell und zeigt die 
Graphik des Integranden einen steilen hohen Berg, so wird 
man wahrscheinlich der La placeschen Methode den Vorzug 
geben; ist aber der Integrand eine schnell oszillierende 
Funktion, welche in einem oder mehreren Punkten eine 
stationare Phase aufweist, dann wird in der H.egel die Methode 
der stationaren Phase bevorzugt werden mussen. Letztere 
Methode hat vor der der Sattelpunkte voraus, dass man sich 
bei den Anwendungen immer auf das Reelle beschranken 
kann und dass auch nicht-analytische Funktionen danlit 
behandelt werden konnen. Ausserdem hat die Methode der 
Sattelpunkte den Nachteil, dass man immer einen neuen 
Integrationsweg suchen muss, was oft mit grossen, bisweilen 
unuberwindlichen Schwierigkeiten verbunden ist. Herrn G. 
N. WATSONS Bedenken, dass die Methode der stationaren 
Phase langweilige partielle Integrationen erfordere, ist nach 
der VAN DER CORPUTschen Arbeit hinfallig geworden. Will man 
ein Integral mit Hilfe dieser Methode approximativ berechnen, 
dann braucht man nur den im I. Abschitt meiner Dissertation 
erwahnten Hauptsatz anzuwenden. Ich verzichte darauf, hier 
diesen Hauptsatz zu vermelden, weil derselbe zu viel Raum 
in Anspruch nehmen wurde, aber in jedem Einzelfall ist es 
nur eine Geduldfrage, zu untersuchen, ob die Voraussetzungen 
des Hauptsatzes erfullt sind. 1st dies der Fall, so liefert die 
Methode der stationaren Phase sofort eine asymptotische 
Entwicklung des gesuchten Integrals, von dem man eine 
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beliebige Anzahl Glieder niederschreiben kann, weil zwischen 
den Koeffizienten dieser Glieder rekurrente Beziehungen 
existieren. 
N ach dies en allgemeinen Erorterungen schreite ich zur 
Besprechung einiger speziellen Resultate meiner Dissertation. 
In den Abschn. I, II und III werden bei reellem z und reellem 
x >1 fur Jz(x) und Yz(x) asymptotische Entwicklungen 
hergeleitet, falls z und x fast gleich sind, falls z viel kleiner 
als x, und auch falls z viel grosser als x ist. Dabei durfen 
z und x von einander abhangig sein. In jedem dieser drei 
Falle findet man fur Yz(x) eine asymptotische Entwicklung, 
zwischen deren Koeffizienten sehr einfache rekurrente Bezie-
hungen bestehen. Dies gilt auch fur Jz(x) im Falle wo x und z 
fast gleich sind und ebenso im FaIle, wo z vie 1 kleiner ist 
als x. Diese asymptotischen Entwicklungen sind das Resultat, 
wenn man den im Abschn. I vorkommenden Hauptsatz auf 
die Bessel-Schaflischen Integrale 1) anwendet, nl.: 
I rn 
Jz (x) = -;; J cos (zy - x sin y)dy 
o 
• 00 





I (n Yz(x) = ;; sin (- zy + x sin y)dy 
() 
,.00 
---=- I (e ZY + e-ZY cos zn)e-xsinhYdy 
n .' 
o 
Diese Beziehungen sind gultig wenn x >0 ist. Aber falls 
z viel grosser ist als x, liefert (zz) keine asymptotische Ent-
wicklung. 
1) G. N. WATSON, A treatise on the theory of Bessel Functions, 
S, 176 und 178 
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Urn zu den Formeln fur Jz(x) und Yz(x) uberzugehen, unter-
scheide ich drei Falle. 
Erster Fall. z-x > z:t (24) 
Zweiter Fall. I z - x I <xt (25) 
Dritter Fall. x-z~x~- (26) 
1m ersten Falle bekommt man fur beliebige ganze Werte 
von M > 0 
~M -_ z + V Z2 - X2 
Z3 -"\/Z2 - X2 + zlog ------
< ( e x 
= 1 (z2_ x2)1(2M+l) 
wo (1 (desgl. (2'" (9 nachher) eine geeignet gewahlte 
positive h6chstens von M abhangige Zahl bezeichnet, wobei 
Ao = I, Al = A2 = 0 ist und fiir die Koeffizienten Ak(k ganz 
~ 3) folgende rekurrente Beziehung gilt: 
~ f (h - I) (k - I) /- } 
Ak = - L '.' 1, q z Aq + q _ I v Z2_X2 Aq- I , 
O~q\.k - 3 
k-q 'Ungerade 
(hierin ist (k~l) gleich Null). 
Mit Hilfe dieser rekurrenten Beziehung berechnet man 
leicht 
AO=I, A2 =0, A4=-VZ2_X2, 
A6 = IOZ2- VZ2 _X2 , A8 = 56z2 + 35(Z2_X2) - V~;-2, 
A IO = - 2IOOZ2V Z2 - X2+ 246z2+210 (Z2 - x2) - V Z2 - x2. 
1m zweiten Falle (25) bekommt man eine ganz andere 
Reihenentwicklung nl. 
h+l M-I -




I ~l Bh (6 )-3 (h+I) ( 2h+ 2) C3 Yz(X)+- L, - r -- I-COS-
3
-n <WM (29), 3n h=O h. x 3 
worin M wieder eine beliebige, ganze Zahl > 0 bezeichnet, 
~ ~ -l ~ 
W = X l5 oder = x3 Iz - xl ,je nach Iz - xi < oder > x5 ist, 
Bo = list und fur Bh (h ganz > I) die folgende rekurrente 
Beziehung gilt: 
~ (h-r) Bli = (z-x) Bh - 1 - L X B h - q --1 , 
o 4~q;£h-l q, 
q gerade 
mit deren Hilfe man leicht berechnet: 
Bo = I, Bl = z-x, B2 = (Z_X)2, B3 = (Z-X)3, B4 = (Z-X)4, 
B5 = (z - X)5 - x, B6 = (z - X)6 - 6x(z - x), 
B7 = (z - x)i - 2IX(Z - X)2 - x. 
Bs = (z - x)s - S6x(z - X)3 - 8x(z - x). 
Die wichtigsten Glieder in (28) resp. (29) (mit Z = n ganz) 
sind dieselben wie die von NICHOLSON in (9) und (II) ge-
fundenen. 
1m dritten FaIle (26) bekommt man fur Jz(x) und Yz(x) 
nachstehende asymptotische Entwicklungen fur jedes belie-
bige, ganze M > 0: 
0(' ./-- n) 
_ ~ v X2-z2--zy--
vi' 4. l\f-l D 11, J,(x)-~H 2e 0 L ~-( 2 ) r(h+t) 
~ n\o/x2 - Z2 h=O (2h)! i vi X 2_Z2 (30) 
und 
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Z . n 
wo y aus cos y = - mIt 0 < y ~ - bestimmt wird, Do = I, 
X 2 
Dl = D2 = 0 ist und fur jedes ganze k > 3 gilt: 
Mit Hilfe dieser rekurrenten Beziehung findet man fur 
die Koeffizienten D2h .hintereinander 
Das erste Glied in (30) bezw. (31) ist bereits von H.AYLEIGH 
in (13) gefunden worden. 
In Abschnitt IV wird der Hauptsatz auf folgende Integrale 
angewandt: 
2 ,.00 I 
.Tz(x) = ra-Z)T(1)ax)Z~ b+'I)z+!(Y_I)z+i sin (xy)dy 
und 
welche F ormeln 1) fur -! < Z <! gultig sind. Diese 
Formeln licfern folgende Entwicklungen, gultig fur x > I, 
welche auch bereits von Hankel in andrer \Veise gefunden 
worden sind 2). 
1) G. N. VVATSON, A Treatise of the theorie of the Bessel Functions. 
S. 170. 
2) Idem. S. 19(). 
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J) 2 M2-1 r(-z+h+t) (I )h+t . (2h-2Z+1 ) : C6 z{X - --= - SIn n+x < ~~--Vn h=O h!r(-z-h+t) 2X 4 = XM+z(t-z) 
und 
z X + --= - COS n+x < 
I
I Y ( ) 2 M2-1 r(-z+h+t) (I )h+t (2h-2Z+1 ) I C6 Vn h=O h!T(-z-h+t) 2X 4 = xM+z(t-z)· 








Yz(x) = - ----;; j cosh (zy) cos (x cosh Y - tzn)dy 1) 
o 
welche F ormeln fur - I < Z < I gultig sind. Diese F ormeln 
liefern folgende asymptotische Entwicklungen, gultig fur 
x > I und beliebige, ganze '''erte von M > 0 
2h+ 1 
ei(x-tzn) ~1 G2J 12i)-2- zh + I) Jz(X)-0 L _~t,\_ rl--





ei(x-tzn) ~l G2h (2i)-2- (2h + I) C7 
Yz(x) +:H L -( hI) \- r -- ~ xt(M+l)" 
n h=O 2. X 2 
worin Go = I ist und fur Gh folgende rekurrente Beziehung 
gilt (h > I) 
G2h- 1 = 0 und G'h = 2~ I C h; I) {:kk (z tangh zy + ix sinh y - iXY>} G2h- k- 1 L y y~O 
k=l k ungerade 
1) G. N. \VATSON. A treatise on the theory of Bessel Functions. S.I80. 
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Mit Hilfe dieser Beziehung findet man 
Go = I, G2 = Z2, G4 = Z4 + ix, G6 = Z6 + ISixz2 + ix. 
Bisher sind im Obigen nur Besselsche Funktionen erster 
und zweiter Art untersueht worden. In den Abschitten VI 
und VII behandle ieh eine andere Besselsehe Funktion, 
welche durch Kz(x) bezeiehnet wird und fur positive Werte 
von x gleieh 
,00 
Kz(x) = f cosh (zy) e-xcoshy dy 1) (32) 
o 
ist. 
Weil (32) eine gerade Funktion von z ist, kann ohne 
Besehrankung der Allgemeinheit z > 0 angenommen werden. 
Fur die Untersuehung werden folgende zwei FaIle unter-
schieden. 
Erster Fall: z < xi, 
Zweiter Fall: z > xl. 
1m erst en FaIle erweist sieh folgende asymptotische Ent-
wicklung als gultig fur x >- I: 
I 
e-x M-l L. (Z)lt (2h+ I) : e-x 
Kz(x) - (Zx) ~ h-S (2~)! ,~ r -2- I S C8 w2MXt' 
wo Meine beliebige ganze Zahl > 0 bezeiehnet, W = xl-
oder xl Z-l, je nach z < xl- oder > xl- ist, Lo = I ist und fur 
h > I gilt: 
2h-l( h ) { dk } L2h-l=O,L2h= L 2 -I k (ztanghzy-xsinhy+xy) L 21t- k- 1. 
k=l k dy 11=0 
k ungerade 
Aus dieser rekurrenten Beziehung ergibt sich: 
Lo = I, L2 = Z2, L4 = Z4 - x, L6 = Z6 - ISXZ2 - x. 
1m zweiten FaIle find en WIr fur x > I und beliebige 
ganze Werte von M > 0 
1) G. N. \iVATSON. A treatise on the theory of Bessel Functions. S. 181. 
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-VZ2+X2 + ZlogZ+~Z2+X2 M-l P ( )h (h ) 
K (x) _ e ~ ~ 2 r 2 +--= 
z V 2 {I Z2 + X2 ,f;:o (2h)! V Z2 + X2 2 
Z (Z2 J X2)! 
d T . h <3 d 3· WO W = 1 0 er 1 ,Je nac z = X4 0 er > %4 1St. 
x2 Z:I 
Po = I, PI = P 2 = 0 und wobei fur Pk (kganz > 3) folgende 
rekurrente Beziehung gilt: 
(hierin ist (k~n g1eich Null). 
Hieraus werden leicht folgende Werte fur P2h gefunden 
Po = I, P 2 = 0, P 4 = - V Z2 + X2 , 
Ps = IOZ2-VZ2 +x2, Pa = 56z2 +35 (Z2+ X2) -VZ2-+ X2 
PlO = -2100 Z2 V Z2+ X2 + 246z2 + 210 (Z2+ X2) - Vz2 + X2 
