Abstract-This paper proposes a framework for determining the correctness and robustness of simulations of hybrid systems. The focus is on simulations generated from model-based design environments and, in particular, Simulink. The correctness and robustness of the simulation is guaranteed against floatingpoint rounding errors and system modeling uncertainties. Toward that goal, self-validated arithmetics, such as interval and affine arithmetic, are employed for guaranteed simulation of discrete-time hybrid systems. In the case of continuous-time hybrid systems, self-validated arithmetics are utilized for overapproximations of reachability computations.
I. INTRODUCTION
Model-based design has vastly simplified the development of embedded systems. Design tools such as Matlab/Simulink, MapleSim and Scade have improved the process of system design. Tools for automatically generating source code from these designs have vastly shorten the time to market. However, verification of these models remains just as complex and costly. Currently, extensive testing under different operating conditions is performed until the design team is satisfied that their design adheres to some coverage requirements.
In practice, however, testing does not explore all critical inputs. In addition, differentiating between an interesting and a non-interesting test-case is not straightforward. This paper considers the problem of evaluating tests in order to showcase failures of the robustness property. That is, we determine test trajectories that under some small perturbation -usually due to uncertainty or internal computation errors -could cause the system to diverge significantly from the expected behavior, and potentially lead to failures. Note that computational errors due to floating/fixed-points are frequently ignored by many verification techniques for realtime and hybrid systems. Furthermore, our approach ensures that the test cases that exhibit non-robust behavior will be of interest to the system designer.
The Patriot missile defense system failure [5] is a wellknown example of the type of bugs that we target in this paper. Therein, the software, which estimated the future position of the incoming missile based on the velocity and the last position as returned by the radar, modeled time in increments of 0.1 sec. However, 0.1 itself could not be accurately represented in the underlying 24-bit fixed-point register. As a result, the accumulated errors caused a drift in the computed times when the system was operational for many hours. Ultimately, this led to a failure to track and intercept incoming missiles.
Another -more subtle -example, is provided by Loh et al. [23] and earlier by Rump [29] . Consider the function f (a, b) = (333.75−a 2 )b 6 +a 2 (11a 2 b 2 −121b 4 −2)+5.5b 8 + a 2b with a = 77617 and b = 33096. Using round-to-nearest IEEE-754 arithmetic [31] , the f function evaluates to (under different precision)
1.172604 (32-bit) 1.1726039400531786
(64-bit)
(128-bit)
By increasing the precision, we seem to derive more accurate results. However, this is deceiving since not even the sign is correct in the above computations. The actual result, within one unit of the last digit, is f (a, b) = −0.827396059946821368141165095479816
These two examples demonstrate that our simulations could very well have undetected functional errors without the existence of any correctness errors (bugs) in the model.
For such computation errors and, also, for model uncertainties, our contribution in this paper is a framework for detecting the robustness of Simulink simulations. In detail, we developed a suit of tools called RobSim in Matlab for testing the robustness of discrete and continuous-time Simulink models. The advantage of our approach is that we do not have to translate the Simulink model into some other equivalent formalism, but we operate directly on the Simulink model itself. Thus, we remain faithful to Simulink semantics. Towards this objective, we have also produced the following results and implementations. First, we have built AALab (Affine Arithmetic Laboratory). AALab is an Affine Arithmetic (AA) [10] toolbox in Matlab that allows AA object manipulation with floating-point rounding control in a transparent way to the user. Second, we have refined the theory of linear system reachability in order to guarantee the correctness of Simulink numerical simulations under model uncertainties and, most importantly, under floating-point rounding uncertainties. The next section provides further details on the exact problem that we address in this paper.
II. PROBLEM DEFINITION
Our focus is on the investigation of the robustness of Simulink model simulations with respect to numerical and floating-point rounding errors under possible parametric uncertainties. Before proceeding on giving details on the problem itself and the proposed solutions, we need to define what we mean by robustness. The notion of robustness can have different meanings under different contexts.
Intuitively, in the context of system simulation and testing, a robust trajectory would be one that under small perturbations would exhibit the same qualitative behavior [17] . In certain cases, such questions can be answered by control theory even under the presence of floating-point rounding or quantization errors [27] . However in general, this problem cannot be addressed analytically in systems where the lowlevel system dynamics are governed by complex high-level logic such as in hybrid automata [17] .
Thus, we approach the problem from a testing perspective. That is, given a model of a system and some initial conditions and parameter values, we would like to detect points in time where the simulation trajectory of the system does not capture the intended behavior. In particular, we first study the following problem.
Problem 1: Given a discrete-time Simulink model D with uncertain initial conditions X 0 and parameters P , determine points in time when the Simulink simulation trajectory is not robust.
In this problem, the Simulink model D already contains the initial conditions x 0 and parameter values p as well as the initial t 0 and final t n simulation times and sampling step. Formally speaking, system D can be captured by a system of difference equations f
where k ∈ N is the current point in time, x : N → R n is the solution of system (1) (we assume that a unique solution exists), u : N → R q is an input to the system and p ∈ P ⊆ R r is a vector modeling the parameters of the system. Here, N denotes the set of the natural numbers and R the set of reals. In system (1), at each point in time k, the system dynamics are governed by a unique difference equation f d j , i.e., the system is deterministic. Without going into details, the system dynamics f Assume that the set of initial conditions as well as the parameters and the inputs to the system are not precisely known, that is, x 0 ⊆ R n , p ⊆ P and u ⊆ R q respectively. Then, theoretically for some k 0 ≤ k f ∈ N and a fixed j ∈ J d , we could compute a set of trajectories x :
, which represent the evolution of the system under Informally, the above definition states that the system should exhibit the same high-level behavior under all given conditions and computation errors. Our goal is to ascertain points in the system trajectory which are not robust. The following example, which is the running example of this paper, presents the basic idea behind simulation non-robustness.
Example 1: As an example consider the discretized system of the continuous-time model in Fig. 1 . The model contains a switch block which determines which gain is going to be used in the feedback loop. If the switch signal (signal s in figure) is larger than 0.4, then "Gain" is selected otherwise "Gain1" is selected. In this simple case, we want to detect situations where the numerical simulation computes a signal with value greater or equal to 4, e.g., for some k, s(k) = 4.2, but the guaranteed simulation gives bounds on s which include 4, e.g., [s(k)] = [3.9, 4.5] . This means that it could be the case that at that point in time the system could exhibit different dynamical behavior from the one used in the numerical simulation. Such cases are reported to the user.
The solution of Problem 1 is presented in Section IV-A. In this paper, we also present some results toward the solution of the above problem for continuous-time Simulink models.
Problem 2: Given a continuous-time Simulink model C with piece-wise continuous dynamics and a set of uncertain initial conditions X 0 and parameters P , determine points in time when the Simulink simulation trajectory is not robust.
Similar to the discrete-time case, system C can be captured by a system of linear ordinary differential equations (ODEs):
where j ∈ J c is a set of indices, t ∈ R + (non-negative reals) is the current point in time, x : R + → R n is the solution of system (2) (again, we assume that a unique solution exists), u : R + → R q is an input to the system, p : R + → P ⊆ R r is a continuous function modeling the parameters of the system and A j , B j , h j are appropriately sized matrices (which are continuous with respect to the parameter vector p). At each point in time t, the system dynamics are governed by a unique differential equatioṅ x = A j (p(t))x(t) + B j (p(t))u(t) + h j (p(t)). As before, the system dynamics are chosen according to whether a relation G c j on x(t),ẋ(t) and u(t) is true. Each solution x(·) of system (2) has a corresponding trajectory of indices d x : R + → J c indicating which system dynamics were active at each point in time.
Analogous to the discrete-time case, we might want to study the behavior of the continuous-time model under uncertain initial conditions x 0 ⊆ R n , parameters p(t) ⊆ P and/or inputs u(t) ⊆ R q . Then, theoretically for some t 0 ≤ t f and a fixed j ∈ J c , we could compute a set of trajectories x : [t 0 , t f ] → P(R n ), which represent the evolution of the system under the system dynamics (2) for all the possible parameter values and, moreover, take into account computation errors.
Definition 1 also holds for continuous-time systems. However, one additional issue that appears in the case of continuous-time systems is the correctness of the computed simulation trajectory. In detail, the algorithm employed for the numerical solution of the ODEs affects the quality of the resulting simulation and, in some cases, the solution might even diverge from the real solution. Therefore, in the continuous-time case, we also report such cases. The details of the proposed approach appear in Section IV-B.
The solutions to Problems 1 and 2 enable also the robust simulation of mixed-signal Simulink models. Such models contain both continuous and discrete-time components. In Section IV-C, we present some preliminary results toward the solution of the following problem.
Problem 3: Given a mixed-signal Simulink model M with discrete and continuous-time components that satisfy the assumptions of Problems 1 and 2, respectively, and a set of uncertain initial conditions X 0 and parameters P , determine points in time when the Simulink simulation trajectory is not robust.
As a by-product of the solution to the above problem, we obtain a reachability algorithm for mixed-signal systems under input, parameter and computation uncertainties. To the best of our knowledge, this is the first time that this problem is addressed.
III. THEORETICAL BACKGROUND
In this section, we review some basic results and notation that are necessary for presenting the results in this paper.
A. Interval Arithmetic
Interval arithmetic (IA) [25] is one of the first computation models that enabled in an efficient way self-validating computations. IA has proven to be a valuable tool in a variety of engineering applications [16] . More related to our work is the application of IA to reachability problems [14] , [28] .
, where the bounds x = inf [x] and x = sup [x] range over a particular field and x ≤ x. In this paper, we will consider the fields of the real numbers R and an "abstract" field of floating point numbers F. The corresponding sets of intervals will be denoted by IR and IF, respectively. The purpose of each such interval is to model potential uncertainties in the quantities and to capture internal computation errors such as rounding errors.
All In this paper, we will also be using interval vectors and interval matrices. For example, an n-ordered tuple of intervals
T is an interval vector [x]. In the following, we will also be using the notation x to denote the interval vector [−x, x] n for some n ≥ 1. Similarly, we define m × n interval matrices as members of IR m×n or IF m×n . The IA operations on vectors and matrices are the natural extensions over the real arithmetic operations.
The concept of norm plays an important role in the analysis of properties of vectors and matrices. In order to define the infinity norm for interval matrices, we need to first define the absolute value of an interval number:
Note that the properties of the absolute value are preserved, i.e., for x, y ∈ IR, we have
Recall that in the case of matrices, the induced norm for an m × n matrix A is defined as A ∞ = max 1≤i≤m n j=1 |a ij |. The extension of the definition of the infinity norm to interval matrices is simply [A] ∞ = max({|A|, |A|}) ∞ , where the absolute value and the maximum are considered elementwise. Finally, we should remark that both the absolute value and the norm are not interval numbers.
In this work, we are particularly interested in using IA in order to capture floating-point rounding errors. For example, consider the number 0.1 which is not exactly representable in machine arithmetic. IA allows us to capture this number by defining an interval [↓(0.1) , ↑(0.1)], where ↓(·) and ↑(·) are the rounding-down and up operations respectively as defined in IEEE Floating-Point Standard [31] . In the following, we will also be using the notation (x) = [↓(x) , ↑(x)] in order to bound the real value of a number. In a slight abuse of notation, we will also use (exp) to imply that the operations in the expression exp are performed using IA even though the operands are floating-point numbers. Moreover, when we perform IA operations over floating-point numbers, we have to control the rounding mode accordingly in order to enclose the real value of the operation. For example, if x, y ∈ IF, then we have
For IA computations, we use the IntLab library [30] in Matlab.
IA exhibits some of the usual properties, i.e., it is associative and commutative. Moreover, it is inclusion monotone.
[z] and, also, it has no additive and no multiplicative inverse. In general, in IA, there is no information maintained concerning the relationship of two symbolic values. Consider for example the interval
Obviously, this is too coarse an overapproximation. The tightest possible bound is the interval [0, 0]. In feedback systems, such overapproximations will result in a quick divergence of the solution enclosure. Fortunately, symbolic computations using affine arithmetic can resolve this issue.
B. Affine Arithmetic
Affine Arithmetic (AA) [10] is also a self-validated computation model that permits reasoning over ranges. AA maintains linear dependencies between AA quantities in order to reduce some of the overapproximation issues that are present in IA. Linear operations on AA quantities preserve such linear dependencies. However, when nonlinear operations are encountered, for example multiplication, then some small overapproximation of the actual range is introduced.
In detail, AA quantities represent ranges over some field. In the following, we will be using angular brackets to denote symbolic variables that represent ranges in AA. Each AA variable x is the summation of a central value x 0 ∈ R and a number of affine terms x i ε i , where x i ∈ R is a coefficient and ε i is a variable that ranges over [−1, 1]. Formally, we write
(we should appropriately control the rounding mode in the case of floating-point numbers). For convenience, we will denote the set of all AA quantities over the reals by AR and over the floating-point numbers by AF.
As mentioned earlier, linear operations, such as addition, are straightforward to define, e.g., for x, y ∈ AR, we have
On the other hand, nonlinear operations, such as multiplication, must be defined in such a way that they maintain as many linear terms as possible and, in addition, overapproximate the nonlinear terms by generating a new affine term. For example, for x, y ∈ AR, we have
One of the interesting problems in AA is how to compute good bounds on the nonlinear terms [9] . Finally, we should mention that whenever we mix interval and affine quantities in an expression we implicitly assume that the interval variable is converted into an affine variable (see [9] ).
Similar to IA, we can define affine vectors and matrices as elements of AR n (AF n ) and AR m×n (AF m×n ), respectively. Furthermore, the infinity norm of an affine matrix is simply the infinity norm of the corresponding interval matrix, i.e.,
Since one of our goals is to account for computation errors, we must take into account floating-point rounding errors. As opposed to IA, considering floating-point rounding errors in AA is a little bit more involved. We could just round outward each of the coefficients in a new affine quantity, but then the dependencies of the affine quantity on the rounding errors would be lost. In order to maintain as much information as possible, we can instead compute the rounding errors for each affine term separately and, then, we can accumulate the errors into a new affine term. For example, for x, y ∈ AR, we have
where ε k+1 is a new affine term and z captures all the floating-point rounding errors.
In other words, we can associate an affine term with the computation error that occurs at each operation. These errors and, also, the affine terms which model uncertain parameters in the system can be tracked along a computation sequence. Therefore, at each point in time, we can be cognizant on how each uncertainty affects the current state of the system. But more importantly, the propagation of the affine terms helps to avoid the problems of IA due to lost dependencies between the variables. Note, however, that it is not always the case that AA computes better bounds than IA.
Since there is no publicly available affine arithmetic toolbox for Matlab, we developed our own package AALab (Affine Arithmetic Laboratory). AALab provides a class for AA quantities and overloads most of the standard functions and operators in Matlab in order to provide AA in a transparent way to the user. In addition, AALab provides the option to take into account or ignore floating-point rounding errors. It also offers various levels of approximations for nonlinear functions (e.g., trigonometric functions) and, finally, it implements several ways of aggregating affine terms when their number becomes too large. We should remark that even though [32] also studies an implementation of AA in Matlab, that work does not support the aforementioned features.
IV. DETECTING NON-ROBUSTNESS IN SIMULATIONS
In the previous sections, we provided a short overview on how self-validated computations can be realized within Matlab. In this section, we use these tools in order to present a framework for detecting non-robustness in discrete-time, continuous-time and mixed-signal Simulink models.
A. Discrete-Time Simulink Models
The main challenge in trying to perform self-validated computations within the Simulink environment is that Simulink accepts only its built-in data types, e.g., double, signal, int8, fixed-point etc. One way to overcome this restriction is by monitoring Simulink during a simulation. Namely, we first instrument Simulink with callback functions (listeners) using Simulink's Application Programming Interface (API). Then, we record the sequence of accesses and the corresponding events (such as "update" or "output") sent to the blocks during one Simulation step. Also, we maintain information about the input signals to the blocks. In the following, we refer to such sequences as block execution traces. The advantage of inserting callbacks is that the execution order semantics of Simulink is enforced. Finally, we follow the block execution trace, but now each mathematical operation and all the relation checks are performed using self-validating computation theories such as IA or AA.
We have implemented the above procedure into the software toolbox RobSimDt (ROBust SIMulations in DiscreteTime) within the Matlab programming environment. RobSimDt takes as input a discrete-time Simulink model D and can perform guaranteed discrete-time simulation using the parameters provided in D. Since AA provides in general better bounds on the validated solution than IA, the AA computation theory is chosen by default. If the user wants to use uncertain initial conditions, parameters and/or inputs, then she or he can do so by providing them to RobSimDt. In this case, the self-validated computation model employed is the one that corresponds to the data-type of the initial conditions. The output of RobSimDt is the guaranteed simulation trace and a structure which holds information on which Simulink blocks, time and input signal values the computation might be non-robust. The following result is immediate from the properties of self-validated arithmetics.
Theorem 1: Let D be a discrete-time Simulink model as in Problem 1. Letx(k) be the state vector of the Simulink simulation and x (k) be the state vector enclosure returned by RobSimDt at sample k. Then, for all samples k of the Simulink simulation, we havex(k) ∈ x (k). T and the parameter values as appear in Fig. 1 . The result of the computation for the signal y appears in Fig. 2 . RobSimDt detected 5 points where the simulation is non-robust. Below, we present how RobSimDt displays one of the warnings of possible nonrobustness (recall that the threshold is 0.4):
Warning 5: In the block 'Switch' at time 3.6, the value of the input signal to the block was 0.3537 while the range of the input signal computed by RobSim is [ 0.2948, 0.4126].
Next, we demonstrate how self-validated computations and robustness checks are performed. Due to space limitations, we are only going to discuss briefly the procedures of two blocks of our running example: the discrete-time integrator and the switch. Also, the following presentation focuses on the use of affine arithmetic as the underlying computation model which is the default option in RobSimDt. However, the application of other self-validating computation models is immediate.
Discrete-Time Integrator. In the current version, RobSimDt supports only the forward Euler integration (or accumulation) method (see the on-line Simulink help documentation). When a discrete-time integrator is accessed through an "update" event, it returns the value of the expression x (k) + K (dt) u (k) which is evaluated using selfvalidated arithmetics. Here, x (k) is the (guaranteed) state of the integrator at time k, u (k) is the (guaranteed) input to the block at time k, K is the gain parameter of the block and dt is the sample step size. Note that we enclose the real value of dt using interval arithmetic. This is important since the exact value of dt might not be representable in machine arithmetic and, thus, if floating-point rounding errors are not accounted for, they could cause major inaccuracies in the subsequent computations (recall the case of the Patriot missile incident in the introduction). The same holds for the gain K. However, we also allow for the case that the value of the gain K is uncertain and, moreover, it might be dependent on other system parameters. Such dependencies can be modeled by letting K share affine terms with other system parameters. Finally, in the case where an "output" event is received, the discrete-time integrator simply returns the current state x (k).
Switch Block. The switch block can only be accessed through an "output" event. Let us assume that the threshold option in the block has been set to the option "u2 >= Threshold". This option means that the input signal u2 should be greater or equal to the threshold and that if this is true, then the upper input signal "u1" is allowed to pass through, otherwise the lower input signal "u3" is allowed to pass through. Now, if the formula φ s (k) = ( u2 (k) ≥ Threshold) ∨ ( u2 (k) < Threshold) evaluates to false (note that this is not a tautology since the comparisons are in IA or AA), then a robustness violation has occurred. This is a violation since either input signal u1 (k) or u3(k) could have been chosen by the switch as output. Thus, in this case, we record the time, block and signal values. Moreover, since we are trying to study the robustness of a particular Simulink simulation, we let the switch chose the output signal according to the value of the non-guaranteed input signal u2(k). On the other hand, if either subformula of φ s is true at time k, then the corresponding input signal is allowed to pass through.
B. Continuous-Time Simulink Models
Problem 2 is substantially more challenging then Problem 1. The main obstacle is that replacing the floatingpoint arithmetic with self-validating methods is not enough. Namely, the model of the system does not consist any more of ordinary difference equations, but of ordinary differential equations which are solved using a numerical integration algorithm. Numerical integration algorithms can only solve the system of equations approximately and, moreover, they are also themselves bound to the problem of floating-point round errors. One way to address this problem is by resorting to a guaranteed integration method [24] , [6] . However, these integration methods require in turn the explicit representation of the underlying differential equations of the system.
In general, such a system of mathematical equations cannot be derived automatically due to the complex nature of the Simulink models, e.g., switch and saturation blocks, nonlinearities etc. Moreover, linearization methods do not always extract an exact representation of the linear system even if such an exact representation exists. In order to circumvent the deficiencies of any linearization method, we symbolically compute the derivatives of a Simulink model whose dynamics are affine for a given operating point and time. For that purpose, we use our toolbox SL-Trace, which was initially developed for the symbolic execution and systematic testing of Simulink models.
Another problem that prevents us from directly employing guaranteed integrators for the solution of Problem 2 is the fact that these methods only apply to state vectors represented in interval arithmetic. However, in feedback systems it is paramount to use state vectors with symbolic numbers in affine arithmetic. Thus, in general, the dependencies between the different variables during computation are preserved and, in turn, we reduce overapproximations through cancellations. We addressed the problem of integration by developing RobSimCt.
RobSimCt (Robustness of Simulations in Continuoustime) is a toolbox built in Matlab programming environment which addresses Problem 2. Similar to RobSimDt, it instruments the input Simulink model with listeners in order to record the sequence of accesses to Simulink blocks in the model. Then, it executes the Simulink simulation with the default parameters of the model in order to produce a block execution trace. Note that for the simulation itself, Simulink can use any built-in numerical integration method. This is important since we don't have to restrict our analysis only to fixed-step algorithms.
For every time step Δt i = t i+1 − t i in the simulation, we pass the corresponding part of the block execution trace to SL-Trace. In turn, SL-Trace returns the symbolic derivatives of the linear (or affine) system for that particular time step and, also, the constraints on the state space of the model that must be satisfied (see [18] for a related approach on deriving symbolic traces). Using the symbolic derivatives, we can compute an enclosure of the state vector for all time between the two sampling points. Then, the enclosure is compared with the constraints to detect possible non-robustness points in the simulation. Now, let us assume that the system dynamics as returned by SL-Trace are given by the interval matrices [A], [B] and [h] . The interpretation of these matrices is that there exists a parameter function p :
. Then, for any u : [t i , t i+1 ] → U , the behavior of the system for the time interval [t i , t i+1 ] is defined by the solution of the equatioṅ
Recall that our goal in this section is twofold. First, we need to verify that the Simulink simulation at time t i+1 starting from time t i is not false. Second, we have to check that between time t i and time t i+1 there was no potential violation of the current model invariants. The former requires a method that computes an inclusion of the state of system (3) at any time t for all possible system parameters and inputs.
Correctness of Integration. Let us first consider the case where there are no external inputs to the system, i.e., the state-space representation of the system reduces toẋ(t) = A * (t)x(t). Then, the solution is x(t) = Φ(t, t i )x(t i ), where 
Note that the mean value theorem cannot be applied to A * , but to each of its entries. Hence, by the properties of IA, we derive the inclusion
Moreover, in Section IV in [26] , it was proven that the above series converges to the exponential of the interval matrix:
Thus, we have
Of course, we are now faced with the computation of the exponential of an interval matrix. Unfortunately, the exponential of an interval matrix cannot be computed exactly. In order to overapproximate the range of the exponential of a matrix, we use the Taylor expansion in a way similar to [1] and [26] such that it also takes into account floatingpoint rounding errors. Let A ∈ IR n×n , then the exponential can be obtained by the Taylor , we must first compute a number m of Taylor terms and then conservatively bound the remainder term. In this work, we bound the reminder term using the relation provided in [21] (which was also employed in [1] and [26] ). The next theorem, which is immediate from the properties of IA, provides an overapproximation of the exponential of the interval matrix.
Theorem 2: Given A ∈ IR n×n , an overapproximation of the matrix exponential e [A] of order m can be obtained by:
where
The condition that < 1 is an important one. If it is not satisfied, then we should increase the order of the Taylor terms m. Since we are actually concerned with the product of the system dynamics [A] with the integration step Δt i , we can alternatively decrease the size of Δt i .
Thus, a safe inclusion of the unforced propagation of the state under rounding errors can be computed as:
If the state vectorx computed by the numerical integration algorithm at time t i+1 is not contained in x (t i+1 ), i.e., x(t i+1 ) ∈ x (t i+1 ), then we know that an integration error occurred. On the other hand, ifx(t i+1 ) ∈ x (t i+1 ), then we cannot be sure whether the integration is correct or not. Remark 2: Both numbers t i and t i+1 are machine representable floating-point numbers since they are computed during the Simulink simulation. Nevertheless, their difference Δt i = t i+1 − t i might not be representable in machine arithmetic, hence in (8) we bound t − t i using IA.
Next, we have to take into account the influence of potential inputs or noise to the system, i.e., the case where B * , h * = 0:
and, also, from (6) and (7) by ignoring rounding control, we have Φ(t, s) ∈ e
[A](t−s) . By a change of variables, σ = t − s, we get dσ = −ds and
. From (7), we also get (again, no rounding control)
As it was indicated in [1] , E([A] σ) is monotone (increasing) with respect to σ. Thus,
. Therefore, we can compute a conservative enclosure for the effect of the external input u and the affine term h:
Constraint Violation. Next, we need to address the problem of possible violation of the location invariant constraints. This step is straightforward. Along with the symbolic derivatives, SL-Trace also returns the invariant constraints that hold at each point in time in the simulation. More formally, for each time step [t i , t i+1 ], we have a set of constraints Π i = {α j x + β j u + γ j ≤ 0} j∈J , which is indexed by the block id where the relation check took place. All we need to do then is to check that for all t ∈ [t i , t i+1 ] and for all j ∈ J, the relation α j x(t) + β j u(t) + γ j ≤ 0 is satisfied. From the computation of x (t i+1 ), it is obvious that we cannot perform these checks analytically. Therefore, once more we must conservatively bound the state of the system between times t i and t i+1 , that is, we have to compute a set R such that
Toward that goal, we consider an initial state x(t i ) ∈ x (t i ) and the final value of the trajectory at time t i+1 , i.e., x(t i+1 ) = Φ(t i+1 , t i )x(t i ). Similar to [11] , for any t ∈ [t i , t i+1 ], we consider the approximation of Φ(t, t i )x(t i ) by the linear approximation
. Let as denote the difference between the actual value and its approximation by δ(t), that is,
Using relation (6), the fact that x(t i ) ∈ x (t i ) and the properties of AA, we get
Now, we are in position to adapt Theorem 3 from [1] in order to conservatively enclose δ(t) in the set
. Up to now, we saw how to compute a bound on the divergence of x(t) from the line that connects x(t i ) and x(t i+1 ). In order to account for all such trajectories between x (t i ) and x (t i+1 ), we simply have to compute the convex hull of the sets x (t i ) and x (t i+1 ). Such a set cannot be computed, thus previous authors [11] , [1] , who have worked with zonotope representations of the state vector, have over-approximated the convex hull with a new zonotope (for details see [11] ). In our work, we instead compute the interval convex hull (CH) of the two symbolic sets. This gives us a quick, but conservative, enclosure of the convex hull. Thus, the resulting set enclosure for the state vector between times t i and t i+1 is 
As mentioned before, if any of these checks fails, then we keep the corresponding information.
Summary. The above discussion can be summarized in the following theorem where internal computation errors are also taken into account. 
are continuous in each of their entries with respect to t. Moreover, let Δt i = t i+1 − t i and m be the order of the Taylor terms. Then, for any continuous input function u : T i → U such that for all t ∈ T i we have u(t) ∈ [u], the system (3) with initial conditions in x (t i ) has a solution at time t i+1 which is guaranteed to lie in affine set
Moreover, for any t ∈ T i , from (9), we have x (t) ∈ [R] under floating-point arithmetic.
Example 3: Consider the model of Fig. 1 with parameter values as in Example 2. For the numerical integration, we use the stiff ODE 15 solver with variable step size with maximum step size 0.05 sec. The constraint on the step size is necessary in order to compute a better approximation on the reachable set. The order for the Taylor approximation used was 40. RobSimCt reported 317 possible constraint violation warnings and 0 integration errors. Out of the warnings, 17 were at the Switch block. The warnings generated at the Abs block can be safely ignored since the output of the Abs block in all these cases is always less than 0.4. Thus, it does not affect the behavior of the Switch. 
C. Mixed-Signal Simulink Models
In this section, we present our recent progresses in solving Problem 3. That is, we briefly review the integration of RobSimDt and RobSimCt into a single toolbox, RobSim, which can test the robustness of mixed-signal models.
Currently, RobSim accepts models which have continuous and discrete-time components separated by ZeroOrder Hold blocks. This is necessary both theoretically and implementation-wise. Zero-Order Hold blocks enforce the requirement that the discrete-time signals have a constant continuous value for the duration of the respective sample, while at the same time they act as translators between symbolic and self-validated computations.
As before, RobSim starts by first computing the block execution sequence of the given Simulink model. Then, the symbolic derivatives are derived or the discrete-time blocks are processed using self-validated arithmetics depending on which part of the model is updated. The process is repeated for each time step in the simulation.
Example 4 (Example 10-13 from [19] ): Consider a discrete-time controller connected to the process
and the sampling rate is 10 Hz. Note that the model has 4 states: 2 continuous-time and 2 discrete-time state variables. We would like to study the correctness of the numerical integration. For the Simulink simulation, we use the ODE45 solver with no constraints on the step size. The resulting trajectory has 63 points (see Fig. 3 ). RobSim reports that the integration is not correct at 57 points. Note, though, that the graph (Fig. 3) indicates that the qualitative behavior of the simulation is correct. Therefore, the user might want to further relax the bounds in order to tolerate some of the integration errors as long as the qualitative behavior is correct.
V. RELATED RESEARCH AND DISCUSSION
Our work spans and adapts results from several (distinct) research areas. In the previous sections, we have cited several papers which are related to the discussion in each section. Here, we summarize and discuss some works which are directly related to our proposed framework.
Affine arithmetic (AA) [10] has been a popular computation model for capturing floating-point rounding errors. In [13] , the authors present a framework for the analysis of floating-point rounding errors in embedded control software and the corresponding toolbox FLUCTUAT. In brief, the underlying theory in [13] is based on abstract interpretation and on AA. Our work has different scope and goals from [13] . Besides the apparent differences in the systems that can be handled (e.g., discrete-time vs continuous-time), our aim is to study the robustness of a particular simulation with respect to internal and external uncertainties in the system, whereas FLUCTUAT computes system invariants and demonstrates how rounding errors propagate through the computation.
Another related research area is the reachability analysis [28] and verification [4] of dynamical systems with uncertain system parameters. Along this line of research, the works which are the closest related to ours appear in [15] , [11] and [2] . In [15] , the authors present a framework for performing simulation of discrete-time dynamical systems with uncertain parameters using semi-symbolic simulations. The systems are given in SystemC-AMS and the underlying computation model for the symbolic simulations is AA. The main difference between [15] and RobSimDt is that in [15] the authors compute the reachable set of a dynamical system without switching dynamics while RobSimDt determines the robustness of a trajectory of a discrete-time hybrid system. Moreover, RobSimDt can account for computation errors.
The papers [11] and [2] deal with the reachability analysis of continuous-time hybrid systems based on zonotope representations of the state vector. Zonotopes can be regarded as a special case of symbolic quantities in AA. In detail, [11] presents a reachability algorithm for linear (and hybrid) systems which do not have any uncertain system parameters. On the other hand, in [2] , the authors extend their previous work in [1] to address the reachability problem of continuous-time hybrid systems with uncertain system parameters. Even though, our work in this paper subsumes the existence of a solution for the reachability problem of continuous-time uncertain hybrid systems, our results differ in two subtle points. That is, we have to take into account the possible numerical drift in the computation of time and, also, to model and capture computation errors. Finally, the goal of our work is different when compared to [2] and [1] . RobSimCt studies the robustness and correctness of a particular simulation.
Reachability analysis of mixed-signal circuits is addressed in [22] and [7] . However, these approaches do not handle uncertain parameters or computation errors. Finally, similar in spirit -but different in underlying theory -are the robust testing methods [12] , [17] , [20] , [8] . In this line of work, a numerical simulation is performed which is representative of a neighborhood of trajectories of the system. Nonetheless, all the above approaches ignore computation errors.
VI. CONCLUSIONS
In this paper, we have presented a framework for reporting points where a simulation might not be robust. Our solution can model and capture both uncertainties in the model and internal computation errors. In addition, in the case of continuous-time Simulink models with piecewise affine dynamics, we can also detect points where the numerical integration is not correct.
One of the main advantages of our approach is that it is a non-intrusive, i.e, we let the simulation execute and, then, we analyze the resulting trajectories (both the Simulink trajectory and the block execution trace). Therefore, we overcome the key challenge of deciphering Simulink semantics and, moreover, we avoid translating the model into a formalism such as a hybrid automaton. To the best of our knowledge, this is the first time that robust simulations under many different sources of uncertainty are considered in Simulink and, most probably, in any model based development suite.
Even though our framework could be extended to perform bounded-time reachability computations for hybrid systems in Simulink, our goal is different. The RobSim suite is meant to be used as an analysis tool on top of a Simulink simulation and provide guarantees that the computation itself is correct against modeling uncertainties and floating-point rounding errors. Especially, the latter types of errors can be quite stealthy as we have indicated in the introduction. In addition, possible points of non-robustness in the simulation can be further explored by some lightweight method such as Monte-Carlo simulations. Beyond testing and verification, our framework could have other applications, too. For example, an efficient implementation could be used for detecting non-robust points for code generation frameworks as in [3] .
Future research is targeting three problems. First, we are working on extending the framework to non-linear continuous models. This essentially requires a method to compute symbolically the derivatives of the system at each point in time. Second, we are going to provide full support for mixed-signal systems in RobSim and port our prototype Matlab implementation into C for more efficient computation. Currently, Matlab speed is a bottleneck for scaling the RobSim framework into larger systems. Finally, we plan to add methods for exploring the points of non-robustness in the simulations.
