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Abstract
The number of Young tableaux for a diagram chosen uniformly at random among all
diagrams of size n is proven to be asymptotic to the logarithm of a normal random variable,
with mean 12n logn− αn and standard deviation βn3/4.
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Introduction and the main result
Connections between the integer partitions of an integer n and the symmetric
group Sn of permutations on n letters are well known. Most direct is a bijection
between the partitions of n and the set of conjugacy classes of Sn. Considerably
deeper is a bijection between the partitions of n and the irreducible representations
of Sn (Ledermann [11], Diaconis [2], Sagan [17]). According to Frobenius [7],
the degree of the irreducible representation of Sn associated with a partition
λ= (λ1  · · · λm > 0) of n, is given by
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d(λ)= n! ·
∏
1i<jm(λi − λj + j − i)∏m
i=1(λi +m− i)!
(0.1)
(1m n). Remarkably, d(λ) also counts the total number of (Young) tableaux
associated with the partition λ. A tableau is obtained by labeling the n cells of
the diagram representing λ (diagram λ, in short) by 1, . . . , n, so that the labels
(strictly) increase both in columns and in rows, in the direction leading away from
the diagram’s corner. Clearly, each tableau can be viewed as a linear extension
of the partial order on the set of n cells for which a cell (i, j) precedes a cell
(i ′, j ′) if i  i ′, j  j ′. In the mid-fifties Frame et al. [5] discovered an alternative
expression for d(λ), a “hook formula”:
d(λ)= n!∏
∈λ h()
. (0.2)
Here the product is over all n unit cells (squares ) in the diagram λ. And h()
is the length of the hook which consists of the  itself, and of the cells in the ’s
row and column, right of and up from the , respectively. So if the  is at the
intersection of ith row and j th column (the (i, j) cell), then
h()= λi − j + λ′j − i + 1, (0.3)
where λ′ is the diagram dual to λ, i.e. obtained by transposition of λ. Thus λ′j
equals the number of parts λi that are more or equal to j . (We refer the reader to
Knuth [10, Section 5.1.4], Sagan [17], Stanley [18] for a systematic exploration
of enumerational aspects of the hook formula, and to Green et al. [8,9], and Pittel
[13] for its probabilistic interpretation.)
In a seminal sequence of three papers Szalay and Turán [19] undertook an
asymptotic study of the random partitions, assuming that all the diagrams λ of
size n are equally likely. A highlight of their work is a pioneering analysis of the
limiting distribution of d(λ). Working with (0.1), Szalay and Turán demonstrated
that, with probability 1− n−1 at least,∣∣∣∣log d(λ)√
n! +An
∣∣∣∣ n7/8 log4 n, (0.4)
where (with c= π/√6 )
A = −1
2
− logc+ c−2
∞∫
0
y logy
ey − 1 dy
+ c−2
∞∫
0
∞∫
0
log
1
1− log(1/(1−e−x−y))
y+log(1/(1−e−x))
dx dy
 0.02c−2 = 0.012 . . . . (0.5)
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The authors made a “very risky” conjecture that, for some constants A1, A2,
log
d(λ)√
n! = −An+A1n
1/2 log2 n+A2n1/2 logn+Op
(
n1/2 log logn
)
,
(0.6)
emphasizing that—according to an argument due to Erdo˝s—the error term cannot
be improved to Op(n1/2 log−1 n). (The notation Op(a(n)) means that a random
variable scaled by a(n) is bounded in probability. We will also use op(1) for
a random variable approaching 0 in probability.) In [14] we used the hook formula
to show that whp
log
d(λ)√
n! = −An+Op
(
n3/4 log3/2 n
)
, (0.7)
where
A= 1
2
− log c+ c−2
∞∫
0
y logy
ey − 1 dy = 0.1040493 . . . ;
in particular, the double-integral term in (0.5) equals 1. We also made a competing
conjecture, namely that the power 3/4 in (0.7) is optimal, and that log[d(λ)/√n! ]
is asymptotically normal, with mean −An, and standard deviation of order n3/4
exactly.
Our main result in this paper confirms the last conjecture.
Theorem. Let K(t1, t2) be a symmetric function on [0,1] × [0,1] defined by
K(t1, t2)= c−1
(
t1(1− t2)− 12L(t1)L(t2)
)
, 0 t1  t2  1;
L(t) := 1
c
log
t t
(1− t)1−t , (0.8)
with c= π/√6. Introduce
σ 2 = c−2
∫ ∫
0t1,t21
K(t1, t2)ψ(t1)ψ(t2)dt1 dt2;
ψ(t) :=
∞∫
0
log | logξ |
(1− t + tξ)2 dξ; (0.9)
numerically, σ 2 = 0.3375 . . . . Then, for every x ∈R,
lim
n→∞P
{
log(d(λ)/
√
n! )+An
σn3/4
 x
}
= 1√
2π
x∫
−∞
e−u2/2 du. (0.10)
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Notes. (1) In the context of this paper, scaling d(λ) by √n! is done just to
simplify the result. However such a scaling becomes more natural, if one recalls
that {d2(λ)/n!} is another important probability distribution on the set of all
diagrams, known as the Plancherel distribution (Logan and Shepp [12], Kerov
and Vershik [20,21]). (That it is a probability distribution is a direct consequence
of a general theorem due to Burnside: the sum of squared dimensions of all
irreducible representations equals the order of a group in question, which is n!
for Sn.) In fact, it was proved in [21] that, for the Plancherel distributed λ,
with high probability (whp), log(d(λ)/√n! ) is sandwiched between −α1n1/2 and
−α2n1/2, for some 0 < α2 < α1 <∞. Comparing this statement with our theorem
shows that the corresponding distributions of d(λ) are mutually singular in the
limit n→∞.
(2) The bulk of the argument consists of showing that, for almost all
diagrams λ, log(d(λ)) is well approximated by a linear function of the dual
diagram λ′, namely for every ε > 0,
log
d(λ)√
n! = −An+
λ1∑
k=1
v(k)
(
λ′k −E(k)
)+Op(n2/3+ε), (0.11)
for some deterministic functions v(·), E(·). With a bit of extra care, the remainder
term in (0.11) could have been reduced to O(n2/3 loga n), for some positive a. It is
tempting to conjecture that the true order of the remainder term is Op(n1/2 logb n).
Frankly, for now we feel content with the present estimate, since for awhile
it appeared that a provable remainder term would be much larger, namely
Op(n3/4 log−1/2 n).
(3) Conceptually close to the hook formula is a product-of-the-subtrees-sizes
formula for the total number of linear extensions of a partial order on a vertex set
of a rooted tree, [10, Section 5.1.4]. Fill [4] and Pittel [15] proved lognormality
of the number of linear extensions for the tree grown from a random permutation
of n letters, and for the uniformly random rooted tree on n vertices, respectively.
The rest of the paper is organized as follows. In Section 1 we establish
auxiliary results concerning concentration of the distributions of parts counts.
The estimates are analogous to those obtained in [19], but the techniques differ
substantially. We use a conditioning device due to Fristedt [6] which allows
reduction to the sums of independent random variables, thus opening the door to
exponential estimates based on the probability generating functions. In Section 2
we derive the linearized asymptotic formula for log(d(λ)). And in Section 3
we use a functional limit theorem (FLT) proved in [14] to establish a central
limit theorem for log(d(λ)). (We should note that the FLT itself was inspired
by a central limit theorem proved in [19].) Interestingly, in our proof we need to
use both the Frobenius formula and the hook formula for d(λ).
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1. Concentration of the parts counts
Given the integers 1  k1 < k2 < ∞, let X(k1, k2) denote the number of
parts of size in the interval [k1, k2), i.e. X(k1, k2) = ∑k2−1k=k1 Xk , where Xk
(=X(k, k + 1)) is the number of parts of size k.
Our intermediate goal is to establish concentration of the distribution of
X(k1, k2) for a wide range of (k1, k2). To this end, following Fristedt [6], we
introduce a sequence of independent Geometrics Zk , such that
P{Zk = j } = qkj
(
1− qk), j  0.
Here q ∈ (0,1) is fixed. It was proved in [6] that the sequence {Xk} has the same
distribution as the sequence {Zk} conditioned on the event An = {∑k kZk = n}.
(Notice that on An we have Zk = 0 for k > n.) Consequently, for every set
B ∈ N[n]
P
{
(X1, . . . ,Xn) ∈ B
} = P{{(Z1, . . . ,Zn) ∈B} ∩ {∑k kZk = n}}
P{∑k kZk = n}
 P{(Z1, . . . ,Zn) ∈ B}
P(An)
. (1.1)
For this bound to be most effective, one needs to determine q for which P(An) is
asymptotically the largest possible. Fristedt found that q = e−c/√n, (c= π/√6 ),
meets this requirement and that for this q
P(An)=
(
1+ o(1)) 1
(96n3)1/4
. (1.2)
The combination of (1.1) and (1.2) shows that P{X ∈ B} = o(1), if P{Z ∈ B} =
o(n−3/4).
In view of this connection, our task is to prove concentration of the variables
Z(k1, k2)=∑k2−1k=k1 Zk . First of all,
m(k1, k2) :=
k2−1∑
k=k1
EZk =
k2−1∑
k=k1
qk
1− qk ,
σ 2(k1, k2) :=
k2−1∑
k=k1
VarZk =
k2−1∑
k=k1
qk
(1− qk)2 . (1.3)
Lemma 1. Let 0 < δ < 1/2. Let (k1, k2) be such that
nδ  k1  k2 − nδ. (1.4)
Then, denoting xi = cki/n1/2, we have
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m(k1, k2) =
(
1+O(n−δ))√n
c
(
log
1
1− e−x1 − log
1
1− e−x2
)
,
σ 2(k1, k2) =
(
1+O(n−δ))√n
c
(
1
1− e−x1 −
1
1− e−x2
)
, (1.5)
uniformly for (k1, k2) in question.
Proof of Lemma 1. (1) Since e−x(1 − e−x)−1 is decreasing for x > 0,
approximating the sum for m(k1, k2) in (3) by the corresponding integral we
obtain∣∣∣∣m(k1, k2)− √nc
(
log
1
1− e−x1 − log
1
1− e−x2
)∣∣∣∣
 2
ex1−n−1/2 − 1 =
2+O(n−δ)
ex1 − 1 , (1.6)
as x1  d := cnδ−1/2. Given x1, the difference of logarithms attains its minimum
at x2 = x1 + d . Differentiating
G(x1) := log 11− e−x1 − log
1
1− e−(x1+d) −
d/3
ex1 − 1 , (1.7)
we see that G′(x1) < 0 if
d
3
· e
x1+d − 1
ex1 − 1 < e
d − 1.
The fraction on the left is decreasing for x1 > 0; so it suffices to check that
f (d) := d(e
2d − 1)
3(ed − 1)(ed − 1) < 1.
This inequality does hold for n large enough, since d = d(n)→ 0 and f (0+)=
2/3. Therefore, for those n, G(x1) is decreasing for x1  d . Now, for x1 →∞,
G(x1)= e−x
(
1− e−d +O(e−x))− (d/2)e−x(1+O(e−x))> 0,
since 1 − e−d ∼ d as d → 0. Therefore G(x1) > 0 for all x  d if n is large
enough. Using (1.6) and (1.7) we get then
m(k1, k2) =
√
n
c
(
log
1
1− e−x1 − log
1
1− e−x2
)
×
[
1+O
(
1/(n1/2(ex1 − 1))
d/(ex1 − 1)
)]
,
and the error term is O(n−δ) since d = cnδ−1/2.
(2) The asymptotic formula for σ 2(k1, k2) follows from (1.3) and
1
1− qj −
1
1− qj+1 =
(
1+O(n−1/2 + j−1)) · c√
n
· q
j
(1− qj )2 . ✷
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Lemma 2. Suppose that, in addition to (1.4), (k1, k2) satisfies
k1  k(n), k(n) := a
c
n1/2 logn, a < δ. (1.8)
Then, (1) uniformly for (k1, k2) in question,
σ(k1, k2)
m(k1, k2)
= O(n−(δ−a)/2); (1.9)
(2) given b > 0, and n n(δ, a, b),
P
{∣∣Z(k1, k2)−m(k1, k2)∣∣ σ(k1, k2)√b logn} n−b/3. (1.10)
Proof of Lemma 2. (1) By Lemma 1,
σ(k1, k2)
m(k1, k2)
= O(n−1/4F(y1, y2));
F(y1, y2) := (y1 − y2)
1/2
logy1 − logy2 , yi :=
1
1− e−xi , i = 1,2. (1.11)
Now
F ′y2 =
2
y2
(y1 − y2)− (logy1 − logy2)
2(y1 − y2)1/2(logy1 − logy2) > 0,
as (logy)′ = y−1 < 2/y2 for y ∈ (y2, y1). So given y1, x1 that is, F attains its
maximum at xˆ2 = x1 + d , i.e. yˆ2 = (1− e−(x1+d))−1. Furthermore
F(y1, yˆ2) 
(y1 − y2)1/2
(y1 − y2)/y1 =
(
1− e−x1)−1( 1
1− e−x1 −
1
1− e−xˆ2
)−1/2
= (1− e−d)−1/2( 1− e−(x1+d)
e−x1 − e−2x1
)1/2
. (1.12)
It is straightforward that the last function increases for
x1  log
(
1+
√
1− e−d )= d1/2 +O(d) d. (1.13)
Hence for x1 ∈ [d, a logn] (which is the range of x1 = ck1/n1/2 under (1.4), (1.8))
the maximum value of F(y1, yˆ2) is at most(
1− e−d)−1/2(1− e−dn−a
n−a − n−2a
)1/2
= (1+ o(1))n1/4−δ/2+a/2.
Using this bound and (1.11) we obtain (1.9).
(2) For brevity, we write Z, m and σ instead of Z(k1, k2), m(k1, k2), and
σ(k1, k2). Using the independence of the Zk’s, we have
E
(
eηZ
)= k2−1∏
k=k1
E eηZk =
k2−1∏
k=k1
1− qk
1− eηqk , (1.14)
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provided that |η| is small enough to ensure that eηqk < 1 for all k ∈ [k1, k2). Since
max
{
qk: k ∈ [k1, k2]
}= qk1 = e−x1 (x1 = ck1/n1/2),
it suffices that |η| = o(x1). We want to select |η| = σ−1√b logn. So we need to
check that
√
b logn σx1. By Lemma 1, within a constant factor,
σx1  n1/4x1
(
1
1− e−x1 −
1
1− e−(x1+d)
)1/2
= n1/4 x1e
−x1/2(1− e−d)1/2
(1− e−x1)1/2(1− e−(x1+d))1/2 . (1.15)
Suppose x1  1. Using
1− e−x1  x1, 1− e−x1−d  x1 + d  2x1,
(recall that d  x1), we get from (1.15) that σx1 is of magnitude
n1/4d1/2 = nδ/2 √b logn.
Otherwise 1 x1  a logn, and σx1 is of magnitude
n1/4x1e
−x1/2d1/2 = x1n(δ−a)/2 
√
b logn.
With this choice of |η|, we exponentiate the product in (1.14) and after expanding
each log[(1− qk)/(1− eηqk)] at η= 0 and collecting η2-terms we obtain:
E eηZ = exp
[
ηm+ η
2
2
σ 2 +O
(
|η|3
k2−1∑
k=k1
q3k
(1− qk)3
)]
. (1.16)
The formula is valid provided that
|η|3 q
3k
(1− qk)3 = o(1),
uniformly for k ∈ [k1, k2]. And this condition is met since the whole sum
of these terms is o(1). Indeed, by the definition of η, the remainder term is
R(k1, k2) log3/2 n, where
R(k1, k2) :=
(
k2−1∑
k=k1
q3k
(1− qk)3
)(
k2−1∑
k=k1
qk
(1− qk)2
)−3/2
.
Case 1. x1  1. Then R(k1, k2) is of order(
k2−1∑
k=k1
q3k
)(
k2−1∑
k=k1
qk
)−3/2
= (1− q)1/2q3k1/2 (1− q
3(k2−k1))
(1− qk2−k1)3/2
 3(1− q)1/2(1− qk2−k1)−1/2
= O(n−1/4(nδ−1/2)−1/2)= O(n−δ/2).
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Case 2. x1  1. Then (see the proof of Lemma 1, part (2))
k2−1∑
k=k1
q3k
(1− qk)3 
k2−1∑
k=k1
qk
(1− qk)3
= (1+O(n−δ))n1/2
2c
k2−1∑
k=k1
[
1
(1− qk)2 −
1
(1− qk+1)2
]
 n
1/2
c
[
1
(1− e−x1)2 −
1
(1− e−x2)2
]
.
So R(k1, k2) is of order
n−1/4
(
1
1− e−x1 −
1
1− e−x2
)−1/2
· (1− e−x1)−1
= n−1/4 e
x1/2
(1− e−x1)1/2 ·
(
1− e−x2
1− e−(x2−x1)
)1/2
 n−1/4 e
x1/2
(1− e−x1)1/2 ·
(
1− e−(x1+d)
1− e−d
)1/2
=O
[
n−1/4d−1/2
(
x1 + d
x1
)1/2]
=O(n−δ/2).
Therefore in either case R(k1, k2)= O(n−δ/2), and the remainder term in (1.16)
is indeed of order n−δ/2 log3/2 n= o(1).
Using (1.15) and Markov inequality, we get
P
{|Z−m| σ√b logn} 2 exp(−(b/2) logn+O(n−δ/2 log3/2 n)). ✷
Turn now to large k1, i.e. k1 of order n1/2 logn. We cannot expect uniform
concentration of Z(k1, k2) in a relatively small neighborhood of m(k1, k2) for
such k1 since m(k1, k2) is not uniformly large in this range. For instance,
m(k1, k2)=O(n−0.001)→ 0 if k1  c−1(δ+0.001)n1/2 logn and k2−k1 of order
nδ exactly. However, it will be sufficient for us to know that with high probability
the distance between Z(k1, k2) and its expectation m(k1, k2) is not much larger
than the standard deviation σ(k1, k2) plus a logarithmic term.
Lemma 3. Suppose that, in addition to (1.4), (k1, k2) satisfies
k1  k(n)
(
= a
c
n1/2 logn, a < δ
)
. (1.17)
Then, (1) uniformly for (k1, k2) in question
lim
n→∞
σ 2(k1, k2)
m(k1, k2)
= 1, (1.18)
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and (2) for n large enough,
P
{∣∣Z(k1, k2)−m(k1, k2)∣∣  (σ(k1, k2)+ logn)√b logn}
 n−b/3. (1.19)
Proof of Lemma 3. The part (1) follows immediately from Lemma 1, (1.5).
For the part (2) we use the notations and ideas from the proof of Lemma 2. Set
|η| =
√
b logn
σ + logn.
Then |η| → 0 and |η| = o(x1) since x1  a logn. Furthermore, retaining only the
first-order terms in the expansions of log[(1 − qk)/(1 − eηqk)], we obtain from
(1.14) that
E eηZ = exp
[(
eη − 1)m+O(η2 k2−1∑
k=k1
q2k
(1− qk)2
)]
.
The approximation is valid since
η2
k2−1∑
k=k1
q2k
(1− qk)2  b logn ·
(
k2−1∑
k=k1
q2k
(1− qk)2
)(
k2∑
k=k1
qk
(1− qk)2
)−1
= b logn · q
k1(1+ qk2−k1)
1+ q =O
(
e−a logn logn
)
= O(n−a logn).
Using the Markov inequality and σ 2/m= 1+ o(1),
P
{|Z−m| (σ + logn)√b logn}
 2 exp
[(
eη − 1− η)m− |η|(σ + logn)√b logn+O(n−a/2)]
= 2 exp
[
mb logn
2(σ + logn)2
(
1+O(|η|))− b logn+O(n−a/2)]
 2 exp
(
b logn
2
(
1+ o(1))− b logn+O(n−a/2)) n−b/3. ✷
Lemmas 2 and 3 taken together lead to the following concentration-type
statement for the parts counts X(k1, k2). Let K denote the set of all (k1, k2) that
meet (1.4).
Proposition. With probability 1−O(n−1/4) at least,∣∣X(k1, k2)−m(k1, k2)∣∣ 3(σ(k1, k2)+ logn)(logn)1/2, (1.20)
(k1, k2) ∈ K . If, in addition, k1  k(n), then the summand logn in (1.20) can be
dropped.
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Proof of Proposition. Take b = 9 in Lemmas 2 and 3, and use (1.1) and
(1.2) to conclude that the event complementary to that in (1.20) has probability
O(n2+3/4−b/3)=O(n−1/4). ✷
Introduce
E(k)= n
1/2
c
log
1
1− e−ck/n1/2 , E(k1, k2)=E(k1)−E(k2). (1.21)
The proposition and Lemma 1 immediately imply the following claim.
Corollary 1. There exists a positive constant ξ such that, with probability
1−O(n−1/4) at least, for all (k1, k2) ∈K ,∣∣X(k1, k2)−E(k1, k2)∣∣
 3
(
σ(k1, k2)+ logn
)
(logn)1/2 + ξn−δE(k1, k2). (1.22)
In particular, whp for all k  nδ X(k)=X(k,∞) satisfy∣∣X(k)−E(k)∣∣ 3(σ(k)+ logn)(logn)1/2 + ξn−δE(k),
σ (k) := σ(k,∞)= (1+O(n−δ))n1/4
c1/2
(
eyk − 1)−1/2, (1.23)
yk = ck/n1/2.
2. Linear approximation of logd(λ)
Associating with a uniformly random diagram λ its dual λ′ shows that λ′ is
also uniformly random. Therefore the decreasing sequence {λk} of parts of λ has
the same distribution as the sequence {X(k)}, where X(k) is the number of parts
of size k at least. In short, {λk} D≡ {X(k)}. (See Erdo˝s and Lehner [3], Fristedt [6],
and [14], where this duality played an important role.) In particular, λ1 D≡ X(1).
According to [3],
λ1 = n
1/2
c
(
log
n1/2
c
+Wn
)
, (2.1)
where Wn is double-exponential in the limit n →∞. Fristedt found that the
sequence {λk} is asymptotic to {c−1n1/2(log(c−1n1/2) + Wk)}, where {Wk} is
a Markov chain, thus extending the Erdo˝s–Lehner result substantially. It was
found in [16] later that
{Wk} D≡
{
− log
k∑
j=1
Vj
}
,
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where V1,V2, . . . are independent exponentials, with parameter 1. In particular,
(2.1) can be rewritten as
λ1 = n
1/2
c
log
n1/2
cV (n)
, (2.2)
where V (n) is exponential in the limit. Of course, the same formula holds for
X(1) with its own V̂ (n) D≡ V (n).
A key point for us is that both λ1 and X(1) scaled by n1/2 logn are bounded in
probability; λ1, X(1)=Op(n1/2 logn), in short. In addition,
λ1, X(1)=
(
1+Op
(
log−1 n
))n1/2
2c
. (2.3)
Since the degree function d(·), defined in (0.1), satisfies d(λ)= d(λ′), we see
that d(λ)= n!f (X), where
f (X)= ·
∏
1k1<k2λ1(X(k1, k2)+ k2 − k1)∏
1kλ1(X(k)− k + λ1)!
; (2.4)
recall that X(k1, k2) =∑k2−1k=k1 Xk = X(k1) − X(k2). We want to use (2.4) to
find a sufficiently sharp formula for Ln = logf (X) based on the proposition and
(2.3). “Sufficiently sharp” means that the remainder term is going to be a random
variable negligible compared to n3/4, in short of order op(n3/4).
Consider first the denominator in (2.4). By Stirling’s formula for factorials, its
logarithm is
Nn =
λ1∑
k=1
φ
(
X(k)− k + λ1
)+O(λ1), φ(z) := z log z
e
, (2.5)
and O(λ1) = Op(n1/2 logn) = op(n3/4). According to (2.2), and its counterpart
for X(1), and the definition of E(·),
1X(k)− k + λ1 X(1)+ λ1 =Op
(
n1/2 logn
)
,
E(k)− k + λ1 =Op
(
n1/2 logn
)
. (2.6)
On the other side, by the definition of E(k) in (1.21),
E(k)− k + λ1 E(λ1) = n
1/2
c
log
1
1− cV (n)
n1/2
= V (n)(1+Op(n−1/2)).
Thus whp E(k)− k + λ1 is bounded away from zero, uniformly for 1 k  λ1.
This and (2.6) together also imply that
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log z=Op(logn), φ(z)=Op
(
n1/2 log2 n
)
,
z=X(k)− k + λ1, E(k)− k + λ1, (2.7)
uniformly for 1 k  λ1.
Further, we break up the sum in (2.5) into N(1)n , N(2)n , and N(3)n , for
k < 4 := nδ, k ∈ [nδ, k(n)), and k  k(n), respectively; recall that k(n) =
(a/c)n1/2 logn, and a ∈ (0, δ). By (2.7),
N(1)n =Op
(
n1/2+δ log2 n
)= op(n3/4),
if δ < 1/4. Let us assume this condition from now on. Since
N(1)n :=
∑
k<4
φ
(
E(k)− k + λ1
)=Op(n1/2+δ log2 n)= op(n3/4),
as well, we have trivially
N(1)n −N(1)n = op
(
n3/4
)
. (2.8)
Define N(i)n , i = 2,3, analogously. Since φ′(z) = log z, we use the proposition,
Lemma 2, (1.9), and (2.7) to obtain
N(3)n −N(3)n
=Op
(
logn
∑
kk(n)
∣∣X(k)−E(k)∣∣)
=Op
[(
log3/2 n
∑
kk(n)
(
σ(k)+ logn))+ n−δ logn ∑
kk(n)
E(k)
]
=Op
[
log3/2 n
(
n3/4−a/2 + n1−a−δ)]=Op(n3/4−ε), (2.9)
if ε < min{a/2, a + δ − 1/4}. To choose ε > 0, we must have a + δ > 1/4. We
recall that a < δ as well. The requirements on a and ε can be met if from now we
assume that δ > 1/8; fortunately, this condition is compatible with δ < 1/4. Turn
to N(2)n . Using Lemma 2, (1.9),
σ(k)
E(k)− k + λ1 =Op
(
n−(δ−a)/2
)
.
So, with the help of the proposition we expand φ(z) at z=E(k)− k + λ1:
φ
(
X(k)− k + λ1
)
= φ(E(k)− k + λ1)+ (X(k)−E(k)) log(E(k)− k + λ1)
+Op
(
σ 2(k) log2 n
E(k)− k + λ1
)
= φ(E(k)− k + λ1)+ (X(k)−E(k)) log(E(k)− k + λ1)
+Op
((
eyk − 1)−1 logn), yk := ck
n1/2
,
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uniformly for k ∈ [nδ, k(n)); see (1.23) for σ(k). For the last remainder term we
used
λ1 − k 
(
1+Op
(
log−1 n
))n1/2
2c
logn− a
c
n1/2 logn
= (1/2− a +Op(log−1 n))n1/2
c
logn. (2.10)
Summing for k ∈ [4, k(n)), i.e. yk ∈ [α,β), α = cnδ−1/2, β = ck(n)n−1/2, and
using
∑
4<k<k(n)
1
1− e−yk 
n1/2
c
β∫
α−c/n1/2
(
ey − 1)−1 dy =O(n1/2 logn),
we obtain
N(2)n −N(2)n =
∑
4k<k(n)
(
X(k)−E(k)) log(E(k)− k + λ1)
+Op
(
n1/2 log2 n
)
. (2.11)
Putting (2.8), (2.9), and (2.11) together, we have:
Nn =Nn +Rn +Op
(
n3/4−ε
)
, Nn :=
λ1∑
k=1
φ
(
E(k)− k + λ1
)
,
Rn :=
∑
4k<k(n)
(
X(k)−E(k)) log(E(k)− k + λ1), (2.12)
here and below
0< ε < min
{
1
4
− δ, a
2
, a + δ− 1
4
}
.
And it is easy to see that ε can be chosen arbitrarily close from below to 1/12, by
setting δ = 1/6 and selecting a sufficiently close from below to 1/6.
Unlike X(k), E(k) are not integers. However, introducing
µ(k)= ⌈E(k)⌉ :=min{µ> 0: µE(k)} ∈ [E(k),E(k)+ 1], (2.13)
and using (2.7), we easily get
Nn =Nn +O
(
n1/2 log2 n
)
, Nn :=
λ1∑
k=1
φ
(
µ(k)− k + λ1
)
. (2.14)
Next, denote the logarithm of the numerator in (2.4) by Mn. Recalling that
K ⊂ [λ1] × [λ1] was defined by the conditions (1.4), i.e. 4 k1  k2 − 4, and let
Kc = [λ1] × [λ1] \K . Obviously
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|K| =Op
(
n log2 n
)
,
∣∣Kc∣∣=Op(n1/2+δ logn).
So, as the first step,
Mn =
∑
(k1,k2)∈K
log
(
X(k1, k2)+ k2 − k1
)+Op(n1/2+δ log2 n). (2.15)
By Corollary 1, whp
|X(k1, k2)−E(k1, k2)|
E(k1, k2)+ k2 − k1  3
(σ (k1, k2)+ logn) logn
E(k1, k2)+ k2 − k1 ,
for all (k1, k2) ∈K . If k1  k(n) then, by (1.9) and the definition of E(k1, k2), the
ratio on the right is of order
σ(k1, k2) logn
E(k1, k2)
+ log
2 n
k2 − k1 = o(1).
For k1 > k(n), by (1.18), the ratio is of order
logn
σ(k1, k2)+ k2−k1σ(k1,k2)
=O(n−δ/2 logn)= o(1).
So, uniformly for (k1, k2) ∈K ,
log
(
X(k1, k2)+ k2 − k1
) = log(E(k1, k2)+ k2 − k1)
+ X(k1, k2)−m(k1, k2)
E(k1, k2)+ k2 − k1
+Op
(
σ 2(k1, k2) log2 n+ log4 n
(E(k1, k2)+ k2 − k1)2
)
. (2.16)
Denoting xi = cki/n1/2 and using the second line in (1.5), for large n we have∑
(k1,k2)∈K
σ 2(k1, k2) 
2n1/2
c
∑
k1nδ
∑
k2>k1
(
1
1− e−x1 −
1
1− e−x2
)
 2n
1/2
c
∑
k1nδ
(
1
1− e−x1 − 1
)
 2n
c2
∞∫
c(nδ−1)/n1/2
e−y
1− e−y dy =O(n logn).
Since for (k1, k2) ∈K also
E(k1, k2)+ k2 − k1  nδ,
whp the sum of the remainder terms in (2.16) is of order
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n−2δ
(
n log3 n+ (n1/2 logn)2 log4 n)=O(n3/4−ε).
So, introducing µ(k1, k2)= µ(k1)−µ(k2), we transform (2.15) into
Mn =Mn + Sn +Op
(
n3/4−ε
);
Mn :=
∑
1k1<k2λ1
log
(
µ(k1, k2)+ k2 − k1
);
Sn :=
∑
(k1,k2)∈K
X(k1, k2)−E(k1, k2)
E(k1, k2)+ k2 − k1 . (2.17)
Explanation: the difference between Mn and the “legitimate” sum of
log(E(k1, k2) + k2 − k1) for (k1, k2) ∈ K is bounded by the joint contribution
of the extra summands for (k1, k2) ∈Kc, which is Op(n1/2+δ log2 n), plus∑
1k1<k2λ1
∣∣log(E(k1, k2)+ k2 − k1)− log(µ(k1, k2)+ k2 − k1)∣∣
 2
∑
k1<λ1
∑
k1<k2λ1
1
k2 − k1 =O(λ1 logλ1)=Op
(
n1/2 log2 n
);
so the error term is absorbed by Op(n3/4−ε) in (2.17).
Now that we have found a “linearized” approximation for Mn, we need to have
a close look at Sn, just like we did with Rn in the case of the denominator Nn.
Using X(k1, k2)=X(k1)−X(k2) andE(k1, k2)=E(k1, k2), after simple algebra
we bring the formula (2.17) for Sn to
Sn = S(1)n + S(2)n , S(1)n =
24∑
k=4
(
X(k)−E(k)) λ1∑
j=k+4
1
E(k)−E(j)+ j − k ,
S(2)n =
λ1∑
k=24
w(k)
(
X(k)−E(k)), w(k) := ∑
4jλ1,|j−k|4
1
E(k)−E(j)+ j − k .
(2.18)
Since E(k)−E(j) > 0 for j > k, the innermost sum in S(1)n is of order
λ1∑
j=k+1
1
j − k =O(logλ1)=Op(logn).
So, using the proposition and (1.23), whp S(1)n is of order
n3/4 log3/2 n
2y4∫
y4
(
ey − 1)−1/2 dy =O(n1/2+δ/2 log3/2 n)=O(n3/4−ε).
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To study S(2)n , we need to obtain a sharp approximation for the sums w(k).
For j ∈ [4, k − 4] the summand is negative and decreasing. Then, introducing
g(x)= log(ex − 1),
k−4∑
j=4
1
E(k)−E(j)+ j − k
=
yk−4∫
y4
dy
g(y)− g(yk) +O
(
1
E(k − 4)−E(k)+ 4
)
,
so that the remainder term is O(4−1)=O(n−δ). Analogously
λ1∑
j=k+4
1
E(k)−E(j)+ j − k =
yλ1∫
yk+4
dy
g(y)− g(yk) +O
(
n−δ
)
.
By the proposition, n−δ
∑
k24 |X(k)−E(k)| is easily seen to be
Op
(
n3/4−δ log1/2 n
)=Op(n3/4−ε).
So we only need to consider the sum obtained from S(2)n by replacing w(k) with
w∗(k) :=
yk−4∫
y4
dy
g(y)− g(yk) +
yλ1∫
yk+4
dy
g(y)− g(yk) . (2.19)
We will use the symbol S(2)n for the new sum. Since y4 is small, yλ1 is typically
large, of order logn, and yk+4 − yk−4 = 2y4 is small again, at first sight it seems
plausible that we might be able to extend integration to [0,∞), at the price of an
error term small enough so that multiplying it by X(k) − E(k) and summing
for k ∈ [1, λ1] we get a negligible overall error term. However the resulting
improper integral diverges at both y = yk and y = ∞, so this naive approach
needs to be refined. In particular, we will have to look at the divergence rate of
the corresponding proper integral.
Here is exactly what we do. In each of the integrals in (2.19) we make the
substitutions z= g(y) and integrate by parts, using∫ (
z− g(yk)
)−1 ez
ez + 1 dz
= log∣∣z− g(yk)∣∣ · ez
ez + 1 −
∫
log
∣∣z− g(yk)∣∣ · ez
(ez + 1)2 dz. (2.20)
Now the new integrand on the right is integrable on (−∞,∞). So we express the
sum of two integrals over [g(y4), g(yk−4)] and [g(yk+4), g(yλ1)] as the integral
over (−∞,∞) minus three integrals over (−∞, g(y4)], [g(yk−4), g(yk+4)],
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[g(yλ1),∞). Then we integrate backward the first and the third subtracted
integrals, using ez/(1+ ez) and ez/(1+ ez)− 1 respectively as an antiderivative
of ez/(1+ ez)2. Finally, we return to the variable y . As one would expect, several
of the non-integral terms cancel each other out, and (2.19) becomes
w∗(k) = −
∞∫
0
e−y log
∣∣g(y)− g(yk)∣∣dy + log(g(yλ1)− g(yk))
+
y4∫
0
dy
g(yk)− g(y) +
yk+4∫
yk−4
e−y log
∣∣g(y)− g(yk)∣∣dy
+
∞∫
yλ1
dy
(g(y)− g(yk))(ey − 1)
− (1− e−y) log∣∣g(y)− g(yk)∣∣∣∣yk+4yk−4 . (2.21)
Let us show that the bottom three integrals (denote them J1(k), J2(k), J3(k)),
and the last term (denote it J4(k)) can be “summarily” neglected. Since g′(y)=
(1− e−y)−1, we have: for 0 < x1, x2,
x2 − x1
1− e−x2  g(x2)− g(x1)
x2 − x1
1− e−x1 . (2.22)
So, since y4  yk/2,
J1(k)
y4∫
0
1− e−yk
yk − y dy  2y4. (2.23)
Next, for y ∈ [yk−4, yk+4], by (2.22)
log
∣∣g(y)− g(yk)∣∣  ∣∣log(y − yk)∣∣+ ∣∣log(1− e−(yk+4))∣∣
= ∣∣log(y − yk)∣∣+O(logn). (2.24)
Therefore
J2(k)=O
(
y4 logn+
y4∫
0
log(1/u)du
)
=O(y4 logn). (2.25)
Finally, since k  λ1 − 4,
J3(k)
1
y4
∞∫
yλ1
dy
ey − 1 =Op
(
y−14 e
−yλ1 ). (2.26)
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Using y4 = cnδ−1/2 and e−λ1 = Op(n−1/2), we obtain from (2.23), (2.25), and
(2.26) that
J1(k)+ J2(k)+ J3(k)=Op
(
n−(1/2−δ) logn
)
, (2.27)
recall that δ < 1/4. Next
J4(k) :=
(
1− e−yk−4) log g(yk+4)− g(yk)
g(yk)− g(yk−4)
+ e−yk(1− e−y4) log(g(yk+4)− g(yk)). (2.28)
Here the fraction is at most one since g′′(y) < 0 and, by (2.22), it is at least
y4/(1− e−yk+4)
y4/(1− e−yk−4) =
1− e−yk−4
1− e−yk+4 
k − 4
k + 4 ,
as y−1(1− e−y) decreases. So the first term in (2.28) has absolute value at most
24
k − 4 
24
k/2
= 4y4
yk
.
In addition,
log
(
g(yk+4)− g(yk)
)=O(logn),
cf. (2.24), so the second term in (2.28) is of order O(y4 logn) and
J4(k)=O
[
y4
(
logn+ y−1k
)]
.
Therefore, invoking (2.27),∣∣∣∣ 4∑
r=1
Jr(k)
∣∣∣∣=Op[n−(1/2−δ)(logn+ y−1k )].
And we see then that, by the proposition,
λ1∑
k=24
∣∣X(k)−E(k)∣∣ · ∣∣∣∣∣
4∑
r=1
Jr(k)
∣∣∣∣∣ = Op
(
nδ+1/4 log5/2 n
∞∫
y4
dy
y(ey − 1)1/2
)
= Op
(
y
−1/2
4 n
δ+1/4 log5/2 n
)
= Op
(
n1/4+δ/2 log5/2 n
)
= Op
(
n3/4−ε
)
.
We have proved therefore that Sn defined in (2.17) admits the following
asymptotic formula:
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Sn =
λ1−4∑
k=24
v(k)
(
X(k)−E(k))+ λ1−4∑
k=24
(
X(k)−E(k)) log(g(yλ1)− g(yk))
+Op
(
n3/4−ε
)
,
v(k) := −
∞∫
0
e−y log
∣∣g(y)− g(yk)∣∣dy. (2.30)
However, what we are really interested in is the difference Sn − Rn, rather
than Sn and Rn taken separately, (see (2.12) for Rn). And we notice that, by the
definition of g(·) and E(·),
[
g(yλ1)− g(yk)
] · n1/2
c
= E(k)− k + λ1 + n
1/2
c
log
(
1− e−cλ1/n1/2)
= E(k)− k + λ1 +Op(1),
see (2.2). Therefore, for k < k(n),
log
(
g(yλ1)− g(yk)
)− log(E(k)− k + λ1)
= log c
n1/2
+Op
(
n−1/2 log−1 n
)
.
Thus, ∑
24k<k(n)
[
log
(
g(yλ1)− g(yk)
)− log(E(k)− k + λ1)](X(k)−E(k))
= log c
n1/2
∑
24k<k(n)
(
X(k)−E(k))
+Op
(
n−1/2 log−1 n
∑
24k<k(n)
∣∣X(k)−E(k)∣∣), (2.31)
where, by the proposition, the remainder term is only Op(n1/4 log−1/2 n). And,
contrary to the appearance, the explicit sum is negligible as well! Here is why.
Using X(k)X(1) for k < 24 and (1.23) for k  k(n), we see that
logn
∑
k/∈[24,k(n))
∣∣X(k)−E(k)∣∣=Op(n3/4−ε). (2.32)
But
∑λ1
k=1X(k)= n, since {X(k)}1kλ1 = λ′, and
λ1∑
k=1
E(k) = n
c2
∞∫
0
log
1
1− e−y dy +Op
(
n1/2 logn
)
= n+Op
(
n1/2 logn
)
.
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So the explicit sum in (2.31) is Op(n3/4−ε). Using again (2.32), and also (2.12),
we conclude that
Sn −Rn =
λ1−4∑
k=24
v(k)
(
X(k)−E(k))+Op(n3/4−ε).
Summarizing (2.12) and (2.30), we claim the following result:
Lemma 4. For the random diagram λ the formula (2.4) becomes
f (X)= f (µ) exp(Sn +Op(n3/4−ε));
Sn :=
λ1−4∑
k=24
v(k)
(
X(k)−E(k));
f (µ)=
∏
1k1<k2λ1(µ(k1)−µ(k2)+ k2 − k1)∏
1kλ1(µ(k)− k + λ1)!
, (2.33)
where v(·) is given by (2.30). In other words, whp d(λ) is asymptotic to n!f (µ)
times the exponential function of the linear combination of the parts counts,
centered by E(·).
Notes. (1) Needless to say, we have used
log
[
λ1∏
k=1
(
µ(k)− k + λ1
)!]=Nn +O(λ1).
(2) Just like f (µ), in the sum Sn we could have extended summation to [1, λ1],
as the contribution of extra terms is absorbed by the remainder term Op(n3/4−ε).
And, as we recall, picking δ = 1/6(∈ (1/8,1/4), as this δ should!), we can take ε
arbitrarily close from below to 1/12.
(3) We will see shortly that—within the remainder term Op(n3/4−ε)—
logf (µ) is deterministic. So it is Sn which is the source of substantial randomness
of logf (X).
To proceed, applying the hook formula to the diagram µ = {µ(1)  · · · 
µ(λ1)}, we have
logf (µ)=−
∑
kν(i),iµ(1)
loghik,
hik = hik(µ) := ν(i)− k +µ(k)− i + 1. (2.34)
Here ν = {ν(1) · · · ν(µ(1))} is the diagram dual to µ, that is
ν(i)=max{ν ∈ [1, λ1]: µ(ν) i}, 1 i  µ(1), (2.35)
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in particular, ν(1) = λ1. (From (2.35) it is straightforward that, for i  µ(1),
k  ν(i) iff i  µ(k).) We can view ν as an approximation to the random
diagram λ, since µ is an approximation of X= λ′.
We proceed to find a sharp asymptotic formula for logf (µ). To this end, we
need to replace (asymptotically) µ(·), ν(·) by E(·) in (2.34). First of all, by the
definitions of E(·) and µ(·) it follows (the reader may wish to check it!) that for
i ∈ (1,µ(1)],
E(i)− 1 ν(i)E(i − 1). (2.36)
So if k  ν(i), i  µ(1) but k > E(i), then E(i) < k  E(i − 1) for i  2, and
the contribution of these “disagreeable” (i, k) to logf (µ) is of order(
λ1 +
µ1∑
i=2
(
1+E(i − 1)−E(i))) logn=Op(n1/2 log2 n). (2.37)
It is even simpler to check that the pairs (i, k) from the summation region in (2.34)
such that i > E(k) also contribute Op(n1/2 log2 n) to logf (µ). Therefore, with
D = {(i, k): i min{µ(k),E(k)}, k min{ν(i),E(i)}},
logf (µ) = −
∑
(i,k)∈D
loghik +Op
(
n1/2 log2 n
)
= −
∑
(i,k)∈D
log
(
E(i)− k +E(k)− i + 1)
+O
( ∑
(i,k)∈D
|E(i)− ν(i)|
min{ν(i),E(i)}+ 1− k
+
∑
(i,k)∈D
|E(k)−µ(k)|
min{E(k),µ(k)} + 1− i
)
. (2.38)
By (2.36), the first sum in the remainder term is of order
µ(1)∑
i=1
∣∣E(i)− ν(i)∣∣(µ(1)∑
j=1
1/j
)
=Op
[
logn
(
E(1)+ λ1 +
∑
i∈(1,µ(1)]
(
1+E(i − 1)−E(i)))]
=Op
(
(logn)
(
E(1)+ λ1
))=Op(n1/2 log2 n).
Likewise, the second sum is Op(n1/2 log2 n) as well. Now that the µ(·) and the
ν(·) in the loghik have been replaced by E(·), the argument that led to (2.37)
shows that replacing D in (2.38) by D∗ = {(i, k): i  E(k), k  E(i)} results in
yet another Op(n1/2 log2 n) error term. We notice that i E(k) and k E(i) are
each equivalent to
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e−ci/n1/2 + e−ck/n1/2  1. (2.39)
Thus
logf (µ)=−
∑
(i,k)∈D∗
log
(
E(i)− k +E(k)− i + 1)+Op(n1/2 log2 n).
(2.40)
Now, in [14] a sum just like the last one, but with an additional condition
i, j  κn := (4c)−1n1/2 logn, was shown to be within Op(n1/2 log2 n) distance
from ∫ ∫
(x,y)∈Hn
log
(
E(x)− y +E(y)− x + 1)dx dy,
where
Hn =
{
0 < x,y  κn: x E(y), y E(x)
};
(see Eqs. (2.31)–(2.33) in [14]). Repeating that argument verbatim we obtain an
analogous result for the sum in (2.40), with a different domain H ∗n , namely
H ∗n =
{
0 < x,y E(1): x E(y), y E(x)
}
. (2.41)
(To see why there is this similarity one should keep in mind that implicit in the
description of D∗ is the condition i, j E(1), and
E(1)= (1+ o(1))n1/2
2c
logn,
which is of the same order as κn.) Next we want to show that∫ ∫
(x,y)∈H ∗n
log
(
E(x)− y +E(y)− x + 1)dx dy
=
∫ ∫
(x,y)∈H ∗
log
(
E(x)− y +E(y)− x + 1)dx dy +Op(n1/2 log2 n),
H ∗ := {0 < x,y: y E(x), x E(y)}. (2.42)
Via the substitutions
u= E(x)− y
n1/2
, v = E(y)− x
n1/2
(2.43)
the last integral was shown in [14] to be asymptotic to
1
2
n logn+ n
∞∫
0
t log t
ect − 1 dt +O
(
n1/2
)
.
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We prove (2.42) also by applying these substitutions. (This argument could have
been used in [14] to provide an alternative proof of the counterpart of (2.42) with
the remainder term Op(n3/4 logn).) First of all in terms of u,v, the domain H ∗ is
{(u, v): u 0, v  0}, and the inverse transform is
x = n
1/2
c
log
ec(u+v)− 1
ec(u+v)− ecv , y =
n1/2
c
log
ec(u+v) − 1
ec(u+v) − ecu , (2.44)
so, in particular,
∂(x, y)
∂(u, v)
= n
ec(u+v) − 1 . (2.45)
Now the difference between the integrals over H ∗ and H ∗n is double the integral
over AH := {(x, y) ∈H ∗: x E(1)}. And x E(1) is equivalent to
ecv
(
1− ec(u−n−1/2)) 1− e−cn−1/2 ⇒ u n−1/2.
Therefore∫ ∫
(x,y)∈AH
log
(
E(x)− y +E(y)− x + 1)dx dy
 n
∫ ∫
0un−1/2
v0
log(n1/2(u+ v)+ 1)
ec(u+v) − 1 dudv
= n logn
2
∞∫
0
min(s, n−1/2)
ecs − 1 ds + n
∞∫
0
min(s, n−1/2) log(s + n−1/2)
ecs − 1 ds
=O(n1/2 log2 n), (2.46)
with the last estimate obtained by breaking each integral into two, for s  n−1/2
and s > n−1/2. In combination, (2.40)–(2.46) imply that
logf (µ)=−1
2
n logn− n
∞∫
0
t log t
ect − 1 dt +Op
(
n1/2 log2 n
)
. (2.47)
3. Central limit theorem for logd(λ)
Our task is to prove asymptotic normality of the sum Sn in Lemma 4. The
proof is based on the functional limit theorem established in [14]. Here is its
formulation.
Introduce an integer-valued function
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k(t)=
[
n1/2
c
log
1
1− t
]
+ 1, t ∈ (0,1).
Let t (n)= (c/2)n−1/2 and define
Vn(t)=
n−1/4t
(
X
(
k(t)
)− n1/2
c
log
1
t
)
, t ∈ [t (n),1),
0, t ∈ [0, t (n)) or t = 1.
(3.1)
(Centering X(k(t)) by (n1/2/c) log t−1 is essentially the same as centering X(k)
by E(k)= (n1/2/c) log(1− e−ck/n1/2)−1.) For every n, the random function Vn(t)
is right-continuous on [0,1), and the left-side limit Vn(t−) exists for all t ∈ (0,1].
Let {V (t)}t∈[0,1] be a Gaussian process, separable with respect to dyadic
rationals, with EV (t)≡ 0, and the covariance function K(t1, t2)= E[V (t1)V (t2)]
given by
K(t1, t2)= c−1
[
t1(1− t2)− 12L(t1)L(t2)
]
, 0 t1  t2  1,
L(t)= 1
c
log
t t
(1− t)1−t . (3.2)
Theorem 1. (a) With probability 1, V (t) is uniformly continuous on [0,1].
(b) {Vn(t)}t∈[0,1] converges to {V (t)}t∈[0,1] in terms of finite-dimensional
distributions.
(c) Let φ(t, x) be continuous for (t, x) ∈D := (0,1)×R and such that∣∣φ(t, x)∣∣=O( |x|µ
tα(1− t)β
)
, (3.3)
for some µ> 0, α < 1+µ/2, β < 1+µ/6, uniformly for (t, x) ∈D. Then
1∫
0
φ
(
t, Vn(t)
)
dt D−→
1∫
0
φ
(
t, V (t)
)
dt . (3.4)
We want to show that
Sn =
λ1−4∑
k=24
v(k)
(
X(k)−E(k)) (3.5)
admits a representation
Sn = n3/4
1∫
0
Vn(t)h(t)dt +O
(
n3/4−ε
)
, ε > 0, (3.6)
such that φ(t, x) := xh(t) meets the conditions of Theorem 1.
First we state an auxiliary result which we will prove at the end.
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Lemma 5. Consider
I (z)=
∞∫
0
e−y log
∣∣g(y)− g(z)∣∣dz, z > 0. (3.7)
There exists a constant β > 0 such that∣∣I (z)∣∣ β log(z+ 1/z), ∣∣I ′(z)∣∣ β/z. (3.8)
Using this lemma and the definition of v(k), in (3.5) we can, and will, extend
the summation beyond λ1 − 4, since
λ1∑
k=λ1−4+1
v(k)X(k)=O(nδλ1 logn)= Op(n1/2+δ log2 n),
and, recalling the definition of E(k),
∑
k>λ1−4 v(k)E(k) is of order∫
zlogn1/2+Op(1)
e−z| logz|dz=Op
(
n1/2 log logn
)
.
Consider an interval [k − 1, k), where k  24. First of all
X
([x] + 1)≡X(k), x ∈ [k− 1, k).
Next, using the second inequality in (3.8)
v(k)− v(x)=O
(
yk − yk−1
yk
)
=O(n−δ),
E(k)−E(x)=O((eyk − 1)−1/2),
(yk = ck/n1/2), uniformly for x ∈ [k− 1, k) and k  24. Therefore
Sn =
∞∫
24−1
v(x)
(
X
([x] + 1)−E(x))dx +ASn, (3.9)
where ASn is of order
n−δ
∞∑
k=24
∣∣X(k)−E(k)∣∣+ ∞∑
k=24
log(yk + 1/yk)+ n−δ
eyk − 1 .
So, using the proposition for the first sum, the whole expression is
Op
(
n3/4−δ log1/2 n
)
.
Hence, neglecting ASn, we equate Sn with the integral on the right side in (3.9).
Furthermore, we also extend the integration to [x(n),∞), where
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x(n)= n
1/2
c
log
1
1− t (n) =
1+ o(1)
2
, t (n) := c
2n1/2
.
Indeed, the difference is Op(n1/2+δ log2 n). Making the substitution
x = (n1/2/c) log[(1− t)−1]
in the last integral and using the definition of the process {Vn(t)}t∈[0,1] we obtain:
Sn =−n
3/4
c
1∫
0
Vn(t)
I (log(1− t)−1)
t (1− t) dt +O
(
n3/4−ε
)
, ε > 0.
Using Lemma 5, it is easy to see that
φ(t, x) := x I (log(1− t)
−1)
t (1− t)
meets the conditions of Theorem 1 with µ= α = β = 1. Therefore
n−3/4Sn D→−1
c
1∫
0
V (t)
I (log(1− t)−1)
t (1− t) dt .
Since {V (t)}t∈[0,1] is the zero mean Gaussian process with the covariance function
K(t1, t2) defined by (3.2), we have proved (modulo Lemma 5) that n−3/4Sn is
normal in the limit with zero mean and variance σ 2 (N (0, σ 2), in short) where
σ 2 = c−2
∫ ∫
0t1,t21
K(t1, t2)
I (log(1− t1)−1) · I (log(1− t2)−1)
t1t2(1− t1)(1− t2) dt1 dt2.
Here, by the definition of I (·) and g(·),
I
(
log(1− t)−1)= ∞∫
0
e−y log
∣∣∣∣log (1− t)(ey − 1)t
∣∣∣∣dy = t (1− t)ψ(t),
ψ(t) :=
∞∫
0
log | logξ |
(1− t + tξ)2 dξ. (3.10)
So the above formula for σ 2 is brought to
σ 2 = c−2
∫ ∫
0t1,t21
K(t1, t2)ψ(t1)ψ(t2)dt1 dt2. (3.11)
Contingent on the proof of Lemma 5, this completes the proof of the theorem
stated in the introduction.
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Proof of Lemma 5. For y, z > 0, introduce
F(y, z)=

g(y)− g(z)
y − z , y = z,
g′(z), y = z.
F (y, z) is positive and differentiable with respect to z. Then we can rewrite (3.7)
as
I (z)= I1(z)+ I2(z),
I1(z) :=
∞∫
0
e−y log |y − z|dy, I2(z) :=
∞∫
0
e−y logF(y, z)dy.
Here
I1(z) =
z∫
0
e−y log(z− y)dy +
∞∫
z
e−y log(y − z)dy
= e−z
z∫
0
ey logy dy − γ e−z,
where γ is the Euler constant [1, Section 1.7, Eq. (7)]. If z 1, then
∣∣I1(z)∣∣ γ + z∫
0
log
1
y
dy = γ + z(log 1/z+ 1) β1 log
(
1
z
+ z
)
,
for some β1 > 0. If z 1, then
∣∣I1(z)∣∣ e−z(γ + 1∫
0
ey log
1
y
dy + log z
z∫
1
ey dy
)
 β2 log
(
1
z
+ z
)
,
for some β2 > 0. So, for β3 =max{β1, β2},∣∣I1(z)∣∣ β3 log(1
z
+ z
)
, ∀z > 0. (3.12)
Furthermore
I ′1(z)= γ e−z − e−z
z∫
0
ey logy dy + log z,
so, for z ↓ 0, I ′1(z)=O(log 1/z)= o(1/z). For z > 1,
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0  logz− e−z
z∫
1
ey logy dy
 logz− e−z
z∫
1
ey
(
logz+ y − z
y
)
dy
 e−(z−1) log z+
(z+1)/2∫
1
e−(z−y)(z− y)dy
+ 2
z+ 1
z∫
(z+1)/2
e−(z−y)(z− y)dy
 e−(z−1) log z+ e− z−12 z
2
2
+ 2
z+ 1
∞∫
0
ye−y dy
= O(z−1).
Hence there exists β4 > 0 such that |I ′1(z)| β4/z for all z > 0. Turn to I2(z). By
the definition of F(y, z) and (2.27)
0 logF(y, z) log 1
1− e−min(y,z) .
So
0  I2(z)
z∫
0
e−y log 1
1− e−y dy + e
−z log 1
1− e−z
= (1− e−z) log 1
1− e−z +
(
1− e−z)+ e−z log 1
1− e−z
= log 1
1− e−z + 1− e
−z,
which makes it clear that I2(z)= O(log(z+ 1/z)) easily. (In fact, I2(z)= O(1),
as z→∞.) It remains to consider I ′2(z). First of all, for z = y ,
∂ logF
∂z
= 1
y − z ·
g(y)− g(z)− g′(z)(y − z)
g(y)− g(z) =
1
y − z
G(y, z)−G(z, z)
g(y)− g(z) ,
G(y, z) := g(y)− g′(z)(y − z).
By the Cauchy mean value theorem, there exists yˆ between y and z such that the
last fraction equals
G′y(yˆ)
g′(yˆ)
= g
′(yˆ)− g′(z)
g′(yˆ)
= e
z−yˆ − 1
ez − 1 .
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Hence∣∣∣∣∂ logF∂z
∣∣∣∣= |ez−yˆ − 1|(y − z)(ez − 1)  |ez−yˆ − 1||z− yˆ|(ez − 1) =
ez−yˆ−1
z−yˆ
ez−1
z
· 1
z
 1
z
, (3.13)
as
ex − 1
x
> 0,
(
ex − 1
x
)′
> 0, ∀x ∈ (−∞,∞).
(At x = 0 we set x−1(ex − 1) = 1.) The bound (3.13) implies that I2(z)
is differentiable for all z > 0, and that |I ′2(z)|  1/z. Putting together the
information about Ij (z), I ′j (z) (j = 1,2) completes the proof of Lemma 5. ✷
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