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Abstract 
The boundary collocation method (BCM) is widely used in the engineering community for the numerical solution 
of linear boundary value problems. It is commonly stated that the results computed by this method are affected by 
large rounding errors. This conclusion is based on a simple worst-case analysis using the conventional condition 
number for linear systems. In this paper we present a refined error analysis for a class of boundary value problems, 
using the concept of effectively well-conditioned systems. This analysis leads to much smaller a priori bounds for the 
rounding error in the computed BCM solution. These smaller bounds imply that the numerically computed solution 
expresses - much more accurately than previously supposed - properties of the ideal BCM solution (computed 
with infinite precision). Therefore, the intrinsic properties of the BCM can be investigated through numerical 
computations to a far larger extent than previously supposed, thus allowing for a numerical diagnostic investigation 
of the BCM. For example, when the BCM is applied to problems with certain geometries, it is observed that the 
approximation does not converge. Using our new, smaller error bounds, we conclude that the lack of convergence of 
the BCM solution for these geometries is due to the BCM itself and not to rounding errors. 
Keywords: Partial differential equation; Boundary collocation method; Approximation method; Accuracy of approxi- 
mation; Effective condition number; Rounding error analysis 
1.. Introduction 
For the numerical solution of linear boundary value problems, consisting of a linear partial 
differential equation with boundary conditions, it is widely used in the engineering community 
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to apply the Boundary Collocation Method (BCM), also called the straightforward boundary 
collocation method or point matching method. The BCM can be summarized as follows. When 
a set of simple “basic” solutions to the linear partial differential equation is available, then also 
a linear combination of these solutions is a solution. Hence, one can determine an approxima- 
tion to the sought solution as a linear combination of N “basic” solutions, and the unknown 
coefficients are determined by point collocation, i.e., by enforcing the given boundary condi- 
tions at exactly N points on the boundary. This leads to a square system of linear algebraic 
equations with the above-mentioned coefficients as unknowns. An essential part of the BCM 
method is the construction and solution of this system. 
We stress that for nontrivial boundary value problems the BCM solution is an approximate 
solution to the boundary value problem, because it consists of a finite number of terms with 
“basic” solutions. 
The literature on the BCM and related methods is vast. An extensive review of applications 
of the BCM in the field of mechanics of continuous media is given in [25], and some recent 
applications can be found in [1,6-9,20-22,24,26-28,301. A special way to construct the set of 
solutions for BCM is sometimes called the Method of Fundamental Solutions: a mathematical 
investigation [2] and some recent applications [1,20-22,281. The BCM is related to the 
numerical implementation of the Kupradze Method, see [5] and the references therein, and 
also the Trefftz Method, cf. [34] for a detailed investigation and [4,19,31-331 for recent 
applications. The Method of Weighted Residuals [14] is so general that it also encompasses the 
BCM. On the other hand, BCM must not be confused with the Spectral Collocation Method 
[N. 
It is often stated that the system of linear algebraic equations arising in the BCM is 
ill-conditioned, see, e.g., [24, p.521, C2.5, p.1971 and [26, pp.159, 1631, and one would therefore 
expect that the numerically computed solution is strongly influenced by rounding errors. In 
other words, one would expect that the numerically computed solution deviates considerably 
from the ideal BCM solution computed in infinite precision (not to be confused with the exact 
solution to the boundary value problem). 
The coefficient matrix arising from the BCM has some resemblance to a Vandermonde 
matrix, which is also characterized as being ill-conditioned [16]. The conclusion about the 
ill-conditioning of the BCM coefficient matrix and the Vandermonde matrix is in both cases 
based on a traditional and simple worst-case error analysis. However, within the last few years a 
more elaborate and refined error analysis for the solution of linear systems has appeared [3], 
based on the concept of effectively well-conditioned systems. 
When this new analysis is applied to the Vandermonde system (and not solely the matrix), it 
turns out that the system is not as ill-conditioned as traditionally stated [3]. Therefore, it is 
natural to investigate whether the systems arising from the BCM similarly are less ill-condi- 
tioned than traditionally stated. Because of the great variety of possible BCM systems, it is 
probably impossible to carry out a detailed analysis in general; but for certain classes of 
problems it is indeed possible. 
The purpose of the present paper is to carry out such a detailed analysis of the conditioning 
for a specific class of model problems arising from an electrochemical machining problem [7]. 
Our goals are twofold. We will state the methodology of the refined error analysis in details 
(for later reference), and we will investigate the characteristics of the BCM solution for the 
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above-mentioned model problems. Obviously, it is possible to apply the same technique to 
other similar problems [lO,ll]. Our paper also answers some questions which were posed in [7]. 
When this new analysis is used, it turns out that the system arising in the BCM, when applied 
to the specific class of model problems, is not as ill-conditioned as traditionally stated. In some 
cases there are several orders of magnitude between the refined error bound and the 
traditional one. Hence, we can guarantee that the numerical errors in the computed BCM 
solution are also much smaller than traditionally expected. 
When the BCM solution is computed with good accuracy, then it is obviously close to the 
ideal BCM solution computed without rounding errors. Thus, it is actually possible to study 
numerically the characteristics of this ideal BCM solution, both the favorable ones and the 
possibly less favorable ones. For example, one can investigate how close the BCM solution is to 
the exact solution to the boundary value problem, and one can study whether the BCM solution 
converges to this exact solution. Hence, a straightforward numerical computation is a tool for 
practical analysis of the BCM method, by which it is possible to carry out a diagnostic 
investigation of the characteristics of the BCM. 
After having described the BCM in mathematical terms (Section 21, the corresponding error 
analysis is carried out (Section 3). The model problems are introduced (Section 4) and the error 
analysis is applied to them (Section 51, making it possible to investigate the properties of the 
BCM solution to the specific model problems (Section 6) and to further examples (Section 7) 
which illustrate our main point. Some concluding remarks summarize our analysis (Section 8). 
2. Formulation of the problem 
In this section we present the boundary collocation method and we formulate a set of 
equations which forms the basis for the error analysis (Section 3). 
We solely consider in R2, e.g., in (x, y), a function @ = @(x, y) E R which satisfies Laplace’s 
equation QX, + @,, = 0, in a simply-connected omain R with boundary Z!. For simplicity, we 
solely consider Dirichlet boundary conditions in the form @(x, y) =9(x, y>, (x, y> E an 
where the function 9 =9(x, y> E R! is given. The exact solution to the boundary value 
problem (which is unique) is denoted @ = @(x, y). 
Assume that a suitable set of “basic” functions {$j(~, y)} is available, each +j(x, y) being a 
solution of the linear partial differential equation (PDE), in casu, Laplace’s equation. Since the 
PDE is linear, any linear combination of these functions is also a solution to the PDE, and we 
fix the BCM solution as scN), a linear combination, viz. 
wyx, y) = ; qybj(X, y). (24 
j=l 
In order to determine the coefficients {cjN))ii,=T, we use the boundary (point) collocation 
method in which @?x, y) must be equal to 9(x, y) at N given points (xi, yi), i = 1, 
2 . . , N, on the boundary U2. This leads to a system of N linear algebraic equations for the N 
&known coefficients { cj”)),i==l”: 
f cjN)+j(Xi> Yi) =s(xi? Y,), i=l,2 ,..., N, (2.2a) 
j=l 
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or, written in matrix notation, 
g-c(N) = R 
-- _* (2.2b) - 
Here, the matrix & is given by {ak} = {4j(~i, yi>}, while the vectors & and C(N) are given by 
E = trjl = t9Cxi> YjQl7 and CcN) = {CtN)}. The numerically computed solution to this equation is 
the computed coefficients denoted ~C~“))~Z” in contrast to the ideally determined coefficients 
indicated by a bar (-1. The correspohdingl&merically computed approximate solution to the 
BVP, the computed approximation, is denoted 
@(N)(X, y) = 2 Cj(N)4j(X, y), 
j=l 
in contrast to the ideal approximation (2.1). 
(2.3) 
To analyse the boundary collocation method, we must investigate the difference between the 
exact solution @ and the ideal approximation @ -(N) In particular, we want to determine the . 
maximum absolute difference, over (x, y) E 0, between the two functions. The two functions 
in question and their difference are harmonic, because {4j(~, y)) are harmonic functions. 
When the functions are harmonic and continuous onto the boundary, then the maximum 
principle for harmonic functions [29, Section 3.3.3, p.641 ascertains that each of the three 
functions attains its smallest and largest value on the boundary ML In the present case it is 
prescribed that @(x, y) =9(x, y) on NJ. Hence, we are interested in the max absolute 
deviation of the ideal approximation @ -(N) from the prescribed boundary value, viz. 
$N) := ( lyzan I @NyX, Y) -qx, Y> I. 
x, 
(2.4) 
However, 8(N’(~, y) is not available. From q(N) -9 = @cN) -2 + s’(N) - @cN) we see that 
instead we must consider the two quantities 
8CN) := ( Irljx& I @(N)(X, y) -9(x, y) I, (2Sa) 
x, E 
A(N) := 
( yzan I @N)(X, Y) - @‘N’(X, Y) I7 
x, 
(2Sb) 
of which a(N) can be determined numerically from the computed approximation QcN), while 
ACN) is the computation error, which we shall estimate in Section 3. 
The characteristics of the boundary collocation method are ideally described by s(N) which is 
not available. However, if ACN) is small, i.e., if ACN) -=zz ~3~~) then S(N) = acN), and the inherent 
accuracy of the method can be described by 6 (N) It is of particular interest to investigate cases . 
where $cN) is expected to become small, in which case a(N) is also expected to be small. 
Consequently, in order to be able to draw conclusions from the numerical computations, it is 
necessary to operate with an error bound ACN) as small as possible. To obtain this, it is 
instrumental to apply the effective condition number as shown in the next section. 
3. Rounding error analysis 
The traditional rounding error analysis is based on worst-case considerations and therefore 
usually leads to pessimistic bounds. Although our analysis is refined compared with the 
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traditional one, it is still somewhat pessimistic, as as we shall see from the numerical 
experiments in Section 6. One should therefore not forget that an essential goal - also of the 
present error analysis - is to provide an understanding of the qualitative behavior of the 
computation error. 
With this in mind, we derive in this section a bound for the influence of rounding errors on 
the computed approximation, i.e., we derive an upper bound for the computation error AcN) in 
(2Sb). If we introduce the N-vector A_C consisting of the errors ACj = cj - Cj in the coeffi- 
cients, then we readily obtain 
ma mm I4j(x> Y)I = llA_Cll~M~, 
j b,Y)Eaf2 (3.1) 
where II A_C II 1~ I AC, I + . . * + l AC,,, I is the one-norm of AC, and 
3.1. Bounding the computation error 
As mentioned in Section 2, the coefficients Cj are computed by solving a system of linear 
algebraic equations 
dC=R. -- - 
There are obviously two sources to the errors ACj: 
(a) rounding errors involved in the computation of the matrix & and the right-hand side R, - 
and 
(p) rounding errors involved in the numerical solution of the system, 
and we therefore write ACj = AC;“) + AC,@). 
Consider first the errors of type (p>. We want a solution vector _C which is as accurate as 
possible, so we use LU factorization followed by iterative refinement [36]. Due to the iterative 
refinement process, the coefficients Cj are computed to almost full precision, i.e., the type-@> 
errors satisfy 
I A@’ I G K,,E~ I Cj I, I 
where K, is a constant of order unity, and Ed is the machine precision [15, Section 13, p.51 
and Section 22, p.1121. Thus, using the norm relation II A_C@’ II 1 < fi II A_C@) II2, we obtain the 
following expression for the norm of A_C@) due to type-@> errors: 
II AC@’ II I G J&Q, II C II I G m&q,, II _C II 2, - (3.2) 
in which I( C II 2 = (C,” + . . . + C2 Ill2 is the two-norm of the vector C. We use the two-norm of 
_C because it is best suited for o& analysis. 
Next, consider the errors of type (a). In our case, both the matrix JZ? and the right-hand side 
B are fairly simple to compute, and it is therefore reasonable to assume that their elements are 
computed to almost full precision, i.e., the relative errors in the elements are bounded by 
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KOeM. Let _E = {eij] and _F = {fJ d enote the errors in the elements of the computed g = {aij] 




To derive a similar bound for II _E II 2, we use the general relation that 
where ]I g ]I 2 is the matrix two-norm 
obtain - 
N N N 
c 
[17, Section 2.3.21. Since I eij I < K,EM I ajj 1, we then 
- 
i=l j=l i=l j=l 
- 
An upper bound for the two-norm of the errors of type (a) in the computed solution vector 
_C can then be computed from the following standard perturbation bound [15, Section 81: 
II AC’*’ II 2 II E II 2 
ll3l2 GK 
IIE II 2 
GT2+ ~ II &II 2 
I 
< .(fi + 1)&E, < K2mKOEM. 
- 
Using the norm relation )I A_C(“) II 1 < fi II A_C’*) II 2, we then obtain 
I] AC’“’ I] I < K2N&EM II G II 2. (3.3) 
Here, K is either the ordinary condition number K,,,~ [15, Section 81, cf. (3.4), or the “effective 
condition number” K,~~ as introduced in [3], cf. (3.51, in order to take into account the condition 
of the system (and not just the matrix). Sometimes Keff is much smaller than K,,~. In our 
application, ~~~~ is indeed much smaller than K,,~. 
3.2. Condition numbers 
Both the ordinary and the effective condition numbers are conveniently expressed in terms 
of the singular value decomposition (SVD) of &. To briefly summarize the SVD, it is a 
decomposition of g in the form 
= 
where @I aa2 2 - - - 2 uN 2 0 are the singular values of &, and the orthonormal vectors u_~ 
and ci are the left and right singular vectors of &‘. For mOre details about the SVD, see, e.g., 
[17, Section 2.51. The SVD is computed by standZrd linear algebra subroutines such as [35]. 
The ordinary condition number K,,~ is simply the ratio of the largest to the smallest singular 
values of &, i.e., - 
Cl 
K ord = - * 
UN 
(3.4) 
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The effective condition number takes the right-hand side B into account through the quantities 
pi=uT&, i= l,..., N. 
Then the effective condition number K,~~ is defined as 
Notice that K,~~, by definition, is never larger than K,,~. 
3.3. Error bounds 
We are now prepared to derive the desired bound for the computation error. From (3.1) we 
see that we need a bound for 11 AC I( 1, Using the norm relation 11 AC (I 1 = II A_C(*) + A_C@’ II1 < 
II AC’*’ II I + II @’ ll 1 t ogether with the results (3.2) and (3.31, we obtain 
11 A_C lli< (INK + fl)K,,~, 11 _C 112. P-6) 
Again using (3.1), we then arrive at the following bound for the computation error: 
AcN’ < (INK + ~)K,E, (1 c (I247; (3 -7) 
this bound is obviously dominated by the K-term 
~NK&E~ 11 c 11 zMy. (3.8) 
We can also use the bounds to derive a result related to the accuracy of the computed 
coefficients Cj, although they are only intermediate quantities. It is useful to consider the 
maximum of the errors AC,: 
II A_C II m E max I ACj I. 
From the norm rt[lation 11 A_C II m G II A_C II 1 and (3.6) we immediately obtain 
II AC II m < (‘=k + fl)K&, ll c 112; 
again, this bound is dominated by the K-term 
~NK&,E~ 11 c 112. 
(3 *9> 
(3.10) 
4. A class of model problems 
As mentioned in the Introduction, a completely general analysis of the BCM seems 
impossible. Instead, we shall analyse a particular class of model problems for which we can 
obtain a fairly deep insight into the problems. 
Our model problems in the (x, y&plane are 2r-periodic in the x-direction, and bounded by 
the straight line y = 0 and by the curve y = v(x) > 0, where q(x) is 2T-periodic. Because of 
the periodicity, it is sufficient to consider a domain which is bounded also by the straight lines 
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Fig. 1. Geometrical description of the model problems. The region 0 is bounded by three straight lines x = 0, y = 0, 
x = 27r, and by the curve r: y = T(X). 
x = 0 and x = 2rr, and from the 2n-periodicity of the problem follows @CO, y) = @(2~, y) and 
@JO, y) = @,(2~, y). The domain 0 is thus bounded by the three straight lines and by the 
curve y = q(x), which we denote r. See Fig. 1. 
On the boundaries y = 0 and y = q we can put various conditions derived from various 
physical problems, e.g., from (i) electrochemical maching (ECM) [7,8], (ii) porous flow problems 
[9], and (iii) surface gravity waves [6]. For clarity we here only consider (i) ECM, which gives 
rise to the conditions: 
qx, 0) = 0, (4.la) 
@(x, r(x)) = 1. (4.lb) 
This boundary value problem has a unique solution. 
The “basic” functions {$j(~, y)}/:fr, cf. (2.11, which are solutions of Laplace’s equation, are 
determined so that they exactly satisfy the boundary conditions on part of aa, namely on the 
three straight lines. This means that the boundary collocation, in the present model problems, 
only has to take place along that part of aR which is described by the curve r. For ease of 
presentation we begin our analysis by considering curves of the form 
r: ~(x)=a,+a, cos x+b, sin X, O<x<2~, (4.2) 
with a,,>[af+b,] . * ‘I2 (In Section 7 we consider boundary curves r of a more general shape.) 
In the following we choose the number of terms N in the approximating sum (2.1) to be even 
(as a consequence of requirements in [7]), and define y1= $V. 
As approximating sums, corresponding to (2.11, it is straightforward to use 
n-l 
@N)( x ) y ) = $oy + i ZkN’ cos( kx) sinh( ky ) + c @“) sin( kx) sinh( ky ), (4.3) 
k=l k=l 
which satisfies the boundary conditions on the three straight lines. However, it turns out to be 
advantageous to use the following sum: 
sinh( ky) n-l 
+ C 5iN) sin(h) 
sinh( ky) 
sinh( k$) (4.4) k=l sinh(kij) ’ 
where ;i is a constant at our disposal. The sum (4.4) is derived from (4.3) by a redefinition of 
the coefficients. 
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The collocation points, viz. ((xi, yi)}iZy, which are solely placed on r, are chosen by means 




yi := q( Xi) = vi, i=l,2 N. ,.**, (4.5) 
According to (4,lb) the function 9(x, y> is equal to 1, identically. Based upon (4.3) or (4.4), 
together with (4.5), it is now possible to construct systems of linear algebraic equations of the 
form 
@““)(x~, yi) = 1, i = 1, 2,. .., N, (4.6) 
for the determination of the unknown coefficients. 
We note that other choices for the abscissae {(xi>}jl;” are possible; our choice is dictated by 
requirements set up in [7]. 
5. Error analysis of the model problems 
The class of examples introduced in Section 4 is now analysed in detail with respect to 
rounding errors. 
5.1. Condition numbers 
In the error analysis of Section 3 enter the condition numbers. With the sum (4.4) as a basis, 
and r as a parameter, the system of linear algebraic equations (4.6) is constructed with matrix 
LZ’. For a flat boundary curve r, i.e., y = q(x) = a,, the columns of & are orthogonal such that 
zT& is diagonal, and we find surprisingly simple results for the coiidition numbers: - 
K ord = fi, w 
K &f = a. P-2) 
For a nonflat boundary curve r, we cannot derive closed-form expressions for K,,~ or K,~~, 
and the condition numbers have to be computed numerically via the singular value decomposi- 
tion of the matrix g [35], as seen in the following numerical experiment. 
Example 5.1. With a, = 1.0 and b, = 0.0 and various values of a,, 0 G a, G 0.5, we computed 
the ordinary condition number and the effective condition number for various values of N up 
to around 60-90. A straightforward inspection of a graph (not shown here) of log K versus N 
(with a, as a parameter) reveals a relation which is very near linear and with log K proportional 
to a,: 
K ord = K exp(0.98 a,N) N exp(l.OO a,N), (5.3a,b) 
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where K < 0.9, and 
+7 =77max: %ff =K ord N ew(1.00 aIN), (5.4a,b) 
4 = rlmean: Keff = K eXp(0.49 U,N) - eXp(0.50 aIN), (5 Sa,b) 
6 = rrnin: Keff < 4 - exp(O.OO a,N), (5.6a,b) 
where K < 1.1. 
Outcome: While K,,~ is, in practice, unaffected by a change of 5, ~~~~ depends strongly on ;i. 
For ;i = rlmin, a very small value of K,~~ is found. 
Similar calculations, with the sum (4.3) as a basis, are carried out in the Appendix, from 
which it is observed (i) that the ordinary condition number is orders of magnitude larger than 
the effective condition number, and (ii) that both condition numbers from (4.3) are orders of 
magnitude larger than those from (4.4). 
Regarding the two sums (4.3) and (4.4), it can be questioned whether a smaller condition 
number guarantees more accurate computed results. But smaller condition numbers give closer 
bounds for the rounding error. Our purpose is to investigate error bounds, and we are 
therefore interested in systems with small condition numbers. 
5.2. Numerical solution of the linear equations 
The numerical solution of the system of linear algebraic equations is carried out in double 
precision, using a routine based on Gaussian elimination with iterative refinement [36]. In 
Section 3.3 were given bounds for the rounding error in the solution of the linear algebraic 
equations. It is now of interest to investigate whether these bounds are realistic, using the 
ordinary or the effective condition number. This can be done by specifying certain boundary 
curves r, characterised by certain values of a,, a, and b,, as input parameters to our computer 
program. 
Specifically, if b, = 0, then the boundary curve r is symmetric with respect to x = V, so that 
the exact solution @ = @(x, y) to the boundary value problem is also symmetric-with respect to 
x = V, in that @(x, y) = @(HIT - X, y> for 0 <x < V. The ideal approximation QcN)(x, y) must 
possess the same symmetry, which is the case when the exact coefficients {Bk}~I~-’ in (4.4) are 
all zero. When the numerical solution is carried out, using our general computer program 
where b, is set to 0.0, then the computed values of the B-coefficients, viz. {B,},kIy-‘, represent 
the rounding error in the B-coefficients. Moreover, it is expected that the rounding errors in 
the A-coefficients are of a similar magnitude. 
The investigation is carried out by comparing maxIGk G.n_-l I gk I with the bound (3.10) in 
which (I C I] 2 is the norm of the corresponding computed solution vector, and where we have 
E M = lOmY when using an Amdahl 5890 in double precision. The condition number K enters in 
the bound (3.10), and we compute the bound both for K = K,,~ and for K = Keff, and the 
comparison is carried out for both sets of bounds. 
Example 5.2. With a, = 1.0, a, = 0.5, b, = 0.0, the system of equations is constructed and 
solved for N = 32, 64 and 96, with (4.4) as the basis for three values of <, viz. rrnax = a0 + a,, 
77 NV%.” = Uo, 77,in = UO - U,. 
The actual determined values of max, c k ~ n_ 1 ( gk I are given in Table 1. The two corre- 
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Table 1 
See Example 5.2; actual determined values of max I Bk ) 
N 77 = 77max f = %ean 77 = 77min 
32 1.6.10-12 8.2.10_‘6 1.6.10-” 
64 7.7. lop6 1.9.10-‘2 2.5.10-” 
96 6.3.103 1.1.10-” 6.8.10-l’ 
Table 2 
See Example 5.2; computed values of NE~K,,~ II _C /I 2 
N = 77 77max = 77 77mean = 17 q7min 
32 2.2.10-8 7.6.10-’ 9.1.10-9 
64 1.8.10° 9.8.10-2 1.4. lo-’ 
96 1.1.108 8.1.103 7.8.108 
Table 3 
See Example 5.2; computed values of NE,,,,,K,*~ 1)_C (1 2 
N 17 = ?max 7i = 77mean 77 = 77,in 
32 1.9.10ws 7.2.10-12 7.1 lo-‘5 
64 1.6.10-’ 3.8.10-8 1.5.10-‘4 
96 2.3.10” 1.2.10-6 9.2. lo-l2 
sponding bounds NECK I( _C 11 2 are computed and given in Table 2 with K = K,,,~ and in Table 3 
with K = K,~~. 
Outcome: The error estimate determined by means of the ordinary condition number is 
generally many orders of magnitude too large, while the estimate determined by means of the 
effective condition number is generally only a few orders of magnitude (in casu, 3-5) too large. 
Result. It is clearly seen from Example 5.2 that the estimates obtained using the effective 
condition number are much less pessimistic than those obtained using the ordinary condition 
number. 
5.3. The product KM, 
In the bound (3.8) enters the quantity M,, which is the max absolute value of the functions 
4;(x, y> evaluated on the boundary r. For the various sets of functions introduced in Section 
4, with the boundary curve r of the form (4.2) with a, > 0 and b, = 0, the max absolute value is 
attained for the functions in (4.4) with k = IZ = +N: 
7j = q,,: iIf,= 1, 
6 = ?7mean 1 
M = sin~(swnax) 
r sinh( $hmea,) - ew( N?7,,, - 77,,,,)) = exP( tW)y 
M = siq NLnax) 
r sinh( iNqmin) - exp( +N(vm, - rlmin)) = cxp(% 1. 
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In the bound (3.8) the product KM~ is significant. It is seen that K~~~M,, with K,,~ from 
(5.3b), depends on ;i, while K,~~M~, with K,~~ from (5.4b), (5Sb) and (5.6b), is independent of 
+j. Therefore one might think that it is unimportant which value of 6 is chosen. But when using 
the NAG routine [36], it turns out that the computations can be carried out for larger values of 
N when 6 = qmean than when using the two other values of ;i. (The NAG routine [36] returns 
with an error indicator when an estimate for the ordinary condition number exceeds a certain 
value.) Consequently, in what follows we use +j = r),,,,. 
With K,,~ and K,~~ from (5.3b) and (5.5b), respectively, and M, determined for ;i = qmean, we 
then get the approximations 
(5.7) 
(5.8) 
Result. A comparison between (5.7) and (5.8) indicates that the bound (3.8) for the computa- 
tion error is reduced by using the effective condition number, instead of the ordinary one. 
Remark. Based upon the sum (4.3), approximations imilar to (5.7) and (5.8) have been derived. 
The relevant approximations to K are larger, cf. the Appendix, and furthermore the relevant 
approximations to M, turn out to be larger. Consequently the error bounds related to (4.3) are 
left out here. 
5.4. The appropriate number of terms in the sum 
It is necessary to decide carefully the actual number of terms N to be used in setting up the 
system of linear algebraic equations, i.e., the order of the matrix, because the influence of 
rounding errors increases with the order of the matrix and may deteriorate the final results. 
Example 5.3. With a, = 1.0, b, = 0.0 and 0.1 <a, G 0.5, and using the system based on (4.4) 
with +j = rlmean, the product E~NK,~~M~ becomes, approximately, 10-r6N exp(Na,). The value 
of this product is given in Table 4, with a, as a parameter. 
Outcome: With a wavy boundary curve the rounding error put a bound on the number of 
terms N to be used in the numerical computation, because the computation error may become 
excessive. 
As a means for practically determining the number of terms to include in the sum, let us 
consider the case where the boundary curve is symmetric with respect to x = T. Then the 
Table 4 
See Example 5.3; the value of 10V16N exp(Na,) 
N a, = 0.1 a, = 0.3 a, = 0.5 
32 7.9.10-14 4.7. lo-” 2.8.10-’ 
64 3.9.1or’Z 1.4.10-6 5.1.10-l 
96 1.4.1or’O 3.1’ 10-Z 6.7. lo6 
S. Christiansen, P.C. Hansen /Journal of Computational and Applied Mathematics 54 (1994) 15-36 27 
computed coefficients {@I”)} solely consist of rounding errors, and only the computed coeffi- 
cients {k@v)} are of interest 
We observe the following behaviour of the coefficients (giN)} (provided N is large enough). 
For k increasing from 1 until a certain value k *, I AiN) I decreases with k, while, when k > k *, 
I F&~’ I settles at the same level as I kiN) I, i.e., I F@‘) I = I &“) I for k > k *. This level is solely 
determined by rounding errors, and it can be estimated using the effective condition number. 
Since iiN) and iiN’ enter on equal footing in the sum corresponding to (4.41, it is therefore 
without purpose to use terms with coefficients iiN) where I A’ (kN) I is comparable to the noise 
level. It is even disadvantageous to use these coefficients solely consisting of rounding errors, 
because they are multiplied by the corresponding functions 4j(~, y) which attain very large 
values for certain values of X. 
Example 5.4. With a, = 1.0, b, = 0.0 and 0.1 < a, < 0.6, the coefficients, based on (4.4), are 
computed for +j = TJ,,,_ = a,. The coefficients I A iN) 1 decrease with k and become comparable 
with IBiN)I for k=k*. Results (not shown here) reveal that k * is nearly independent of N 
but depends on a,. It turns out that k * = 8(1 + lOa,). This result indicates that it will not be 
reasonable to use a value of N larger than N,,,, which is defined as the order of the matrix for 
which the rounding errors start to dominate. For the class of geometries considered here, we 
find 
N,,, r 16(1 + lOa,). (5 -9) 
Outcome: The maximal number of terms, used in the sum, can be limited in an easy way, 
simply by considering the solution of the linear equations, and the effective condition number. 
Further experiments reveal a similar behaviour for nonsymmetric curves. It is still without 
purpose to use terms with coefficients comparable to the noise level, so that N,,, from (5.9) still 
holds with a, replaced by the amplitude of the boundary curve r. 
6. An analysis of the BCM applied to the model problems 
When we analyse the boundary collocation method, it is of interest to determine the 
maximum absolute computed deviation on the boundary, denoted 8(N) (2.5a), together with the 
rounding errors on this quantity, denoted A (N) (2 5b). For the class of model problems . 
introduced in Section 4 we were able to estimate the rounding error in Section 5. 
Given a specific problem of Section 4, described by a curve r (4.21, we compute the 
approximation CPCN), using the coefficients of,the system (4.4) with ;i = qmean = (l/N>C~,~i. 
Then QCN)(~, y) is evaluated for y = q(x). Referring to the boundary condition (4.lb), it is of 
interest to investigate the deviation 
lYN’(X) := @(NyX, 7&x)) - 1. 
This is done by computing DCN)(x> at many points, which are equally spaced over the interval 
(0, 2~1, viz. X:=X, =p2n/(PN), p = 1, 2 ,..., PN, where the integer P is suitably large. To 
characterise the function DCN’(~), we then choose 
d(N) := max 
1 <p<PN 
I DcN’( xp) I. (6-l) 
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Fig. 2. See Example 6.1. For I-: q(x) = 1.0+0.3 cos x are shown, as functions 
with large dots), and the approximations for 10-‘6N~ordMr = lo-“N exp(0.45 
= 10-16N exp(0.3 N) (dashed curve>. 
of N, the values of d““) (solid curve 
N) (dotted curve) and ~O-‘“NK,,,M~ 
For large values of P, the computed values of d (N) do not depend much on P. If we choose 
P = 16, then dCN) seems to be a sufficiently accurate representation of the quantity a(N) (2Sa). 
In addition to dCN) we also give the estimate of the corresponding rounding error A(“‘) (2Sb), 
which is of the order NeM~Mr, cf. (3.7). Here the product KM, is estimated in Section 5.3. 
If a computation with N > N,,, (5.9) is carried out, then the coefficients A, and B,, 
k >, iNerr, will consist solely of rounding error, expressed in terms of the condition number 
through (3.91, and these coefficients are multiplied by 4j(x, y). The functions +j(x, y> are 
bounded by M, which, in turn, increases with N in a known way. Therefore, the computed 
quantity dCN) will also be dominated by rounding errors for large values of N, i.e., for large N 
we have dcN) = AcN) We observe for N > N,,, that the function dcN), and therefore also AcN), .
increases with N in a surprisingly regular manner, viz. A (W turns out to be almost equal to 
K exp(YN), where K and v are constants. This result corroborates the findings in Section 5.3. 
Below, we give some specific numerical examples to illustrate the point th,at was made above. 
They all relate to the model problems from Section 4. 
Example 6.1. With a, = 1.0, b, = 0.0 and a, = 0.3 we compute dcN) for N = 2(2)96. We also 
compute the values of 10-‘6N~M,, for K = K,,~ and K = ~~~~~ in that we insert the correspond- 
ing approximate expressions for KM~ given by (5.7) and (5.8). The results are shown in Fig. 2. 
Outcome: The curve for dcN) is smooth for N up to around 64. For larger values of N the 
curve is somewhat erratic, but apparently with an underlying structure, and therefore by no 
means random. The value N = 64, which is the border between smooth and erratic parts, is in 
accordance with (5.9) which yields N,,, = 64 for a, = 0.3. The error estimates based on the 
effective condition number are, for larger values of N, several orders of magnitude smaller than 
the estimates based on the ordinary condition number. The latter estimates are therefore left 
out of consideration in the following. 
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The erratic values of dcN) for N > 64 follow in average a certain underlying rule, in that they 
on the linear-logarithmic scale obey nearly a linear relation as seen from Fig. 2; actually, this 
linear relation holds for N up to at least 128. Moreover, the slope of this linear relation is 
approximately the same as the slope corresponding to the error bound determined using 
K = K,~~. Hereby our results corroborate the estimate for AcN) using the effective condition 
number, although the error bound is a few orders of magnitude too large. (This is in 
accordance with the error estimates applied to the actual solution of linear systems of 
equations, see Example 5.2.) Therefore the computed values of dcN), for N > 64, seem to 
represent the actual computation error AcN), and not the upper bound. 
The behavior of the dcN)- curve described in the above example is typical for all the curves 
that we considered: there is always a smooth part of the d(“‘)-curves for N 2 N,,,, and an erratic 
part for N 2 N,,,. The smooth part is not dominated by rounding errors and therefore 
represents properties which are inherent in the boundary collocation method. Consequently, 
properties of the boundary collocation method can indeed reliably be analysed by numerical 
means for all N < N,,,. We make use of this conclusion in the following examples. 
We stress that in order to distinguish between the results dominated by rounding errors, and 
those which are not, it is necessary to look at the dcN) -curves and separate the erratic part from 
the smooth part. It is not sufficient to look solely at a few computed d(N)-values. In particular, 
it is not possible from a few dcN) -values to claim which results are contaminated with rounding 
errors, and which are not. In [26, p.1591 it has been reported, based upon only a few numbers, 
that the deviation attains its smallest value for a certain number of terms, and that it increases 
with an increasing number of terms, This increase of the deviation has been ascribed to the 
increase of the condition number, which means that it should be due to rounding errors. It is, 
however, not possible to draw such a conclusion without the investigations presented in this 
paper. In particular, we emphasize the necessity to represent the results graphically. 
Example 6.2. With a, = 1.0, b, = 0.0 and a, = 0.1 (a fairly small amplitude) we compute dcN) 
for N = 2(2)96, and the quantity 10-16N~,,M,, with K,~~M~ given by the approximation (5.8). 
The results are shown in Fig. 3. 
Outcome: The rounding errors dominate for N 2 N,,, = 32, cf. (5.9). For N < N,,, the 
rounding error is negligible, and the deviation on the boundary is surprisingly small. The 
deviation decreases with N, and becomes smaller than lo-r5 for N = 32. This is a property of 
the BCM applied to this model problem. For larger values of N the computed deviation is still 
small, but it does not decrease further because. of rounding errors. The approximation is useful 
for this boundary curve, giving good accuracy with few terms. 
Example 6.3. The same data as Example 6.2, except that a, = 0.5 (a fairly large amplitude). The 
results are shown in Fig. 4. 
Outcome: The rounding errors dominate for N > N,,, = 88, cf. (5.91, while for N <N,,, the 
rounding error is negligible. Notice that now the deviation on the boundary cannot be made 
smaller than around 10-l and further that it attains its minimum value for small values of N, 
viz. N = 16. For 16 <N <N,,, the deviation increases with N; this result is not due to rounding 
errors - it is an artifact of the boundary collocation method in itself. An increase of the 
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Fig. 3. See Example 6.2. For T: q(x) = l.O+O.l cos x are shown, as functions of N, the values of dCN) (solid curve 
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Fig. 4. See 6.3. For r: q(x) = l.O+ 0.5 cos x are shown, as functions of N, the values of d(“‘) (solid curve 
with large dots), and the approximation exp(0.5 N) for 10P’6N~errMr (dashed curve). 
number of terms beyond 16 will not improve the result, i.e., decrease the deviation. The 
approximation is not useful for this boundary curve. 
Since our rounding error analysis guarantees that the influence of rounding errors is small, 
we can thus conclude that the different behavior of the boundary collocation method in 
Examples 6.2 and 6.3, with two different curves, is genuine to the method itself. 
7. Illustration of our proposed analysis procedure ’ 
We introduced the quantity d (M (6 1) to characterise the accuracy of the . BCM for a specific 
boundary curve r, and we carried out an analysis of the rounding error on dcN) or 8cN) (2.5a). 
r Valuable suggestions from a referee instigated the preparation of the present section. 











Fig. 5. See Example 7.1. For r: Q(X) = 1.0+0.4 cos x + a3 cos(3x) are shown, as functions of N, the values of dcN) 
for a3 = 0.00, 0.0025, 0.005, 0.01 and 0.02. 
This analysis is lengthy, but gives a deeper understanding of the structure of the computed 
results dcN). Thus, when values of dcN) are computed for many values of N over a large range 
of N, and provided that the computed results are presented graphically, then it is possible 
visually to decide which part of the dcN) -curve reflects genuine properties of the BCM, and 
which part is totally dominated by rounding errors. For some boundary curves r it is then 
possible, solely by looking at a curve, to conclude whether the BCM diverges, or whether the 
BCM seems to converge. 
In this section we will apply this procedure to some boundary curves r which are more 
complicated than the curves for the model problem introduced in (4.2). Hereby, we can obtain 
a feeling of the properties of the BCM. It is not our aim here to carry out a thorough 
experimental investigation of the BCM for various boundary curves; rather we give a few 
examples which illustrate the use of the analysis tool developed in the previous sections. 
Example 7.1. The quantity d (N (6 1) is computed, for N = 2(2)128, for boundary curves r given . 
by 
r: n(x) = 1.0 + 0.4 cos X + a3 COS(3X), (7.1) 
where a3 = 0.0, 0.0025, 0.005, 0.01 and 0.02, and the results obtained are shown in Fig. 5. 
Outcome: We observe that the rounding error increases with N in a surprisingly regular 
manner, as mentioned in Section 6, and making it impossible to draw conclusions for N greater 
than a certain limiting value which, apparently, increases with a3. We conclude from the figure 
that the BCM, with r of the form (7.1), is divergent for a3 > 0.01, and that it is questionable 
whether it will converge for a3 = 0.005. The figure clearly shows that the convergence/ 
divergence depends strongly - indeed critically - on the curvature of the boundary curve. 
We note in passing that the boundary curve r (7.1) is symmetric with respect to x = r, and 
therefore the coefficients {@N’)~Z~-l could be set to zero in (4.41, so that a system of equations 
of order +N f 1 would be more appropriate. 

























Fig. 6. See Example 7.2. For r: q(x) = l.O+ 0.3 cos x + b,sin(2x) are shown, as functions of N, the values of dCN) 
for b, = 0.00, 0.05 and 0.10. 
Example 7.2. The same as Example 7.1, but for the curve 
r: 77(x) = 1.0 + 0.3 cos x + b,sin(2x), (7.2) 
where b, = 0.00, 0.05 and 0.10, and the results are shown in Fig. 6. 
Outcome: We observe the same overall behaviour of the rounding error, and can conclude 
that the BCM diverges for b, 2 0.1, while it seems to be convergent for 0 G b, G 0.05. Again the 
strong dependence on the curvature is noted. If only a few values of dcN) had been considered 
for b, = 0.10, then wrong conclusions about the convergence could have been drawn because of 
the irregular behaviour of the curve. 
Example 7.3. A further development of Example 7.2, with b, = 0.05: 
r: q(x) = 1.0 + 0.3 cos x + 0.05 sin(2x) + b,sin(3x), (7.3) 
where b, = -0.02, -0.01, 0.00 and +O.Ol, and the results are shown in Fig. 7. 
Outcome: Again we observe the effect of the rounding error and the strong effect of the 
curvature of r. The addition of the term b, sin(3x) does not always give rise to divergence of 
the BCM. On the the contrary, b, = 0.01 gives results which tend to zero very rapidly with N, 
so that the BCM seems to be convergent for this particular r. 
8. Concluding remarks 
The boundary collocation method (BCM), which is a method for constructing approximate 
solutions to boundary value problems, has been analysed with respect to rounding errors for a 
class of boundary value problems, which arise in connection with the technological process 
called electrochemical machining [7,8]. The method of analysis can also be applied to boundary 
value problems which arise from flow in porous media [9,10] and surface water waves under 
gravity [6,11]. 
S. Christiansen, P.C. Hansen /Journal of Computational and Applied Mathematics 54 (1994) 15-36 
1 E+OOr 
33 







0 20 40 60 80 100 IF0 
hi 
Fig. 7. See Example 7.3. For r: q(x) = 1.0+0.3 cos x +O.OS sin(2x)+ b&3x) are shown, as functions of N, the 
values of &‘) for b, = -0.02, -0.01, 0.00 and +O.Ol. 
For the class of model problems under consideration we have obtained insight which is 
summarized below. 
It is possible to determine numerically how much the BCM approximation deviates from the 
exact solution. This requires an analysis of the influence of rounding errors on the computed 
result. If the influence of rounding errors is sufficiently small, the computed deviations can be 
ascribed to a genuine property of the BCM. 
We find that a rounding error analysis based on the effective condition number is superior to 
one based on the ordinary condition number, in that we obtain much smaller bounds for the 
influence of rounding errors. Our analysis also gives a deeper insight about the effect of the 
rounding errors that allows to extend the investigation to a larger class of problems. Thus we 
can assure that the properties of the computed results represent properties which are indeed 
inherent in the BCM. In other words, properties of the BCM can reliably be analysed by 
numerical means. 
If the boundary curve r is the line 77 = constant (> 01, the BCM will immediately produce 
the correct result (except for extremely small rounding errors). The examples of Sections 6 and 
7 show that with a boundary curve r having oscillations with sufficiently small amplitude, the 
approximation is surprisingly good, and that the approximation improves as the number of 
terms in the expansion increases. In other words, the approximation seems to converge to the 
exact solution. However, when the amplitude of the curve r is larger, even the best approxima- 
tion is fairly bad, and it is obtained with only a few terms in the expansion. Increasing the 
number of terms deteriorates the results obtained, i.e., there is no convergence. 
The BCM can be considered as a means for constructing an approximation to a boundary 
value problem, using a suitable (small) number of terms for producing a practical and 
convenient approximation. The BCM can also be considered as a theoretical construction for 
which one can ask a theoretical question about the convergence of the BCM solution as N + 03. 
The examples of Sections 6 and 7 illustrate both aspects of the BCM. In particular, in some 
cases it is possible to obtain a good approximation using few terms, while in other cases the 
approximation diverges. 
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Our conclusions for the BCM are not solely drawn on the basis of few computed numbers. 
Instead, it is necessary to use many numbers and to represent them graphically so that it is 
possible visually to distinguish between qualitatively different behaviour of the computed 
results, 
The purpose of the rounding error analysis in this paper is to provide an a priori bound for 
the influence of the rounding errors in the numerical results, such that conclusions can be 
drawn. An alternative approach is to produce numerical results with guaranteed upper and 
lower (a posteriori) bounds by means of interval methods and high-accuracy arithmetic, e.g., 
using the PASCAL-XSC system [23]. The results from this approach [12,13] corroborate the 
conclusions of the present paper. 
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Appendix 
In Section 5.1 we consider the condition numbers for the system (4.6) constructed with the 
sum (4.4) as a basis. For comparison we here carry out the analogous calculations with the sum 
(4.3) as a basis. 
For a flat boundary curve r, the singular values can be found in closed form, giving the 
ordinary condition number 
I Jz 
O<a,fa,", 
K ord = sinh(iNa,) * (A4 
-1 
a0 7 a,* <a,, 
with a,* (= 1.49) defined as the (positive) solution to fi/sinh a, = a;‘. This result, where 
K = O(exp($Va,)), is in accordance with the traditional conclusion that the boundary colloca- 
tion method leads to very ill-conditioned systems of linear algebraic equations. However, 
because of the simple structure of the problem the spectrum of the p-coefficients is so simple 
that even the effective condition number can be given in closed form: 
fia, 
sinh a, ’ 
O<a,<a,", 
%ff = 
1, a; <a,. 
This result, where ~~~~ = O(l), is in strong contrast to (A.11 for K,,~. 
(A-2) 
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Example A.l. Computations similar to Example 5.1 are carried out. A straightforward inspec- 
tion similarly reveals that log K is proportional to a, + a,: 
K ord = 0.4 exp(0.49(a, + a,)N) - exp(OS(a, + a,)N), (A.3a,b) 
(A.4) 
Outcome: The condition numbers corresponding to a nonflat boundary have the same 
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