Abstract. The classical Halpern-Läuchli theorem states that for any finite coloring of a finite product of finitely branching perfect trees of height ω, there exist strong subtrees sharing the same level set such that tuples in the product of the strong subtrees consisting of elements lying on the same level get the same color. Relative to large cardinals, we establish the consistency of a tail cone version of the Halpern-Läuchli theorem at a large cardinal (see Theorem 3.1), which, roughly speaking, deals with many colorings simultaneously and diagonally. Among other applications, we generalize a polarized partition relation on rational numbers due to Laver and Galvin to one on linear orders of larger saturation.
Then (2 <κ , < lex ) is κ-saturated iff κ is regular as proved in Lemma 1.7 of [5] . Note that if κ <κ = κ, there is one κ-saturated linear order of size κ up to isomorphism Q κ , whose order type is denoted as η κ . We will prove the following in this paper. Theorem 1.1. Let d ∈ ω, κ inaccessible and λ infinite cardinals satisfying that λ → (κ) 2d 2 κ (in fact λ = (2 κ ) + suffices when d = 1) be given. Suppose further that κ is measurable in the forcing extension by Add(κ, λ). Then The partition relation symbol in (1.2) means the following: for any δ < κ and any f : Q d+1 κ → δ, there exists X j ⊂ Q κ for j ≤ d such that type(X j ) = η κ and |f Π j≤d X j | ≤ (d + 1)!.
It is known that starting with a ground model satisfying GCH containing a cardinal κ that is (κ + 2d + 1)-strong (or just (κ + 2)-strong when d = 1), we can get a forcing extension where the hypothesis in the theorem is true. This is a higher analog of a theorem by Laver [11] (the 2-dimensional case is due to Galvin). The classical proof of Laver's theorem is a combination of the Halpern-Läuchli theorem and a fusion type argument. Let us first review some basic definitions. Definition 1.4. A partial order (T, ≺) is a tree if for each t ∈ T , {s ∈ T : s ≺ t} is well ordered by ≺. Remark 1.5. When there is no confusion about the tree order, we use T to refer to the tree (T, ≺). Definition 1.6. Given T a tree, t ∈ T , α ∈ κ and A ⊂ κ,
• The height of t in T is ht T (t) = order type of {s ∈ T : s ≺ t}. When there is no confusion we write ht instead of ht T . Succ T (t) = {s ∈ T : ht(s) = ht(t) + 1 & t ≺ s}, P red T (t) = {t ∈ T : t ≺ t}.
• T [t] = {s ∈ T : s t}, T (α) = {s ∈ T : ht(s) = α}, T (< α) = ξ<α T (ξ), T (α)[t] = {s ∈ T (α) : s t}. Definition 1.7. (T, ≺) is a nice tree with the height function ht T if
• (T, ≺) is a tree.
• (T, ≺) has a unique root which we call root(T ), that is for any t ∈ T , root(T ) t.
• T is a κ-tree, namely for each s ∈ T ht T (s) < κ, sup t∈T ht T (t) = κ and for any α < κ, |T (α)| < κ.
• T is well-pruned, that is every maximal path through T has order type κ under ≺ and for any limit γ and t, s ∈ T (γ), if P red T (t) = P red T (s), then s = t.
• T is perfect, namely, for any t ∈ T , there exists s 0 , s 1 t, s 0 , s 1 ∈ T , s 0 and s 1 are incomparable.
Note such trees are automatically < κ-closed, in the following sense: for any α < κ and increasings = s i ∈ T : i < α , there exists an upper bound t ∈ T for s. Also notice that if κ <κ = κ and T is a nice tree, then (T, < lex ) Q κ . This fact will be useful later on. Definition 1.8. Given T a nice tree, we say T ⊂ T is a strong subtree if T is a nice tree and there exists a set A ∈ [κ] κ with increasing enumeration a i : i < κ such that (1) for any ξ < κ, T (ξ) ⊂ T (a ξ ) (2) for each ξ < κ, s ∈ T (ξ) and each t ∈ Succ T (s), there exists exactly one extension of t in T (ξ + 1).
A set A as above is called a witnessing level set for T .
In search for a generalization of Laver's theorem, two difficulties are present. The first difficulty is the need for the Halpern-Läuchli theorem at a large cardinal. The classical Halpern-Läuchli theorem is a partition theorem about finite products of finitely branching infinite perfect trees of height ℵ 0 . It was first proved in [8] by J. Halpern and H. Läuchli and was used in [9] to establish the independence of the axiom of choice from the Boolean prime ideal theorem over ZF.
L. Harrington came up with a nice forcing proof of the classical Halpern-Läuchli theorem, see for example [15] . S. Shelah [13] generalized L. Harrington's argument to show that consistently for any m ∈ ω and any < κ coloring of ξ<κ [2 ξ ] m , there exists a strong subtree T ⊂ 2 <κ such that for any ξ < κ, [T ∩ 2 ξ ] m only gets finitely many colors. M. Džamonja, J. Larson and W. Mitchell in [5] further extended the result to deal with any m-sized antichains in T . They further applied the theorem to obtain a partition theorem for large saturated linear orders, generalizing a classical theorem by D. Devlin [2] . In particular they show: Theorem 1.9 (M. Džamonja, J. Larson and W. Mitchell [5] ). Under the hypothesis of Theorem 1.1 for d ≥ 2, there exists t Notice we can derive a version of Theorem 1.1 from the above theorem. Given
However the conclusion is not exactly that of Theorem 1.1 as
(2) under the hypothesis with parameter d, the conclusion is valid for exponent j for every j ≤ d rather than for exponent j for every j ≤ d+1 as in Theorem 1.1.
As the canonical types that occur in the polarized case are simpler, the method presented here will be different from that in [5] and closer to Laver's argument in [11] . More recently in [4] , N. Dobrinen and D. Hathaway considered the polarized version of the Halpern-Läuchli theorem regarding trees whose height is some large cardinal κ. They prove the equivalence of various forms of the Halpern-Läuchli theorem at the level of weakly compact cardinals and go on to establish the consistency of the asymmetric dense set version of the Halpern-Läuchli theorem (Theorem 1.16). It turns out that this polarized version is the most relevant for our purpose.
The second difficulty in generalizing Laver's theorem is the lack of fusion arguments when the height of the tree is larger than ℵ 0 . One might hope to find some version of the Halpern-Läuchli theorem that finds "large" strong subtrees. For example, in the countable case we have the following: given a Ramsey ultrafilter U on ω, a finitely branching perfect tree T of height ω and a finite coloring f , there exists a strong subtree T whose level set A ∈ U such that T is homogeneous with respect to f . In fact higher dimensional results are also true, which is a corollary of a theorem by Mathias [12] , see [15] for a proof. One might hope for the analogous result for κ measurable with normal measure U , which will then give us "large" strong subtrees. However, the analog is false as witnessed by the Sierpinski-style coloring 2 <κ → 2 ensuring that for each strong limit α < κ and each subtree T ⊂ 2 <α with 2 α branches there exist two branches, i.e. nodes on level α, that get different colors. This shows that in general the witnessing level sets cannot even be stationary.
In order to tackle these two problems, we consider a version of the HalpernLäuchli theorem, which we call the tail cone version, such that it incorporates the consequence we want to achieve with the usual fusion argument. We will establish its consistency.
We will mainly be concerned with the versions of the Halpern-Läuchli theorem considered in [4] . In Section 2, we show at the level of a weakly compact cardinal, the 1-dimensional Halpern-Läuchli theorem holds for < κ many colors, extending a previous result by Dobrinen and Hathaway [4] where the number of colors is finite. In Section 3, we establish the consistency of the tail cone version of the HalpernLäuchli theorem. Further we show there is a dimension boost phenomenon, namely, the d-dimensional tail cone Halpern-Läuchli theorem implies the usual (d + 1)-dimensional Halpern-Läuchli theorem. Then in Section 4 we prove the tail cone version of the Halpern-Läuchli theorem implies the polarized partition relation in Theorem 1.1. Finally in Section 5, we show the consistency of the Halpern-Läuchli theorem as considered in [4] being true at κ yet κ is not weakly compact, in contrast with other versions previously considered.
We end the section with more definitions, notations and preliminaries. Let κ be a strongly inaccessible cardinal. Notation 1.10. We will typically use a letter with an overhead bar to denote a tuple and a subscript to indicate the element in the tuple with the prescribed coordinate. For example, if A j : j ∈ I is a given set with an index set I, thenx ∈ Π j A j and x j denotes the j-th element in the tuple. In particular, x j ∈ A j . Definition 1.11 ([4] , [16] ). Given a sequence of nice trees
M is a somewhere dense set if there existsx and ξ such that M isx-ξ-dense. A somewhere dense matrix is a somewhere dense set of the form M 0 × · · · × M d−1 where M j ⊂ T j . We usually add an overhead bar to denote a matrix, that isM
We callt ∈ Π j<d T j a level sequence andM a level matrix if all the elements lie on the same level. The height of a level sequence (a level matrix) will be defined naturally as the common level on which each element lies, denoted as ht(t) (ht(M )). Convention 1.12. Whenevert ∈ Π j<d T j is a level sequence, for some ξ ≤ ht(t), we uset Π j<d Tj ξ to denote the tuple whose j-th coordinate is the ξ-th element with respect to the natural tree ordering in {s ∈ T j : s ≤ Tj t j }. Define similarly for level matrices. Notation 1.13. In this paper, we will frequently take restrictions with respect to different subtrees. To avoid some cumbersome indices, we will adopt the following notation. The superscript for the restriction symbol will correspond to taking restriction with respect to the strong subtrees with the same superscript. For example, given T j , which are strong subtrees of T j for j < d and a level sequencē
The next definition collects different versions of the Halpern-Läuchli theorem that will be considered in this paper. The motivation for the following different versions considered here is that the asymmetric versions are technical strengthenings of the Halpern-Läuchli theorem while the somewhere dense version is a localized statement that is equivalent under suitable assumptions on the large cardinal κ. The dense set version enables the construction of desired strong subtrees in a rather straightforward way. Definition 1.14 (Dobrinen and Hathaway [4] ). Let d ∈ ω, κ inaccessible and δ < κ be given.
(1) HL(d, δ, κ) (the strong subtree version) abbreviates the following statement: For any T j : j < d , a sequence of nice trees, and any coloring f : Π j<d T j → δ, there exist strong subtrees T j ⊂ T j with the same witnessing level set such that f ξ<κ Π j<d T j (ξ) is constant. (2) HL asym (d, δ, κ) (the asymmetric strong subtree version) abbreviates the following statement: For any T j : j < d , a sequence of nice trees, and any coloring f : Π j<d T j → δ, there exist strong subtrees T j ⊂ T j with root t j sharing the same witnessing level set such that for some γ < δ, f ξ<κ Π j<d T j (ξ) = {γ} and if γ = 0 we could take t j = root(T j ) for each j < d. for any nice trees T j : j < d and f : Π j<d T j → δ, there exist ξ ∈ κ, t ∈ Π j<d T j (ξ) and γ < δ such that for all η ∈ κ there exists at-η-dense level matrixD ⊂ Π j<d T j and f D = {γ}. (4) DSHL asym (d, δ, κ) (the asymmetric dense set version) abbreviates the following statement: for any nice trees T i : i < d and f : Π i<d T i → δ, there exist ξ ∈ κ,t ∈ Π i<d T i (ξ) and γ < δ such that for all η ∈ κ there exists ā t-η-dense level matrixD ⊂ Π j<d T j and f D = {γ}. In addition if γ is 0, thent could be chosen to be root(T j ) : j < d . Note
It is important in the strong subtree version in Definition 1.14 that these strong subtrees share the same level set. However, there are circumstances, for example in the proof of Theorem 3.25 and Lemma 4.2, where strong subtrees not necessarily sharing the same level set are produced. Hence whenever a sequence of strong subtrees is produced, we will always make it clear whether they share the same level set. Theorem 1.15 (Dobrinen and Hathaway [4] ). For κ a weakly compact cardinal, d ∈ ω, δ < κ, the following are equivalent.
In fact (1), (2), (3) are already equivalent when κ is merely strongly inaccessible. It is pointed out in [4] that the hypothesis can be obtained starting from κ
The notion of branches and the bounded topology on the branches will be useful in proving d-dimensional tail cone homogeneity implies the d + 1-dimensional Halpern-Läuchli theorem. Definition 1.17. Given a nice tree T , and assume T ⊂ κ. Then [T ] denotes the collection of branches through T , namely {f ∈ Π ξ<κ T (ξ) : ∀α < β < κ f (α) ≺ T f (β)}. We can topologize [T ] with basic open sets N T t = {f ∈ [T ] : t = f (ht T (t))} where t ∈ T . We call this topology τ . For any A ⊂ [T ], we use ∃ τ x ∈ A to mean "there exists a collection of elements in A that is τ -dense in A".
The 1-dimensional asymmetric version of the Halpern-Läuchli
theorem at a weakly compact cardinal for less than κ many colors
In [4] , HL(1, k, κ) is established for any finite k and any weakly compact κ. We pointed out that their proof works for any strongly inaccessible κ.
In the context of weakly compact cardinals, we are able to extend this result to fewer than κ many colors.
Theorem 2.1. If κ is weakly compact, then for all δ < κ, HL asym (1, δ, κ) holds.
Proof. Given δ < κ and a coloring f : T → δ where T is a nice tree, let A q,γ = {α < κ : ∃q ∈ T (α)[q] f (q ) = γ} and consider the collection X = {A q,γ ⊂ κ : q ∈ T, γ < δ}.
Notice that |X | ≤ κ, hence by weak compactness, there exists a non-principal κ-complete filter F on κ that decides every member of X , that is for each A ∈ X , exactly one of A, A c is in X . Notice that for any γ ∈ δ if p q then A q,γ ∈ F implies A p,γ ∈ F. In other words, if p q and A c p,γ ∈ F, then A c q,γ ∈ F. We show the following claim: Claim 2.2. For each p ∈ T there exist γ ∈ δ and q p such that for all, A q ,γ ∈ F.
Proof of the claim. Suppose not, then there exists p ∈ T such that for all γ ∈ δ and for all q p there existssuch that A q ,γ ∈ F (so A c q ,γ ∈ F). Inductively we build a chain of nodes q γ : γ < δ such that
• for any α < β < δ, q α ≺ q β ;
• for any γ ∈ δ, A c qγ ,γ ∈ F. Let q −1 = p. Inductively at stage α < δ suppose we already have a q i : i < α , let q be some upper bound for this sequence in T . By hypothesis, we can extend q to q α such that A c qα,α ∈ F. Hence the construction of such sequence is possible. Now let q * be some upper bound for q α : α < δ . We know that for any γ ∈ δ, A c q * ,γ ∈ F. By the κ-completeness of F we can find a β ∈ γ∈δ A c q * ,γ \ht(q * ) + 1. On level β, for any t ∈ T (β)[q * ] and any γ < δ, f (t) = γ. However by the fact that the tree is well-pruned, there must exist some node on level β extending q * which gets some color in δ, which is a contradiction. This proves the claim.
Let p = root(T ). We will pick γ ∈ δ and build a strong subtree T of color γ. Consider the following cases: Case 1 For all q ∈ T [p], A q ,0 ∈ F. Then γ = 0 and root(T ) = root(T ). Case 2 Case 1 is not true. Let q * ∈ T be such that A c q * ,0 ∈ F. Note that this is also true for all extensions of q * in T . By Claim 2.2, we can find q ∈ T [q * ] and γ ∈ δ − {0} such that for all q ∈ T [q], A q ,γ ∈ F. Let q = root(T ) and γ = γ . With root(T ) and γ we can recursively build a strong subtree T with level set A = {a i : i < κ} as follows.
At stage α + 1, assume we have constructed T (≤ α). Enumerate the immediate successors of T (α) in T as {t k : k < β}. Hence they lie on T (a α + 1). As F is κ-complete, we can find
At stage ν where ν is a limit, let {t k : k < β} enumerate nodes in T (ν) wherē ν = sup i<ν a i such that each t k is on top of a branch through T (< ν). Repeat the procedure as before to define T (ν) and a ν .
It is easy to see from the construction that T is a strong subtree with level set A that gets color γ and if γ is 0, then root(T ) = root(T ).
Remark 2.3. We can use the same proof to get the following simultaneous/diagonal version under the same assumptions:
For γ < κ, δ j < κ : j < κ , a sequence of nice trees T j : j < κ and a sequence of colorings f j :
κ enumerated increasingly as {a i : i < κ} such that for all j < κ, there exists a strong subtree T j ⊂ T j with witnessing level set A\a j + 1 and f j T j is constant.
Tail cone homogeneity
In this section, we establish the consistency of the following analog of a consequence of a typical fusion argument in the classical context. The following argument makes use of a combinatorial lemma due to Shelah (see [13] and also a nice presentation in [5] ) who generalized a forcing argument by Harrington in the countable context. Theorem 3.1. Let d ∈ ω, and let κ, λ be cardinals such that (2) κ is inaccessible and is measurable in the forcing extension by P = Add(κ, λ). Then in V , for any δ i < κ : i < κ , nice trees T j : j < d and f i : Π j<d T j → δ i with i < κ, there exists a sequence of strong subtrees T j ⊂ T j : j < d sharing the same witnessing level set such that for each i < κ, ξ
. In other words, for each i < κ and y j :
to denote the conclusion of the theorem, which we call tail cone homogeneity. If there exists δ < κ such that each coloring uses at most δ many colors, then the conclusion of the theorem is abbreviated as HL tc (d, δ, κ).
can be proved using HL(d, < ω, ω) combined with a fusion type argument. Note also that, since κ = ω satisfies the hypothesis in Theorem 3.1, our proof yields
Without loss of generality we may assume T j , j < d are mutually disjoint. P consists of partial functions p : λ → Π j<d T j such that |support(p)| < κ. P is ordered by the following: q ≤ P p (namely, q is stronger than p) iff support(q) ⊃ support(p) and for each γ ∈ support(p), q(γ)(j) Tj p(γ)(j) for any j < d. What this forcing is doing is to add λ generic tuples of branches through Π j<d T j . For each η < λ, leṫ c η be the P-name for the generic d-tuple of branches at η-th coordinate, namely, in
We claim that P is forcing equivalent to Add(κ, λ). To see this, since P is the < κ-support product of λ many copies of Π j<d T j with the coordinate-wise tree order, it suffices to show each copy in the product is equivalent to Add(κ, 1). But each of these forcings is separative, κ-closed, of cardinality κ, and hence is equivalent to Add(κ, 1). For a proof see [1] for example. Notice that for any subset A ⊂ P of cardinality < κ such that conditions in A are pairwise compatible, then there exists in P a greatest lower bound for elements in A.
Definition 3.4. For B ⊂ λ, p ∈ P, define P B to be {p ∈ P : support(p) ⊂ B} and p B is the condition that agrees with p on B and whose support is contained in B.
Definition 3.5. Given W 0 , W 1 ⊂ λ of the same order type, let h W0,W1 be the unique order preserving map from W 0 to W 1 . We can then induce a copying action h
With a slight abuse of notation, we write h P W0,W1 as h W0,W1 since it can be easily inferred from the context.
The following combinatorial lemma plays a key role in the construction. Lemma 3.6 (Lemma 4.1 in [13] and Claim 7.2.a in [5] with slight modifications, see the remarks that follow). Suppose λ → (κ) 2d 2 κ and δ i : i < κ is a sequence of cardinals < κ.
d be a collection of P-names such that eachτ i (u) is a name for an ordinal < δ i . Then there exists E ∈ [λ] κ and
Remark 3.7. Lemma 4.1 appeared in [13] where for each u ∈ [λ] d the size of {τ i (u) : i < κ} is at most countable while in Claim 7.2.a in [5] the requirement (4) is not present and there exists a uniform upper bound δ < κ for δ i : i < κ . However the lemma with these modifications still follow from the proof presented in [5] . For the sake of completeness, we include a sketch of this lemma in the Appendix A. We point out that when
Proof of Theorem 3.1. Recall that for each ξ < λ,ċ ξ is a name for the ξ-th generic tuple of branches through
, let D be a κ-complete ultrafilter on κ. Hence there exists a unique color
u be the respective names such that the relevant facts above are forced by 1 P .
Apply Lemma 3.6 to get the desired E and W with respect to τ i (u) :
Let an injective association {e s ∈ E : s ∈ j<d T j } be such that:
we have e s0 < e s1 .
Given anyū ⊂ j<d T j , we use eū to denote {e s : s ∈ u}. Ifū ∈ Π j<d T j , then use eū to denote {e s : for some j < d, u j = s}.
We will recursively construct the desired strong subtrees T j ⊂ T j , j < d with the same witnessing level set A = {a i : i < κ}. Along the way we will define {pū ∈ P W (eū) :ū ∈ i<κ Π j<d T j (i)} and {j i,v < δ i :v ∈ Π j<d T j (i + 1), i < κ} maintaining the following construction invariants:
CI.3 For any i < κ, {pū :ū ∈ Π j<d T j (i)} consists of pairwise compatible conditions, hence has a greatest lower bound; CI.4 For any level sequencesū,ū in Π j<d T j withū ≺ū , pū ≤ P h W (eū),W (eū ) (pū). The key point of this construction is that by CI.1 we are ensuring that for any i < κ, any level sequencev ∈ Π j<d T j (i + 1), any level sequencev abovev in Π j<d T j gets color j i,v under f i . This verifies the desired tail cone homogeneity we are asking for. The rest of the invariants are technical and are intended for the induction to go through.
To start the construction, let root(T j ) = root(T j
We remind the reader of Notation 1.13 as restrictions with respect to different trees will be taken in the following construction.
Lett ∈ Π j<d B j ands ∈ Π j<d T j (α) such thats ≺t.
Claim 3.10. {h W (es β ),W (et) (ps β ) : β ≤ α} consists of pairwise compatible conditions, and in fact it is decreasing as β increases.
Proof of the claim. Notice by CI.4 of the construction invariants we have for any β < α, ps ≤ h W (es β ),W (es) (ps β ), hence
Claim 3.11. C = {h W (es),W (et) (ps) :t ∈ Π j<d B j ,s =t a α } consists of pairwise compatible conditions.
Proof of the claim. Now we let p * be the greatest lower bound for C. Note that for each j < d, Claim 3.13. There exist p ≤ p and {j α,t < δ α :t ∈ Π j<d B j } such that for anȳ
Proof of the claim. Enumerate Π j<d B j = {t l : l < }. We will build recursively a decreasing chain q l : l < such that for each l < ,
At stage l < , let q * be a lower bound for q w : w < l and j α,t l < δ α such that q * τ α (et l ) = j α,t l . Since P W (et l ) contains a maximal antichain deciding the values ofτ α (et l ), there exists q ∈ P W (et l ) and q ≤ q * W (et l ) such that q τ α (et l ) = j α,t l . Pick q l ≤ q , q * , then it would be as desired. Let p be a lower bound for q l : l < , then it works.
Claim 3.14. p ∀β < α ∀t ∈ Π j<d B jτβ (et) = j β,t a β+1 .
Proof of the claim. Letx =t a β+1 ∈ Π j<d T j (β+1). Notice that p ≤ h W (ex),W (et) (px) and px τ β (ex) = j β,x . By CL.2 in Lemma 3.6, we know that h W (ex),W (et) (px) τ β (et) = j β,x . The claim then follows. Now find p ≤ p and χ < κ such that
and similarly for any β < α,
Note that for any t ∈ B j , p (e t , j) χ p (e t , j) p (e t , j) = t by (3.12). Let C j = T j (α + 1), j < d and let a α+1 = χ. For any j < d, and any t ∈ B j , there exists a unique t ∈ C j , equivalently t ∈ T j (α + 1), such that t t. Thus this ensures the trees being constructed are strong subtrees.
Let q ∈ P be such that dom(q) = dom(p ) and for any k ∈ dom(q), j < d, q(k)(j) = p (k)(j) χ. Notice by the choice of χ as in (3.15), q ≤ p .
For eachȳ ∈ Π j<d C j , lett =ȳ a α + 1 so thatt ∈ Π j<d B j and define
and let {t 0 , · · · , t d−1 } =t =ȳ a α + 1 so thatt ∈ Π j<d B j . We will verify the construction invariants are maintained.
CI.1 Since by Claim 3.13, p W (et) τ α (et) = j α,t and q W (et) ≤ p W (et), using CL.2 in Lemma 3.6 we know pȳ τ α (eȳ) = j α,t = j α,ȳ . Similarly letx =t a β+1 and for any β < α, we have
Since px τ β (ex) = j β,x by CI.1 in the induction hypothesis, we know pȳ τ β (eȳ) = j β,x . By 3.17, f β (ȳ) = j β,x . This is as desired sincex =ȳ β + 1.
CI.2
Observe that for any k ∈ dom(pȳ), j < d, ht Tj (pȳ(k)(j)) ≤ χ = a α+1 and pȳ(e yj , j) = h W (et),W (eȳ) (q W (et))(e yj , j) = q(e tj , j) = p (e tj )(j) χ = y j .
CI.3
It follows from the similar proof as in Claim 3.11. More precisely, given y 0 ,ȳ 1 ∈ Π j<d C j = Π j<d T j (α + 1), we need to show pȳ 0 and pȳ 1 are compatible. Lett 0 =ȳ 0 a α + 1, et 1 )) . Let y * = {(y 0 ) j : j < d} ∩ {(y 1 ) j : j < d} and t * = {t ∈ ( t 0 ∪ t 1 ) : for some h ∈ y * , t ≺ h}. We know that (eȳ i , e y * , <) (et i , e t * , <) for i < 2. By CL.3 in Lemma 3.6, we know W (eȳ 0 ) ∩ W (eȳ 1 ) = W (e y * ). By CL. 4 we get h W (et i ),W (eȳ i ) (W (e t * )) = W (e y * ) for i < 2. As q W (et 0 ) agrees with q W (et 1 ) on W (e t * ), it follows that pȳ 0 agrees with pȳ 1 on W (e y * ). But dom(pȳ 0 ) ∩ dom(pȳ 1 ) ⊂ W (eȳ 0 ) ∩ W (eȳ 1 ) = W (e y * ). Hence these two conditions are compatible. CI.4 For any β ≤ α, lets =ȳ β and recall the choice of p * following Claim 3.11, we have
as desired. Stage α when α is a limit. The construction will be very similar to the successor case so we will just point out differences. Suppose we have constructed {T j (< α) : j < d} and {a i : i < α} satisfying the construction invariants. For j < d, let B j = {t j k : k < β j } enumerate the nodes on T j (ᾱ) whereᾱ = sup γ<α a γ such that they are the upper bounds of branches through T j (< α).
We need the following claims, that are analogous to Claim 3.10 and Claim 3.11 respectively. Claim 3.20. For eacht ∈ Π j<d B j , {h W (et a β ),W (et) (pt a β ) : β < α} consists of pairwise compatible conditions, in fact it is decreasing as β increases.
Proof of the claim. Given β 0 < β 1 < α, letx =t a β0 andȳ =t a β1 . By CI.4 of the construction invariants, pȳ ≤ h W (ex),W (eȳ) (px). Hence
For eacht ∈ Π j<d B j , let qt denote the greatest lower bound for the set as in Claim 3.20.
Claim 3.21. {qt :t ∈ Π j<d B j } consists of pairwise compatible conditions. Proof of the claim. Suppose for the sake of contradiction that there existst 0 ,t 1 ∈ Π j<d B j such that qt 0 ⊥qt 1 . Then there exists ν ∈ dom(qt 0 ) ∩ dom(qt 1 ), j < d such that qt 0 (ν, j) and qt 1 (ν, j) are incompatible in (T j , < Tj ). Since for i < 2, qt i (ν, j) = sup β<α h W (et i a β ),W (et i ) (pt i a β )(ν, j), we can find some β < α large enough such that if we lets 0 =t 0 a β ,s 1 =t 1 a β , both in Π j<d T j (β), then 
By the assumption we have that ps 0 (ν , j) is incompatible with ps 1 (ν , j), but this contradicts with our induction hypothesis on the construction invariants.
The rest of the proof is almost identical with the successor case except that we do not need to determine the corresponding values forτ α now. More precisely, we follow the proof after Claim 3.11 but skip Claim 3.13. 2 → 2, we have g α : κ → 2 for each α < κ such that g α (β) = g(α, β). Fix a bijection h between κ and 2 <κ . We may view g α as colorings of 2 <κ via h. By tail cone homogeneity, we have a strong subtree T ⊂ 2 <κ that is tail cone homogeneous with respect to g α : α < κ . Pick a branch through T , then this is a subset of 2 <κ of size κ such that any g α is constant except for a subset of size < κ. But this clearly implies that κ is weakly compact.
The following is a straightforward recursive construction. κ and any A ⊂ A with |A| = κ, there exists a strong subtree T * ⊂ T such that T * is a strong subtree of T with witnessing level set A.
Corollary 3.24. Let 0 < i < d ∈ ω, δ < κ be given and assume HL tc (i, δ, κ). For any sequence of nice trees T j : j < d , f : Π j<d T j → δ and B ⊂ d with |d\B| = i, there exist strong subtrees T j ⊂ T j : j < d sharing the same witnessing level subset satisfying the following:
For anyt = t j : j ∈ B ∈ Π j∈B T j with ξ = max{ht T j (t j ) : j ∈ B} and any level sequences ∈ Π j∈d−B T j with height greater than ξ, f (s ∪t) = f ((s ξ + 1) ∪t). Note that here we do not requiret to be a level sequence.
κ with increasing enumeration a k : k < κ so that for any k < κ, any level sequences ∈ Π j∈d−B T * j
. Thin A to A ⊂ A with increasing enumeration a k : k < κ such that for anȳ (s a k+1 ) ). Apply Lemma 3.23 to get strong subtrees T j ⊂ T j for j < d with A being the common witnessing level set and whenever j ∈ d − B, T j ⊂ T * j . It is now easy to verify that these trees are as desired. Proof. The hypothesis implies that κ is weakly compact by Remark 3.22. By Theorem 1.15 it suffices to show SDHL (d + 1, δ, κ). Given nice trees T j : j ≤ d and a coloring f : Π j≤d T j → δ, apply Corollary 3.24, we can find strong subtrees T j sharing the same level set such that for any x ∈ T 0 with T 0 -height ξ < κ and any level sequenceȳ ∈ Π 1≤j≤d T j (ζ) for some ζ > ξ, then f (x,ȳ) = f (x,ȳ ξ + 1). Our goal is find a somewhere dense monochromatic matrix for Π j≤d T j . Apply Lemma 3.23 to find a sequence of strong subtrees T * j ⊂ T j : j < d with witnessing level set {ξ + 1 : ξ < κ} for 1 ≤ j ≤ d. Notice that for any ξ < κ, T * j (ξ) ⊂ T j (ξ + 1) and for any r ∈ T * j , Succ T * j (r) = Succ T j (r).
For each x ∈ [T 0 ], consider the following induced level coloring f x : Π 1≤j≤d T * j → δ defined as follows: for any χ < κ,ȳ ∈ Π 1≤j≤d T *
implies κ is weakly compact and HL(d, δ, κ) which in turn implies DSHL(d, δ, κ) by Theorem 1.15. Apply DSHL(d, δ, κ) to Π 1≤j≤d T * j and f x . We know there exists a level sequencet x ∈ Π 1≤j≤d T * j of height ν and γ x < δ such that for any ν ∈ κ\(ν + 1) there exists at x -ν -dense level matrixM with f xM = {γ x }. Note that any density notion here is with respect to Π 1≤j≤d T * j . Now consider the map x ∈ [T 0 ] → (t x , γ x ). This is a partition of [T 0 ] into κ many pieces. Therefore, there exists (t, γ) and s ∈ T 0 such that
s . Extending if necessary we might assume ht T 0 (s) = β + 1 and
Hence we have the following:
For each
Now enumerate the immediate successors in T 0 of s as {s k : k ≤ µ}. Note s µ is the last element in this enumeration. Recursively we build level matrices with increasing heights
It is a reasonable question to ask if the tail cone version of the Halpern-Läuchli theorem is true at all assuming κ is some large enough cardinal. In particular:
Question 3.26. Is HL tc (1, δ, κ), δ < κ true in ZFC for some large enough cardinal κ?
A positive answer will enable us to establish results of higher dimension via the inductive argument as in Theorem 3.25.
A polarized partition relation for large saturated linear orders
We show that tail cone homogeneity can be used to prove a higher analog of a theorem by Laver [11] (the 2-dimensional case is due to Galvin) regarding a polarized partition relation for dense linear orders.
Notation 4.1. We use ∀ <κ to mean "for all except for < κ many". For example, let ϕ(x) be a formula with a free variable x, then ∀ <κ x ϕ(x) means |{x : ¬ϕ(x)}| < κ.
nice trees and a coloring f : Π j<d T j → δ for some δ < κ be given. Assume HL tc (d − 1, δ, κ) . There exist strong subtrees T * j ⊂ T j not necessarily sharing the same level set with respect to
We first shrink the trees to satisfy the following claim. Claim 4.3. There exist strong subtrees T j ⊂ T j , j < d not necessarily sharing the same level set such that for any x ∈ T 0 with ht T 0 (x) = ξ and any y j ∈ T j whose heights are increasing with ht
Proof of the claim. As the restrictions taken in the following proof are with respect to different subtrees, we remind the reader of Notation 1.13. We shrink the trees in d stages. For each j < d, let T 0 j = T j . Assume at stage 0 ≤ i < d − 1, we already have strong subtrees {T i j : j < d} such that ifx ∈ Π j<d T i j is such that its respective heights are increasing with ξ = ht
Stage i + 1 : Apply Corollary 3.24 and find strong subtrees U j ⊂ T i j sharing the same level set A with respect to Π j<d T i j such that for anyx ∈ Π j<d−1−i U j with increasing heights and ξ = ht Uj (x d−2−i ) and any χ > ξ,ȳ
23 to get strong subtrees T i+1 j of U j with witnessing level set {ξ + 1 : ξ < κ}, hence T i+1 j (ξ) ⊂ U j (ξ + 1) for all ξ < κ. We need to verify that for anyx ∈ Π j<d T i+1 j whose respective heights are increasing
The reason is that T 
). This finishes the inductive construction. Finally let T j = T d−1 j , j < d and it is straightforward to see that they are as desired. Now consider the coloring f restricted to Π j<d T j . Apply HL(d, δ, κ) , which we have by Theorem 3.25. We can find strong subtrees T * j of T j for all j < d sharing the same witnessing level set with respect to T j : j < d such that f ξ<κ Π j<d T * j (ξ) = {γ} for some γ < δ. To see this is desired, givenx ∈ Π j<d T * j whose respective heights are increasing and ξ = ht T * 0 (x 0 ), we see that
Proof. Given f : Π j<d+1 2 <κ → δ for some δ < κ, our aim is to find for j < d + 1, T j ⊂ 2 <κ such that (T j , < lex ) contains a copy of a κ-saturated linear order and
Claim 4.7. There exists strong subtrees T j ⊂ 2 <κ , j < d+1, not necessarily sharing the same witnessing level set with respect to 2 <κ , such that for any permutation
Furthermore, by possibly throwing away < κ many nodes from each tree, we can assume the first quantification of Equation 4.8 is actually ∀t 0 ∈ T π(0)
Proof of the claim. Enumerate all permutations of d+1 and iteratively apply Lemma 4.2 finitely many times.
Given the claim with T j : j < d + 1 , {γ π : π ∈ P erm(d + 1)} where P erm(S) is the collection of permutations of set S, we can recursively build nice subtrees T j : j < d + 1 . Recall the definition of a nice tree as in Definition 1.7. Note that we do not require T j to be a strong subtree of T j for j < d + 1.
We will construct these trees in κ stages so that each stage we only pick < κ many elements. For j < d + 1 and each β < κ, let {s • any t 0 ∈ T j0 , · · · , t l ∈ T j l satisfying that for t 0 t 1 · · · t l , and any π ∈ P erm(d + 1) with π(w) = j w for w ≤ l (in other words, π extends the partial permutation
In particular this implies
Enumerate the terminal nodes in A p α,p or top nodes for branches through A p α,p as {w j : j < χ}. For each w j we aim to add incompatible w 0 j , w 1 j extending it of height > α satisfying the 2 requirements above. This is possible since for l < d and for each t 0 , · · · , t l ∈ j<d,j =p A j α,p satisfying that t 0 t 1 · · · t l and no two nodes belong to the same tree, only < κ many nodes are forbidden. Hence in total only < κ many nodes are forbidden by (4.9) and by the remark following (4.8). Hence we can find such w 0 j , w 1 j above w j of heights greater than α maintaining (2). {w k j : j < χ, k < 2} will be picked from T j . In other words, {s
. Then by construction each T j is rooted, perfect, and every maximal branch through T j is of order type κ. Thus each T j is nice. It is easy to see that for any j < d + 1, (T j , < lex ) contains a copy of a κ-saturated linear order. But now we are done as f Π j<d+1 T j ⊂ {γ π : π ∈ P erm(d + 1)}. is not enough, simply define a coloring on (2 <κ , < lex ) d+1 with P erm(d + 1) being the color set such that wheneverx ∈ (2 <κ , < lex ) d+1 is such that the respective heights are distinct, then it gets color π where π ∈ P erm(d + 1) satisfies that ht(x π(0) ) < · · · < ht(x π(d) ).
Remark 4.11. For a well ordering of η κ of order type κ such that any (
is associated with a unique type π ∈ P erm(d + 1) where x π(0) · · · x π (d) , then essentially the same proof shows that there exist X j ⊂ η κ of order type η κ for j ≤ d such that tuples from Π j<d+1 X j of the same type get the same color.
. To see this, let h be a bijection between κ and 2 <κ . Given f : κ × κ → ω, we use h to transfer f to a coloring g : 2 <κ ×2 <κ → ω. The assumption implies that there exists T 0 , T 1 that are nice subtrees of 2 <κ such that |g T 0 ×T 1 | ≤ 2. Now letting
The latter by a Theorem of Todorcevic implies ¬ (κ) (see for example Theorem 6.3.2 in [14] ), which in turn implies κ is weakly compact in L by a theorem of Jensen. Note that HL tc (1, 2, κ) implies κ is weakly compact (see Remark 3.22), which in turn implies κ is weakly compact in L by downward absoluteness. Very recently, Dobrinen and Hathaway [3] showed that if HL tc (d, < κ, κ) holds in the ground model, then after forcing with a poset of size < κ, HL tc (d, < κ, κ) remains true.
It was pointed out in [5] that Theorem 1.9 is not a consequence of any large cardinal hypothesis. More precisely, by a theorem of Hajnal and Komjáth [7] , there exists a forcing of size ℵ 1 that adds a linear order θ of size ℵ 1 , that is strongly non-Ramsey, in the sense that for any linear ordering ϕ, ϕ → [θ] 2 , any copy of θ in ϕ gets all colors. Combining these two observations, it is consistent that η κ → (η κ ) 2 <κ,<ω1 while (4.6) holds for all d ∈ ω.
The Halpern-Läuchli theorem at κ does not imply κ is weakly compact
In this section, we show that relative to the existence of a measurable cardinal it is possible that κ is a strongly inaccessible cardinal but not weakly compact yet HL(1, δ, κ) holds for all δ < κ. At the cost of stronger hypothesis, we show it is consistent that for all d ∈ ω and δ < κ, HL(d, δ, κ) holds while κ is strongly inaccessible but not weakly compact, in contrast with the situation in the tail cone version of the Halpern-Läuchli theorem and in Theorem 2.5 of [5] (regarding coloring unordered m-sized antichains of a single tree for finite m) where any inaccessible κ satisfying those theorems must be weakly compact.
Recall the following definitions.
Definition 5.1. Let κ, λ, η be cardinals. I ⊂ P (κ) an ideal on κ is • non-trivial if κ ∈ I;
• λ-complete if for any α < λ and X i ∈ I, i < δ, i<α X i ∈ I;
• η-saturated if P (κ)/I has η-c.c, namely, any collection X ⊂ P (κ) such that for any A, B ∈ X, A, B ∈ I and A ∩ B ∈ I, in other words, A and B are almost disjoint modulo I, satisfies that |X| < η.
For the rest of the section, fix an inaccessible cardinal κ and a κ-complete κ-saturated ideal I on κ.
We list some standard facts, which can be found in [6] .
Fact 5.2. Let G be a generic ultrafilter on P = P (κ)/I over V then
G is V -κ-complete, meaning for any α < κ and any A i : i < α ∈ V with A i ∈ G for all i < α, i<α A i ∈ G.
Theorem 5.3. Suppose κ is an inaccessible cardinal that carries a κ-saturated κ-complete ideal, then for any δ < κ, HL(1, δ, κ).
Proof. Let T , a nice tree and f : T → δ be given. Without loss of generality, we might assume T is a subtree of κ <κ . For each q ∈ T, γ ∈ δ, define A q,γ as in Theorem 2.1. Let G be P = P (κ)/I-generic over V . In V [G], let j : V → M U lt(V, G) be the generic ultrapower embedding.
V and κ remains strongly inaccessible in both V [G] and M .
Proof of the claim. The first equality follows from Fact 5.2. To show the second equality, first note that κ remains regular in V [G] hence in M since forcing with
, by closure we know that x ∈ M . By the regularity of κ in M , we can find sufficiently large θ ∈ κ and α < κ such that
Hence we conclude no bounded subset of κ is added after forcing with P and then κ remains strongly inaccessible
Proof of the claim. Note T = j(T ) ∩ κ <κ ∈ M . Suppose the claim is not true, in
we build an increasing chain of nodes in T , p γ : γ < δ such that p 0 = p and ∀γ ∈ δ, A c pγ ,γ ∈ G. As by Claim 5.4 p γ : γ < δ ∈ V , we can pick q * ∈ T that is an upper bound for p γ : γ < δ in T . However, we know γ<δ A c q * ,γ ∈ G by the construction and the fact that G is V -κ-complete, p γ : γ < δ ∈ V . Work in V. We know that γ<δ A c q * ,γ is not bounded in κ. Let β ∈ γ<δ A c q * ,γ and β > ht(q * ). Then there is no q ∈ T (β)[q * ] that gets color γ for any γ < δ. This is clearly a contradiction.
, pick the witness q ∈ T, γ ∈ δ for the root(T ). We claim that in V for any ξ > ht(q), there exists β > ξ and D ⊂ T (β) such that all elements in D get color γ and D is ξ-q-dense. That is to say, DSHL(1, δ, κ) is true, which then implies HL(1, δ, κ) by Theorem 1.15. Let q i : i < α enumerate T (ξ) [q] . We know in V [G] that i<α A qi,γ \ξ + 1 ∈ G. In particular, it can't have empty intersection in V . Pick any β ∈ i<α A qi,γ \ξ + 1, then by definition for each i < α, there exists q i ∈ T (β)[q i ] such that f (q i ) = γ. Thus D = {q i ∈ T (β) : i < α} works.
In fact an almost identical proof shows the asymmetric version, for any δ < κ, HL asym (1, δ, κ), is true. Combine with the following theorem by Kunen:
Theorem 5.6 (Kunen [10] ). It is consistent relative to the existence of a measurable cardinal that there exists a strongly inaccessible cardinal κ that is not weakly compact but carries a κ-saturated κ-complete ideal.
The following corollary is then immediate.
Corollary 5.7. It is consistent relative to the existence of a measurable cardinal that there exists an inaccessible cardinal not weakly compact and for any δ < κ HL(1, δ, κ) holds.
We can obtain similar conclusions in higher dimension at the cost of stronger hypothesis.
Theorem 5.8. Suppose κ is inaccessible and GCH holds above κ. Moreover, assume κ is measurable in the forcing extensions by Add(κ, κ +d ) for all d ∈ ω. Then there exists a forcing extension in which κ is inaccessible but not weakly compact and for all d ∈ ω, δ < κ, HL(d, δ, κ) holds. In the case where d = 3, u 2 = {a < b < c}, w 2 = {d < e < f }, X 0 = {{x 0 < x 1 < x 2 }, {x 4 < x 5 < x 6 }} where a < x 0 < x 4 < x 1 < b = x 2 < x 5 < x 6 < c, the graph shows how we find X 0 = {{x 0 < x 1 < x 2 }, {x 4 < x 5 < x 6 }}. We will make sure the length of the gap, namely the number of elements in E , between consecutive elements in ( X 0 ) w 2 is at least (d(d + 1)) l . Recall l is the number of representatives for the isomorphism types with respect to u 2 . In general, we make sure that the number of elements in E between consecutive elements in s≤p ( X s ) ∪ w 2 is at least (d(d + 1)) (l−p) . The reason for the choice of the gap length is that we need to make sure there is enough room between consecutive elements in s≤p ( X s ) ∪ w 2 so that there is no problem when picking elements in X p+1 .
For each X p we can find isomorphic X p = {w ).
The reason why we can do this is u 2 and w 2 only contains limit points with respect to the increasing enumeration of E . Hence when choosing X p for p < l, we make sure there are sufficiently many elements in E between consecutive elements in s≤p ( X s ) ∪ w 2 . Figure 1 is a demonstration.
By (5) Let h be the isomorphism. Then h W (u 2 ) = { v∈Xp W (v) : p < l} is the isomorphism with W (w 2 ) = { v∈X p W (v) : p < l}. Notice that h respects blocks, more precisely, for each p < l, h( v∈Xp W (v)) = v∈X p W (v). Since there exists K ⊂ l such that W (u 1 ) = { v∈Xp W (v) : p ∈ K} and W (w 1 ) = { v∈X p W (v) : p ∈ K} (exactly those p < l such that X p ⊂ u 1 or equivalently X p ⊂ w 1 ), so h(W (u 1 )) = W (w 1 ). This verifies requirement CL.4. This also shows that the isomorphism extends that of W (u 2 ) → W (w 2 ) so h(u 2 ) = w 2 . In particular requirement CL.1 of Lemma 3.6 is satisfied. To see requirement CL.2 is satisfied, given i < κ, γ < δ i , p ∈ P W (u 2 ), such that p τ i (u 2 ) = γ. We need to show h(p) = h W (u2),W (w2) (p) τ i (w 2 ) = γ. Suppose not, there exists q ≤ h(p) and l = γ, l < δ i such that q τ i (w 2 ) = l. Since P W (w 2 ) contains a maximal antichain deciding the values ofτ i (w 2 ), there exists q ∈ P W (w 2 ) such that q ≤ q W (w 2 ) that q τ i (w 2 ) = l. By the choice of W (w 2 ) as in (4) W (u2),W (w2) (q) = h −1 (q) τ i (u 2 ) = l. But h −1 (q) ≤ p W (u 2 ) and h −1 (q) ∈ P W (u 2 ). So take any q * ≤ h −1 (q), p (W (u 2 ) − W (u 2 )), then q * ≤ p and q * τ i (u 2 ) = l, contradiction. To get the other direction, argue with h −1 in place of h.
