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1 INTRODUCTION	The	periodic	system	and	chemical	bondings	are	introduced	to	students	when	they	start	junior	high-school.	In	a	chemistry	class,	some	students	find	the	curriculum	for	chemical	bonding	difficult	to	comprehend/grasp	and	struggle	with	achieving	learning,	since	the	course	is	quite	theoretical	(See	Appendix	F).	Students	who	have	visual	and	kinesthetic	learning	styles	may	find	science	course	more	difficult,	in	contrast	to	students	who	have	a	read/write	learning	style	[1],	which	will	be	addressed	in	Chapter	2.	Hence,	lack	of	motivation	regarding	learning	chemistry	and	working	on	the	course	can	occur.	Mark	R.	Lepper	and	Thomas	W.	Malone	discusses	that	people	who	are	intrinsically	motivated	perform	tasks	of	the	enjoyment,	and	not	because	they	are	obligated	to	[2].	This	research	discusses	how	adding	student	activities	and	experiments	using	a	VR	based	solution	(VRBS)	can	contribute	to	an	enhanced	learning	experience	for	the	students	during	class	and	group	work.	Moreover,	it	will	be	investigated	if	activities	with	the	VR	system	will	support	the	students	learning	experience.	Utilization	of	VR	in	science	education	is	already	in	use	at	California	State	University,	Harvard,	MIT,	Stanford	and	Berkley	[3].	They	are	using	a	fully	interactive	lab	simulator	called	“Labster”.	In	2014,	a	research	was	done	with	91	students	from	the	Technical	University	of	Denmark,	to	investigate	if	Labster	had	an	impact	on	the	students	learning	outcome.	The	results	were	positive,	and	showed	that	there	was	an	increase	in	the	learning	outcome	[4].	Labster	and	the	use	of	VR	in	education	will	be	addressed	further	in	Chapter	2.	From	Kolb’s	experiential	learning	cycle,	knowledge	can	be	achieved	through	experience	[5].	Hence,	we	want	to	create	a	VR	experience	that	students	can	possibly	learn	from.	Experiential,	Active	and	Problem-based	learning	(see	Chapter	2)	with	VR	can	support	the	students	to	work	more	efficiently	in	the	science	course,	due	to	the	fact	that	they	can	draw	conclusion	between	science	and	the	real	world.	Furthermore,	students	can	achieve	the	flow	zone,	Zone	of	Proximal	Development	(ZPD)	and	using	fun	elements	in	order	to	be	engaged	and	motivated	in	their	chemical	VR	experience	(see	Chapter	2	for	more	information).		This	research	will	explore	if	a	VR	based	learning	system	can	enhance	students	concrete	experience,	observation,	reflection,	engagement	and	motivation	in	regards	to	chemistry,	by	using	Kolb's	Experiential	Learning	Cycle,	different	Learning	Styles,	Active	Learning,	Problem-Based	Learning	(PBL)	,	flow	zone,	ZPD	and	fun	elements.				
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of	their	glasses.	However,	for	some	VR	devices,	for	example	HTC	Vive,	it	is	possible	to	change	the	foam	inserts	and	nose	pads	inside	the	HMD,	which	might	give	more	room	for	different	eyewear.	Many	VR	devices	are	still	quite	expensive,	ranging	from	$5	to	$799.	In	addition,	when	purchasing	a	VR	device	there	is	also	a	need	to	buy	hardware	that	can	run	VR	applications.	This	could	be	either	a	smartphone	or	a	computer.	Schools	may	not	have	enough	funding	for	purchasing	the	VR	devices	and	other	necessary	equipment.	However,	it	is	not	unlikely	that	the	devices	will	become	more	affordable	in	the	future.	This	has	been	the	issue	with	several	new	technologies.	In	1982	the	Commodore	64	had	a	marked	value	of	$595	[66],	which	converted	to	the	year	2016	would	be	around	$1.488	[67].	In	2016,	a	laptop	can	have	a	marked	value	of	$300.		Moreover,	not	all	teachers	are	technically	proficient,	and	they	will	need	training	in	the	use	of	the	VR	system.	Thus,	it	might	be	costly	and	time-consuming	to	use	the	system.	The	system	has	to	be	set	up	correctly	and	it	requires	specific	space	to	do	so.	Many	schools	may	not	have	these	resources	available	for	a	VR	system.	Although,	the	next	generation	(Millenials1)	might	be	more	experienced	with	the	newer	technologies,	which	can	lead	to	the	next	generation	of	teachers	to	be	more	proficient	with	VR	technology.	Furthermore,	by	planning	on	which	days	to	use	the	VR	device,	the	teacher	can	move	the	desks	in	a	horseshoe	shape	in	the	classroom	and	set	up	the	equipment	in	the	middle	of	the	room.	Tilt	Brush2	by	Google	is	a	virtual	reality	drawing	experience	where	the	users	draw	in	3D	space	with	virtual	reality.	The	right	controller	is	used	for	painting,	while	the	left	controller	serves	as	the	user’s	toolbox.	In	the	toolbox	the	users	can	change	the	paint	color	and	the	paintbrush.	The	users	can	also	choose	“Teleportation”	from	the	toolbox,	and	can	teleport	by	using	the	right	controller.	Tilt	Brush	is	a	good	option	for	experiencing	VR	for	the	first	time,	considering	that	it	allows	the	user	to	become	familiar	with	being	immersed	in	a	virtual	environment,	as	well	as	getting	to	know	and	learn	how	to	use	the	controllers.	When	testing	the	VRBS,	the	participants	will	try	the	Tilt	Brush	first,	hence	preparing	them	for	being	immersed	and	get	to	know	the	controllers.	Augmented	Reality	(AR)	adds	virtual	elements	to	the	users’	reality.	Nintendo	AR	3and	Pokemon	GO4	are	examples	of	technologies	using	AR.	The	camera	on	the	device	displays	what																																									 																					1	Millenials	are	people	who	approach	earily	adulthood	in	the	early	21st	century. 2	Tilt	Brush:	https://www.tiltbrush.com/	2	Tilt	Brush:	https://www.tiltbrush.com/	3	Nintendo	AR	is	a	game	that	comes	with	the	Nintendo	3DS	system.	The	game	uses	cards	that	are	placed	on	a	flat	surface	and	the	user	looks	at	them	through	the	camera	on	the	3DS	system.	Game	characters	and	objects	will	appear	on	the	flat	surface.	4	Pokemon	GO	is	an	app	on	smartphones	where	the	users	can	collect	pokemons. 
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 Specify	the	Requirements	3.3When	designing	an	artifact	that	is	meant	to	support	the	users,	it	is	important	to	know	who	is	the	target	audience	and	what	type	of	support	should	be	provided.	This	is	the	foundation	for	the	requirements	and	to	determine	how	to	design	and	develop	the	product.	The	requirements	are	established	through	data	gathering	and	analysis	[72].	 James	and	Suzanne	Robertson	[74]	created	the	Volere	requirements	template.	The	Volere	requirements	support	testing	as	soon	as	they	have	been	established.	A	requirement	is	testable	through	its	fit	criterion.	If	the	fit	criterion	cannot	be	met,	it	means	that	the	requirement	is	either	not	concrete	or	too	ambiguous.	Software	Requirement	Specification	(SRS)	[75]	is	a	software	system	description	for	a	system	that	includes	specific	functions.	The	supplier	and/or	the	customer	can	write	the	SRS.	The	SRS	includes	information	regarding	functionality,	external	interfaces,	performance,	attributes	and	design	constraints.	The	Volere	Requirements	have	been	chosen	for	this	research,	since	adding,	editing	and	deleting	requirements	through	the	iterative	HCD	process	are	more	efficient	than	they	are	with	the	SRS.	Functional	and	non-functional	requirements	can	be	established	efficiently	with	the	use	of	the	Volere	Shell	Template.	The	requirements	are	iterated	further	in	regards	to	the	results	from	the	user	tests.	 
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Chapter	3	|	Design	and	Research	Process		
	 	 	 		 	 		 34		
 Data	from	interviews	are	usually	in	written	notes,	audio	and	video	recordings.	Those	data	should	be	analyzed	early,	while	it	is	still	fresh	in	the	interviewer’s	memory.	It	is	likely	that	the	interviewer	potentially	still	remembers	gestures	from	the	participants	during	the	interview	session	[90].	Video	recorded	semi-structured	(or	unstructured)	interviews	with	open	answers	should	be	transcribed	since	the	participants	might	give	more	broad	answers	than	the	closed	questions	in	a	structured	interview.	With	the	transcription,	the	facilitators	can	categorize	the	responses	in	themes	and	patterns.	The	interviews	can	be	transcribed	in	a	spreadsheet,	for	example	Google	Sheets7,	to	provide	an	overview	of	the	responses. The	collected	data	from	questionnaires	can	be	on	paper	format	or	from	online	surveys.	The	data	should	be	cleaned	before	analyzing	by	removing	responses	where	the	participants	have	misunderstood	the	question.	The	data	can	be	sorted	by	a	subpopulation	or	by	questions.	For	interviews	and	questionnaires,	open	questions	are	usually	analyzed	as	qualitative	data,	and	closed	questions	as	quantitative	data.	A	tool	for	analyzing	the	data	from	questionnaires	is	Google	Forms8.	The	questionnaires	can	be	created	from	Google	Forms,	then	share	the	link	with	the	participants,	or	the	facilitator	can	add	the	written	responses	manually	to	the	online	questionnaire.	Google	Forms	will	automatically	sort	the	collected	data	into	pie	charts	and	bar	graphs. Data	collected	from	observations	can	have	a	wide	variety.	It	could	be	observers’	notes,	photographs,	think-aloud	recordings,	video	and	audio	recordings	from	interviews	[72].	The	facilitators	would	have	to	transcribe	the	audio	and	video	recordings,	as	well	as	the	think-aloud	records.	In	order	to	find	specific	patterns	in	the	recordings,	the	audio	and	video	need	to	be	coded	for	specific	cases,	or	the	facilitators	would	have	to	manually	go	through	all	of	the	video	and	audio	recordings	to	find	behavior	of	interest.	This	process	can	be	uninspiring,	time-consuming	and	impossible	[90].		For	this	research	both	qualitative	and	quantitative	data	were	collected	from	interviews,	questionnaires	and	observations.	The	interviews	were	video	recorded	anonymously	and	transcribed	(see	Appendix	F)	in	a	spreadsheet,	which	provided	a	straightforwardly	overview	of	the	users	answers.	The	questionnaires	were	provided	to	the	participants	on	paper.	Therefore,	the	questionnaire	and	the	responses	were	added	to	Google	Forms,	which	supported	evaluating	and	analyzing	the	data	efficiently.	The	observations	were	video	recorded	and	manually	analyzed.			 																																									 																					7	Google	Sheets:	https://www.google.com/sheets/about/	8	Google	Forms:	https://www.google.com/forms/about/ 
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chosen	since	this	is	a	person	with	a	high	education,	who	tries	to	do	experiments,	but	fails	and	needs	help	from	students	in	order	to	perform	the	tasks.	Furthermore,	the	professor	could	guide	students	through	the	experiments	with	voice	and	with	hints	from	the	professor's	book.	Students	can	use	the	professor’s	book	that	contains	hints	that	can	help	them	achieve	the	tasks.	Moreover,	the	students	will	receive	additionally	information	from	the	professor	who	talks	to	them	and	guides	them	through	the	experiments	when	necessary.	The	experiments	should	not	be	too	easy	or	too	hard	to	perform.	Thereby,	creating	a	flow	zone	to	achieve	with	ZPD	for	the	students,	to	keep	them	motivated	and	engaged.	 The	professor	is	a	male	person,	for	the	reason	that	most	professors	in	movies	are	projected	as	males.	Movies	such	as	Back	to	the	Future9,	The	Nutty	Professor10	and	Jurassic	Park11	all	have	male	characters	that	are	professors.	Hence,	creating	a	natural	setting	for	the	scene. The	experiments	are	non-typical	for	a	classroom,	which	were	inspired	by	a	performance	called	“Naturfag	Rocker”	[96].	On	the	grounds	that	the	users	are	able	to	do	chemical	experiments	in	VR,	without	the	risk	of	getting	hurt,	one	of	the	experiments	are	“Create	a	huge	explosion”.	The	users	will	solve	the	experiment	by	throwing	a	gasoline	can	into	a	campfire.	Then	they	will	experience	what	happens	when	gasoline	interacts	with	heat	and	oxygen.	In	addition,	creating	a	fun	experience	with	sound	and	graphics.		Liquid	nitrogen	with	regular	and	boiling	water	was	chosen	for	the	other	experiments,	given	that	liquid	nitrogen	is	also	an	element	that	is	too	dangerous,	as	well	as	expensive	for	classroom	experiments.	“Naturfag	Rocker”	also	used	liquid	nitrogen	and	boiling	water	in	some	of	their	experiments,	that	results	in	a	major	reaction	from	the	audience.	This	was	also	the	reason	for	choosing	these	substances	since	this	reaction	might	lead	to	the	students	creating	a	concrete	experience.	When	an	experiment	is	completed,	the	professor	will	shout	out	“EUREKA”.	The	statement	was	chosen	since	this	is	also	the	same	title	as	the	junior-high	school	student’s	chemistry	books.	After	the	conversation	with	the	junior-high-school	teacher	and	reading	through	the	teacher’s	science	book	the	requirements	could	be	established.	The	Volere	Shell	template	was	used	to	set	the	requirements	[74].	
Functional	requirements	were	established	to	support	the	user	in	using	the	entire	play	area,	display	molecules	and	information	about	the	substances,	interact	with	objects,	experience	reactions	when	combining	objects	and	receiving	hints	when	the	user	is	inactive.																																										 																					9	Back	To	The	Future.	A	movie	from	1985	starring	Christopher	Lloyd	as	Dr.	Emmet	Brown. 10	The	Nutty	Professor.	A	movie	from	1996	starring	Eddie	Murphy	as	professor	Sherman	Klump. 11	Jurassic	Park.	A	movie	from	1993	starring	Richard	Attenborough	as	professor	Richard	Hammond. 
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Supporting	Materials:	Jakob	Nielsen	[76],	Usability	Engineering	
History:	October	4th	2016		




















Requirement	#:	9  Requirement	Type:	9 Event	/	Use	case:		1	
Description:	The	system	should	display	information	about	the	specific	substances.	
Chapter	4	|	Case	Study		





















	 	 	 		 	 		 41		


























	 	 	 		 	 		 43		
4.2.1 Use	Cases	for	the	VR	solution	The	use	cases	for	the	VRBS	provided	an	overview	of	the	interactions	between	the	system	and	the	user.			
Use	Case	1	1 The	system	displays	a	forest	scene	with	objects	to	explore;	a	tent,	a	fireplace,	a	lake,	and	a	sign	that	explains	how	to	pick	up	objects,	how	to	find	the	notebook	and	how	to	teleport.	2 The	user	looks	at	the	sign.	3 The	user	moves	around	in	the	forest	and	explores	the	scene.	4 The	system	plays	an	audio	clip	where	a	professor	asks	the	user	to	pull	him	out	of	the	tent.	5 The	user	pulls	the	professor	out	of	the	tent	6 The	system	plays	an	audio	clip	where	the	professor	tells	the	user	that	he	now	has	access	to	oxygen.		7 The	system	displays	an	oxygen	molecule.	7.1 The	user	looks	at	the	molecule	8 The	system	displays	a	sign	with	information	about	oxygen.	8.1 The	user	reads	the	sign	2. The	system	plays	an	audio	where	the	professor	asks	the	user	to	perform	experiments		from	book.	3 The	user	finds	the	book.	3.1 The	system	plays	an	audio	clip	where	the	professor	confirms	that	the	user	has	found	the	book.	4. The	user	reads	through	the	experiments.	5. The	user	moves	in	the	VR	scene	by	teleporting	to	the	lake	6. The	user	fills	the	bucket	with	water	7. The	system	displays	the	water	molecule	and	text	information	about	the	water	molecule	(H2O).		
Use	Case	2	1 The	system	displays	a	forest	scene	with	objects	to	explore;	a	tent,	a	fireplace,	a	lake	and	a	sign	that	explains	for	the	user	how	to	pick	up	objects,	how	to	find	the	notebook	and	how	to	teleport.	2 The	user	looks	at	the	sign.	3 The	system	plays	an	audio	clip	where	the	professor	asks	the	user	to	pull	him	out	of	the	tent.	4 The	user	explores	the	scene	and	looks	at	the	objects.		
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5 The	user	teleports	to	the	tent.	6 The	user	holds	the	professor.	7 The	user	pulls	the	professor	out	of	the	tent.	8 The	system	plays	an	audio	clip	where	the	professor	tells	the	user	that	he	now	has	access	to	oxygen.		9 The	system	displays	an	oxygen	molecule.	10 The	system	displays	a	sign	with	information	about	oxygen.	10.1 The	user	reads	the	sign	11 The	system	plays	an	audio	where	the	professor	asks	the	user	to	perform	experiments	from	the	book.	12 The	user	finds	the	book.	12.1 The	system	plays	an	audio	clip	where	the	professor	confirms	that	the	user	has	found	the	book.	12.2 The	user	reads	through	the	experiments.	13 The	user	teleports	to	the	gasoline	can.	14 The	user	touches	the	gasoline	can.	14.1 The	system	displays	the	C8H18	molecule.	14.2 The	system	displays	a	sign	with	information	about	gasoline.	14.2.1 The	user	reads	the	sign	14.2.2 The	system	plays	an	audio	clip	where	the	professor	tells	the	user	about	gasoline.	15. The	user	selects	the	gasoline	can.	16. The	user	teleports	to	the	campfire.	17. The	user	throws	the	gasoline	can	onto	the	campfire.	18. The	system	displays	an	explosion.	18.1 The	system	plays	an	audio	clip	of	an	explosion.	18.2 The	system	plays	an	audio	clip	where	the	professor	says	that	the	experiment	was	a	success.	
 
Use	Case	3	1 The	system	displays	a	forest	scene	with	objects	to	explore;	a	tent,	a	fireplace,	a	lake	and	a	sign	that	explains	for	the	user	how	to	pick	up	objects,	how	to	find	the	notebook	and	how	to	teleport.	2 The	user	looks	at	the	sign.	3 The	system	plays	an	audio	clip	where	the	professor	asks	the	user	to	pull	him	out	of	the	tent.	
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4 The	user	teleports	to	the	tent.	5 The	user	selects	the	professor.	6 The	user	pulls	the	professor	out	of	the	tent.	7 The	system	plays	an	audio	clip	where	the	professor	tells	the	user	that	he	now	has	access	to	oxygen.		8 The	system	displays	an	oxygen	molecule.	9 The	system	displays	a	sign	with	information	about	oxygen.	9.1 The	user	reads	the	sign	10 The	system	plays	an	audio	where	the	professor	asks	the	user	to	perform	experiments	from	the	book.	11 The	user	finds	the	book.	11.1 The	system	plays	an	audio	clip	where	the	professor	confirms	that	the	user	has	found	the	book.	11.2 The	user	reads	through	the	experiments	from	the	professor's	book.	12 The	user	teleports	to	the	gasoline	can.	13 The	user	touches	the	gasoline	can.	13.1 The	system	displays	the	C8H18	molecule.	13.2 The	system	displays	a	sign	with	information	about	fuel.	13.2.1 The	user	reads	the	sign	13.3 The	system	plays	an	audio	clip	where	the	professor	tells	the	user	about	gasoline.	14 The	user	does	not	know	what	to	do	for	60	seconds	and	does	not	manipulate	any	objects.	15 The	system	activates	a	hint	for	the	experiment.	16 The	system	plays	an	audio	clip	where	the	professor	tells	the	user	that	a	hint	is	available	in	the	book.	17 The	user	opens	the	book.	17.1 The	user	looks	at	the	hint.	18 The	user	selects	the	gasoline	can.	19 The	user	teleports	to	the	campfire.	20 The	user	throws	the	gasoline	into	the	campfire.	21 The	system	displays	an	explosion.	21.1 The	system	plays	an	audio	clip	of	an	explosion.	21.2 The	system	plays	an	audio	clip	where	the	professor	says	that	the	experiment	was	a	success.	
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with	experiments	and	a	hint.		Based	on	the	conceptual	design	and	user	feedback	from	low	fidelity	user	tests,	an	interactive,	high	fidelity	prototype	was	created.	This	prototype	was	developed	using	Unity	5.4.112,	Microsoft	Visual	Studio	2015	13(is	installed	when	installing	Unity)	with	C#,	Autodesk	3D	Studio	Max	201414,	Adobe	Photoshop	CS5.5	15and	Adobe	Flash	Professional	CS	5.5	(renamed	to	Adobe	Animate	CC	16in	November	2015	[29]).	Other	tools	that	can	be	used	for	VR	projects	are	Unreal	Game	Engine,	Autodesk	Maya	2017	and	Adobe	Illustrator	CC.	Both	Adobe	Flash	Professional	CS	5.5	and	Adobe	Illustrator	CC	are	tools	for	creating	vector	graphics,	and	either	tool	could	have																																									 																					12	Unity:	https://unity3d.com/ 13	Microsoft	Visual	Studio:	https://www.visualstudio.com/ 14	Autodesk	3D	Studio	Max:	http://www.autodesk.com/products/3ds-max/overview 15	Adobe	Photoshop:	http://www.adobe.com/no/products/photoshop.html 16	Adobe	Animate:	http://www.adobe.com/products/animate.html 
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All	of	the	participants,	except	from	one,	walked	back	and	forth	between	the	professor’s	notebook	and	the	objects.	The	other	participant	took	the	hint	sheet	from	the	book	and	walked	around	with	it	during	the	tasks.	This	resulted	in	he/she	finishing	the	tasks	faster	than	the	other	participants.	For	this	reason,	in	the	high-fidelity	prototype	the	book	with	tasks	and	hints	will	always	be	available	for	the	user	on	the	left	hand	controller.	For	future	work,	the	user	will	be	asked	if	they	are	left	or	right	handed.	The	placement	of	the	book	will	be	determined	by	the	input	response	from	the	user.	All	the	participants	were	able	to	complete	the	first	experiment	(create	a	huge	explosion)	without	any	hints.	The	two	experiments	with	the	use	of	nitrogen	and	water	were	tasks	the	users	needed	hints	in	order	to	resolve	them.	The	hints	were	illustrations	of	drawings	showing	the	user	how	to	perform	the	tasks.	Every	participant	were	able	to	understand	the	illustrations,	hence	they	successfully	completed	the	given	tasks.	For	the	second	task,	vapor	cloud	was	written	as	the	reaction	between	nitrogen	and	water,	assuming	this	was	the	correct	term	after	reading	in	the	science	textbook	for	teachers.	One	of	the	participants	(a	science	teacher)	informed	that	it	should	be	called	a	smoke	cloud	instead.	Therefore,	the	text	was	changed	to	smoke	cloud.	During	the	next	user	tests	the	participants	thought	that	the	smoke	cloud	would	be	created	when	they	put	out	the	campfire.	Another	participant	was	asked,	also	a	science	teacher,	what	the	cloud	should	be	called.	The	participant	said	that	the	word	gas	cloud	would	be	a	more	accurate	name	for	the	reaction	between	nitrogen	and	water.	In	addition,	the	user	informed	that	during	science	classes	at	school	the	students	are	well	informed	about	the	different	characteristics	of	substances,	like	solid,	liquid	and	gas.	Thus,	the	name	was	changed	from	smoke	cloud	to	gas	cloud.	In	addition,	the	description	was	changed	to:	“Create	a	gas	cloud	by	using	N”.	Thereby,	the	users	also	got	an	indication	of	how	to	perform	the	experiment.	Observing	that	many	participants	had	trouble	with	the	third	experiment	(Create	a	huge	gas	cloud	by	using	N”),	another	experiment	was	created	for	the	high-fidelity	prototype.	The	new	experiment	was	to	boil	water.	Then	the	last	task	was	to	create	a	big	gas	cloud	by	using	N	and	H2O	100°C.		
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In	conclusion,	VR	make	students	more	active	and	engaged	in	the	learning	through	a	combination	of	practical	experiments,	observations	and	reflections.	Elements	that	supported	the	VARK	learning	styles	assisted	the	students’	in	creating	concrete	experience	when	performing	chemical	experiments	in	a	VR	solution.	Therefore,	the	students	were	supported	in	observing	and	reflecting	over	the	chemical	reactions.	It	can	be	claimed	that	integrating	a	VR	solution	in	a	chemistry	class,	where	the	students	can	experience	various	tasks	and	chemical	substances,	could	be	the	beginning	of	a	paradigm	shift.						 	
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6 CONCLUSION	A	VR	Based	Solution	was	designed	with	Unity	with	the	SteamVR	plugin,	Microsoft	Visual	Studio	2010,	Autodesk	3D	Studio	Max	2014,	Adobe	Flash	CS	5.5	and	Adobe	Photoshop	CS	5.5.	The	VRBS	allows	junior-high	school	students	to	do	chemical	experiments	in	VR	in	regards	to	the	lectures	in	the	chemistry	class.	The	students	in	the	research	were	asked	to	complete	the	experiments	and	explain	the	following	chemical	reactions.	The	students	were	immersed	in	the	VRBS	since	they	behaved	as	they	would	have	in	the	real-world.	For	example,	the	students	flinched	and	some	laughed	when	the	explosion	occurred.	Upon	completion	of	all	the	experiments	in	the	VRBS,	some	of	the	students	expressed	that	they	wanted	to	do	more	experiments	or	continue	exploring	the	scene.	The	results	from	the	observations	and	recordings	found	that	the	students	had	fun	while	doing	chemical	tasks	in	VR.	Furthermore,	they	were	engaged	and	active	when	using	the	VRBS	and	while	discussing	with	the	teacher	afterwards.	During	the	discussions,	the	students	were	asked	to	explain	how	the	chemical	experiments	in	the	VRBS	were	solved.	Hence,	reflecting	over	the	experience	a	second	time.	In	addition,	the	students	expressed	that	they	wanted	an	explanation	on	the	chemical	reactions	they	had	encountered	in	the	VR	experience.	The	results	from	the	questionnaires	found	that	the	students	were	motivated	to	learn	more	about	chemistry	with	the	use	of	VR.	Around	95%	of	the	participants	had	never	experienced	VR	before.	When	the	users	put	on	the	HMD,	they	were	amazed	by	the	experience	and	the	possibilities.	Hence,	they	encountered	the	wow-factor.	This	resulted	in	some	of	the	participants	being	too	amazed	by	the	technology	to	listen	to	the	professor	or	read	the	signs	about	specific	substances.	Thus,	the	wow-factor	had	a	disruptive	influence	on	some	of	the	participants’	experience.			In	regards	to	these	findings,	it	can	be	stated	that	the	hypothesis	is	true.	Virtual	Reality	supports	experiential	learning	and	increases	students’	engagement	and	active	learning	through	a	combination	of	practical	experiments,	perception	and	reflection. Future	work	is	proposed	when	VR	technology	is	more	common	and	the	wow-factor	possibly	has	been	diminished.	It	might	be	feasible	to	investigate	if	the	VR	experience	could	support	the	learning	outcomes	in	chemistry	for	junior	high-schools. In	addition,	it	can	be	claimed	that	supporting	students	in	doing	tasks	with	VR	technology	in	a	chemistry	class	could	be	the	beginning	of	a	paradigm	shift.	 
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 Future	Work	6.1A	tutorial	should	be	added	in	the	beginning	of	the	VRBS.	The	tutorial	will	allow	the	users	to	get	familiar	with	the	controllers	as	well	as	learn	how	to	pick	up,	put	down	and	throw	objects,	and	how	to	teleport	in	the	scene.	In	addition,	they	should	perform	a	test	experiment,	which	allows	them	to	explore	the	scene	and	initiate	signs	and	audio	clips	with	information.	The	professor	will	stand	next	to	the	sign	with	information	about	the	controllers.	He	will	explain	how	to	teleport	and	how	to	manipulate	objects.	The	user	will	be	asked	to	explore	the	scene,	to	touch	objects	and	see	what	happens.	In	the	meantime,	the	professor	will	do	an	experiment	in	the	tent,	which	will	trigger	the	user's	first	experiment.	Furthermore,	a	cut	scene	for	the	backstory	should	be	added,	which	can	be	skipped. When	the	user	answers	the	professor	in	regards	to	the	chemical	reaction,	the	system	should	register	what	the	user	says.	The	system	should	analyze	the	answer	and	return	feedback	to	the	user	informing	if	it	is	correct. 			 	
Chapter	7	|	References		











































	 	 	 		 	 		 91		
Communication,	vol.	32,	no.	1,	pp.	20-25,	1989.	[100]	HTC	Vive.	Vive	|	Vive	Ready	Computers.	[Online].	https://www.vive.com/us/ready/	[101]	GitHub.	GitHub	|	moxnesdesign	/	MMVR16.	[Online].	https://github.com/moXnesdesign/MMVR16	[102]	Unity.	The	Lab	Renderer	-	Asset	Store.	[Online].	https://www.assetstore.unity3d.com/en/#!/content/63141	[103]	R.	Holly.	(2016,	Mar.)	Android	Central	-	What	you	need	to	know	about	nausea	in	VR.	[Online].	http://www.androidcentral.com/what-you-need-know-about-nausea-vr			
Appendix	A	-	NSD	Approval	
	 	 	 		 	 		 92		
APPENDIX	A	-	NSD	APPROVAL		 	
Appendix	B	-	Consent	Forms	for	parents	
	 	 	 		 	 		 93		
APPENDIX	B	-	CONSENT	FORMS	FOR	PARENTS		 	
Appendix	C	-	Consent	Form	for	teachers	
	 	 	 		 	 		 94		
APPENDIX	C	-	CONSENT	FORM	FOR	TEACHERS		 	
Appendix	D	-	Professor	Script	
	 	 	 		 	 		 95		
APPENDIX	D	-	PROFESSOR	SCRIPT		 	
Appendix	E	-	Backstory	
	 	 	 		 	 		 96		
APPENDIX	E	-	BACKSTORY		 	
Appendix	F	-	Interviews	
	 	 	 		 	 		 97		
APPENDIX	F	-	INTERVIEWS		 	
Appendix	G	-	Questionnaires	
	 	 	 		 	 		 98		
APPENDIX	G	-	QUESTIONNAIRES		 	
Appendix	H	-	Questions	for	the	teachers	
	 	 	 		 	 		 99		
APPENDIX	H	-	QUESTIONS	FOR	THE	TEACHERS		 	
Appendix	I	-	Creation	of	3D	Objects	




	 	 	 		 	 		 101		
APPENDIX	J	-	SCIENCE	TEACHER’S	FEEDBACK			 	
Appendix	K	-	Suggestions	from	the	Pilot	Test	
	 	 	 		 	 		 102		
APPENDIX	K	-	SUGGESTIONS	FROM	THE	PILOT	TEST				
