Introduction
It is well known that the 3-dimensional Kepler system could be described, and thus integrated, as a system of four harmonic oscillators which are tied by a certain quadratic bound, e.g. see [4, 10] .
Here, we also consider such systems of harmonic oscillators assuming however, that they interact in a non-linear way. The interaction is given by the Hamiltonians presented in (3.1). These Hamiltonians depend on two integer parameters k, l ∈ Z and on two arbitrary smooth functions H 0 and G 0 of four real variables. We show, see Section 3, that such Hamiltonian systems are integrable.
Next, in Section 4, after reduction to the submanifold of null-twistors and applying respective symplectic diffeomorphisms, see Proposition 4.1 and Proposition 4.2, we show that these Hamiltonian systems are equivalent to a 3-dimensional perturbed Kepler systems written in the "fictitious time" representation, [6, 14] . In such a way we obtain a family of 3-dimensional perturbed Kepler systems which are integrated by quadratures.
Two massive rigid bodies, which are not spherically symmetric and interact by the Newton potential could be considered as some physical models of these perturbed Kepler systems, see the Hamilton equations (3.18) and (4.33).
In Section 5 particular cases of (3.4) and (4.33) are considered and their solutions are explicitly presented.
Preliminaries
Here we describe some Poisson structures related in a canonical way to the twistor space. Twistor space T, introduced firstly by R. Penrose [12] , is C of v, w ∈ C 4 , defined by a hermitian matrix φ = φ + ∈ Mat 4×4 (C), which has signature "+ + −−" and satisfies φ 2 = ½. The symmetry group of T is U(2, 2) ⊂ Mat 2×2 (C), i.e. g ∈ U(2, 2) iff
The Lie algebra U(2, 2) of U(2, 2) consists of X ∈ Mat 4×4 (C) such that
The Ad(U(2, 2))-invariant pairing U(2, 2) × U(2, 2) ∋ (X, Y) → Tr(XY) ∈ R allow us to identify U(2, 2) with its dual U(2, This Lie-Poisson bracket extends to the space C ∞ (U(2, 2), R) of all smooth real functions on U(2, 2) and the linear map L : U(2, 2) → C ∞ (U(2, 2), R) is a monomorphism of the Lie algebras. For more about the theory of Lie-Poisson spaces see for example [1, 5] .
One defines the U(2, 2)-invariant symplectic form on the twistor space T as d γ, where
3)
The Poisson bracket of f, g ∈ C ∞ (T, R) corresponding to d γ is {f, g}(v, v
The map J : T → U(2, 2) defined by
So, (2.5) is a momentum map, e.g. see [8, 13] , for the U(2, 2)-symplectic manifold (T, d γ). It has the following property
which will be useful in subsequent. Let us also note that 8) where X ∈ U(2, 2). Further on, we will use the spinor notation for the twistor space T = (C 4 , φ), i.e. the twistor v ∈ T ∼ = C 4 will be written
as a pair of spinors η, ξ ∈ C 2 . As a consequence of this, we will write the elements of End T ∼ = Mat 4×4 (C) in the block form A B C D , where
As a basis in the complex vector space Mat 2×2 (C) we will use the Pauli matrices
9) which also form the basis of the real vector space H(2) of the hermitian 2 × 2-matrices.
The following two spinor representations
, where 10) of the twistor space T ∼ = (C 4 , φ) will be used in subsequent. These two representations, called later the diagonal and anti-diagonal representations are related by
where η, ξ, ϑ, ζ ∈ C 2 and the unitary map C :
Below, as in (2.10), we will mark by "d" the objects taken in diagonal representation and by "a" the ones taken in the anti-diagonal representation. So, the differential one-form γ, see (2.3), written in the spinor coordinates is given by
and by 14) respectively. The group U d (2, 2) in the diagonal representation one defines
where β ∈ Mat 2×2 (C) and α, β ∈ H(2). For anti-diagonal representation we The momentum map (2.5) in the diagonal and anti-diagonal representation is given by
and by
respectively. They are related by
where C :
Following [9] let us consider the cotangent bundle T * U(2) ∼ = U(2)×iH(2) of the unitary group U(2). The canonical one-form π d on T * U(2) in the matrix coordinates (Z, iρ) ∈ U(2) × iH(2) assumes the form
The corresponding momentum map
and it satisfies
Note that Λ a (g) is defined correctly for det(CY +D) = 0 only.
The symplectic form dπ a on H(2) × H(2), where π a in the coordinates (Y, X) ∈ H(2) × H(2) is defined by
is invariant with respect to the action (2.27) and the corresponding momentum map is given by
This momentum map satisfies the equivariance property
The unitary matrix (2.12) defines
the smooth one-to-one map T *
which is a morphism of the vector bundles as well as a morphism of the symplectic manifolds.
The first component of (2.31) is the Cayley transformation
which maps H(2) into U(2), and the second one
is a linear authomorphism of H(2) which preserves the conditions det X = 0 and Tr X ≥ 0. One obtains U(2) adding to Cayley image of H(2) the elements Z ∈ U(2) satisfying the condition det(iZ + σ 0 ) = 0. So, the inverse of (2.32), given by
is defined for det(iZ + σ 0 ) = 0 only. We summarize the above considerations in the following diagram
where Ad C (X) := CXC + andX ∈ U a (2, 2). It is important for the subsequent considerations to mention that all the arrows in the diagram (2.35) are U(2, 2)-equivariant Poisson maps. For details see [9] .
System of four non-linear oscillators
In this section, using the diagonal representation
of the twistor space, we consider certain Hamiltonian system of four one-dimensional harmonic oscillators which are interacting in a non-linear way.
As a Hamiltonian of this system we take
2 ), (3.1) where H 0 , G 0 are arbitrary smooth functions of four real arguments and k, l ∈ Z. In (3.1) for z ∈ C and k ∈ Z we assumed the convention
The Poisson bracket (2.4) written in the diagonal representation assumes the following form
. The Hamilton equations defined by (3.1) are
In order to integrate them we will use the methods investigated in [2] , [9] and [11] . For this reason, let us note that the diagonal part of the momentum map (2.20) defines the momentum map
where
Identifying the Lie algebra U(2) of U (2) with iH(2) and thus, U(2)×U(2) with iH(2) × iH (2), we write the momentum map D d as follows
Using Pauli matrices defined in (2.9) as a basis of H(2) one obtains
for µ, ν = 0, 1, 2, 3. The system of the functions
is closed with respect to the Poisson bracket (3.3), i.e.
for k, l, m = 1, 2, 3 and µ, ν = 0, 1, 2, 3. The above relations are a consequence of the fact that
It follows from (3.10)-(3.11) that the Poisson bracket of the functions
for any function F, i.e. I 0 and J 0 are Casimirs of the Lie-Poisson space (U(2) × U(2), {·, ·} L−P ). From (3.7) and (3.8) one obtains
14)
Using (3.14)-(3.16), we express the Hamiltonian (3.1) in the coordinates (I ν , J µ ) (3.17) where the functionsH 0 andG 0 are defined by substituting (3.14) into H 0 and G 0 , respectively.
The Hamilton equations on U(2)×U(2) defined by the Hamiltonian (3.17) are
Let us note that solving equations (3.4) we also obtain the solution of (3.18). However, the opposite statement is not true. Therefore, let us integrate the Hamilton equations (3.4) . For this reason we use polar coordinates on T d :
Then, using (3.14) and (3.19) we obtain
, where
The Poisson bracket (3.3) in these canonical coordinates is given by
So, the Hamilton equations (3.4) are equivalent to the Hamilton equations
defined by the Hamiltonian (3.22). We see from (3.26) that I 0 , J 0 and J ′ 3 are integrals of motion. Hence, from (3.22) and (3.26) one obtains
where for the integral of motion I 0 , J 0 , J ′ 3 andH ′ we substituted some constants. So, one integrates (3.28) by quadratures
Having obtained I ′ 3 (t) and remembering that I 0 , J 0 , J ′ 3 andH ′ are integrals of motion for the Hamiltonian (3.22) we find using (3.22) and (3.27) the following system of equations
for the functions ϕ 0 (t), ψ 0 (t), ϕ Having obtained the solution (I 0 , J 0 , I
) of the Hamilton equations (3.27)-(3.28) we find the solution (η(t), ξ(t)) of the Hamilton equation (3.4) by using the dependences (3.14), (3.19) and (3.21). The solution (I µ (t), J ν (t)) of Hamilton equations (3.18) one obtains substituting (η(t), ξ(t)) into (3.9).
In Section 5 we will present some examples for which the solution of the equation (3.4) will be given explicitly.
Perturbed Kepler system
In this section we will show that the Hamiltonian systems of four non-linear one-dimensional oscillators investigated in the previous section after reduction to the phase space of null twistors give a family of integrable perturbed Kepler systems.
Having the above in view we note that the momentum map J : T → U(2, 2) maps the space T 0 := {v ∈ T : v, v = 0 and v = 0} of null twistors on the Ad(U(2, 2))-orbit N 10 of nilpotent elements of U(2, 2) of rank one, see (2.5) and (2.7).
Let us define submanifolds O respectively. Restricting the morphisms of diagram (2.35) to the above submanifolds and the spaces of null twistors we obtain
where one has
Let us describe the level sets of the horizontal morphisms in the diagram (4.3). 
Note that the action (4.4) is the Hamiltonian flow on the twistor space (T, d γ) which is generated by the function L X • J : T → R, where X = −iφ ∈ U(2, 2), see (2.5) and (2.8).
(ii) For the momentum map
where λ ∈ R andX = X 0 E − X σ if X = X 0 E + X σ.
Now we show that the vertical morphisms of (4.3) preserve the equivalence relations defined in (i), (ii) and (iii). The map C : T a → T d is a linear map, so, it commutes with the action (4.4) of U (1) 
Remembering that X = ζζ + we obtain from (4.7) that
Now, from (4.7), (4.8) and (4.9) we find that
Below we will use the following notationM ,Ñ for the quotient manifolds M/ ∼ , N/ ∼ with respect to some equivalence relations. Consistently with the above, byφ :M →Ñ we will denote the quotient manifolds map defined by the the map φ : M → N, which by definition preserves these equivalence relations.
Applying this notation, after quotienting the diagram (4.3) by the equivalence relations described in (i), (ii) and (iii), we formulate the following proposition. In order to obtain the diffeomorphismJ
. We can remove this ambiguity assuming that Z ∈ iSU(2). Hence, we find that the symplectic manifolds of the upper row in the diagram (4.10) andT
12)
Let us note thatT * C (Õ One easily sees from (4.6) and (4.15) that this formula does not depend on the choice of (
The map inverse to (4.16) is given by
For more information concerning the above questions see [9] . Here we note that for Y (ϑ, ζ, ϑ 
disscussed firstly in [7] , see also [6] . Let us summarize the above facts.
Proposition 4.2. The following symplectic manifolds where the matrix coordinates (I, J) ∈ H(2) × H(2) were defined in (3.8). We observe that R and M in the coordinates (Y, X) ∈ H(2) × H(2) are given by
Expanding (4.26) in Pauli matrices, i.e. R = R µ σ µ and M = M µ σ µ , we obtain (η + η − ξ + ξ) as its integral of motion. So, one can reduce this system to a Hamiltonian system on the symplectic manifold
Then, using the symplectic diffeomorphisms mentioned in Proposition 4.2, one can realize this reduced system as a Hamiltonian system on (
, where the reduced Hamiltonian is given by
where 
written in the "fictitious time" t related to the real time t r by the relation
For an exhaustive discussion of the time regularization problem for instance see [6, 14] .
One obtains the solution ( y(t), x(t)) of the Hamilton equations
from the solution (η(t), ξ(t)) of (3.4) by applying to ϑ(t) =
(iη(t) + ξ(t)) the Kustaanheimo-Stiefel transformation defined in (4.22) and (4.23).
In particular case the solution of the Hamilton equations
for Kepler system one easily obtains observing that the Hamiltonian H K , see (4.32), written onT
where X = −i σ 0 0 0 −σ 0 . So, its Hamiltonian flow is given by
Hence, substituting
into (4.22) and (4.23) we obtain the solution ( y(t), x(t)) of (4.34). The solutions of Hamilton equations (4.33) for other subcases of the Hamiltonian (4.29) we will present in the next section. Ending this section we conclude that for smallG 0 (
R 0 , I 3 , J 3 ) = R 0 the Hamiltonian H P K could be treated as the Hamiltonian of a perturbed Kepler system.
An example
As an example we will consider simultaneously two cases, i.e when integers k, l ∈ Z are equal k = 1, l = 1 or k = 1, l = −1. We also assume
Under such assumptions the Hamiltonian (3.1) is given by
for k = 1, l = 1, and by
for k = 1, l = −1. Rewriting the above Hamiltonians in terms of the canonical coordinates (I 0 , I 0 , I
3 ) defined in (3.14),(3.19) and (3.21) one obtains
for k = 1, l = ±1. In the subsequent, just like above, we will write in front of J In order to simplify further calculations we will assume the following initial condition (t 0 , I The function sn(ωt, κ) is the Jacobi elliptic function called the elliptic sine. For solution of (5.12) and for more information about Jacobi elliptic functions see entry 3.152.7 and Chapter 8 in [3] . Let us stress that (5.13) gives the solution of Hamilton equation (5.6) for both considered cases, i.e. l = 1 and l = −1.
Assuming J , κ) is the Jacobi amplitude function and Π(n; ωt, κ) is the incomplete elliptic integral of the third kind, see [3] for their definitions and some properties.
Let us note here that ψ 0 (t) = ϕ 0 (t) + ψ 0 (0) − ϕ 0 (0). In the below we will use the following notation: ψ
