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Abstract
Machining is a subtractive production technique for achieving desired shapes from preformed
blocks of materials with surface quality and dimensional accuracies. Despite the development of
high performance finite-element codes, the simulation of machining remains a complex task due
to geometric complexities, high cutting speeds, high temperatures and strain rates that need high
simulation times.
In the mathematical formulation for machining research, shear angle is one of the most
important parameter which helps determining the parameters such as chip velocity, cutting force
and the energy requirements which determine the efficiency of a machining operation. From the
early machining research and supporting literature it has always been claimed that the shear angle
is dependent on the cutting velocity. The research conducted projects the impact of some other
machining parameters to be the influencing variables for the shear angle in cutting.
In this thesis an in depth investigation has been carried out to understand the impact of tool-
chip contact time on the shear angle in an orthogonal machining operation and its numerical modeling
by FEM. The success of the FEM of machining is dependent on the material constitutive law that
characterizes the thermo-mechanical behavior of the machining tests that have been conducted.
The impact of the material constitutive model on the FEM simulations are studied closely. The
simulation model setup by using the material constitutive law constants will be compared with the
experimentation results. The observed differences with reasons and possible solutions are discussed.
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Chapter 1
INTRODUCTION
The main aim in this thesis is determining the impact of tool-chip interface times on the
shear angle. As the tool is forced into the work material, the chip is formed by shear deformation
along a plane called the shear plane, which is oriented at an angle with the surface of the work. This
can be defined as the shear angle(φ) as shown in figure 1.1. The concentration of this research is
from the results of high speed machining of stainless steels with two different machining strategies.
From the initial observations it has been observed that the shear angle depends on the tool-chip
engagement times and not on cutting speed. A new experimental procedure has been carried out to
verify the initial observation and gain more insight on the dependence of shear angle on tool-chip
engagement times. The literature and existing notion of shear angle variation on cutting speeds is
taken into consideration. This is compared with the results of this research which has been done
with the initial findings of shear angle dependence on the tool-chip interface times.
In examining a physical phenomenon many methods can be implemented individually or
in combinations. In general as per the literature there are three ways to follow for solving metal
cutting problems. [2, 3] First one being the experimental approach which is time consuming and
expensive even though it is the most reliable. [4] When the parameters to be dealt are many the
experimentation becomes still complicated. Apart from these, another drawback of experimental
methods is the difficulty in measurement. The second method of solving metal cutting problems
is the analytical method. Considering the complexity of metal cutting and the data support from
existing literature, it is obvious that a purely analytical methods can be only used to have a general
intuition of the process. This can be used to find a starting point and will help in reducing the
1
number of total experiments. The third approach will be to use the numerical methods. To reduce
the investments in understanding the impacts of the parameters which might influence the machined
surface numerical methods are used [3, 5]
Figure 1.1: Shear angle in metal cutting [1]
The work carried out in this research has the machining experiments, analytical and sta-
tistical modeling and numerical simulations performed. The results obtained are discussed further
in this paper. This research takes into consideration the alloys of Aluminum, Aluminum-7075 and
Aluminum-2024. Aluminum-7075 is an alloy of aluminum with zinc as it primary alloying element
and with strength comparable to many steels. Aluminum-2024 is an alloy of aluminum with copper as
its primary alloying element and used in applications requiring high strength to weight ratio. These
alloys are significantly used in the transport applications including marine, aviation and automotive.
In chapter 2 the literature review explains the previous work undertaken in this field and
the contributions of this research to the machining and metal cutting research. The chapter 3 deals
with the theoretical background of the work done in this thesis which explains the impact of friction,
temperature, strain rate and flow stress on the shear angle and chip morphology. In chapter 4, the
experiments employed for this research are explained in detail which serve as a guide for the finite
element simulation considerations and set-up. Chapter 5 and 6 deal with the numerical approach,
parameters used, development of the FEA model with the relevant equations, meshing details, pre-
processing methods and the refinement of the results by considering the parameters which will be
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discussed to meet the experimental results. Chapter 7 discusses results achieved with the process
variables considered, the results obtained for the different cases considered in the research and
comparison of the simulation results with the experimental results.
The final chapter includes the conclusions from this research, reasons for the observed vari-
ations and the future work/extensions of this research. This chapter has some clear statements on
the scientific contributions of this research.
3
Chapter 2
LITERATURE REVIEW
Machining is one of the most widely used production technique for achieving desired shapes
from preformed blocks of metal with surface quality and dimensional accuracies. Metal cutting is a
process which involves various parameters to be considered to obtain the required output [1]. The
study of metal cutting has a history of more than 100years.
The early research in this field started in 1851 with Cocquilhat who focused on the calculation of the
work required to remove a given volume of material in drilling. The initial attempts to understand
the behavior of chips started with Tresca (1873) [6]. Tresca published a visco-plasticity picture of
a metal cutting process in 1878. It was from this publication that the idea of examining the cut
material (chips) has been established in the metal cutting research community [7, 8, 9]. Mallock
(1882) has clearly explained the formation of chip is due to the shearing that occurs on the metal
surface. The role of friction and the need for lubrication in metal cutting has been brought forward
from his research. Trescas and Mallocks work has introduced the concept of understanding the chip
behavior, plasticity in metal cutting and friction interaction between chip and tool. [6]. Research up
until the beginning of 1950s was considered to be the first stage, which was not fruitful in predicting
chip thickness. These results evidently show that the flow assumptions in metal cutting were too
simple. From the mid-1960s the main focus of mechanics research was exploring the possibilities
and consequences of more realistic assumptions [3, 10]. Oxley and Welsh (1963) used established
theories to introduce the first parallel-sided shear zone model of chip formation for a predictive
machining theory [1, 6, 10]. By the 1980s it was clear that chip formation can be analyzed properly
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using modeling and numerical methods where the main focus was exploring the possibilities and
consequences of more realistic assumptions [11, 12]. The experimentation in this research is done
on an orthogonal machining process and with the help of chip formation data collected the chip
behavior, shear angle and parameters involved in cutting are understood.
Finite Element Methods (FEM) have proven to be a powerful and useful tool in modeling orthogonal
(2D) and oblique (3D) metal cutting [3, 13]. Basic ideas of the finite element method are studied
at the beginning of 1940s. Though FEM was being used in metal cutting from the 1940s, the
advanced versions of simulation models with attempts of better control on the parameters were seen
in place from 1970s. One of the first finite element model using updated Lagrangian elasto-plastic
was developed by Klamecki in 1973 [14, 15]. Though many attempts were made in developing models
which were aimed to have better control on the results, the direction of approach was clear with the
opportunity of using chip separation criterion and deleting elements that reached critical value of
accumulated value of damage. Lin and Lin (1992) and Ceretti (1996) were the people who had a
crucial role in introducing these methods for the finite element modeling of metal cutting. Though
the development of hardware and commercial FE codes was slow it was growing steadily to give a
solid support to the existing theories of metal cutting, to accommodate all the required parameters
involved. Use of these commercial packages has been extensively found in literature for the work
done after 2005 [13, 16, 17]. The effectiveness of these simulations is not well assessed and many
efforts are spent all over the world in order to increase scientific knowledge in this field. In the opinion
of the authors, while the extension to 3D geometries is a problem only from a computational point
of view because the number and complexity of the elements strongly increases and the re-meshing
algorithms show evident limitations, the consistency of the predicted results is a very fundamental
and strategic aspect to be investigated. The capability of numerical simulations depend upon various
factors like:
• material modeling, which has to take into account the stress sensitivity to high temperature,
strain and strain rate reached during cutting. [11]
• fracture criterion, when utilized, since it allows to predicts the conditions needed for chip
formation and the chip shape but, from a process point of view, influences the forces prediction
and, then, the other parameters. [12]
• mechanical and thermal properties of the tool and workpiece, dependent on the temperature
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and not very easy to measure by the conventional methodologies. [18]
It is well known that, in a cutting process, heat is generated both on the shear plane (primary cutting
zone) and on the rake face (secondary cutting zone) [11]. When the cutting speed is sufficiently
high, heat generated on the rake face is the main factor responsible for the thermal flow through the
tool which determines heating and, then, the worsening of the tool mechanical properties leading to
wear and, sometimes, breaking. Therefore a proper friction modeling is strongly necessary in order
to improve the effectiveness of the simulation of the thermal related phenomena. The capability of
the software to include the effects of plastic strain, strain rate effects, heat transfer phenomenon and
friction effects has been very reliable as per the results published in various articles. [13, 19]
In this thesis, use of experimental, analytical and numerical methods have been done providing
the opportunity of comparing these methods. By comparing the results, ability of the numerical
solver in explaining the true physical behavior of shear angle determination in relation to tool-chip
interface time can also be determined. An in-depth investigation has been carried out to understand
the parameters for constitutive law, mesh controls, friction and thermal modeling employed in FEM
and the impact of tool-chip contact time in an orthogonal machining operation [19]. The simulation
model from the material parameters obtained is compared with the experimentation results. In
addition the FE model can be used as a guide for the extension of this research and to design
cutting tool profiles that minimize expensive and extensive experimentation.
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Chapter 3
THEORETICAL APPROACH
3.1 Introduction
Two types of cutting are used in the analysis of the mechanics of metal cutting.
1. Orthogonal Cutting
2. Oblique Cutting
In the orthogonal cutting, unwanted material is removed from the workpiece by a cutting edge that
is perpendicular to the direction of relative motion between tool and the workpiece. In this method,
the material removal process is assumed to be uniform along the cutting edge and is considered to
be a plane strain problem. In oblique cutting, the major cutting edge is inclined to the direction
of cutting velocity with an angle of inclination. The details are orthogonal and oblique cutting
mechanics are dealt in detail in the literature [1, 9, 10].
The chip formation of the oblique and orthogonal cutting is approximately identical. In real-time
cutting operations, most of the metal cutting operations are oblique [3, 20] . Orthogonal cutting has
been extensively studied because of its capability to give good approximations and the simplicity of
the model.
In machining operations, there are three types of chips: [1, 17, 20]
1. Discontinuous chips
2. Continuous chips
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Figure 3.1: Shear zones in Metal cutting [2]
3. Continuous chips with built-up-edge(BUE)
From the experimental data we observe continuous chips are formed when ductile materials are
machined or when machining is done at high cutting speeds which is in agreement with the results
in literature [21, 22]. Continuous chips are the most desired form as they result in very good surface
finish. By varying the cutting parameters like the material or cutting speeds, from the literature
we can understand the chip formed would be discontinuous or with a built up edge(BUE). BUE is
a special case which arises when low carbons steels are cut with high speed steels in low cutting
speeds. BUE causes poor surface finish and shortens the tool life. [23] In this research we deal with
aluminum alloys and our area of interest would be limited to discontinuous and continuous chip
formation.
In orthogonal cutting the parameters involved have been most clearly illustrated by Merchant. The
depth of cut which can also be refered to as uncut chip thickness and the cut chip thickness can be
seen from the figure 3.1. These two values have been extensively used in this research. The rake
face and rake angle are related to the area where chip and tool are in contact. Clearance face and
clearance angle are related to the area which pass over the machined surface. These variables are
crucial as they determine the tool geometry as well as the characteristics of the process.
There are three deformation zones in the cutting process and they can be seen in the figure 3.1:
1. Primary (Shear zone)
2. Secondary (Chip-tool interface)
3. Tertiary (Workpiece-tool interface)
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3.2 Mechanics of Metal Cutting
From the beginning of the research in metal cutting the focus was to predict the physical
behavior of metal cutting by comprehending the mechanics involved . Piispanen(1937) has proposed
the metal cut as a deck of cards inclined at an angle called shear angle to the free surface [7, 9] .
This was extended to model the ideal cutting process which completely suppresses the inhomoge-
neous strain by assuming the material to behave in a completely homogeneous fashion. The basic
approaches used in the analysis of metal cutting are:
• Thin zone model which describes the cutting process at high cutting speeds. [20]
• Thick zone model which describes the cutting process at low cutting speeds. [20]
3.2.1 Thin zone model
The thin zone model is derived with the assumptions by Merchant(1945).
1. Tool is sharp, and no rubbing occurs between tool and workpiece.
2. The deformation is two dimensional.
3. The stresses on the shear plane are uniformly distributed.
4. The resultant force applied at the shear plane is equal, opposite and collinear to the force
applied to the chip at the tool-chip interface.
3.2.2 Thick zone model
The thick zone model in orthogonal cutting has more complexity and requires more assump-
tions.
The work piece material is assumed to be ideally plastic and the shear stresses on OA, OB
and OD (the three shear zones) are equal to the material shear-flow stress(k).
τOA = τOB = τOD = k (3.1)
The assumptions of the thick zone model are: [3, 1]
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1. No stress discontinuity or singularity at the tool tip. It is assumed that the chip and tool were
not in contact at the tool tip to overcome this problem.
2. Work hardening was taken into account.
This model was criticized by many investigators because of unrealistic assumptions such as
no contact between the tool tip and chip. Another weak point of this analysis is that the deformation
can not be predicted analytically.
3.2.3 Assumptions used in modeling of 2D metal cutting
• The tool is perfectly sharp and there is no contact along the clearance face.
• The shear surface is a plane extending upward from the cutting edge.
• The cutting edge is a line extending perpendicular to the direction and generates a plane
surface.
• The chip doesnot flow to either side (plane strain).
• The depth of cut is constant.
• The width of the tool is greater than the workpiece.
• The work moves relative to the tool with uniform velocity
• A continuous chip is produced with no built-up edge
• The shear and normal stresses along shear plane and tool are uniform referred to orthogonal
cutting.
The recent advances in the research of mechanics of metal cutting is related more into understanding
the dynamic frictional behavior, the impact of tool wear and tool geometries, tribological factors
involved in the cutting process and flow deformation control [24, 25, 26, 27]. In this research, we
have not considered the tool wear as the tool is replaced for every experimental run which avoided
the wear to come into play and the tribological factors as it was a dry cut operation. Probing
more into the the factors stated above give a more clear understanding of the chip morphology
and its variation with material and cutting conditions which is seen as a future research expansion
opportunity.
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3.3 Shear Angle and Chip formation
3.3.1 Shear Angle in Metal Cutting
Shear angle is an important variable in metal cutting analysis because it defines the charac-
teristic of deformation. The minimum energy principle has been used in the analysis and assumed
that the deformation process adjusts itself to a minimum energy condition. This is done by equating
the change in the work velocity with respect to the shear angle, dFp/dφ to zero for a constant cutting
speed. [1]
The force components in cutting can be considered along the work velocity(FP ) and perpendicular
to the work velocity (FQ). From the literature we have the formula for forces as:
FP =
tbτcos(β − α)
sinφcos(φ+ β − α) (3.2)
FQ =
tbτsin(β − α)
sinφcos(φ+ β − α) (3.3)
Here,
α - Rake angle of the tool
β - friction angle in cutting
φ - Shear angle of cutting
τ - Shear stress
t - depth of cut
b - width of cut
From the assumption of minimum energy condition proposed by Merchant, by applying the differ-
entiation by parts we have:
dFP
dφ
=
tbτcos(β − α)cos(2φ+ β − α)
sin2φcos2(φ+ β − α) (3.4)
This results in
φ =
pi
4
− (β − α)
2
(3.5)
The shear angle obtained from this approach can be contradicted because it has been obtained using
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minimum energy principle which has no evident proofs and in differentiation β has been assumed
to be constant but in reality it is dependent on shear angle [9, 20]. Due to the absence of evident
proof for the minimum energy approach, shear angle can be determined by using the length of cut
or chip thickness. The method of determining shear angle from chip thickness ratios has been used
in this research
lchip
l
=
tc
t
= r (3.6)
Where l is the length of the cut, lchip is the length of the chip, t is the undeformed chip thickness,
tc is the chip thickness and r is the chip ratio [9] . By using the geometry of the cut, shear angle
can be obtained by
tanφ =
rcosα
1− rsinα (3.7)
The above equation was originally derived assuming that the cutting action is steady-state in nature.
Although this is true, for example, in facing the end of a thick-walled tube (which corresponds to
an orthogonal cut) this is not so in the turning of an outside diameter. The cut in this case is
both oblique and non-steady in its state. The latter is true because the depth of cut changes as
a particular tooth enters and then leaves the workpiece. However, Shaw stated that the equation
for shear angle for orthogonal machining can be employed in oblique machining. Consequently, the
shear angle (φ) changes since the chip thickness (t2) changes. Thus the value of φ is referred to here
as the effective shear angle.
A still better approach would be to measure the chip length(lc) and the corresponding work length(l).
It has been observed and confirmed from literature that the roughness on the back surface of the
chip makes it difficult to obtain an accurate chip thickness. This is seen to be an extension of the
present work in future. In the new method, the workpiece would be provided with a deep scratch
which will cause a notch to be formed in the chip for each revolution. The work length maybe
determined from the work diameter or also by weighing the chip. If the chip weight is wc, then
l =
wC
tbγ1
(3.8)
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Figure 3.2: Chips formed during the metal cutting of Aluminum - 2219 [2]
3.3.2 Chip formation in Metal Cutting
Chip formation is a critical phase in metal cutting. The initial assumptions of metal cutting
show chip produced as a continuous ribbon of uniform thickness with well-defined thin shear plane.
However, in practical machining this is not always the case. At low cutting speeds or when cutting a
material containing points of stress concentration discontinuous chips may form. Cutting begins at
relatively high shear angle which decreases as the cutting proceeds [9, 28]. When the strain in the chip
reaches a critical value, the chip fracture and process begins again. The orthogonal cutting model
provides a very poor approximation of cutting with discontinuous chips as it resembles extrusion
process more than concentrated shear obtained in orthogonal cutting.
Another deviation from orthogonal cutting is continuous chip with formation of built-up-
edge. At speeds where the temperature at the chip-tool interface is low, fracture may occur within
the chip along a plane approximately at right angle to shear plane. This leaves a portion of chip
behind attached to the tool face which acts as a cutting edge and is referred to built-up-edge(BUE).
The built-up-edge formation is inversely related to the cutting speed and this can be avoided when
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the thermal softening at the interface lessens the flow stress compared to the flow stress in the main
body of the chip.
The other cases where the orthogonal model looses its prominence is when the shift from a ribbon
like chip to a segmental chip occurs. This occurs when the shear strain reaches a critical value
dependent on the normal stress on the shear plane. This is observed in the case of discontinuous
chips, continuous chips with BUE and continuous chips with inhomogeneous strains [9, 10]. Since,
the chips observed in this research are continuous and assuming the effects of adiabatic shear, fracture
and re-welding to be minimum the orthogonal cutting model has been used.
3.4 Friction in Metal Cutting
In metal cutting friction between chip and tool interface plays significant role on important
process variables such as temperatures and tool wear. Therefore, it has to be studied in detail. Laws
of friction was firstly determined by Leonardo da Vinci and later restated by Amonton and Coulomb
[3, 29]. These laws are valid when normal force N is below a critical certain value.
• The friction force is proportional to the normal force which means that the coefficient of friction
is constant.
• The friction force and the coefficient of friction are independent of the apparent area of the
sliding interface.
In metal cutting, friction conditions are very different from a simple dry friction and normal
force is very high. As the normal force increases, Coulombs law fails.
As the real area of contact between chip and tool rake face increases Amontons law no longer holds
true. Therefore Coulombs and Amontons law can not represent the friction phenomenon in metal
cutting.
The contact modeling for the present work uses a modified coulomb friction model to define
the contact between the cutting tool and the workpiece. Wu and Zhang (2014) in their work utilized
the model which states that the contact between the chip and the rake surface region can be divided
into two regions namely:
1) sliding region
2) sticking region
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Sticking friction is observed occurring very near the cutting edge in contact with the work-
piece and the sliding friction occurring far away from the contact area [13]. The sliding region
obeys the Coulomb friction law and the frictional stress is proportional to normal pressure(σ). In
the sticking region, the shear stress τ is equal to the critical frictional stress. The modified coulomb
law is defined by the equations below:
τ = τcriti when µσ ≥ τcriti(Sticking region) (3.9)
τ = µσ when µσ ≤ τcriti(Sliding region) (3.10)
The measured coefficient of friction in metal cutting is an average value based on both
regions. Any changes in cutting conditions that may change lengths of the sticking and sliding
regions will change the value of coefficient of friction. [29]
3.5 Shear Stress in Metal Cutting
The shear stress in metal cutting is higher than the yield stress determined from tensile test
on work materials. The reasons for this situation can be possibly the rubbing effect and the pre-flow
region existence. Rubbing effect on the clearance of the tool introduces a force which is measured
but does not contribute to the shearing process. Secondly, a pre-flow region is present in most of
the cutting processes that extends the length of the shear plane that is assumed in analysis.
In addition to these two reasons, high normal stress can increase the yield shear stress on the
shear plane during cutting. At low cutting speeds, work hardening of the material also must be
taken into account while determining the shear stress. Strain rate and temperature are normally
causing opposing effects on yield stress of the material. Since both strain rate and temperature are
relatively high in metal cutting operations, sometimes it can be thought as they cancel each other
but recent considerations of the mechanism of yield at very high strain rates indicate that the high
strain rate may have the effect of increasing yield stress above the static yield value [21] . The
numerical modeling done will be taking this factor into account to represent the high strain rates
and temperatures involved.
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Figure 3.3: Heat sources in metal cutting [3]
3.6 Temperature in Metal Cutting
During a metal cutting operation, high temperatures are generated because of plastic defor-
mation of work piece material and friction along the tool/chip interface. Determination of temper-
atures in tool, chip and work piece is important for process efficiency because these temperatures
have a great influence on the rate of tool wear, strength of work piece material, mechanics of chip
formation, surface integrity, cutting forces, etc [?, 18, 19, 20].
Heat sources in metal cutting are shown in the figure 3.3. Heat source Q1 occurs on shear
plane due to intensive plastic deformation. The shear plane temperature is very important because
it influences flow stress of work piece material and temperatures on the tool face.
Frictional heat source Q2 localises at the tool-chip interface. Temperature of rake face is the max-
imum temperature in real machining operations and it causes tool wear. Another frictional heat
source Q3 is generated at the contact between the flank face of the tool and the work piece due to
tip radius of the cutting tool. Thermal studies in metal cutting have focused on determining the
heat generation, its distribution in the cutting area and the maximum temperature. There are three
types of methods used to achieve results about temperatures;
• Analytical: In the analytical studies, empirical correlations have been used to determine heat
generation and temperature distribution. Analytical calculations have been done under sim-
plified assumptions.
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• Experimental: The experimental techniques such as thermo couple with tool/chip pair, ther-
mal camera, etc. have been providing thermal distribution of cutting zone. Results of the
experimental works mainly depend on calibration of the instruments used.
• Numerical: Distribution of temperature on the cutting zone has been obtained by using finite
element, finite difference and boundary elements methods.
The considerations on the surface contact, temperatures and geometry involved in cutting have been
discussed in this chapter with reference to the experimental data. These points will be considered
in the FE modeling of the simulation going ahead.
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Chapter 4
EXPERIMENTAL APPROACH
In this research the preliminary experiments were conducted to verify if the shear angle is
dependent on cutting speeds. The preliminary experiments were done on stainless steels by high
speed machining with two different cutting speeds and different diameter cutters. Under certain
cutting speed conditions everything was equal on parameters except for the rpm and the time of
engagement. The results from the preliminary experiments are shown below:
Figure 4.1: Shear Angle Comparison between Large Diameter and Small Diameter Cutters at
500m/min
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Figure 4.2: Shear Angle Comparison between Large Diameter and Small Diameter Cutters at
750m/min
From the initial experiments conducted and the ongoing research, certain conditions under which the
shear angle varied were observed. Based on these initial observations, it was deduced that shear angle
depends on the tool-chip engagement times and not on cutting speed. A new experimental procedure
has been carried out to verify the initial observation and gain more insight on the dependence of
shear angle on tool-chip engagement times. The new experiments are performed on the materials
Al2024 and Al7075. The material was obtained in the form of bars of diameter 2.5 inches(6.35mm)
and length of 4 inches(10.16mm). The mechanical properties of the materials used in this study are
in the below table.
Table 4.1: Physical properties of Al-2024 and Al-7075
Property Al-2024 Al-7075
Density [kg/m3] 2780 2810
Elastic Modulus[GPa] 73.1 71.7
Poisson Ratio 0.33 0.33
Specific heat[J/kgoC] 875 960
Thermal expansion [10−6 / oC] 22.68 25.2
Thermal conductivity[W/m oC] 121 130
Tmelt [
oC] 600 635
Troom [
oC] 20 20
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4.1 Turning tests
The turning operation is a radial plunge operation in which the tool is fed radially into the
workpiece. Turning tests were conducted and the data collected from these tests were chip samples
for comparison with chip rakes in numerical modeling and the chip thickness. The database created
has turning tests performed on different alloys of aluminum and at different tool-chip interface times.
Tool-chip interface time can be defined as the time which the tool and chip stay in contact while
the machining takes place. In this research we use three tool-chip interface times 20ms, 30ms and
40ms. The main intent of this research is to understand the impact of tool-chip interface times on
the shear angle of cutting and the feed, cutting speeds and rake angle are kept constant.
Cutting speed called surface speed or simply speed is the speed difference between the cutting tool
and the surface of the workpiece it is operating on. It is expressed in units of distance along the
workpiece surface per unit of time, typically feet per minute (ft/min) or meters per minute(m/min).
The cutting speeds as per the literature are calculated from the formula:
v =
piDN
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(ft/min) (4.1)
Where,
v - cutting speed
D - diameter of the workpiece in inches
N - Spindle speed in rpm
The tests are conducted with cutting speeds in the range of 850ft/min to 1000ft/min which would
not impact the magnitudes of the results obtained. So the cutting speed is assumed to be constant
and the feed kept constant at 0.01inch. The rake angle was held constant by using the same tool
holder for all the experiments. The impact of tool wear on the readings has been avoided by using a
new cutting tool used for each experiment. Total of 30 sets of tests per cutting edge are performed.
All the cutting was dry without coolant. This is done to simplify the FE analysis by omitting the
cooling of the cutter and the chip due to conduction and convection from the model.
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Figure 4.3: Experimental set-up for turning used
4.2 Experimentation Setup
4.2.1 Machine Details
The machining tests were on a HAAS TL-1 CNC toolroom lathe shown in figure 4.1. The
technical specifications of the machine are listed.
Table 4.2: Details of the Machine used for experimentation
CNC Control FANUC
Spindle rating 8.9kW
Max spindle torque 146Nm@355rpm
Max turning diameter 406mm
Max turning length 762mm
Max turning speed 2000 rpm
Longitudinal feed 11.4 m/min
Cross feed 11.4 m/min
4.2.2 Tool holder and Insert Details
The orthogonal cutting was performed with a tool of zero entry or inclination angle selected
from the Seco range. This ensures that the cutting edge of the tool was perpendicular to the
direction of feed and thus only tangential and radial force components are generated, with the axial
component being negligible. The selected tool holder is MWLNR-12-3B with the WNMG060408-
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Figure 4.4: Machine used for the experiments - Haas TL-1 [4]
MF3 TP3000 insert. The details of toolholder and insert are given below and shown in figures 4.2
and 4.3 respectively . The details are taken from standard catalogue descriptions. [4]
MWLNR-12-3B
• M - Method of holding (Pin and clamp lock)
• W - Trigon insert
• L - Tool holder style (Offset shank with negative 5 end or side cutting angle)
• N - Negative rake attitude
• R - Right Hand tool
• 12 - 12*(1/16). This denotes the tool holder shank size
• 3 – 3*(1/8) . This denotes the IC of the insert
• B - Qualified bank and end 4.5 long
WNMG060408-MF3 TP3000
• W - Shape of the insert
• N - Relief angle
• M - Tolerance Class
22
Figure 4.5: Tool holder used in the experiment [4]
Figure 4.6: Cutting insert used in the experimentation [4]
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• G - Screw hole details
• 06 - IC of the insert
• 04 - Height of the insert
• 08 - Nose radius of the insert
• MF - Medium finishing operations (Chip breaker with positive cutting rake angle intended for
moderately difficult stainless steel. The MF3 is also intended for light roughing in relatively
soft, tacky steel and difficult to machine stainless steel if the depth of cut is limited. MF3 can
also be used for finishing of cast iron. Machining range: f = 0.20.4 mm/rev, doc = 14 mm)
3 Operating conditions (1 for low feed rates and easy conditions and 9 for high feed rates and
rough conditions)
• T - Turning
P - Steel
30 - Application area (25 is for general purpose and 50 Is for tough)
00 - version
The carbide grade insert used is Seco’s duratomic coated sintered carbide with increased
toughness and hardness. As per the catalogue this is recommended for use in machining soft tacky
steels and stainless steels. Use of this inserts on aluminum has application ease than steels as
aluminum is softer than the steels while machining. The tool had negative backward and orthogonal
rake as per the ORS system of tool nomenclature.
4.3 The Database
Orthogonal turning data was collected for the two materials (Al-2024 and Al-7075) consid-
ered. For each material, a set of reading consists of 20 data points. This way 30 sets of readings for
3 different tool-chip engagement times are recorded. The measurement of chip thickness at three
different points on a chip are recorded for each data point. From this data, the cut chip thickness is
calculated as the average of the three measurement at three points on the chip and from the recorded
data we have the uncut chip thickness. Using these values of cut and uncut chip thickness, we use
the formulae available in literature to find the shear angles. Here, we have 1800 (20*30*3) data
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points for each material and for two materials we have totally 3600 data points. The data collected
can be classified as:
• Cutting data for Al-2024 at 20ms interface time
• Cutting data for Al-2024 at 30ms interface time
• Cutting data for Al-2024 at 40ms interface time
• Cutting data for Al-7075 at 20ms interface time
• Cutting data for Al-7075 at 30ms interface time
• Cutting data for Al-7075 at 40ms interface time
The measurement of chip thickness at three different points on a chip are recorded for each data
point. From this data, the cut chip thickness is calculated as the average of the measurement at
three points on the chip and from the measured data we have the uncut chip thickness. Using these
values of cut and uncut chip thickness, we use the formula available in literature to find the shear
angles and cutting ratios.
tanφ =
(t1/t2)cos(α)
1− (t1/t2)sin(α) (4.2)
r =
t1
t2
(4.3)
Here,
t1 - uncut chip thickness or depth of cut
t2 - cut chip thickness
r - cutting ratio
α - rake angle of the tool
φ - shear angle of the cutting
Currently, statistical tests have been done with the available data in Minitab software and the results
are compared with the hand calculations for few samples using the formulae from literature. The
calculated values and the values from the software are seen to be in a good agreement.
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4.4 Experimental results
The statistical analysis has been conducted for both the cutting ratio and shear angle in
each set of the recorded measurements. From the data collected and calculated, the following plots
for the different interface times and the two materials are considered.
1. Variation of Shear Angle with number of runs for Al-2024 shown in figure 4.4.
2. Interval plot for the Shear Angles in Al-2024 shown in figure 4.5.
3. Average Shear Angle v/s tool-chip interface time for Al-2024 shown in figure 4.6.
4. Variation of Shear Angle with number of runs for Al-7075 shown in figure 4.7.
5. Interval plot for the Shear Angles in Al-7075 shown in figure 4.8.
6. Average Shear Angle v/s tool-chip interface time for Al-7075 shown in figure 4.9.
7. Variation of Chip Ratio with number of runs for Al-2024 shown in figure 4.10.
8. Average Chip Ratio v/s tool-chip interface time for Al-2024 shown in figure 4.11.
9. Variation of Chip Ratio with number of runs for Al-7075 shown in figure 4.12.
10. Average Chip Ratio v/s tool-chip interface time for Al-7075 shown in figure 4.13.
Twenty chips from each pass were taken at random and measured in three different places(each end
and the middle), so an average chip thickness could be determined. The results shown here are for
the first run of experiments and no duplicates have been involved.
The shear angle variations and cutting ratio variations for the 30 experiments conducted are plotted
on a graph and are shown in the figures 4.4, 4.5 and 4.6, 4.7 respectively. We observe the shear
angle and cutting ratio are high during initial engagements from the experimental data and this
behavior is in agreement with the existing literature data which has been explained in section 3.3.2.
We observe from the graphs that the shear angle and cutting ratio decreases with the increase in
the tool-chip interface times. This variational behavior observed in experimentation is explained in
the literature by equation 4.2. The details of the equation 4.2 are explained below.
From the figures 4.8 and 4.9 we see the interval plots of the shear angles with respect to the tool-chip
interface times. Individual standard deviations for each of the tool-chip interface times have been
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Figure 4.7: Number of runs v/s shear angle for Al-2024
Figure 4.8: Number of runs v/s shear angle for Al-7075
used to plot the interval plots. The data corresponds to 95% confidence intervals which assures a
0.95 probability of the population mean to lie within the limits and the 95% of the data collected is
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Figure 4.9: Number of runs v/s cutting ratio for Al-2024
in the confidence interval.
The average shear angles and cutting ratios are plotted on a bar graph to see the variation with
respect to tool-chip interface times. We observe a clear decreasing pattern in shear angle and
cutting ratio with the tool-chip interface times in the figures 4.10, 4.11 and 4.12, 4.13 respectively.
The change in tool-chip contact time is directly proportional to the rpm used in machining. The
increase of rpm leads to more strain and shrinkage of shear zone. The shrinkage of shear zone directly
impacts by decreasing the shear angle and cutting ratio. The pattern observed from experiments is
consistent with the theoretical explanations and is verified from the equation: [13]
ζ = cotβcosγ + sinγ (4.4)
Where,
ζ is chip reduction ratio.
β is the shear angle.
γ is the shear strain rate.
From the results of the plots it is evident that both the material and tool-chip contact time do have
an affect on the shear angle. The FE simulations are targeted to model the similar effects in the
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Figure 4.10: Number of runs v/s cutting ratio for Al-7075
Figure 4.11: Interval plot for the Shear Angles in Al-2024
computational model. The approach followed for the FE modeling will be discussed in the further
chapters.
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Figure 4.12: Interval plots for the Shear Angles in Al-7075
Figure 4.13: Tool-chip interface times v/s Average shear angle for Al-2024
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Figure 4.14: Tool-chip interface times v/s Average shear angle for Al-7075
Figure 4.15: Tool-chip interface times v/s Average cutting ratio for Al-2024
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Figure 4.16: Tool-chip interface times v/s Average cutting ratio for Al-7075
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Chapter 5
NUMERICAL APPROACH
In this chapter we have the details of the numerical approach and finite element simulations
in this research. The main objective is to simulate the chip formation from the Finite Element
Model(FEM) using the FE code Abaqus/Explicit. The results from the simulation are compared
with aforementioned machining process experiments in which products get their final shape and size
by the removal of material in which the underlying phenomena is highly complex. The main focus
in the FEM methods is the local straining caused by the relative motion of tool and workpiece aids
in the removal of unwanted material. The advancement of the tool shears the material in front of
it and allows it to flow along the rake surface of the tool. The approach incorporated to model this
phenomenon is discussed further. [19, 30]
5.1 Finite Element Method
In the experiments conducted for this research, we have collected the chip data and calcu-
lated the shear angles with the formulae available in the literature. The reason behind this can be
explained with the potential of data that can be understood from the chip formation process and
morphology. The chip morphology changes with the workpiece material and the cutting conditions
significantly. The capability of FE methods on chip studies to understand cutting parameters like
force, temperature, impact of tool wear, friction which are comparatively difficult to comprehend us-
ing experiments provide the motivation to probe into this area of research. Thus, by understanding
the chip morphology we can determine the optimal cutting conditions. This is done by simulating
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the real machining operation by various analytical and numerical models.
The simulations are conducted in ABAQUS finite element software. This helps in understanding
the metal cutting process at more detail than in the experiments. The main advantage seen is the
ability to simulate the material and non-linearity unlike the analytical models. Efficient simulations
imply that the numerical methods provide more reliable solutions than analytical and the number
of experimentation can be reduced making the understanding of metal cutting more efficient and
economic.
Generally, application of finite element modeling to cutting process involves Eulerian, Lagarangian
or Arbitary Lagrangian Eulerian (ALE) formulations. In Eulerian approach, as the mesh is fixed in
space, the numerical difficulties associated with the distortion of elements are eliminated. Though
because of this advantage there is no need for mesh separation criteria but the inability of the model
to simulate unconstrained flow of material allows it to be used only when the boundaries of the
deformed material are known a priori. This prior assumption of the deformed material need not be
done in Lagrangian approach.
In Lagrangian approach, the reference frame is set by fixing the grid to the material of interest such
that as the material deforms the grid also deforms. Lagrangian formulation is easy to implement and
is computationally efficient. Difficulties are seen in this approach when elements get highly distorted
during the deformation of the material in front of the tool tip. To keep the distortion in control many
criteria have been implemented to simulate the cutting zone. The main separation criteria which
have been used in metal cutting research till date are geometrical and physical. The geometrical
criterion is based on the distance from the tool tip, beyond which separation of nodes is along a
predefined parting line. Unlike the geometrical the physical criterion is based on the magnitude of a
physical parameter like stress or strain, which once reached the nodes get separated. The absence of
a proper physical condition to indicate which value should be used makes the chip separation more
of arbitrary model. This limits the application of Lagrangian formulation in modeling the metal
cutting process.
Eulerian and Lagrangian approaches have their own advantages and disadvantages. The strong
point of one is the weakness of the other. Keeping this in view, a more general approach, Arbitrary
Lagrangian Eulerian (ALE) approach was introduced which takes the best part of both the formu-
lations and combines them in one. ALE reduces to a Lagrangian form on free boundaries while
maintains an Eulerian form at locations where significant deformations occur, as found during the
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deformation of material in front of the tool tip; thus avoiding the need of remeshing. This is seen as
the primary advantage of ALE and the use of this method has been done for the distortion control
in the Finite Element Modeling of the process. [1, 31, 32]
5.2 Details of the modeling and geometry
The finite element model consists of a cutting tool and a workpiece. The extension of plane
strain condition has been done for the 3D FEM simulations. The cutting width is very large than
the undeformed chip thickness. The basic assumptions of 2D FEM are extended regarding the tool
geometry. From the initial runs it is observed there has been a severe mesh distortion at the initial
stages when the tool plunges to the workpiece. To counter this effects there has been a chamfer
incorporated in the workpiece to form initial chips without heavy distortion that might lead to the
termination of the finite element program. The physical properties are defined as:
5.2.1 Density
Density can be defined as a function of temperature and field variables. However, for all
elements except acoustic elements the density is a function of the initial values of temperature, field
variables and changes in volume only. Density will not be updated if temperatures and field variables
change during the analysis. This property must be defined in material definition module which is
used for the modeling in this research. The values of the physical variable used in the software are
specified in the Chapter4 and shown here again for reference:
Table 5.1: Density of the workpiece material used in this research
Property Al2024 Al7075
Density[kg/m3] 2780 2810
5.2.2 Elastic Behavior
The included FEA material library has several models of elastic behavior and for the cur-
rent condition we use the equation of state model for elasticity. The material behavior can also
be isotropic elastic or Newtonian viscous deviatoric. This model is used in conjunction with the
Mises or Johnson-Cook plasticity models for the elastic-plastic materials explained in section 5.3.
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The materials volumetric response is governed by the equation of state model and the deviatoric
response is governed by the linear elastic shear and the plasticity model. The simulation uses the
Johnson-Cook model for dealing with the elastic-plastic behavior of the material to accommodate
the deviatoric and hydrostatic effects seen in metals.
5.2.3 Classic Metal Plasticity Model
The Classic Metal Plasticity Model was selected for the current research because it accom-
modates plastic flow associated with isotropic yield, using perfect plasticity or isotropic hardening
behavior and can be used when the rate-dependent effects are important. This model can be used
where there is procedure with displacement degrees of freedom and fully coupled temperature-
displacement analysis. It has an advantage of being able to be coupled with the progressive damage
and failure models to specify the damage initiation and evolution laws. This gives an opportunity
to specify the progressive degradation of the material stiffness and the removal of damaged elements
from the mesh generated.
Yield surfaces generated in the finite element analysis assume that the yielding of the metal is
independent of the equivalent pressure stress which is even confirmed experimentally for most metals.
The metals considered in this research do not fall into the voided metals category and will follow
the same fact. The Mises yield surface used as the yield surface in this case will be isotropic. This
is normally defined by using the value of uniaxial yield stress as a function of uniaxial equivalent
plastic strain, temperature or field variables. The hardening of the metal is incorporated into the
plasticity model with a consideration of the yield surface. The analysis used offers an option to
specify the work-hardening and we proceed by using the Johnson-Cook hardening assumptions in
the module for the modeling. Johnson-Cook hardening is a particular type of isotropic hardening
where the yield stress is given as an analytical function of equivalent plastic strain, strain-rate and
temperature. This hardening law is used for modeling high-rate deformation of metals which is the
case with machining.
5.2.4 Rate Dependence
Materials show an increase in their yield strength as the strain rates increase [5, 33] . This effect
is important in many metals when the strain rates range between 0.1 to 1 per second and becomes
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significant when the range is between 10 and 100 per second. In machining we see the strain-rates
are of the magnitudes 104 per second which give the need to consider strain-rate effects in this model.
5.3 Johnson-Cook plasticity model
The traditional Johnson-Cook (JC) plasticity model is widely used in the metal cutting finite element
(FE) analysis. From the industrial perspective, one important advantage of the JC model, compared
to many others, is its availability as built in constitutive model in the commercial software packages.
It is assumed in a JC model, that the flow stress is a unique function of the total strain, plastic
strain rate, and temperature and their effects on the flow stress can be described in a multiplicative
fashion. [3, 5, 11, 19, 34] The flow stress is the stress that must be applied to cause a material to
deform at a constant strain rate in its plastic range. Because most materials work harden under
these conditions the flow stress is a function of the degree of plastic strain, p. The general case
with most of the metals is to have a deformation rate in the direction normal to the yield surface.
In this research we used the associated plastic flow models like the Johnson-cook model, for the
material yielding to help in predicting the flow-stress behavior accurately. This is a particular
type of isotropic hardening model that take all the above stated factors into consideration for the
simulation modeling. It generally is of the form
σ0 = [A+Bεnp ][1− T˙m] (5.1)
The variables in the above equation are explained after considering the effects of strain-rate to form
the Johnson-Cook plasticity model in the equation 5.4.
5.3.1 Strain rate dependence in Johnson-Cook model
The Johnson-Cook model assumes that the flow stress is dependent on the strain, strain-
rate and temperature. This model is suitable for problems where strain rates vary over a large
range, and material softening is due to temperature change and plastic dissipation causes. The
Johnson-Cook model is expressed in a multiplicative form of strain, strain-rate and temperature
terms. The consequence of the multiplicative form is that the strain-hardening rate at a certain
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strain will increase as the strain rate increases. This functional dependence can be shown as
σ1 = σ0(p, T ), R(p˙) (5.2)
p˙ = 0 ∗ exp[ 1
C
∗ (R− 1)], forσ1 ≥ σ0 (5.3)
Where,
σ0 is the static yield stress
σ1 is the yield stress at non-zero strain rate
p˙ is the equivalent plastic strain rate
0 and C are material properties measured at or below the transition temperature, Ttransition
0(p˙, T ) is the static yield stress
R(p˙) is the ratio of the yield stress at non-zero strain rate to the static yield stress so that R(0˙ = 1.0)
Therefore, the yield stress is expressed as
σ1 = [A+B(¯p)n][1 + Cln ˙¯
∗
][1− T˙m] (5.4)
Where,
A = yield stress corresponding to a 0.2(When a yield point is not easily defined based on the shape
of the stress-strain curve an offset yield point is arbitrarily defined. The value for this is commonly
set at 0.1 or 0.2)
B and n = represent the strain hardening effects
C = strain rate effect
m = temperature softening
¯p = the equivalent plastic strain,
∗ = ˙¯p/ ˙¯po is the dimensionless plastic strain rate for ˙¯
p
o = 1/s
5.3.2 Temperature dependence in Johnson Cook Model
The thermal term in the Johnson-Cook Model characterizes the material softening due to
adiabatic heating and not the environmental temperature. The non-dimensional temperature can
be defined as:
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Case 1: When the temperature in the cutting zone is less than the transition temperature
If Tc < Tt
T˙ = 0 (5.5)
Case 2: When the temperature in the cutting zone is less than the melting temperature of the
workpiece material and more than the transition temperature. This is the most common case
which occurs in metal cutting and we use this case in the JC model for machining simulations.
If Tt ≤ Tc < Tm
T˙ = (Tc − Tt)/(Tm − Tt) (5.6)
Case 3: When the cutting zone temperature is greater than the workpiece melting temperature.
If Tc ≥ Tm
T˙ = 1 (5.7)
Where,
Tc is the current temperature,
Tm is the melting temperature,
Tt is the transition temperature defined as the temperature at, or below which, there is no tem-
perature dependence on the expression of the yield stress. (A, B, n and m are material parameters
measured at or below the transition temperature)
The first part of the J-C equation is the strain dependent component, while the second part is a strain
rate modifier which introduces strain rate hardening. The third part is a temperature dependent
component which accounts for thermal softening of the material at elevated temperatures. The
strength of the material is thus a function of strain, strain rate, and temperature. The model
assumes that the strength is isotropic and independent of mean stress. The values of A, B, C, n,
and m are determined form an empirical fit of flow stress data as a function of strain, strain rate,
and temperature. In this thesis, the experimental data could not be used to generate the values of
the material constants used for modeling. The use of material constants from literature has been
done and care has been taken to select the constants from a similar experimental set-up and working
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conditions as in the current experimentation.
When T = Tm the material will be melted and will behave like a fluid and there will be no shear
resistance. This is not a condition which is seen in metal cutting and for that reason this case is not
discussed. The hardening memory will thus be removed by setting the equivalent plastic strain to
zero. r is the reference plastic strain rate, which is generally normalized to a strain rate of 1s1. To
investigate and illustrate the workings of the J-C model and its sensitivity to the various material
parameters or coefficients, each component (strain, strain rate and thermal) is now considered in
turn.
Apart from the plasticity model for deformation,because of the high strain rates involved we need
to consider the damage criterion for metals which defines the failure method which needs to be
considered for its simulation.
The Johnson-Cook plasticity model helps in defining the plastic deformation and the damage crite-
rion can be defined by using its extension, the Johnson-Cook dynamic failure model. In this research,
we used a dynamic failure model specifically for the Johnson-Cook plasticity model.
5.4 Johnson-Cook dynamic failure model
Machining simulation models include damage models in order to describe the chip formation mech-
anism. A Johnson-Cook plasticity model was used along with the Johnson-Cook dynamic failure
criterion to model deformation and damage. A simple damage/failure model in simulations is man-
ifested through an accompanying element deletion procedure is defined by Johnson-Cook dynamic
failure model. The element is deleted when the accumulated plastic strain reaches a critical value.
Due to this there is no damage influence on the stress response before the critical plastic strain is
reached and the element is deleted.
Material failure refers to the seizure of load-carrying capacity of any material that results from
progressive degradation of the material stiffness. Chip separation always has been a matter of con-
troversy among the research community and that is reflected in the numerical simulations where no
clear direction is given as to which is the best approach. Many models use a predetermined cutting
along a line of nodal separation or element failure will occur that coincides with the path which the
cutting tool tip makes as it is advanced. Nodal separation is achieved through the generation of
new nodes, removal of the constraints that are placed on the superimposed nodes when separation
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criterion is met. We use the principle of damage mechanics for modeling the stiffness degradation
process. Material failure modeling allows the combination of multiple failure mechanisms acting si-
multaneously on the same material. The specification of a failure mechanism consists of four distinct
parts:
1) Definition of the effective (or undamaged) material response
2) Damage initiation criterion
3) Damage evolution law
4) Mesh dependency and choice of material removal
The Johnson-Cook dynamic failure model is based on element integration points and the value of
equivalent plastic strain at these points. [12, 21, 35, 36] The value of damage parameter is used for
judging the failure in the materials. The damage parameter, E, can be defined as:
E = Σ(∆pl/plf ) (5.8)
Here,
δpl = increment of the equivalent plastic strain during an integration cycle plf = equivalent strain
to fracture under current conditions The failure in these models is assumed to occur when the value
of the damage parameter equals or exceeds 1.
5.4.1 Definition of the effective material response
In ductile materials the failure occurs progressively and modeling this is done by using the
Johnson-Cook damage criteria. [12, 36] As per the criteria it is assumed that the strain at failure
is dependent on the non-dimensional plastic strain rate, non-dimensional pressure-deviatoric stress
and non-dimensional temperature. The non-dimensional temperature is the same as defined in the
Johnson-Cook hardening model.
When the failure criterion is met, the deviatoric stress components are set to zero and remain zero
for the rest of the analysis. In this analysis, the default elements that meet failure criteria are
deleted. This results in an unrealistic, instantaneous degradation of the element stiffness which is
not the representation of ductile failure in reality. Also, from the literature we understand this
kind of sudden drop of stress at a point leads to dynamic instabilities of the solution. This is the
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case when the pressure stress is set to zero for the rest of the calculation and if not it remains
as a compressive stress for the rest of the calculations. The most advantageous method would be
to include a progressive damage and failure model in FEA to have the material modeling done
accurately.
5.4.2 Damage initiation criterion
As per the damage mechanics, the first phase of damage is the damage initiation. In this
research, we deal with the damage initiation criteria along the chip surface that grows in magnitude
leading to chip formation. The use of this is intended to understand a general capability for predicting
initiation of damage in metals. This criteria deals with two kinds of fracture of a ductile metal.
1)Ductile fracture
2)Shear fracture
Ductile fracture
In this research, the deformation in machining is due to ductile fracture. If the shear fracture comes
to play along with the ductile fracture it might lead to segmental chip formation which is an unseen
effect in this research. We only discuss ductile fracture in this research. This kind of failure can be
accounted to the nucleation, growth and coalescence of the voids in the material structure.
This model proceeds with an assumption that the equivalent plastic strain at the onset of damage,
is a function of stress triaxiality and strain rate.
The general form of the Johnson-Cook damage criteria is of the form:
plf = [d1 + d2exp(d3 ∗ (−p/q))][1 + d4ln(p˙/0˙)][1 + d5T˙ ] (5.9)
Where,
η˙ = -p/q is termed as stress triaxiality
p = pressure stress
q = Mises equivalent stress
p˙l = equivalent plastic strain rate
The criterion for damage initiation is met when the following condition is satisfied:
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ωD =
∫
∆¯pl
¯plD(η, ˙¯
pl
)
= 1 (5.10)
where, ωD is a state variable that increases monotonically with plastic deformation. At each incre-
ment during the analysis the incremental increase in ωD is computed as
∆¯pl
¯plD(η, ˙¯
pl
)
≥ 0 (5.11)
In this research we use Johnson-Cook damage criterion which is a special case of the ductile damage
criterion.
Here, the damage is evaluated with respect to the equivalent plastic strain and is of the form as in
the equation 5.9.
Here,
d1 − d5 = failure parameters measured at or below the transition temperature
p˙/0˙ = Non-dimensional plastic strain
p/q = non-dimensional pressure-deviatoric stress ratio
T = non-dimensional temperature
0˙ = reference strain rate
The damage model is used in conjunction with the Johnson-Cook plasticity model. Care is taken
to keep the melting and the transition temperatures constant with the values of specified in the
plasticity definition. The non-dimensional temperature is defined the same way as in the Johnson-
Cook plasticity model.
5.4.3 Damage Evolution Criterion
After damage initiation which occurs when the criterion equals or exceeds 1, the material
stiffness is degraded progressively as per the specified damage evolution response.
The damage evolution must be used in conjunction with the damage initiation criterion for the
ductile metals and is characterized by progressive degradation of the material stiffness making them
suitable for both quasi-static and dynamic situations which is advantageous compared to dynamic
failure models.
This model considers the response of a typical metal specimen during a simple tensile test for
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Figure 5.1: Typical uniaxial stress-strain response of a metal specimen [5]
understanding the failure modeling. The stress-strain response is shown in the below figure 5.1.
Initially the material response is linear elastic, a-b.
This is followed by plastic yielding with strain hardening, b-c.
Moving ahead from point c there is a marked reduction of load-carrying capacity until rupture, c-d.
The deformation during this last phase is localized in a neck region of the specimen.
The point c identifies the material state at the onset of damage, which is referred to as the damage
initiation criterion.
Beyond this point, the stress-strain response c-d is governed by the evolution of the degradation of
the stiffness in the region of strain localization.
Here, c-d can be viewed as the degraded response of the curve c-d that the material would have
followed in the absence of damage.
5.5 Thermal Model
In a fully coupled thermal-mechanical analysis, the procedure enables to solve simultaneously
for stress and temperature fields. The heat transfer equations are integrated using an explicit
forward- difference rule and mechanical response by explicit central-difference rule. [13, 37, 38] The
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heat transfer equation is given as:
θN(i+1) = θ
N
(i) + ∆ti+1θ
N
(i) (5.12)
Here, θ(i) is the temperature at node N and the subscript I refers to the increment number in an
explicit dynamic step and ∆t represents the time increments. As per the literature there is no need
for equations to be solved when a lumped capacitance matrix is used for the forward-difference
integration. The current temperatures are obtained using the known values from the previous step.
The values of θ(i) are computed at the beginning of the increment by
θiN = [C
NJ ]−1[P J(i)− F J(i)] (5.13)
Here, CNJ is the lumped capacitance matrix, P J(i) is the applied nodal source vector and F J(i)
is the internal flux vector. Since both the forward-difference and central-difference integrations are
explicit, the solutions are obtained simultaneously from heat transfer and mechanical solutions. We
can thus say, there is no need for iterations or tangent stiffness matrices.
For high rate deformation problems, it can be assumed that an arbitrary percentage of the plastic
work referred to as the inelastic heat fraction done during deformation. This produces heat in the
deforming material which is typically used in the simulation of processes involving large amounts of
inelastic strain, significantly influences temperature-dependent material properties. The heat gen-
erated is treated as a volumetric heat flux source term in the heat balance equation. For many
materials, 90-100 percent of the plastic work is dissipated as heat in the material. Thus, the tem-
perature used in the above equation can be derived from the increase in temperature according to
the following expression:
The conductive heat transfer between the contact surfaces is assumed to be defined by
q = k(θA − θB) (5.14)
Here, q is the heat flux per unit area crossing the interface from point A on one surface to point
B on the other, θA and θB are the temperatures of the points on the surfaces, and k is the gap
conductance. Point A is a node on the slave surface; and point B is the location on the master
surface contacting the slave node or, if the surfaces are not in contact, the location on the master
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surface with a surface normal that intersects the slave node.
In the FEA software, k may be defined as a function of factors like temperature, distance, pressure.
The default is to make k a function of the clearance d which is the method used in this study. When
k is a function of gap clearance, d, the tabular data starts at zero clearance and defined k as d
increases. If gap conductance is not also defined as a function of contact pressure, k will remain
constant at the zero clearance value for all pressures.
5.6 Contact and Friction Model
The contact modeling for the present work uses a modified Coulomb friction model to define
the contact between the cutting tool and the workpiece. Wu and Zhang (2014) in their work utilized
the model which states that the contact between the chip and the rake surface region can be divided
into two regions namely:
1) Sliding region (shown in figure 5.2)
2) Sticking region (shown in figure 5.3)
The Coulomb friction model relates the maximum allowable frictional or shear stress across an
interface to the contact pressure between the contacting bodies. [29, 39] In the basic form of the
Coulomb friction model, two contacting surfaces can carry shear stresses up to a certain magnitude
across their interface before they start sliding relative to one another; this state is known as sticking.
The Coulomb friction model defines this critical shear stress,τ , at which sliding of the surfaces starts,
as a fraction of the contact pressure, p, between the surfaces. When a point transitions from sticking
to slipping or from slipping to sticking is determined by the stick/slip calculations and the fraction,
µ, is known as the coefficient of friction.
τ = τcriti when µσ ≥ τcriti(Sticking region) (5.15)
τ = µσ when µσ ≤ τcriti(Sliding region) (5.16)
Where τcriti can be defined as
τcriti = σy/3 (5.17)
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Figure 5.2: Normal behavior interaction property defined-Sticking region
Figure 5.3: Tangent behavior interaction property defined-Sliding region
Figure 5.4: Heat generation interaction property defined
Here σy is defined as the uni-axial yield stress of the work material. The formulation indicates that
the friction is sliding when the friction stress is below τcriti, and it becomes sticking when the friction
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stress is equal to or larger than the τcriti regardless of the contact normal stress. Sticking and slid-
ing friction conditions along the tool/chip interface are dependent on the direct stress magnitude.
Sticking will occur at high contact pressure and when the contact pressure is low, as is the case away
from the tool cutting edge, sliding friction will dominate. There are many variations on the value of
friction coefficient which are used in literature. Koenig et al. suggest a constant friction coefficient
of µ = 0.3, while others use a variable friction coefficient calculated from orthogonal cutting tests
according to the following equation.
µ =
Fp+ Fqtan
Fq − Fptan (5.18)
Where,
Fp - Force component along the direction of cutting velocity
Fq - Force component perpendicular to the direction of cutting velocity.
5.6.1 Mesh Dependency and choice of material removal
The main concern while using the constitutive models is the presence of mesh dependency.
In the FEA software, damage evolution models use a formulation to subside the impact of mesh
dependency. The formulations have a strong mesh dependency when the material exhibits strain-
softening behavior leading to strain localization and thus the energy dissipated decreases upon the
mesh refinement. This is the case with the continuum mechanics approach where the constitutive
models are expressed in terms on stress-strain relations. This issue of mesh dependency is countered
by introducing the concept of characteristic length.
Characteristic length (L) helps in determining the value of equivalent plastic strain at failure and
cannot be used as a material parameter for specification of the damage evolution law. For this
reason, the damage evolution is defined in terms of equivalent plastic displacement (upl). Using the
characteristic length, we have the energy dissipated expressed in terms of per unit area and not
per unit volume and the softening part is expressed as stress-displacement relation. The energy
dissipation is treated as an additional parameter to compute the displacement at which full damage
occurs, ensures the correct amount energy release and alleviates the mesh dependency. [5]
Linear form
The evolution of the damage variable with the relative plastic displacement can be specified in
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tabular, linear or exponential form. In this research, we use a simple linear evolution of the damage
variable with effective plastic displacement. The linear evolution of damage variable with effective
plastic displacement is as shown below.
The effective plastic displacement u¯plf , at the point of failure (full degradation) can be specified.
Then, the damage variable increases according to
d˙ =
L¯pl
u¯plf
=
˙¯u
pl
u¯plf
(5.19)
This definition ensures that when the effective plastic displacement reaches the failure displacement
value u¯plf = u¯
pl
f , the material stiffness will be fully degraded. [5]
The linear damage evolution law defines a truly linear stress-strain softening response only if the
effective response of the material is perfectly plastic (constant yield stress) after damage initiation.
Figure 5.5: Mesh generated on the tool and workpiece
Alternate Approach
To reduce the mesh dependency by creating a stress-displacement response rather than using stress-
strain response after damage is initiated has been stated in the fracture-energy proposal. The energy
needed to open unit area of crack (Gf ) is defined as a material parameter in this case. This way the
softening response after the damage initiation is characterized by stress-displacement response.
Gf =
∫ ¯pl0
¯pl
f
Lσyd¯
pl =
∫ u¯pl
f
0
σydu¯
pl (5.20)
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This expression introduces the definition of the equivalent plastic displacement,u¯pl , as the fracture
work conjugate of the yield stress after the onset of damage (work per unit area of the crack). Before
damage initiation ˙¯u
pl
= 0 ; after damage initiation ˙¯u
pl
= L ˙¯
pl
.
The definition of the characteristic length is based on the element geometry: for beams and trusses
we use the integration point length; for shell and planar elements we use the square root of the
integration point area; for solid elements we use the cube root of the integration point volume. This
definition of the characteristic length is used because the direction in which fracture occurs is not
known in advance. Therefore, elements with large aspect ratios will have rather different behavior
depending on the direction in which they crack: some mesh sensitivity remains because of this effect,
and elements that have aspect ratios close to unity are recommended.
The damage evolution law can be specified in terms of equivalent plastic displacement, ˙¯u
pl
, or in
terms of fracture energy dissipation, Gf . Both of these options take into account the characteristic
length of the element to alleviate mesh dependency of the results. Keeping a watch on all these
considerations, an 8-node linear brick, reduced integration and hourglass control elements(C38DR)
have been considered for the tool and workpiece. The workpiece has been meshed with 23560
elements and the tool with 386 elements as the tool was coarsely meshed. This was the meshing
pattern followed for the simulations run without temperature effect in the material constitutive
modeling. With the inclusion of temperature effects on the material constitutive models we have used
elements(C38DRT) with the 8-node thermally coupled brick, trilinear displacement and temperature,
reduced integration and hourglass control with the same number of elements to record the impact
of thermal effects on the material behavior. The mechanical-thermal model has increased number
of elements to 51600 on the workpiece and the number of elements on the tool remain constant as
seen in figure 5.5. The results of these settings from the numerical modeling will be discussed in the
following chapters.
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Chapter 6
DETAILS USED IN THE
NUMERICAL APPROACH
6.1 Geometry and Boundary Conditions
The workpiece geometry has been designed as a rectangular block with the depth of cut
defined as per the experimentation. The tool has been given the rake angle and clearance geometries
as per the experimentation done. Due to the limitations in the software due to an academic version,
the dimensions and the parameters have been scaled down to accommodate for analysis. Care has
been taken to scale in proportion, not to affect the results and the speed of simulations. The details
of the geometry used for the simulation of the experimental set-up are:
Table 6.1: Details of the Geometry used
Part Parameter Value
Work piece Length(m) 20e-3
Height(m) 4e-3
Width(m) 0.254e-3
Cutting tool Height(m) 4e-3
Length(m) 4e-3
Width(m) 4e-3
Rake Angle -50
Clearance Angle 50
The simulation needs the workpiece and tool to be set at a particular geometric configuration and
constrained at certain kinematic spatial constraints. This can be done by imposing proper type of
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Figure 6.1: Boundary conditions on the tool and workpiece
boundary conditions. The kinematic boundary conditions for the set-up are as follows:
For the workpiece as seen in figure 6.1:
• The movement in x direction is constrained by setting the displacement at the end face to
zero.
• The movement in y direction is constrained by setting the displacement at the bottom face to
zero.
• The movement in z direction is constrained by setting the displacement at one of the side faces
to zero.
For the cutting tool as seen in figure 6.1:
• The movement in x direction is defined by the cutting velocity as per the experimentation
values.
• The movement in y direction is constrained by setting the displacement at the top face to zero.
• The movement in z direction is constrained by setting the displacement at one of the side faces
to zero.
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The boundary conditions for the case where we do not consider temperature in the analysis
have no heat transfer allowed from the top surface of the workpiece, exposed surface of the chip and
the machined surface to the cutting tool and the atmosphere.
For the second case, where temperature can be considered in the analysis. The convective heat
transfer between the machined surface of the workpiece and the rake surface and clearance face of
the tool. This is not a case for the simulation as we perform only dry cutting in this research, These
simulations are proposed for the future work to have a better understanding. The input for the heat
transfer conditions of these surfaces are defined with overall heat transfer coefficient(h), thermal
conductivity(k) and ambient temperature(T0) is:
−kdT
dn
= h(T0 − T ) (6.1)
All the surfaces for both the tool and workpiece are initially kept at T0. The heat transfer
coefficient h is the ratio of average heat flow across the interface to the temperature drop. This is a
function of several variables such as contact pressure, temperature, contact materials etc. There was
no temperature data recorded during the experimentation and normally measuring temperatures at
tool-chip interface, there is hardly any data available for heat transfer coefficient for chip formation.
The speed-feed combination used in this research are done for h varying within a range of 100-1000
kW/m2K. As per the literature values for the heat transfer coefficient is considered to have a fair
compromise at 400kW/m2K.
6.2 Material Modeling
The numerical procedure developed in this thesis is aimed at testing the feasibility of a
consolidated material constitutive model for Al-2024 and Al-7075 when implemented in a 3D FE
model of an orthogonal machining operation under dry conditions. The model is targeted to be as a
predictive model for future works and is validated by the replication of the results from experimen-
tation.
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Table 6.2: Material Properties of Al-2024 and Al-7075
Property Al2024 Al7075 WC
Young’s Modulus(GPa) 73.1 71.7 612
Poisson’s Ratio 0.33 0.33 0.22
Density(kg/m3) 2780 2810 11900
Thermal conductivity(W/mC) 121 130 86
Specific heat(J/kgC) 875 960 337
Thermal expansion coefficient(x106)(1/C) 22.68 25.20 4.9
Melting temperature 600 635 -
6.3 Governing Equations for FE modeling
For any body undergoing deformation we have to check the conservation laws of physics and
the constitutive equations. The conservation laws can be applied to body of any material but to get
specific on the details of the material undergoing deformation and the varied degree of deformation
we need the constitutive equations. [13] The dynamic equilibrium equations are formulated always
by isolating the inertial forces from the rest of the forces acting on a body for convenience. The
main reason for choosing explicit dynamic formulation is to accommodate all the non-linearities like
the large deformations, non-linear material response and contact on any mechanical system. The
general form of the dynamic equilibrium equations is given as:
Mu¨ = P − I (6.2)
Here,
M - lumped mass matrix
u¨ - nodal accelerations
P - external load vector
I - internal load vector
The use of the lumped mass matrix to calculate the nodal accelerations at any time(t) allows the
explicit finite element program work. This is done by:
u¨t = M
−1.(P − I)t (6.3)
The formulation for the explicit formulation to consider the thermal effects was explained in detail
in section 5.5. More detailed explanation of the explicit formulation is available in detail in the
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literature [5, 40]
6.3.1 Conservation laws
For a chip formation process proper implementation of kinematics is important. These
kinematic equations refer to mass, momentum and energy equations governing the continuum and
the FEM approach deals with discretizing these equations to find a solution to the momentum
equation.
ρ˙+ ρdivv¯ = 0 (6.4)
ρv˙ = f¯ + divσ (6.5)
ρe˙ = σ : D − divq¯ + r (6.6)
Here,
ρ - mass density
v¯ - material velocity
f¯ - body forces
σ - Cauchy stress tensor
e - specific internal energy
D - strain rate tensor
q¯ - heat flux vector
r - body heat generation rate
The material derivative in a Lagrangian description is denoted by the superposed ’.’. [14, 40]
6.3.2 Constitutive Equations
Constitutive equations are based on the complexity of the material behavior. They describe
the thermo-mechanical properties of the material undergoing deformation and relate them to the
stresses created.
The constitutive equations are a combination of the yield criterion, flow rule and the strain hardening
rule. The stress state when yielding occurs, the increment of plasticity at this phase and the strain
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hardening seen as the plastic strain increases are defined by the three rules respectively.In case of
large deformation problems like machining, isotropic yielding and hardening occur.
Plasticity models based on Von-Mises and Reuss flow rule are used in the case of large deformation
problems like machining. The Von-Mises and Reuss flow rule models are applicable to elastoplastic
regimes with isotropic hardening. As per these flow laws when a material is loaded beyond its elastic
limit the incremental strain deviation is evaluated as the sum of incremental plastic strain and the
incremental deviatoric elastic strain and is given by the below equation: [41]
deiij = de
p
ij + de
d
ij (6.7)
Where,
deiij - Incremental strain deviation
depij - Incremental plastic strain
dedij - Incremental deviatoric strain
The energy consumed due to plastic deformation and tool-chip friction is converted to heat which
increases the cutting zone temperature. This explains the need of the equations of plasticity in
any FE simulation to describe the stress-strain response as well as its dependence on strain rate,
temperature and work hardening efficiently.
The Johnson-Cook model has been the most efficient in determining the mechanical behavior of
materials. This theory is dependent on the second deviatoric stress invariant flow theory with
isotropic hardening. A ductile failure model is also incorporated for the chip separation criterion in
the material modeling for the damage zone in order to simulate the movement of cutting tool into
workpiece without mesh distortion at tool tip.
As stated earlier, because of not using the thermocouples and no forces values recorded determining
the JC material constants was not done from the experimental values. [36, 42, 43] The values
predicted with non-linear regression have given values that are eccentric to the values available in
the literature. For this purpose, we have chosen the JC constants values from literature. The values
have been chosen from the literature in which the tooling, working conditions and machine set-up
are in parallel to the current research are used. From the literature we observe most of the material
constitutive models for simulating the thermo-mechanical behavior in machining are based on the
renowned J-C flow stress rule for plasticity and J-C Damage criterion and the equations are as
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discussed earlier in chapter-5(Equations 5.4 and 5.11).
σ1 = [A+B(¯p)n][1 + Cln ˙¯
p∗
][1− T˙m] (6.8)
¯f = [d1 + d2(d3σ)
n][1 + d4ln ˙¯
p∗
][1 + d5
T − Troom
Tmelt − Troom ] (6.9)
Table 6.3: JC constitive model and damage constants of Al-2024 and Al-7075
Property Al-2024 Al-7075
A(MPa) 200 350
B(MPa) 300 200
C 0.003 0.001
n 0.3 0.499
m 1.364 0.705
d1 -0.77 -0.0608
d2 1.45 0.51
d3 0.47 -0.952
d4 0 0.036
d5 1.6 0.697
6.4 Contact and heat generation
The conservation of momentum is needed between the contacting bodies and a kinematic
contact algorithm is satisfy this need. This algorithm helps to enforce the contact constraints in the
master (rake surface of the cutting tool)-slave(chip surface based on the nodes) pair. The contact
algorithm used determines the slave nodes that penetrate in the surface and calculate the resisting
force needed for opposing this penetration which is a function of the slave node penetration, mass
associated with it and the time increment. The next step would be to determine the total internal
mass of the contacting interfaces and calculates the acceleration correction for the master surface
nodes. Acceleration correction for slave nodes is needed to obtain a corrected configuration in which
the contact constraints are enforced. The frictional forces and the heat generated due to friction
are incorporated in the model by using the tangential behavior, normal behavior and gap heat gen-
eration interaction modules in the software as discussed in chapter 5. The details of the thermal
modeling are given in 5.5.
Because of the differences in the stress distribution over the rake face of the cutting tool there is
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a varied behavior observed. When the relative motion between the tool and the chip is zero the
normal stress is very large and frictional stress is equal to equivalent shear stress and this is called
the sticking zone. On the contrary, in the sliding zone the normal stress is small and frictional stress
is proportional to normal pressure through constant coefficient of friction.
During the machining process, heat is generated in the primary shear deformation zone and sec-
ondary deformation zone. Severe plastic deformation is the reason for heat generated in the primary
deformation zone, plastic deformation and friction at tool-chip interface is the reason for heat gen-
erated in the secondary deformation zone. The important parameters taken a note of during the
thermal analysis of orthogonal machining are:
1. The condition for which µ = 0.5 is in the sticking zone and µ = 0.3 is in the sliding one ensures
the best prediction of results in metal cutting analysis. [29]
2. Inelastic heat fraction (0.9, This is typically used in the simulation of high-speed manufacturing
processes involving large amounts of inelastic strain, where the heating of the material caused
by its deformation significantly influences temperature-dependent material properties [13, 37])
3. Frictional energy conversion factor. (all dissipated frictional energy is converted into heat and
distributed equally between the two surfaces. f = 0.5) [5, 37]
4. Fraction of the thermal energy conducted into the chip (0.35 - 1 for carbide cutting) [13]
5. Fraction of heat generated due to plastic deformation remaining in the chip (0.9-1) [5, 37]
We define all the above mentioned properties in the material definition and the interaction properties
to allow the thermal effects play a role in the simulation results. Both the frictional forces and
the friction-generated heat are included in the kinematic contact algorithm through the tangential
behavior and gap heat generation modules of the software.The heat that goes into a chip evaluated
during a software simulation combining the effects of both the heat fractions can be only 0.7-0.8 of
the total.
6.5 Solution Procedure
To solve highly non-linear problems with large deformations and change of contact, as in
the case of machining we use the explicit dynamic method. The advantage of using explicit dynamic
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procedure is its ability of an explicit integration scheme for time which helps in calculation of the
state of the system at a later time from the current time.
The approach for simulations is a combination of both Eulerian and Lagrangian analysis. The
ALE approach is incorporated to allow flow boundary technique without altering elements and
connectivity of the mesh. This approach avoids severe element distortion and entanglement of the
cutting without need for any remeshing criterion.
When explicit dynamic ALE formulation is used the conservation equations are combined with the
advective terms to account for independent mesh motion as well as material motion. The mapping
of solution variables from old mesh to new mesh can be achieved by using advection. The solution
for a time step advances step-wise when ALE approach is used. In this model the ALE formulation
is defined to remesh at frequency of once in 5 steps and 3 times to remesh every time remeshing
occurs.
In the Lagrangian step the incremental motion of the material where the displacements are computed
using the explicit integration rule and then all the internal variables are updated.
In the Eulerian or advection step where a mesh motion is performed to relocate the nodes such that
the element distortion becomes minimum and the grid nodes can be moved according to any one
or combination of the three algorithms namely, volumetric, Laplacian and equipotential smoothing.
The element and the material variables are then transferred from the old mesh to the new mesh in
each advection step. The results using these simulation settings, discussion on the possible reasons
for the differences observed, conclusions and future work will be discussed in the following chapters.
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Chapter 7
RESULTS
7.1 Introduction
In this chapter, the results of finite element simulations are discussed. Firstly, the experi-
ments results are presented which verify the initial hypothesis that claim the change of shear angle
with tool-chip interface time. The simulation considerations mainly include the mechanical and
thermal parameters of cutting such as strain, strain rate, stress and temperature which have been
explained in the previous chapters. The results from experiments are:
Table 7.1: Experimental results for Al-2024
20ms 30ms 40ms
Average Chip Thickness(mm) 0.0132 0.0152 0.0159
Average Shear Angle(degrees) 9.5233 8.3408 7.6392
Table 7.2: Experimental results for Al-7075
20ms 30ms 40ms
Average Chip Thickness(mm) 0.0146 0.0168 0.0202
Average Shear Angle(degrees) 8.7659 7.3055 5.4079
7.2 Variations observed due to changes in simulation set-up
The simulations of 3D geometries is a problem only from a computational point of view because
the number and complexity of the elements strongly increases and the re-meshing algorithms show
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evident limitations.
More in detail, numerical results strictly depend on different aspects such as:
• Geometric modeling
• Material modeling
• Mechanical and thermal properties of tool and workpiece
7.2.1 Geometric modeling
The differences in the results obtained vary with the geometry of the cutting tool. When
the tool rake is changed with the same Johnson-Cook constants, cutting speed and depth of cut we
observe significantly different results.
Figure 7.1: Machining of Al-2024 with positive rake carbide tool
Figure 7.2: Machining of Al-2024 with negative rake carbide tool
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Figure 7.3: Machining of Al-2024 with negative rake carbide tool
The comparison between a positive, negative and zero rake tool on only one material(Al-2024) was
done to understand the impact of rake angle on the cutting tool geometry. This is shown in the above
figures 7.1, 7.2 and 7.3 respectively. The details of the chip ratio are presented below in the table 7.3.
Now we move on to simulate with the same geometry and set-up as used in the experiments. The
change is done in the edge geometry to obtain results much closer to the experiments. We provide
the edge preparation to the inserts used as in real-time experiments. The results of the simulations
from the updated geometry are shown below in the figures 7.4, 7.5 and 7.6. The details of the chip
ratio obtained is given in the table 7.3.
Figure 7.4: Machining of Al-2024 with positive rake carbide tool with modified geometry
Series1 - Tool without geometry update
Series2 - Tool with geometry update
From the table 7.3 and the figures above we see the change of rake has an impact of the chip flow
62
Figure 7.5: Machining of Al-2024 with zero rake carbide tool with modified geometry
Figure 7.6: Machining of Al-2024 with negative rake carbide tool with modified geometry
Table 7.3: Comparison of results with and without edge preparation
Chip ratio -1 Shear angle-1 Chip ratio -2 Shear angle-2
Positive rake 0.396 22.225 0.354 20.038
Neutral 0.440 23.751 0.393 21.498
Negative rake 0.452 27.605 0.436 25.806
and the shear angle. We concentrate more on the negative rake results in both the case(with and
without geometry update). It is seen that adding the edge geometry as in the insert is resulting in
significantly different output. The simulations were runs for a tool-chip contact time of 20ms. In
the figure 7.7, 1,2,3 correspond to the three rake angles considered for the geometry test. From the
results as we see in figure 7.7, the tool with geometry update has a lesser shear angle and nearer
to the one obtained in the experimentation. So, we incorporate the edge geometry and the tool is
considered to be rigid in the simulations as the tool wear effect has been neglected in the experiments
by changing the tool for every test performed.
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Figure 7.7: Impact of the tool geometry on shear angle
7.2.2 Material Modeling - Influence of the material constitutive model
and material constants
The selection of material constitutive model is a very crucial part for the metal cutting simulation.
The material constitutive model is responsible for the material behavior with respect to the strain,
strain rate and temperature dependence in the material considered.
The differences observed in the simulation results compared to the experimental results are because
the constants used in this simulation are referred from experiments conducted with a similar setup.
The variation of the material constants directly impacts the flow stress that influences the material
behavior which affects the shear angles in cutting and chip morphology which affect the chip thickness
obtained. The differences in the set-up and working conditions do have an effect on the JC constants
and the impact of changing the constants is seen in the below sensitivity analysis and also this is
verified with literature which shows the impact of rake angle on JC constants.
The sensitivity analysis shows the impact of each Johnson-Cook constitutive model constant on
the flow stress. The values of the constants give an estimation of the material behavior before the
simulation is run and enable to select the appropriate material constants.
Case 1:
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Yield stress(A) is variable, constants of strain hardening effects(B and n) are kept constant.
A determines the initial plastic flow stress magnitude at zero plastic strain and is thus similar to
the yield stress of a material when strain rate and thermal effects are ignored.
Figure 7.8: Case 1: Stress v/s Plastic strain when A is kept constant
A has no effect on the gradient or hardening response of the curve and simply scales its magnitude.
A = 200, 257, 369 (in MPa), B = 300, 300, 300 (in MPa), n = 0.3
Series1 - A=300, B=300, n=0.3
Series2 - A=257, B=300, n=0.3
Series3 - A=369, B=300, n=0.3
The above values are of Al-2024 for positive, negative and zero rake angles.
Case 2:
When yield stress(A) and n are held constant and B is varied, as illustrated in figure it can be shown
that an increase in B elevates the flow stress magnitude at values of plastic strain which are larger
than zero.
Furthermore, B has an influence on the strain hardening gradient in that an increase in B increases
the gradient of the material hardening response.
A = 350, 350, 350 (in MPa), B = 200, 250, 266 (in MPa), n = 0.1
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Figure 7.9: Case 2: Stress v/s Plastic strain when B is kept constant
Series1 - A=350, B=200, n=0.1
Series2 - A=350, B=250, n=0.1
Series3 - A=350, B=266, n=0.1
The above values are of Al-7075 for positive, negative, zero rake angles with n value kept low and
constant than the actual to see the impact of ’n’ seperately in the next case.
Case 3:
When the strain index is increased to n = 0.3, the sensitivity to strain hardening is increased through
an increase in the gradient of the flow stress curve.
A = 350, 350, 350 (in MPa), B = 200, 250, 266 (in MPa)
n = 0.3
Series1 - A=350, B=200, n=0.3
Series2 - A=350, B=250, n=0.3
Series3 - A=350, B=266, n=0.3
The above values are of Al-7075 for positive, negative and zero rakes.
Case 4:
When C ∗ log(pl/ref ) is plotted against pl/ref as in the below figure, it can be seen that strain
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Figure 7.10: Case 3: Stress v/s Plastic strain to understand the impact of n
rate sensitivity is greatest when pl approaches ref .
Figure 7.11: Case 4: Strain rate term v/s Strain rate ratio to understand the strain rate sensitivity
Increasing the strain hardening index, C, results in both an increase in the magnitude of
the strain rate multiplier and higher gradient of the resulting curve so that strain rate sensitivity is
increased. As the multiplier is with a logarithmic value, the smaller value of C gives higher strain
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rate constant for the general operating strain rates in metal cutting. [39]
C = 0.003, 0.015, 0.00409
Series1 - C = 0.003
Series2 - C = 0.015
Series3 - C = 0.00409
The above values are of Al-2024 for positive, negative and zero rake angles.
Case 5:
The temperature component is sensitive to both m and Tm.
Figure 7.12: Case 5: Temperature term v/s temperature co-efficient to understand the temperature
sensitivity
At higher temperatures, the temperature coefficient, T, tends to unity, which results in a decrease of
the thermal multiplier, resulting in thermal softening of the material through a reduced flow stress
magnitude. This is illustrated in the figure 7.8.
It can also be seen that when m is less than one, the material shows strong thermal sensitivity as
in the case of series 1 and 2, while higher values of m indicate that strength is retained at higher
operating temperatures.
m = 0.5, 0.705, 1.478, 1.6
Series1 - m = 0.5
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Series2 - m = 0.705
Series3 - m = 1.478
Series4 - m = 1.6
The above values are of Al-7075 for positive, negative and zero rake angles.
From the sensitivity analysis [37] we clearly understand the variation of the constants plays a vital
role in determining the flow stress model for any material. We verify the results of the sensitivity
analysis using simulations with 5 different J-C constants for the machining of Al-2024. The results
are shown in figures 7.8 - 7.12.
Table 7.4: Comparison of different sets of JC constants for Al-2024
A B n C m
JC1 200 300 0.675 0.003 1
JC2 200 300 0.3 0.003 1.364
JC3 257 300 0.3 0.0149 1.499
JC4 369 300 0.3 0.00409 1.499
JC5 366 300 0.3 0.003 1.499
Figure 7.13: Simulation results with JC constants set-1
From the values of JC constants we understand that Al-2024 in general has a lower yield stress value
compared to Al-7075. The impact of strain hardening and thermal softening is less in Al-2024 and
the flow stress behavior is determined by the value of yield stress.
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Figure 7.14: Simulation results with JC constants set-2
Figure 7.15: Simulation results with JC constants set-3
The impact of the change in material constants on the flow stress is seen in the figures 7.13-7.17. The
flow stress has been calculated for the machining operation using the strains(2-4), strain rates(102 -
104 /s) and temperatures(900-10000C) [39, 44]. In the figure 7.13 we see the simulation run with the
set-1 of JC constants of the table 7.4. The Von Mises stress value is low because of the value of yield
stress(A). In the figure 7.14 we see the increase of the Von Mises stress increase due to the change of
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Figure 7.16: Simulation results with JC constants set-4
Figure 7.17: Simulation results with JC constants set-5
the value of strain hardening exponent power(n) and the thermal softening exponent(m). Than the
impact of thermal softening, the influence of stress hardening has more effect on the Von-Mises stress
value. The increase in yield stress(A) has a direct impact on the Von-Mises stress values depecited
in the figures 7.15 - 7.17. This is evidently seen with the smallest change of yield stress(A), showing
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Figure 7.18: Impact of Material constants on the flow stress
impact on Von-Mises stress when a comparison is done betwwen 7.16 and 7.17.
The value of Von-Mises stress directly influences the flow stress values which is seen in figure 7.18.
The flow stress has a direct impact on the chip formation, chip morphology and shear angle of cutting.
So, we can infer from the displayed data to use the JC constants exactly as per the geometry used in
the cutting to obtain results that would be near to experimental results. As we do not have the JC
material constant data exactly as per the experimental set-up used we use the values of the the tool
with -5 degree rake angle from literature. This will be one of the strong reasons for the variations
in the results as per the sensitivity analysis.
7.2.3 Mechanical and thermal properties involved in cutting
As the mechanical and thermal properties involved in cutting are large we start analyzing
the properties one at a time isolating the remaining.
Table 7.5: Comparison of results with and without thermal and friction effects
Stress value Chip ratio Shear angle
Without thermal and friction effects 5.17E8 0.3459 18.497
With thermal and friction effects 6.22E8 0.3039 17.039
From the table 7.5, we see the values of Mises stress are increasing for the cases without thermal
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Figure 7.19: Simulation with stress and strain effects only
Figure 7.20: Simulation with stress, strain, thermal effects and friction
effects as shown in figure 7.19 and with thermal effects as in figure 7.20. The chip ratio and shear
angle are closer to the experimental values with thermal effects added. This can be explained by the
thermal expansion that occurs while cutting with the inclusion of the temperature effects. Adding
the friction adds the heat due to friction, which helps in forming the chip with the chip ratio near to
the experimental value of shear angle obtained for tool-chip interface time of 20ms. The comparison
of results is done in 7.21. (Series1-Cases from table 7.5, Series2- Shear angle value from experiments
for tool-chip interface time of 20ms). From the comparison of the results of this study in figure 7.21,
we understand including the thermal effects gets the simulations results closer to the experimental
results.
The study done here even is on the alloys of the same material, which possess nearly the same physical
properties has revealed surprising phenomenon. Apart from small difference in the magnitude of
the mechanical properties the change in friction co-efficient values have not influenced the results
significantly when the temperature effects are not considered. In the analysis with thermal effects,
the friction co-efficient values have become the most relevant issue which is seen in the figures 7.19-
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Figure 7.21: Comparison of results with and without thermal and friction effects
7.21 . The consideration of shear friction and Coulomb friction models at the tool-chip interface has
become important in this case.
The friction co-efficient value is dynamic over the rake surface. A more detailed method of its
determination and defining will lead to better composed results. In the future work, research in this
aspect has to be more keen on an approach based on force measurement because it would cause
variations in contact length, cut chip thickness and shear angle. As the force measurements were
not done in the experimentation, this work in the future would make the simulations a valid tool for
an analyst to understand the material behavior, friction modeling and damage criterion to a better
precision.
7.3 Inferences from 7.2
From the above section we proceed with the following conclusions:
1. The tool is considered with an edge geometry.
2. The tool is considered to be rigid as the experiments were run with different tools to eliminate
the effect of tool wear.
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3. The JC model constants have a strong impact on the flow stress values which is directly related
to the chip flow and morphology. The JC constants should be selected as per the rake angle
used in the experiments to have results which match the experimental values.
4. The impact of strains, strain rates, temperatures and friction is seen on the chip morphology
and shear angle. The workpiece material modeling will be done with the consideration of
temperature and friction effects.
With the considerations needed for the FEM simulations we proceed to verify the results from
experimentation. From the initial hypothesis, we have results which show that change in material
and tool-chip interface time have an impact on the shear angle.
7.4 Variations observed due to changes in the experimental
set-up
The chip morphology observed in each of the 6 cases is seen to be different. In this thesis we
have used three different tool-chip interface times and two different materials, which are the cause
for the variations observed.
7.4.1 Influence of the tool-chip interface time
The difference in the chip morphology observed in the simulations are due to different tool-
chip interface times as used in the experiments. The experiments are run at different tool-chip
interface times. The engagement times are directly related to the variation of the cutting speed.
The cutting speed was varied over a range of 53-250 m/min for Al-7075 and 88-325 m/min Al-
2024 for interface times of 20ms, 30ms and 40ms respectively. The feed is kept constant in all the
simulation runs similar to the experimentation. The simulation results for Al2024 for different run
times is shown in figures 7.22-7.24 and the observations are reported in table 7.6. Similarly the
results for Al-7075 are reported in table 7.7.
As the cutting speed increases, temperature of the shear zone increases. High temperature during
cutting causes softening of the work piece, which decreases the value of dynamic shear strength of
the workpiece and the cutting forces.
The changes in cutting speeds have an impact on the tool-chip contact lengths(Lc). The increase
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Figure 7.22: Tool-chip interface time of 20ms - Al2024
Figure 7.23: Tool-chip interface time of 30ms - Al2024
Figure 7.24: Tool-chip interface time of 40ms - Al2024
Table 7.6: Results from simulations of Al-2024 with different interface times
Interface times Stress value Chip ratio Shear angle
20ms 5.10E8 0.3161 17.04
30ms 5.18E8 0.2973 16.10
40ms 5.30E8 0.2850 15.48
of the cutting velocity leads to the shrinkage of the shear zone and increases the shear angle as
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Figure 7.25: Impact of tool-chip interface time on shear angle - Al2024
Table 7.7: Results from simulations of Al-7075 with different interface times
Interface times Stress value Chip ratio Shear angle
20ms 1.21E9 0.2641 14.425
30ms 1.28E9 0.2534 13.825
40ms 1.33E9 0.2333 12.831
Figure 7.26: Impact of tool-chip interface time on shear angle - Al7075
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discussed in chapter-4(Equation 4.2)
ζ = cotβcosγ + sinγ (7.1)
Where, ζ is chip reduction ratio. β is the shear angle. γ is the shear strain rate. From the above
equation, we see that the changes in shear angle will decrease reduce the chip reduction ratio.
7.4.2 Influence of the workpiece material
The change in the chip morphology observed in the results are related also to the change
in material composition. Al-7075 is brittle compared to Al-2024 due to the presence of magnesium
which reduces the ductility and increases the strength of the material unduly. This causes the chip
formation earlier reducing the tendency to form longer chips as in the case of Al-2024 as seen in
7.27 and 7.28. The increase in strength due to the presence of alloy elements and the reduction in
ductility results in the higher stress values of Al7075 compared to Al2024 which can be seen in in
the figure 7.30.
Figure 7.27: Tool-chip interface time of 20ms - Al2024
The brittle tendency of Al-7075 doesn’t allow to form long chips and the distortion observed in the
mesh is also high in this case. At a given cutting speed the material brittleness lowers the value of
fracture strain and thus makes the maximum stress in a flow stress curve occur earlier. This leads
to instability in the primary shear zone and forms shorter chips than in the case of Al-2024. The
78
Figure 7.28: Tool-chip interface time of 20ms - Al7075
Figure 7.29: Impact of material on the shear angle
brittle tendency increases the temperature in the tool-chip interface region as seen in figure 7.31.
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Figure 7.30: Impact of material on the stress values at tool-chip interface
Figure 7.31: Impact of material on the temperature values at tool-chip interface
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Figure 7.32: Impact of material on the strain values at tool-chip interface
7.5 Experimental results v/s Simulation results
There is a variation observed between the experimental and simulation results obtained. But the
observed trends have been in agreement to those reported in the literature [45, 22] and experiments
conducted for this research.
Table 7.8: Comparison of experimental and simulation results for Al-2024 Shear Angle
Interface times Experimental Results Simulation Results
20ms 9.523 17.039
30ms 8.340 16.104
40ms 7.639 15.485
Table 7.9: Comparison of experimental and simulation results for Al-2024 Chip ratio
Interface times Experimental Results Simulation Results
20ms 0.172 0.316
30ms 0.150 0.297
40ms 0.137 0.285
The reason for this variation can be attributed to the following:
1. There was no temperature data recorded in the experimentation which led to the thermal
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Figure 7.33: Comparison of experimental and simulation results for Al-2024
Figure 7.34: Comparison of experimental and simulation results for Al-2024 Chip ratio
model of simulation depend on the available literature values.
2. The material constitutive model has been referred from the available literature and impact of
the material model has been discussed in the sensitivity analysis in this chapter.
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Table 7.10: Comparison of experimental and simulation results for Al-7075 Shear Angle
Interface times Experimental Results Simulation Results
20ms 8.765 14.425
30ms 7.305 13.875
40ms 5.407 12.832
Figure 7.35: Comparison of experimental and simulation results for Al-7075
Table 7.11: Comparison of experimental and simulation results for Al-7075 Chip ratio
Interface times Experimental Results Simulation Results
20ms 0.158 0.264
30ms 0.131 0.253
40ms 0.096 0.233
3. The data available in the literature was not exactly recorded as per the set-up used in this
research. There is a variation of the rake angle and tool geometry. The impact of rake angle
is also discussed in this chapter.
4. There was an initial high mesh distortion when the tool plunges into the workpiece and this
can be avoided with finer meshing in the interface. Due to limitations of academic version this
couldn’t be achieved.
5. The friction model considered has been referred from literature and not built from the exper-
imentation.
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Figure 7.36: Comparison of experimental and simulation results for Al-7075 Chip ratio
The above mentioned reasons are looked upon as future research expansion areas and are
discussed in the section 8.3 in detail.
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Chapter 8
CONCLUSIONS AND FUTURE
WORK
8.1 Contribution of the current research work
In this research the main focus was to present the dependence of shear angle on the tool-chip
contact time contrary to the existing theories. This has been verified experimentally first and the
numerical modeling has been done to replicate the experiments with an intention to have a predictive
model and reduce future experimentation.
The trend followed in the experiments has been observed in the simulations verifying the dependence
of shear angle on the tool-chip interface times, but there is a variation of the results obtained.
The reasons for these variations are investigated and are looked at as future research expansion
opportunities. The reasons for variations and possible future work considerations are discussed later
in this chapter.
8.2 Conclusions
From the results we observe the following trends:
1. The value of shear angle decreases with the increase of tool-chip interface times as shown in
figures 7.33 and 7.35.
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2. A small shear angle means a long shear plane therefore, a high cutting force, high energy
required for cutting, high shear strain and heavy strain hardening. This is seen in figure 7.32.
3. From the figure 7.30, we see the values of Von-mises equivalent stress is inversely proportional
to the tool-chip interface times and directly proportional to the brittle nature of the material.
4. The figure 7.31 explains that the interface temperatures are dependent on the material nature.
5. We observe lower residual stress values at lower cutting speeds which can be inferred from the
stress plots at the chip-tool interface and from figure 7.29 which explains the effect of material
on the shear angle.
6. At the region of sticking friction where the normal stress of cutting is high the temperature
and stress values are high. As we move away from the cutting tip these values keep decreasing.
This effect is more evidently seen in figure 7.27.
8.3 Recommendations for Further Research
The differences in the results are due to the experiments as well as the simulations. As
pertaining to the experiments, the values recorded are taken as an average of the chip thickness at
three different points on a chip. Recording the chip geometry with respect to the chip length would
serve as a more reliable method as it would have lesser impact of thermal interactions than the
thickness [9] . This is explained in chapter-3 and will be considered for future research. The heat
in cutting causes the expansion to be non-uniform. The heat transfer effects involved are difficult
to measure and to model temperature effects accurately.
The variation between the experimental results and the simulation results can be attributed to the
lack of Johnson-Cook constitutive constants related to this experimental set-up. In the experiments
only the chip thickness values have been measured and due to this there is a lack of the information
needed to generate material constants specific to this set-up. The constants used are of different
set-up and this can be avoided in the future by recording the temperature and force values from the
experiments. [11, 44, 46]
The lack of specific material constants being the prime reason, we have even seen the impact of the
JC constants on the flow stress values in the sensitivity analysis done in chapter-7. The use of JC
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constants of different rake angle also has an impact on the results. In this thesis, we have referred
to the values of the JC constants of tool with -5 degree rake angle available in the literature [43],
whereas the actual tool is of -7 degree rake. This also can be corrected if the JC constants are
generated specifically to the experimental set-up. The use of inverse method based on machining
tests as characterization, using the measured cutting forces and chip thickness should be used to
calculate the flow stresses, strains, strain rates and temperatures in the primary shear zones. The
material constants in this case are obtained using a nonlinear regression solution and the main
advantage of this approach is that extreme conditions are achieved directly with machining tests.
The approach to be followed for generating constants from experiments has been a validated method
and is a potential area for future research expansion. [30, 35, 39, 47]
The initial mesh distortion which is the reason for the element deletion in the results has to be
addressed by mesh refinement in the cutting zone. Due to the academic version of the software
license the number of elements and nodes generated are limited. The lack of softening in the material
model considered made it difficult to minimize the distortion and increase the smooth deformation
of the material without element deletion. This needs to be taken care in the future work with high
dense mesh in the contact zone and the consideration of the strain softening when the initial impact
occurs to obtain results closer to experimentation.The details of high mesh density in the interface
zone and the impact of it has been dealt in literature. [3]
The impact of tool wear has been ignored in this research as the situation was avoided during
experimentation. In the experimentation there was a tool change for every test performed which
reduced the impact of tool wear on the results. The importance of the tool geometry has also been
discussed in the chapter-7 which needs a more detailed research as the coatings and edge geometries
on the cutting inserts play a key role in metal cutting. This would be one of the areas of future
work to consider the impact of tool wear in cutting and its impact on the results achieved. As
mentioned in chapter-7, the dynamic nature of friction co-efficient is an area of interest which would
dictate the chip flow and its damage model on the rake surface. The methods to record the friction
values precisely have to be researched and implemented to make a sound simulation model which
serves as a predictive tool for an engineer to minimize the investments on experimentation. The
need for consideration of the thermal softening and strain softening effects have to be considered
in the thermal modeling of the simulation model. In the current research the standard Johnson-
87
Cook model has been used for the simulations and the expansion of this can be done with the
experimental thermal data. The impact of convection will also be taken into account by considering
the lubrication effects and use of thermocouples or temperature recording equipment. By considering
the temperature effects in the machining experiments, if the thermal softening can be incorporated
in the constitutive law the results much closer to the experiments can be obtained. The the impact
of tool wear thermal softening and dynamic friction model in simulations are the active area of
machining research.
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Appendix A Details of simulation models
For the simulation of an outer longitudinal turning process the workpiece is modeled as a
pre-machined section of a spindle, whereas it is modeled as a straight workpiece to simplify matters.
Lagrangian approach is used for the formulations. To idealize separation at the tool tip, elements
were deleted using simple failure criterion without previous damage. Heat generation and friction
are not taken into account in the initial simulations. Lagrangian approach has movement of the
mesh nodes connected to material movement. The idealization of separation of the material flow
at the tool tip which leads to chip formation is using the deletion of elements according to failure
criteria. Lagrangian models with element deletion are most suitable for simulation of complex 3D
cutting including non-continuous chip formations. The initial simulations models were done with the
workpiece and cutting insert being considered as isotropic elastic models, plastic hardening active
and the damage model defined. The results from initial simulations which were done by using a
highly positive rake to understand the chip flow are below:
Figure 1: Initial simulation runs without appropriate JC model-1
From the runs done in the beginning without the consideration of damage and plasticity
models this results look to be tuned in to the actual behavior of metal cutting. The improvements
observed in these runs was the Mises stress progression as per the chip formation and breakage which
verifies the theoritical explanation of chip formation mechanism. Going ahead the simulations were
run for the two materials being experimented in this research. Though the simulations have been
performed on the alloys of aluminum there have been notable differences between Al-2024 and Al-
7075.
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Figure 2: Initial simulation runs without appropriate JC model-2
Figure 3: Initial FEM simulations of Al-2024
Figure 4: Initial FEM simulations of Al-7075
The iterations were performed using the JC constants generated using the experimental
setup similar to the one used in this research. This has impacted the chip formation and reduced
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the distortion seen below:
Figure 5: Simulations with the JC constants generated using similar experimental set-up
As we see there is a reduction in distortion and chip formation is as per the definition the
rake angle and approach angle were updated to the values as used in the experimentation. Firstly
the high rake angle has been reduced to 7 degree positive and the changes are observed.
Figure 6: Simulations with 7 degree positive rake angle
Observing the results from the positive rake, the rake has been updated to zero and then
negative. The options for distortion controls, mesh refinement and element setting for controlled
mesh behavior have been defined as the rake has become more negative. The figures below explain
the same:
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Figure 7: Simulation with zero rake angle
Figure 8: Simulation with negative rake angle
The simulations run with the negative rake angle have shown the internal chip formation
and excess distortion due to the constraints on flow over the rake surface.
Figure 9: Internal mesh distortion for the negative rake tool
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This internal distortion of the mesh has been controlled by using the ALE adaptive meshing,
hour glass controls, element distortion controls, element deletion and internal mesh controls in the
input (.inp)files.
Figure 10: Simulation with the modified mesh controls and element definitions
The final simulations with the geometry and the angles as per the experimentation have been
reported in the chapter-7 which have improved results than the final case of simulation discussed
here.
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Appendix B Details of Statistical Analysis
The statistical data analysis has been performed in the Minitab software to check the results
of the calculated analytical data. The results from the analytical calculations and the statistical
analysis have shown a good match of the results. The results from statistical analysis are shown
below:
Figure 11: Statistical Analysis for Al-2024 - 20ms contact time
Figure 12: Statistical Analysis for Al-2024 - 30ms contact time
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Figure 13: Statistical Analysis for Al-2024 - 40ms contact time
Figure 14: Statistical Analysis for Al-7075 - 20ms contact time
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Figure 15: Statistical Analysis for Al-7075 - 30ms contact time
Figure 16: Statistical Analysis for Al-7075 - 40ms contact time
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Appendix C Details of the Experimental readings
The experimentation has been conducted on Al-2024 and Al-7075. The experiments are
done for 3 different time for cutting a segment of the workpiece. (20ms, 30ms and 40ms) The depth
of cut, speed and the feed per revolution have been kept constant throughout the experiments. 30
passes per experiment were recorded for each time set. From each pass 20 chips were taken at random
and measured at three different places so that the average chip thickness could be determined. The
results collected are from the experiments and put into the spreadsheet. From the recorded values
the cutting ratio and shear angle were calculated. The formula for shear angle(φ) and cutting ratio(r)
have been mentioned in chapter-4 but mentioned here again for reference.
tanφ =
(t1/t2)cos(α)
1− (t1/t2)sin(α) (1)
r =
t1
t2
(2)
Similarly the data has been recorded for the 30 experimental runs in each interface time. The shear
angles and chip ratios from the experiments have been calculated from the recorded data. The
results have been shown and explained in chapter 4 and 7.
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Figure 17: Experimental data collected for Al2024 with 20ms interface time - First run
Figure 18: Experimental data collected for Al7075 with 20ms interface time - First run
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Figure 19: Experimental data collected for Al2024 with 30ms interface time - First run
Figure 20: Experimental data collected for Al7075 with 30ms interface time - First run
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Figure 21: Experimental data collected for Al2024 with 40ms interface time - First run
Figure 22: Experimental data collected for Al7075 with 40ms interface time - First run
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