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Contextuality is central to both the foundations of quantum theory and to the novel information
processing tasks. Although it was recognized before Bell’s nonlocality, despite some recent proposals,
it still faces a fundamental problem: how to quantify its presence? In this work, we provide a
framework for quantifying contextuality. We conduct two complementary approaches: (i) bottom-up
approach, where we introduce a communication game, which grasps the phenomenon of contextuality
in a quantitative manner; (ii) top-down approach, where we just postulate two measures - relative
entropy of contextuality and contextuality cost, analogous to existent measures of non-locality (a
special case of contextuality). We then match the two approaches, by showing that the measure
emerging from communication scenario turns out to be equal to the relative entropy of contextuality.
We give analytical formulas for the proposed measures for some contextual systems. Furthermore
we explore properties of these measures such as monotonicity or additivity.
Introduction: Non-locality is one of the most interest-
ing manifestations of quantumness of physical systems
[1]. It exhibits the strength of correlations that comes out
of a quantum state when measured independently by dis-
tant parties that share it, which is sometimes higher than
that coming from classical resources, and can be even
higher for super-quantum but non-signaling resources [2].
Nonlocality has been formulated in terms of ’boxes’ i.e.
families of probability distribution, and has been stud-
ied both qualitatively through Bell inequalities as well
as quantitatively through measures of non-locality such
as cost of non-locality, distillable nonlocality [2–6] or re-
cently as its (anti)robustness [7].
There is however another phenomenon known even ear-
lier than Bell’s non-locality, called quantum contextuality
[8]. Namely, for certain sets of observables, some of which
may be commensurable, their results could not preexist
prior to the measurements, or otherwise one would ob-
tain logical contradiction sometimes called as Kochen-
Specker paradox [9]. In recent years, this phenomenon
has been studied in depth. New examples of Kochen-
Specker proofs of contextuality has been found [10–12]
(see also [13, 14] and references therein for recent results),
and the counterparts of Bell inequalities have been intro-
duced, however in a state independent fashion [15] i.e.
that are violated by any quantum state (see also state
dependent attempts of [16, 17] and [18, 19] for more re-
cent achievements). The fact that quantum theory is
contextual has been also treated experimentally [20–22],
see also [23–26] and references therein for recent results.
In fact the phenomenon of non-locality is special case of
contextuality: the commensurability relations are pro-
vided by the fact that observables are measured on sepa-
rate systems. Yet it is not vice versa: the phenomenon of
contextuality is more basic, as can hold in single partite
systems.
Since the discovery of quantum contextuality there has
been a basic problem: How to quantify contextuality?
Only recently there were interesting attempts to quantify
contextuality in terms of memory cost [27] and the ra-
tio of contextual assignments [28]. There were also some
measures of non-locality, which is a special case of contex-
tuality such as non-locality cost [2] and relative entropy of
non-locality [37, 38]. In this paper, we propose a program
of quantifying contextuality based on two complementary
approaches: (i) bottom-up approach, where we introduce
a communication game, which grasps the phenomenon of
contextuality in a quantitative manner (ii) top-down ap-
proach, where we just postulate two measures - contextu-
ality cost and relative entropy of contextuality, analogous
to the above mentioned non-locality measures. We then
match the two approaches, by showing that the measure
emerging from communication scenario turns out to be
equal to the relative entropy of contextuality. We further
study properties of the measures such as faithfulness, ad-
ditivity or monotonicity, which are analogous to that of
entanglement measures. We also compute it for some
systems that possess high symmetries.
How to quantify contextuality: Quantum contextu-
ality clearly manifests that quantum mechanical world
which cannot be described by a joint probability distri-
bution over a single probability space: there are systems
where statistics of observables (some of which are jointly
measurable - form a context), cannot be described by a
common joint probability distribution. In other words,
joint probability distribution that reproduces statistics
of some contexts, see Fig. 1 a), at the same time can-
not reproduce statistics of other contexts - see Fig. 1
b). For this reason, if we would like to simulate such
a system we need at least two common joint probabil-
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FIG. 1: Exemplification of contextuality of systems of
observables (A1, ..., A5) a) Contexts (here neighboring
Ai): observables within each context are jointly
measurable, so that we can ascribe joint probability
within context. b) Ascribing single common joint
probability distribution which has marginals equal to
that ascribed in a) is not possible. c) Exemplary
possible description of the system: by means of two
different common joint probability distributions, each of
which does not reproduce statistics of some context: the
left that of A1, A5 the right that of A3, A4.
ity distributions - see Fig. 1 c) where each of them has
to fail in reproducing statistics of some context. Thus,
for a contextual systems there are inevitable correlations
between the contexts and the common joint probability
distributions, while for non-contextual the ”which con-
text information” is inaccessible via the joint probabil-
ity distribution. We will quantify these correlations by
means of mutual information since they vanish iff the
system is non-contextual. This quantity will be called
the mutual information of contextuality (MIC). We fur-
ther show, that it equals another quantity, that can be
viewed as an analogue of relative entropy of entangle-
ment, that we call relative entropy of contextuality. We
study properties of this measure, showing it’s additivity
for some systems, as well as monotonicity under some set
of operations. We then compute it for some known sys-
tems, developing technique of symmetrization. Finally,
we introduce the measure called cost of contextuality and
compute it for some systems.
To formalize the above ideas, we consider a set of ob-
servables V some of which are commensurable. Each set
of mutually commensurable observables we call a context,
and assign to it a number c. With each context its joint
probability distribution over observables that form it, de-
noted as g(λc). The set of such contexts {g(λc)} we call
a box. The box is non-contextual if there exists a joint
probability distribution p(λ) of all observables in V , such
that it has marginal distributions on each context c that
are equal to g(λc). Otherwise we call it contextual.
For illustration, the family of contextual boxes we de-
scribe here the so called chain boxes. The n-th chain
box, denoted as CH(n) is based on n dichotomic ob-
(a) PR box (b) CH(5) box
FIG. 2: Depiction of the hypergraphs of the
Popescu-Rochrlich box (a) and CH(5) box (b). Vertices
denotes observables. Each solid line corresponds to a
context with fully correlated distribution, dashed one
with fully anti-correlated distribution.
servables A1, A2, ..., An, with the n contexts defined as
neighboring pairs of observables Ai, Ai+1modn. The dis-
tributions of these contexts are fully correlated for all
but last context and fully anti-correlated for the last one
i.e. An, A1 [29]. Note that CH(4) is the well known
Popescu-Rohrlich (PR) box. The boxes which have only
two types of distributions of contexts: equally weighted
strings with parity 0 and equally weighted bit-strings of
parity 1 we call xor-boxes. The pair: set of observables
and set of contexts, form a hypergraph. The hypergraphs
of exemplary xor-boxes [50] that we consider in the paper
are depicted on Fig. 2.
The ”which context” game.- To formalize introduction
of the MIC measure, we consider the following game with
three persons: Alice and Bob (the sender and receiver)
and Charlie (adversary). Let the parties preagree on
some a priori fixed box B = {g(λc)} in hands of Al-
ice. The goal of Alice is to communicate a number of a
context c to Bob, through hands of Charlie. To this end
she chooses the best probability distribution {p(c)}, and
sends c drawn according to it as a challenge to Charlie.
Charlie is bounded to do the following: create a distribu-
tion Ac over all variables in VG, such that it is compatible
with g(λc) on observables that form context c, and send
it to Bob. The goal of Charlie is opposite: to disallow
communication of c in this way. Bob distinguishes be-
tween Ac’s the best he can. The amount of correlations
between Alice and Bob, given Alice’s choice of distribu-
tion {p(c)} achievable in this game is
I{p(c)}(B) := minAc
I(
∑
c
p(c)|c〉〈c| ⊗ Ac), (1)
which is the mutual information of contextuality given a
priori statistics {p(c)} of a box B. We use here Dirac
notation only for convenience, meaning a classically cor-
related system of variables Ac correlated with register
holding value c. Optimizing over strategies of Alice, we
obtain the mutual information of contextuality for a box
B (MIC) i.e. the following quantity:
Imax(B) = sup
{p(c)}
I{p(c)}(B). (2)
3S
{c,p(c)}
R
Ac→{ c’}
A
c→{Ac}
FIG. 3: The ”which context” game.
The Adversary (A) creates Ac which have context c as
that of a chosen box B such that he minimizes
communication from Sender (S) to Receiver (R)
which reports how much correlations Alice and Bob can
obtain in this game.
We will argue now, that this quantity reports how
much contextual is box B. Suppose first that B is non-
contextual. Then by definition there exists a single joint
probability distribution A over all observables in VG with
marginals g(λc) on contexts c, hence Imax(B) = 0. How-
ever in case of contextual box B, by definition Charlie has
to use at least two joint probability distributions of all ob-
servables in VG, so that on observables of context c, the
distribution is g(λc). Thus, by compactness argument,
the value Imax(B) is strictly positive.
(Uniform) Relative entropy of contextuality.- We intro-
duce now another measure based directly on the notion
of relative entropy distance, in analogy to measure of
non-locality introduced in [37]. The first variant, called
relative entropy of contextuality is defined on any box
B = {g(λc)} ∈ C(n)G as follows:
Xmax(B) := sup
p(c)
min
{p(λ)}
∑
c∈EG
p(c)D(g(λc)||p(λc)) (3)
where D(g(λc)||p(λc)) =
∑
i g(λc)i log
g(λc)i
p(λc)i
is the rel-
ative entropy distance between distributions g(λc) and
p(λc) [30],[51]. The minimization is taken over all dis-
tributions p(λ) over Ω(A1) × ... × Ω(Ak) with marginal
distribution on context c equal to p(λc), and supremum
is taken over probability distributions p(c) on the set of
numbers of contexts {1, ..., n}.
A natural quantity is also the one which does not dis-
tinguish the contexts, i.e. instead of maximization we set
p(c) = 1n for all c:
Xu(B) := min
p(λ)
∑
c∈EG
1
n
D(g(λc)||p(λc)) (4)
where n is number of contexts. We call it the uniform
relative entropy of contextuality. By definition we have
Xmax ≥ Xu but in general these measures are not equal
since they differ on direct sum of a contextual and non-
contextual boxes (see Appendix section E).
At first it seems that mutual information of contextu-
ality and relative entropy of contextuality are different,
and it is not clear how they are related. Interestingly, one
can show that they are equal to each other (see Appendix
Theorem 1), that is:
Xmax = Imax. (5)
We note here, that Xu and Xmax (and hence Imax
according to the above result) are faithful.
Analytical formulas.- We calculate now the value of
Xu and Xmax for the boxes called isotropic xor-boxes.
To give example of isotropic xor boxes we consider here
the isotropic chain boxes:
CH(n)α = αCH(n) + (1− α)CH ′(n) (6)
where CH ′(n) is the CH(n) box with correlations and anti-
correlations replaced with each other. We just give idea
of how to calculate the (uniform) relative entropy of con-
textuality for CHα(4) which is isotropic Popescu-Rohrlich
box denoted as PRα, the detailed proof for other xor-
boxes is shown in Appendix section C and D. The tech-
niques employed are analogous to those used in entan-
glement theory, including twirling [31] as well as using
symmetries to compute measures based on distance from
the set of separable states [32, 33], and they were ap-
plied in the case of nonlocality e.g. in [34, 35]. We first
compute the value of Xu and then argue, that it equals
Xmax for the isotropic boxes. The first step is to ob-
serve, that for isotropic boxes, in definition of Xu the
minimum can be taken only over those probability dis-
tributions p(λ) which give rise to an isotropic box, and
p(λc) is marginal of p(λ). To show this, we consider G
such that B ∈ C(n)G , and a group of automorphisms of
B which can be achieved by operations that transforms
NCG into NCG i.e. preserve non-contextuality, call it
GL. The idea is to apply to a box B a twirling oper-
ation: B 7→ ∑f∈GL |GL|−1f(B) where |GL| is number
of different automorphisms bi ◦ pii which in our case are
permutations of contexts pii, composed with appropri-
ate negations of outputs of observables bi (see Appendix
Theorem 3).
Let us consider an example of PRα box (the other
examples of isotropic xor-boxes, follow similar lines, see
Appendix setion D), for which
Xu(PRα) = min
p(λ)=PRα′
1
4
∑
c
D(g(λc)||p(λc)), (7)
where p(λ) runs over distributions which are from the
family of isotropic boxes [34, 35] that are non-contextual.
Since any non-contextual box compatible with G
(4)
CH
has to satisfy the inequality which is equivalent to CHSH
inequality 14 ≤ α′ ≤ 34 (see Appendix section D) Next
410 20 30 40 50
0.1
0.2
0.3
0.4
0.5
0.6
FIG. 4: Values of measure Xu for CH
(n)
α boxes for
3 ≤ n ≤ 50: maximally contextual boxes (upper points,
α = 1); maximally contextual quantum boxes (lower
points) with (i) odd n α = 2 cos(pi/n)1+cos(pi/n) , (ii) even n,
α = (1 + cos(pi/n))/2.
step is to observe, that relative entropy does not change
under reversible operations such as bit-flip of an output
of an observable, (see Appendix lemma 6), which gives:
Xu(PRα) = min
1
4≤α′≤ 34
D(αP (2)even + (1− α)P (2)odd||α′P (2)even + (1− α′)P (2)odd).
Because all isotropic xor-boxes has the above property,
that Xu(Bα) equals a single term of relative entropy no
matter how many contexts the box B has, we have that
for these boxes Xmax = Xu (see Appendix Theorem 7).
It is then easy to show, that for α ≥ 34 there holds
Xmax(PRα) = Xu(PRα) = log(
4
3α
)− h(α), (8)
where h(α) = −α logα − (1 − α) log(1 − α) is the bi-
nary Shannon entropy. For α ≤ 14 , Xu(PRα) equals the
value of Xu(PR(1−α)) according to the above equation.
On Fig. 4 we present values of measure Xu for chosen
chain boxes CH
(n)
α (quantum ones provided in [29] and
maximally contextual ones).
Analogous considerations gives Xmax = Xu ≈ 0.0467
for the Klyachko et al. [19] (KCBS) box see Appendix
subsection E 4.
One of the most welcome properties of the measure
would be its additivity. In Appendix Theorem 9, we show
that for families of isotropic xor-boxes Xu and Xmax are
2-copy additive i.e. Xu(B
⊗k) = Xmax(B⊗k) = kX(B)
for k = 2. For boxes which are extremal within the family
of isotropic xor-boxes (such as CH(n), PM , M) Xu and
Xmax are additive i.e. that the latter statement is true for
any natural k ≥ 1. We conjecture however, that proposed
measures are additive for all isotropic xor-boxes.
Another welcome property would be monotonicity of
Xu and Xmax under operations which preserve contextu-
ality. We answer partially this question showing in Ap-
pendix subsection E 1 that they are non-increasing under
a natural subclass of contextuality preserving operations.
The contextuality cost.-We would like to note, that
there is an obvious way to quantify contextuality using
strength of violation of some Kochen-Specker (KS) in-
equality. This approach however is not universal, since
there are boxes that are contextual but do not violate
this specific KS-inequality [52]. Thus we demand that
our measure of contextuality X should be faithful i.e.
nonzero iff the box is contextual.
Another approach is to base on some known measures
of non-locality and define it properly for all (also one-
partite) boxes. This leads us to the contextuality cost,
which we define as follows:
C(B) := inf{p ∈ [0, 1]|B = pBC + (1− p)BNC} (9)
where infimum is taken over all decompositions of box B
into mixture of some non-contextual box BNC and some
contextual box BC . This measure inherits after nonlo-
cality cost the property that it is not increasing under
operations that preserve non-contextuality, which are the
operations satisfying the following axioms: (i) transform
boxes into boxes (ii) are linear (iii) preserve consistency
(iv) transform non-contextual boxes into non-contextual
ones. This holds for the same reason for which the anti-
robustness of nonlocality is non-increasing under class of
locality preserving operations as it is shown in [7]. We
note also that this measure is by definition faithful, and
one can easily compute it using linear programming [3], it
is however not extensive i.e. is not proportional to dimen-
sion of the system. For the families of isotropic boxes, it
can be found analytically namely that C(PMα) = 6α−5,
C(Mα) = 5α − 4 and C(CHα(n)) = nα − (n − 1) (in the
same way as it is shown in [36] that C(PRα) = 4α− 3).
Conclusions.-We have proposed a framework to quan-
tify contextuality. In particular we have introduced
measures of state dependent/independent contextuality
which are valid for both the single and many party sce-
narios. Our approach can be developed in different ways.
First, one can define analogous measures toXu andXmax
setting variational distance in place of relative entropy.
One can also consider a measure defined as
minAc supp(c) I(
∑
c p(c)|c〉〈c|⊗Ac), i.e. with changed or-
der of min and sup in (2) which for non-local boxes has
been studied in [37]. This measure have more commu-
nicational meaning than Xmax, it is minimal capacity
of the channel from Sender to Receiver under Adver-
sary’s attack. Note, that another way of defining rel-
ative entropy of contextuality, would be to consider a
quantity defined on a box B compatible with graph G
as X∗(B) := infBNC∈NCG D(B||BNC), where D denotes
relative entropy of the boxes B and BNC defined opera-
tionally via distinguishability of box B from box BNC in
[39]. It would be interesting to relate such defined mea-
sure with Xmax and Xu. Note also, that following [7] it
is easy to define and study notion of (anti)robustness of
contextuality. This measure will be used in [40]. It would
5be also interesting to investigate possible connection be-
tween our measures and entropic tests of contextuality
put forward in [41, 42] (which have their roots in entropic
Bell inequalities [43]).
Finally, we note that our measures can be useful for
description of experimental results as they are based on
correlations between measurement outcomes rather than
on mutual exclusiveness of observables. It is important,
since in practice it is very difficult to satisfy the latter
condition in experiment.
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Appendix A: Preliminaries
We denote a hypergraph as G := (VG, EG) where VG = {A1, ..., Ak} is a set of k observables and EG being a set
of contexts of the hypergraph, i.e. the set of subsets of mutually commensurable observables of VG. A box has an
input x with cardinality n equal to the number of edges of the hypergraph (number of contexts in a given G) and
(for simplicity we assume) each output has the same cardinality d of dimension equal to multiplication of cardinalities
of outputs of Ai which contribute in the corresponding context. The set of such boxes we denote as B
(k)
G . We
say that a box is compatible with a hypergraph G if it is family of n probability distributions such that for each
c = {Ai1 , ..., Ai|c|} ∈ EG, where |c| is the power of the context c, there is a corresponding probability distribution in
this family on Ω(Ai1)× ...× Ω(Ai|c|). We denote it as a family of distributions {P (a|xi)} and xi ∈ EG.
Definition 1 For a given hypergraph G = (VG, EG), B ∈ B(k)G is a consistent box if for all pairs c, c′ ∈ EG, and for
set of observables S = c ∩ c′ 6= ∅ there is
∀s,
∑
t
Pr(S = s, T = t|x = c) =
∑
t′
Pr(S = s, T ′ = t′|x = c′) (A1)
where T = c− S and T ′ = c′ − S. The set of all consistent boxes compatible with hypergraph G that has n contexts is
denoted as C
(n)
G .
Note, that the well known non-signaling condition is special case of such defined consistency.
Definition 2 A non-contextual box associated with a hypergraph G is a consistent box with a property that there exists
a common joint probability distribution for all the observables in VG. The set of all such boxes compatible with G, we
denote as NCG. All boxes that are consistent but do not satisfy this condition, we call contextual.
Similarly as in the main text, to specify distributions that belong to box B ∈ C(n)G we will denote it as {g(λc)}
where c numbers the contexts running from 1 to n. If it is not stated otherwise, in what follows we assume n ≥ 3,
since for n ≤ 2 all boxes compatible with any hypergraph G, are non-contextual. If a box B is non-contextual, we
denote it as {p(λc)}, and by p(λ) we will denote the joint probability distribution on VG (which exists by definition
of non-contextual box) of which pc’s are appropriate marginals. For short, by p(λ) ∈ S for some set of boxes S we
mean that non-contextual box defined by p(λ) belongs to S where graph G with which this box is compatible should
be understood from the context. We now make a trivial observation about these boxes:
Observation 1 A consistent box on G = ({A1, ..., Ak}, EG) is non-contextual iff it can be written as a convex combi-
nation of consistent deterministic boxes, i.e. such that the joint probability distribution of the outputs of all observables
A1, ..., Ak equals δa0,a for some fixed vector a0.
Proof.
It follows from the definition of noncontextual boxes: the joint probability distribution of all observables A1, ..., Ak
is a mixture of the deterministic ones.
Appendix B: Proof of equivalence
In this section we present one of the main results of this work - equality of the mutual information of contextuality
and the relative entropy of contextuality. In this and the next section, for the sake of proof, we will use also a quantity
defined on box B = {g(λc)} as X{p(c)}(B) := minp(λ)
∑
c p(c)D(g(λc)||p(λc)), which is a version of relative entropy
of contextuality for fixed distribution {p(c)}.
Theorem 1 For any box B = {g(λc)} ∈ C(n)G , there holds Imax(B) = Xmax(B).
Proof.
To show the equality, we introduce another measure of contextuality I ′max,
I ′max(B) ≡ sup
{p(c)}
min
{g(λ|c):g(λc|c)=g(λc)},p(λ)
∑
c
p(c)D(g(λ|c)||p(λ)), (B1)
and prove Xmax(B) = I
′
max(B) = Imax(B). The proof will not involve optimality of distribution
p(c) over which in all quantities we take supremum, so we show the equality for X{p(c)}, I ′{p(c)} :=
7min{g(λ|c):g(λc|c)=g(λc)},p(λ)
∑
c p(c)D(g(λ|c)||p(λ)) and I{p(c)}, from which desired equality follows. We then fix p(c)
and B ∈ C(n)G arbitrarily from now on, and show that X{p(c)} = I ′{p(c)} = I{p(c)}. We prove now the first of these
equalities. It is easy to see that I ′{p(c)}(B) ≥ X{p(c)}(B) since relative entropy does not increase under partial trace.
To see the converse inequality, consider the optimal classical probability in X{p(c)}, call it p∗(λ) (see E for the proof,
that such p∗(λ) exists) with marginals p∗(λc), then find a conditional probability distributions p∗(λ′c|λc) such that
p∗(λ′c|λc)p∗(λc) = p∗(λ), where λ = λ′cλc, and define g(λ|c) = p∗(λ′c|λc)g(λc). It is easy to check, that such a choice
saturates the inequality I ′{p(c)}(B) ≥ X{p(c)}(B) giving equality.
To see that I{p(c)}(B) = I ′{p(c)}(B), we use the following fact:
I(
∑
c
p(c)|c〉〈c| ⊗ Ac) ≡
∑
c
p(c)D(g(λ|c)||
∑
c
p(c)g(λ|c)) = min
p(λ)
∑
c
p(c)D(g(λ|c)||p(λ)), (B2)
where Ac has distribution g(λ|c), which is proven in lemma 2 below, stated in more general - quantum case (where
in place of g(λ|c) there is a quantum state ρc and minimization is over some states σ). If we set minimization over
g(λ|c) having marginals g(λc) of a box B, we get desired equality.
Summarizing the results we get I{p(c)}(B) = I ′{p(c)}(B) = X{p(c)}(B) for arbitrary p(c) and B, hence taking
supremum over this distribution proves Imax(B) = Xmax(B) for arbitrary consistent box B.
Before proving equality (B2), we need another result, stated in the lemma below. We need it only for random
variables, but we state it for quantum states, since it is valid for quantum states in general, and use the fact that
quantum relative entropy and relative entropy distance coincide for classical distributions:
Lemma 1 For a quantum state ρ with subsystems TrBρ ≡ ρA and TrAρ ≡ ρB
inf
σA,σB
S(ρ||σA ⊗ σB) = S(ρ||ρA ⊗ ρB) (B3)
where TrA (TrB) denotes the partial trace over system A (B), and S is quantum relative entropy distance [45].
Proof.
We first note, that log(σA⊗σB)) = (log σA)⊗IB+IA⊗(log σB), where IA and IB are identity operators on systems
A and B respectively. Thus
S(ρ||σA ⊗ σB) = −S(ρ)− Trρ log(σA ⊗ σB) =
− S(ρ) + S(ρA) + [−S(ρA)− TrρA log σA] + S(ρB) + [−S(ρB)− TrρB log σB ] = I(ρ) + S(ρA||σA) + S(ρB ||σB)
(B4)
Where I(ρ) is quantum mutual information [45]. The last equality proves that S(ρ||σA ⊗ σB) ≥ I(ρ) because the
relative entropy terms S(ρA||σA) and S(ρB ||σB) are non-negative, but S(ρ||ρA ⊗ ρB) = I(ρ), hence the equality.
We prove now the lemma needed in proof of theorem 1. We state it again for quantum states, since it is valid not
only for probability distributions:
Lemma 2 For arbitrary ensemble of quantum states {p(c), ρc}, there holds
I(
∑
c
p(c)|c〉〈c| ⊗ ρc) = inf
σ
∑
c
p(c)S(ρc||σ). (B5)
Proof.
Let us note that LHS can be rewritten as S(
∑
c p(c)|c〉〈c| ⊗ ρc||(
∑
c p(c)|c〉〈c|) ⊗ (
∑
c p(c)ρc)). Then, we use the
fact that denoting
∑
c p(c)|c〉〈c| ⊗ ρc as ρ, by lemma 1 we have
S(ρ||(
∑
c
p(c)|c〉〈c|)⊗ (
∑
c
p(c)ρc)) = inf
σA,σB
S(ρ||σA ⊗ σB). (B6)
Knowing that
∑
c p(c)|c〉〈c|, i.e. the subsystem of ρ, is the best σA in the above minimization, we can fix it, having
S(ρ||(
∑
c
p(c)|c〉〈c|)⊗ (
∑
c
p(c)ρc)) = inf
σ
S(ρ||(
∑
c
p(c)|c〉〈c|)⊗ σ) (B7)
It is then easy to check that the RHS of above equals just infσ
∑
c p(c)S(ρc||σ), and the assertion follows.
8Appendix C: Twirling and isotropic boxes. Simplifying computation of Xu
In order to compute Xu for the isotropic xor-boxes and the KCBS box [19], we first observe that these boxes have
numerous symmetries, i.e. they are invariant under some non-contextuality preserving operations. In this paragraph
we specify groups of such operations and a map which applies them at random, called twirling. This leads us to the
definition of isotropic boxes and the main result of this section (Theorem 3) which shows that for these boxes it is
enough to minimize in the definition of Xu only over non-contextual isotropic boxes.
To be more precise, consider any hypergraph G with n contexts and a box B ∈ C(n)G . A non-contextuality preserving
operation satisfying L(B) = B we call non-contextuality preserving automorphism of B. For any finite set of non-
contextuality preserving automorphisms L, if the group generated by the set L (denoted as GL) is finite of order |GL|,
then the map defined on B as
B
τLB−→
∑
l∈GL
1
|GL| l(B), (C1)
we call B-L-twirling and denote as τLB . The image of the set of all boxes through B-L-twirling we call the set of
B-L-isotropic states:
ILB := {D ∈ C(n)G : ∃F∈C(n)G D = τ
L
B(F )}. (C2)
Note, that there may be different twirlings depending on the set of generators L of GL. However, when the results
are true for any fixed choice of L, or the set L is known from the context, we will omit it in notation, denoting the
introduced objects as B-twirling (τB), and a set of B-isotropic boxes (IB).
We observe that to find the set of B-isotropic boxes we need not to apply τLB . By theorem 2, which we prove below,
the set I is equal to the set of boxes invariant under elements of L. This theorem is true for any subset of linear
space, but for clarity, we state it for the set of consistent boxes.
Theorem 2 For a hypergraph G and the set of consistent boxes C
(n)
G compatible with this graph, let F be a finite
group of linear maps L : C
(n)
G → C(n)G and H = {h1, ..., hn} ⊆ F a subset of its elements such that each of them have
its inverse h−1i in F . Let us define a family of boxes B invariant under transformations hi:
T := {B ∈ C(n)G : ∀i hi(B) = B}, (C3)
and a subgroup FH ⊆ F generated by H. We then have the following:
ImFH(C
(n)
G ) := {D ∈ C(n)G : ∃B∈C(n)G
∑
f∈FH
1
|FH|f(B) = D} = T . (C4)
Proof.
Let B ∈ ImFH(C(n)G ). Then for each i we have:
hi(B) = hi(
∑
f∈FH
1
|FH|f(B)) (C5)
=
∑
f∈FH
1
|FH|hi ◦ f(B) (C6)
=
∑
f˜=hi◦f∈FH
1
|FH| f˜(B) = B, (C7)
where in first step we use linearity of the maps hi and in the last we use the fact that f˜ runs through the whole group
FH since each hi has its inverse. From the above we see that B ∈ T , and so ImFH(C(n)G ) ⊆ T .
On the other hand, for each box B ∈ T we have:
B =
∑
f∈FH
1
|FH|f(B), (C8)
9because for all f ∈ FH, f = hi1 ◦ ... ◦ hin (hik ∈ H), and so f(B) = B, from which we arrive at Eq.(C8). Thus, we
showed that T ⊆ ImFH(C(n)G ) which, jointly with the opposite inclusion, proves the theorem.
Consider now specific set of non-contextuality preserving automorphisms L0 which is any set of compositions of
two types of linear maps: (i) pii - permutations of observables, and (ii) bi - negations of outputs of observables. For
this set we have general theorem which allows for easier evaluating the relative entropy of contextuality.
Theorem 3 For any box B ∈ C(n)G and a set of B-L0-isotropic boxes IL0B we have:
Xu(B) = min
p(λ)∈IL0B
∑
c
1
n
D(g(λc)||p(λc)), (C9)
where the minimum is taken over all probability distributions p(λ) which give rise to non-contextual box from the set
of B-L0-isotropic boxes IL0B .
Proof.
Let p(λ) be optimal for Xu(B), and denote the non-contextual box defined by this distribution as Bnc. Because of
the choice of L0, for any element f in group GL0 generated by this set, there is
Xu(B) =
∑
c
1
n
D(gf (λc)||pf (λc)), (C10)
where gf (λc) and pf (λc) are distributions of context c of a box f(B) and a box f(Bnc) respectively. To see this,
we note that, by definition of L0, f is a composition of permutation of observables and bit-flips of their outputs. It
is then enough to prove separately that the above equality holds, for f being one of them. Consider first f to be a
permutation of observables. Since f(B) = B, it is also an automorphism of G with which B is compatible, hence it is
special permutation of observables which induces permutation of the contexts and in turn of elements D(g(λc)|p(λc)).
It means that applying f induces just change of the order of summation in the definition of Xu. Second, if f is a
bit-flip, since it is applied to both g(λc) and p(λc), it does not change the relative entropy which is invariant under
doubly applied reversible operations [45]. Thus we have:
Xu(B) =
∑
c
1
n
∑
f∈FL0
1
|FL0 |
D(gf (λc)||pf (λc)) ≥
∑
c
1
n
D
 ∑
f∈FL0
1
|FL0 |
gf (λc)||
∑
f∈FL0
1
|FL0 |
pf (λc)
 , (C11)
where in the second line we used the joint convexity of relative entropy. What we obtain is the fact that such process
of symmetrization cannot increase the relative entropy. What is more, since f is an automorphism of B, we have that
for each context c: ∑
f∈FL0
1
|FL0 |
gf (λc) = g(λc). (C12)
We observe now, that since τL0B preserves non-contextuality, the box τ
L0
B (Bnc) has a context c equal to∑
f∈FL0
1
|FL0 |pf (λc) and is a non-contextual box. Since Bnc is optimal for Xu and, when we substitute the box
τL0B (Bnc) in place of Bnc, we cannot increase the quantity Xu due to inequality (C11), the box τ
L0
B (Bnc) must also
be optimal for Xu, which proves desired equality in (C11). We have τ
L0
B (Bnc) ∈ IL0B hence the assertion follows.
Appendix D: Computing Xu for the exemplary isotropic xor-boxes
In this section we specify twirling operations L0 for the xor-boxes, hence showing that one can obtain the isotropic
xor-boxes by operations that are non-contextuality preserving. This is crucial, since then we can use Theorem 3 to
compute Xu for these boxes, which is done in Theorem 6. We first define the Peres-Mermin’s (PM) and Mermin’s
(M) box below:
The PM is a box on GPM = ({A1, ..., A9}, {{A1, A2, A3}, {A4, A5, A6},
{A7, A8, A9}, {A1, A4, A7}, {A2, A5, A8}, {A3, A6, A9}}) with g(λc) = P (3)even for first 5 contexts, and g(λc) = P (3)odd for
the 6th one [10, 11].
The M is a box on GM = ({A,B,C,D,E, a, b, c, d, e}, {{B, e, a,D}, {D, b, c, A},
{A, d, e, C}, {C, a, b, E}, {E, c, d,B}}) with g(λc) = P (4)even for first 4 contexts, and g(λc) = P (4)odd for the 5th one [12].
To begin with, we introduce twirling for PM box by specifying the set L0 which leads to one-parameter family of
isotropic boxes.
10
(a) PM box (b) M box
FIG. 5: Depiction of the hypergraphs of the Peres-Mermin box (a) and Mermin box (b). Vertices denotes observables. Each
solid line corresponds to a context with fully correlated distribution, dashed one with fully anti-correlated distribution.
• For PM box we choose L0 = {h1, ..., h8}, where the elements hi are in general compositions of maps (i) and (ii):
h1, ..., h6 - are 3! permutations of contexts {A1, A2, A3}, {A4, A5, A6}, {A7, A8, A9} i.e. the rows on Fig. 5a, h7
- a swap of {A1, A4, A7} and {A2, A5, A8}, i.e. a swap of two solid columns on Fig. 5a, h8 - is a composition
of permutation defined by mappings: A4 ↔ A2, A7 ↔ A3, A7 ↔ A6 (the rest of the observables are mapped
to themselves), composed with a bit-flip of the output of observable A9. This operation is a reflection of the
hypergraph w.r.t. to the diagonal with appropriate bit-flip. on Fig. 5a. The set IL0PM we call the set of isotropic
PM boxes. The reason for this is stated in lemma below:
Lemma 3 There holds:
IL0PM = {αPM + (1− α)PM ′|α ∈ [0, 1]}, (D1)
where PM ′ is an opposite version of the box PM , i.e. PM with P (3)even exchanged with P
(3)
odd and vice versa.
Proof.
To see the above statement, we will use Theorem 2. Due to this theorem it is enough to argue that invariance of
a box under L0 implies that it belongs to IL0PM . In the proof we will refer to Fig. 5a. First, due to invariance under
h1, ..., h6 the rows need to have the same probability distribution. Second, using h8 we obtain that middle row and
middle column has the same distributions. Third, by h7 we get that all solid lines has the same distributions with 8
probabilities q(ijk) of string (ijk) where i, j, k are binary. Due to invariance under h1, ..., h6, both the solid columns
and the dashed column are permutationally symmetric, i.e. are described only by q(000), q(001), q(011) and q(111)
(r(000), r(001), r(011) and r(111) for dashed column). Invariance under operation h8 imposes q(000) = r(001) and
q(011) = r(010) which equalizes q(000) and q(011) because of r(001) = r(010). Thus q(000) = α/4 for some parameter
α ∈ [0, 1]. Similarly, we have q(111) = r(110), q(010) = r(011), which implies that q(111) = q(010) ≡ (1 − α)/4.
Exchanging p with q, we get that also r(000) = r(011) ≡ (1−α)/4 and r(111) = r(011) ≡ α/4, which ends the proof.
The argument given in the above lemma is analogous in the case of other xor-boxes considered in this paper, where
in particular we have:
• For M box we choose L0 = {h˜1, ..., h˜10}, where: h˜1 - reflection of the star with respect to the Aa symmetry line,
h˜2 - reflection of the star with respect to the Cc symmetry line with bit flip on the node c, h˜3 - reflection of the
star with respect to the Dd symmetry line with bit flip on the node d, h˜4 - reflection of the star with respect to
the Ee symmetry line with bit flip on the node E, h˜5 - reflection of the star with respect to the Bb symmetry
line with bit flip on the node B, h˜6−10 - bit flips on three nodes that form any triangle on the hypergraph (Acd,
Bde, etc.). For such defined L0 there holds:
IL0M = {αM + (1− α)M ′|α ∈ [0, 1]}, (D2)
and the set of these boxes we call isotropic M boxes.
• For CH(n) box we choose L0 = {hˆ1, ..., hˆj , ..., hˆn−1}, where: hˆj is a composition of cyclic permutation of contexts
such that all {Ai, Ai+1} −→ {Ai+j , Ai+j+1} with bit flips on the observables A1, ..., Aj . For such defined L0
there holds:
IL0
CH(n)
= {αCH(n) + (1− α)CH ′(n)|α ∈ [0, 1]}, (D3)
and the set of these boxes we call isotropic CH(n) boxes.
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Let us now fix a contextual box B = {g(λc)} and denote by g(λc)i the outcome i of distribution g(λc) under a
measurement on the box B the context c. For a box B˜ = {g˜(λc)} compatible with the same hypergraph G as B, we
define the quantity βB which measures how contextual is box B˜ w.r.t. to box B:
βB(B˜) :=
∑
c
∑
i∈supp(g(λc))
g˜(λc)i, (D4)
where g(λc) are probabilities of outcomes within a given context, and supp(g(λc)) is the support of the distribution
g(λc), i.e. the set of the outcomes of a measurement of the context c which have nonzero probability in distribution
g(λc).
We will need some properties of βB(.), which are collected in the lemma below, where we treat boxes as vectors of
probabilities.
Lemma 4 For any box B˜ ∈ C(n)G and an xor-box B ∈ C(n)G with all contexts of the same cardinality m and all
observables of the same cardinality 2, there holds:
βB(B˜) = 2
(m−1)〈B˜|B〉, (D5)
where 〈.|.〉 is Euclidean scalar product of vectors. Moreover, for a twirling τL0B there holds:
βB(B˜) = βB(τ
L0
B (B˜)). (D6)
Proof.
The first statement is easy, as 2(m−1)B is a vector of 1’s for probabilities for which g(λc) > 0 where B = {g(λc)},
hence the scalar product sums the probabilities of box B˜ from the support of box B. To see the next consider the
following chain of equalities:
βB(τ
L0
B (B˜)) = 2
(m−1)〈
∑
f∈FL0
1
|FL0 |
f(B˜)|B〉 =
∑
f∈FL0
1
|FL0 |
2(m−1)〈f(B˜)|B〉 =
∑
f∈FL0
1
|FL0 |
2(m−1)〈f(B˜)|f(B)〉
=
∑
f∈FL0
1
|FL0 |
2(m−1)〈B˜|B〉 = βB(B˜) (D7)
where in the second equality we use linearity of scalar product, in the third we use the fact that by definition of
twirling f is an automorphism of B and in the fourth we use the fact, that each f is a composition of elements from
L0, i.e. permutations of observables and bit flips of outputs, hence it is a permutation, which does not change the
scalar product.
Based on βB we can build naturally a contextuality inequality, which for PM box is equivalent to that given in
[15], for PR box that given in [46] and for CH(n) box that from [29] (see also [43]).
Theorem 4 For an xor-box B ∈ C(n)G with a single context with distribution Podd, such that each vertex from VG
belongs to even number of contexts and for a non-contextual box B˜ ∈ C(n)G , there holds:
βB(B˜) ≤ n− 1, (D8)
and the bound is tight.
Proof.
In what follows, we generalize the argument of N.D. Mermin [12], with the use of which He proved that M box
is contextual. Since any noncontextual box is a mixture of deterministic boxes, and by lemma 4, βB(B˜) is linear, it
suffices to prove the above inequality for deterministic ones. Surely, deterministic boxes can attain only discrete values
of LHS. Suppose then, that for noncontextual box LHS = n, i.e. all constraints of a contextual box are satisfied,
meaning that for n−1 contexts the sum of outputs ⊕i ai = 0 (even) and for 1 context ⊕i ai = 1 (odd), which gives a
total sum over all contexts 1. On the other hand, for deterministic assignment, summing all the values for the whole
hypergraph we get
⊕
i niai = 0 since each ni (the number of contexts to which the observable Ai belongs to) is an even
number by the assumption. This gives desired contradiction. The value of RHS can be attained deterministically,
e.g. by putting all the outcomes equal 0, which simultaneously tighten the inequality.
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Theorem 5 For an xor-box B ∈ C(n)G with even n and a simple context with distribution Podd, such that each vertex
from VG belongs to even number of contexts and for a non-contextual B˜ ∈ C(n)G , we have:
βB(B˜) ≥ 1. (D9)
Moreover if the number of vertices in each context is odd then the bound is tight.
Proof.
The argument is analogous to the proof of Theorem 4. Again, we only need to consider deterministic assignments.
Suppose there is a deterministic assignment of outcomes with LHS = 0. Then the box would satisfy all the constraints
of contextual opposite version of a box B. For this box, n − 1 contexts has the sum of outputs equal to ⊕i ai = 1
(odd) and for 1 context
⊕
i ai = 0 (even), which gives a total sum over all contexts 1. This however is in contradiction
with the fact that the sum over all vertices is 0 since each vertex appears an even number of times in the sum.
Hence LHS ≥ 1. To see the tightness in a special case, we observe that setting each vertex value 1 constitutes a
deterministic assignment that has βB equal to 1. Indeed, since each context has an odd number of vertices, each edge
has distribution Podd, and exactly one of them is in accordance with box B.
We note, that the assumption about evenness of n in the above theorem is necessary:
Observation 2 For B ∈ {M,CH(n)} with odd n, there exists a non-contextual box B˜ such that βB(B˜) = 0.
Proof.
There exists a deterministic assignment which sets βB to zero: first, we set all observables to 1, and then change
into 0 k of those which does not belong to context which has Podd in B, but such that each belong to disjoint pair of
contexts. Such an assignment creates an opposite version of a box B, hence giving βB(B˜) = 0.
As we have seen, all examples of sets of isotropic xor-boxes considered so far are one parameter. We now prove the
lemma which bounds this parameter for non-contextual boxes.
Lemma 5 For a non-contextual box Bα ∈ I ≡ IL0PM ∪ IL0M ∪ IL0CH(n) with n contexts, there holds:
α ≤ n− 1
n
. (D10)
For even n there holds additionally:
α ≥ 1
n
, (D11)
while for odd n there is
α ≥ 0, (D12)
and the bounds are tight.
Proof.
By the definition of βB , for any xor-box B we have βB(B
′) = 0 where B′ is an opposite version of box B (with
P
(m)
even in place of P
(m)
odd and vice versa). This implies that for any isotropic xor-box Bα ∈ I we have
βB(Bα) = nα, (D13)
and in particular, for non-contextual isotropic boxes Bα ∈ I by Theorem 4 we have
α ≤ n− 1
n
. (D14)
To prove the second inequality, we observe, that PM and CH(n) for even n satisfies the assumption of Theorem
5, which gives the inequality (D11) in analogous way. The last inequality follows from the dependence (D13) and
observation 2. To see that the boundary values of α are attained by non-contextual boxes, we first observe that by
theorem 4, there exists a non-contextual box B˜ with βB(B˜) = n− 1. Now by lemma 3 equalities (D2) and (D3) after
twirling τL0B B˜ belongs to IL0B , hence it has a form αB + (1 − α)B′ where B′ is opposite version of B. By lemma 4,
βB(B˜) = βB(τ
L0
B (B˜)) = n− 1. Now, by equation (D13), we have βB(τL0B (B˜)) = nα proving that τL0B (B˜) attains the
value n−1n of α. This box is clearly non-contextual, since τ
L0
B is application at random some permutation of observables
composed with bit-flips on outputs of observables, hence preserving non-contextuality. Analogous argument, by use
of theorem 5 and observation 2, proves the tightness of the bounds (D11) and (D13) respectively.
We can state the main theorem of this section:
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Theorem 6 For Bα ∈ PMα ∪ CH(n)α ∪Mα with n ≥ 3 number of contexts and α ≥ n−1n there holds
Xu(Bα) = log[(n− 1)−αn]− h(α), (D15)
while for even n and α ≤ 1n there holds
Xu(Bα) = log[(n− 1)(α−1)n]− h(α), (D16)
where h(α) = −α logα− (1− α) log(1− α).
Proof.
We first note, that in both cases we want to consider, the isotropic boxes satisfy assumptions of Theorem 3, hence
we need to optimize only over appropriate isotropic xor-boxes:
Xu(Bα) = min
p(λ)∈IL0Bα
∑
c
1
n
D(g(λc)||p(λc)), (D17)
where for short by p(λ) ∈ IL0Bα we mean some isotropic non-contextual box Bα0 which is defined by distribution p(λ).
Since Bα0 has only two kinds of distributions p(λc), P
α0
even ≡ α0Peven+(1−α0)Podd and Pα0odd ≡ α0Podd+(1−α0)Peven
we can write:
Xu(Bα) = min
α0
1
n
((n− 1)D(Pαeven||Pα0even) +D(Pαodd||Pα0odd)), (D18)
where α0 is bounded such that Bα0 is noncontextual, and P
α
even and P
α
odd are defined analogously to P
α0
even and P
α0
odd,
respectively. Now, it is easy to check that if S = IL0Bα for Bα ∈ PMα ∪Mα ∪ CH
(n)
α , the assumption of the lemma 6
are satisfied with Πc being identity operations for every c for n− 1 contexts for which Bα has the same distribution
and bit-flip on one of the observables on a distribution of the remaining context, giving:
Xu(Bα) = min
α0
D(Pαeven||Pα0even), (D19)
where α0 is bounded by the fact that P
α0
even is a distribution of a non-contextual box which is isotropic. More
specifically, it is bounded according to lemma 5, i.e. we have α0 ≤ n−1n . It is easy to check that for α ≥ α0 the
function (D19) is decreasing with α0. Lemma 5 shows that the boundary value α0 =
(n−1)
n is attained by non-
contextual isotropic xor-box, hence the function attains minimum for this value of α0, which proves (D15). For
α ≤ α0, this function is increasing, and again by lemma 5 attains minimal value at α0 = 1n , which proves (D16).
We note here, that due to the above theorem, Xu(Bα) for even n, α ≥ (n−1)n equals the value of Xu(Bα′) for
α′ = 1−α, in correspondence with the fact that Bα can be changed by bit-flips into B1−α which does not change the
relative entropy distance.
In particular, for considered examples of xor-boxes i.e. in the case α = 1 we have:
Xu(PR) = log
4
3
≈ 0.4150, (D20)
Xu(PM) = log
6
5
≈ 0.2630, (D21)
Xu(M) = log
5
4
≈ 0.3219, (D22)
Xu(CH(n)) = log
n
n− 1 . (D23)
According to the above formula, Xu tends to zero in asymptotic limit for maximally contextual chain boxes. Interest-
ingly, if we do not take average over number of contexts, i.e. consider a measure X(B) :=
∑
cD(g(λc)||p(λc)), it will
equal to n log(1 + 1n−1 ) and tend asymptotically to log2 e where e is the Euler number. In other words, if we consider
natural logarithm in definition of relative entropy, X tends to 1 with increasing n. It means that, although ”average”
contextuality of chain box - per number of contexts - vanishes with increasing n, the ”total” contextuality is bounded
by 1 from below. Remarkably, the same result holds for quantum maximally contextual chain boxes: X(CH
(n)
α ) based
on natural logarithm tends to 1 for both odd and even n where α for each n is given in description of the Main Text
Fig 4.
For comparison, in the case of maximal violation of CHSH inequality we have BCHSH ≡ CH(4)α with α = cos2 pi8
which gives:
Xu(BCHSH) ≈ 0.0463. (D24)
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Appendix E: Direct sum of boxes Xu and Xmax are equal for isotropic xor-boxes but not equal in general
.
As it was mentioned, Xmax ≥ Xu. In this section we prove that these two measures are equal for isotropic xor-boxes
but are different in general . More precisely, we find their values on direct sum of two boxes, in terms of their values of
the boxes themselves in theorem 8. Using this result, we show among others that these measures differ on any direct
sum of contextual box and non-contextual one in corollary 2. To begin with, we show that in Main Text equation
4 we can indeed write minimum instead of infimum. We will show more, proving that in definition of X{p(c)} one
can also consider minimum. Taking than uniform distribution, we get the thesis for Xu. We also prove that both
measures are faithful and are monotonous under certain subclass of noncontextuality preserving operations.
Recall that for a box B = {g(λc)},
X{p(c)}(B) = min{p(λ)}
∑
c∈EG
p(c)D(g(λc)||p(λc)) (E1)
which depends on both the box B and probability distribution over contexts {pc}c. Recall here also, that the minimiza-
tion is taken over all joint probability distributions p(λ) defined on outputs of observables, and p(λc) are marginals,
restricted to the context c. This quantity can be written as (using quantum notation for classical distributions)
X{p(c)}(B) = inf
σ
S(ρ|σ) (E2)
where ρ =
∑
c pc|c〉〈c| ⊗ ρc and σ =
∑
c pc|c〉〈c| ⊗ ρc with σc representing probability distributions p(λc), and ρc -
the distributions g(λc) of the box B. One finds that the set of states σ is convex and compact (note, that {pc} is
fixed here). Therefore, since relative entropy is lower semicontinuous [47], there exists state σ∗, which achieves the
infimum. This finishes the proof.
1. Faithfulness and partial monotonicity of Xu and Xmax
We first argue, that both Xu and Xmax are faithful i.e. that are nonzero iff the box is contextual. Indeed, the
relative entropy is lower bounded by square of variational distance between the probability distributions, which is
zero only if all g(λc) are equal to p(λc). This however cannot hold for there is no single joint probability distribution
with marginals g(λc).
We now prove monotonicity of Xu and Xmax under operations which lie within the set of non-contextuality pre-
serving ones. Given a box B = {g(λc)} ∈ C(n)G , we define an operation Λ as a mixture with some probabilities pj of
independent channels Λ
(j)
i acting on observable i ∈ {1, ..., n}. It is easy to see, that such defined set of operations is
a convex subset of non-contextuality preserving operations. To see that Xu and Xmax are monotonous under these
operations we need to use the fact that both measures can be expressed in terms of mutual information (Main Text
equation 1). Application of Λ is then a local action on variable Ac, and monotonicity of both Xu and Xmax follows
directly from data processing inequality [30].
2. Xu and Xmax are equal for isotropic boxes
We will now need another fact that apart from Theorem 3, simplifies computation of Xu.
Lemma 6 Let B = {g(λc)} ∈ C(n)G and
Xu(B) = inf
p(λ)∈S
∑
c
1
n
D(g(λc)|p(λc)), (E3)
for some S ⊆ NCG. If for any p(λ) ∈ S there exist reversible operations Πc satisfying Πc(p(λc)) = p(λc0) for all
contexts c and simultaneously Πc(g(λc)) = g(λc0) for all contexts c, then
Xu(B) = inf
p(λ)∈S
D(g(λc0)|p(λc0)). (E4)
Proof.
The proof boils down to the observation that relative entropy is invariant under bilateral reversible operations [48].
We observe, that for all isotropic xor-boxes introduced in previous section, the assumption of the above lemma are
satisfied. This enables us to prove the following important result:
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Theorem 7 For isotropic boxes B ∈ IL0M ∪ IL0PM ∪ IL0CH(n) , there is Xmax(B) = Xu(B).
Proof.
Let us calculate the quantity X∗(B) :=
∑
c p(c)D(g(λc)||p(λc)) defined for a given p∗(λ), which is optimal for the
measure Xu(B). According to the assumptions of Lemma 6 valid for isotropic boxes, we can write
X∗(B) =
∑
c
p(c)D(g(λc0)||p(λc0)) (E5)
= D(g(λc0)||p(λc0)) = Xu(B).
On the other hand, from the definition of X{p(c)} we have
X{p(c)}(B) ≤ X∗(B), (E6)
hence
X{p(c)}(B) ≤ Xu(B), (E7)
and taking the supremum gives Xmax(B) ≤ Xu(B) while combining this with the fact Xmax(B) ≥ Xu(B) we obtain
the equality of the two measures for isotropic boxes.
3. Xmax and Xu are not equal on certain direct sums of boxes
We now introduce definition of direct sum of hypergraphs and boxes.
Definition 3 For two hypergraphs G1 = (VG1 , EG1) and G2 = (VG2 , EG2), a direct sum of G1 and G2 is G1 ⊕G2 :=
(VG1⊕G2 , EG1⊕G2) with VG1⊕G2 = VG1 ∪ VG2 and EG1⊕G2 = EG1 ∪ EG2 . For any two boxes B1 = {g(λc)}c∈EG1
and B2 = {g(λc′)}c′∈EG2 compatible with hypergraphs G1 and G2 respectively, their direct sum is a box B1 ⊕ B2 :={g(λc)}c∈EG1⊕G2 .
In the next part of this section, we use the following notation. By p(λ)[V ] we mean any joint probability distribution
of the outputs of observables from set V , and by p(λ)|V the marginal probability distribution of p(λ), defined on the
outputs of observables of set V . Moreover, by D(g(λc)||p(λc))
∣∣
p(λ) we mean the relative entropy distance between
distribution of the output of variables from context c of box {g(λc)} and that from context c of non-contextual box
defined by distribution p(λ).
We will now need a lemma, which simplifies computation of Xu and Xmax of direct sum of boxes, as it states, that
it is enough to take minimization in both quantities only over product distributions.
Lemma 7 For any two hypergraphs G1 = (VG1 , EG1) and G2 = (VG2 , EG2) and boxes B1 ∈ C(n1)G1 and B2 ∈ C
(n2)
G2
there holds:
Xu(B1 ⊕B2) = min
p(λ)[VG1 ]p(λ)[VG2 ]
∑
c∈EG1⊕G2
1
n1 + n2
D(g(λc)||p(λc)), (E8)
and
Xmax(B1 ⊕B2) = sup
{p(c)}
min
p(λ)[VG1 ]p(λ)[VG2 ]
∑
c∈EG1⊕G2
p(c)D(g(λc)||p(λc)). (E9)
Proof.
To see both equalities we observe that for any distribution {p(c)} and any distribution p(λ)[VG1⊕G2 ], there holds∑
c∈EG1∪EG2
p(c)D(g(λc)||p(λc))
∣∣∣p(λ)[VG1⊕G2 ]
=
∑
c∈EG1
p(c)D(g(λc)||p(λc))
∣∣∣p(λ)[VG1⊕G2 ]|VG1 + ∑
c∈EG2
p(c)D(g(λc)||p(λc))
∣∣∣p(λ)[VG1⊕G2 ]|VG2
=
∑
c∈EG1∪EG2
p(c)D(g(λc)||p(λc))|p(λ)[VG1⊕G2 ]|VG1 p(λ)[VG1⊕G2 ]|VG2 (E10)
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This is because by definition of B1 ⊕B2 contexts from EG1 depend only on variables from VG1 , similarly as contexts
from EG2 depend only on VG2 . Hence X{p(c)}(B1 ⊕ B2) = minp(λ)[VG1 ]p(λ)[VG2 ]
∑
c∈EG1∪EG2 D(g(λc)||p(λc)), which
for p(c) = 1n1+n2 for all c implies (E8). Taking supremum over {p(c)}, we obtain (E9).
We are ready to show our main tool, interesting on its own, which is the following theorem that expresses Xu and
Xmax of a direct sum of two boxes in terms of these functions of these boxes.
Theorem 8 For any two hypergraphs G1 and G2 and boxes B1 ∈ C(n1)G1 and B2 ∈ C
(n2)
G2
there holds:
Xu(B1 ⊕B2) = n1
n1 + n2
Xu(B1) +
n2
n1 + n2
Xu(B2), (E11)
and
Xmax(B1 ⊕B2) = max{Xmax(B1), Xmax(B2)}. (E12)
Proof.
To see both the above statements, we observe that for a distribution {p(c)} such that w = ∑c∈EG1 p(c) 6= 0 and
w 6= 1, and for any two distributions p(λ)[VG1 ] and p(λ)[VG2 ], we have∑
c∈EG1∪EG2
p(c)D(g(λc)||p(λc))
∣∣∣p(λ)[VG1 ]p(λ)[VG2 ]
= w
∑
c∈EG1
p(c)
w
D(g(λc)||p(λc))
∣∣∣p(λ)[VG1 ] + (1− w) ∑
c∈EG2
p(c)
1− wD(g(λc)||p(λc))
∣∣∣p(λ)[VG2 ] (E13)
This immediately gives:
min
p(λ)[VG1 ]p(λ)[VG2 ]
∑
c∈EG1∪EG2
p(c)D(g(λc)||p(λc))
∣∣∣p(λ)[VG1 ]p(λ)[VG2 ] =
= w min
p(λ)[VG1 ]
∑
c∈EG1
p(c)
w
D(g(λc)||p(λc)) + (1− w) min
p(λ)[VG2 ]
∑
c∈EG2
p(c)
1− wD(g(λc)||p(λc)). (E14)
Substituting p(c) = 1n1+n2 in the above equation, we obtain by lemma 7 that
Xu(B1 ⊕B2) = n1
n1 + n2
[ min
p(λ)[VG1 ]
1
n1
∑
c∈EG1
D(g(λc)||p(λc))] + n2
n1 + n2
[ min
p(λ)[VG2 ]
1
n2
∑
c∈EG2
D(g(λc)||p(λc))]
=
n1
n1 + n2
Xu(B1) +
n2
n1 + n2
Xu(B2), (E15)
which proves the statement (E11).
We now pass to prove the statement (E12). We can assume w.l.g. that Xmax(B1) ≥ Xmax(B2). By definition of
Xmax, for any δk > 0, there exists {pk(c)} such that Xmax(B1 ⊕ B2) ≤ X{pk(c)}(B1 ⊕ B2) + δk. We will argue now,
that for any k and decreasing δk, there holds Xmax(B1 ⊕ B2) ≤ max{Xmax(B1), Xmax(B2)} + δk, which will prove
desired upper bound in limit k → ∞. The proof then follows from the fact, that this upper bound can be attained
by taking wk =
∑
c∈EG1 pk(c) = 1 and such {pk(c)} that attain supremum in Xmax(B1) in limit of large k.
We need to consider only two cases: {pk(c)} is such that wk = 1 (case 1) or 0 < wk < 1 (case 2). In the first case
we have Xmax(B1⊕B2) ≤ X{pk(c)}(B1) + δk ≤ Xmax(B1) + δk ≤ max{Xmax(B1), Xmax(B2)}+ δk which we aimed to
prove. Thus, it is enough to show that in the second caseXmax(B1⊕B2) is upper bounded byXmax(B1)+δk, since then
the first case yields optimal value of Xmax(B1⊕B2). Suppose then, that {pk(c)} satisfies 0 < wk =
∑
c∈EG1 pk(c) < 1.
This implies that {pk(c)wk }c∈EG1 and {
pk(c)
1−wk }c∈EG2 are valid distributions, hence from (E14), by lemma 7, we have
Xmax(B1 ⊕B2) ≤ wkX{ pk(c)wk }c∈EG1 (B1) + (1− wk)X{ pk(c)1−wk }c∈EG2 (B2) + δk. (E16)
By definition of Xmax we have X{ pk(c)wk }c∈EG1
(B1) ≤ Xmax(B1) and X{ pk(c)1−wk }c∈EG2 (B2) ≤ Xmax(B2) which gives from
the above equality
Xmax(B1 ⊕B2) ≤ wkXmax(B1) + (1− wk)Xmax(B2) + δk
≤ Xmax(B1) + δk = max{Xmax(B1), Xmax(B2)}+ δk, (E17)
17
hence, as we explained, the assertion follows.
The above theorem can be easily generalized to any finite direct sum of boxes, giving that Xu is the average value
of the Xu of particular boxes from the direct sum (with weights according to cardinality of their number of contexts),
and Xmax is the maximal value of Xmax on particular boxes. We can state now the main application of this theorem.
Corollary 1 For any two hypergraphs G1 and G2, and a boxes B1 ∈ C(n1)G1 and B2 ∈ C
(n2)
G2
with n1, n2 ≥ 1, such that
Xu(B1) 6= Xu(B2), there holds
Xu(B1 ⊕B2) < Xmax(B1 ⊕B2). (E18)
Proof.
Since Xu(B1) 6= Xu(B2), we can w.l.g. assume Xu(B1) > Xu(B2). This implies, by theorem 8,
Xu(B1 ⊕B2) = n1
n1 + n2
Xu(B1) +
n2
n1 + n2
Xu(B2) <
Xu(B1) ≤ Xmax(B1) ≤ max{Xmax(B1), Xmax(B2)} = Xmax(B1 ⊕B2), (E19)
which proves the corollary.
From the above corollary we obtain immediately another one:
Corollary 2 For any two hypergraphs G1 and G2, a contextual box B ∈ C(n1)G1 and a non-contextual box Bnc ∈ C
(n2)
G2
with n1, n2 ≥ 1, there holds
Xu(B ⊕Bnc) = n1
n1 + n2
Xu(B) < Xmax(B ⊕Bnc) = Xmax(B). (E20)
Proof.
It is enough to observe, that Xu is faithful, hence Xu(B) > Xu(Bnc) and the corollary 1 applies.
The above corollary states that Xu and Xmax differ on certain direct sums of boxes. Exemplary can be PR⊕PR 1
2
,
since PR 1
2
is maximally mixed box, which is clearly non-contextual and PR is contextual. There are also quantum
boxes, i.e. that originate from performing certain measurements on a quantum state. Exemplary is defined as follows:
Consider the maximally entangled state |Ψ−〉 = 1√
2
(|0〉1|1〉2 − |1〉1|0〉2) and consider the hypergraph with
G := (VG, EG) where VG = {X1, Z1, −Z2−X2√2 ,
Z2−X2√
2
, R(X1) ⊗ R(X2), R(Z1) ⊗ R(Z2) } and EG :=
{{X1, −Z2−X2√2 }, {X1,
Z2−X2√
2
}, {Z1, −Z2−X2√2 }, {Z1,
Z2−X2√
2
}, {R(X1) ⊗ R(X2), R(Z1) ⊗ R(Z2)}}. X and Z are Pauli
matrices and R(.) represents the rotation of Pauli matrix around y axis by angle pi/8. We then consider a box B
obtained via measuring observables from VG on the state |Ψ−〉 in groups defined by contexts. It is easy to see, that
this box is a direct sum of the most non-local quantum box with two binary inputs and two binary outputs defined
by first 4 observables and first 4 contexts, and a box with a single context, which is by definition non-contextual.
4. KCBS box
A given hypergraph G yields a definition of a large family of consistent boxes C
(n)
G . E.g. one can consider only those
boxes which emerges as measurements of some observables on quantum state. One can narrow the latter family even
more, by considering in VG only observables that are rank-1 projectors (see e.g. [13, 14, 49] and references therein).
Then commensurability of 2 projectors turns to be mutual orthogonality, and the hypergraph can be interpreted as
orthogonality graph. This is the case for the Klyachko et al. result [19], where a quantum state of qutrit is found, and
measurements which give rise to maximal violation of the so called pentagon inequality. Such a pair: a quantum state
and the set of measurements defines naturally a box called further KCBS box, denoted as K. Using similar techniques
to that for xor-boxes, we find now the value of Xu and Xmax for this box.
To be more precise the measurements given in [19] form the set of 5 projectors {P1, ..., P5}, designed in a such way,
that they violate the so called pentagram inequality. This setup corresponds to a hypergraph that is pentagon, so
that projectors commute in pairs: P1 with P2, P2 with P3 in a circle so that the last commutation is P5 with P1, so
the graph is G
(5)
CH , but there are additional restrictions, since observables are one-dimensional projectors, so that their
commutation implies their orthogonality. This implies that, e.g. the probability of the result 11 which corresponds
to obtaining an outcome 1 for both projectors as a result of measurement, is zero. More specifically, the Klyachko
box is given by the same 5 distributions of the form g(00) = 1 − 2√
5
, g(01) = g(10) = 1√
5
and g(11) = 0. This
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(00)p~
(11)p~(10)p~(01)p~ 
FIG. 6: The set of non-contextual distributions compatible with the Klyachko box, after twirling is situated within the
trapezoid formed by the triangle without the vertex p˜(01) + p˜(10). The bold points denote orbits, i.e. subsets of 32 extremal
points invariant under D5.
implies that there are less symmetries than in the xor-boxes. After corresponding twirling, which we show below,
there are 2 parameters left. Fortunately, we can make use of the fact that g(11) = 0 in different way: it means that
the corresponding classical probability distribution should have p(00) = 0 for all contexts, since the formula minimizes
over the classical probabilities.
To describe the twirling consider the set of joined probability distributions p(λ) with its 25 = 32 extremal points.
As in case of xor-boxes, we apply twirling determined by group FH which turns to be dihedral group D5 consisting of
d = 10 permutations. Due to symmetrization the marginal probability distributions calculated for the extremal points
turns out to be context independent p(λc) = p˜ and to posses additional symmetry p˜(01) = p˜(10). As a consequence
32 extremal points, which under the action of group D5 form 8 orbits (subsets of 32 extremal points invariant under
D5) the box can be characterized by only two parameters, e.g. p˜(00), and p˜(11) and conveniently visualized by a 8
points on a triangle plot as it is shown in Fig.6. Thus a set of all symmetrized non-contextual distributions is a convex
combination of 4 distributions, namely p˜(00) = 1, p˜(11) = 1, p˜(00) = 15 and p˜(10) = p˜(01) =
2
5 , and finally p˜(11) =
1
5
and p˜(10) = p˜(01) = 25 . Now our goal is to find minimum in Xu(K) which, due to all mentioned symmetries, is given
simply by
Xu(K) = min
p˜
D(g(λc0)||p˜). (E21)
Note that g(11) = 0, so that looking for a minimum we can restrict to the case of p˜(11) = 0. In this way the problem
of calculating Xu has been reduced to finding minimum over a single parameter p˜(00) in the range between 0.2 and 1
Xu(K) = min
0.2≤p˜(00)≤1
χ(g(00), p˜(00)), (E22)
where
χ(x, y) = x log
(x
y
)
+ (1− x) log
(1− x
1− y
)
. (E23)
χ(x, y) is strictly increasing function of argument y provided that 0 ≤ x ≤ y ≤ 1 which is seen from equation
∂χ(x, y)
∂y
=
y − x
y(1− y) . (E24)
So finally we get Xu(K) = χ(g(00), 0.2) ≈ 0.0466576. For reasons similar to that given for xor-boxes, we have in this
case Xmax = Xu.
Appendix F: Additivity results
In this section we prove that for exemplary xor-boxes Xu is additive, and that it is 2-copy additive for isotropic
xor-boxes considered in this paper. We begin with Definition and necessary lemmas. The main results are theorems
9 and 10, and their main application is stated in Corollary 3.
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Definition 4 For any two hypergraphs G1 = (VG1 , EG1) and G2 = (VG2 , EG2), we define their tensor product to be
the hypergraph
G1 ⊗G2 := (VG1⊗G2 , EG1⊗G2) (F1)
where VG1⊗G2 := (VG1 ∪ VG2) and EG1⊗G2 := {c ∪ c′|c ∈ EG1 and c′ ∈ EG2}. For two boxes B1 = {g1(λc)} and
B2 = {g2(λc′)} compatible with hypergrahps G1 and G2 respectively, their tensor product is a box compatible with
G1 ⊗ G2 given by B1 ⊗ B2 := {g1(λc)g2(λc′)} i.e. such that the distribution of its context c ∪ c′ is a product of
distributions g1(λc) and g2(λc′).
We make now an observation, which characterizes the set of noncontextual boxes of the tensor product of two the
same hypergraphs.
Observation 3 The set of noncontextual boxes NCG⊗2 belonging to C
(n)
G ⊗ C(n)G is spanned by tensor products of
extremal points of the set NCG.
Proof.
To see this, consider an extremal point of NCG⊗2 . It is equal to a box with joint distribution over 2n observables
δa,a0 for some a0. Such a distribution is a product of distributions δa1,a01 and δa2,a02 where a1 and a2 are output
strings of outputs ai and each ai ∈ {0, 1, ...., dAi}. a01 and a02 are some fixed output strings. a1 and a2 when written
in a system with basis d (assuming that all of them are equal, otherwise one has to consider a multibase system) and
concatenating yields a. Hence any extremal point of NCG⊗2 is a product of extremal points of the set NCG.
We will need also a lemma stated in general for linear operations, which will be used for twirling operation:
Lemma 8 After any linear operation τ on any convex set Y , the set of extremal points of the image set τ(Y ) is the
subset of the set of images of extremal points of Y through τ .
Proof.
Consider any point τ(B) which is an image of non-extremal point B in Y . Since τ is linear, we have τ(B) =
τ(p1B1 + (1 − p1)B2) = p1τ(B1) + (1 − p1)τ(B2) hence it cannot be extremal in τ(Y ). Thus, any extremal point in
τ(Y ) must be an image of extremal point in Y .
This enables us to state the following observation:
Observation 4 For any linear map τ : C
(n)
G → C(n)G the set τ ⊗ τ(NCG⊗2) is spanned by tensor products of extremal
points of the set τ(NCG)
Proof.
By lemma 8 the only extremal points in τ ⊗ τ(NCG⊗2) are within the set of images of extremal points through
τ . We know from observation 3 that extremal points of τ ⊗ τ(NGG⊗2) are of the form τ(Ei) ⊗ τ(Ej) where Ek are
extremal points of NCG. Now if τ(Ei) is not extremal in τ(NCG) i.e. can be decomposed into
∑
i piτ(Eki) then
clearly the image τ⊗τ(Ei⊗Ej) for any j is not an extremal in τ⊗τ(NCG⊗2), as it can be decomposed into nontrivial
mixture
∑
i piτ(Eki)⊗ τ(Ej). The same argument holds for τ(Ej) : it cannot be non-extremal in τ(NCG) if the pair
τ(Ei)⊗ τ(Ej) is extremal in τ ⊗ τ(NCG⊗2). Hence, the only extremal points in τ ⊗ τ(NCG⊗2) are the tensor products
of extremal points in τ(NCG).
In what follows, for two arbitrary boxes B1 and B2 by interval [B1, B2] we mean the set {pB1 +(1−p)B2|p ∈ [0, 1]}.
Lemma 9 Let box B = {g(λc)} ∈ C(n)G be invariant under some linear operation τ , which maps all boxes on C(n)G
into interval [Be, B
′
e] and maps NCG into interval [L,L
′] ⊂ [Be, B′e]. Let also some of g(λc) be equal to g(λc0) and
the rest of the g(λc) be equal to Π(g(λc0)) for some reversible operation Π. Then, there holds:
Xu(B
⊗2) = inf
Pnc∈τ⊗τ(NCG⊗2 )
D(g(λc0)g(λc0)||p1¯) (F2)
where g(λc0)g(λc0) is a product of distributions g(λc0) and p1¯ is the distribution of some fixed context number 1¯ of
Pnc.
Proof: Let n1 be the number of the contexts of B with the same distribution g(λc0) and n2 the number of the
remaining contexts with distribution Π(g(λc0)). In what follows, we identify g(λc0) with q and Π(g(λc0)) with q¯ for
short. We know that
Xu(B
⊗2) = inf
Pnc∈τ⊗τ(NCG⊗2 )
1
n2
∑
c,c′
D(g(λc)g(λc′)||pcc′) (F3)
where n2 is total no. of contexts and Pnc = {pcc′}. From the Observations 3 and 4, the box Pnc can be written as
Pnc = p1LL˜+ p2LB˜
′
e + p3B
′
eL˜+ p4B
′
eB˜
′
e. (F4)
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We switch now from equality for boxes to equality for contexts, using for short the notation Be = {ec} meaning that
ec is the context number c of a box B and similarly B
′
e = {e′c} and L = {lc}, L′ = {e′c}. The above equality gives for
each c and c′:
pcc′ = p1lclc′ + p2lce
′
c′ + p3e
′
clc′ + p4e
′
ce
′
c′ (F5)
Now, consider the following 4 cases, where due to [L,L′] ⊂ [Be, Be′ ] we can set L = sBe+(1−s)B′e for some s ∈ [0, 1].
Case 1. ∀c∈{n1},c′∈{n1}
D(g(λc)g(λc′)||pcc′) = D(qq||p1(sq + (1− s)q¯)(sq + (1− s)q¯) + p2(sq + (1− s)q¯)q¯
+ p3q¯(sq + (1− s)q¯) + p4q¯q¯) (F6)
Case 2. ∀c∈{n2},c′∈{n1}
D(g(λc)g(λc′)||pcc′) = D(q¯q||p1(sq¯ + (1− s)q)(sq + (1− s)q¯) + p2(sq¯ + (1− s)q)q¯
+ p3q(sq + (1− s)q¯) + p4qq¯) (F7)
Applying reversible operations Πcc′ = Π⊗ I to both distributions in the above relative entropy term, we get
D(qq||p1(sq + (1− s)q¯)(sq + (1− s)q¯) + p2(sq + (1− s)q¯)q¯ + p3q¯(sq + (1− s)q¯) + p4q¯q¯) (F8)
which is exactly relative entropy term in (F6). Similarly, by considering other two cases where c ∈ {n1}& c′ ∈ {n2}
and c ∈ {n2}& c′ ∈ {n2} we get the same equality after applying reversible operations Πcc′ = I⊗Π and Πcc′ = Π⊗Π
respectively, and the assertion follows
Observation 5 In general lemma 9 holds for n-copy, i.e.
Xu(B
⊗n) = inf
Pnc∈τ⊗...⊗τ(NCG⊗n )
D(g(λc0)g(λc0)....||p1¯) (F9)
Proof.
The proof goes in full analogy to that of lemma 9.
We can state now one of the main theorems of this section.
Theorem 9 Let box B = {g(λc)} ∈ C(n)G and let the image of C(n)G through τL0B be the interval [Be, B′e] and the image
of set NCG be [L,L
′] ⊂ [Be, B′e] such that L = sBe + (1− s)B′e with s > 12 and B = rBe + (1− r)Be′ with r > s. Let
also Be = {ec} and B′e = {e′c}, such that ec has disjoint support from e′c, then there holds
Xu(B ⊗B) = 2Xu(B). (F10)
Proof.
We first note that by theorem 3, with the set of automorphisms L′0 being the set of all tensor products of automor-
phisms from L0 with themselves, we have:
Xu(B
⊗2) = inf
Pnc∈τ⊗τ(NCG⊗2 )
1
n2
∑
c,c′
D(g(λc)g(λc′)||pcc′) (F11)
Now, by lemma 9, we have
Xu(B
⊗2) = inf
Pnc∈τ⊗τ(NCG⊗2 )
D(qq||pij) (F12)
where q = rei + (1− r)e′i (also q = rej + (1− r)e′j ) (r > s by assumption) and indices i, j represent a fixed context
of Pnc such that all distributions of Pnc are transformable into it, by operations which at the same time transform all
distributions of B⊗2 into qq. By theorem 3 and using the fact that qq is invariant under swap (it can be achieved by
local or global swap operations depending on the hypergraph under consideration), it is equivalent to the quantity:
Xu(B
⊗2) = inf
p1+p2+p3=1
D(qq||p1lilj + p2
2
(lil
′
j + l
′
ilj) + p3l
′
il
′
j) (F13)
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Note, that we can relax the minimization and hence we have the following lower bound:
Xu(B
⊗2) ≥ inf
p1+p2+p3=1
D(qq||p1lilj + p2
2
(lie
′
j + e
′
ilj) + p3e
′
ie
′
j) (F14)
if we are lucky to find the solution that is non-contextual, then we will find solution to our initial minimization
problem. As we will see, this will be the case.
Using the fact that ei(ej) and e
′
i(e
′
j) have disjoint supports, decomposing li = sei+(1−s)e′i and lj = sej +(1−s)e′j
we get that:
Xu(B
⊗2) ≥ inf
p1+p2+p3=1
[
r2
∑
a
p(a)eiej log(
r2p
(a)
eiej
(p1s2)p
(a)
eiej
) + 2r(1− r)
∑
a
p
(a)
eie′j
log(
r(1− r)p(a)eie′j
(p1s(1− s) + sp22 )p(a)eie′j
)
+ (r − 1)2
∑
a
p
(a)
e′ie
′
j
log(
(r − 1)2p(a)e′ie′j
(p1(1− s)2 + p2(1− s) + p3)p(a)e′ie′j
)
]
(F15)
where {p(a)eiej} is the distribution of eiej . For r = 1 i.e. when q = ei which is the case for PR-box, PM-box, Mermin’s
star and CH-box, we have that
Xu(B
⊗2) ≥ inf
p1+p2+p3=1
log
1
p1s2
(F16)
where LHS is clearly minimal for p1 = 1, which means that the closest distribution in our set is non-contextual, equal
to lilj , hence
Xu(B
⊗2) = log
1
s2
= 2Xu(B) (F17)
Consider now r < 1. Here we are able to prove additivity for 2 copies, by using Lagrange multipliers approach. We
need to find infimum of
Xu(B
⊗2) ≥ inf
p1+p2+p3=1
[
r2 log(
r2
p1s2
) + 2r(1− r) log( r(1− r)
p1s(1− s) + sp22 )
+ (r − 1)2 log( (r − 1)
2
p1(1− s)2 + p2(1− s) + p3 )]
(F18)
We first check if the infimum is attained in the interior of the simplex of the boundary conditions. Using Mathematica
v07 we obtain, that there is only 1 solution of the set of Lagrange equations:
p1 =
r2
s2
,
p2 =
2r(−r + s)
s2
,
p3 =
(r − s)2
s2
(F19)
However, we have that q is contextual, so r > s, which gives that p2 of the above solution is negative. Hence the
function does not have infimum in the interior, in the considered region of parameters r and s. It suffice to consider
boundaries, i.e. cases p3 = 0, p2 = 0 and p2 = p3 = 0 (other cases are excluded by the fact that p1 > 0). Again,
using Lagrange multipliers method, we solve the first two cases. The first one has two solutions, which has p2 < 0 if
s > 12 . In case p3 = 0 we observe that p1 > 1, which finally proves that the only solution that attributes to infimum
is p1 = 1, which is non-contextual solution as in case of extremal q, that yields additivity i.e. Xu(B
⊗2) = 2Xu(B).
Theorem 10 Under assumptions of theorem 9, Xu is additive on Be and B
′
e.
Proof.
In the calculation of relative entropy for this case, we will have similar terms as in eqn. (F14) but with n copies.
By observation 5, we have:
Xu(B
⊗n) ≥ inf∑
pi=1
D(qq...||p1l1l2...+ T ) (F20)
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where T is all the other possible terms of lns & ens with weights pn. Note here that, lns & ens are all some fixed
context. Since, ln = sen + (1− s)e′n for all n we have,
Xu(B
⊗n) ≥ inf∑
pi=1
D(rne1e2...+ T1||p1sne1e2...+ T ′1) (F21)
where T1 and T
′
1 are all the other possible terms of ens and e
′
ns with T1 having powers (1− r) while T ′1 have different
weights pi.
Xu(B
⊗n) ≥ inf∑
pi=1
∑
a
rnp(a)e1e2.. log(
rnp
(a)
e1e2..
p1snp
(a)
e1e2..
) + T2 (F22)
where T2 contains terms with powers of (1− r). For extremal points r = 1 therefore,
Xu(B
⊗n) ≥ inf∑
pi=1
∑
a
p(a)e1e2.. log(
p
(a)
e1e2..
p1snp
(a)
e1e2..
) (F23)
Xu(B
⊗n) ≥ inf
p1
∑
a
p(a)e1e2.. log(
1
p1sn
) (F24)
Since
∑
ap
(a)
e1e2.. = 1 and minimum is attained at p1 = 1 which gives us desired proof
Xu(B
⊗n) ≥ n log 1
s
= nXu(B) (F25)
Analogously we can show additivity of Xu on B
′
e by exchanging l0 to l
′
0 and e
′
0 to e0.
Corollary 3 For a box B ∈ IL0PM ∪ IL0M ∪ IL0CH(n) Xu(B⊗2) = 2Xu(B). For B ∈ PM ∪M ∪CH(n)∪PM ′∪M ′∪CH ′(n)
Xu is additive.
Proof.
To see the first statement, it suffices to check that the box B ∈ IL0PM ∪ IL0M ∪ IL0CH(n) satisfies assumptions of theorem
9. The second is direct result from theorem 10.
