WHEELS is a conversational system which provides access to a database of eletronic automobile classified advertisements. It leverages off the existing spoken language technologies from our GALAXY system, and enables users to search through a database of 5,000 automobile classifieds. The current end-to-end system can respond to spoken or typed inputs, and produces a short list of entries meeting the constraints specified by the user. The system operates in mixed-initiative mode, asking for specific information but not requiring compliance. The output information is conveyed to the user with visual tables and synthesized speech. This system incorporates a new type of category bigram, created with the innovative use of the natural language component. Future plans to extend the system include operating in a displayless mode, and porting the system to Spanish.
INTRODUCTION
Over the past year we have been developing a conversational system named WHEELS, interfacing to a database of electronic automobile classified ads. The ultimate goal of this work, done in conjunction with BellSouth Intelliventures, is to develop a displayless, bilingual (English and Spanish) conversational system that can be deployed over the telephone network. We plan to utiIize the context of this application to experiment with new speech technoiogies. The inmncdiate goals of this project, from a system development perspective, are (1) to port our GALAXY framework to the WHEELS domain, using telephone speech input, (2) to develop a displayless version of the conversational systun, including ai intuface with the narrow-band recognizer for telephone-based displayless deployment, and (3) to extend the system to Spanish. We have completed the first stage, and are beginning development of the displayless system. At present, our end-toad system is capable of responding to speech or typed inputs, and produces a short list of entries meeting user-specified constraints (e.g. in make, model, price, year, mileage, etc.). The output infonnation is conveyed to the user via a visual table display and synthesized speech.
The following section describes the various components of our system. Section 3 describes our experiments in generating a Caregory bigram f " a context free @ammar. In Section 4 we discuss the data collection efforts done in conjunction with BellSouth Intellfhis rtsearch was supported by arrseanh conopct from BellSouth I n t C l l i V U l~. livenms. A results Section reports on recognition performance and parse coverage. We conclude with our future plans. Figures 2 and 3 show the parse tree and the corresponding semantic frame for the sentence "SHOW ME BLACK CHEVRO-LET CORVETTE CONVERTIBLES." If the parser fails to find a full parse in the top N sentences, the semantic frame is generated from the highest-scoring robust parse. 
SYSTEM COMPONENTS
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Dialogue Modeling
The WHEELS domain server has two main responsibilities: to manage the dialogue interaction, and to retrieve the appropriate items from the database. The user can specify cars by make, model, year, price, mileage, and other features such as color, place of origin, cartype (e.g., sport utility vehicle), etc. The semantic frame generated from the user's spoken input is received by the WHEELS domain server, and cast into the m n t dialogue context. This is accomplished via a ''form-filling" mechanism, where the information from the semantic frame is entered into the appropriate "slot" of an electronic form (or "€-for"'), which is a structure for maintaining co-
. All the information present in the Eform is used to generate an SQL query to access the database.
In addition, the system prompts the user for further constrain^^ to narrow down the search (e.g., "A price range would be help fuL"), based on information absent from the E-form. It can subsequently ac"odate both a cooperative response (which answers the prompt directly) and a non-cooperative response (which ignores the prompt). Such flexibility is inherent in the design of the discourse model. Further details regarding dialogue modeling in WHEELS can be found in a companion paper [4]. 
DERIVED CATEGORY BIGRAM
163%
During the fall Of 1995 BellSouth has used the WHEELS System to collect domain-specific data from two cities in Florida-Jacksonville and Melbourne. The data collection system was set up in two shop ping malls, and therefore our subjects involve real users interacting with our system in a realistic environment. We have obtained over 14,000 utterances from about 600 speaken (male--female ratio was approximately 2: 1). A wizard typeduser queries dinxtly into the WHEELS system, and speech was recordad from the telephone handset. Subjects were requested to confinue the dialogue until the session was complete. In many cases, the subject chose to provide us with multiple dialogue sessions. The Figure 5 shows an interaction between the system and a cooperative speaker, who always responds directly 10 the system's prompts. Figure 6 is an exchange between the system and a non-mperathe speaker, who often ignores the system's prompts. A dialogue session is considered complete when the user s u c~~~f u l l y m w s the search to five or fewer cars. 
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EXPERIMENTALRESULTS
In this section we report on the overall natural language coverage of the collected data, as well as the measured perplexities and m g n ition performances for our test data.
In terms of grammar coverage, we found that about 12% of the collected sentences did not parse. Representative examples of the nonpanable sentences are shown in Figure 7 . Some of these are reasonable sentences, and our rules can be expanded to w m o d a t e them. In other CBW, usm are clearly playing with the system, or reaching outside of its domain of expertise.
Recognition results are summarized in Table 1 . Our acoustic and language models were trained on over 10, OOO WHEELS uttezances, and recognition was measured on a disjoint test set of about 1, 200 uttaances. The simple bigram gave a perplexity of 9.1, which mmased to 9.9 with the M v e d category grammar. However, the derived language model, even though it had a higher measured perplexity, resulted in a 2% improvement in word recognition accuracy. assess the feasibility of such a system, we decided to measure the recognition perfomce using another disjoint data set of over 380 sentences which are limited to make anaor model requests. For this limited subdomain it is possible to measure "' task compktion" success rate. Our criteria for success are tabulated in Table 2 As shown in Table 1 
-
FUTUREWORK
The ncar-te!nn goals with regards to the WHEELS project involve moving the development towards a displayless mode of operation, and porting the system to Spanish. In addition to general telephony issues that need to be addressed for a displayless application, it will present intersting challenges in both language generation and discourse management. The content of the classified ads will have to be delivered succintly to the user, thexe will also be additional subdialogs required for clarification, requesting information to be read or repeated, keeping track of what fraction of a search list has been read, referring to and inquiring about specific items in the list, as well as discourse-dependent help instructions. Porting WHEELS to the Spanish language will uncover its similarities and differences compared to Engllsh for parsing and generation purposes, and promote ponabiliry across languages.
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