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Abstract 
We give a criterion for determining the existence of nonzero symmetric invariant bilinear 
forms on vertex operator algebras and we establish an analogue of the Cartan criterion for 
semi-simplicity. 
1. Introduction 
It is well known that the Killing form and the trace form play crucial roles in the 
classical theories of finite-dimensional Lie algebras and associative algebras, respec- 
tively (cf. [7, 91). Similarly, in Kac-Moody Lie Algebra theory (cf. [S]), a certain 
symmetric invariant bilinear form is also very important. For vertex operator algebras 
[2, 4, 51, which in subtle ways resemble both Lie algebras and associative algebras, 
a sort of Killing form is expected, which will play an important role in this new theory. 
As the main results of this paper, we give a criterion for determining whether 
nonzero symmetric invariant bilinear forms exist on a given vertex operator algebra 
and we obtain an analogue of the Cartan criterion for semi-simplicity. Roughly 
speaking, a vertex operator algebra, briefly a VOA, is a Z-graded vector space 
v= @EL Vcn, equipped with an infinite sequence of multiplications which satisfy the 
so-called Jacobi identity. Furthermore, it is assumed that there are two distinguished 
vectors 1 (the vacuum) and o such that the left multiplication by 1 is the identity and 
the left multiplication by w gives rise to a representation of the Virasoro algebra Vir, 
in which the central charge is called the rank of V. An ideal of a VOA V is a subspace 
stable under left multiplication by any element in V. A VOA V is simple if (0) and P’are 
the only ideals of V. A VOA V is semisimple if V is a direct product of finitely many 
simple VOAs of the same rank (these definitions are from Frenkel, Huang and 
Lepowsky [4]). In [2], Borcherds gave a formula for a symmetric contravariant 
bilinear form with respect to a Cartan involution on a vertex algebra constructed from 
an even lattice [2, 51. Motivated by Borcherds’ formula, Frenkel et al. [4] introduced 
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the notion of invariant bilinear form on an arbitrary vertex operator algebra V and 
using it, defined the contragradient module M’ for a V-module M. Contravariant 
bilinear forms were also used by Dolan, Goddard and Montague [3] to construct 
vertex operator algebras generalizing Frenkel, Lepowsky and Meurman’s moonshine 
module construction [S] for the monster group and in fact, contravariant bilinear 
forms on VOAs and their elementary properties are implicitly used throughout 
conformal field theory. A contravariant bilinear form differs from an invariant bilinear 
form by a Cartan involution for certain special vertex operator algebras. Because of 
the lack of a Cartan involution for an arbitrary vertex operator algebra I’we cannot 
introduce the notion of a contravariant bilinear form for an arbitrary VOA. In this 
paper we will study invariant bilinear forms in the sense of Frenkel, Huang and 
Lepowsky’s definition. In general, we use the notation and terminology of [4] and [S]. 
Let M a module for a given VOA V. A bilinear form (-, -) on M is said to be 
invariant [4] if 
(Y(u,z)u,u) = (u, Y(eZL(“( - z~~)~(~)u,z-~)u) for a E V, u,u E M. (1.1) 
It was proved by Frenkel et al. [4] that any invariant bilinear form on a VOA I’is 
automatically symmetric. As a complement to Frenkel, Huang and Lepowsky’s result 
we prove that any invariant bilinear form on an irreducible V-module M is either 
symmetric or skew-symmetric (Proposition 2.8). We give a semidirect sum construc- 
tion for vertex operator algebras (Proposition 2.10) which can easily be used to 
construct vertex operator algebras with some special properties (Remark 2.12). 
Let (-,-) be an invariant bilinear form on a VOA I’. Setting u = 1 in (1.1) we get 
(u,h) = Res,z-‘(Y(u,z) 1,b) = Res,z-‘(1, Y(eZL(‘)( - z-~)~(~)u,z-‘)~). (1.2) 
Thus any symmetric invariant bilinear form (-,-) on V is uniquely determined by 
a linear functional on the subspace yo, defined byf(u) = (1, u) (since I’,,, is orthogonal 
to each I’(,,, for n # 0). This fact motivated us to start defining the bilinear form from 
the weight zero subspace I’,,, instead of the lowest weight subspace. 
We first prove that a linear functional f on Vco, determines as above a symmetric 
invariant bilinear form on a VOA Vif and only if L(1) I’(,, c ker,f: Therefore the space 
of all symmetric invariant bilinear forms on I/ is isomorphic to the dual space of 
V,,,/L(l) V,,, (Theorem 3.1). Let g be the subalgebra of Vir linearly spanned by L(i) 
for i = - l,O, 1. If a VOA V, considered as a g-module, can be generated from lowest 
weight vectors for g (quasi-primary vectors), then Vto, = (ker L(1) n Vco,) @ L(1) Vtl, 
(Proposition 4.5). Define a linear functional f on I’,,, by f(u + v) = trlvcO) u_ 1 for 
u E ker L(1) n Vco,, u E L(1) Vcl,. From Theorem 3.1 fdetermines a unique symmetric 
invariant bilinear form Bi ((, -) on V. Then we get an analogue of the Cartan criterion 
for semi-simplicity in terms of this bilinear form. That is, Vis semisimple if and only if 
B1 (-, -) is nondegenerate (Theorem 4.9). We also prove that if a simple VOA Scan be 
generated by g from quasi-primary vectors, then V does not have negative weights and 
the weight zero subspace V,,, is linearly spanned by the vacuum 1 (Theorem 4.8). 
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Furthermore, we study another class of vertex operator algebras, which are com- 
pletely reducible as Vir-modules. If a VOA V, being considered as a Vir-module, is 
completely reducible, then VcO, = ker L( - 1) @ L(1) V(i, (Proposition 4.10) and 
kerL( - 1) has a natural commutative associative algebra structure (Lemma 4.1). 
From Theorem 3.1 the trace function tr on ker(L( - 1) determines a unique symmetric 
invariant bilinear form B2(-, -) on V. Then we prove that if V is completely reducible 
as a Vir-module, then V is semisimple if and only if B2(-,-) is nondegenerate 
(Theorem 4.11). 
This paper is organized as follows: In Section 2 we first recall some necessary 
definitions, then we prove that any invariant bilinear form on an irreducible V-module 
M is either symmetric or skew-symmetric, and give a semidirect sum construction for 
vertex operator algebras. In Section 3 we give a characterization of the space of all 
symmetric invariant bilinear forms on a VOA V. In Section 4, restricting ourselves 
to the above two classes of vertex operator algebras, and using the specially 
defined bilinear form B(-,-), we get an analogue of the Cartan criterion for semi- 
simplicity. 
2. Basic definitions and some simple results 
In this section we first recall some necessary definitions from [4] and [S], and then 
we prove that any invariant bilinear form on an irreducible V-module M is either 
symmetric or skew-symmetric. At the end of this section we give a semidirect sum 
construction for vertex operator algebras. Throughout this paper, all vector spaces are 
over C, the field of complex numbers. 
Definition 2.1. A vertex operator algebra is a Z-graded vector space (graded by 
weights) 
(2.1) 
such that 
dim Vcn, < CD for n E Z, (2.2) 
Vcn, = 0 for n sufficiently small, (2.3) 
equipped with a linear map Y: V@ V+ V[[Z,Z~‘]], or equivalently, 
Y: V+ (End V)[[z,z~‘]], 
VI-+ Y(v,z) = 1 u,z-“-~ (where v, E End V), 
nEZ 
~2.4) 
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Y(v,z) denoting the vertex operator associated with v, and equipped also with two 
distinguished homogeneous vectors 1 (the vacuum) and u E L’. The following 
conditions are assumed for u, v E V: 
ll,v = 0 for y1 sufficiently large; 
Y(l, z) = 1 (1 on the right being the identity operator); 
the criterion property holds: 
(2.5) 
(2.6) 
Y(v,z)l E V[[z]] and lim Y(v,z)l = v; 
2-O 
(2.7) 
the Jacobi identity holds: 
zo -‘a 
Zl - z2 ( ) 20 Y(U,Z,)Y(V,Z,) - z,‘6 7 Y(v,z,) Y(u,z,) ( 1 0 
= z2 -I6 
( 1 
y Y( Y(u, zg)II, zz), (2.8) 
where 6(z) = Cnsh z”, the algebraic formulation of the &function at 1, and all binomial 
expressions, for instance, (zr - z2)n (n E Z) are to be expanded in non-negative integral 
powers of the second variable z2. The Virasoro algebra relations hold: 
[L(m),L(n)] = (m - n)L(m + n) + &(m” - m)&,,+.,,(rank V) (2.9) 
for m,n E 27, where 
Y(o, z) = c L(n)zUnm2 and rank L’/E C; 
nt‘? 
(2.10) 
L(O)v=nv=(wtv)v f0rnE.Z and IJEV~,); (2.11) 
d 
Y(L( - l)U, z) = - Y(U, z). 
dz 
(2.12) 
This completes the definition. 
The following are consequences of the definition: 
L(O)w = 20, L(l)0 = 0; (2.13) 
cu - l), Y(u,z)l = ; W,z); 
Y(u,z)v = e rL(k ‘) Y(v, - z)u (skew-symmetry); 
Y(Y(u,zo)v,zz) - Y(u,zo + z2) Y(%Zz) 
= Y(4Zz)(Y(~,~o + z2) - Y(u,zz + zo)) 
for any u, v E V. 
(2.14) 
(2.15) 
(2.16) 
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Definition 2.2. A module M for a given vertex operator algebra Vis a Q-graded vector 
space 
M = 0 MC,, (2.17) 
neQ 
equipped with a linear map 
Y: V+(EndM)[[z,z-‘I], 
u++ Y(u,z) = 1 u,z-‘~’ (u, E End M) 
nez 
(2.18) 
satisfying all the conditions for a vertex operator algebra except (2.7). 
Definition 2.3 (Frenkel et al. [4]). A vertex operator algebra V viewed as a V-module 
is called the adjoint module, and a submodule of the adjoint module is called an ideal. 
Let Vi (i = 1 ,. . ., n) be VOAs with the same rank. Then the direct sum vector space 
V = Or= 1 Vi has a natural VOA structure [4], called the direct product VOA. 
A VOA V is called simple if its only ideals are (0) and V, and semisimple if V is a direct 
product of finitely many simple VOAs of the same rank. 
Given a module M for a VOA V, following [4], we define the restricted dual of M to 
be M’ = @,,,(M,)*. F or u E V, define an action of Y(u, z) on V’ as follows: 
(Y(u,z)u’,v) = (u’, Y(eZLC1)( - z-~)~(~‘u,z-~)u) (2.19) 
for u, u E V, U’ E. I/‘, where (-, -) is the natural pairing between V and V’. Then V’ 
becomes a V-module [4]. 
Definition 2.4. A bilinear form (-,-) on a v-module M is said to be invariant [4] if it 
satisfies the condition 
(Y(u,z)u,u) = (u, Y(eZLC1)( - z-~)~(~)u,z~~)u) for a E V, u,u E M. (2.20) 
Remark 2.5. From the proof of the Proposition 5.3.1 of [4], we have 
(u, Y(a,z)u) = (Y(eZLc’)( - z~~)~(~)u,z~~)u,u) for UE V, U,UE M. 
Without assuming the symmetry of an invariant bilinear form, we can only speak 
about left and right kernels. It follows from (2.20) that either one-sided kernel is 
a submodule of M. 
Let (-,-) be any invariant bilinear form on a V-module M. Since L(l)w = 0, 
L(O)w = 20, by (2.20) we have 
(L(n)u, u) = (u, L( - n)u) for u, u E M, n E Z. (2.21) 
In particular, we have 
(L(O)u, u) = (u, L(O)u) for u,u E M. (2.22) 
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Thus 
(MC,,, M,,,) = 0 for m # n E Q. (2.23) 
As in classical Lie algebra theory (as remarked by Frenkel et al. [4]), the space of all 
invariant bilinear forms on a V-module M is naturally isomorphic to Hom”(M, M’). 
A VOA V is said to be self-dual if V’ is isomorphic to V as V-modules, or equivalently 
if there is a nondegenerate invariant bilinear form on V. It was proved by Frenkel et al. 
[4] that any nondegenerate invariant bilinear form on a VOA is symmetric. Following 
this proof, one easily finds that the nondegeneracy was not used. Therefore we have: 
Proposition 2.6 (Frenkel et al.). Any invariant bilinear form on a vertex operator 
algebra V is automatically symmetric. 0 
Remark 2.7. It is well known that there is a strong similarity between vertex operator 
algebras and commutative associative algebras with identity. For a commutative 
associative algebra A with identity 1, any associative bilinear form (-,-) on A is 
symmetric because 
(a,b) = (l.a,b) = (1,a.b) = (1,b.a) = (b,a) for any a,b E A. 
This analogue is a good motivation for Proposition 2.6. For an arbitrary V-module 
M, the corresponding assertion is not true. But if M is irreducible, we have: 
Proposition 2.8. Let M he an irreducible V-module. Then any invariant bilinear form on 
M is either symmetric or skew-symmetric. 
Proof. Since any V-homomorphism from M to M’ is homogeneous of weight zero, it 
follows from Schur’s lemma that dim Hom.(M, M’) = 0 or 1. Then the space of all 
invariant bilinear forms on M is either 0 or one-dimensional. Let (-,-) be any 
invariant bilinear form on M. It follows from Remark 2.5 that the “opposite” bilinear 
form is also invariant. Therefore, there is a complex number x such that (u, v) = cc(v, u) 
for any U, v E M. If CI = 1, (-, -) is symmetric, If c( # 1, we have (u, u) = 0 for any u E M. 
Thus (u,v) = - (v,u) for any u, v E M. That is, (-,-) is skew-symmetric. 0 
Remark 2.9. Similarly to the classical Lie theory, we can interpret the existence of 
nonzero invariant bilinear forms on M in terms of Huang and Lepowsky’s box tensor 
product [6]. Let M i (i = 1,2,3) be V-modules. An intertwining operator [4] of type 
(My$~) is a linear map I(-, z) from M ’ to Hom(M ‘, M 3, {z} satisfying (2.5) (2.8) and 
(2.12). Denote I(,?‘, 2) the space of all intertwining operators of corresponding type. 
Suppose V is a self-dual VOA and M is an irreducible V-module. It follows from 
Propositions 5.4.7 and 5.5.2 of [4] that 
(2.24) 
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Let 4 be any V-homomorphism from M to M’. Then 40 Y&,z) is an intertwining 
operator of type (,c,). Since Y,,, (1, z) = Id,,., , 4 0 Y, ((, z) = 0 if and only if 4 = 0. 
Thus we get a linear injective map from Horn (M, M ‘) to (,“h). On the other hand, for 
any intertwining operator I(-,z) of type I( ,y,), it follows’ from Proposition 5.5.2 of 
[4] that I(-, z) involves only integral powers of z. Furthermore, one can easily prove 
that I(l)_ 1 is a V-homomorphism from M to M’ such that Z(l)- i 0 YIM(-,z) = I(-,z). 
Therefore, the space of invariant bilinear forms on M is isomorphic to the space of 
intertwining operators of type ( My k). If Huang and Lepowsky’s box tensor product of 
M with M exists, then one can interpret this in terms of box tensor product. 
At the end of this section we given an analogue of the semidirect sum construction 
of Lie algebras for vertex operator algebras. 
Proposition 2.10. Let M be a module for a given vertex operator algebra V with only 
integral weights. Set W = V @ M. De$ne 
Yw(-,z): W+ (End W)[[z,z-‘I], 
Y&a, z) = Yv (a, z) 0 Y,u (a, z) if a E V, 
Yw(u,z)v = 0 if u, v E M, 
Yw(u,z)a = erL(-l) YM(a, - z)u ifae V, UEM. (2.25) 
Then ( W, Yw , 1, o) is a vertex operator algebra. 
Proof. Notice that Yw(l,z) = Idw, and YW(o,z) gives rise to a representation of the 
Virasoro algebra Vir on W with the same rank. For a E V, we have 
Y,(L( - l)a,z) = Y,(L( - l)a,z) + YM(L( - l)a,z) = $ Yw(a,z). 
For u E M, we have 
$ Y(u,z)v = 0 = Y(L( - l)u,z)v for all v E M, 
$ Y(u, z)a = $ (eZL(- ‘) Y(a, - z)u) 
= L( - l)eZL(-l) Y(a, - z)u - ezL(-l) Y(L( - l)a, 
= eZL(-l) Y(a, - z)L( - 1)u 
= Y(L( - l)u,z)a for all a E V. 
ui 
z)u 
For a E V, u E M, by definition Y(u,z)a = e ZL(- ‘) Y(a, -z)u, so Y(u, z)a involves only 
finitely many negative p.,wers of z. Then by linearity for any U, v E V @ M, Y(u, z) v 
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involves only finitely many negative powers of z. For the Jacobi identity, by linearity it 
suffices to check 
Zl - z2 
zo -16 ~ ( 1 Y(U,Zi) Y(v,z,)w - zO’6 i-z:o+zt) Y(v,z,) Y(u,z,)w zo 
= 22 -‘I3 
( ) 
CZ!! Y(Y(U,Z,)U,Z,)W 
z2 
for U, u, w E Vu M. If more than one elements among u, u, w are M, then the Jacobi 
identity holds because all three terms are zero. If u, u E V, w E Vu M, then this is just 
the Jacobi identity YV (-, z) or YM(-, z). Let a, b E V, u E M. Then we have 
Y(a, zo) Y(b, - z2)u - z; ’ 6 
= z,‘ri( - ‘io+ I’)Y(Y(u,z,)b, - z2)u. 
By the formula zc ‘6((z, + z2)/zl) = zO’6((z, - z,)/Q), we get 
-1 
zo 6 Y(a,zo)Y(b, -z2)u -z&‘6 Y( Y(u,zl)b, - zz)u 
Y(b, - ~2) Y(a, zo)u, 
Applying the operator e Z2L(- l) to the identity above, using the conjugation formula 
[4] we get 
W,zl)e z2L(- l) Y(b, - z2)u 
-z;%( -‘Io+ye nL(- l) Y( Y(a,zl) b, - 22)~ 
eZzL(-‘) Y(b, - z2) Y(a,z,)u, 
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By definition, we get the Jacobi identity for (a, U, b): 
zo -16 ( ) ?L? Y(a,z,) Y(u,z,)b -z,‘6 ( -I:I:ll) Y(%Z2) Y(~,ZlP zo 
-1 
= z2 6 ( 1 ~ Y( Y(a,zo)u ,z,)b. z2 
By the skew-symmetry of the Jacobi identity (replacing z. by - z. and exchanging 
z1 with z2), we can get the Jacobi identity for (u, a, b). Thus the Jacobi identity holds in 
general. Therefore W is a vertex operator algebra. 0 
Remark 2.11. Most of the proof of Proposition 2.10 consists of special cases of results 
in [4]. Actually, Proposition 2.10 follows from Frenkel et al’s general results since the 
intertwining operator Y of type (MyM) is zero in our special case. 
Remark 2.12. In Proposition 2.10, if we do not assume that M has only integral 
weights, then V@ M satisfies all conditions for a vertex operator algebra except 
V @ M may have nonintegral weights. By this construction we can easily get a vertex 
operator algebra with negative weights. Let V be a vertex operator algebra such that 
there is an infinite sequence {M iI i = 1,2,. . .} of V-modules with strictly increasing 
lowest weights. Then by the semidirect sum construction we can get a vertex operator 
algebra which is not finitely generated. For instance, a vertex operator algebra 
associated with a Heisenberg Lie algebra of any rank satisfies this condition. 
3. The space of all symmetric invariant bilinear forms 
Since a nondegenerate invariant bilinear form on a module (under Definition 2.4) 
does not always exist for some vertex operator algebras, we will just consider the 
invariant bilinear forms on vertex operator algebras. In this section we will get the key 
result (Theorem 3.1) which characterizes the space of all symmetric invariant bilinear 
forms on a vertex operator algebra V as the dual space of V,,,/L(l) VC1,. 
Let (-,-) be any symmetric invariant bilinear form on a given vertex operator 
algebra V. Then for u, u E V, we have 
(u, u) = Res,z- ’ (Y(u, z) 1, u) 
= Res,z -‘(l, Y(ezL(‘)( - z-~)~(~)u,z-~)~). (3.1) 
Let f be the linear functional on V,,, defined by 
f(u) = (1,~) for u E V,,,. (3.2) 
Then by (2.23) and (3.1), (-, -) is uniquely determined byf: Since L( - 1) 1 = 0, we get 
(l,Ul) V(l)) = (L( - 1)L ~(1)) = 0. (3.3) 
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Thus f vanishes on the subspace L(1) V,,, of V,,,. In other words, we get a linear 
functional f on the quotient space V&L(l) V(i,. Conversely, we have the following 
result: 
Theorem 3.1. A linear functional f on VCO, determines a symmetric invariant bilinear 
form by (3.1) and (3.2) ifand only ifL(1) V(i, E kerf: Therefore, the space ofall symmetric 
invariant bilinear forms on a vertex operator algebra V is naturally isomorphic to the 
dual space of V,,,/L(l)V,,,. 
We will give the proof of Theorem 3.1 after Proposition 3.4. 
Corollary 3.2. Ifa simple vertex operator algebra Vsatis$es the condition L(1) VC1, = 0, 
then there exists a nondegenerate symmetric invariant bilinearform on V. In other words, 
V is self-dual. 0 
In order to prove Theorem 3.1 we need some preparation. A vector u of a V-module 
M is said to be vacuum-like if it satisfies the following condition: 
a,u =0 for all aE V, nEZ+. (3.4) 
Denote by M” the subspace of all vacuum-like vectors of M. 
Proposition 3.3. (a) A vector u of any V-module M is vacuum-like if and only if 
L( - 1)u = 0. 
(b) For any vacuum-like vector u, we have 
Y(a, z)u = eZL(- I) aaIu for any aE V. (3.5) 
Proof. Since L( - 1) = oO, one direction of (a) is clear. Let u be a vector such that 
L( - 1)u = 0. For any a E V, if Y(a,z)u # 0, then there is an integer k such that 
aku #O, a,u=O if n > k. (3.6) 
Writing the L( - l)-derivative property (2.14) into components, we have 
[L( - l),a,] = - na,_ 1 for any a E V, n E Z. (3.7) 
If k 2 0, then - (k + l)aku = [L( - l), ak+ i] u = 0 implies aku = 0, which contra- 
dicts (3.6). Thus k < 0. Therefore a,u = 0 for all n 2 0. That is, u is vacuum-like. The 
statement (b) is equivalent to a_,u = (L( - l)“-‘/(n - l)!) a_,u for any positive 
integer n. This follows from (3.7) and an induction on n. q 
For any V-homomorphism 4 from V to M, it is clear that 4(l) is a vacuum-like 
vector of M. Thus we get a linear map 
n:Hom,(V,M)+ M”, 4HcP(l). (3.8) 
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Proposition 3.4. The linear map 7c dejined above is an isomorphism. 
Proof. First, if 4 is a V-homomorphism from V to M such that 4(l) = 0, then 
$(a) = 4(a_i 1) = ac14(l) = 0 for any a E V. Thus 7c is injective. Let u be any 
vacuum-like vector of M. Then we define a linear map 4,, from V to M as follows: 
#.(a) = a-1u for any a E V. 
Therefore it suffices to prove that +,, is a V-homomorphism from V to M. For any 
a, b E V, it follows from the associator relation (2.16) and the definition of vacuum-like 
vectors that 
Y(Y(a,zo)b,z,)n 
= Y(a,zo + ~2) Y(b,z,)u + Y(b,z,)( Y(a,z, + ZZ) - Y(a,zz + zo))u 
= Y(a,zo + ~2) Y(b, zz)u. 
Then we have 
&(Y(a,ze)b) = Res,,z;’ Y(Y(a,zo)b,z,)u 
= Res,,z; ’ Y(a,zo + zz) Y(b, zz)u 
= lim Y(a,zo + z2) Y(b,z2)u 
2*+0 
= Y(a,zo)b_Iu 
= Y(G zo) 4,(b). 
That is q5,, is a V-module homomorphism. 0 
Proof of Theorem 3.1. Since (L( - 1)/1, u) = (A, L(l)u) for any A E V’, u E V, a vector 
i in V’ is vacuum-like if and only if %(L(l) V) = 0. Furthermore, if i is homogeneous of 
weight n, then from (2.23) /z is a vacuum-like if and only if A(L(1) Vcn+ 1j) = 0. If 1 is 
a vacuum-like vector of V’, then L(O);1 = oi A = 0. Therefore A is vacuum-like if and 
only if i E Vlo, and A(L(1) VcI,) = 0. For any linear functionalfon (V,,,/L(l) Vcl,)*, we 
may naturally considerfa vector of V’. From the argument above,fis a vacuum-like 
vector of V’. Thus we have a V-homomorphism 4f from V to V’ such that 
4f(a) = a_ 1 ffor any a E V. Furthermore, from (2.19) Remark 2.5 and the proof of 
Proposition 3.4 we have an invariant symmetric bilinear form defined by 
(a, b) = (4/(a), b) for a, b E V. 
It is easy to see that (1, b) =f(b) for b E V. Combining with the argument before 
Theorem 3.1 we have proved that the space of all invariant bilinear forms (automati- 
cally symmetric by Proposition 2.6) on V is isomorphic to (V,,,/L(l) V,,,)*. 0 
290 H.-s. Li/ Journal of Pure and Applied Algebra 96 (1994) 279-297 
Remark 3.5. If we start with any linear functionalfon VcO’ such that L(1) V,,’ E kerf, 
then we can get a symmetric invariant bilinear form (-,-). Since 
f(L( - n)u) = (1, L( - n)u) = (L(n)l, u) = 0 for 0 I II E Z, u E Vc-n’, (3.9) 
we have L( - n) I’_,” G kerf: Thus 
L( - n) Vc-?I’ G L(l) Vo, for 0 I n E Z. (3.10) 
Let V be a vertex operator algebra. It follows from Proposition 2.10 that V@ V’ is 
a vertex operator algebra for any vertex operator algebra V. Furthermore, we have: 
Proposition 3.6. The natural bilinear form on V @ V’ is a nondegenerate symmetric 
invariant bilinear form. In particular, vertex operator algebra V @ V’ is self-dual. 
Proof. Letfbe the linear functional on V 0 V’ defined byf(u + u’) = u’(l) for u E V, 
u’ E V’. Then it is clear thatfis contained in the restricted dual of V 0 V’. Considering 
V @ V’ and (V 0 V’)’ as V-modules, we get 
(L( - l)f)(u + u’) =f(L(l)u + L(l)U’) =f(L(l)u’) 
= (L(l)u’)(l) = u’(L( - 1)l) = 0 
for u E V, u’ E V’. Thus L( - l)f= 0. By Proposition 3.3,fis a vacuum-like vector. By 
Proposition 3.4, we obtain a (V 0 V’)-homomorphism $ from V 0 V’ to (V 0 V’)’ 
defined by $(a) = a_ ‘ffor a E V 0 V’. Then we obtain a symmetric invariant bilinear 
form (-,-) on V 0 V’ defined by 
(a,b) = ($(a),b) = (uPIf; b) for a,bE V@ V’. 
For u, v E V, u’, v’ E V’, we have 
(u + u’, v + u’) 
= ((u + u’)-,Jv + v’) 
= Res,zz’(f, Y(eZL(i’( - z-‘)~(~‘(u + u’),z-‘)(v + u’)) 
= Res,z-‘((Y(ezL”‘( - z~~)~(~‘u,z-~)u’,~) 
+ ( Y(&(i’( - z -2)L(O’u’, z- ‘)v, 1)) 
= Res,z-‘((v’, Y(u,z)l) + (eZ-‘L(ml’ Y(u, - z-l)eZL(l’( - z-~)~(~‘u’,~)) 
= (v’,u) + ReSZz-‘(u’,( _ z-2)L(‘3’ezL(-1’ y(e-z-‘L(l’( _ z2)L(0’v, _ z)l) 
= (v’,u) + Res,z-l(u’,( - z-2)L(o)e-z-‘L(1)( - z~)~(“u). 
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By Frenkel et al’s conjugation formula [4], we have the following: 
( _ z-2)L(0)e-Z-‘L(1)( _ z2)L(0) = &1). Thus 
(u + u’,v + v’) = (v’,u) + Reszz-l(u’,eZL(l)u) = (v’,u) + (u’,v). 
Therefore, the natural bilinear form is symmetric invariant. 0 
4. An analogue of Cartan’s criterion 
In the classical finite-dimensional Lie (resp. associative) algebra theory (character- 
istic 0), we have the Cartan criterion (cf. [7, 91). The main result of this section is an 
analogue of the Cartan criterion for certain classes of vertex operator algebras. 
Let Vir be the Virasoro algebra and g be the subalgebra generated by L(l), L(0) and 
L( - 1). Given a vertex operator algebra V, set 
A” = {v E VI L( - 1)U = O} = V”, 
QP( V) = {v E VI L(l)v = O> (quasi-primary vectors), 
P(V) = {v 6 1/l L(n)v = 0 for 1 < n E Z} (primary vectors). 
Then 
(4.1) 
(4.2) 
(4.3) 
Qf'(V = 0 QP(V,n, where Qf'(f%) = QP(V n Vcn), (4.4) 
n&z 
P(V = CD P(V(“, 
nsil 
where P(V),,, = P(V) n VCn,. (4.5) 
When there is no confusion, we will frequently drop the Vfrom these notions in the 
following. 
Lemma 4.1. For any a E A, b E V, we have 
Y(u, z) = a- 1 (a constant map), (4.6) 
Y@, Zl) ye, z2) = Y(b, z2) Y(a, Zl). (4.7) 
Furthermore, if we dejine ub = Y(u, z)b = a_ 1 b for a, b E A, then A becomes a com- 
mutative associative algebra with identity 1. 
Proof. By the L( - 1)-derivative property, we get: a E A if and only if g Y(u,z) = 0, 
i.e., Y(u,z) = a_,, an endomorphism of I’. Taking ResZO of the Jacobi identity for 
(a, b), we get 
[ Y(u, zl), Y(b, z2)] = 0 for a E A, b E V. (4.8) 
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Replacing (u, u) by (a, b) and applying (2.16) to c, then we get the associativity: 
Y(a,z, + zz)Y(brzdc = Y(Y(a,z,)b,z,)c, (4.9) 
where zi, z2 do not appear in (4.9). 0 
Corollary 4.2. For any vertex operator algebra V, we have A c PO, c QPo,. 
Proof. For any a E A, by Lemma 4.1 we have 
L(n)a=L(n)a_ll=a_lL(n)l=O forO<nEZ. 
Then the inclusions are obvious. 0 
(4.10) 
Lemma 4.3. If V is semisimple, then A is semisimple as a finite-dimensional associative 
algebra. 
Proof. If V is the direct product of vertex operator algebras Vi (i = l,..., k), then A is 
the direct product of A’ (i = 1,. . ., k)becauseL(-l)=L,(-l)+...+L,(-l).Soit 
suffices to prove this lemma for a simple vertex operator algebra V. 
If A is not simple, then there are nonzero elements a, b E A such that a_ 1 b = 0. 
Since Y(a,z) = a_ 1 commutes with all vertex operators by Lemma 4.1, the annihila- 
ting space Ann”(a) = (U E VI Y(a, z)u = 0) o a in V is an ideal containing b. Since V is f 
simple, Ann,,(a) = V. But this is a contradiction since Y(a,z)l = a_ 1 1 = a # 0. 
Therefore A is simple. 0 
Remark 4.4. For any vector u E V, we can prove that the annihilating space 
Ann”(u) = (v E V( Y(u,z)u = 0} 1s an ideal of V by using the rationality and com- 
mutativity. 
In order to get an analogue of the Cartan criterion, we need to find a sort of Killing 
form on V. By Theorem 3.1, this means we need to find an appropriate linear 
functional on VCO, which vanishes on L(1) V,,,. It is clear that the existence of 
non-trivial symmetric invariant bilinear forms on V depends on the structure of V as 
a g-module. For the rest of this paper, we will restrict ourselves to certain classes of 
vertex operator algebras whose structure as g-modules or Vir-module are “good” 
enough. 
Class 1: Consider the vertex operator algebras which can be generated by g from 
quasi-primary vectors. We simply call this the QP-condition for convenience. 
Let us recall a formula from [4] or [7]. For any positive integer k, the following 
formula holds in the universal enveloping algebra U(g): 
L(l)L( - l)k = L( - l)kL(l) + 2kL( - l)k-lL(0) + k(k - l)L( - l)k-‘. (4.11) 
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Proposition 4.5. If I/ satisfies the QP-condition, then I/co, = QPcO, 0 L(1) VC1,. 
Proof. Let S = @ rEO Sk be the symmetric algebra over @L( - 1) with usual grading 
deg L( - 1) = 1. Then from the QP-condition, we have 
V= S.QP= f c S,QP,,, and 
k=O IIEZ 
V(n) = -f SkQPcn-k, for n E Z. (4.12) 
k=O 
Therefore 
Vco, = QP(,, + U - 1) Vcml) and V(I) = QPcI) + 4 - 1) V(O). (4.13) 
By Remark 3.5, L( - 1) Vc_ 1J L L(1) Vcl,, so Vco, = PC,, + L(1) V,,,. By (4.12), any 
u E Vcl, can be written as 
U = ~ L( - l)‘Ui, where Ui E QP(-i+l,. 
i=O 
Since L(l)uo = 0 and L(1) L( - 1) u1 = 2L(O)u, = 0, from formula (4.11), we get 
L(l)U = i L(l)L( - 1)‘Ui E L( - l)vc-lj. (4.14) 
i=l 
Therefore L(1) Vcl, = L( - 1) V,_ 1j. To prove QPcol n L( - 1) Vcp 1j = 0, it suffices to 
prove that 
L(l)u#O foranyO#oEL(-l)VC-l,. (4.15) 
As above, we can write v E L( - 1) Vc_ 1j as 
u = i L( - l)‘~i, where ui E QP(_i),U, # 0. 
i=l 
By formula (4.1 l), we get 
L(l)“u = L(l)“L( - l)“U, = /lU,, 
where A is a nonzero number. Thus L(l)0 # 0. 0 
(4.16) 
(4.17) 
If a VOA V satisfies the QP-condition, we define a special linear functional f on 
V,,, as follows: 
f(u + 0) = trl, (0) x1 for u E QP(,,, v E L(1) V,,,. 
(4.18) 
Then by Theorem 3.1, we have a unique symmetric invariant bilinear form corres- 
ponding tofon V. Denote this specially defined symmetric invariant bilinear form by 
B,(-,-). 
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Remark 4.6. In the classical theories of finite-dimensional Lie algebras and asso- 
ciative algebras, both the Killing form and the trace form kill the “bad” part of the 
algebras, and nondegeneracy of the form characterizes semi-simplicity. This classical 
result motivates us to define B,(-,-). 
Remark 4.7. If V= Vi @ V2 @ ... @ V” is the direct product of n vertex operator 
algebras, then V satisfies the QP-condition if and only if each Vi satisfies the 
QP-condition. If the QP-condition holds, then the bilinear form B,(-,-) on V, 
restricted to Vi, is the bilinear form B,(-,-) on Vi. 
Proposition 4.8. If a simple vertex operator algebra V satisjes the QP-condition, then 
B1 (-, -) is nondegenerate and 
Vcn,=O ij”O>n~Z and VCO,=C1 
Proof. Since Bi(1, 1) = dim V,,, > 0, it is nondegenerate by Remark 2.5. If V has 
negative weights, let m be the smallest one and let u be a nonzero vector of weight m. 
By formula (4.11) we get 
L(l)L( - l)‘_2”u = 0. 
Since 
(4.19) 
Vti-rnj = QPwm, + U - l)V,-m,, 
B,(L( - 1)‘m2”~,L( - l)V;,,) = B,(L(l)L( - l)1-2m~, VCmm,) = 0, 
B,(L( - 1)‘~2”~,QP~l_,,) = B,(L( - 1)~2”~,L(l)QP~l_,~) = 0; 
then B,(L( - l)1-2m~, VCl-m,) = 0. Thus by (2.22), L( - 1)le2”u is in the kernel of 
Bl (-,-). Therefore L( - 1)1-2”~ = 0. Set v = L( - l)-2”u. Then L( - 1)v = 0. By 
Corollary 4.2, v E V,,,. This contradicts the fact that the weight of v is a positive 
integer - m. Thus we have proved that V(,,, = 0 if n < 0. Similarly we can prove that 
L( - 1) V,,, is contained in the kernel of B,(-, -). Thus L( - 1) V,,, = 0. Therefore 
A = VCO,. If A is not one-dimensional, then there is a zero divisor e. Since Y(e, z) = e 1 
commutes with any vertex operator, then the annihilating space Ann,(e) is a nonzero 
ideal of V. Since V is simple, V = Ann,(e). This is a contradiction since 
Y(e,z)l=e_,l=e#O. 0 
Now we give the main theorem: 
Theorem 4.9. If V satisfies the QP-condition, then V is semisimple if and only if the 
symmetric invariant bilinear form B1 (-, -) is nondegenerate. 
Proof. By Remark 4.7 and Proposition 4.8, we only need to prove sufficiency. If 
B,(-,-) is nondegenerate, then from the proof of Proposition 4.8, V does not have 
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negative weights and A = I’,,,. Since the restriction of B,(-,-) to VcO, is exactly the 
trace form of the associative algebra A, A is semisimple [8]. Let 1 = e”’ + 
e(‘) + ... + e”“, where n = dim,4 and &e(j) = dijeti) for i,j = l,...,n. Set 
Vi = {u_ 1 e(‘) 1 u E V} and wi = L( - 2)e(‘) (i = l,...,n). (4.20) 
For any u E V, i,j E { 1,. .., n}, we have 
u = u-,1 = u_,e(” + ... + u_le(“), (4.21) 
and 
eti)U_ 1 e(j) = u_ 1e(i)&) = fiiju_ 1 e(j). (4.22) 
Thus V is the direct sum of the I’/’ (i = 1 ,..., n), as a vector space. For i,j E { l,..., n}, 
i #j, u E Vi, v E l/j, we have 
Bi(u > 0) = Bl(e(‘)u,v) = B,(u,e(‘)v) = 0, (4.23) 
eck) Y(u,z)v = Y(u,z)e’k’v = 0 if k #j, (4.24) 
e(j) Y(u, z) v = e(j’e zL(-l) Y(v, - z)n = ezL(-l) Y(r, - z)&)u = 0. (4.25) 
Thus Y(u, z) v = 0. Therefore, each (Vi, Y, eci), coci)) is a vertex operator algebra and V is 
the direct product of Vci) (i = 1 ,. . ., n). Therefore we only need to prove that V(‘) is 
simple. Let us assume that V is a vertex operator algebra such that the specially 
defined bilinear form Bi(-,-) is nondegenerate, V has no negative weights, and V,,, is 
one-dimensional. We will prove that V is simple. Let I be any proper ideal of V. Then 
I n V,,, = 0. For any u E V, v E I, we have 
B,(u,v) = Res,z-‘B,(l, Y(eZL”‘( - z~~)~(~)u,z-~)v) = 0 (4.26) 
since I n Vco, = 0 and (1, Vcn,) = 0 if n # 0. Thus Z = 0 since B1 (-, -) is nondegenerate. 
Therefore V is simple. 0 
In some references (e.g., [l, 3, 10, ll]), the authors assume that V is completely 
reducible as a Vir-module. Although this is not true in general, it is believed to be true 
for rational vertex operator algebras (see [l l] for the definition). This is exactly our 
motivation for studying the second class of vertex operator algebras. 
Class 2: Consider the vertex operator algebras which are completely reducible as 
Vir-modules. 
Set 
Vir~ = 6 CL( - n). (4.27) 
n=l 
Let U = @,“=, U, be the universal enveloping algebra of Vir - with the usual grading 
degL(-n)=n. 
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Proposition 4.10. If V is completely reducible as a Vir-module, then 
A = PC,, and V(O) = P(O) 0 L(1) V(I). (4.28) 
Proof. By the complete reducibility of V, we have 
v = UP = 0 UP,,, . 
mez 
Then 
(4.29) 
k=O 
for it E Z. 
By Remark 3.5, we get 
@ ukp,-k, c L(l)v(l,. 
k=l 
On the other hand, we have 
L(l) V(1) = 6 Ul) UmP(l -m) 
m=O 
Thus 
= 6 L(l)U,P,,_,, 5 6 U,P,-,,. 
m=2 IF?=1 
L(l) v,,, = 6 ukp(-k,. 
k=l 
Therefore 
(4.30) 
(4.3 1) 
(4.32) 
(4.33) 
v(O) = 6 Uk PC-k, = p(O) @ 6 u,p(-k, = p(O) @ L(1) v(l). (4.34) 
k=O k=l 
It follows from the complete reducibility that PC,, E A. By Corollary 4.2, A c PC,,. 
Hence A = Pto,. q 
If V is completely reducible as a Vir-module, by Theorem 3.1, and Lemma 4.10, the 
space of all symmetric invariant bilinear forms on V is naturally isomorphic to A*. 
Since A is a commutative associative algebra, A* is isomorphic to the space of 
all symmetric associative bilinear forms on A. By Theorem 3.1 there is a unique 
symmetric invariant bilinear form on V corresponding to the trace form of A. We 
denote this bilinear form by B,(-,-). Then we have: 
Theorem 4.11. Zf V is completely reducible as a Vir-module, then V is semisimple ifand 
only if the specially dejined symmetric invariant bilinear form B,(-, -) is nondegenerate. 
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Proof. Similar to the proof of Theorem 4.9, we only need to prove that if B2(-,-) is 
nondegenerate, then V is semisimple. By the proof of Theorem 4.9, it suffices to prove 
that if B2(-,-) is nondegenerate and A = Cl, then V is simple. 
Let I be a proper ideal of V. Then I = @ neE I(,,) where I(“) = I n Z’(,,, for n E Z. Since 
I is completely reducible as a Vir-module, I,,, = A n I @ L(l)i,,, (by the proof of 
Lemma 4.10). Thus I(,, G L( 1) V(,, Therefore B,(l, I) = 0. Since (-,-) is invariant,we 
get B,( V, I) = 0. So I = 0. Hence V is simple. 0 
Remark 4.12. It is conjectured that any simple vertex operator algebra V satisfies the 
conditions: V(,,, = 0 for 0 > n E Z, Vco, = C 1 and V = V’. 
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