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This thesis deals with the propagation of infrasonic waves above irregular bound-
aries using a numerical approach based on the parabolic equation (PE) method.
The first part of the thesis is dedicated to the development of a two-dimensional
parabolic equation (2DPE) method, based on the well-known Beilis-Tappert coordi-
nate shift map. While the original theory was limited to a narrow-angle formulation,
it is here extended to wide-angle propagation by using higher-order Padé series to
approximate the pseudo-differential square-root operator. The equation is numeri-
cally solved using the implicit Crank-Nicolson finite-difference scheme and validated
against both analytical solutions (in the case of propagation above a flat impedance
surface) and a COMSOL Finite-Element model (in the case of propagation above
an irregular Gaussian surface). Simulations show a good agreement between the
analytical models and the 2DPE. The wide-angle formulation allows for a more ac-
curate representation of the pressure field at higher-altitude while maintaining the
accuracy of the original first-order shift map.
A significant part of the thesis is dedicated to the derivation of a novel three-
dimensional parabolic equation (3DPE) that takes into account both irregular bound-
aries and refraction from a layered atmosphere, with an effective sound speed profile.
This development represents a first attempt at applying the PE method to three-
dimensional surface scattering, in the context of atmospheric acoustics. Here, a
coordinate transformation method is used on the Helmholtz equation to express the
problem in a flattened domain, where simplified impedance boundary conditions
can be easily enforced. Realistic propagation problems in infrasonic wave modeling
typically involve large-scale simulations. As a result, the main focus of the proposed
method is the derivation of an efficient numerical scheme, avoiding the inversion of
a large sparse system. This has been achieved by a combination of a small-slope
assumption and the use of an iterative gradient scheme, which involves the com-
putation of tridiagonal matrices only. Another solution, based on the Alternate
Direction Implicit (ADI) and the Split-Step Padé scheme, has also been proposed
to extend the method to wide-angle propagation.
A parametric study has also been proposed to quantify the diffraction of infrasonic
waves by a bivariate Gaussian surface of variable height. The frequency range
considered spans from 0.5 Hz to 10 Hz, for a propagation range of 10 km and
an obstacle size that varies between 0 and 300 m of height. The obstacle scale,
which is simply the ratio of the Gaussian surface height to the wavelength (i.e
h0/λ) is proven to be the governing parameter of the existence of diffractive effects
in the shadow zone, downstream of the obstacle. A comparison with the 2DPE
shows a difference in Sound Pressure Level (SPL) between 3 dB and 10 dB in
the shadow zone. More simulations have been performed to investigate the coupled
effects of irregular boundaries and atmospheric refraction, for linear, logarithmic and
jet atmospheric sound speed profiles. It is shown that in the presence of terrain,
transversal scattering effects become significant, even for smooth profiles and low
frequencies. The parametric study has confirmed the existence of three-dimensional
topographic effects in the higher end of the infrasound spectrum (f > 1 Hz).
In order to check the novel 3DPE solver for a realistic propagation problem, a Wind-
Turbine noise prediction is carried out in a three-dimensional environment. Numer-
ical PE simulations are compared against the experimental pressure data, extracted
from recordings made at the IS50 micro-barometer array, part of the International
Monitoring System (IMS), located in the Ascension Island. Based on the results, it
is highlighted that topography plays an important role in the correct prediction of
the pressure field in a realistic environment, as three-dimensional modeling enabled
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This thesis explores the effect of the earth surface on infrasound propagation in
the atmosphere through the implementation of a novel three-dimensional parabolic
equation method. Low-frequency sound propagation in the atmosphere is compli-
cated due to the presence of inhomogeneous atmosphere and irregular boundaries,
i.e. the earth’s surface. Over the past twenty years significant efforts have been
made to improve our understanding of how atmospheric inhomogeneities affects in-
frasound propagation, and many of these effects have been successfully modeled
using a range of numerical approaches. Less effort, however, has been made in un-
derstanding of the interaction of infrasound with irregular topographies, especially
in three dimensions. This thesis identifies methodologies to fill this numerical mod-
eling gap. As an introduction, this chapter provides some context on infrasound
monitoring and the main motivations behind the proposed study. First, a brief his-
tory of infrasound monitoring up to the modern era and its role in the detection of
nuclear explosions is presented in Sec. 1.1. Then, a brief description of the atmo-
sphere as a propagation medium is provided, with a concise listing of all the issues
that arise in infrasound modeling. An extensive review of all numerical methods for
atmospheric acoustics is given in Sec. 1.2, with a particular focus on applications to
infrasound prediction. Finally, the statement of the problem and the scope of the
thesis are detailed in Sec. 1.3. The main intention of this introduction chapter is to
provide a comprehensive review of the important works carried out on the numeri-
1
1.1. Studying infrasound: scope and challenges Chapter 1
cal modeling of infrasonic waves propagation. The theoretical aspects related to the
papers will be provided in chapters 2 to 4.
1.1 Studying infrasound: scope and challenges
Infrasound is a term used to describe low frequency acoustic waves, usually below
a frequency of 20 Hz and above a frequency of 0.02 Hz [115]. Large scale natural
events, such as earthquakes and volcanoes, are typical sources of infrasound in the
atmosphere [101]. Similarly, nuclear explosions release enough energy to generate
infrasound that can be recorded thousands of kilometers away from the epicenter.
The study of infrasound is a rather recent field in geophysics, and has gained a great
deal of interest after the second world war and during the early era of atmospheric
nuclear weapons testing. A schematic of all four types of nuclear tests (underground,
near-ground, atmospheric and underwater) is given in Fig. 1.1. Scientists started
to examine both experimental and theoretical aspects of infrasound propagation
as early as 1954, harnessing its potential in the detection of atmospheric nuclear
tests [25]. Since 1963 and the ratification of the Limited Test-Ban Treaty (LTBT),
atmospheric nuclear tests have been prohibited, which has driven nuclear powers
to switch to underground nuclear tests, slowly reducing the interest of infrasound
as a detection tool. Some of the research made has contributed to other military
applications, like detection of sonic booms from fighter jets or underwater acoustics.
Since then, the understanding of atmospheric infrasound has been largely improved
by more theoretical results and the development of efficient simulation tools, starting
in the late 70’s and enabled by the increase of computational capabilities.
In 1996, the opening of the Comprehensive Nuclear-Test-Ban Treaty (CTBT), pro-
hibiting all testing of nuclear weapons, renewed the interest of scientists towards
infrasound. Indeed, the CTBT included the recording of infrasound in the atmo-
sphere as part of the verification system, alongside seismic, hydro-acoustic and ra-
dionuclide monitoring. To achieve this, the Comprehensive Nuclear Test-Ban Treaty
Organization (CTBTO) relies on the International Monitoring System (IMS), which
2
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Figure 1.1: Illustration of different nuclear tests. (1): Near-ground atmospheric explosion, (2):
Underground explosion, (3): High-altitude nuclear explosions, (4): Underwater nuclear tests. Cred-
its: Wikimedia Commons.
is composed of 337 recording facilities spread across the globe, 60 of which are infra-
sound stations, spaced by a distance of 2000 km on average [46]. Signals recorded
across the network of infrasound stations are analyzed to determine the origin time
and location of the generation event. The number of infrasound stations have been
progressively increased through a global effort, with the objective of improving the
probability of detection. A map of all the recording facilities of the IMS is shown in
Fig. 1.2. An important issue concurrent to infrasound monitoring is the treatment
of background noise and the correct discrimination of recorded events, which has
been achieved by the design of noise-canceling micro-barographs [6].
Prediction of infrasound signal arrival times and waveform structure is extremely
challenging due to the uncertainties associated with the varying propagation medium
and the wide variety of signal source mechanisms. This raises an important question:
how accurate are the current modeling techniques, knowing the large number of
parameters that influence both the source and propagation medium? While great
progress has been made since the opening of the CTBT for signature, some issues in
infrasound propagation are yet to be understood. We begin by outlining the several
aspects of infrasound propagation in the atmosphere before presenting the scope
and purpose of the thesis.
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Figure 1.2: Geographical location of the 337 recording facilities of the International Monitoring
System (IMS). Credits: Government of Canada.
1.1.1 Sources of Infrasound
Infrasonic waves differ in strength, duration and waveform depending on the source
type. While nuclear explosions do have an clear infrasound signature, they are
not the most common source of infrasound in the atmosphere. Among the possible
natural or man-made sources are earthquakes, tsunamis, meteorites and sonic booms
from supersonic planes [31, 46]. Most importantly, the propagation distance varies
greatly as a function of the typical wavelength. Infrasonic waves with a frequency
close to 10 Hz are on the higher end of the infrasound spectrum, and will propagate
over a distance of a few kilometers before being attenuated, while those with lower
frequencies, i.e. 0.01 Hz < f < 0.1 Hz, can propagate over larger distances and even
circle around the earth [219]. A brief summary of the common infrasound sources
is provided in Table 1.1, where we also specify the frequency range, amplitude and
maximum propagation distance associated with each one. In the case of nuclear
explosions, the resulting sound source can be accurately described as a localized
impulse of short duration and high acoustic intensity. Typically, both atmospheric
and underground nuclear explosions occur “close” to the ground, i.e. at an altitude
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or depth that is small in comparison with the propagation distance.
Source Frequency (Hz) Max. Amplitude (Pa) Max. distance (km)
Artificial events
Nuclear explosion
Underground 1− 20 ∼ 1 ∼ 1000
Atmospheric 0.002− 20 > 20 > 20000
Chemical explosion 0.05− 20 ∼ 10 > 5000
Mine firing 0.05− 20 ∼ 10 > 5000
Supersonic jet 0.3− 20 ∼ 10 ∼ 5000
Space shuttle 0.01− 20 ∼ 5 ∼ 5000
Natural events
Earthquakes 0.005− 20 ∼ 4 ≥ 10000
Meteorite 0.01− 20 > 10 > 20000
Volcanic eruption 0.002− 20 > 20 > 20000
Tornado 0.5− 20 ∼ 0.5 ∼ 300
Thunder 0.5− 20 ∼ 0.5 ∼ 300
Table 1.1: A brief summary of observed infrasound sources in the atmosphere and their properties.
The data is extracted from Christie and Campus [46].
Underground tests can also generate infrasound in the atmosphere, although the
amplitudes recorded are less significant and therefore more difficult to identify than
for atmospheric explosions. The infrasonic waves from underground explosions are
generated by the oscillation of the near-ground features under the effect of seismic
waves propagating from the source location. In this case, signals must be inter-
preted using a seismo-acoustic model, which includes an explicit description of the
ground medium [10, 183]. Two notable examples of infrasound recorded from an
underground nuclear explosion are the 2016 North Korean tests, which took place
on the 6th of January and 9th of September [154]. Strong signals were recorded
at regional seismo-acoustic arrays in South Korea, but the number of recordings
was strongly influenced by the stratospheric wind conditions. In the specific case of
the modern nuclear tests carried out in North Korea, the infrasound stations IS30
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and IS45, located in Japan and East Russia, respectively, have been able to record
infrasound arrivals between 2009 and 2016 [13, 109].
The analysis of infrasound associated with a particular event recorded by the IMS
is achieved through a combination of data inversion and forward modeling. The
source properties are generally unknown but can be derived from recorded signals
[84]. The physical values of interest are the azimuth, phase velocity, correlation
and signal-to-noise ratio (SNR), which are estimated by using inversion algorithms
like the Bayesian Infrasonic Source Localization (BISL) [34, 138] or the progressive
multichannel correlation technique (PMCC) [42]. The accuracy of data inversion
depends on the number of infrasound arrivals detected and the uncertainty of the
atmospheric medium. In some cases, the exact source properties are deducted by
experimental recordings, which is referred to as the ground-truth events [91, 140].
These type of sources are of great importance in infrasound monitoring as they allow
a clear validation of infrasound modeling tools [159]. A review of available analytical
and numerical methods for the forward modeling of atmospheric infrasound will be
provided in Sec. 1.2.
1.1.2 Basic structure of the atmosphere
In this section, we provide a general description of the earth atmosphere as a prop-
agation medium. The earth atmosphere can be divided into a succession of layers
up to an altitude of 140 km in most standard models, which are, from the lowest
to the highest: (i) the Troposphere (below 30 km), (ii) the Stratosphere (between
30 km and 60 km), (iii) the Mesosphere (between 60 km and 100 km) and (iv) the
Thermosphere (above 100 km) [79], as seen in Fig. 1.3. Theoretically, the atmo-
sphere extends up to an altitude of 500 km, beyond which the atmospheric density
becomes negligible. The stratification of gas in the atmosphere plays a major role in
the propagation of infrasound, it has an effect on both the wave-field direction and
amplitude. The typical earth atmosphere is composed of 78.1% of Nitrogen (N2),
20.1% of Oxygen (O2) and less than 1% of Argon (Ar). Up to a 100km of altitude,
the balance of elements is constant, which implies an average molar masse of air
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close to Mair ≈ 28.96 kg ·mol−1. Many databases, built on both empirical observa-
tions and theoretical models, provide a time dependent description of atmospheric
parameters such as composition, density, temperature or pressure as a function of
altitude [221]. Among the most popular atmospheric models is the European Center
for Medium Range Weather Forecasting (ECMWF) Infrasound propagation and the
Ground-to-Space (G2S) database. A more generic description of the atmospheric
temperature as a function of altitude is known as the U.S. Standard Atmosphere
[188], but it does not account for regional variations of the atmospheric composition
or time-dependent temperature fluctuations.
Figure 1.3: Structure of the atmosphere and atmospheric temperature variation as a function of
altitude, between 0 km and 700 km.
1.1.3 Infrasound propagation
The behavior of infrasonic waves in the atmosphere is governed by large scale atmo-
spheric structures, such as the stratification of gas, and small scale localized inho-
mogeneities, such as turbulence and wind jets. It is also influenced by the ground
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Figure 1.4: Schematic of the environmental parameters impacting infrasound propagation. λ0
is the wavelength. The scales δw and δg represent the size of the atmospheric inhomogeneities
and the topographic obstacles, respectively. Information about the ground material and surface
properties is contained in the surface impedance Zs. The ground material can be considered to be
layered (extended reacting model) or semi-infinite (locally reacting model).
boundary, which can be geometrically irregular due to topographic obstacles, sur-
face material type or roughness. A summary of all physical effects on infrasound
are given in Fig. 1.4. The propagation of infrasound over long distances is en-
hanced by the existence of atmospheric waveguides resulting from the variation of
the sound speed with altitude. The most substantial group of atmospheric effects
can be grouped under the term of refraction, which describes the “slow” variation
of the wave direction according to the Snell principle [38]. Smaller effects include
diffraction, which arise from discontinuities in the medium mean state, and tunneling
effects due to the presence of sharp variations in the atmospheric properties, such as
wind jets. Finally, air friction mechanisms can cause atmospheric absorption, which
is a dissipative effect that reduces the wave amplitude with distance [197].
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1.2 Current state-of-the-art in infrasound model-
ing
In this section, we present the current state-of-the-art in numerical modeling of
acoustic waves in the atmosphere. Many methods used in infrasound modeling are
related to past and contemporary approaches used in Underwater Acoustics, Optics
and Electromagnetic propagation. Realistic infrasound propagation involve several
environmental parameters (medium inhomogeneity, topography) that are beyond
the remit of analytical solutions. This has encouraged the development of various
numerical methods to account for an increasing amount of physical effects. Early
contributions (in the 60’s and 70’s) focused on simplified models for infrasound prop-
agation, such as parabolic equations or normal modes, but the rapid improvement
in computational power has shifted the focus of infrasound modeling towards more
practical considerations, such as fast solvers and higher-order models. The current
simulation tools can be split into several families of methods, which are namely
normal modes (NM), boundary integral/element methods (BIM/BEM), ray tracing
(RT), parabolic equations (PE) and direct time-domain methods. A brief summary
and a literature review for each type of method is provided below.
1.2.1 Normal Modes (NM)
Analytical methods for infrasound propagation are available only in some cases,
where the pressure field is given explicitly as a function of the medium parameters.
Among the first analytical methods developed for long range sound propagation
are the normal modes, which seeks a solution by expressing the pressure field as
a superposition of modal contributions. Each mode shape is a height-dependent
function that is fully determined by an eigenvalue problem, where each eigenvalue
corresponds to a wavenumber in altitude [100]. The number of terms in the ex-
pansion physically represents the number of propagating modes in the atmospheric
waveguide. Normal modes and associated methods are very accurate when dealing
with a refracting atmosphere, and it has been used extensively to model the tro-
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pospheric ducting of infrasound [215, 213, 214]. Other works have also considered
propagation over a complex impedance plane for specific effective sound speed pro-
files [166], establishing an important equivalence between normal modes and ray
tracing solutions. Normal mode solutions have also been developed for propagation
above curved surfaces [29, 177], but no generic result is available for scattering by
arbitrarily shaped and irregular boundaries.
Improvements on the original normal mode formulation have been achieved by
Bertin et al. [30], who developed a reduced-order model by using a wavelet ex-
pansion of atmospheric variations. This allows one to simplify the computation of
the pressure field by only considering the most critical eigenvalues (modes). This
approach was later used to model propagation over irregular topography, including
the effect of ground-induced disturbances on the effective sound speed profile [77].
Other contributions have investigated the applicability of normal mode methods for
propagation in three-dimensional varying waveguides [100]. Specifically, Luo and
Schmidt [130] have derived a normal mode solution for propagation above a three-
dimensional conical seamount, in the context of underwater acoustics. The normal
mode solution requires the computation of mode shapes in altitude and, in the case
of a three-dimensional environment, along the azimuthal/transversal direction as
well (which is referred to as azimuthal refraction). The normal mode is, there-
fore, rather inefficient in terms of implementation, and its use for three-dimensional
atmospheric propagation above irregular boundaries is limited.
1.2.2 Boundary methods (BEM)
Another notable class of numerical methods for wave scattering by irregular surfaces
can be grouped under the name of “boundary” methods. This approach differs from
other methods in acoustics by its expression of the solution field using the Helmholtz-
Kirchhoff integral [45]. The pressure field is first determined at the surface by
enforcing a boundary condition and an initial condition (i.e. incident field). Then,
the solution over the whole domain is calculated as a sum of all scattered fields
generated by every boundary point. Extensive research has been carried out over
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the past decades and applied to problems in Optics, Electromagnetics and Acoustics
[65, 64, 190]. Similarly, it is possible to discretize the Helmholtz-Kirchhoff integral
using Finite-Elements (FE) at the boundary, which leads to the Boundary Element
Method (BEM). In the context of atmospheric acoustics, the main advantage of
BEM over regular FEM is that there is no need to mesh the entire propagation
domain, which can lead to drastic improvement in memory requirements. However,
boundary methods involve the derivation of the Green function of the problem at
hand [99, ?]. The Green function for acoustic scattering is known in free-field, but
not for a general inhomogeneous atmosphere [167]. In 3D, the computation of the
Green function largely dominates the total computation time, which makes BEM
impractical for large-scale problems.
A common approach to compensate for the limitations of BEM is to couple it with
another method for sound propagation, such as the Normal Modes or Parabolic
Equations. A rather old but well acknowledged work is the Meteo-BEM method
introduced by Premat et al. [162], who coupled BEM with normal modes in order
to model sound propagation in an inhomogeneous atmosphere over a rigid sound
barrier. A significant advantage of this method is that it proposes a general frame-
work for coupling the BEM with any numerical method. Another study [161], from
the same author, used the same approach to develop a hybrid method, relying on
both the BEM and the very efficient Green Function Parabolic Equation (GFPE).
This method, called Meteo-BEM, was proven to be accurate and efficient, taking
advantage of both the BEM and a more efficient propagation tool. However, it only
allowed propagation over generic obstacles (arcs, slopes, barriers, ...) and extend-
ing the method to realistic topography seems beyond the capabilities of the model.
While the diffracted part is correctly estimated, computational issues become criti-
cal in 3D, constraining boundary formulations to propagation at short ranges only.
Therefore, boundary methods have not attracted much interest as a method for
infrasound propagation in the atmosphere, which usually involves computations up
to thousands of wavelengths.
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1.2.3 Geometrical methods (Ray Tracing, GTD)
Ray tracing (RT) usually refers to all method that address wave propagation from
a geometrical perspective rather than through a continuum mechanics formulation
of fundamental acoustics. In this case, the wave is modeled by considering the
trajectory of a wavefront normal (or ray), which is subject to the Snell law when
traveling through a medium of varying refractive index n. The trajectories are
determined by solving an Eikonal equation, and the pressure field is deduced by
solving a transport equation involving the computation of a Jacobian matrix. An
early ray tracing solver for atmospheric acoustics is known under the name HARPA
[102] and was capable of modeling propagation over irregular topography. A more
recent solver called GeoAc has been developed by Blom et al. [35] at the Los Alamos
National Laboratory (LANL). The GeoAc solver includes both two-dimensional and
three-dimensional propagation in an inhomogeneous atmosphere, and is considered
as the standard ray tracing tool for infrasound modeling. Recently, GeoAc has
been included in NCPAprop, a software package from the University of Mississippi’s
NCPA (National Center for Physical Acoustics) [128, 216]. Although ray tracing
methods are computationally advantageous, their validity is limited to large scale
variation of the refractive index and cannot accurately model diffraction effects from
small scale inhomogeneities. Furthermore, including irregular surfaces in ray tracing
algorithms poses a large number of challenges both in terms of the implementation
of boundary conditions and physical accuracy in shadow zones.
While ray tracing involves the computation of individual ray paths, the geometri-
cal theory of diffraction (GTD) [157] provides a more physical description of the
wave field. An early contribution to the use of the GTD in the context of atmo-
spheric acoustics is due to Rasmussen [164], who provided an analytical solution for
propagation over a perfectly reflecting wedge. Later, Salomons [179] compared the
GTD to the Parabolic Equation (PE), the Boundary Element Method (BEM) and
experimental data for propagation over a variety of noise barriers, including ground
impedance discontinuities. It was shown that the GTD performs well in most cases,
except at low frequencies. Another contribution was made by Robertson [168], who
used the GTD as a benchmark for the validation of the Parabolic Equation (PE).
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Since the GTD relies on an analytical description of the diffracted field, it is not
possible to use it as a simulation tool for realistic topography.
1.2.4 Finite-Difference Time Domain (FDTD)
While most numerical methods used in infrasound modeling rely on a physical ap-
proximation, it is also possible to model wave propagation from a Fluid Mechanics
perspective by solving the Navier-Stokes equation [132]. In a three-dimensional
propagation space, the time-dependent pressure fluctuation is a function of four
dimensions (i.e. spatial variables (x, y, z) and time t), which can lead to a very
large linear system. The propagation distances in infrasound propagation would
make any standard aero-acoustics solver too slow, so the Navier-Stokes equation is
solved using fast Finite-Difference Time-Domain (FDTD) schemes [60, 61, 146]. The
main advantage of such a direct modeling is that all non-linear effects are enabled,
leading to high-fidelity models of infrasound propagation in inhomogeneous me-
dia. More recently, significant improvements have been achieved thanks to parallel
computing, leading to highly accurate three-dimensional solvers. Notably, Sabatini
et al. [173, 172] have developed a GPU-accelerated code for the unsteady three-
dimensional Navier-Stokes equation.
Hybrid models relying on FDTD have also attracted a lot of attention, especially
FDTD-PE coupled models [204], allowing for both an accurate near-field descrip-
tion of the acoustic source and efficient computation of the scattered field over long
distances. An interesting study has been carried out by Cotte et al. [56], who
used a FDTD-PE method to compute sound propagation from a wind turbine. This
approach seems more reasonable than complete direct modeling but raises an impor-
tant problem, namely the conversion of the time-domain solution to a frequency-
domain starter, particularly for three-dimensional propagation. The FDTD has
become increasingly popular for infrasound propagation in the atmosphere, includ-
ing for the modeling of topographic effects. Among the significant contributions
made in this perspective, Heimann [93] applied a curvilinear coordinate transfor-
mation on the FDTD equations and compared it to the “natural” inclusion of the
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terrain profile. More recently, Dragna and Blanc-Benon [73, 71] have developed a
FDTD method, based on Linearized Euler Equations (LEE) and optimized finite-
differences, and validated against outdoors experiments [?]. Finally, time-domain
impedance boundary conditions have been derived by Dragna et al. [72] in order to
account for physical causality in the FDTD numerical scheme, which is not possi-
ble with frequency-domain methods such as the Parabolic Equation of the Normal
Modes.
1.2.5 Parabolic Equations (PE)
One of the oldest and most popular simulation techniques for long-range infrasound
is the so-called Parabolic Equation (PE) method [118]. The PE method consists
of applying a paraxial approximation to the Helmholtz equation, which leads to a
simplified solution that is accurate only within a small angle around a preferred
direction of propagation. This method has been originally derived for Underwater
Acoustics [117, 116, 184, 199] before being used in Atmospheric Acoustics [217, 177].
Parabolic equations can be solved using marching schemes and are very efficient for
predictions at long ranges and within the atmospheric boundary layer. In order to
overcome the angle limitation of the PE and enable propagation at higher altitudes,
higher-order paraxial approximations have been introduced by considering Padé
expansions of the square-root operator [50, 131, 143]. Wide-angle models have
lead to the development of more accurate forms of the PE, taking into account
atmospheric velocity and turbulence [32, 59, 146] while standard models, e.g. the
original PE derived by Tappert [199], were constrained to the effective sound speed
approximation.
The PE method has also been adapted to wave scattering by irregular boundaries.
One of the first attempts at modeling the effects of rough boundaries with the PE was
made by Beilis and Tappert [26] in the context of Electromagnetic wave propagation,
who proposed a coordinate transformation to express the PE in a flattened numeri-
cal domain, where the solution can be computed efficiently. This method is referred
to as the Beilis-Tappert Parabolic Equation (BTPE). The Beilis-Tappert coordi-
14
1.2. Current state-of-the-art in infrasound modeling Chapter 1
nate transformation has been extensively used to model propagation over wedges,
hills and realistic terrains [121]. The most attractive feature of the BTPE is that
range-dependence is included in a phase shift at every marching step [68, 95, 152]. In
atmospheric acoustics, Sack and West [174] used the Beilis-Tappert coordinate trans-
formation to derive the Generalized-Terrain Parabolic Equation (GTPE), which in-
cluded a novel a wide-angle formulation. The GTPE has become a reference for
low frequency sound propagation over irregular boundaries, but included an impor-
tant limitation, namely it does not take into account atmospheric inhomogeneities.
Another important contribution is the Rotated Parabolic Equation, developed by
Collins [53], who proposed to model propagation as a succession of titled, flat nu-
merical domains. Another method, known as the Polar-PE and derived by Parakkal
et al. [153], relied on the modeling of irregular boundaries as a continuous succes-
sion of circles, using a conformal mapping formulation from Aero-Acoustics. The
Polar-PE was proven to be accurate but the conformal mapping used limits its ap-
plicability to smooth profiles. More recently, Parakkal et al. [152] have proposed
an improved version of the BTPE, with inclusion of simplified boundary conditions,
but was limited to narrow-angle propagation.
Another major focus of the PE research has been the extension of the original the-
ory to three-dimensional propagation in cylindrical and Cartesian coordinates. The
driving argument behind the development of three-dimensional parabolic equations
(3DPE) has been the existence of significant transversal effects that were not ac-
counted for by the two-dimensional parabolic equations (2DPE). Indeed, the 2DPE
assumes the propagation domain to be axisymmetric, which is not true in the case of
realistic three-dimensional environments. The phenomenon of out-of-plane scatter-
ing is known as horizontal refraction [202], and was first investigated in Underwater
Acoustics. An early 3DPE was derived by Lee et al. [116], who used a wide-angle
expansion of the square-root operator with an Alternate Direction Implicit (ADI)
numerical scheme. This method has been further generalized into the Split-Step
Padé (SSP) method [192, 193, 126], based on finite-differences, and the Split-Step
Fourier (SSF) method [127], based on Fourier Transforms. Both the SSP and the
SSF numerical schemes have been popular as they allow to solve each direction sep-
arately, reducing the computational costs. Another approach has been adopted by
Cheng et al. [44], who did not make use of direction splitting and solved a large
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sparse system instead. It was pointed out that this approach requires very high
computational resources, and that an iterative solver, like the Generalized Minimal
Residual Method (GMRES) [170], must be used.
More recently, in October 2019, a series of contributions to the three-dimensional
parabolic equation (3DPE) was published in the Journal of the Acoustical Society
of America (JASA). One of the most recent developments in this field is that of Lin
et al. [125], who developed a wide-angle boundary-fitted 3DPE using non-uniform
Galerkin finite-differences. This method allows for an accurate treatment of irregular
boundaries but have only been applied to pressure-release interfaces. In atmospheric
acoustics, the earth surface is usually modeled as an impedance boundary condition,
which involves a directional derivative. As a result, boundary-fitted grids would
require an interpolation at every boundary point, which makes the implementation
of the PE method more challenging for arbitrarily shaped boundaries. However, this
highlights the interest of the research community in the development of an efficient
3DPE that take into account scattering by irregular boundaries. The technical and
theoretical aspects of the PE method will be detailed in chapters 3 and 4.
1.3 Statement of the problem
Numerical simulations play a crucial role in the modeling of ground-truth events, and
many efforts have been dedicated to the application of existing models to realistic
infrasound problems. The literature review provided in Sec. 1.2 demonstrates that
every numerical method has its own limitations and no standard model can allow a
full description of propagation effects in a complex environment without trade-offs.
The current common approach consist of implementations that combine different
prediction tools to perform a forward infrasound modeling. Typically, parabolic
equations and ray tracing simulations are overlaid to provide a dual geometrical
and physical interpretation of infrasound arrivals [159]. While simulations have suc-
cessfully matched experimental observations, an important modeling issue remains:
numerical methods are subject to several medium uncertainties, such as temperature
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variation, wind conditions and ground effects. Meteorological effects on infrasound
propagation are well understood, but little effort has been made towards a proper
study of infrasound interaction with the earth surface. Therefore, this thesis aims at
studying the effects of realistic ground conditions on infrasound propagation. The
proposed study will attempt to fill the following gaps in the current literature,
I Issue 1: Quantify the effects of irregular boundaries on grazing infrasound
propagation. What are the physical phenomena involved and which parame-
ters are the key contributors to three-dimensional propagation effects?
I Issue 2: Derive an efficient three-dimensional parabolic equation (3DPE)
that takes into account both atmospheric refraction and topographic effects
for irregular boundaries.
I Issue 3: Determine to what extent are topographic effects relevant in realistic
infrasound propagation in a complex three-dimensional environment.
1.3.1 Research hypotheses
The effects of topography on infrasound are theoretically described by the theory of
acoustic diffraction [157]. Several scattering mechanisms are involved, depending on
the type and size of the obstacle (trees, hills, mountains, etc.) in comparison with
the wavelength λ0. It is possible to classify topographic obstacles into three general
scales, depending on the ratio δg/λ0, where δg is the obstacle size (height or width)
and λ0 the wavelength. As such, any realistic topography can be described by a
superposition of: (i) boundary roughness (δg/λ0  1), (ii) diffractive obstacles and
sound barriers (δg/λ0 ' 1) and (iii) long-range variations (δg/λ0  1). However,
the importance of these effects in practice has long been unknown or not clearly
identified. As a result, the literature on the subject is very scarce, since it is assumed
that topography has a limited influence on low-frequency sound.
Recent studies of infrasound propagation [134, 107] have led researchers to reexamine
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this assumption, speculating on the existence of significant topographic effects in
some situations. Kim and Lees [108, 107] performed FDTD simulations of volcanic
infrasound and showed that topography plays a crucial role on local infrasound
propagation (i.e for ranges of a few kilometers), as terrain barriers close to the source
cause strong anisotropic effects. Such effects have been associated with discrepancies
in infrasound observations by McKenna et al. [134], who proved that terrain leads
to an underestimation of the waveform amplitude. Generally, the literature suggest
that the local maxima (or minima) of the terrain elevation is the key factor in
anticipating the effect of topography. In order to address the issue of topographic
effects, it is necessary to establish a clear framework for the proposed study. From
the existing literature, it is reasonable to assume that:
I Hypothesis 1: At infrasonic frequencies of interest (0.1 < f < 10 Hz), all
scales of the earth surface can be reasonably described by a smooth and con-
tinuous surface. This is justified by the fact that obstacles that are negligible
in size compared to the wavelength can be ignored.
I Hypothesis 2: The ground is assumed to be made of a porous material
which acoustic properties are fully contained in the surface impedance Zs.
The ground can be either semi-infinite (i.e. locally reacting) or layered (i.e.
extended reacting).
I Hypothesis 3: Interaction of low-frequency acoustic waves with topography
can be divided into two main mechanisms: (i) grazing-angle scattering be-
tween the direct wave and the terrain obstacle, (ii) ground-bounce scattering
of tropospheric and stratospheric infrasound arrivals.
I Hypothesis 4: As suggested by the literature, terrain interacts with infra-
sound locally, and is of relevance only when the source, or the receiver, are
close to topographic obstacles. Therefore, only regionals distances (i.e less
than 100 km) are considered in this thesis.
I Hypothesis 5: The earth curvature is generally negligible, with little to no
effect on the wave amplitude, except when considering very high altitudes, in
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which case it leads to a difference of a few seconds in arrival time estimations
for a propagation distance of 1000 km [66]. This is verified geometrically by
comparing the absolute distance d with the arc-length d′ between two points
on earth (source A and receiver B). By definition,
d =R0 sin θ0,
d′=R0θ0,
where R0 = 6371 km is the earth radius and θ0 is the sector angle between A
and B. According to Hypothesis 4, local infrasonic propagation occurs over
distances less than d′ = 100 km, which leads to θ0 = 100/6371 ≈ 0.015 and
sin θ0 ≈ 0.0149. Therefore, d′ ≈ d and the earth sphericity is locally negligible.
I Hypothesis 6: The atmosphere is assumed to be layered and modeled by
the effective sound speed approximation (ESSA) [87]. The physical quantities
of interest for the modeling of the atmosphere are the adiabatic sound speed
c0 (which is deduced from the temperature T ) , the wind flow v0 and the
atmospheric density ρ0. All of these quantities depend on the altitude z only.
Unlike atmospheric parameters, topographic data are not subject to uncertainties
and can be easily extracted from satellite imagery. One of the most common gridded
databases for global topography is the ETOPO1 model, which was developed in 2008
by the National Oceanic and Atmospheric Administration (NOAA) [8], with a scale
of 3 arc-seconds in latitude and longitude. This leads to a grid resolution of about 90
meters, which is an accurate format for infrasound applications. Another notable
dataset has been created by the NASA Shuttle Radar Topography Mission [78],
which has a 1 arc-second sampling (i.e. 30 meters grid resolution) and is the highest
open-source resolution model available for global topography. The main challenge
behind modeling infrasound above irregular terrain is less related to data variability
and more to the capabilities of the numerical method used.
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1.3.2 Proposed methodology
In this thesis, we will focus on the Parabolic Equation (PE) and its suitability
for modeling propagation over three-dimensional irregular boundaries. The choice
for this method over the others is motivated by a number of reasons. Firstly, the
Parabolic Equation method is well suited for low-frequency propagation over long
distances. The theory is well documented and the number of successful results over
the past decades [118] provide enough confidence in the PE as a prediction tool.
Moreover, the Parabolic Equation method is versatile and can be easily implemented
to solve large three-dimensional problems without reaching prohibitive calculation
times. Finally, it is the only numerical method that has been extensively applied
to propagation over irregular terrains in two-dimensions, and most technical details
related to numerical implementation are available in the literature, namely boundary
conditions [117, 40], wide-angle capability [59], terrain mapping [153, 152], three-
dimensional schemes [232, 192]. The main purpose of the thesis will be devoted to
the extension of the existing theory to accommodate three-dimensional terrain. The
main objectives of the thesis can be summarized as:
I Objective 1: Propose and validate a novel and efficient Parabolic Equation
(PE) method to model propagation over irregular three-dimensional bound-
aries in a refractive atmosphere.
I Objective 2: Demonstrate the existence of three-dimensional propagation
effects quantify the scattered field through a parametric study for a range of
irregular surfaces
I Objective 3: Apply three-dimensional modeling to a realistic infrasound
modeling problem and compare numerical results against experimental mea-
surements.
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1.3.3 Thesis structure
The remainder of the thesis is structured as follows: Chapter 2 will contain the
basic theory of linear acoustics and propagation in a refractive medium, in partic-
ular, retrieving the wave equation for a layered atmosphere with variable density.
In Chapter 3, the parabolic equation in two-dimensions is derived. Additionally,
a minor contribution to the existing theory is made by coupling the wide-angle
finite-difference solution of the Beilis-Tappert Parabolic Equation (BTPE) with
first-order terrain terms. In Chapter 4, the Beilis-Tappert transform is extended
to the three-dimensional PE with two numerical schemes based on finite-differences.
We implement and validate a narrow-angle version of the three-dimensional BTPE
and lay the ground for a wide-angle solution based on the well known Split-Step
Padé approach. In Chapter 5, the PE solver will be used to model propagation in
homogeneous and inhomogeneous atmospheres, over a generic irregular boundary
defined by a Gaussian hill. In, Chapter 6 will present a realistic case of infrasound
propagation in a mountainous region, with comparisons between PE modeling and
amplitude ratios derived from IMS data. Finally, conclusions and suggestions for
future work will be given in Chapter 7.
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Wave propagation in a layered
media
A study of infrasound propagation in the atmosphere requires the use of an ap-
propriate form of the wave equation, including medium inhomogeneities as well as
realistic boundary conditions. The development of a wave equation that takes into
account all effects influencing propagation remains an open problem. As a result,
the best approach has been to derive the wave equation with a reasonable amount of
assumptions, tailored to the problem at hand. For example, a common hypothesis is
that the atmosphere can be treated as a layered medium, meaning that all its state
variables, such as temperature, density or pressure, vary in altitude only, allowing
us to remove range-dependence. In other scenarios, the atmosphere can be modeled
as a moving or turbulent medium, increasing the level of complexity of the model
for a more accurate physical representation. However, the choice of the model must
be motivated by the real features of the atmosphere as a propagation medium and
their importance in the intended study.
In the present thesis, the atmosphere is assumed to be layered and the motion
of the atmosphere (wind flows) is incorporated in the wave equation through the
effective sound speed approximation. The general theory of sound propagation in
the atmosphere will be presented in Sec. 2.1, with the purpose of obtaining an
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appropriate form of the wave equation for a layered effective medium. The specific
issues related to the interaction of sound with the earth surface are given in Sec.
2.2. Finally, the definition of sound sources and physical quantities of interest are
given in Sec. 2.3.
2.1 Theory of sound propagation
2.1.1 Linear acoustics equations
In this subsection, we present one of the several possible derivations of the standard
wave equation in a compressible fluid, as explained in numerous references such as
Dowling and Ffowcs-Williams [70] or Pierce [157]. We constrain ourselves, in the
rest of the present thesis, to linear acoustics while pointing out that for some specific
sound mechanisms, such as explosions or very loud shockwaves, non-linear terms are
large and a more complete theory (non-linear acoustics) should be selected. Sound
as a physical mechanism can be represented as a local pressure fluctuation that
travels in a fluid, which generates corresponding velocity and density fluctuations.
The fundamental assumption behind linear acoustics is that the pressure fluctuation
caused by sound waves are small in comparison with the mean pressure of the
medium. This allows to write the total pressure P , density % and velocity u of the
fluid, at a location x and time t, as
P (x, t)=p0(x, t) + p(x, t), (2.1a)
%(x, t) =ρ0(x, t) + ρ(x, t), (2.1b)
u(x, t) =v0(x, t) + v(x, t), (2.1c)
where p0, ρ0 and v0 are the mean pressure, density and velocity of the fluid medium,
respectively, and p, ρ and v are the pressure, density and velocity fluctuations asso-
ciated with the sound wave. The expressions in Eq. (2.1) can be seen as a first-order
expansion, such that the acoustic variables are an order of magnitude lower than the
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mean variables. It is possible to derive the equations of linear acoustics by starting
from the fundamental equations of fluid mechanics, which are the conservation of
mass and conservation of momentum, respectively written as
∂%
∂t
+∇ · (%u) = 0, (2.2a)
∂u
∂t
+ u · ∇u + 1
%
∇P = 0. (2.2b)
Equations (2.2a) and (2.2b) are obtained by considering an infinitesimal volume of
fluid subject to a pressure gradient. The details of the derivations can be found in
fluid or continuum mechanics reference books [89]. Furthermore, sound propagation
is an adiabatic process, and the atmosphere, mostly composed of air, is a perfect gas,
so the state variables P and % are linked by the Laplace law of thermodynamics
P = C%γ, (2.3)
where γ = 1.4 for air and C is a constant. Equation (2.3) suggests that the am-
plitude of fluctuations in sound propagation are small enough to generate no heat
flow. When subjected to a density fluctuation from a traveling sound wave, the total
pressure P can be expressed using the first-order Taylor expansion,






Hence, using Eq. (2.1), we identify the last term in Eq. (2.4) as the acoustic pres-












and using the law of perfect gases, we have
P = ρRT, (2.6)
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where R is the universal gas constant and T is the temperature. Using Eq. (2.6) to
replace P in Eq. (2.5), the following equation is obtained
p = c2ρ, (2.7)
where c =
√
γRT is the sound speed. The relation in Eq. (2.7) accounts for the
thermodynamic properties of sound propagation in air. Next, the wave equation
is derived by combining the fundamental equations of linear acoustics given in Eq.
(2.2a) (conservation of mass) and Eq. (2.2b) (conservation of momentum) with the
constitutive model of the medium given in Eq. (2.7). In order to derive the wave
equation, the expressions of P , u and % in Eq. (2.1) are inserted in Eq. (2.2a) and
Eq. (2.2b) which, after neglecting the time and space derivatives of the zeroth-order
mean variables p0, ρ0 and v0, leads to the following first-order equations
Dρ
Dt





∇p = 0, (2.8b)
where ∇v is a tensor and D/Dt is the Lagrangian derivative of the medium, i.e. the
rate of change expressed locally for a moving fluid element. Since the atmosphere





+ v0 · ∇. (2.9)
The Lagrangian derivative inherits the linearity properties of Eulerian time deriva-
tives and can be used without loss of generality. Taking the Lagrangian derivative







and, using the equation of momentum conservation in Eq. (2.8b) to express the
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Finally, Eq. (2.7) is used to express the density fluctuation ρ in Eq. (2.11). This













This form of the wave equation is one of the most general possible, although some
other formulations have been developed to include a turbulent field [158]. For a
medium at rest, i.e. for v0 = 0, the Lagrangian derivative D/Dt in Eq. (2.9) re-
duces to the Eulerian derivative ∂/∂t. Furthermore, assuming the medium to be







where ∆ = ∇2 is the scalar Laplacian operator. Equation (2.13) is known as the
homogeneous wave equation and describes sound radiation in free-field, i.e in the
absence of a source term or medium inhomogeneities.
The right-hand side of Eq. (2.13) can be defined according to the type of sound
source. A monopole source emitting from a location xs is mathematically rep-
resented as a term of the form S0(t)δ(x − xs), where S0 is the time-dependent
amplitude and δ the Dirac function. Other formulations specific to certain applica-
tions will use different types of sources, like the Lighthill tensor in Aero-acoustics
[123, 139].
In the general case, it is possible to factor the pressure field p and separate the
spatial variable x from the time variable t. For a monochromatic harmonic, time-
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dependence is contained in a factor e−iωt, and the pressure fluctuation p is given by
p(x, t) = Re{pc(x, ω)e−iωt}, (2.14)
where ω = 2πf is the angular frequency of the wave and pc is the complex pressure
amplitude. Equation (2.14) implies that the pressure field has an oscillatory behav-
ior with respect to time and the wave-field can be entirely solved in the frequency
domain. Substituting Eq. (2.14) into the homogeneous wave equation, given by Eq.









+ k2pc = 0. (2.15)
where k = ω/c is the wavenumber. After solving Eq. (2.15) for pc, the real pressure
fluctuation p is obtained by using Eq. (2.14). The sound speed c can be generalized
to situations where the atmosphere is not isothermal, while still maintaining the adi-
abatic property of sound propagation. Realistic atmospheres are usually described
by a variation of temperature with altitude, which leads to equivalent disturbances
in the medium velocity, pressure and density. Starting from the previous definition








γRT0 is the isothermal sound speed and T0 = 283 K is the standard
isothermal atmosphere temperature. The perfect gas law states that variations in
temperature implies concurrent variations in mean atmospheric density ρ0 and pres-
sure p0. For an isothermal atmosphere at T = T0, we have ρ0 = 1.29 kg3 ·m−1.
2.1.2 The effective sound speed approximation
In this section, we will present a common approximation of the wave equation in
a moving medium that was derived in Eq. (2.12). For many applications, the
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homogeneous Helmholtz equation, given by Eq. (2.15), provides a sufficiently ac-
curate model. But, in atmospheric acoustics, medium inhomogeneities can become
substantial and affect the sound propagation over large distances. Using a general
model, such as Eq. (2.12), can pose a large number of challenges when deriving a
numerical solution. A simplification can be reached by assuming the medium to be
at rest (independent of time) and layered, i.e. spatially varying along the altitude z
only. In this case, the total pressure, density and sound velocity fields given in Eq.
(2.1) can be written as
P (x)=p0(z) + p(x), (2.17a)
%(x) =ρ0(z) + ρ(x), (2.17b)
u(x) =v0(z) + v(x), (2.17c)
where v0 = (v0,h, 0)T = v0(z)(cos θw, sin θw, 0)T is the medium velocity and v0,h is
the horizontal wind velocity, i.e. the projection of v0 in the (x, y) plane. After
replacing p by the complex pressure pc using Eq. (2.14), the inhomogeneous wave
equation Eq. (2.12) becomes
1
c2










where ∆h is the Laplacian operator in the horizontal plane (x, y). The purpose
of the effective sound speed approximation is to simplify the term v0,h · ∇h in Eq.
(2.18), which can be achieved by considering a plane wave behavior in the horizontal







p̃c(kh, z, ω)eikh·xdkh, (2.19)
where kh = (kx, ky)T is the horizontal wave-vector and x is the receiver location.
The wave-vector kh gives the propagation direction of the plane wave solution, so
for a wave of angular frequency ω, it can be written as kh = (ω/c(z))νh, where νh
is the unit vector giving the propagation direction in the (x, y) plane and c(z) is the
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adiabatic sound speed. Substituting Eq. (2.19) in v0,h · ∇h, leads to the following
equation for p̃c in the wavenumber domain,
v0,h · ∇hpc =
ωv0(z)
c(z) (e0 · νh)p̃c. (2.20)
where e0 is the direction of the horizontal wind v0,h. After inspecting Eq. (2.20),
it appears that the effective sound speed approximation has modified the refractive
term k2 to an effective quantity, as
k2eff =






where M = v0/c is the Mach number and ceff is the effective sound speed, defined
as ceff(z) = v0(z) + c(z). Using Eq. (2.21) to replace the first term in Eq. (2.18), we
obtain a common version of the wave equation used in Atmospheric and Underwater
Acoustics [100, 38] that includes both density variation in altitude and atmospheric










+ ∆hpc + k2eff(z)pc = 0. (2.22)
Therefore, the effective sound speed approximation made in Eq. (2.21) accounts
for the atmospheric stratification by the means of an effective wavenumber, and the
final wave equation derived in Eq. (2.22) can be seen as a modified version of the
homogeneous Helmholtz equation given by Eq. (2.15). Physically, atmospheric re-
fraction is described as the change of the acoustic velocity field v due to a variation
of c. By including the medium velocity terms v0 into the sound speed, the approxi-
mation made in Eq. (2.21) has converted the convective terms into refractive terms,
resulting in a much simpler form of the wave equation.
A further investigation of the effective sound speed approximation and its limita-
tions can be achieved through a geometrical acoustics approach. From Eq. (2.17c),
we see that the total velocity can be written as the sum of the sound velocity v and
the mean medium velocity v0. For a specific sound ray traveling along a direction
29
2.1. Theory of sound propagation Chapter 2
described by a unit vector ν, the acoustic velocity can be written as v = c(z)ν,
where c(z) is the adiabatic sound speed defined in Eq. (2.16). Therefore, the total
velocity field is
u(z) = v0(z)e0 + c(z)ν, (2.23)
where v0(z) = ||v0(z)|| is the medium mean velocity and e0 is the unit vector in
the direction of v0(z). This is achieved by assuming that the medium moves in the
same direction as the wave is propagating, i.e. e0 ' ν, so the total wavefront speed
is approximately ||u(x)|| ' v0(z) + c(z), which provides a justification for the form
of ceff introduced in Eq. (2.21). This assumption is valid as long as transversal
winds are negligible, which is an important limitation that can lead to an error in
the interference locations at long range and shifted infrasound arrivals [87].
In practice, the atmosphere wind profile v0 depends largely on atmospheric con-
ditions as well as the boundary properties, which has been extensively studied in
the literature [223, 200]. For low altitude problems, a popular expression for the
effective sound speed is the logarithmic profile






where b = vf/kv, with vf the friction speed and kv the Von Karman constant asso-
ciated with the boundary material, and z0 is the height of the material roughness.
The Von Karman kv constant is universal, its experimental values range from 0.36 to
0.44, with a generic value of 0.40 in the fluid mechanics literature [182]. The phys-
ical meaning of kv remains uncertain, as it is a mathematical constant that arise
from fitting flow measurements with the logarithmic law in Eq. (2.24). It accounts
for the turbulent behavior of the flow at the vicinity of the wall. The height z0 can
be changed according to the type of boundary, e.g. z0 ≈ 1 m for propagation over
plain land, and z0 ≈ 10−3 m above sea. The effective sound speed profile defined in
Eq. (2.24) is valid only in the atmospheric boundary layer (i.e. for 0 < z < 10 km),
where realistic wind conditions are reasonably well approximated by a logarithmic
profile [177].
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2.2 Interaction of sound with the ground
Prior research has proven that the ground has a very important effect on outdoor
sound propagation, even at low frequencies . In most cases, the ground is modeled
as an absorbing porous material, and the surface between the ground and the atmo-
sphere is represented by an impedance plane, with a normalized surface impedance
Zs [15, 177]. This surface impedance accounts for a medium discontinuity, in such a
way that when sound interacts with the earth surface, one part of the wave is trans-
mitted to the ground while another is reflected back into the atmosphere, following
the Huygens-Fresnel principle [157]. The reflected wave is composed of specular and
diffuse reflections, whose amplitude depends on the value of the surface impedance
Zs. The specular reflection component describes the part of the wave that “bounces”
off the impedance surface, and contains a major part of the energy. The diffuse re-
flection component involves small amplitude reflections occurring in all directions,
arising from the microstructure of the impedance plane and is relevant at high fre-
quencies (in comparison with the roughness size).














Figure 2.1: Propagation over a flat ground surface of impedance Zs, from a source located at
xs and a receiver located at x, in a uniform atmospheric flow v0 in the direction +x. The red
dot represents the only reflection point between the source and the receiver, the angle ϕ is the
elevation angle and θi the angle of incidence with the ground surface.
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In this section, the analytical solution of a wave propagating above a flat impedance
surface is presented. When a wave interacts with an obstacle of any sort, the pressure
field is scattered following several mechanisms. All these effects can be accounted
for by the generation of a scattered pressure field ps, which is superposed to the
incident (direct) wave pi to create a total complex pressure pc = pi + ps. When the
boundary is flat, ps = pr, where pr is the reflected wave, obtained using the method
of image sources [28, 177], in which the reflected field is equal to the field emitted
by an image source located below the surface. Fig. 2.1 provides a schematic of a
point source located close to an impedance surface, at a location xs, emitting sound
towards a receiver located at x. For a monopole source located at xs = (xs, ys, zs)
and radiating a spherical wave above a plane located at z = 0, the reflected field is
equal to a wave radiated by an image source at x′s = (xs, ys,−zs). Hence, the total










where S0 is the amplitude, Ri = |xs−x| is the distance between the source and the
receiver, Rr = |x′s−x| is the distance between the image source and the receiver and
Q(ϕ) is the spherical reflection coefficient, which depends on the propagation angle
ϕ. The complex pressure pc in Eq. (2.25) is solution of the homogeneous Helmholtz
equation given in Eq. (2.15). The spherical reflection coefficient is given by
Q(ϕ) = Rp(ϕ) + (1−Rp(ϕ))F (w), (2.26)





and w, χ and F are given by [28]
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where kg is the wavenumber in the ground material and erfc is the complex error
function. When the ground is perfectly reflecting, we have Zs =∞, which leads to
Q = 1. Small scale irregularities of the ground surface are usually accounted for by
setting an appropriate model of the ground material. Usually, the ground material
is defined as a porous medium, which is entirely defined by the surface impedance
Zs in Eqs. (2.27) and (2.28b). The most common models for the impedance of
porous materials are the Zwikker-Kosten model [234] and the empirical Delany-
Bazley model [63]. More recently, extensive research on the characterization of
the effect of rough surfaces on grazing acoustic waves has been carried out by At-
tenborough [15, 18, 198]. The standard approach consists of deriving an effective
impedance Z∗ that includes roughness corrections. This method has allowed the
derivation of corrected reflection coefficients for outdoor sound propagation in dif-
ferent types of geographical conditions: forests, deserts, grasslands, oceans [177].
Equation (2.25) has been extended to take into account the ground effects with
varying impedance [28], but does not hold for cases when the ground surface is not
flat.
Finally, we introduce a generalization of Eq. (2.25) for the case of a uniform medium
flow. The solution given by Eq. (2.25) relies on the existence of a Green function
for the homogeneous Helmholtz equation derived in Eq. (2.15). However, the Green
function of a general propagation problem in an inhomogeneous medium is not ex-
plicitly known, so the method of images cannot be used for a layered atmosphere
with an arbitrary sound speed profile c(z). One of the only exceptions is when the
atmosphere is subjected to a constant uniform wind profile v0 in the propagation
direction x. In this case the three-dimensional Green function is given by [167]
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where M = v0/c0 is the Mach number, β2 = 1 −M2 is a constant and the (con-
vected) distance R̃i of the direct wave between the source and the receiver (and the
associated reflected wave distance R̃r) is given by
R̃i=
√
(x− xs)2 + β2((y − ys)2 + (z − z2s))−M(x− xs), (2.30a)
R̃r=
√
(x− xs)2 + β2((y − ys)2 + (z + z2s))−M(x− xs). (2.30b)
The convected Green function in Eq. (2.29) is very common in Aero-acoustics, where
it is used to calculate the scattering of aerodynamic sound from irregular shapes in
presence of a uniform fluid flow (e.g. in a wind tunnel). In the case of radiation over
an impedance surface, the method of images can be used again, and the complex











where S0 is the source strength, Q(ϕ) is identical to the reflection coefficient given
by Eq. (2.26) and the convected distances R̃i and R̃r are given by Eq. (2.30a) and
Eq. (2.30b), respectively. In Chapters 3 and 4, the analytical solution given by
Eq. (2.25) will be used to validate the Crank-Nicolson Parabolic Equation codes in
2D and 3D for propagation in a homogeneous atmosphere, above a flat impedance
surface.
2.2.2 Diffraction by irregular terrain and barriers
In this section, the phenomenon of acoustic diffraction is investigated and the expres-
sion of pressure for propagation over an idealized wedge is presented. The idealized
wedge obstacle, illustrated in Fig. 2.2, has been of interest in underwater acoustics
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Figure 2.2: Diffraction of sound by a wedge. The zone (I) is subject to direct and reflected waves,
zone (II) is dominated by direct waves and zone (III) is the shadow zone, which is below the line
of sight.
and outdoor sound propagation since it is one of the few cases for which an ana-
lytical solution, based on the geometrical theory of diffraction (GTD), is available
[164, 168]. It is known, from the theory of diffraction [157], that the pressure field
at any receiving point in space is expressed a sum of a geometrical pressure pg,0 and
a diffracted pressure pdiff , i.e pc = pg,0 + pdiff . The geometrical part pg,0 of the wave
stems from the direct wave and reflections on boundaries, while the diffracted part
is generated by corners and wedges (see Fig. 2.2). As a result, the total pressure is
written as
pc = pi + pr + pdiff , (2.32)
where pi is the incident pressure, pr the reflected pressure and pdiff the diffracted
pressure. The expression of pr can be deduced using the method of images, as in Sec.
2.2.1, which can be generalized to tilted flat boundaries. However, the diffracted
















, 1, ϕ1 + ϕ0
))
, (2.33)
where k0 = ω/c0 is the wavenumber, r0 is the distance between the source and the
wedge, r1 is the distance between the wedge and the receiver, and R = r0 + r1 is the
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total travelled distance. The angle ϕ0 (ϕ1) is the angle between the exposed face
of the wedge and the incident (diffracted) ray, as shown in Fig. 2.2. The quantity
V is defined by V (A,B, ϕ) = V +(A,B, ϕ) + V −(A,B, ϕ), where A, B are dummy
variables and V ± are given by [164]











where ν = 2− β/π. The function F in Eq. (2.34a) is the Fresnel integral [164], and




x). The function X± in Eq. (2.34a)
is defined as






where A is, again, a dummy variable, and N± are the Fresnel numbers associated
with the rigid wedge,
N+ =




− 1 , ϕ < β − π,
0 , β − π ≥ ϕ ≤ 3π − β,
0 , ϕ > 3π − β
(2.37)
A more general understanding of sound scattering can be reached by considering an
incident plane wave pi = Aeik·x hitting an arbitrary rigid boundary. Hence, we have
∂p/∂n = 0 as a boundary condition, which allows us to establish a relation for the
scattered field,
∇ps · n = −i(k · n)Aeik·x. (2.38)
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It leads to the interesting equivalency, established by Pierce [157], that reduces scat-
tering from a body as the field generated by the same body but with a vibrating
outer interface. Physically, Eq. (2.38) means that the obstacle acts like another
source, which can be decomposed into a series of terms if we approximate the expo-
nential to a certain order ns, which leads to





The first term in the right-hand side of Eq. (2.39) represents a monopole source
while the second term is a dipole source, etc. In the two-dimensional case, if we
consider an incident plane wave with a wavevector defined as k = k0(cosϕ, sinϕ)
and assume a grazing angle ϕ 1 in the far-field, we have sinϕ ≈ ϕ and cosϕ ≈ 1.
Then, Eq. (2.39) becomes







However, the expansion in Eq. (2.40) is valid only within the limitations of Rayleigh
Scattering, for which the wavelength is large in front of the obstacle size. When we
are dealing with propagation above an irregular surface, Eq. (2.40) provide an in-
sight into the effect of a small irregularity on an incident wave. This approach has
been used by Collins [48] to derive “rough” boundary conditions in the 3DPE. In-
deed, a simple derivation based on Eq. (2.40) allows us to write the plane reflection






which can be readily implemented in any numerical or analytical method involving
the use of a reflection coefficient.
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Figure 2.3: Analogy between propagation above a convex curved surface of radius R0 in a
homogeneous atmosphere of sound speed c0 (left), and propagation above a flat surface in an
upward refractive atmosphere with an exponential sound speed profile c(z) = c0e−z/R0 (right).
The dashed arrows show the trajectory of creeping waves within a layer of thickness l and the light
blue regions denote the shadow zone. The red dots are the diffraction points.
2.2.3 Curved surfaces and creeping waves
Another class of geometrical obstacles that have been extensively investigated are
curved surfaces, mainly for validation purposes. In the context of atmospheric acous-
tics, propagation over both concave and convex boundaries had been first studied in
1959 by Seckler and Keller [180, 181]. A schematic of the scattering by a circular,
convex surface is given in Fig. 2.3. Later, an important result was obtained by
Berry and Daigle [29] and Wang and Li [212], who established an analogy between
propagation over curved surfaces and propagation over a flat surface with an expo-

















where R0 is the curved surface radius, with σ = −1 for a convex surface and σ = +1
for a concave surface. This result is also known as the “exponential analogy” and
has been validated against scaled experiments in a laboratory environment [29, 212].
The analytical solution for the linear profile Eq. (2.42), which is valid for a small
altitude z, is based on the so-called Von der Pol-Bremmer diffraction formula [80].
However, when σ = −1, the analytical solution fails in the shadow zone, where
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the pressure field has to be evaluated by the means of residue series [157]. The
shadow zone is the area located downstream of the curved surface and below the
line of sight, where no ray can reach and the pressure field is purely diffracted. For
a source located at a perpendicular distance zs above the curved surface, the points





where r is the distance along the surface, as seen in Fig. 2.3. Following Pierce [157],
the pressure field above a convex curved surface, in the curved coordinate system,
can be expressed as
pc(r, z) = S0
eik0r
r
V (r, z), (2.43)
where S0 is the monopole source strength and the quantity V is the diffraction in-
tegral expressed as a residue series, as





eiτnξAi((τn − zs/lc)e2iπ/3)Ai((τn − z/lc)e2iπ/3)
(τn − q2)(Ai(τne2iπ/3))2
, (2.44)
where Ai is the Airy function [1] and τn are the zeros of the functional equation
Ai′(τn) − qAi(τn). The values τn are related to the propagating modes kn by τn =












where Zs is the ground surface impedance, ρ0 is the air density and c0 is the isother-
mal sound speed.
Another key aspect of propagation above a curved surface is that it is an ideal
scenario for the analysis of creeping waves in the shadow zone. Creeping waves do
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not stem from the sound source itself but from a secondary source, located at the
diffraction point, which is the intersection between the surface and the line of sight.
Creeping waves travel along the curved surface, following an ordinary ray path,
and are contained within a layer of thickness lc = (R0/2k20)1/3. Specifically, pressure
decay of the diffracted field in the shadow zone is proportional to e−αr/
√
r where α is
an absorption coefficient. The residue series solution, given by Eq. (2.44), has been
used by Attenborough et al. [17] as a benchmark to validate the Crank-Nicolson
Parabolic Equation (CNPE) and the Green Function Parabolic Equation (GFPE)
[177]. Following the same procedure, the formula given by Eq. (2.44) will be used
in Chapter 3 to validate a 2D finite-difference Parabolic Equation for propagation
in a refracting atmosphere.
2.2.4 Impedance ground condition
We begin by assuming a flat bottom surface located at z = 0 separating the atmo-
sphere form the ground. According to Snell’s law, when an incident wave reaches
the interface between the ground and the atmosphere at an angle θi, part of the
wave will be reflected back with an angle θr while the other will be transmitted to
the ground, with an angle θt. The key parameter governing the amplitude of the
reflected and transmitted waves is the ground characteristic impedance ζg, which
can be understood as the resistance of the ground medium to the propagation of
sound. It is defined by the ratio of pressure to the particle velocity and depends on








where vc = ||vc|| is the norm of the sound velocity. In the case of air, it is simply
given by ζ0 = ρ0c0 = 427 kg ·m−2 · s−1 [177]. This value will be used as a reference
for a new variable, the normalized impedance the ground medium Zg, which is de-
fined as the ratio of the characteristic impedance of the ground to the characteristic
impedance of air, hence
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In order to set a boundary condition, it is necessary to evaluate impedance at the
surface z = 0. Hence, we are interested in the value of Zg at the limit z −→ 0,










A useful simplification for calculating Zs is to assume that the ground is locally re-
acting, meaning that the sound interacts with the surface along the normal direction
only. In that case, we have vc ' vn, where vn = vc · n is the normal component of
velocity. However, for a porous material, such an approximation is not always true
and a full plane wave analysis is required. Following a lengthy derivation, Salomons
(2001) [177] gives the following relationship between Zg and Zs,
Zs =
Zg√
1− (k0/kg) sin2 θi
, (2.49)
where θi is the angle between the incident wave and the normal to the surface and
kg is the wavenumber in the ground material. For a locally reacting surface, the
wave propagates normally to the surface, i.e. θi = 0, and, consequently, Zg = Zs
and angle dependence is removed. The case θi = π/2 represents a grazing wave, for
which Zs −→ ∞. The dependance on the angle of incidence is an important limi-
tation that can be overcome by assuming |k/kg|  1, which holds for most realistic
cases, giving Zs = Zg. Following a simple plane wave analysis as in Salomons [177],
the locally reacting assumption introduced above raises θt = 0 and θi = θr = θ, i.e.
the incident and reflected angles are equal. This gives a reflection coefficient
R = Zs cos θ − 1
Zs cos θ + 1
. (2.50)
If the incident wave is normal to the ground, it reduces to R = (Zs − 1)/(Zs + 1).
Above the ground surface, the total field is then ψ = ψi + ψr = ψi + Rψi. If the
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surface is perfectly reflecting (rigid boundary condition), then R = 1 with no angle
dependance.
A review of numerous outdoor ground impedance models is given by Attenborough
(1985) [15], which usually assume the ground to be a rigid-framed porous material.
Among the many models available, there is the one proposed by Zwikker and Kosten
[234]. The Zwikker-Kosten model provides an analytical expression for the ground
impedance and wavenumber Zg and kg from the equations of wave propagation in
a porous media. The key parameter to be considered are the ground porosity Ωg,
the sound speed cg, the density of the ground material ρg and the medium the flow











where ω is the natural angular frequency qc = cs/Ωg + iσg/(ρgω0). The constant cs
is experimentally obtained and has a value ranging from 3 to 7 in most practical
cases. The real and imaginary parts of Zs as a function of the incident angle θi are
plotted in Fig. 2.4 for the values cg = 1500 m · s−1, ρg = 1.5 kg ·m−3 and a flow
resistivity σg = 200 × 103 Pa. From inspecting Fig. 2.4, it appears that the real
part of the surface impedance, <(Zs), peaks for θi ≈ 45◦ and lower frequencies (i.e.
f < 0.01 Hz). The imaginary part =(Zs) shows a similar behavior, which suggests
that the absolute norm of the impedance is higher for lower-frequencies. At higher
frequencies, the angle of incidence θi have significantly less influence on the value
of the surface impedance Zs. Once the surface impedance Zs is determined, the
amplitude of the reflected wave (or reflection coefficient) can be estimated using Eq.
(2.50).
For a stratified heterogeneous ground, composed of Nl layers of thickness dj and
normalized impedances Zj = (Z0 = 1 is for the atmosphere), the surface impedance
Zs will contain information about the thicknesses and physical properties of the sub-
sequent layer. The theory of sound propagation in a multilayered medium can be
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found in Brekhovskikh and Godin (1990) [39], where the following recursive formula
is obtained for the impedance of the j-th interface between layer j and j + 1,
Ẑ(n) = Zn
(
Zn−1 − iZn tanφj
Zn − iZn−1 tanφj
)
, (2.52)
where φj = djcj cos θj where θj is the incident angle inside the layer (j). It is im-
portant to note that there is a major difference between seismic waves and acoustic
waves transmitted from atmospheric sources to the ground medium. While seismic
waves travel in the ground material (i.e in the solid part of the ground), sound
can only travel in the air contained in the ground pores and usually penetrates the
ground on a few centimeters only. In practice, there are only a few cases in which
a multilayered must be considered, like snow or grass. In that case, the ground is
modeled as a porous layer sitting on a hard bed and the surface impedance Zs in





1− (k0/kg) sin θi)
, (2.53)
where dg is the porous layer thickness. After inspecting Eq. (2.53), it appears
that Z∗s → ∞, meaning that the surface becomes rigid, as the upper porous layer
thickness decreases (dg → 0). On the other hand, some porous grounds (grass,
forests, crops) can be qualified as ground roughness, which is described as a randomly
varying surface of an RMS height δg  λ0. The effects of such grounds can be taken
into account via the so-called boss model [18, 37], which provides alternative values
for the effective surface impedance Z∗s .
2.3 Sound generation and loudness
In this section, we discuss the mechanisms through which low frequency sound is
generated and introduce several essential concepts for the quantification of sound
propagation in the atmosphere. Sound generation can be the result of many phys-
ical processes, such as vibrating bodies, combustion (thermo-acoustics), turbulence
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Figure 2.4: Spectrum of the real and imaginary parts of the surface impedance Zs in function
of the incident angle θi for a porous ground defined by the Zwikker-Kosten model with cg =
1500 m · s−1, ρg = 1.5 kg ·m−3
(aero-acoustics) or non-linear processes like impacts and shockwaves. These pro-
cesses correspond to forcing terms in the otherwise homogeneous wave equation,
Eq. (2.13), so energy is radiated from the source region and the medium goes back
to equilibrium. We now consider an arbitrary source term q(x, t), located in at xs





= q(x, t). (2.54)
Unlike Eq. (2.13), the solution of Eq. (2.54) is unique, and using the properties of




q(x′, t)δ(x− x′)dx′. (2.55)
Equation (2.55) establishes an equivalency between any source and a vibrating body,
which is a continuous set of monopole sources at locations x′ on ∂V , the exterior
surface enclosing the region V . An important property of the homogeneous wave in
Eq. (2.13), is that its solution depends on the radial distance r = |x− x′| only and
can be written in the form f(t− r/c)/r [70], which has a singularity at r = 0. This
leads to the following result,
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= 4πq(x′, t)δ(x′ − x). (2.56)
Integrating both sides over the whole volume V and using Eq. (2.55) to replace the










′ = q(x, t). (2.57)
In most applications, we are often interested in the far-field solution, i.e. |k0x|  1,
which satisfies the radiation condition at infinity. It is possible to show that every
fundamental source solution p, satisfying Eq. (2.54), will have an asymptotic be-










Substituting Eq. (2.57) into the original wave equation in Eq. (2.54) yields the
general solution of the homogeneous wave equation in free field,
p(x, t) ∼ 14π|x|
∫∫∫
V
q(x′, t− r/c)dx′. (2.59)
For a monopole source, the function q is given by S0(t)δ(x − xs), where S0 is the
source strength as a function of time. As a result, the pressure field radiated by a





With no loss of generality, we consider a broadband source emitting a set of N
frequencies ωn = 2πfn. The source amplitude function S0 can then be written as a
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where S0,n are the modal amplitudes, which corresponds to the discrete counterpart


















where kn = ωn/c is the wavenumber associated with the n-th frequency and pc,n the






In the case of a monochromatic wave (single frequency), we simply have N = 1 in
Eq. (2.61) and pc = pc,0 and the wave contains only the fundamental frequency
ω0. Real-world examples of monopole sources are rare and large-scale events, like
explosions and other infrasound sources, are some of the closest illustrations of the
theoretical monopole. While loud noises generate large pressure disturbances, sound
fluctuations are usually very small compared to atmospheric pressure p0, and are
typically of the order of 10−5 Pa. As a result, wave propagation cannot be well
understood, unless compared to a given reference of sound amplitude. In order to
quantify sound perception, it is then necessary to introduce a better measure than
the pressure p, which is achieved by the sound pressure level (SPL), defined from p as






where prms is the root-mean square (RMS) or average pressure fluctuation and pref
the reference pressure, which may be taken as a fixed value or as equal to the SPL at
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a given reference point xref . The average pressure prms is calculated from the pres-
sure fluctuation by prms = |p|/
√
2 and the reference pressure pref is usually taken as
the threshold of hearing, which is 20 µPa. The Sound Pressure Level (SPL) Lp in
Eq. (2.63) is given in decibels (dB) and quantifies the “loudness” of the sound field,
as perceived by the human ear. In other scenarios, especially involving loud sound
sources, it is more convenient to define the sound amplitude relative to a reference
point, in which case we rather refer to Lp as the Relative Sound Pressure Level
(RSPL). In order to differentiate the SPL from the RSPL, we name the latter as L̂p
and we define it as
L̂p(x) = Lp(x)− Lp(xref). (2.64)
The RSPL defined in Eq. (2.64) will be used in the future chapters. The RSPL is
also referred to as the Transmission Loss (TL) in the literature, since it accounts for
the decay of sound between a point (usually close to the source), and the far-field.
The acoustic intensity vector is defined as I(t,x) = p(t,x)v(t,x) and the acoustic




I(t,x) · ndΣ, (2.65)
where Σ is an arbitrary surface enclosing the source and n is the normal to the
surface Σ at an elementary point x. Inserting Eq. (2.62) into Eq. (2.65), we obtain
the average sound intensity level for the n-th harmonic of the source Īn = W̄n/4πr2,
where r = |x− xs| is the radial distance between the source and receiver and W̄n is
the average sound power. From the definition of the acoustic intensity, we can write
Īn = prms/ρc, which leads to W̄n = 2πS0,n/ρc. Adding the effect of absorption on
sound propagation, the relative sound pressure level in Eq. (2.64) can be written as





− 10 log10(4πr2)− αr, (2.66)
where α is the absorption coefficient and Wref is the power at the reference location.
The first term in Eq. (2.66) represents the sound pressure level amplitude, the
second term accounts for the geometrical spreading and the last term for atmospheric
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absorption due to fluid viscosity. Changing the source amplitude S0,n will simply
shift the sound pressure level by a constant value without affecting the pressure decay
with distance. An important feature of Eq. (2.66) is that the asymptotic spreading
of a monopole source defined by Eq. (2.60) is frequency-independent.
2.4 Conclusions
In this chapter, we have exposed the general theory of sound propagation in the
atmosphere and made a review of the propagation effects of importance in the
appropriate derivation of an efficient simulation tools for acoustic scattering by
irregular surfaces. The wave equation derived in Eq. (2.22) is restricted to the
effective atmosphere approximation for a layered medium and variation of density
as a function of altitude. This form of wave equation is very common in infrasound
propagation and atmospheric acoustics, it has been used as the starting point of
many parabolic equation derivations [177, 118]. Other notable formulations of the
wave equation that have been developed for long range sound propagation include
a full description of the medium velocity v0 in Eq. (2.12) and a turbulence field,
leading to an accurate description for a moving inhomogeneous media [87, 145] in
two dimensions. In the present thesis, Eq. (2.22) will be used to derive a three-




Equation (2DPE) for propagation
over irregular boundaries
In the previous Chapter, the general theory of wave propagation in a layered medium
was presented. In this respect, a wave equation for an effective atmosphere was de-
rived and several analytical solutions, for propagation above the ground surface,
were reviewed. In this Chapter, the theoretical foundations of the parabolic equa-
tion (PE) method in two-dimensional space will be presented, with the objective of
modeling infrasound propagation above irregular boundaries.
The Parabolic Equation (PE) is an accurate method for wave propagation which
relies on a small-angle approximation. The method is well-adapted to physical
problems where propagation is expected to occur within a small aperture around
a preferred direction. The main advantage of the PE lies in the reduction of the
elliptic Helmholtz equation to a parabolic equation, which can be easily solved
numerically. Its efficiency has made it a method of choice in many research areas
focusing on long range wave phenomena, such as Underwater Acoustics (UA) [199]
or Electromagnetic (EM) propagation, before being later applied to Atmospheric
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Acoustics (AA) and Infrasound Monitoring. Over the past decades, the PE has
been extensively studied and improved to cover an increasing number of realistic
propagation problems [118]. Numerous studies have highlighted the flexibility of
the PE and its advantages over other methods, such as ray tracing and Boundary
Elements (BEM). In particular, the PE is able to accommodate a large number of
atmospheric parameters, like refraction, density variation, mean sound speed and
turbulence. Several numerical schemes have been derived in order to solve the
PE, namely the Split-Step Fourier [199], Finite-Differences [220], Green functions
[85, 176] and Finite-Elements [86].
Early developments [199] have only considered propagation above a flat surface with
variable impedance, but were followed by several successful attempts at generalizing
the PE to irregular boundaries and interfaces [117, 174]. The term “irregular” refers
to any boundary that is not flat, but within the constraints of continuity implied by
Hypothesis 1 in Sec. 1.3.1. The simplest method consists of dividing any irregular
boundary as a succession of range-independent regions, where the ground surface
is flat. This approach is also referred to as the “staircase” approximation and was
implemented in two-dimensional ocean acoustics by Collins [49] and earlier works.
A more accurate treatment of irregular boundaries and interfaces involves the use
of a sloping impedance boundary condition [117, 40], which overcomes the energy
conservation issues in the staircase approximation, as highlighted by Porter et al.
[160]. Indeed, for a staircase approximation, the PE does not account for back-
scattering from vertical interfaces. This issue can be overlooked for slowly varying
boundary if the numerical step size is smaller than λ/30 [62].
Another category of methods for irregular boundaries in the PE is based on terrain-
following coordinate transforms, aimed at rewriting the PE in a flat numerical do-
main where the boundary conditions are simplified. Notable methods developed in
this perspective are the rotated parabolic equation [53] and the Generalized-Terrain
Parabolic Equation (GTPE) [174]. A more recent method has been developed by
Parakkal et al. [152], who has used the so-called Beilis-Tappert Parabolic equation
(BTPE) [26] and derived an equivalent impedance boundary condition.
This Chapter deals with the derivation of a two-dimensional parabolic equation
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(2DPE) for propagation above iiregular boundaries. In Sec. 3.1, the theory of the
two-dimensional PE will be presented for an effective stratified atmosphere. Next,
the Generalized Terrain Parabolic Equation (GTPE) and Beilis-Tappert Parabolic
Equation (BTPE) will be presented in Sec.3.2. In particular, the BTPE will be
extended to wide-angle while retaining first-order terrain terms. In Sec. 3.3, a
Crank-Nicolson finite-difference scheme of the BTPE is derived. Finally, in Sec. 3.4,
the BTPE code is validated against frequency-domain Finite Element simulations
carried out using COMSOL Multiphysics.
3.1 Paraxial approximation of the Helmholtz equa-
tion
The prior research in this area has shown that the PE is an accurate method for
the modeling of sound propagation in complex environments with both atmospheric
and topographic parameters. The PE theory dates back to 1977, when Tappert
[199] investigated the possibility to transform the reduced Helmholtz equation to
a parabolic form. The general idea was to propose a model for propagation in a
shallow water environment, where most of the energy is propagated in one geomet-
rical direction in space. In this section, the mathematical foundations of the PE will
be presented for a propagation in free field. The concept of wide-angle capability
will also be discussed as it is a crucial parameter in the development of an accurate
solution in presence of terrain.
3.1.1 Parabolic equations in a stratified media
The two-dimensional PE can be derived from the frequency-domain Helmholtz equa-
tion, Eq. (2.15), in a stratified atmosphere with an effective sound speed. In a three-
dimensional Cylindrical coordinate system r = (r, θ, z), the Helmholtz equation can
be written as
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pc(r) = 0, (3.1)
where keff(z) = ω/ceff(z) is the wavenumber, ω = 2πf is the angular frequency and
ceff(z) is the effective sound speed. The complex pressure amplitude pc is related to
the time-domain pressure p through the relation
p(r, t) = Re{pc(r)e−iωt}, (3.2)
where t is the time variable. In order to reduce Eq. (3.1) to a two-dimensional
space, we assume the propagation domain to be invariant in the azimuthal direction
θ and write the problem in a single plane (r, z). Furthermore, spherical spreading is
taken into account by replacing pc with qc/
√
r, where qc is the axisymmetric complex
















qc(r, z) = 0, (3.3)
and, utilizing the far-field approximation |k0r|  1, the last term on the left-hand















qc(r, z) = 0. (3.4)
In the remainder of this chapter, the variable r will be replaced by x. Then, Eq.
(3.4) can be factorized into two wave components, a progressive term p+c propagat-
ing along +x and a regressive term q−c propagating along −x. Hence, Eq. (3.4) can










qc(x, z) = 0, (3.5)
where the operator L is defined as
L =
√
1 + Z, (3.6)
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Equation (3.5) holds as long as the terms ∂/∂x and L permute, i.e. if ∂/∂x (L) =
L(∂/∂x), which is true for a stratified atmosphere since L does not depend on x in
a range-independent atmosphere. Therefore, Eq. (3.5) becomes an exact represen-
tation of the Helmholtz equation. From there, Eq. (3.5) can be written as a set of











q−c (x, z) = 0, (3.8b)
and the total complex pressure is simply the sum of these two contributions, i.e.
qc = q+c +q−c , where q−c is generated through backscattering, which arises from sharp
variations of the propagation domain along x. We retain only the progressive wave,
so qc ' q+c and ignore backscattering, which is also called the one-way approxima-
tion [203, 22] and is valid for a receiver placed downstream of the scattering region.
Then, the complex pressure qc is expressed under the following form,
qc(x, z) = ψ(x, z)eik0x, (3.9)
where ψ is now the slowly varying envelope of qc, and eik0x a factor including fast





− ik0(L − 1)
}
ψ(x, z) = 0. (3.10)
The main issue underlying the PE is the choice of an appropriate expansion for the
square-root term L =
√
1 + Z, which is necessary to make Eq. (3.10) linear. It
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is possible to approximate the operator L for a small variation of Z, or kz  kx,
which can be physically interpreted as a small propagation angle with respect to x.
The most natural choice would be to use Taylor approximation of the form




where N is the order of the expansion and lj are real coefficients. The accuracy of
the approximation depends on the expansion order N , which leads to a higher prop-
agation angle. The accuracy of the expansion, and the associated angle capability
will be investigated in Sec. 3.1.2. The first-order Taylor expansion is obtained for








ψ(x, z) = 0. (3.12)
A higher value of N would lead to a more accurate parabolic solution, at the expense
of additional terms. Other mathematical derivations [22, 50, 59] have introduced
higher-order approximations for L by using a rational Padé expansion, so L ≈ P/Q,
where P and Q are polynomials of orders Np and Nq, respectively. According to
Trefethen and Halpern [203], the PE is well-posed and has a unique solution if
Np = Nq = N , so the general Padé approximation can take the form






where aj, bj are defined by
aj=
2













The so-called wide-angle PE has been introduced by Claerbout [47] and usually re-
ferred to as the first-order Padé approximation, obtained using N = 1 in Eq. (3.13).
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ψ(x, z) = 0. (3.15)
The terms “narrow” and “wide” angle to describe different types of PE are related to
the physical propagation angle of the wave with respect to x. For a relative solution
error of 10−3, the maximum propagation angle associated with Eq. (3.12) is 17.5◦








Plane wave pc = eik·x
Figure 3.1: Paraxial propagation of sound along direction x
In this section, the accuracy of the narrow-angle and wide-angle PE, given by Eq.
(3.12) and Eq. (3.15), respectively, will be estimated. The total error of the PE
solution can be divided into three main parts: the error due to the one-way propa-
gation assumption made in Eq. (3.10), the dispersion error of the Taylor expansion
defined in Eq. (3.11) (or Padé expansion defined in Eq. (3.13)) and the error as-
sociated with the numerical scheme. The latter is unavoidable, even for a full-wave
model, and can only be reduced by using finer numerical grids in exchange of an
increased computational cost. In order to circumvent the one-way limitation, some
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models have implemented coupled and uncoupled solutions of Eq. (3.5), taking into
account backscattering from sound barriers in range-dependent media [49, 97]. This
is known as the “two-way PE” and can provide an accurate solution for captur-
ing reverberation effects in Ocean Acoustics but also of less interest in atmospheric
sound propagation. Subsequently, the accuracy of the PE is mostly a function of
the order of the Padé expansion, which governs the maximum propagation angle. In
order to estimate the accuracy of the PE, we first consider the plane wave solution
of the Helmholtz equation in a homogenous atmosphere, which is
pc(x, z) = eik·x, (3.16)
where k = (kx, kz) = k0(cosϕ, sinϕ) is the wavevector, ϕ is the propagation angle
with respect to x and x = (x, z), as shown in Fig. 3.1. The corresponding complex
envelope ψ(x, z) = pc(x, z)e−ik0x is given by
ψ(x, z) = eik0(x(cosϕ−1)+z sinϕ). (3.17)
Next, the plane wave solution ψ′ of Eq. (3.10) is considered, which can be expressed
as
ψ′(x, z) = eik′·x, (3.18)
where k′ = (k′x, k′z) is the wavevector associated with the parabolic plane wave so-
lution. In order to estimate the accuracy of the PE, we compare the difference in
phase between the fields ψ and ψ′. Following Salomons [177], the z-component k′z
of the parabolic plane wave ψ′ satisfies k′z = kz, so that a condition on k′x can be
obtained. After replacing the square root operator in Eq. (3.10) by the N -th order










After noticing that Zψ′ = −(kz/k0)2ψ′ and ∂ψ′/∂x = ik′xψ′, Eq. (3.19) leads to the
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The error of the PE solution can be examined by evaluating the phase difference
between ψ and ψ′, i.e.
εp = |∆k · x|, (3.21)
where ∆k = k− k′. In order to remove the frequency dependency, the propagation
of the phase error can be treated in terms of the wavelength by writing |x| = nλ0
in Eq. (3.21). Here n is the number of wavelengths separating the source from the
receiver. Since k′z = kz, Eq. (3.21) can be written as
εp = 2πnεd, (3.22)
where εd = |k′x − kx|/k0 is the dispersion error. It follows from Eq. 3.22 that the
phase error εp linearly increases with distance with a rate of change proportional
to the dispersion error εd, which contains all information about the expansion or-
der used in Eq. (3.19). In order to evaluate εd, we need to compute k′x using Eq
(3.20). The plane wave component along x is given by kx = k0 sinϕ and the plane






1− bj cos2 ϕ
− sinϕ
∣∣∣∣∣∣ . (3.23)
The dispersion error εd is plotted in Fig. 3.2 for several values of N and for the
original Tappert (narrow-angle) PE, which corresponds to a special case of Eq.
(3.13), where N = 1, a1 = 1/2 and b1 = 0. The maximum angles of propagation
for an error level of εd = 10−4 are given in Table 3.1. If the expansion order in Eq.
(3.19) becomes large (N −→ ∞), then the Padé expansion is equal to the square-
root operator L in Eq. (3.6). Using the same approach, it follows that εd = 0
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Figure 3.2: Dispersion relation error εd (Eq. (3.23)) in function of the paraxial propagation angle
ϕ for several square-root approximations.
Operator expansion Maximum angle ϕ̄ (◦)
No expansion (3.6) 90.0
Taylor expansion (3.11)
First-order Taylor, N = 1 17.5
Second-order Taylor, N = 2 25.8
Padé expansion (3.13)
First-order Padé, N = 1 32.2
Second-order Padé, N = 2 53.0
Third-order Padé, N = 3 63.6
Fourth-order Padé, N = 4 70.1
Table 3.1: Maximum propagation angle ϕ̄ of Taylor and Padé expansions of the operator L for
a dispersion error of εd = 10−3
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3.1.3 Source definition
The uniqueness of the solution in Eq. (3.10) is enforced by an initial condition along
the parabolic direction of the problem, which corresponds to the paraxial direction
x. This initial condition must produce a solution that is physically consistent with
the expected analytical result from a full wave model. The pressure field solution
pH of a point source located at xs = 0 and z = zs is given by the inhomogeneous
Helmholtz equation,
∆pH(x, z) + k20pH(x, z) = 2πS0δ(z − zs)δ(x− xs), (3.24)
where δ is the Dirac impulse, S0 is the monopole source amplitude and xs = (xs, zs)
is the source location. The right hand side of Eq. (3.24) cannot be readily im-
plemented in a numerical scheme and must be written in a PE compatible form.
According to Jensen et al. [100], it is possible to derive an analytical or a numerical
starting field as an approximation of a monopole source in an unbounded free-field.
One of the simplest ways is to represent ψ0 as a Gaussian source,







where A and w are, respectively, the amplitude and beamwidth of the source. In
order to demonstrate that this choice is compatible with the expected behavior of
the PE, we first derive the analytical solution ψ of Eq. (3.12) with the condition
ψ(0, z) = δ(z − zs), and deduce the complex pressure pc using Eq. (3.9). According











On the other hand, the solution of Eq. (3.24) is given by
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where R =
√
(x− xs)2 + (z − zs)2 is the distance between the source and the re-
ceiver. Hence, the PE and Helmholtz solutions are asymptotically equivalent since
they both decay proportionally to 1/
√
x when x −→ ∞, but do not match in the
near field, as a consequence of the paraxial approximation. The remaining task is to
determine the coefficients A and w in Eq. (3.25) by matching the local energy of the
PE solution, given by Eq. (3.26), with the local energy of the Helmholtz solution,
given by Eq. (3.27). The acoustic energy of the PE solution pc and the Helmholtz















In the far-field, i.e. when k0R 1, it is possible to assume that (z− zs)/x 1 and
use a first-order Taylor expansion to approximate the exponentials in Eqs. (3.28a)
and (3.28b). Therefore, the far-field acoustic energy associated with the parabolic



















It is possible to normalize the monopole source pH by taking S0 = 4π, which yields
values of A =
√
k0 and w =
√










In an attempt to increase the maximum angle of propagation of the PE, Greene
[92] followed a similar procedure to derive a wide-angle Gaussian source, by using
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a first-order Padé expansion to express the energy |pc|2 in the far-field. It has been
shown that the improvement from a higher-order Gaussian source to approximate
a monopole Dirac impulse δ is marginal and the paraxial condition of the PE ap-
proximation remains the limiting factor. Salomons [177] has advocated the use of
the Greene source with N = 1 for the first-order wide-angle 2DPE, defined in Eq.
(3.15). For N = 0, a0 = 1 and bN = 2, the Greene source is similar to the Gaussian
source obtained in Eq. (3.30).
3.2 Terrain inclusion in the parabolic equation
Following the source definition explained above, the parabolic equation (PE) method
can be straightforwardly implemented for propagation over a flat impedance surface,
as it is equivalent to having two “mirror” sources (with respect to surface location)
in free-field. However, taking into account an irregular bottom surface (or terrain) is
necessary to obtain a full representation of a realistic environment. Terrain inclusion
techniques fall within three different categories, each relying on a different physical
representation of the terrain
I Boundary masking, and related interface methods, which are mainly used in
Underwater Acoustics [117, 68, 100].
I Conformal mappings, which rely on an angle-preserving transformation of the
propagation domain [177, 153].
I Shift maps, which are based on the Beilis-Tappert method [26, 152]. Related
approaches include the curvilinear shift map [98], Piecewise-Linear Shift Map
(PLSM) [95].
While boundary masking methods treat the ground as part of the numerical domain,
conformal mappings and shift maps rely on a terrain-following coordinate transform.
Conformal mappings are defined as angle-preserving transformation from the phys-
61
3.2. Terrain inclusion in the parabolic equation Chapter 3
ical domain to a rectangular numerical domain. Among the available methods are
the rotated parabolic equation [53] or the exponential analogy [153], which treat
realistic terrain profiles as a succession of analytically defined functions. We can
also mention the high-fidelity summation-by-parts method (SBP) introduced by
Almquist et al. [7], who used an efficient and scalable finite-difference scheme to
overcome the difficulty of using a curvilinear transform.
The other major type of coordinate transforms is referred to as the shift maps, which
are all related to the so-called “Beilis-Tappert” method, first introduced by Beilis and
Tappert [26]. This method has been applied to outdoor sound propagation, which
has led to the Generalized Terrain Parabolic Equation (GTPE), developed by Sack
and West [174]. Similar methods have been applied to Electromagnetic propagation
[68, 111]. A slight variation of the Beilis-Tappert method involves approximating
the bottom boundary as a piecewise-linear profile [95, 75]. Another variant involves
the use of a curvilinear map [93, 98], which slightly improves the accuracy of the
Beilis-Tappert map. The piecewise-linear, curvilinear and standard Beilis-Tappert
coordinate transforms are represented in Fig. 3.3. Unlike conformal mappings,
these transforms are not angle-preserving but are well adapted to propagation over
irregular boundaries with smooth variations and can accommodate a large array of
problems without loss of generality.
In this section, we begin by writing the physical boundary condition for pressure
at a terrain interface, which is most generally described by an impedance surface.
Then, we will present a general theory of the Beilis-Tappert shift map applied to
the two-dimensional parabolic equation, based on the works of Beilis and Tappert
[26], Sack and West [174] and Parakkal et al. [152]. We develop a Crank-Nicolson
marching scheme and discretize the resulting system using finite-differences, unlike
previous formulations which have used Fourier transforms. In particular, we extend
the first-order phase shift to the Padé PE with an arbitrary order.
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ξ = xη = z − h(x)
ξ = xη = z − hi(x)
ξ = xη = ( z−h(x)zmax−h(x)) ηmax
Figure 3.3: Coordinate transforms of the physical domain above an irregular boundary associated
with the (i) Piecewise Linear, (ii) Beilis-Tappert and (iii) Curvilinear Shift Maps.
3.2.1 Sloping impedance boundary condition
We consider a propagation domain delimited by an irregular bottom boundary, de-
scribed by a profile z = h(x) along the propagating direction (cf. Fig 3.4). The
pressure value at the vicinity of the surface is governed by a boundary condition,
usually enforcing a value on pc or its rate of change. In atmospheric acoustics, the
ground can be a soft boundary (Dirichlet boundary condition), hard boundary (Neu-
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Figure 3.4: Schematic of a wave propagating above an irregular boundary, defined by the profile
function z = h(x), with a sloping angle θx. The source is located at xs and the receiver at x. The
atmosphere is subject to a horizontal speed v0 in the direction of propagation.
mann boundary condition) or an impedance surface (Robin boundary condition).




where Yg = 1/Zg is the ground admittance and n is the unit normal to the ground
surface. In the most general case, an accurate treatment of the ground surface is pos-
sible if the impedance boundary condition in Eq. (3.31c) is used. When the surface
is rigid, impedance becomes infinite and the boundary condition is of the Neumann
type, as defined in Eq. (3.31b), hence the term of “hard” boundary. If the ground
surface is flat, the normal derivatives simply reduces to the derivatives along z, and
a simple finite-difference discretization can be used, as in [177]. When the ground is
sloping, a term ∂pc/∂x appears in the directional derivative ∂pc/∂n = ∇pc ·n where
n is the normal to the ground. In order to make the boundary condition consistent
with the PE, the term ∂pc/∂x must be replaced by its expression in Eq. (3.12), as
shown in Abrahamsson and Kreiss [4]. Starting from Eq. (3.31c), and considering
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− ik0 sin θxψ = ik0Ygψ. (3.33)
Using the narrow-angle approximation, defined in Eq. (3.12), to express ∂ψ/∂x, a
new form of the IBC can be obtained. Furthermore, using k = k0 at the ground

















ψ = 0. (3.34)
It is possible to retrieve the IBC for a flat surface by stating θx = 0 in Eq. (3.34).
Several ground properties can be represented by varying the impedance Zg. As
mentioned above, the rigid (or Neumann) boundary condition is obtained by set-
ting Zg → ∞ and accounts for a perfectly reflecting ground surface. While the
assumption of a rigid ground surface is common, some scenarios in the literature
have explored the conditions associated with a penetrable terrain. In this case, the
ground is a (fluid) medium defined by a density ρg, a sound velocity cg, an absorp-
tion coefficient αg and it is necessary to derive a PE scheme that takes into account
more than one medium. One of the most notable early contributions to this area
is due to Lee and McDaniel [117], who introduced interface conditions in the Im-
plicit Finite Difference (IFD) code and an extension to sloping interfaces in oceanic
bottoms is developed by Brooke [40].
3.2.2 Generalized terrain method (GTPE)
The Generalized Terrain Parabolic Equation (GTPE) was derived by Sack and West
[174]. It is one of the first models of irregular terrain inclusion in atmospheric acous-
tics and it has been implemented in the present thesis for the purpose of benchmark-
ing. The derivation of the GTPE is based on a physical approach of the PE theory
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rather than the operator-based development presented in Sec. 3.1. First, the com-
plex pressure pc is expressed as
pc(x) = ψ(x)eik0x, (3.35)
where ψ is the slowly varying complex pressure envelope. Using Eq. (3.35) straight









+ (k(z)2 − k20)ψ = 0. (3.36)
This equation differs from the narrow-angle PE given in Eq. (3.12) only by the
additional term ∂2ψ/∂x2, so the paraxial approximation is equivalent to neglecting





Physically, Eq. (3.37) stipulates that the pressure variation along x is slow, and
that second order fluctuations can be neglected. Sack and West [174] proposed to
postpone the use of the paraxial approximation, defined in Eq. (3.37), into Eq.
(3.36) to the later stages of the derivation in order to limit the physical error. In the
presence of an irregular boundary, an earth-flattening coordinate transform similar
to the one used in Beilis and Tappert [26] was introduced. It is defined as
ξ = x,
η = z − h(x).
(3.38)
After applying Eq. (3.38) into Eq. (3.36), the Helmholtz equation in the new coor-





























+ (k(z)2 − k20)ψ = 0.
(3.39)
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This equation is strongly elliptic due to the cross-term ∂2/∂ξ∂η. Following the
paraxial approximation made in Eq. (3.37), the terms ∂2/∂ξ∂η and ∂2/∂ξ2, which
are second order derivatives in range in the (ξ, η) coordinate system, can be ne-













where the coefficients A0, A1 and A2 are defined as,














The second-order GTPE can be obtained by integrating Eq.(3.39) between ξ and
ξ+∆ξ and integrating the cross-term by parts. Furthermore, the first-order expres-
sion obtained in Eq. (3.40) is used to express the integral of ∂2/∂η2 between ξ and



































The solution field ψ and its derivatives are assumed to be linear on δI = [ξ, ξ+ ∆ξ].
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After a lengthy but straightforward derivation, detailed in Salomons [177], the fol-





























is introduced, and we state that the terms with a superscript “+” are evaluated at
ξm+1 and the ones with a superscript “−” at ξm. We also introduce the average
F+(A) = ∆ξ(A+/3 +A−/6) and F−(A) = ∆ξ(A+/6 +A−/3), which arise from the





























The marching scheme in Eq. (3.43), and the coefficients given by Eqs. (3.45), (3.46)
and (3.47), are readily discretized using the finite-difference method. The boundary
conditions at the surface η = 0 and at the top η = zmax are implemented in the
same way as the flat case, except that the sloping impedance boundary condition
(3.34) is taken into account. This implies that the boundary condition at the step
ξ + ∆ξ depends on the field at the previous step ξ. The details of the derivations
are detailed in Salomons [177]. Next, solution ψ is discretized as ψmn at every grid
point (ξm, ηn) in the numerical domain. After naming Ψm = (ψm1 , . . . , ψmNz) the vec-
tor containing all the solution points at a specific step ξm, the following tridiagonal
system is obtained
M−Ψm+1 = M+Ψm, (3.48)
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where the system matrices M± are given by
M± = a±2 D2 + a±1 D1 + A±0 . (3.49)
The tridiagonal matrices Dl are the central finite-difference matrices for the deriva-
tive of order l and A±0 = diagn(a±0,n) is the diagonal refractive term. This method
presents numerous advantages compared to methods developed previously [28]. Un-
like conformal mapping techniques, the GFPE is not limited to the boundaries
defined by analytical profiles and can be used to model propagation above realistic
terrain. Moreover, this method is accurate up to the sloping angles of 30◦, which is
satisfactory for a wide range of practical problems.
3.2.3 Beilis-Tappert method (BTPE)
In this section, a variation of the method presented in Sec. 3.2.2 is presented. In-
stead of using a terrain-following coordinate change on the Helmholtz equation, the
Beilis-Tappert Parabolic Equation (BTPE) is derived by using a coordinate trans-
formation on the PE defined in Eq. (3.10). This method was originally introduced
by Parakkal et al. [152], who has shown that its domain of validity is similar to the
GTPE and has derived simplified boundary conditions. First, the Beilis-Tappert
coordinate transform, defined in Eq. (3.38) is applied to the parabolic equation
defined in Eq. (3.10). The resulting equation is expressed in the flattened numerical
domain, defined by coordinates (ξ, η) and contains additional terms, specifically a
first-order derivative in η. Parakkal et al. [152] has shown that this derivative can
be canceled by introducing an appropriate wave modulation of the form
pc(x, z) = ψ(ξ, η)ei(k0x+E(ξ,η)), (3.50)
where E is a real-valued function, that can be interpreted as a terrain-induced phase
shift in the complex envelope ψ. A possible expression of E that satisfies ∂ψ/∂η = 0
is
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An inspection of Eq. (3.52) shows that the Beilis-Tappert map, given by Eq. (3.38),
has introduced an additional range-dependent refractive term ik0ηdh/dξ in the PE.
As mentioned earlier, the density variation of the atmosphere can be incorporated




















Next, the accuracy of the Beilis-Tappert coordinate transform, given by Eq. (3.38),
is investigated. From the wide-angle capability estimation performed in Table 3.1
the maximum narrow-angle propagation angle is ϕ̄ ≈ 17.5◦. A simple geometrical
analysis can help us understand why this rather acceptable limitation for propaga-
tion over a flat surface may become an issue for an irregular bottom. Considering
an incoming wave interacting with an inclined interface tilted at an angle of θx, the
reflected wave will have an elevation angle of ϕr = 2θx − ϕ. Within the paraxial
approximation, it is possible to assume that the incident propagation angle ϕ is
almost zero. As a result, elevation of the reflected wave satisfies ϕr > ϕ̄ as soon
as θx > 8.75◦, restricting the method to small terrain slopes. The accuracy can be
improved by considering a wide-angle version of the BTPE. Applying the coordinate

















1 + Z +Q)
}
ψ = 0, (3.54)
which is a modified parabolic equation governing the phase shifted complex wave
field ψ, where the operator Q is a differential operator introduced by the phase shift
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The square root operator in Eq. (3.54) is split assuming that terrain scattering term
Q is small in front of the diffractive operator Z [68], which leads to the firs-order
splitting,
√
1 + Z +Q ≈
√
1 + Z +Q/2 +O(Q). (3.56)
The splitting given by Eq. (3.56) is consistent with the paraxial approximation,
Eq. (3.37), since the refractive term Q is small in comparison with the diffractive
term Z at low frequencies. This follows from the fact that for a smooth boundary,
the scattered field is small in comparison with the incident field. As a result, the
approximation in Eq. (3.56) is valid for boundaries with a sloping angle of about
20◦ [68]. It is then possible to cancel the first-order derivatives in η by enforcing the
condition ∂E/∂η = k0dh/dξ, which gives a phase of the form
E(ξ, η) = k0
dh
dξ
η + C(ξ), (3.57)
where C is a range-dependent refractive term. It is possible to choose an appro-
priate form for C, so that the modified wide-angle equation is identical to the PE
for propagation above a flat surface, which is defined in Eq. (3.10). Recasting the
















ψ = 0, (3.58)
which can be simplified if dC/dξ = k0(dh/dξ)2/2. This leads to the exact same
phase shift E as the narrow-angle BTPE defined in Eq. (3.51). The final modified
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An important simplification is possible if the terrain profile h is assumed to be piece-
wise linear, which leads to d2h/dξ2 = 0 locally. It reduces the BTPE to Eq. (3.10),
leaving all terrain terms in the multiplicative factor ei(k0ξ+E(ξ,η)). This equation is
related to the work carried out by Donohue and Kuttler [68] and Holm [95] for elec-
tromagnetic propagation. The piecewise linear approximation is useful for realistic
terrains that cannot be described by analytical functions and its accuracy can be
always maintained by taking a smaller step ∆ξ.
3.3 Numerical Solution of the BTPE
In the present section, a finite-difference solution of Eq. (3.52) will be presented.
This solution relies on a discretization of the numerical domain D into (Nx + 1) ×
(Nz +1) regularly spaced points {ξ0, · · · , ξNx}×{η0, · · · , ηNz} where ξm = ξ0 +m∆ξ
and ηn = η0+n∆η. The stepm = 0 corresponds to the initial condition of the march-
ing scheme, while n = 0 corresponds to the numerical domain bottom surface. As a
result, the wave field at every grid point is written as ψn,m = ψ(ξm, ηn) and the col-
umn of points at every step m in range is stored in a vector Ψm = (ψ1,m, · · · , ψNz ,m).
For finite-difference solvers, the value of the marching step ∆ξ must satisfy the
Courant–Friedrichs–Lewy (CFL) condition
∆ξ ≤ c0∆t, (3.60)
where ∆t is the time step and c0 is the sound speed. For a single-frequency prob-
lem, we can write ∆t = 1/ω, where ω = 2πf is the angular frequency, so the CFL
condition (Eq. (3.60)) in frequency domain is given by
∆ξ ≤ c02πf . (3.61)
Since c0/f = λ0, we set the numerical step to a value smaller or equal to∼ λ0/6, with
λ0 the wavelength. On the other hand, Split-Step Fourier methods [131] are more
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numerically efficient and result in an accurate result with a marching step ∆x = λ0
but do not allow as much flexibility for irregular bottom boundary conditions.
3.3.1 Crank-Nicolson marching scheme
In this section, Eq. (3.52) is solved numerically using finite-differences, which is an
alternative formulation to the Split-Step Fourier method used in the original paper
of Parakkal et al. [152]. We derive a method to compute the solution at a step
ξ + ∆ξ from the solution at ξ. This operation is called a marching scheme and,
when applied recursively, allows us to compute the solution vector Ψm at all points
ξm = m∆ξ. Two successive field points ψ(ξ + ∆ξ, η) and ψ(ξ, η) are related by the















which is an implicit numerical scheme. According to Lee and McDaniel [117], im-
plicit schemes present the advantage of being unconditionally stable and requiring
knowledge from the previous step only to compute the following step. In exchange
for stability, the Crank-Nicolson scheme, given in Eq. (3.62), requires the resolution
of a linear system at every marching step. The exponential terms in Eq. (3.62) are


















The range derivatives in Eq. (3.63) are expressed using the PE, given in Eq. (3.52).









where Z∗ is the new form of the operator Z defined in Eq. (3.7), but with an addi-
tional terrain-related term, Z∗ = Z − 2η(d2h/dξ2), which is a modified diffraction
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operator in the (ξ, η) coordinate system. Equation (3.64) is then fully discretized,





















The second-order derivative in η can be discretized using the finite-difference method,










































The discretization in Eq. (3.65) requires special care at the domain boundaries. At
the domain limit points, i.e. n = 1 and n = Nz, the out-of-grid field values ψm,0,
ψm,Nz+1 have to be replaced using the boundary conditions. The bottom boundary
is governed by the sloping impedance boundary condition Eq. (3.34), while the
upper limit of the grid is a hard (perfectly reflecting) boundary. Since the BTPE
is solved for the envelope ψ, before being translated back to complex pressure pc in
the original domain, it is necessary to derive the boundary conditions in the (ξ, η)
system. This has been done by Parakkal [152], according to whom the boundary
conditions can be written as
ψm,0 =α1mψm,1 + α2mψm,2, (3.68)
ψm,Nz+1=β1mψm,Nz + β2mψm,Nz−1, (3.69)
where αnm, βnm are range-dependent coefficients given in Parakkal et al. [152]. In
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this same paper, it is pointed out that if the terrain slope θx is lower than 15◦ then
the error from using a flat boundary condition is only about 0.04 and it can be for
small terrain angles. Equation (3.64) can be expressed in a matrix form, as
M−Ψm+1 = M+Ψm, (3.70)
where the system matrices are given by
M± = I + µ±(D2 + K∗m), (3.71)
with I = diagn(1) is the identity matrix of size Nz and µ± = ±ik0∆ξ/4, as before.
The tridiagonal matrix D2 is the second-order finite-difference matrix and it repre-
sents the diffraction term, corresponding to the discretization of the second-order
spatial derivative with respect to η. The diagonal matrix K∗m is the range dependent
refraction term in the flattened coordinate system (ξ, η), expressed as
K∗m = K + Bm, (3.72)
where the diagonal matrices K and Bm are given by
K =diagn((k2n − k20)/k20), (3.73a)
Bm=diagn(−2ηn(d2h/dξ2)m), (3.73b)
We can see that Eq. (3.70) differs from the GTPE, given in Eq. (3.48). The
phase shift introduced in Eq. (3.51) has allowed us to transform a first-order finite-
difference matrix D1 into a refracting term Bm, which greatly simplifies computa-
tions and boundary condition incorporation.
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PML σ > 0
σ = 0
Figure 3.5: Schematic of the Perfectly Matched Layer (PML) the spurious reflection from the
incident wave ψ at an angle β (left), plot of the associated quadratic absorption function σ (right).
3.3.2 Upper absorbing boundary condition
In theory, the physical domain is infinite and the behavior of the wave field away
from the source (i.e. when |k0x|  1) is governed by the Sommerfeld radiation
condition [58]. This cannot be reasonably implemented numerically unless the nu-
merical domain is made very large. After the problem is discretized into a finite
domain, a truncation error appears due to reflections from the numerical boundary.
In order to damp these reflections, a Perfectly Matched Layer (PML) of thickness
Ha is introduced below the upper limit of the numerical domain, which is defined
as η = ηmax (cf. Fig. 3.5). This method was originally developed by Bérenger [27]
and introduced to the PE method by Yevick and Thomson [229]. Here, a PML in
the direction η is defined by making a complex change of variable η → η∗, where
the complex cooridnate η∗ is defined by




where ηa = ηmax − Ha, is the starting altitude of the PML and σ0 is an artificial
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The absorbing coefficient σ0 is the amplitude of the imaginary part of η∗, it can be
physically interpreted as the rate of decay of the wave, which becomes evanescent
inside the PML region η > ηa. A simple calculation based on the derivations of
Yevick and Thomson [229] can help us determine the right absorbing coefficient for







where k0 = 2πf is the natural wavenumber and R(β) is the reflection coefficient,
that has to be made as small as possible (e.g. ∼ 10−4) if we want to limit spurious
numerical effects. We can further interpret this result in terms of the sound wave-








N sin(β) , (3.77)
where N gives the PML thickness in terms of wavelengths. In Fig. 3.6, the artificial
absorbing coefficient σ0 and the reflection loss ln |R| are plotted as a function of the
incident angle β (c.f. Fig. 3.5), for different different values of the normalized layer
thickness N (i.e. as a number of wavelengths). Critical reflection happens when
β = 0, which corresponds to grazing incidence. It appears that a larger value of N
allows the use of a smaller absorption coefficient σ0, which presents the advantage
of reducing spurious reflections from the interface η = ηa. Furthermore, a larger
value of N significantly improves the damping of the wave, as seen in the right plot
of Fig. 3.6.
Therefore, it is physically more advantageous to increase the size of the PML, as it
would lower the coefficient σ0 and allow a smoother damping. However, increasing
the size of the PML too much creates a bigger domain and therefore longer com-
putations, so the choice has to be made between the accuracy and efficiency of the
modeling. The change of variables introduced in Eq. (3.38) leads to a modified
derivative ∂/∂η → 1/(1 + iσ(η)) × ∂/∂η. In order to simplify the numerical solu-
tion, the density ρ and the effective sound speed ceff in the PML are assumed to be
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constant. After discretization, the rows of the tridiagonal matrix M2, corresponding
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In Yevick and Thomson [229], a comparison between the PML and more generic
physical absorbers is made. It is proven that if the appropriate profile is chosen
for σ, numerical reflections can be avoided after discretization. In this same paper,
an equivalent absorbing layer is built by introducing a complex wavenumber in the
lossy regions and it is shown that the discretization-induced error of the PML is
orders of magnitude smaller. This can be interpreted physically by the fact that the
PML creates loss in the diffractive term ∂2/∂η2 instead of the wavenumber k.





















Figure 3.6: Dimensionless absorbing coefficient σ0 for a reflection amplitude of 10−3(left) and
reflection amplitude |R| for σ0 = 1 (right) as a function of the incident angle β for a PML thickness
N = 1, 5 and 10 wavelengths
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3.4 Validation of the 2DPE
In this section, a set of simulations are presented in order to validate the two dimen-
sional codes developed to implement the narrow-angle BTPE, given in Eq. (3.52),
and the wide-angle BTPE, given in Eq. (3.59). The following configurations are
considered: propagation above a flat rigid surface in a homogeneous atmosphere
in Sec. 3.4.1, propagation over a flat rigid surface in a refracting atmosphere in
Sec. 3.4.2, propagation over a flat rigid surface in a variable density atmosphere
in Sec. 3.4.3, propagation over a gaussian hill of variable height in a homogeneous
atmosphere in Sec. 3.4.4. Analytical solutions are used as benchmarks in Sec. 3.4.1
and Sec. 3.4.2, while a COMSOL FEM model is used in Sec. 3.4.4. Results will
be presented for the Relative Sound Pressure Level (RSPL) across the propagation
field, which is defined as






where pref is the reference pressure, which will be taken one numerical step away
from the source location, i.e. pref = pc(∆ξ, zs). The RSPL is related to the Sound
Pressure Level (SPL) Lp by L̂p = Lp − Lref , where Lref is the SPL at the reference
location. A schematic of the validation cases is given in Fig. 3.7. The terrain
obstacle is located between x1 and x2, in such a way that the RSPL at x1 is only
fully described by propagation over a flat impedance surface, while x2 will be used
to estimate the near post-obstacle solution.
3.4.1 Propagation over a flat ground in a homogeneous me-
dia
The simulations of the wave propagation from a point source above a rigid impedance
plane have been carried out using the Parabolic Equation defined in Sec. 3.2.3. The
source is located at xs = 0 m, zs = 25 m and the atmosphere is a rectangular domain
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Figure 3.7: Schematic of the domain used for the validation cases of the PE in 2D. The red star
represents the source, which is located at xs = 0 m, zs = 25 m, and the blue lines correspond to
the receiver locations probed. The flat case corresponds to h0 = 0.
of range L = 10.0 km and height H = 5.0 km. The medium is assumed to be isother-
mal and homogeneous, with a constant effective sound speed c(z) = c0 = 343 m · s−1.
The domain is truncated in altitude by an artificial PML layer of thickness ha = H/5,
defined in Sec. 3.3.2. Several monochromatic sources have been considered, with
f = 1, 5, 10 and 20 Hz respectively. The relative sound pressure level L̂p at several
receiver altitudes, namely zr = 0, 350, 1000 and 2000 m are plotted in Fig. 3.8. For
propagation above a rigid flat surface, the analytical complex pressure is given by
[27, 177]









(x− xs)2 + (z − zs)2 and Rr =
√
(x− xs)2 + (z + zs)2. The agree-
ment between the PE and the analytical solution is verified at lower altitudes with
near-field discrepancies appearing as the receiver height increases. This error is due
to the intrinsic angle limitation of the PE, which results in a numerical error away
from the source axis. In order to illustrate this fact quantitatively, we introduce the
concept of parabolic aperture. For a given error e = 10−4, the parabolic aperture
is the set of physical points (x, z) within the angle limitation θp associated with e,
which are defined by |z − zs| < x tan θp. For example, for the narrow-angle approx-
imation we have θp = 17.5◦, which leads to a minimum range of x ≈ 6.34 km to be
below the error threshold. This is graphically verifiable by reading the last row of
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Figure 3.8: Validation of PE for a flat rigid surface, homogeneous atmosphere (c = c0 =
343 m · s−1), f = [1, 5, 10, 20] Hz. Relative Sound Pressure Level (RSPL) L̂p along distance at
ground level (first row) and several altitudes zr = 350 m (second row), 1.0 km (third row) and
2.0 km (fourth row), as computed by the narrow-angle BTPE ( ), the wide-angle BTPE ( )
and the analytical solution ( ).
Fig. 3.8. Near x = 0, the PE solution diverges as this corresponds to the normal to
the paraxial direction.
3.4.2 Propagation over a flat ground in a refracting atmo-
sphere
In this section, a validation of the narrow and wide angle PE are presented for
an upward and downward refracting atmosphere. Hence, we consider the effective
81
3.4. Validation of the 2DPE Chapter 3
sound speed profiles ceff = c0/
√
1 + awz, where aw is a constant. If aw < 0 the
atmosphere is said to be downward refracting and if aw > 0, the atmosphere is up-
ward refracting. The coefficient aw is expressed as aw = 2/R, where R is the radius
of curvature associated with the rays of the solution. If z  R/2, then the sound







which is known as the bilinear profile equivalency [166, 122]. The domain of validity
of this approximation overlaps the paraxial region of interest, defined by z  R.
This choice of effective sound speed is motivated by the fact that analytical solutions
are available for these profiles, they were developed by Berry and Daigle [29], who
proved the equivalency between propagation in an upward refracting atmosphere and
diffraction by a curved surface, and Raspet et al. [166] for downward refraction. The
upward and downward refracting solutions are based on residue series and normal
modes solutions respectively, consisting of a a sum of a certain number N modal
contributions, defined by wavenumbers kn. For a source located at a height zs
above an impedance plane, the total pressure fields are written, in a two-dimensional



























where τn = (k2n − k20)l2, bn = τne2iπ/3 and lc = (R/2k20)1/3 is interpreted as the
creeping wave layer thickness. The subscripts ↑ and ↓ denote upward and downward
refraction, respectively. The quantities τn and bn are the zeros of the so-called pole
conditions [17]
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Ai′(τn) + qAi(τn) = 0, (3.83a)
Ai′(bn) + qeiπ/3Ai(bn)= 0, (3.83b)
with q = ik0lcρ0c0/Zg, and Zg the ground impedance. For the sake of simplicity, we
have assumed the ground to be perfectly reflecting in the following simulations, so
the coefficient q in Eq. (3.83) is null and the pole conditions reduce to τn being equal
to the zero of the derivative of the Airy function Ai′. One important parameter to
be determined is the number of modes propagated to reach an accurate solution. In
Raspet et al. [166], it is estimated to be N ≈ (2/3) · f/|dc/dz| and using equation
(3.81), it reduces to N ≈ (2/3) · Rf/c0 in the case of the bilinear approximation.
Furthermore, the maximum height of a given mode corresponds to the turning point
of the associated ray and is approximated by hn ≈ lc(3πn/2)3/2. The take-off angle
of the ray n is given by sin θ0,n = Re(kn)/k0, so the modes accurately propagated





























Figure 3.9: Effective sound speed profiles used for the validation of the PE in an upward refracting
(c0/R = −0.1 s−1) and downward refracting atmosphere (c0/R = +0.1 s−1).
We are interested in the comparison of the PE with analytical pressures p↑ and p↓ in
a region satisfying the accuracy of both models, i.e. near the ground. Attenborough
(1995) provides benchmarks generated by PE and Fast Field Program methods and
mentions a good agreement with analytical solutions in some scenarios only, but
does not provide a comparison. Results of simulations for a downward refracting
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atmosphere are presented in Fig. 3.10 for the sound speed gradient c0/R = +0.1 s−1
(cf. Fig. 3.9). The source is located at zs = 25 m as before. The number of
modes necessary to compute the solution is 7, 34, 67 and 134 for f = 1, 5, 10
and 20 Hz respectively. The corresponding creeping wave layer thicknesses and
maximum ray heights are given in table 3.2. We can readily see that the PE matches
the normal modes solution for f = 10 Hz while presenting some discrepancies at
lower frequencies, where the PE fails to propagate all the necessary modes. Finally,
an upward refractive atmosphere is considered, for which c0/R = −0.1 s−1 (c.f.
Fig. 3.9), with all the other parameters remaining unchanged. The comparison
is presented in Fig. 3.11 shows a very good agreement between the PE and the
analytical solutions. Unlike the downward refracting case, the number of modes
necessary to compute the solution is smaller, making the PE more accurate for
these atmospheric conditions.
Frequency Number of modes Creeping wave thickness Maximum ray height
f (Hz) Nm lc(m) hNm(m)
1 7 172.25 1771.68
5 34 58.91 1737.81
10 67 37.11 1720.69
20 134 23.38 1720.84
Table 3.2: Maximum ray height hNm , creeping layer wave thickness l and number of modes
Nm associated with the downward refracting normal mode solution (3.82a) for frequencies f =
[1, 5, 10, 20] Hz.
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Figure 3.10: Validation of PE for a flat rigid surface, downward refracting atmosphere (c0/R =
+0.1 s−1), f = [1, 5, 10, 20] Hz. Left column: RSPL L̂p contour plot in the (x, z) plane from the
wide-angle BTPE. Right column: RSPL at ground level as computed by the narrow-angle BTPE
( ), the wide-angle BTPE ( ) and the analytical solution ( ).
3.4.3 Propagation in a variable density atmosphere
In this section, the influence of the atmospheric density on infrasound propagation
is investigated. The effective sound speed and density profiles considered are taken
from Waxler et al. (2015) [216] and are plotted in Fig. 3.12. For an effective atmo-
sphere, the medium density depends on altitude and becomes negligible for z > 30
km. As a result, taking into account density is relevant only at very low frequencies
(f < 1 Hz) where the sound is likely to escape the tropospheric waveguide. Two
frequencies are considered here, namely f = 1 Hz and f = 0.1 Hz, propagating on a
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Figure 3.11: Validation of PE for a flat rigid surface, downward refracting atmosphere (c0/R =
−0.1 s−1), f = [1, 5, 10, 20] Hz. Left column: RSPL L̂p contour plot in the (x, z) plane from the
wide-angle BTPE. Right column: RSPL at ground level as computed by the narrow-angle BTPE
( ), the wide-angle BTPE ( ) and the analytical solution ( ).
distance of 400 km. The source is located at xs = 0 m and zs = 100 m. The atmo-
sphere has a maximum height of 100 km, and will be considered with and without
density variation. The nominal value of the density at the ground level (z = 0 m)
is ρ0 = 1.23 kg/m3.
Results are given in Fig. 3.13 for f = 0.1 Hz and Fig. 3.14 for f = 1 Hz. It
appears that the decrease in density greatly reduces the amplitude at z > 60 km, as
expected, with an RSPL lower than −100 dB. For both frequencies, the stratospheric
jet generates infrasonic arrivals between x = 200 km and x = 350 km. At x = 200
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Figure 3.12: NCPA canonical profiles for the effective sound speed ceff (left) and the medium
density ρ0 (right). The increase in effective sound speed at 60 km is a result of the stratospheric
wind, which generates downward refraction.
km, there is an increase in RSPL of about 60 dB for f = 0.1 Hz and 70 dB for
f = 1 Hz. The turning point of the ray paths is identified at z ≈ 42 km of altitude,
where the wavefront direction is tilted back to the ground. The turning point is
independent of the frequency as it is a function of the effective sound speed and the
shooting angle of the ray (see Appendix L, p. 246 of Salomons (2001) [177]).
The upward refracting condition for z < 40 km is due to the negative gradient of
the effective sound speed in the troposphere, as seen in Fig. 3.12. This leads to a
noticeable shadow zone between x = 100 km, up to x = 200 km. The difference
between the RSPL for constant and variable densities is no more than 2 dB for
f = 0.1 Hz and is indistinguishable at f = 1 Hz. Therefore, density variation leads
to a reduction of the waveform amplitude at long ranges and very low frequencies,
without any difference in the interference location. In particular, it appears that
for a purely tropospheric propagation, when the altitude is below a few kilometers,
density variation can be neglected without any significant loss in accuracy.
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Figure 3.13: PE simulation of low-frequency propagation in an effective atmosphere with a
density profile, for a frequency f = 0.1 Hz. Top: contour plot of the RSPL in the (x, z) plane.
Bottom: comparison of the RSPL at the ground level (z = 0 m) for a variable and constant density
profile.
3.4.4 Propagation over a gaussian hill in a homogeneous
media
Next, several simple test cases were considered in order to assess the accuracy of the
narrow-angle and wide-angle BTPE developed in Sec. 3.2.3. The input parameters
of the simulations are identical to the previous section, but with an irregular bottom
interface (or hill) described by the profile h(x) = h0 exp (−(x− x0)2/2s2), where s =
500 m, x0 = 5.0 km are constants and the maximum hill heights considered are h0 =
100 (Case 1), 200 (Case 2) and 300 m (Case 3). A frequency domain finite element
model was set for each value of the parameter h0. The Relative Sound Pressure
Level (RSPL) L̂p at receiver heights zr = 0, 350, 1000 and 2000 m are presented in
Figs. 3.15, 3.20 and 3.25, which show a very good agreement between the BTPE
and FEM at low altitudes. The argument previously made about accuracy in the
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Figure 3.14: PE simulation of low-frequency propagation in an effective atmosphere with a
density profile, for a frequency f = 1 Hz. Top: contour plot of the RSPL in the (x, z) plane.
Bottom: comparison of the RSPL at the ground level (z = 0 m) for a variable and constant
density profile.
near-filed still holds, as the wide-angle BTPE is significantly more accurate in this
region, especially at f = 1 Hz. A pressure increase appears at the left vicinity of
the terrain peak x = x−0 , which can be explained by concentration of incident waves
on the exposed side. Past the obstacle, the SPL field is composed of two different
structures, namely destructive interferences between direct and reflected waves that
form in a caustic region, and a shadow zone bellow the “line of sight” (line between
the source (S) and the peak I0 = (x0, h0)), in which the total field is equal to the
diffracted field only p = pd. As the peak altitude h0 and the frequency f increase,
the number of these destructive interferences gets larger.
Figures 3.16 to 3.19 show the RSPL in the whole plane and the RSPL along altitude
at several distances away from the source for h0 = 100 m. The narrow-angle BTPE
and wide-angle PE both agree well with the FEM model. Before the obstacle (at
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xr = 3.0 km), the sound pressure level field is the same as in the flat case. Past the
obstacle (at xr = 7.0 km), we notice that destructive interferences stem from the
first (horizontal) pressure lobe interaction with the ground. The two wave structures
described earlier suggest that diffraction of sound by the terrain peak separates the
wave field into a set of tangent destructive interferences in the upper waveguide and
a shadow zone parallel to the ground. This is clearly noticeable for h0 = 200 m
in Figs. 3.21 to 3.24. For f = 20 Hz, we see an additional scattered field from a
creeping wave along the terrain obstacle. This effect generates oscillations in the
plane xr = 7.0 km at higher altitudes (z > 1 km), where the BTPE fails to properly
match the FEM. At xr = 10.0 km, we are far enough from the source to be well
within the domain of validity of the PE, which explains the close agreement between
the PE and FEM. Simulations performed for Case 3 (Figs. 3.26 to 3.29) show that
while the wide-angle BTPE is more accurate at xr = 3.0 km, its improvement is
marginal past the obstacle. Hence, we can see that the first-order approximation
for terrain terms made in Eq. (3.56) prevails on the angle limitation when it comes
to the scattered field contribution to the total pressure level.
3.4.5 Conclusions
In this section, several models for sound propagation over irregular boundaries have
been presented and validated against analytical results. The wide-angle Beilis-
Tappert PE extends the narrow-angle version of Parakkal et al. [152] in terms
of atmospheric propagation while retaining the first-order terrain terms only. This
formulation presents a number of advantages in comparison with the previously
developed Generalized Terrain PE, which also relies on a terrain-following coordi-
nate transform. First, the boundary conditions is simplified due to the phase shift
introduced, so the sloping impedance is handled locally through an effective ad-
mittance of the form Yeff = C1Y + C2. Then, the piecewise linear approximation
allows the method to accommodate realistic terrain data and cancel the second-
order derivatives of the bottom profile. This approximation is satisfactory in a wide
range of practical cases, as long as the boundary slope is within 30◦. Moreover,
refraction and density variation have been implemented in the Beilis-Tappert PE,
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Figure 3.15: Validation of PE for a Gaussian hill of height h0 = 100 m (Case 1), homogeneous
atmosphere (c = c0 = 343 m · s−1), f = [1, 5, 10, 20] Hz. Relative Sound Pressure Level (RSPL) L̂p
along distance at ground level (first row) and several altitudes zr = 350 m (second row), 1.0 km
(third row) and 2.0 km (fourth row), as computed by the narrow-angle BTPE ( ), the wide-angle
BTPE ( ) and the FE solution ( ).
enabling atmospheric coupling with terrain interaction. It has been shown that the
PE agrees closely with normal modes solutions for an upward refracting atmosphere
but is variably accurate for a downward refracting atmosphere. In presence of a
three-dimensional problem, the 2D Beilis-Tappert PE can be used in an N × 2D
approach, where the sound pressure level is estimated in different azimuthal planes
(r, θi, z) for i = 1, . . . , N , using the 2D method each time. This approach has a
major limitation, which is the absence of azimuthal scattering between two adjacent
planes. As a result, a complete modeling of the sound pressure level involves a full
three-dimensional PE formulation with the inclusion of an irregular boundary.
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Figure 3.16: Validation of PE for a Gaussian hill of height h0 = 100 m (Case 1), homogeneous
atmosphere (c = c0 = 343 m · s−1), f = 1 Hz. Top row: RSPL L̂p contour plot in the (x, z) plane,
Bottom row: RSPL as a function of altitude at several ranges xr = 3.0 km, 7.0 km and 10.0 km,
as computed by the narrow-angle BTPE ( ), the wide-angle BTPE ( ) and the FE solution
( ).
92
3.4. Validation of the 2DPE Chapter 3
Figure 3.17: Validation of PE for a Gaussian hill of height h0 = 100 m (Case 1), homogeneous
atmosphere (c = c0 = 343 m · s−1), f = 5 Hz. Top row: RSPL L̂p contour plot in the (x, z) plane,
Bottom row: RSPL as a function of altitude at several ranges xr = 3.0 km, 7.0 km and 10.0 km,
as computed by the narrow-angle BTPE ( ), the wide-angle BTPE ( ) and the FE solution
( ).
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Figure 3.18: Validation of PE for a Gaussian hill of height h0 = 100 m (Case 1), homogeneous
atmosphere (c = c0 = 343 m · s−1), f = 10 Hz. Top row: RSPL L̂p contour plot in the (x, z) plane,
Bottom row: RSPL as a function of altitude at several ranges xr = 3.0 km, 7.0 km and 10.0 km,
as computed by the narrow-angle BTPE ( ), the wide-angle BTPE ( ) and the FE solution
( ).
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Figure 3.19: Validation of PE for a Gaussian hill of height h0 = 100 m (Case 1), homogeneous
atmosphere (c = c0 = 343 m · s−1), f = 20 Hz. Top row: RSPL L̂p contour plot in the (x, z) plane,
Bottom row: RSPL as a function of altitude at several ranges xr = 3.0 km, 7.0 km and 10.0 km,
as computed by the narrow-angle BTPE ( ), the wide-angle BTPE ( ) and the FE solution
( ).
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Figure 3.20: Validation of PE for a Gaussian hill of height h0 = 200 m (Case 2), homogeneous
atmosphere (c = c0 = 343 m · s−1), f = [1, 5, 10, 20] Hz. Relative Sound Pressure Level (RSPL) L̂p
along distance at ground level (first row) and several altitudes zr = 350 m (second row), 1.0 km
(third row) and 2.0 km (fourth row), as computed by the narrow-angle BTPE ( ), the wide-angle
BTPE ( ) and the FE solution ( ).
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Figure 3.21: Validation of PE for a Gaussian hill of height h0 = 200 m (Case 1), homogeneous
atmosphere (c = c0 = 343 m · s−1), f = 1 Hz. Top row: RSPL L̂p contour plot in the (x, z) plane,
Bottom row: RSPL as a function of altitude at several ranges xr = 3.0 km, 7.0 km and 10.0 km,
as computed by the narrow-angle BTPE ( ), the wide-angle BTPE ( ) and the FE solution
( ).
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Figure 3.22: Validation of PE for a Gaussian hill of height h0 = 200 m (Case 1), homogeneous
atmosphere (c = c0 = 343 m · s−1), f = 5 Hz. Top row: RSPL L̂p contour plot in the (x, z) plane,
Bottom row: RSPL as a function of altitude at several ranges xr = 3.0 km, 7.0 km and 10.0 km,
as computed by the narrow-angle BTPE ( ), the wide-angle BTPE ( ) and the FE solution
( ).
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Figure 3.23: Validation of PE for a Gaussian hill of height h0 = 200 m (Case 1), homogeneous
atmosphere (c = c0 = 343 m · s−1), f = 10 Hz. Top row: RSPL L̂p contour plot in the (x, z) plane,
Bottom row: RSPL as a function of altitude at several ranges xr = 3.0 km, 7.0 km and 10.0 km,
as computed by the narrow-angle BTPE ( ), the wide-angle BTPE ( ) and the FE solution
( ).
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Figure 3.24: Validation of PE for a Gaussian hill of height h0 = 200 m (Case 1), homogeneous
atmosphere (c = c0 = 343 m · s−1), f = 20 Hz. Top row: RSPL L̂p contour plot in the (x, z) plane,
Bottom row: RSPL as a function of altitude at several ranges xr = 3.0 km, 7.0 km and 10.0 km,
as computed by the narrow-angle BTPE ( ), the wide-angle BTPE ( ) and the FE solution
( ).
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Figure 3.25: Validation of PE for a Gaussian hill of height h0 = 300 m (Case 3), homogeneous
atmosphere (c = c0 = 343 m · s−1), f = [1, 5, 10, 20] Hz. Relative Sound Pressure Level (RSPL) L̂p
along distance at ground level (first row) and several altitudes zr = 350 m (second row), 1.0 km
(third row) and 2.0 km (fourth row), as computed by the narrow-angle BTPE ( ), the wide-angle
BTPE ( ) and the FE solution ( ).
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Figure 3.26: Validation of PE for a Gaussian hill of height h0 = 300 m (Case 1), homogeneous
atmosphere (c = c0 = 343 m · s−1), f = 1 Hz. Top row: RSPL L̂p contour plot in the (x, z) plane,
Bottom row: RSPL as a function of altitude at several ranges xr = 3.0 km, 7.0 km and 10.0 km,
as computed by the narrow-angle BTPE ( ), the wide-angle BTPE ( ) and the FE solution
( ).
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Figure 3.27: Validation of PE for a Gaussian hill of height h0 = 300 m (Case 1), homogeneous
atmosphere (c = c0 = 343 m · s−1), f = 5 Hz. Top row: RSPL L̂p contour plot in the (x, z) plane,
Bottom row: RSPL as a function of altitude at several ranges xr = 3.0 km, 7.0 km and 10.0 km,
as computed by the narrow-angle BTPE ( ), the wide-angle BTPE ( ) and the FE solution
( ).
103
3.4. Validation of the 2DPE Chapter 3
Figure 3.28: Validation of PE for a Gaussian hill of height h0 = 300 m (Case 1), homogeneous
atmosphere (c = c0 = 343 m · s−1), f = 10 Hz. Top row: RSPL L̂p contour plot in the (x, z) plane,
Bottom row: RSPL as a function of altitude at several ranges xr = 3.0 km, 7.0 km and 10.0 km,
as computed by the narrow-angle BTPE ( ), the wide-angle BTPE ( ) and the FE solution
( ).
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Figure 3.29: Validation of PE for a Gaussian hill of height h0 = 300 m (Case 1), homogeneous
atmosphere (c = c0 = 343 m · s−1), f = 20 Hz. Top row: RSPL L̂p contour plot in the (x, z) plane,
Bottom row: RSPL as a function of altitude at several ranges xr = 3.0 km, 7.0 km and 10.0 km,






Equation for propagation above
irregular boundaries
(3D-BTPE)
For a long time, three-dimensional PE modeling was not possible due to its great
complexity, exceeding the amount of computational resources available. One of the
first successful models implemented is known as FOR3D and was created by Lee
et al. [116] for Underwater Acoustic modeling. The underlying numerical method
relied on a wide-angle splitting of the exponential operator and an Alternate Di-
rection Implicit (ADI) scheme to divide the problem into a set of two 2D problems
along each transversal direction (i.e. in depth and width). Later, many efforts have
been directed towards further improving the three-dimensional parabolic equation
(3DPE), while considering more realistic waveguides [189, 194]. More recent models
have taken advantage of high performance computing, enabling the use of higher-
order splitting techniques. One of the most advanced 3DPE solver available is known
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as the 3DWAPE (3D Wide-Angle PE), derived by Sturm [192]. It relies on a combi-
nation of the ADI scheme and the Split-Step Padé method, which was first developed
in 2D by Collins [131], applied along each transversal direction separately.
The influence of three-dimensional irregular boundaries has been investigated thor-
oughly in Underwater Acoustics, with the objective of finding evidence of so-called
“3D effects” [202]. The three-dimensional PE has been used to model such effects
with success. In early 3DPE solvers, boundaries and interfaces were modeled using
a stair-step approximation, such that it is locally flat at each grid point [116, 49].
As in the 2D cases, energy conservation issues arise from the stair-step approxi-
mation, so “parabolized” sloping boundary or interface conditions have been used
to accurately treat transversal scattering [195]. In atmospheric acoustics, very few
studies have been conducted to verify the existence of such effects in the presence
of complex terrain.
A numerical investigation, relying on a novel method for three-dimensional propa-
gation is proposed here. In Sec. 4.1, we generalize the Beilis-Tappert coordinate
transform to derive a three-dimensional Cartesian space, which is a novel formulation
of the 3DPE for propagation above irregular boundaries. Next, an iterative finite-
differences solution is presented in Sec. 4.2 with a derivation of a three-dimensional
source term. Finally, a validation of the new method against the 2DPE and a tridi-
mensional COMSOL simulation is performed in Sec. 4.3. The method developed
in this chapter will be used to carry out a parametric study of propagation above
irregular boundaries in Chapter 5 and in a realistic environment in Chapter 6.
4.1 The parabolic equation in three dimensions
In this section, the theory of the three-dimensional parabolic equation (3DPE) will
be presented and a three-dimensional model of the Beilis-Tappert coordinate trans-
form, defined in Eq. (3.38), will be developed. The parabolic equation in three
dimensions follows a similar theory as for an axisymmetric medium, with the only
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difference being that the azimuthal term must be taken into account. A first step
is to choose a tridimensional coordinate system, i.e. Cylindrical or Cartesian. Most
3D formulations to date have advocated the use of a cylindrical coordinate sys-
tem, initially as a generalization of the azimuth-independent N× 2D PE method
developed by Perkins and Baer [155]. This approach is relevant from a physical
viewpoint, as it allows to constrain the region of interest within a small azimuthal
aperture. However, the azimuthal step size ∆θ becomes increasingly large away from
the initial plane, so the number of steps in azimuth is constrained by the maximum
propagation range. On the other hand, a Cartesian coordinate system can be more
computationally expensive but allows the use of uniformly spaced grids, making
finite-difference discretization and interpolation easier while preserving accuracy in
the far-field. Hence, a Cartesian coordinate system will be used in the following
sections.
4.1.1 Operator splitting
In this section, we will derive the PE in 3D and explore the phase error associated
with the uncoupled splitting of the square-root operator. The PE is derived from





+ ∆⊥ + k2(z)
}
pc(x) = 0, (4.1)
where ∆⊥ = ∂2/∂y2 + ∂2/∂z2 is the transversal Laplacian operator, k(z) = ω/c(z)
is the wavenumber, ω = 2πf is the angular frequency and pc is the complex pres-
sure, earlier defined in Eq. (3.2) as the real part of the time-domain pressure
amplitude. Factorizing the complex pressure amplitude pc into a modulated form
pc(x) = ψ(x)eik0x, and assuming that the derivatives along the propagating direc-
tion and transversal directions are commutative (i.e. their order can be switched),
the envelope ψ(x) satisfies the general 3DPE, which is given by
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ψ(x) = 0, (4.2)
where L =
√
1 + ∆⊥/k20 =
√
1 + Z + Y is the three-dimensional square-root opera-























If the Padé approximation is used on the operator L, the marching scheme would
lead to a large sparse system. To reach an efficient numerical solution, the operator
L in the 3DPE, given by Eq. (4.2), must be expressed in a simpler form. Therefore,
L is expanded into a sum of linear differential operators along different directions. A
common approach consists of writing L into an uncoupled form (i.e. no ZY term), as
L '
√
1 + Z +
√
1 + Y − 1 +O(ZY), (4.4)
and the square-root operators on the right hand side of Eq. (4.4) can be approxi-
mated using a Taylor (narrow-angle) or a Padé (wide-angle) expansion, as seen in
Sec. 3.1.1. An extensive review of the several expansion methods used is available
in Lee et al. [118] and Xu et al. [227]. One the most general cases to date is
the 3D WAPE method developed by Sturm [192], who later proposed an expansion
that includes a leading-order ZY cross-term [193]. The truncation of the cross-term
in Eq. (4.4) implies that environmental parameters (topography and sound speed)
vary gradually in both directions. Such an approximation is narrow-angle in nature,
but greatly simplifies the numerical solution [192]. Using equation (4.4) to replace









ψ(x) = 0. (4.5)
If the medium properties ρ and c varies slowly in the y direction, it is possible to
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assume that the energy transferred between the transversal planes is negligible in
comparison to the energy in the propagating in the altitude direction z, which can
be translated into the condition |YΨ|  |ZΨ|. This condition does not hold in
presence of an irregular boundary, as it is likely to generate out-of plane propaga-
tion. The main advantage of the splitting introduced by Eq. (4.4) is that it reduces
the three-dimensional square-root operator to an uncoupled sum of two-dimensional
operators. As in the 2D case, the resulting three-dimensional parabolic equation de-
rived in Eq. (4.5) is solved by approximating
√
1 + Z and
√
1 + Y using a Taylor
(narrow-angle) or a rational Padé (wide-angle) expansion. After applying the Padé
expansion to both square-root operators in Eq. (4.5), the 3D WAPE [192] is ob-
tained,










ψ(x) = 0, (4.6)
where N and M are the orders associated with the Padé expansions in the altitude
z and width y respectively. The Padé coefficients aj, bj are given by
aj,M=
2













It is possible to obtain the cylindrical version of the 3DPE given in Eq. (4.6) by re-
placing the variable x by r, and the Y by 1/(k0r)2×∂θ, where θ is the azimuth.
4.1.2 Propagation angle and accuracy
Next, the accuracy of the three-dimensional wide-angle PE given by Eq. (4.6)
is investigated and the error as a function of the propagation angle is estimated.
Following Jensen et al. [100], it is possible to estimate this error by comparing the
phase difference between the plane wave solution of Eq. (4.6) and the plane wave
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solution of the full parabolic equation given by Eq. (4.2). Let ψ and ψ′ be the




where k and k′ are the wave vectors associated with ψ and ψ′ respectively, and x
the receiver location. Denoting ϕ the elevation angle and θ the azimuth, the wave-












where k0 = ω/c0. However, the form of k′ is not known and must be derived in
order to compute the phase error εp. Assuming k′ = (k′x, ky, kz), i.e. that the y and
z-components of the approximate wave vector remain unchanged after the Padé ex-
pansion [177, 100], it is possible to express the unknown x-component k′x using Eq.
(4.6). Substituting the wave field ψ′ given by Eq. (4.8b) in Eq. (4.6), the following


















From Eqs. (4.8a) and (4.8b), and using the definition of k in Eq. (4.9), it follows
that the phase error between ψ and ψ′ can be expressed as εp = 2πnεd, where εd is





and n = x/λ0 is the number of wavelengths travelled in range. Unlike the phase
error (εp) which depends on the range, the dispersion error εd characterizes the ac-
curacy of the 3DPE as a function of the propagation angle. Inserting the expression
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of k′x derived in Eq. (4.10) into Eq. (4.11), the dispersion error becomes,
εd =








aj cos2 ϕ sin2 θ
1− bj cos2 ϕ sin2 θ2
∣∣∣∣∣∣ . (4.12)
The value of the dispersion error εd as a function of the azimuth and elevation angles
for different orders of the paraxial approximation in Eq. (4.10) is given in Fig. 4.1.
It is readily noticeable that the splitting in Eq. (4.4), which neglects the coupled
term, induces a narrow-angle limitation in the ϕ = θ direction regardless of the
order. The uncoupling of the operators Z and Y implies that the accuracy of the
3DPE in Eq. (4.5) in the directions y and z is solely dependent on the expansion
order of
√
1 + Y and
√
1 + Y respectively. Therefore, the maximum elevation ϕp for
θ = 0 is the same as in the 2D case for the given order N . Similarly, the maximum
azimuth θp for ϕ = 0 is governed by the expansion order M .
In the derivation performed above, it was assumed that the propagating modes k










The x-component kx of the wavenumber k becomes complex when k2z + k2y > k20,
which corresponds to evanescent modes. Since the Padé expansion given in Eq.
(4.10) is real, the approximated component k′x will fail to account for the imagi-
nary part of the dispersion relation in Eq. (4.13). To improve the approximation,
complex-valued Padé coefficients can be used [228, 137], they are obtained by a
rotation of an, bn given in Eq. (4.7b) in the complex plane. The new complex









1 + bj,M(e−iβ − 1)
, (4.14b)
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Phase error εd - Taylor Phase error εd - Pade [1, 1]
Phase error εd - Pade [2, 2] Phase error εd - Pade [4, 4]




























































































Figure 4.1: Angular mapping of the normalized dispersion error εd as a function of (ϕ, θ) for the
Taylor, Padé [1, 1], Padé [2, 2] and Padé [4, 4] expansion of the rational square-root operator L.
where β is the rotation angle. The complex Padé coefficients in Eq. (4.14b) are sim-
ply used in Eq. (4.10) instead of the original coefficients an, bn. Doc et al. [67] have
used complex Padé coefficients in conjunction with a coordinate transform for mod-
eling propagation in a two-dimensional waveguide with varying cross-section, and
determined that an optimal choice of β depends on the order of the Padé expansion.
Extending this observation to three-dimensional propagation is straightforward if
we use the operator splitting in Eq. (4.4) and apply the rotation in Eq. (4.14b) to
each operator. Hence, following Doc et al. [67], an appropriate choice for β is 0.13
for N,M = 1, 0.55 for N,M = 2 and 1.0 for N,M = 4.
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4.1.3 Tridimensional Beilis-Tappert map
In the following section, a Beilis-Tappert mapping will be applied to the three-
dimensional PE derived in Eq. (4.5). The physical domain P , described by the
terrain-following coordinates (x, y, z), is transformed into a rectangular numerical
domain D, described by a set of new coordinates (ξ, ν, η). For a three-dimensional
terrain surface defined by the z = h(x, y), the three-dimensional equivalence of the





η = z − h(x, y),
(4.15)
where h is a real bivariate function of class C2(R2). The transformation is symbol-
ically defined as M : x −→ ξ, so we can write M(P) = D. It is worth noting
that the terrain profile h can be expressed in either coordinate systems. To proceed,
the spatial derivatives in the physical coordinate system x = (xi) = (x, y, z) are
































where ξ1 = ξ, ξ2 = ν and ξ3 = η. As in the 2D case, the Beilis-Tappert approach
consists of applying the coordinate transformation, Eq. (4.15), to the parabolic
equation defined in Eq. (4.2). This derivation can be equivalently carried out by
applying Eq. (4.15) to the three-dimensional Helmholtz equation, given by Eq.
(4.1), before making a paraxial approximation in the transformed coordinate sys-
tem. First, the complex pressure pc is written as,
pc(x) = A(X,x⊥)eik0x, (4.17)
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where A is the complex pressure envelope that depends on the slow variable X = εx,
with ε  1, and x⊥ = (y, z). This formulation can be related to the perturbation
theory, where ε is the perturbation parameter and will allow us to physically inter-
pret the terms in the parabolic equation. After using Eq. (4.17) in Eq. (4.1) the








+ ∆⊥ + k2(z)− k20
}
A = 0. (4.18)
Then, the chain rules given by Eqs. (4.16) are used to express the spatial derivatives
in Eq. (4.18) and obtain an equation for the complex pressure envelope A in the new





































where ∆∗⊥ is the Laplacian expressed in the transformed coordinate system (ξ, ν, η).
From inspecting Eq. (4.19), it appears that the coordinate transformation in Eq.
(4.15) has introduced a number of additional terms. The narrow-angle approxi-
mation in 3D involves neglecting the terms factored by ε2, which correspond to
second-order fluctuations along the range x. Hence, the narrow-angle approxima-
tion retains first-order terms only, which is achieved by introducing the envelope ψ










+ ∆∗⊥ + k2(z)− k20
}
ψ = 0, (4.20)






























One of the difficulties arising from the three-dimensional extension of the Beilis-
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Tappert map is that the transversal direction is not paraxial, i.e. the pressure field
ψ varies quickly with ν. This has introduced three new low-order terms in the ex-
pression of ∆∗⊥ in Eq. (4.21), including a mixed derivative term ∂2/∂η∂ν, which
will have great implications when deriving a numerical solution. While it is possible
to derive numerical schemes that take into account mixed derivatives in parabolic
equation [133], a first approach is to simplify the transversal operator in Eq. (4.21)
by assuming that propagation along each transversal direction is uncoupled and we







which holds as long as the transversal variation of the terrain is small. The assump-
tion made in Eq. (4.22) does not hold for sharp transversal variations and high
frequencies. Hence, an additional limitation on the validity of Eq. (4.20) have been
introduced, in exchange of a more efficient numerical solution. In the new coordi-
nate system (ξ, ν, η), the transformed differential operators Z∗, Y∗ are given by


























where Z and Y are given in Eq. (4.3). As a result, the first-order three-dimensional




∗ + Y∗)ψ. (4.24)
Similarly, Sturm [195] has developed a Finite-Element solution of the PE for the
propagation of sound above an irregular rigid boundary using a similar transforma-
tion as the curvilinear Beilis-Tappert exposed here. Another approach that relies on
a terrain-following curvilinear description of the atmospheric medium is the use of
non-uniform grids, based on a Galerkin decomposition of the wave field [208]. In the
present case, a simple finite difference discretization will be used for the derivatives
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appearing in Eq. (4.24). An alternative derivation of Eq. (4.24) can be achieved by
applying the Beilis-Tappert map in Eq. (4.15) to the generalized three-dimensional














ψ(x) = 0, (4.25)
where Y∗ and Z∗ are now simply given by













Y∗ = Y . (4.26b)
After inspecting Eq. (4.25), it appears that applying the coordinate transformation
to the parabolic equation instead of the Helmholtz equation has removed the elliptic
term ∂2/∂ξ∂η present in Eq. (4.19). Neglecting elliptic terms, i.e that are second
order in the propagation direction ξ, means that the pressure envelope ψ is slowly
varying. This approach is consistent with the derivation of the two-dimensional
Beilis-Tappert PE made by Parakkal et al. [152], as explained in Sec. 3.2.3. The




















ψ(x) = 0, (4.27)
where N and M are the Padé expansion orders in the directions z and y, respec-
tively, and the Padé coefficients aj,M , bj,M are given in Eq. (4.7b). Equation (4.27)
is expressed in the transformed domain M(P) = D, which is a three-dimensional
rectangular waveguide of dimensions ηmax = zmax − h(xs, ys), νmax = ymax and
ξmax = xmax, with a flattened bottom boundary located at η = 0. After coordi-
nate transformation, the coefficients of Eq. (4.27) become locally dependent on the
spatial derivatives of the terrain profile h.
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4.1.4 Tridimensional impedance boundary conditions
In this section, the three-dimensional Impedance Boundary Condition (IBC) at the
ground surface is derived in the transformed coordinate system (ξ, ν, η). The early
3DPE models made use of a simplified staircase approximation of the ground bound-
ary [116, 118]. As a result, the associated boundary condition is flat everywhere
and out-of-plane scattering is not accounted for properly. Rewriting the 3DPE in a
shifted coordinate system where the bottom boundary is flat considerably simplifies
the inclusion and specification of the boundary condition in the numerical scheme.
As reported in Eq. (3.31c), the Impedance Boundary condition (IBC) governing the




where Yg = 1/Zg is the ground surface admittance and ∂/∂n = ∇ · n is the direc-
tional derivative taken along the normal vector n. At the ground boundary, defined
by the two-dimensional surface ∂P : {S(x, y, z) = h(x, y)− z = 0}, the unit normal














Figure 4.2: Three-dimensional reflection of an incident wave by a non-flat surface
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where S is the equation of the ground surface, θx is the terrain slope along x and
θy is the transversal terrain slope along y, i.e. tan θx = ∂h/∂x and tan θy = ∂h/∂y.

















Next, the relation pc = eik0xψ can be used, resulting in the following three-dimensional























This equation cannot be used into the 3DPE in its current form and needs to be
expressed in the curvilinear coordinate system. Equation (4.31) is first simplified
by naming the coefficient of ψ on the right-hand side as ik0Y ′g . At the ground level,
i.e. at η = 0, we have k = k0 and the density is ρ = ρ0 so the impedance boundary
















= ik0Y ′gψ, (4.32)
which is valid at the interface η = 0. Equation (4.32) includes derivatives with
respect to ξ and ν that were not present in the case of a flat boundary, which makes
the boundary condition more difficult to implement in the numerical scheme. This
is due to the non-orthogonality of the coordinate transform (the grid is not normal
to the bottom boundary). In Parakkal et al. [153], the use of a polar conformal
mapping allows for an equivalent impedance boundary condition which has a form
∂ψ/∂η = ik0Yg + χ/2, where χ is the local curvature of the ground surface. Follow-
ing Abrahamsson and Kreiss [4], the IBC given by Eq. (4.32) is “parabolized” in
order to avoid numerical reflections that arise from the range derivative. Using the
narrow-angle 3D BTPE defined in Eq. (4.24) to express the first-order derivative

























+ I0(ψ)η=0 = 0, (4.33)
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with a′0 = i/2k0. If the boundary is assumed to be locally flat (staircase approxima-
tion), all these coefficients become null, with the exception of I1 = 1 and I0 remain-








The boundary condition given by Eq. (4.35) will be used to evaluate the pressure
field ψ at η = 0 in the new coordinate system. Next, the reflection coefficient for
a three-dimensional boundary is derived. Following the formulation developed by
Salomons [177] in 2D, we derive a three-dimensional reflection coefficient for the
boundary ∂P . At a given interface point xg = (xg, yg, h(xg, yg)) on the ground
boundary, the pressure and velocity continuity conditions pc(x+g ) = pc(x−g ) and












where x−g and x+g are the lower and upper vicinities of xg, n is the normal to the
surface, defined by Eq. (4.29). The right-hand side is evaluated below the bottom
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boundary, so it can be replaced by the ground characteristic impedance Zgρ0c0.
From fundamental linear acoustics equations, we can write vc = ∇pc/iωρ0. Above
the ground surface, the total pressure is the sum of incident and reflected waves, i.e.
pc = pc,i + pc,r, so the condition in Eq. (4.36) becomes
pc,i + pc,r =
Zgc0
iω
(∇pc,i +∇pc,r) · n. (4.37)
If the incident wave is a plane wave defined by a wave-vector ki, the reflected wave
direction is governed by the reflected wave-vector kr = 2n(ki · n) − ki. Hence, the
pressure gradients are defined as ∇pc,i = ikipc,i and ∇pc,r = ikrpc,r. Furthermore,
the wave-vetcor norm ||ki|| = ||kr|| is the wavenumber k0 = ω/c0. We also notice












The amplitude of the reflected wave pc,r is factored by the 3D plane wave reflection
coefficient Rp, i.e. ||pc,r|| = Rp||pc,i||. The three-dimensional reflection coefficient
Rp is evaluated by assuming that the incident and reflected pressure fields are plane
waves in the vicinity of the ground surface, i.e.
pc,i(xg)=pc,0eiki·xg , (4.39a)
pc,r(xg)=Rppc,0eikr·xg , (4.39b)
where pc,0 is the complex pressure amplitude of the incident wave and the point xg
is a point at the ground boundary. Inserting the values of pc,i and pc,r. given by
Eq. (4.39a) and Eq. (4.39b), respectively, into the three-dimensional IBC, derived














Furthermore, we have kr ·xg = ki ·n−2(ki ·n)(n ·xg) from the definition of kr given
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earlier. This condition holds regardless of the choice of the origin of the coordinate
system, so it is valid for any arbitrary value of the point xg. Therefore, the quantity
xg · n can be taken as 0, and the three-dimensional reflection coefficient Rp can be
written as
Rp =
Zg(ki · n)− k0
Zg(ki · n) + k0
. (4.41)
If the surface is flat, then we have n = (0, 0, 1)T and ki ·n = k0 sinϕ, which reduces
to the 2D plane wave reflection coefficient defined by Salomons [177], and is also
provided in Eq. (2.50). The locally reacting assumption says that most of the
reflection occurs normal to the surface, i.e. for ki = k0n, giving us a reflection
coefficient Rp = (Zg − 1)/(Zg + 1), which is exactly the same as the locally reacting
reflection coefficient in 2D. Hence, the impedance boundary condition is handled
similarly as in the 2D case without further treatment.
4.2 Iterative algorithms for 3D
Numerical solutions of tridimensional problems are significantly more challenging
to derive and implement than for simpler 2D models. Indeed, the 3DPE has two
normal components (ν and η) to the marching direction. Along the transversal di-
rection ν, the field is discretized into Ny points ν1, · · · , νNy , in such a way that the
discretized 3D waveguide consists of a succession of planes Ψm = (ψmn,j)n,j, as shown
in Fig. 4.3. Hence, the marching scheme can be derived for Vm = vec(Ψm) which
is a vector of size (Ny ×Nz) obtained by stacking columns of Ψm, i.e.
Vm = (ψm1,1, . . . , ψmNz ,1, . . . , ψ
m
1,j, . . . , ψ
m




Therefore, a direct finite-difference solution require the inversion of a sparse system
of a size N3D = Nz ×Ny, leading to prohibitive scales very rapidly. As an example,
a small scale simulation for f = 10 Hz in a waveguide of section 10 × 10 km2 and
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a step δ = λ0/10 = 34.3 m gives N3D = 2912 = 84681. While parallel computing
may now overcome this limitation, it is very system-dependent and greatly impacts
implementation. Therefore, the 3DPE is usually solved using tailored iterative so-
lutions that take advantage of the matrix structure and can be easily replicated. In
this section, Fixed point and Alternate Direction Implicit (ADI) numerical solutions

















Figure 4.3: Discretization of a three dimensional Cartesian waveguide and the five-point Finite-
Difference stencil (yellow dots).
In the following subsections, two implicit finite-difference schemes will be derived
to solve the narrow-angle 3D BTPE, given by Eq. (4.24), and the wide-angle 3D
BTPE, given by Eq. (4.27). Other numerical considerations, such as the initial
and boundary conditions, which are common to both the narrow and wide-angle
solutions, are also presented and discussed. The section is structured in the following
way,
I In Sec. 4.2.1, the narrow-angle 3D BTPE derived in Eq. (4.24) is solved using
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an iterative gradient scheme [232, 187], which seeks the solution at ξm+1 by a
recursive refinement of the solution at ξm. The advantage of this method is
that it can generate an arbitrarily accurate solution, as long as the stability
condition is met. This method enables to greatly limit memory requirements
but may require longer computation times to converge.
I In Sec. 4.2.2, The wide-angle 3D BTPE derived in Eq. (4.27) is solved using
a Split-Step Padé numerical scheme [192, 131], which is based on an Alter-
nate Direction Implicit (ADI) formulation. In this approach, each transversal
direction is treated independently. The main difference between the current
approach and the original 3D Split-Step Padé is that it requires an additional
step to integrate the termW∗, which arises from the Beilis-Tappert transform
in Eq. (4.15).
I In Sec. 4.2.3, the finite-difference matrices are assembled for first and second-
order spatial derivatives in the transversal plane ξ⊥ = (ν, η). The boundary
conditions at the limit of the domain D are discretized and included in the
appropriate locations of the finite-difference matrices. The domain is truncated
by introducing an absorbing boundary layer around the propagation domain.
I In Sec. 4.2.4, a three-dimensional gaussian starting field is proposed, as an
approximation of a spherical monopole source in free space.
4.2.1 Fixed-point method
The narrow-angle tridimensional Beilis-Tappert PE derived in Eq. (4.24) will be
solved in a similar way as the one developed by Zelley [232], who proposed a march-
ing scheme that relies on a fixed-point method. The idea behind the following
derivation is to take advantage of the fixed-point method while, simplifying the
boundary conditions thanks to the Beilis-Tappert coordinate transform given by
Eq. (4.15). Integrating Eq. (4.24) between ξ and ξ + ∆ξ, we obtain
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∗ + Y∗) ds
}
ψ(ξ), (4.42)
which is valid for a small marching step ∆ξ. Next, the Crank-Nicolson method is













The exponential operators in Eq. (4.43) are then approximated using a first-order
Taylor approximation, which yields the following the marching scheme
{
1 + µ−0 (Z∗ + Y∗)
}
ψ(ξ + ∆ξ) =
{
1 + µ+0 (Z∗ + Y∗)
}
ψ(ξ), (4.44)
where µ±0 = ±ik0∆ξ/4. The operators Z∗ and Y∗ in Eq. (4.44) are expressed using
the definitions given by Eq. (4.23). The fully discretized form of Eq. (4.44) is












































































4.2. Iterative algorithms for 3D Chapter 4
Once written in a matrix form, the spatial derivatives can be replaced by finite-
difference matrices and Eq. (4.45) can be written for the unknown Ψm+1 = (Ψm+1n,j )
of size Nz×Ny. Inspecting Eqs. (4.46) and (4.47), one can infer that the coefficients
of Eq. (4.45) depend on the transversal location j. As a result, we rather write a
set of Ny equations, one for each column Ψm+1j of the solution Ψm+1, i.e.
M−j Ψm+1j + (Ψm+1P−)j = M+j Ψmj + (ΨmP+)j, ∀j ∈ [1, Ny]. (4.48)
which is a matrix equation of Sylvester-type (i.e. of the form AX +XB = C for an
unknown matrix X) [232, 187], where we have introduced the matrices
M±j =A±2,jD2,η + A±1,jD1,η + A±0 , (4.49a)
P± =B±2 D2,ν , (4.49b)
in which D1,2 are the finite-difference matrices of the first and second-order, respec-
tively. The form of the finite-difference matrices D1,2 will be specified in a separate
section (Sec. 4.2.3), where we also address the concurrent issue of the discretization
of the Impedance Boundary Conditions (IBC) at boundary points. The matrices
M±j are of the size Nz × Nz and the matrix P± has a size Ny × Ny. An extensive
review of available solutions for this type of matrix systems is provided by Simoncini
[187]. Among the most popular methods for solving Sylvester equations with large
Ny and Nz are the iterative gradient schemes, which aim at estimating the solution
Ψm+1j as the fixed point of Eq. (4.48). The algorithm we develop here is based on
the one used by Zelley [232] which also falls into this category of iterative solutions.
The algorithm to solve Eq. (4.48) can be divided into four successive steps:
I Step 1. Starting from the solution Ψm at step m, the right-hand-side of Eq.
(4.48) is computed for every j and stored into a matrix Cm = (Cm1 , . . . , CmNν ).
The LAPACK routine ZGMBV [9] is used to perform the matrix product ΨmP+.
Therefore,
Cmj = M+j Ψmj + (ΨmP+)j. (4.50)
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I Step 2. Beginning with the initial guess Ψ(0) = Ψm, the solution is successively
refined and we name Ψ(i) the intermediate solution after i iterations. Using Eq.
(4.48), the solution at iteration i is computed by passing one term to the right-
hand-side, which is then stored in the vector Rmj ,
Rmj = Cmj − (Ψ(i−1)P−)j. (4.51)
I Step 3. The system in Eq. (4.48) is solved using the LAPACK routine ZGBTRS
[9], which uses Thomas algorithm for tridiagonal matrices [169]. The column vector
Ψ(i)j of size Nη × 1 is computed as,
Ψ(i)j = (M−j )−1 ·Rmj . (4.52)
I Step 4. The intermediate field Ψ(i) is obtained by grouping all the columns
Ψmj computed in Step 2. This method assumes the existence of a fixed-point Ψ(∞)
towards which the iterative scheme converges as i −→ ∞. In practice, an error
threshold of e = 10−4 is introduced and the intermediate solution Ψ(i) is considered
acceptable whenever the condition ||Ψ(i) −Ψ(i−1)|| < e is met, so we retain the last
computed intermediate field, i.e. Ψm+1 = Ψ(i).
The existence of the fixed-point at every step depends on the stability of the method.
Zelley [232] has proven that it is unconditionally stable for propagation over a flat
surface but numerical experiment suggest that stability is preserved with the Beilis-
Tappert transform. The advantage of this method over the simpler Alternate Di-
rection Implicit scheme used in the Split-Step Padé approximation is the improved
accuracy, since it does not assume independence between the two transversal direc-
tions.
The algorithm presented above is implemented in Modern FORTRAN (2003/2008)
using the LAPACK Mathematical Library [9] on a sequential workstation. Since
all the matrices involved are tridiagonal, it is possible to use a special sparse for-
mat and avoid storage of a large quantity of zeros. Tridiagonal matrices are a
special case of the Banded Matrix format available in LAPACK, so we have used
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the corresponding routines ZGBMV (matrix-vector product), ZGBTRF (LU fac-
torization) and ZGBTRS (LU solution by back-substitution). This implementation
is versatile, as higher-order finite-differences can be used with the same routines,
only increasing the number of upper and lower diagonals in the Band Matrix format
descriptors.
4.2.2 Alternate Direction Implicit (ADI) method
Alternate Direction Implicit (ADI) methods are very common and efficient numer-
ical solutions of parabolic systems and have been used extensively to solve the
three-dimensional PE. It relies on the decomposition of the governing equation into
two distinct equations along ν and η respectively, in a such a way that each step of
the Crank-Nicolson marching scheme can be divided into two stages. Several types
of ADI schemes exist, including schemes that take into account mixed derivatives
[57, 24, 133]. As shown by Castor and Sturm [43], the ADI used in conjunction
with the Padé expansion for each square-root operator in Eq. (4.5) leads to a stable
iterative solution. In this section, we use the ADI scheme to propose a split-step
solution of Eq. (4.27). In an incremental form, the solution at the (m+ 1)-th plane







Then, we use Eq. (4.27) to replace the parabolic derivative in ξ in Eq. (4.53), which




















resulting in a scheme that is closely related to the well-known Split-Step Padé
method [131, 192], but in Cartesian coordinates. Hence, splitting Eq. (4.54) into
three factors, we obtain the following recursive scheme in semi-discrete form
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Ψm+1= exp {∆ξW∗}Ψm2 , (4.55c)
where W∗ = (∂h/∂ξ) · (∂/∂η) is an operator and Ψm1 , Ψm2 are intermediate solution
fields. Equations (4.55a), (4.55b) and (4.55c) can be written recursively, resulting
in a set of N + M + 1 linear systems to solve. Again, the Crank-Nicolson scheme
[191] is used to approximate each exponential operator in Eqs. (4.55a), (4.55b) and
(4.55c), leading to
{




1 + µ+q Z∗
}
Umq , q = 1, . . . , N, (4.56a){




1 + λ+l Y∗
}








where µ±q = bq ± ik0∆ξaq/2, λ±l = bl ± ik0∆ξal/2 and χ±0 = ±∆ξ/2 are coefficients.
The complex pressure fields Umq in Eq. (4.56a) and Vml in Eq. (4.56b) are matrices
of size Nz × Ny, which verify Um0 = Ψm, UmN = Vm0 = Ψm1 and VmM = Ψm2 . As in
Sec. 4.2.1, the operators Z∗, Y∗ andW∗ are fully discretized using finite-differences
and Eqs. (4.56a) to (4.56c) become, in matrix form and column-wise,
M−q,jV mq+1,j= M+q,jV mq,j, q = 1, . . . , N, (4.57a)
Uml+1P−l,n =Uml P+l,n, l = 1, . . . ,M, (4.57b)
Q−j Ψm+1j = Q+j UmM,j, (4.57c)
where the vector V mq,j is the j-th column of Vmq , and Uml,n is the n-th row of Uml . The
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matrices M±q,j, Pl, j± and Qj introduced above are defined as
M±q,j=A±2,q,jD2,η + A±1,q,jD1,η + A±0,q, (4.58a)
P±l,n =B±2,l,nD2,η, (4.58b)
Q±j =C±1,jD1,z + C±0,jI, (4.58c)
where the spatially-varying coefficients A±2,q,j, A±1,q,j and A±0,q,j in Eq. (4.58a) are,













































From the previous equations it appears that the ADI method requires the inversion of
tridiagonal matrices of size Nz×Nz and Ny×Ny only, which is an order of magnitude
lower than the direct method. The total number of matrix inversions required to
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advance one step in range is N+M+1, with each inversion involving Ny right-hand
sides. The solution at step (m + 1) is simply obtained by solving Eq. (4.56a), Eq.
(4.56b) and Eq. (4.56c) successively, which is similar to the Split-Step Padé method
developed by Collins [131] and later implemented for three-dimensional propagation
by Surm. The ADI approach is more computationally advantageous than the fixed
point method since its stability is unconditional. Splitting the problem into two
uncoupled directions is equivalent to solving two simultaneous parabolic equations
of lower dimensions, .
4.2.3 Finite-difference matrices and operator discretization
As discussed in Sec. 4.2.1 and Sec. 4.2.2, the numerical scheme requires the dis-
cretization of spatial derivatives using finite-differences in order to obtain a linear
system of equations. In this section, we present elements of finite-difference cal-
culus to reach a definition of the systems matrices M±, P± and Q± defined in
Sec. 4.2.1 and 4.2.2. In order to do so, it is necessary to discretize first-order and
second-order spatial derivatives of the wave field ψ at a given grid point ξm, νj, ηn,
where m = 1, . . . , Nx, j = 1, . . . , Ny and n = 1, . . . , Nz. Using second-order finite-
difference approximations [81], the first and second-order spatial derivatives with
















where ∆η = ηn+1− ηn is the uniform grid spacing. The first-order and second-order
derivatives in the transversal direction ν can be simply obtained by replacing η by
ν in Eqs. (4.62).
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IBC discretization
It appears that at the limit points n = 1 (bottom boundary), n = Nz (top bound-
ary), j = 1 (left boundary) and j = Ny (right boundary), the finite-difference
formulas in Eqs. (4.62) will contain discrete values of ψ that are outside the numer-
ical domain, as shown in Fig. 4.4. There is, therefore, the need for a definition of
virtual points to enable the numerical scheme. The virtual points associated with
each boundary are
Bottom boundary Dg : ψm0,j, ∀j ∈ [1, Ny]
Top boundary Dt : ψmNz+1,j, ∀j ∈ [1, Ny]
Left boundary D1 : ψmn,0, ∀n ∈ [1, Nz]
Right boundary D2 : ψmn,Ny+1, ∀n ∈ [1, Nz]
This leads to a total number of Nbnd = 2(Nz + Ny) unknown virtual points, which
must be expressed using boundary conditions. At the bottom of the domain (i.e. at
η = 0), the boundary condition is given by Eq. (4.36) for a ground of impedance Zg.
The top and side boundaries (η = ηmax and ν = ymin, ymax) are truncations of the
propagation domain, and are governed by an impedance Z0 = 1 since the interface is
made of air. We begin by dealing with the bottom boundary condition at η = 0 by
inserting Eq. (4.62b) in the discretized flat Impedance Boundary Condition (IBC)
defined in Eq. (4.35), leading to




ψm0,j, ∀j = [1, Ny]. (4.63)
The top boundary condition at η = ηmax is similarly defined by




ψmNz ,j, ∀j = [1, Ny]. (4.64)
The side boundary conditions will contain the same coefficients as Eq. (4.64).
A schematic of the numerical domain and finite-difference stencils at the domain
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k ∈ R k ∈ C
Figure 4.4: Transversal slice of the rectangular numerical domain D with side, top and bottom
impedance boundary conditions. The light red domain represents the physical Absorbing Boundary
Layer where the wavenumber is complex.
boundaries are presented in Fig. 4.4. Rearranging the coefficients of Eqs. (4.63)
and (4.64) allows us to obtain a value for the virtual points, which will then be
inserted into the finite-difference matrices. Thus, the virtual points ψm0,j, ψmNz+1,j,


















Nz−1,j, ∀j ∈ [1, Ny] (4.65b)









n,Ny−1, ∀n ∈ [1, Nz] (4.65d)
where the constant coefficients αt1, αt2, α
g
1 and αg2 are given by
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The ground impedance Zg in Eqs. (4.66a) to (4.66d), can stem from different ana-
lytical or empirical poro-acoustic models, as specified in Sec. 2.2.4. If the ground
impedance is spatially variable, i.e. Zg = Zm,n at the grid point (ξm, ηn), then the
α coefficients are changed accordingly.
FD matrix assembly
The finite-difference equations, provided in Eqs. (4.65a) and (4.65d), can also be
expressed in a matrix format by building the matrix of spatial derivatives in the
plane ξ = ξm, evaluated at the Nz×Ny transversal grid points (νj, ηn). This matrix,
symbolically written as δlηΨm for the l-th order spatial derivative with respect to η
(or δlνΨm with respect to ν) is determined as a product between a finite-difference
matrix Dl,η (or Dl,ν) and the wave field Ψm at the step ξm. Therefore, Eqs. (4.62)












= ΨmDl,ν . (4.67b)
The derivatives in η (or ν) involve a left (or right) matrix product of size Nz (or
Ny). The first-order and second-order derivatives are obtained for l = 1 and l = 2
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in Eq. (4.67a). The elements of the corresponding matrices D2,η (and D1,η) are







. . . . . . . . .
−1 0 +1








αg1 − 2 αg2 + 1
+1 −2 +1
. . . . . . . . .
+1 −2 +1




where the first (n = 1) and last (n = Nz) row of Eqs. (4.68) are expressed using
the bottom and top boundary conditions defined in Eq. (4.63) and Eq. (4.64)
respectively. Similarly, the finite-difference matrices D2,ν and D1,ν associated with







. . . . . . . . .
−1 0 +1








αt1 − 2 αt2 + 1
+1 −2 +1
. . . . . . . . .
+1 −2 +1




The number of lower and upper diagonals in the finite-difference matrices in Eqs.
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(4.68) and Eqs. (4.69) is a function of the finite-difference approximations of the
differential operators. In the present case, we are using a cross-shaped 5-point
stencil, as shown in Fig. 4.4, which leads to tridiagonal matrices in both η and
ν. The Beilis-Tappert transform given in Eq. (4.15) has greatly simplified the
handling of boundary conditions, overcoming the need for an interpolation to get
an expression at virtual points. An alternative implementation of the boundary
conditions consists in using “ghost” values that satisfy Eqs. (4.63) and (4.64) for
the virtual points outside of the numerical domain [114].
Domain truncation
Finally, the numerical domain D, shown in Fig 4.4, is truncated in order to limit
reflections from the boundary limits. Following Salomons [177], waves can be artifi-
cially damped by introducing atmospheric absorption. This is achieved by making
the use of a complex wavenumber k̃ = k + iκ in an absorbing layer that is placed
far from the receiver location. The absorbing layer is placed inside the numerical
domain D just before the outer boundaries, above the altitude ηa and transversally
beyond ν1 and ν2, as shown in Fig. 4.4. The general expression of the wavenumber
k in the three-dimensional parabolic equation given in Eq. (4.2) can be synthesized
as k̃(η, ν) = k(η) + iκside(η) + iκtop(ν) where the function κside and κtop are the side
and top absorbing functions. Here, the following profiles are used











, ν ≤ ν1,
0 , ν1 ≥ ν ≤ ν2,
(4.70)
for the side absorbing layer, where ν1, ν2, νmin and νmax are the side absorbing layer
limits, as shown in Fig. 4.4, and
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, η ≥ ηa,
0 , η ≤ ηa,
(4.71)
for the top absorbing layer, where ηa and ηmax are the top absorbing layer limits,
as shown in Fig. 4.4. In Eqs. (4.70) and Eq. (4.71), κ0 is an absorbing coefficient.
Numerical considerations for physical absorbing layers are similar to the ones made
earlier for Perfectly Matched Layers, with a trade-off between size of the layer and
the magnitude of reflections. For a large enough value of the layer thickness, we can
ensure that spurious refections from the layer boundary are negligible. The refrac-
tive term A±0,j in Eqs. (4.46c) and (4.59c) is identical in both approaches. Inserting
Eqs. (4.70) and (4.71) into the imaginary part of k in the operator Z, given by Eq.
(4.2), leads to








where k̃ is the complex wavenumber in the absorbing region, defined by
k̃n,j = k̃(ηn, νj) = k(ηn) + i(κside(νj) + κtop(ηn)), ∀j ∈ [1, Ny], ,∀n ∈ [1, Nz],
(4.73)
where κside and κtop are given in Eq. (4.70) and Eq. (4.71), respectively, and
INz is the identity matrix of size Nz. The matrices A±0 now include transversal
dependency in the side absorbing regions and must be updated for every column
computation. The value of the absorption coefficient κ0 is frequency-dependent and
must be kept as small as possible so as to limit reflection from the absorbing layer
interfaces. Therefore, we rather increase the size of the absorbing layer in both η and
ν directions, ensuring a layer with a depth of at least 50λ0. The real advantage of
the physical absorber over the PML is that it involves a change of the wavenumber
k rather than the second-order derivatives. The solver introduced in Sec. 4.2.1 is
not unconditionally stable, therefore it is safer to use a physical absorber defined in
Eq. (4.73) as only the diagonal terms of the matrices M± are modified.
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4.2.4 Source and spectral properties














































Figure 4.5: Close-up of the 3DPE starting fields for a frequency f = 10 Hz. Univariate Gaussian
source Ψ̃0 (left) and multivariate Gaussian source Ψ0 (right) in the transversal starting plane
x = xs.
In the previous chapter, a Gaussian source was derived for the 2D parabolic equa-
tion method by matching the asymptotic expansion of the analytical solution of
the parabolic equation in free field with the Helmholtz solution. It is possible to
extend this result to three-dimensional propagation without having to perform the
whole analysis again. Assuming the source to be transversally invariant, the three-
dimensional PE in free-field reduces to the two-dimensional PE in any plane cor-
responding to a constant y. Since the solution in all these planes is the same, the
transversally invariant starting field can be expressed by Ψ̃0(y, z) = ψ0(z), and is
shown in Fig. 4.5. For a source located at (yz, zs) in the initial plane x = 0, the
corresponding three-dimensional starting field is written as
Ψ0(y − ys, z − zs) = Aψ0(z − zs)ψ0(y − ys), (4.74)
where A is a constant to be determined and ψ0 is the two-dimensional starting field
of the y-invariant problem. For the 3D initial condition to be consistent with the an-
alytical solution, the amplitude of the starting field must be equal to |Ψ0(0, 0)| = k0
which is done by using A = 1/k0, so the starting field is simply
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This source function is plotted in Fig. 4.5 for xs = 75 m, ys = 75 m and f = 10 Hz.
The initial value of the envelope ψ, given in Eq. (4.75), is derived by generalizing the
2D derivation made in Jensen et al.[100]. Considering the two-dimensional Fourier
transform ψ̂ of the envelope ψ, defined as,





ψ(x, y, z)e−ik·xdydz, (4.76)













ψ = 0. (4.77)








ψ̂ = 0, (4.78)
and the solution of the first-order problem given by Eq. (4.78) can be written as






where ψ̂(0, ky, kz) is the value of the transformed field ψ̂ at x = 0. Applying the
two-dimensional Fourier transform to the Gaussian starter in Eq. (4.74), the follow-
ing expression for ψ̂(0, ky, kz) is obtained















The integrals in Eq. (4.80) can then be simplified by introducing the change of
variables z′ = z − zs and y′ = y − ys, which leads to,
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where a > 0 and b are real coefficients. Substituting Eq. (4.82) into Eq. (4.81) leads
to,





























The initial condition on the envelope ψ is obtained by performing an inverse Fourier
transform of Eq. (4.83). Again, the identity given in Eq. (4.82) is used to evaluate
the integrals. Introducing the new variables x1 = 2x/k0w2z and x2 = 2x/k0w2y, the
free-field solution ψ is given by,
ψ(x, y, z) = A√












Next, the coefficients A, wy and wz in Eq. (4.74) are deduced by matching the acous-
tic energy of the free-field solution with the energy of a normalized monopole source.
In cartesian coordinates, the acoustic energy density is given by |p|2 = ψψ̄, where ψ̄
is the conjugate of the complex pressure envelope ψ. In the far-field, x1, x2 −→ +∞,
so the acoustic energy becomes






















In free-field, the monopole source solution is given by,
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pH(x, z) = S0
eik0R
4πR , (4.86)
where R = |x−xs|. In the far-field, the region of validity of the PE is characterized
by x y, z, since the propagation angle is small. Therefore, R ≈ x and the acoustic

















which leads to the expression given in Eq. (4.75) for S0 = 4π. Following Jensen
[100], it is possible to generalize this function and obtain a Gaussian beam-style
starter by introducing angle of propagation with respect to the horizontal ϕt, also
called beam tilt. In three dimensions, the azimuthal angle of the beam is defined
by θt. Furthermore, the width of a Gaussian source is governed by the amplitude of
the coefficient in the exponential, which is equal to k20/2, meaning that beam width
is larger at lower frequencies. The beam width can be controlled by introducing the
aperture angle of the source bw. The resulting source is then given by







2 (y − ys)
2
)








2 (z − zs)
2
)
exp (ik0(z − zs) tanϕt) .
(4.89)
In the context of propagation above a complex impedance plane, the total pressure
field can be expressed as the sum of a direct and reflected wave. The source term is
therefore adapted to Ψ0 ← Ψ0(y − ys, z − zs) +Q(ϕ)Ψ0(y − ys, z − zs) where Q(ϕ)
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is the angle-dependent spherical reflection coefficient. This configuration is geomet-
rically equivalent to having a set of two equidistant sources in free-field, which are
symmetrical with respect to the plane. In a homogeneous three-dimensional space,












x2 + (y − ys)2 + (z − zs)2 and Rr =
√
x2 + (y − ys)2 + (z + zs)2 are
the direct and reflected ray lengths. Assuming that we are far enough from the source
to enforce r  zs, we can expand these quantities as Ri =
√
x2 + (y − ys)2−zs sinϕ
and Ri =
√
x2 + (y − ys)2 + zs sinϕ where ϕ is the elevation angle. Denoting
r =
√





e−ik0zs sinϕ +Q(ϕ)eik0zs sinϕ
)
. (4.91)





| cos (k0zs sinϕ)|, (4.92)
which is essentially the amplitude difference due to phase difference. Destructive
interference happens when pressure becomes null upon two opposite phase waves,








, n ∈ N. (4.93)
This equation indexes the far-field location of destructive interference lines. It is
worth noting that in a three-dimensional space, the interference pattern is indepen-
dent in azimuth. The maximum number of these lines van be estimated by verifying
the condition sinϕ < 1, leading to Nd ≈ 2zs/λ0 − 1/2. From this formula, we
can foresee that if the source is so close enough to the ground that zs < λ0/4, no
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destructive interference line is possible. As an example, for a source that is 25 m
height and a frequency of 10 Hz (the wavelength is λ0 = 34.3 m, we have Nd = 1. If





1 + |Q|2 + 2|Q| cos (2k0zs sinϕ+ argQ)
)
. (4.94)
The zeros of the Lloyd’s mirror equation for a non rigid boundary is not straightfor-
ward. Determining the interference angles requires to find the zeros of a non-linear
functional equation and numerical methods can be used to achieve this, like the
iterative Newton-Raphson scheme.
4.2.5 Interpolation of realistic topographic data
As mentioned in Chapter 1, modeling realistic environmental parameters is one of
the main difficulties faced when applying numerical methods to infrasound problems.
Topographic data is usually extracted from geological databases like the SRTM,
typically under DEM (digital elevation modeling) format among others. Software
like GMT (Generic Mapping Tool) allow us to convert this raw data to XYZ form,
so we get regularly spaced surface points G = (x∗k, y∗l , h∗k,l) where x∗k and y∗l are the
coordinates calculated from an origin (x∗0, y∗0). The point spacing is equal to the
SRTM data resolution δr, which is either 90 m or 30 m. This data cannot be used
in its raw form and must be processed before being incorporated into the numerical
scheme as a physical boundary. Specifically five operations must be performed to
transform this data into a compatible form.
Starting from the location of the source X∗s = (x∗s, y∗s) and the receiver (x∗r, y∗r) in
terms of raw data, which may not fall on a raw grid point, we begin by computing
the the direction of propagation θ∗ = arctan2(x∗r − x∗s, y∗r − y∗s). Then, we gen-
erate a cartesian numerical grid (x0, · · · , xNx) × (y0, · · · , yNy) of size xmax − xmin
along the propagation direction and ymax − ymin transversally. In this new grid,
(xs, ys) = (0, 0) is the source location. It is now possible to relate each numerical
grid point to its raw position defined by X∗m,j = (X∗m, Y ∗j ) using a grid rotation
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defined by X∗m,j = X∗s + Rxm,j. Then, we perform a linear interpolation of the
terrain data at the grid points X∗m,j in order to get the value of the terrain elevation
hi,j = h∗(X∗m, Y ∗j ) = h(xm, yj). At this stage, the raw value of the terrain elevation
is known on the entire numerical grid. In order to smooth the profile, we introduce
an average window filter defined by





where Sw(x, y) = [x − w/2, x + w/2] × [y − w/2, y + w/2] is a square domain of
size w centered around the evaluation point (x, y). The last step has been added
for the reasons exposed in Waagan [210]. Indeed, for a propagation problem with a
wavelength λ, any geometrical asperity of dimensions δ  λ is considered as noise
and can be ignored, up to a certain limit. The same procedure can be followed for
the N×2D PE, where the data is interpolated along several azimuthal paths indexed
by their respective direction θ∗i . In order to limit reflections from the transversal
numerical boundaries, the domain should be made as large as possible around the
region of interest.
Realistic topographic features fall within three main categories of interest for infra-
sound propagation. The earth curvature is accounted for through a modified index
of refraction n in the PE and irregular terrain obstacles, such as small scale moun-
tain ranges and long range waveguide variations are handled by a transformation of
the numerical grid. Both features can be superposed in any PE formulation without
further development. The last category of topographic features are noise barriers,
which include all highly irregular obstacles, such as urban canyons or cliffs. Mathe-
matically, a topographic feature is considered to be a noise barrier if the descriptor
h(x, y) of its profile is not of class C0, in which case it is impossible to use a coor-
dinate transform and the interface will have to be treated explicitly. Furthermore,
topographic variations inducing a slope higher than the PE limit on a single wave-
length must be either ignored [210], or handled by a hybrid terrain method, where
sharp obstacles are incorporated “naturally” through an appropriate discontinuity
condition. Such a method would be significantly difficult to implement in 3D, and
the challenges posed by the pre-processing of the topographic data into a hybrid
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smooth profile/sound barrier features would far outweigh the benefits of using a PE
method.
4.3 Validation of the method
Research has shown that the validation of three-dimensional PE codes is a difficult
task not only due to the scarcity of experimental data available, but more funda-
mentally because of the lack of universally defined criteria to qualify 3D topographic
effects. So far, most successful models typically work for a limited scope of problems
and were developed to achieve a specific objective in the estimation of the pressure
field. Furthermore, discrepancies between numerical results and measurements may
be beyond control (e.g. uncertainty in atmospheric parameters) or include inher-
ent errors. In consequence, a state of the art validation would require to match
numerical results with measurements obtained in a controlled environment, where
all input parameters are fixed. In absence of these experimental benchmarks, the
method developed above can be validated in three different ways: (i) by computing
the numerical solution of a problem for which the analytical solution is known, (ii)
by comparing against other numerical methods (inter-model comparison) or (iii) by
validating a transversally invariant problem against 2D benchmarks. In this sec-
tion, the 3D BTPE will be validated against a linear acoustics frequency-domain
BEM solution obtained with COMSOL Multiphysics. The propagation domain for
validation is depicted in Fig. 4.6.
4.3.1 Propagation over a flat surface in a homogeneous me-
dia
First, a validation of the 3DPE is achieved by investigating the propagation of sound
above a rigid plane in three dimensional space. The analytical solution has been
given previously in Eq. (4.90), and for the case of a rigid boundary, the spherical
reflection coefficient is Q = 1. We also assume that the source is normalized, so
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Figure 4.6: Schematic of the three-dimensional propagation domain used in the validation of the
3D BTPE and in the parametric study of terrain interaction with infrasound. The sample terrain
is located between x1 and x2 in range and y1 and y2 transversally. The blue lines correspond to
the receiver locations and the planes Σ1 and Σ2 are the cross-sections of the waveguide before and
after the obstacle respectively. The figure shows the case of a positive gaussian hill profile.
S0 = 1 Pa. The propagation space is a rectangular waveguide of size 10× 4× 3 km3
described by cartesian coordinates (x, y, z). Frequencies considered are f = 1 Hz,
5 Hz, 10 Hz and 20 Hz and the source is located at zs = 25 m, ys = 0 m. The
Relative Sound Pressure Level (RSPL) is given in Fig. 4.7, which show that the
3DPE solution is asymptotically identical to the analytical solution. In the near-
field, the discrepancies between the PE and the analytical solution is due to the
paraxial approximation. Numerical simulations show that the solver developed in
Sec. 4.2.1 is stable, and the number of iterations before convergence increases for a
smaller step size ∆ξ. For f = 10 Hz and a step size λ/10, the solver takes Ni = 9
iterations per numerical step to reach the tolerance e = 10−4. In particular, the
system is well-posed for all complex values of the the ground impedance Zg.
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Figure 4.7: Validation of the 3DPE for a flat rigid surface, homogeneous atmosphere (c = c0 =
343 m · s−1), f = [1, 5, 10, 20] Hz. Relative Sound Pressure Level (RSPL) L̂p along distance at
ground level (first row) and several altitudes zr = 350 m (second row), 1.0 km (third row) and
2.0 km (fourth row), as computed by the narrow-angle 3DPE ( ), the wide-angle 3DPE ( )
and the analytical solution ( ).
4.3.2 Propagation over a gaussian hill in a homogeneous
atmosphere
In this section, the 3D BTPE is validated for propagation above a generic irreg-
ular boundary. The atmosphere is assumed to be homogeneous, with a constant
sound speed of c0 = 343 m/s. In order to validate the method developed above, a
Boundary Element solution, implemented in COMSOL Multiphysics [2], is used as
a benchmark. A 2D BTPE solution is also computed in the middle plane y = 0.
The propagation domain is a rectangular waveguide of size 10×4×3 km3, delimited
147
4.3. Validation of the method Chapter 4
by 0 < x < 10 km, −2 < y < 2 km and 0 < z < 3 km. The bottom boundary is a
Gaussian hill, centered at x0 = 5 km and y0 = 0 km. The profile function is given
by













where h0 = 200 m and sx = sy = 500 m. The maximum sloping angle of the hill is
19.6◦, which is close to the theoretical limit of the narrow-angle BTPE [152]. The
quantity of interest in the following simulations is the sound pressure level (SPL),
defined in Eq. (2.63). The reference pressure pref is taken one numerical step away
from the source in the x direction. The source is located at xs = (0, 0, 25) m and
has a strength S0 = 1 Pa. Two frequencies are considered: f = 1 Hz and f = 5 Hz.
At f = 1 Hz, the total domain range is 29λ and the terrain height is equal to 0.58λ.
At f = 5 Hz, the total range extends to 145λ and the terrain height is 2.91λ. The
artificial absorbing layer, defined in Eq. (4.73), is placed at the top of the domain,
in the region 2 < z < 3 km, and, on each side of the propagation domain, in the
regions −2 < y < −1 km and 1 < y < 2 km.
The COMSOL model is created with the boundary element method (BEM) physics
interface in the Acoustics Module. Using the BEM interface presents a number of
advantages over the traditional Finite Element Methods (FEM), as only the scat-
tering objects (i.e., the Gaussian hill) need to be discretized with surface elements.
The solution in the rest of the domain is calculated using the Kirchhoff-Helmholtz
boundary integral






where G is the three-dimensional Green function, ψi is the incident field and S is
the scattering surface. The BEM typically reduces the size of the problem since no
volumetric mesh is needed. The mesh quality is controlled through the maximum
element size, which is defined as λ/8, where λ is the wavelength. For f = 1 Hz,
the number of degrees of freedom (DOFs) can be reduced to Nd ∼ 14 · 103 DOFs
with the BEM and appropriate use of symmetry, instead of ∼ 4 · 106 DOFs with
a standard FEM. In the simulations presented here, a GMRES iterative solver is
used, with a Sparse Approximate Inverse (SAI) preconditioning. The residual error
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for convergence is set to e = 10−3 and the rest of the parameters are left at their
default values.
The results from the 3D BTPE for the Gaussian hill are compared against the BEM
solution and the 2D BTPE. The Sound Pressure Level (SPL), defined in Eq. (2.63),
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Figure 4.8: Variation of the SPL with range in the middle plane and for f = 1 Hz, taken along
the ground surface (first row), the line z = 350 m (second row) and z = 1 km (third row).
Figure 4.8 shows the SPL variation, for f = 1 Hz, along x in the middle plane
y = 0 and at several altitudes. The presence of the obstacle causes an increase
in SPL upstream of the hill (x < 5.0 km) and a shadow zone downstream of the
hill (x > 5.0 km). Contour plots of the SPL at the ground surface and in the
middle plane are given in Fig. 4.9, where it appears that the reflected wave leads
to destructive interferences at higher altitudes. The last row of Fig. 4.9 shows the
altitude variation of the SPL at different ranges, and proves that the 3D BTPE
correctly estimates the location and intensity of the pressure lobes. The transversal
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Figure 4.9: 3D BTPE solution of the propagation above the Gaussian hill at f = 1 Hz. The first
row shows the SPL at the ground surface. The second row shows the SPL in the middle plane
y = 0. The third row shows the SPL along the lines x = 3, 7 and 10 km in the middle plane.
variation of the SPL at x = 7.0 km, i.e. just downstream of the hill, is shown in
Fig. 4.10. Results show that the 3D BTPE matches the BEM closely.
At f = 5 Hz, the ratio between the terrain height and the wavelength h0/λ is
larger than 1, which leads to a greater interaction between the obstacle and the
incident wave. The SPL variation along x is shown in Fig. 4.11. The important
discrepancy between the 3D BTPE and the BEM at short ranges is due to the
paraxial approximation. In the far-field, the 3D BTPE agrees with the BEM very
well, with a difference of ±1 dB. Figure 4.12 shows the contour plot of the SPL
at the ground surface and in the middle plane, as well as the variation of the SPL
with altitude at different ranges. The contour plot in the middle plane shows a
large number of interferences at higher altitude and a strong pressure decrease in
the shadow zone. The 3D BTPE performs very well and captures three-dimensional
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Figure 4.10: Transversal variation of the SPL at x = 7 km and f = 1 Hz. The first row shows
the contour plot of the 3D BTPE solution in the plane x = 7 km. The second row shows the SPL
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Figure 4.11: Variation of the SPL with range in the middle plane and for f = 5 Hz, taken along
the ground surface (first row), the line z = 350 m (second row) and z = 1 km (third row).
effects correctly. This is specifically visible in the last two plots of Fig. 4.12 (for
x = 7 km and x = 10 km), where the 2D BTPE fails to properly account for the
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Figure 4.12: 3D BTPE solution of the propagation above the Gaussian hill at f = 5 Hz. The
first row shows the SPL at the ground surface. The second row shows the SPL in the middle plane
y = 0. The third row shows the comparison of the SPL along the lines x = 3, 7 and 10 km in the
middle plane.
pressure increase in the shadow zone, by a margin of −4 dB. This pressure increase is
explained by the presence of out-of-plane scattering due to the transversal variation
of the hill. The transversal variation of the SPL at x = 7.0 km is shown in Fig.
4.13. Again, the 3D BTPE performs well and matches the BEM within a margin of
1 dB.
Overall, results show a good agreement between the 3D BTPE and the BEM method,
with a discrepancy that is smaller than 1 dB for both frequencies. The important
discrepancies in the near-field are due to the paraxial approximation, constraining
the validity of the PE solution to small propagation angles. The comparisons with
the 2D solution highlight the presence of three-dimensional effects at f = 5 Hz,
which cause a difference of ∼ 2 dB downstream of the obstacle, as shown in Fig.
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Figure 4.13: Transversal variation of the SPL at x = 7 km and f = 5 Hz. The first row shows
the contour plot of the 3D BTPE solution in the plane x = 7 km. The second row shows the SPL
along the transversal line z = 0 at x = 7 km.
4.13.
4.3.3 Propagation over two gaussian hills in a homogeneous
atmosphere
In this section, we study the propagation of infrasound over a complex ridge, com-
posed of two symmetrical Gaussian hill. This test case is similar to the problem
exposed earlier by Silva et al. [186], who developed a parabolic equation method
for irregular terrain scattering using a coordinate transform similar to the Beilis-
Tappert map in Eq. (4.15). Instead of using an iterative scheme, Silva et al. [186]
used a direct sparse solver at every marching step. This work was an extension of
the modeling of transversal scattering from urban canyons done by Awadallah et al.
[20]. The bottom boundary is described by the sum of the two hills, so the total
profile function is given by h = h+ +h− where we have defined h± as Gaussian hills,
i.e.
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where we fix sx = sy = 250 m and h0 = 300 m. The two hills are located at a
range x0 = 5.0 km and at a transversal distance ±y0 = 500 m, in such a way that
the boundary in the middle plane y = 0. The source is located at (xs, ys, zs) =
(0 m, 0 m, 25 m) as in the previous section and we consider the frequency f = 10 Hz
only. Because the bottom boundary is flat in the middle plane (h(x, 0) ≈ 0), any
two-dimensional propagation model would fail to account for the part of the wave
field that is scattered by the two hills. The Relative Sound Pressure Level (RSPL)
obtained from the three-dimensional Beilis-Tappert parabolic equation is given in
Fig. 4.14, which show interferences in the middle plane y = 0 at x > 6.0 km. This
induces a small fluctuation of ∼ 3 dB around the analytical solution, computed using
the monopole pressure field in Eq. (4.90). The top plot in Fig. 4.14 provides a strong
argument in favor of the existence of non-negligible three-dimensional topographic
effects even without atmospheric refraction or transversal winds.
4.4 Conclusions
The Beilis-Tappert coordinate transform has been naturally extended to three di-
mensions and the corresponding Impedance Boundary Condition (IBC) has been
derived. This allows a simpler incorporation of the IBC into the finite-difference
matrices but includes a limitation on the maximum slope of the terrain profile
which is a function of the expansion order of the square-root operator. Unlike the
two-dimensional case, it has not been possible to derive an appropriate phase shift in
three-dimensions, so the first-order derivative in altitude must be included, leading
to an additional matrix assembly at every step. This constitutes a major difference
with the original formulation of the Beilis-Tappert PE [26, 152], where the phase shift
allowed the derivation of simplified equivalent impedance boundary condition. The
solution is derived using two different approaches: (i) an iterative gradient scheme
which seeks the solution as the fixed point at every marching step, (ii) an Alternate
Direction Implicit (ADI) scheme combined with a Split-Step Padé decomposition of
the square-root operators which solves every transversal direction separately. In the
present thesis, only the former has been implemented, however, the Split-Step Padé
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Figure 4.14: Propagation over two adjacent Gaussian hills located at y0 = ±500 m and x0 =
5.0 km. The source is located at xs = 0 m, ys = 0 m and at an altitude zs = 25 m. The frequency
is f = 10 Hz. Top: RSPL at the ground level in the middle plane as computed by the 2D BTPE,
3D BTPE and Analytical solution. Middle: RSPL contour plot along the bottom boundary ∂P.
Bottom: RSPL contour slice in the middle plane y = 0.
solution provides an optimization for a wide-angle solution. The method developed
has been successfully validated against a stationary frequency-domain FE model
built in COMSOL Multiphysics. The existence of tree-dimensional effects has been
further justified by considering propagation over two adjacent hills, highlighting the
importance of transversal scattering from out-of-plane obstacles.
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Parametric study of the
interaction of sound with irregular
boundaries
In this Chapter, a numerical investigation of sound propagation over parametrized
irregular boundaries is carried out. The purpose of this study is two-fold, (i) to verify
the existence of three-dimensional effects, i.e. variations in the pressure field that
failed to be captured by 2D models, and (ii) establish a relation between boundary
parameters and the radiation field past the obstacle, where the receiver is located.
As mentioned in Sec. 2.2, interaction of sound with the ground can be interpreted as
both reflection (first-order) and diffraction (second-order) effects, which can lead to a
very complex scattering field. To quantify these effects, the three-dimensional BTPE
will be compared against the two-dimensional narrow-angle and wide-angle BTPE
in a number of different scenarios. In the first section, we consider propagation
in a homogeneous and stationary atmosphere, so as to isolate three-dimensional
topographic effects, both with regards to transversal scattering and diffraction in
the shadow zone. Then, we add an effective sound speed profile in order to estimate
the effect of coupling between atmospheric and topographic parameters in the case
of propagation in the surface boundary layer.
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5.1 Definition of test cases
In the present study, we constrain ourselves to smooth boundaries defined by a
Gaussian surface. We recall that the physical three-dimensional domain is named
P and the bottom boundary ∂P . The propagation domain is divided into three
regions: the near-field region (x < x1), the terrain region (x1 < x < x2) and the
radiation region (x > x2). The terrain obstacle is delimited by the abscissas x1 and
x2 and transversal locations y1 and y2, so that the total obstacle length in x is given
by L = x2 − x1 and the obstacle width by W = y2 − y1. As a result, the terrain is
located in a rectangular region Ωt = [x1, x2]× [y1, y2] of size W × L centered at the
location (x0, y0). The bottom surface ∂P is flat everywhere else, so the extended













, ∀(x, y) ∈ Ωt
0 , ∀(x, y) ∈ ∂P r Ωt
(5.1)
where sx and sy are the Gaussian surface variances along x and y respectively, which
must be defined to ensure continuity of the profile function defined in Eq. (5.1).
In the present case, we choose sx = L/4 and sy = W/4, so that the terrain height
h is almost zero at the limits y = y1, y2 and x = x1, x2 of the terrain region Ωt.
The values of L and W will be fixed and the terrain will be parametrized by the
maximum height h0, so that the terrain region Ωt remains unchanged throughout
the study. The domain P size is 10.0 km in range, 6.0 km in width and 3.0 km in
height. We take set x1 = 4.0 km, x2 = 6.0 km and y1 = −1.0 km, y2 = 1.0 km so that
L = W = 2.0 km and we make the terrain height vary discretely between h0 = 0 m
for a flat surface to the limiting case h0 = 300 m. The maximum terrain sloping









and similarly for the maximum sloping angle θ̄y along y, by replacing L by W in
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Eq. (5.2). For the maximum height h0 = 300 m, the maximum sloping angle in
both directions is about 20◦, which is within the domain of validity of the three-
dimensional first order BTPE defined in Eq. (4.24). The source is centered in the
middle plane ys = 0 m and located at an altitude zs = 25 m above the bottom
boundary. Frequencies emitted vary between f = 0.1 Hz and f = 10 Hz so as
to cover a large range of propagation scales, which we characterize by the non-
dimensional height, or “obstacle scale” defined as h0/λ where λ is the wavelength.
The non-dimensional height in function of frequency and terrain height is given in
Table 5.1.
Terrain height h0 (m) 0 m 100 m 200 m 300 m
Max. sloping angle θ̄x,θ̄y (◦) 0.0 7.0 14.0 20.0
Frequency (Hz) Obstacle scale h0/λ
0.5 0.0 0.14 0.29 0.44
1.0 0.0 0.29 0.58 0.87
5.0 0.0 1.46 2.91 4.37
10.0 0.0 2.91 5.83 8.74
Table 5.1: Maximum sloping angle θ̄x and obstacle scales h0/λ for the different terrain heights
and source frequencies.
The numerical step size is fixed as one tenth of the wavelength of the highest
frequency, so that the grid remains unchanged between simulations. Hence, we
have ∆ξ = c0/100 ≈ 3.4 m, which generates a grid of size Nξ × Nν × Nη of size
2915× 1752× 876. This implies that the system is solved for a total of 1.53 MDOF
per marching step. This step size ensures that enough points are considered to get
an accurate description of the range and transversal variation of the terrain, how-
ever, the large size of the numerical domain poses a limitation on the frequency
range, making simulations for 20 Hz very costly in memory and computation time,
so we stay within the limit of 10 Hz in the present study. The PML thickness Ha
and Da in directions z and y is taken as a fifth of the waveguide, so Ha = 2zmax/5
and Da = (ymax − ymin)/5. The pressure reference is taken at xref = 1.0 km and
zref = zs = 25 m.
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5.2 Three-dimensional irregular boundary in ho-
mogeneous media
In this section, we study propagation over the Gaussian hill defined in Eq. (5.1)
in a homogeneous atmosphere defined by a constant sound speed c0 = 343 m · s−1.
The near-field domain (x < x1) is not affected by terrain scattering, so the field
up to x = x1 can be estimated by the analytical solution for propagation over
a flat impedance surface given in Eq. (2.25). After interacting with the terrain,
located between x1 and x2, part of the wave is reflected in the higher part of the
waveguide while another part is diffracted in the shadow zone. We begin by giving
a physical description of the scattered field before determining the relation between
the obstacle scale h0/λ and the sound pressure level in the shadow zone. Finally, we
give a more accurate representation of three-dimensional effects by comparing the
3DPE simulations against 2DPE.
5.2.1 Heuristic description of the scattered field
We begin by plotting the Relative Sound Pressure Level (RSPL) in the planes
xz−planes C0, C1/2 and C1 defined by y = y0 = 0 m, y = y1/2 = 500 m and
y = y1 = 1.0 km, for the four frequencies given in Table 5.1. The results are given in
Figs. 5.1b to 5.12b, where we see that transversal reflection in the higher waveguide
is substantial. In particular, the RSPL in the plane C1, located at the edge of the
terrain region Ωt, is presented in Figs. 5.3b, 5.6b, 5.9b and 5.12b. We see that in
this plane, the boundary is flat but contains interferences between the direct and
reflected fields, which indicates a clear transversal scattering, even for small terrain
slopes. For f = 0.5 Hz and f = 1.0 Hz, the terrain height has very little influence
on the RSPL in the shadow zone. However, for higher frequencies, the number of
destructive interferences in the shadow zones increases with terrain height. We also
notice that the RSPL in the plane C1, e.g. Fig. 5.9b, show a great similarity in
interference locations but a difference in amplitude as a function of height.
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Next, we examine the RSPL at different yz-planes, namely ∂P (bottom surface),
Π1 (z = 350 m) and Π2 (z = 1.0 km). The RSPL at the bottom boundary is given
in Figs. 5.13b, 5.16b, 5.19b and 5.22b for f = 0.5 Hz, f = 1 Hz, f = 5 Hz and
f = 10 Hz respectively. We observe the formation of a beam in the shadow zone,
for h0 ≥ 200 m and f ≥ 1 Hz, which stems from diffraction by waves grazing the
obstacle. For f = 5 Hz, transversal interferences appear, and we see the formation of
a loss cone at f = 10 Hz in the far-field region. In the plane Π1, which is located just
above the terrain peak, we see a clear distinction between the two wave structures
that scatter from the terrain. In Fig. 5.20b, the destructive interference located
at x ≈ 5.0 km represents reflections on the exposed face of the obstacle, while the
pressure lobe at x ≈ 8.0 km is the diffracted field. These effects are enhanced at
f = 10 Hz, e.g. at in Fig. 5.23b, but do not appear clearly at f = 1 Hz. Hence,
from examining the obstacle scales for different frequencies given in Table 5.1, we
see that destructive interferences begin to appear as soon as h0/λ ∼ 1, which is a
well-known result of diffraction theory. For the cases where h0/λ < 1, we are in
the case of low-frequency Rayleigh scattering, which is mainly defined by first-order
reflections. When h0/λ > 1, we are in high-frequency scattering, and the shadow
zone displays a dipole (second-order) field, as seen in Sec. 2.2.
In order to convince ourselves of the influence of h0/λ on the scattered field structure,
we plot the RSPL at the yz-plane Σ located at x = 7.0 km, just after the terrain
region Ωt. The RSPL for f = 0.5 Hz and f = 1 Hz are given in Figs. 5.26b and
5.26b respectively, which show that at low frequency, the terrain acts like a secondary
monopole source. However, at f = 5 Hz (Fig. 5.27b) and f = 10 Hz (Fig. 5.28b),
we see second-order diffractive effects in the shadow zone and a high pressure beam
radiating in the upper section of waveguide, which happen for h0/λ > 1. Hence,
we have another justification of the following argument: for h0/λ < 1, second-order
diffractive effects are negligible and the scatterer is mostly a monopole source; for
h0/λ > 1, the second-order diffractive effects are important in the shadow zone and
the scatterer includes dipole sources.
Next, we explore the differences between 2D BTPE and 3D BTPE in the com-
putation of the scattered field in the middle plane C0. While the 2DPE assumes
an axisymmetric medium, the three-dimensional model at the basis of Eq. (4.24)
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accounts for transversal variation of the propagation medium, so the plane C0 can
receive signals from scatterers located off-axis. Hence, the discrepancies between the
2D and 3D PE sound pressure level provide a quantification of three-dimensional
scattering as a function of the terrain height h0. The Relative Sound Pressure Level
(RSPL) for f = 1 Hz, f = 5 Hz and f = 10 Hz are given in Figs. 5.29 to 5.32, where
the 2DPE results are taken from Sec. 3.4. In Fig. 5.29, we show the RSPL at the cut
line z = 350 m in the middle plane C0. The 3D BTPE and 2D BTPE exhibit a very
similar behavior for h0 = 100 m (∼ 7◦ slope) and f = 1 Hz and f = 5 Hz, while the
3D BTPE shows an increase in pressure of about 3 dB appears past the obstacle at
f = 10 Hz. At h0 = 300 m we notice a shift in the interference pattern in the middle
plane, which is probably due to transversal scattering from the sides of the hill. At
x = 10.0 km the transmission loss (difference of sound pressure level) between the
3DPE and analytical (flat) solution is significant at h0 = 200 m and h0 = 300 m, as
expected. Another discrepancy is observable for f = 1 Hz at x = 5.0 km, where the
3D BTPE solution maximum is higher (+5 dB at h0 = 300 m) and shifted to the
left.
The Relative Sound Pressure Level (RSPL) at altitude z = 1.0 km is plotted in Fig.
5.30, where we see a much better agreement between the 2D BTPE and the 3D
BTPE, within a margin of ±2 dB. At the altitude z = 2.0 km, the discrepancies
become larger but the location of the interferences are very similar in both 2D and
3D. The RSPL at altitude z = 2.0 km is presented in Fig. 5.31, where we see an
important discrepancy at f = 10 Hz and h0 = 100 m. The 3D BTPE sound pressure
level in the region x > 6.0 km is about 10 dB greater than the 2D BTPE sound
pressure. The exact cause is not clear, as at high altitudes the PE decreases in
accuracy and some mismatches in SPL may also be caused by spurious reflections
from the Perfectly Matched Layer (PML). Finally, we present the sound pressure
level variation with altitude in Fig. 5.32, which highlights similarities in the in-
terferences locations between 2D BTPE and 3D BTPE. The interferences located
at z > 1.0 km represent reflection from the exposed face of the terrain while the
important sound pressure level loss below z < 500 m accounts for the shadow zone,
as sound is blocked by the obstacle.
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Figure 5.1: 3D BTPE simulation in a homogeneous atmosphere (c0 = 343 m · s−1), f = 0.5 Hz
and source located at xs = 0, ys = 0 and zs = 25 m. Contour plot of the Relative Sound Pressure
Level (RSPL) L̂p in the plane C0 defined by y = 0 m, for a Gaussian Hill located at (x0, y0) = (5, 0)
(km), a width sx = sy = 500 and a terrain height of h0 = 0 (flat), 100, 200 and 300 m.
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Figure 5.2: 3D BTPE simulation in a homogeneous atmosphere (c0 = 343 m · s−1), f = 0.5 Hz
and source located at xs = 0, ys = 0 and zs = 25 m. Contour plot of the Relative Sound
Pressure Level (RSPL) L̂p in the plane C1/2 defined by y = 500 m, for a Gaussian Hill located at
(x0, y0) = (5, 0) (km), a width sx = sy = 500 and a terrain height of h0 = 0 (flat), 100, 200 and
300 m.
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Figure 5.3: 3D BTPE simulation in a homogeneous atmosphere (c0 = 343 m · s−1), f = 0.5 Hz
and source located at xs = 0, ys = 0 and zs = 25 m. Contour plot of the Relative Sound
Pressure Level (RSPL) L̂p in the plane C1 defined by y = 1000 m, for a Gaussian Hill located at
(x0, y0) = (5, 0) (km), a width sx = sy = 500 and a terrain height of h0 = 0 (flat), 100, 200 and
300 m.
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Figure 5.4: 3D BTPE simulation in a homogeneous atmosphere (c0 = 343 m · s−1), f = 1 Hz and
source located at xs = 0, ys = 0 and zs = 25 m. Contour plot of the Relative Sound Pressure Level
(RSPL) L̂p in the plane C0 defined by y = 0 m, for a Gaussian Hill located at (x0, y0) = (5, 0)
(km), a width sx = sy = 500 and a terrain height of h0 = 0 (flat), 100, 200 and 300 m.
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Figure 5.5: 3D BTPE simulation in a homogeneous atmosphere (c0 = 343 m · s−1), f = 1 Hz and
source located at xs = 0, ys = 0 and zs = 25 m. Contour plot of the Relative Sound Pressure Level
(RSPL) L̂p in the plane C1/2 defined by y = 500 m, for a Gaussian Hill located at (x0, y0) = (5, 0)
(km), a width sx = sy = 500 and a terrain height of h0 = 0 (flat), 100, 200 and 300 m.
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Figure 5.6: 3D BTPE simulation in a homogeneous atmosphere (c0 = 343 m · s−1), f = 1 Hz and
source located at xs = 0, ys = 0 and zs = 25 m. Contour plot of the Relative Sound Pressure Level
(RSPL) L̂p in the plane C1 defined by y = 1000 m, for a Gaussian Hill located at (x0, y0) = (5, 0)
(km), a width sx = sy = 500 and a terrain height of h0 = 0 (flat), 100, 200 and 300 m.
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Figure 5.7: 3D BTPE simulation in a homogeneous atmosphere (c0 = 343 m · s−1), f = 5 Hz and
source located at xs = 0, ys = 0 and zs = 25 m. Contour plot of the Relative Sound Pressure Level
(RSPL) L̂p in the plane C0 defined by y = 0 m, for a Gaussian Hill located at (x0, y0) = (5, 0)
(km), a width sx = sy = 500 and a terrain height of h0 = 0 (flat), 100, 200 and 300 m.
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Figure 5.8: 3D BTPE simulation in a homogeneous atmosphere (c0 = 343 m · s−1), f = 5 Hz and
source located at xs = 0, ys = 0 and zs = 25 m. Contour plot of the Relative Sound Pressure Level
(RSPL) L̂p in the plane C1/2 defined by y = 500 m, for a Gaussian Hill located at (x0, y0) = (5, 0)
(km), a width sx = sy = 500 and a terrain height of h0 = 0 (flat), 100, 200 and 300 m.
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Figure 5.9: 3D BTPE simulation in a homogeneous atmosphere (c0 = 343 m · s−1), f = 5 Hz and
source located at xs = 0, ys = 0 and zs = 25 m. Contour plot of the Relative Sound Pressure Level
(RSPL) L̂p in the plane C1 defined by y = 1000 m, for a Gaussian Hill located at (x0, y0) = (5, 0)
(km), a width sx = sy = 500 and a terrain height of h0 = 0 (flat), 100, 200 and 300 m.
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Figure 5.10: 3D BTPE simulation in a homogeneous atmosphere (c0 = 343 m · s−1), f = 10 Hz
and source located at xs = 0, ys = 0 and zs = 25 m. Contour plot of the Relative Sound Pressure
Level (RSPL) L̂p in the plane C0 defined by y = 0 m, for a Gaussian Hill located at (x0, y0) = (5, 0)
(km), a width sx = sy = 500 and a terrain height of h0 = 0 (flat), 100, 200 and 300 m.
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Figure 5.11: 3D BTPE simulation in a homogeneous atmosphere (c0 = 343 m · s−1), f = 10 Hz
and source located at xs = 0, ys = 0 and zs = 25 m. Contour plot of the Relative Sound
Pressure Level (RSPL) L̂p in the plane C1/2 defined by y = 500 m, for a Gaussian Hill located at
(x0, y0) = (5, 0) (km), a width sx = sy = 500 and a terrain height of h0 = 0 (flat), 100, 200 and
300 m.
172





















Figure 5.12: 3D BTPE simulation in a homogeneous atmosphere (c0 = 343 m · s−1), f = 10 Hz
and source located at xs = 0, ys = 0 and zs = 25 m. Contour plot of the Relative Sound
Pressure Level (RSPL) L̂p in the plane C1 defined by y = 1000 m, for a Gaussian Hill located at
(x0, y0) = (5, 0) (km), a width sx = sy = 500 and a terrain height of h0 = 0 (flat), 100, 200 and
300 m.
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Figure 5.13: 3D BTPE simulation in a homogeneous atmosphere (c0 = 343 m · s−1), f = 0.5 Hz
and source located at xs = 0, ys = 0 and zs = 25 m. Contour plot of the Relative Sound Pressure
Level (RSPL) L̂p accross the bottom boundary ∂P defined by z = h(x, y), for a Gaussian Hill
located at (x0, y0) = (5, 0) (km), a width sx = sy = 500 and a terrain height of h0 = 0 (flat), 100,
200 and 300 m.
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Figure 5.14: 3D BTPE simulation in a homogeneous atmosphere (c0 = 343 m · s−1), f = 0.5 Hz
and source located at xs = 0, ys = 0 and zs = 25 m. Contour plot of the Relative Sound
Pressure Level (RSPL) L̂p in the plane Π1 defined by z = 350 m, for a Gaussian Hill located at
(x0, y0) = (5, 0) (km), a width sx = sy = 500 and a terrain height of h0 = 0 (flat), 100, 200 and
300 m.
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Figure 5.15: 3D BTPE simulation in a homogeneous atmosphere (c0 = 343 m · s−1), f = 0.5 Hz
and source located at xs = 0, ys = 0 and zs = 25 m. Contour plot of the Relative Sound
Pressure Level (RSPL) L̂p in the plane Π2 defined by z = 1000 m, for a Gaussian Hill located at
(x0, y0) = (5, 0) (km), a width sx = sy = 500 and a terrain height of h0 = 0 (flat), 100, 200 and
300 m.
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Figure 5.16: 3D BTPE simulation in a homogeneous atmosphere (c0 = 343 m · s−1), f = 1 Hz
and source located at xs = 0, ys = 0 and zs = 25 m. Contour plot of the Relative Sound Pressure
Level (RSPL) L̂p accross the bottom boundary ∂P defined by z = h(x, y), for a Gaussian Hill
located at (x0, y0) = (5, 0) (km), a width sx = sy = 500 and a terrain height of h0 = 0 (flat), 100,
200 and 300 m.
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Figure 5.17: 3D BTPE simulation in a homogeneous atmosphere (c0 = 343 m · s−1), f = 1 Hz and
source located at xs = 0, ys = 0 and zs = 25 m. Contour plot of the Relative Sound Pressure Level
(RSPL) L̂p in the plane Π1 defined by z = 350 m, for a Gaussian Hill located at (x0, y0) = (5, 0)
(km), a width sx = sy = 500 and a terrain height of h0 = 0 (flat), 100, 200 and 300 m.
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Figure 5.18: 3D BTPE simulation in a homogeneous atmosphere (c0 = 343 m · s−1), f = 1 Hz and
source located at xs = 0, ys = 0 and zs = 25 m. Contour plot of the Relative Sound Pressure Level
(RSPL) L̂p in the plane Π2 defined by z = 1000 m, for a Gaussian Hill located at (x0, y0) = (5, 0)
(km), a width sx = sy = 500 and a terrain height of h0 = 0 (flat), 100, 200 and 300 m.
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Figure 5.19: 3D BTPE simulation in a homogeneous atmosphere (c0 = 343 m · s−1), f = 5 Hz
and source located at xs = 0, ys = 0 and zs = 25 m. Contour plot of the Relative Sound Pressure
Level (RSPL) L̂p accross the bottom boundary ∂P defined by z = h(x, y), for a Gaussian Hill
located at (x0, y0) = (5, 0) (km), a width sx = sy = 500 and a terrain height of h0 = 0 (flat), 100,
200 and 300 m.
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Figure 5.20: 3D BTPE simulation in a homogeneous atmosphere (c0 = 343 m · s−1), f = 5 Hz and
source located at xs = 0, ys = 0 and zs = 25 m. Contour plot of the Relative Sound Pressure Level
(RSPL) L̂p in the plane Π1 defined by z = 350 m, for a Gaussian Hill located at (x0, y0) = (5, 0)
(km), a width sx = sy = 500 and a terrain height of h0 = 0 (flat), 100, 200 and 300 m.
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Figure 5.21: 3D BTPE simulation in a homogeneous atmosphere (c0 = 343 m · s−1), f = 5 Hz and
source located at xs = 0, ys = 0 and zs = 25 m. Contour plot of the Relative Sound Pressure Level
(RSPL) L̂p in the plane Π2 defined by z = 1000 m, for a Gaussian Hill located at (x0, y0) = (5, 0)
(km), a width sx = sy = 500 and a terrain height of h0 = 0 (flat), 100, 200 and 300 m.
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Figure 5.22: 3D BTPE simulation in a homogeneous atmosphere (c0 = 343 m · s−1), f = 10 Hz
and source located at xs = 0, ys = 0 and zs = 25 m. Contour plot of the Relative Sound Pressure
Level (RSPL) L̂p accross the bottom boundary ∂P defined by z = h(x, y), for a Gaussian Hill
located at (x0, y0) = (5, 0) (km), a width sx = sy = 500 and a terrain height of h0 = 0 (flat), 100,
200 and 300 m.
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Figure 5.23: 3D BTPE simulation in a homogeneous atmosphere (c0 = 343 m · s−1), f = 10 Hz
and source located at xs = 0, ys = 0 and zs = 25 m. Contour plot of the Relative Sound
Pressure Level (RSPL) L̂p in the plane Π1 defined by z = 350 m, for a Gaussian Hill located at
(x0, y0) = (5, 0) (km), a width sx = sy = 500 and a terrain height of h0 = 0 (flat), 100, 200 and
300 m.
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Figure 5.24: 3D BTPE simulation in a homogeneous atmosphere (c0 = 343 m · s−1), f = 10 Hz
and source located at xs = 0, ys = 0 and zs = 25 m. Contour plot of the Relative Sound
Pressure Level (RSPL) L̂p in the plane Π2 defined by z = 1000 m, for a Gaussian Hill located at
(x0, y0) = (5, 0) (km), a width sx = sy = 500 and a terrain height of h0 = 0 (flat), 100, 200 and
300 m.
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Figure 5.25: 3D BTPE simulation in a homogeneous atmosphere (c0 = 343 m · s−1), f = 0.5 Hz
and source located at xs = 0, ys = 0 and zs = 25 m. Contour plot of the Relative Sound
Pressure Level (RSPL) L̂p in the plane Σ2 defined by z = 1000 m, for a Gaussian Hill located at
(x0, y0) = (5, 0) (km), a width sx = sy = 500 and a terrain height of h0 = 0 (flat), 100, 200 and
300 m.
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Figure 5.26: 3D BTPE simulation in a homogeneous atmosphere (c0 = 343 m · s−1), f = 1 Hz and
source located at xs = 0, ys = 0 and zs = 25 m. Contour plot of the Relative Sound Pressure Level
(RSPL) L̂p in the plane Σ2 defined by z = 1000 m, for a Gaussian Hill located at (x0, y0) = (5, 0)
(km), a width sx = sy = 500 and a terrain height of h0 = 0 (flat), 100, 200 and 300 m.
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Figure 5.27: 3D BTPE simulation in a homogeneous atmosphere (c0 = 343 m · s−1), f = 5 Hz and
source located at xs = 0, ys = 0 and zs = 25 m. Contour plot of the Relative Sound Pressure Level
(RSPL) L̂p in the plane Σ2 defined by z = 1000 m, for a Gaussian Hill located at (x0, y0) = (5, 0)
(km), a width sx = sy = 500 and a terrain height of h0 = 0 (flat), 100, 200 and 300 m.
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Figure 5.28: 3D BTPE simulation in a homogeneous atmosphere (c0 = 343 m · s−1), f = 10 Hz
and source located at xs = 0, ys = 0 and zs = 25 m. Contour plot of the Relative Sound
Pressure Level (RSPL) L̂p in the plane Σ2 defined by z = 1000 m, for a Gaussian Hill located at
(x0, y0) = (5, 0) (km), a width sx = sy = 500 and a terrain height of h0 = 0 (flat), 100, 200 and
300 m.
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5.2.2 Comparison between 2D and 3D PE
In this section, the 3D BTPE and the 2D BTPE are compared for the Relative
Sound Pressure Level (RSPL) in the middle plane C0. The purpose is to estimate
the importance of three-dimensional effects in the shadow zone, i.e. downstream of
the Gaussian hill and below the line of sight. The parameters of the simulations
described here have been presented in Sec. 5.1. The analytical solution for the
complex pressure above a flat impedance surface, given in Eq. (2.25), is used as a
baseline for the results shown below. The difference between the baseline and the
PE simulations account for the absolute contributions of the Gaussian hill to the
scattered field, while the discrepancies between the 2DPE and 3DPE shall reflect
the importance of transversal scattering in the middle plane.
First, Fig. 5.29 shows the RSPL computed by the 3D BTPE and 2D BTPE (narrow-
angle and wide-angle), taken along z = 350 m, in the middle plane C0 (y = 0). The
location of the irregular boundary, centered at x0 = 5 km is shown. Upstream of
the Gaussian hill, for x < 5 km, the 2D BTPE and 3D BTPE pressure fields are
identical to the baseline, since no ground effects occur. At the upstream vicinity
of the hill, the 2D BTPE and 3D BTPE show a pressure fluctuation of ∼ 5 dB, as
a result of interference between the direct wave from the source and the reflected
wave from the exposed surface of the obstacle. Downstream of the Gaussian hill,
important discrepancies appear between the 2D BTPE and the 3D BTPE, especially
for h0 = 300 m. First, a mismatch in the interference pattern location is visible, e.g.
at f = 10 Hz and h0 = 200 m, where the destructive interference is estimated about
300 m more upstream than the 2D BTPE. Moreover, the fluctuation in RSPL is
larger in the three-dimensional case, and tends to increase with the obstacle height.
For h0 = 200 m, three-dimensional effects account for ±5 dB of the scattered field,
but differences of±10 dB can be seen for 300 m (e.g. at x = 8 km for f = 5 Hz).
A similar plot is presented in Fig. 5.30, for z = 1.0 km, from which very interesting
observations can be made. The discrepancy between the 2D BTPE and 3D BTPE
are very small, which shows that three-dimensional scattering is mitigated at higher
altitude. This observation is well demonstrated for h0 = 100 m and f = 5 Hz, but
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Figure 5.29: Propagation above a Gaussian hill located at x0 = (5.0, 0) km, with a standard
deviation sx = sy = 1000 m. Comparison of the Relative Sound Pressure Level (RSPL) along
z = 350 m in the middle plane C0, as computed by the narrow-angle 2D BTPE, wide-angle 2D
BTPE and the 3D BTPE. The height is h0 = 100 m (top), h0 = 200 m (center) and h0 = 300 m
(bottom). The source is located at xs = (0, 0, 25) m and radiates a wave of frequency f = 1 Hz
(left), f = 5 Hz (middle) and f = 10 Hz (right).RSPL computed by the narrow-angle 2D BTPE
( ), the wide-angle 2D BTPE ( ), the 3D BTPE (•) and for a flat boundary ( ).
is still consistent at for a larger obstacle height, e.g. h0 = 200 m. Furthermore,
comparison with the (flat) baseline show that the computed SPL differs only by
localized fluctuations, downstream of the Gaussian hill, while following the same
behavior. The pressure localized fluctuations occur around x = 6 km in all cases
and range from ±5 dB for f = 1 Hz, while reaching values of up to ±10 dB at higher
frequencies. A similar discussion can be applied to the results presented in Fig.
5.31, which shows the RSPL at z = 2.0 km, with an additional precaution regarding
the limited accuracy of the 2D BTPE and 3D BTPE at higher altitudes. For the
sake of completeness, it is pointed that the 3D BTPE shows a numerical artifact
for h0 = 300 m and f = 10 Hz, causing a sharp increase in SPL at x ≈ 7.0 km.
This can be explained by the parameters considered for this particular simulation,
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Figure 5.30: Propagation above a Gaussian hill located at x0 = (5.0, 0) km, with a standard
deviation sx = sy = 1000 m. Comparison of the Relative Sound Pressure Level (RSPL) along
z = 1.0 km in the middle plane C0, as computed by the narrow-angle 2D BTPE, wide-angle 2D
BTPE and 3D BTPE. The height is h0 = 100 m (top), h0 = 200 m (center) and h0 = 300 m
(bottom). The source is located at xs = (0, 0, 25) m and radiates a wave of frequency f = 1 Hz
(left), f = 5 Hz (middle) and f = 10 Hz (right). RSPL computed by the narrow-angle 2D BTPE
( ), the wide-angle 2D BTPE ( ), the 3D BTPE (•) and for a flat boundary ( ).
since the narrow-angle approximation made in the derivation of Eq. (4.24) allows
high accuracy for sloping angles smaller than 15◦, whereas the h0 = 300 m case
corresponds to a slope of 20◦, according to Table 5.1.
Another characterization of the three-dimensional scattering can be achieved by
examining the Relative Sound Pressure Level (RSPL) along altitude, downstream
of the Gaussian hill. In this respect, Fig. 5.32 shows the RSPL computed by the
2D BTPE and 3D BTPE, taken along x = 7.0 km in the middle plane C0. Based on
the results shown, important discrepancies are visible for h0 = 300 m in the shadow
zone, i.e. for z < h0. At f = 5 Hz, the contribution from transversal scattering
results in an increase of ∼ 8 dB at the ground level (z = 0 m). At f = 10 Hz, a
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Figure 5.31: Propagation above a Gaussian hill located at x0 = (5.0, 0) km, with a standard
deviation sx = sy = 1000 m. Comparison of the Relative Sound Pressure Level (RSPL) along
z = 2.0 km in the middle plane C0, as computed by the narrow-angle 2D BTPE, wide-angle 2D
BTPE and 3D BTPE. The height is h0 = 100 m (top), h0 = 200 m (center) and h0 = 300 m
(bottom). The source is located at xs = (0, 0, 25) m and radiates a wave of frequency f = 1 Hz
(left), f = 5 Hz (middle) and f = 10 Hz (right). RSPL computed by the narrow-angle 2D BTPE
( ), the wide-angle 2D BTPE ( ), the 3D BTPE (•) and for a flat boundary ( ).
similar behavior is noticeable in the shadow zone, with an increase of ∼ 5 dB at an
altitude z ≈ 150 m above the ground. These effects are mitigated for lower values
of h0 and f . After further inspection, another observation can be made regarding
the numerical procedure. The scattered field downstream of the hill contain two
distinct structures, in accordance with the discussion given in Sec. 3.4.4. In the
shadow zone, i.e. for z < h0, the interference locations are similar for the 2D BTPE
and the 3D BTPE, which can be explained by the fact that the pressure field in this
region is largely within the domain of validity of the narrow-angle approximation.
However, at higher altitude (z > 1.0 km), the wide-angle 2DPE shows a shift in the
interference pattern, suggesting that the order of expansion used in Eq. (3.13) and
Eq. (4.27), rather than the ground effects, is the key parameter in the estimation
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Figure 5.32: Propagation above a Gaussian hill located at x0 = (5.0, 0) km, with a standard
deviation sx = sy = 1000 m. Comparison of the Relative Sound Pressure Level (RSPL) along
x = 7.0 km in the middle plane C0, as computed by the narrow-angle 2D BTPE, wide-angle 2D
BTPE and 3D BTPE. The height is h0 = 100 m (top), h0 = 200 m (center) and h0 = 300 m
(bottom). The source is located at xs = (0, 0, 25) m and radiates a wave of frequency f = 1 Hz
(left), f = 5 Hz (middle) and f = 10 Hz (right). RSPL computed by the narrow-angle 2D BTPE
( ), the wide-angle 2D BTPE ( ), the 3D BTPE (•) and for a flat boundary ( ).
of the SPL at higher altitude.
5.3 Three-dimensional irregular boundary in a re-
fractive media
In this section, a set of simulations of infrasound in a refractive atmosphere and
above an irregular surface are carried out. The purpose is to explore the ability
of the three-dimensional Beilis-Tappert Parabolic Equation (3D BTPE), defined in
Eq. (4.24), to account for ground effects on infrasound arrivals. As seen in Gossard
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and Hooke [90], infrasound can be trapped into several atmospheric waveguides
and significant ground interaction can occur over large distances in the troposphere
(z < 20 km)[134, 13]. In the current approach the boundary layer simply follows
the terrain profile; effects due to the generation of mountain induced gravity waves
[77] are predicted to be small and are therefore neglected. Since we are studying
infrasound propagation at low altitudes, the atmospheric medium is assumed to be
isothermal, i.e. at a constant temperature T0, and the effective sound speed is simply
given by the sum of the adiabatic sound speed c0 =
√
γRT0 and the background fluid
motion in the direction of propagation v0(z) ≈ v0(z) · ex. Here we consider several
possible profiles for v0, namely the standard linear, jet and logarithmic profiles,
given by



















where a is the wind speed amplitude, δ is the boundary layer thickness and z0 is
the wind jet altitude. For the simulations presented here, we use a = 0.1 m · s−1
and δ = 1 m in Eq. (5.3a), a = 100 m · s−1, z0 = 1000 m and δ = 50 m in Eq.
(5.3b), a = 20 m and δ = 10 m in (5.3c). The choice of a 100 m · s−1 wind jet is
here justified by the values used in Attenborough et al. [17], who considered linear
profiles with a slope of ±0.1 s−1 in altitude. The effective sound speed profile in each
case is calculated as ceff(z) = c0 + v0(z), where the adiabatic sound speed is fixed at
c0 = 343 m · s−1. The effective sound speed profiles given in Eqs. (5.3a), (5.3a) and
(5.3a) are plotted in Fig 5.33.
The regime of the flow over the gaussian hill can be characterized by the Froude










































Figure 5.33: Effective sound speed profile for a linear (left), logarithmic (middle) and (jet) wind
speed. The dashed line shows the constant speed c0 = 343 m · s−1.
where v0 is the wind velocity, N is the Brunt-Väisälä frequency of the atmosphere,
given by N = 0.012 s−1, and L is the length of the terrain obstacle. The Froude
number is the ratio between the flow wavelength and the obstacle length. If Fr > 1
then the flow will be strong enough to cross the terrain, while Fr < 1 represent the
subcritical case where the flow is obstructed, leading to non-linear effects. The linear
profile in Eq. (5.3a) has a constant gradient, so the associate drays are circular and
refraction is smooth. The wind jet in Eq. (5.3b) on the other hand, creates a sharp
disturbance in the effective sound speed profile, which creates a strong refraction
at high frequencies. Finally, the logarithmic profile in Eq. (5.3c) corresponds to a
typical tropospheric boundary layer profile, where the waves close to the ground are
strongly refracted. In the results presented here, the frequency is fixed at f = 10 Hz
and the Gaussian hill, defined by Eq. (5.1), will vary in height only. The three cases
considered are, as before, h0 = 100 m, h0 = 200 m and h0 = 300 m. For each value of
h0, the three effective sound speed profiles, given by Eqs. (5.3a), (5.3b) and (5.3c),
are taken into account, resulting in a total of 9 simulations.
For the linear effective sound speed profile, given by Eq. (5.3a), the Relative Sound
Pressure Level (RSPL) in the middle plane C0 is plotted in Fig. 5.34 and the RSPL
along the ground surface ∂P is plotted in Fig. 5.35. The results in Fig. 5.34, show
the presence of a creeping wave layer along the ground surface. Upstream of the
obstacle, i.e. for x < x1, the creeping wave layer thickness is constant and can be
estimated using Eq. (2.45a). The radius of curvature of the rays is calculated as
R0 = δc0/a, where a = 0.1 m · s−1, δ = 1 m and c0 = 343 m · s−1, resulting in a
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creeping wave layer thickness lc ≈ 37 m. The presence of the Gaussian hill between
x1 = 6.0 km and x2 = 6.0 km breaks the continuity of the creeping wave layer,
and part of the creeping wave is reflected at higher altitude before being refracted
back to the ground level. The reflection angle is higher as the value of h0 increases,
leading to a larger shadow zone downstream of the Gaussian hill. For h0 = 300 m,
an increase of the SPL is observed downstream of the hill, for x > 7.0 km, which
can be attributed to the refraction of the field scattered by the hill. Additionally,
the results presented in Fig. 5.35 suggest that the height h0 has a significant effect
on the transversal location of the destructive interferences at ground level.
Next, the ceff profile given by Eq. (5.3b) is considered. The results are presented in
Fig. 5.36, which provides the RSPL in the middle plane C0, and Fig. 5.36, which
provides the RSPL along the ground surface ∂P . According to Fig. 5.33, the wind
jet is located at z = 1.0 km. The large amplitude of the jet, i.e. v0 = 100 m · s−1,
leads to a strong ducting of the wave in the lower part of the atmosphere. After
inspecting Fig. 5.36, it appears that the wave is partially trapped in a waveguide
located below z = 1.0 km, resulting in significant interaction with the ground surface.
Upstream of the obstacle, at x = 4 km, a refracted beam with a −45 dB amplitude
interacts with the ground at the vicinity of the Gaussian hill. Additionally, smaller
refracted beams travel horizontally and interact with the obstacle at a grazing angle.
After interacting with the Gaussian hill, the wave is reflected back to the jet stream,
located at the altitude z = 1.0 km. For h0 = 100 m, the reflected wave follows a
curved trajectory, with a turning point located around x = 6 km and z = 1.0 km.
As the height increases, a larger part of the grazing beams are reflected to higher
altitudes and exit the lower waveguide. For h0 = 300 m, most of the wave is reflected
beyond z = 1.0 km, and a larger shadow zone appear downstream of the Gaussian
hill. Another observation is made for the RSPL at x > 8.0 km, which contains more
refracted beams at h0 = 100 m.
Finally, the case of the logarithmic profile, given by Eq. (5.3b), is plotted in Figs.
5.38 and 5.39. As in the linear case, plotted in Fig. 5.34, the logarithmic profile
generates a creeping wave along the ground surface, resulting in an increase of the
Relative Sound Pressure Level (RSPL) to a value of ∼ −40 dB within a small layer.
The form of the scattered field can be understood by examining the properties of
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the logarithmic profile, defined in Eq. (5.3b). The effective sound speed gradient is
very high at low altitude, i.e. for z < 200 m, but reaches smaller values in the higher
parts of the domain. It follows that only the waves that are close to the ground
are strongly refracted. For h0 = 300 m, a shadow zone is noticeable downstream
of the Gaussian hill, which is also visible by inspecting the RSPL at the ground
level, plotted in Fig. 5.39. Furthermore, Fig. 5.39 suggests that for h0 = 100 m and
h0 = 200 m, the effects of the logarithmic sound speed profile play a more important
part than the topographic parameters. For h0 = 300 m, however, topographic effects
become significant and generate destructive interferences of −50 dB in the far-field
region.
5.4 Conclusions
In this chapter, the three-dimensional Beilis-Tappert parabolic equation (3D BTPE),
derived in Eq. (4.24), was used to perform a parametric study of infrasonic propaga-
tion above a Gaussian surface, in a homogeneous and a refracting atmosphere. The
two variable parameters used are the frequency f of the acoustic source, which was
fixed at a location xs, and the Gaussian hill height h0. Three-dimensional effects
were significant in the shadow zone, with increases of up to 10 dB for h0 = 300 m,
due to out-of-plane scattering that is not captured by the two-dimensional parabolic
equation (2DPE). Results further suggest that the absolute influence of ground ef-
fects, in comparison to the flat surface model, is significant only in the higher end
of the infrasonic spectrum, i.e. for f ≥ 5 Hz, and h0 = 300 m. As a result, it was
postulated that the key parameter for the existence of three-dimensional effects is
the value of the obstacle ratio, defined as h0/λ, which is equivalent to the Rayleigh
scattering criteria in theoretical acoustics [157]. Indeed, the cases in which signif-
icant diffractive effects were identified correspond to a value h0/λ > 1. Finally,
the coupling between atmospheric refraction and ground effects was studied, for a
linear, jet and logarithmic effective sound speed profiles. It was shown that the
terrain height h0 plays a crucial role in the downstream interference pattern. At-
mospheric refraction creates new infrasonic arrivals, which were identified as wave
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beams scattered by the Gaussian hill.
Figure 5.34: 3DPE simulation in a refractive atmosphere with a linear wind speed profile for
a gradient u0 = +0.1 m · s−1, f = 10 Hz and source located at xs = 0, ys = 0 and zs = 25 m.
Contour plot of the Relative Sound Pressure Level (RSPL) L̂p in the middle plane Py,0 defined
by z = h(x, y), for a Gaussian Hill located at (x0, y0) = (5, 0) (km), a width sx = sy = 500 and a
terrain height of h0 = 0 (flat), 100, 200 and 300 m.
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Figure 5.35: 3DPE simulation in a refractive atmosphere with a linear wind speed profile for
a gradient u0 = +0.1 m · s−1, f = 10 Hz and source located at xs = 0, ys = 0 and zs = 25 m.
Contour plot of the Relative Sound Pressure Level (RSPL) L̂p accross the bottom boundary ∂P
defined by z = h(x, y), for a Gaussian Hill located at (x0, y0) = (5, 0) (km), a width sx = sy = 500
and a terrain height of h0 = 0 (flat), 100, 200 and 300 m.
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Figure 5.36: 3DPE simulation in a refractive atmosphere with a jet wind speed profile located
at z0 = 1.0 km, with a layer thickness d = 100 m and amplitude u0 = +100 m · s−1, f = 10 Hz and
source located at xs = 0, ys = 0 and zs = 25 m. Contour plot of the Relative Sound Pressure Level
(RSPL) L̂p accross the bottom boundary ∂P defined by z = h(x, y), for a Gaussian Hill located
at (x0, y0) = (5, 0) (km), a width sx = sy = 500 and a terrain height of h0 = 0 (flat), 100, 200 and
300 m.
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Figure 5.37: 3DPE simulation in a refractive atmosphere with a jet wind speed profile located
at z0 = 1.0 km, with a layer thickness d = 100 m and amplitude u0 = +100 m · s−1, f = 10 Hz and
source located at xs = 0, ys = 0 and zs = 25 m. Contour plot of the Relative Sound Pressure Level
(RSPL) L̂p accross the bottom boundary ∂P defined by z = h(x, y), for a Gaussian Hill located
at (x0, y0) = (5, 0) (km), a width sx = sy = 500 and a terrain height of h0 = 0 (flat), 100, 200 and
300 m.
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Figure 5.38: 3DPE simulation in a refractive atmosphere with a jet wind speed profile located
at z0 = 1.0 km, with a layer thickness d = 100 m and amplitude u0 = +100 m · s−1, f = 10 Hz and
source located at xs = 0, ys = 0 and zs = 25 m. Contour plot of the Relative Sound Pressure Level
(RSPL) L̂p accross the bottom boundary ∂P defined by z = h(x, y), for a Gaussian Hill located
at (x0, y0) = (5, 0) (km), a width sx = sy = 500 and a terrain height of h0 = 0 (flat), 100, 200 and
300 m.
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Figure 5.39: 3DPE simulation in a refractive atmosphere with a jet wind speed profile located
at z0 = 1.0 km, with a layer thickness d = 100 m and amplitude u0 = +100 m · s−1, f = 10 Hz and
source located at xs = 0, ys = 0 and zs = 25 m. Contour plot of the Relative Sound Pressure Level
(RSPL) L̂p accross the bottom boundary ∂P defined by z = h(x, y), for a Gaussian Hill located




Infrasound propagation in a
complex realistic environment
In this Chapter, the three-dimensional parabolic equation method developed in
Chap. 4 is applied to a realistic scenario of sound propagation in a complex en-
vironment. The identification of three-dimensional topographic effects in realistic
infrasound propagation is not straightforward, since a large number of environ-
mental factors enter into account. A proper physical characterization of realistic
three-dimensional effects can be only achieved if two conditions are met. Firstly,
we need an experimental dataset that isolates topography as the only parameters
between several recordings while neglecting atmospheric parameters. This assump-
tion is not representative of reality, where even weak wind conditions play a major
role on long-range propagation. Secondly, the problem must be within the domain
of validity of the numerical method used. The problem that will be investigated
will focus on sound propagation from a wind farm located on the Ascension Island,
in the southern Atlantic ocean. This problem is of interest as it provides the op-
portunity to analyze topographic effects on infrasound and compare 2D and 3D
numerical predictions with measurements. We start by presenting the topographic
data in Sec. 6.1, then we proceed to expose the methodology used in this study
in Sec. 6.2, which is based on the calculation of amplitude ratios between receiver
locations. In Sec. 6.3, we discuss the miscellaneous details regarding grid generation
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for realistic terrains and present the simulation results. Conclusions and remarks
regarding possible improvements are exposed in Sec. 6.4.
6.1 Ascension Island dataset
The purpose of the study is to predict the Sound Pressure Level (SPL) from a Wind
Farm located on the Ascension Island, which is the likely source of several signals
recorded at the IS50 array. IS50 is a 2770m aperture, eight element microbarometer
array located on Ascension Island. It is one of sixty planned microbarometer arrays
within the International Monitoring System (IMS). Four of the elements are attached
to low-frequency (70m aperture) wind noise reduction systems, while four are at-
tached to high-frequency (18m) systems (Walker and Hedlin [211]). For the present
study we focus only on pressure amplitudes recorded at the four low-frequency ele-
ments, named L1, L2, L3 and L4, due to their geographical separation. The exact
locations of the micro-barographs Ln and the Wind Farm turbines W are shown in
and listed in Table 6.1.
Element Latitude φn (◦) Longitude λn (◦) Elevation (m) Distance to W (m)
W -7.96129 -14.38680 158 0.0
L1 -7.93774 -14.37517 189 2890.0
L2 -7.93190 -14.38204 147 3240.0
L3 -7.92500 -14.35721 218 4580.0
L4 -7.95113 -14.37409 192 1830.0
Table 6.1: Geographical data of the windfarm W and low-frequency microbarographs L1, L2, L3
and L4.
Data provided by AWE Blacknest has shown that there is a disagreement between
recorded signals and expected SPL values based on a simple analysis for a flat ter-
rain, suggesting that the presence of topography has an effect on sound propagation
between the Windfarm (W ) and receivers Ln. Moreover, similarities between sig-
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nals recorded in October 2006 and October 2010 allows to assume that the windfarm
under consideration rotate at a constant speed and that they constitute the only
source of noise. The specifications of the source have been derived from the technical
specifications of the wind turbines present on Ascension Island. It has been deter-
mined that four harmonics arise from the rotation of the blades at a constant speed,
with a fundamental frequency f0 = 1.90 Hz and three overtones f1 = 2f0 = 3.79 Hz,
f2 = 3f0 = 5.69 Hz and f3 = 4f0 = 7.59 Hz. No further analysis on the sound
generation mechanisms is taken into account in this study.
The geographical data provided in Table 6.1 is not in an appropriate format, so it
is converted to a cartesian form first. We introduced the raw coordinate system
X∗ = (x∗, y∗) as defined in Sec. 4.2.5, and we name X∗n the raw position of the
microbarograph Ln. The topographic profile of the Ascension Island in raw coordi-
nates (x∗, y∗) is plotted in Fig. 6.1, with the location of the windfarm W , centered
at (0, 0), and micrbarographs Ln. From the geographical data given in Table 6.1,
we can derive the raw positions (x∗n, y∗n) of the receivers Ln by first determining the
azimuthal angles θ∗n between the windfarm W , located at the origin, and each one







where φW and λw are the latitude and longitude of the windfarm, respectively. Then,
using the distances Rn between the windfarm and each receiver Ln, given in Table
6.1, we get the raw position of each receiver,
x∗n = Rn sin(θ∗n), (6.2a)
y∗n = Rn cos(θ∗n). (6.2b)
These positions are all given in Table 6.2. These positions will be used to determine
the receiver positions in the numerical domain, which will be interpolated from the
raw topographic input of the Ascension Island.
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Figure 6.1: Left: Ascension Island input topographic data with microbarographs and windfarm
locations. Right: (x, y) numerical domain D for the 3DPE modeling in the paraxial direction
defined by the raw azimuthal angle θ∗1 .
Raw coordinates W L1 L2 L3 L4
x∗n (m) 0.0 1289.0 518.0 2892.0 1433.0
y∗n (m) 0.0 2606.0 3198.0 3550.0 1137.0
θ∗n (◦) - 25.61 9.21 39.17 51.56
Table 6.2: Raw positions (x∗, y∗) of the windfarm W and microbarographs L1, L2, L3 and L4.
6.2 Methodology
Due to the lack of knowledge of the sound source, the approach advocated here con-
sisted in determining amplitude ratios respectively to one of the microbarographs, in
this case L1. This allows us to implicitly account for three-dimensionality, since the
element L1 is centered and the path W −L1 between the source location W and L1
is almost flat. The difference of Sound Pressure Level between L1 and Ln provides
a measure of the scattering from topography. Hence, we define the dimensionless
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where pc is the complex pressure amplitude and ω = 2πf the angular frequency.
Since we are considering discrete harmonics, we write ωm = 2πfm for the m-th har-
monic and Amn = An(ωm) the corresponding amplitude ratio for the harmonic fm.
The difference of sound pressure level (SPL) between L1 and other receivers can
be accounted for by the Relative Sound Pressure Level (RSPL) with respect to L1,
which we define as
T mn = 20 logAmn , (6.4)
for the frequency fm and microbarograph Ln. We use the letter T for the RSPL
instead of L̂p to avoid confusion with the microbarometer identifier L introduced
above. Then, we provide the values of Amn in Eq. (6.3) based on both measurements
from the IS50 and the analytical pressure pc obtained when topographic variations
are neglected. In absence of topographic variation, the complex pressure pc is given
by the three-dimensional Green function with ground reflections, as defined in Eq.
(4.90). However, the difference of elevation between the source and the microbaro-
graphs is negligible, so the amplitude ratio for a flat topography is simply the ratio





which is a frequency-independent quantity. On the other hand, experimental data
extracted from IS50 recordings and provided by AWE Blacknest give a mean and
standard deviation for the measured amplitude ratio, which we name Amn,exp. Am-
plitudes were extracted from the IMS data, under the assumption that the wind
turbine waves are near-sinusoidal signals that exhibit insignificant frequency varia-
tions across the time series. This last assumption was checked: the spectral peaks do
not fluctuate significantly with time, consistently with the assumption of fixed ro-
tor speed. Pressure amplitudes were identified from amplitude spectral coefficients,
which are equal to the root-mean-square amplitude of a sinusoidal signal within the
data in units of Pa [94]. Estimates of the amplitude spectral coefficients were made
for non-overlapping twenty minute sections of data using a modified periodogram
approach. The twenty minute (24000 sample) section is windowed using a 4096
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sample Hanning window. Consecutive windows are overlapped by 50%, and each
segment is padded with zeros to provide a smooth spectral estimate for the peak-
finding algorithm. The results indicate that the frequency of each harmonic peak is
stable, but the absolute amplitude changes significantly. However, these temporal
changes are highly correlated across all four microbarographs indicating a common
source that is most likely to be meteorological in origin. The mean and standard de-
viation for the distribution of amplitude ratios Amn,exp between elements are reported
in Table 6.3. The difference between measured and flat amplitude ratios show that
sound propagation from the windfarm cannot be accounted for by assuming a flat
topography. On the other hand, the variation in the discrepancy between Amn,exp and
Amn,flat across the different receivers and the small value of the standard deviation of
Amn,exp show that there must be a constant parameter behind this discrepancy, which
is believed to be topographic effects rather than atmospheric variability.






















Table 6.3: Flat and measured amplitude ratios with respect to L1 for all four harmonics. The
mark “-” indicates missing data.
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6.3 Parabolic Equation modeling
In this section, an attempt to explain the influence of topography will be made by
undertaking a 2D and 3D parabolic equation simulation of sound propagation from
the windfarm W to all the four receivers Ln. The methods that will be used are
the narrow angle and wide angle 2D BTPE, defined in Eq. (3.52) and Eq. (3.59)
respectively, and the first-order uncoupled 3D BTPE introduced in Eq. (4.24).
First, details about the numerical grid and interpolation of topographic data will be
presented, as well as a list of all the parameters. Then, the results of the simulations
will be presented and discussed. In particular, we want to compare the amplitude
ratio Amn computed by the PE against data provided in Table 6.3.
6.3.1 Grid and input parameters
In this subsection, we expose the methodology used to carry out the 2D and 3D
parabolic equation modeling of sound propagation from the wind-farm W . The first
issue to address is the exact location of the source, since the location of the wind-
farm W in Table 6.1 is calculated as the barycentre of all the wind turbines. While
the 2D BTPE will be run along each radial line W -Ln between the source and each
receiver Ln separately, the 3D model requires a greater amount of preprocessing.
In 2D, each radial line W -Ln is defined by θ∗ = θ∗n in the raw coordinate system,
where θ∗n is the raw azimuthal angle aiming at the microbarograph Ln. Hence, the
radial line W -Ln is defined by the points (r sin(θ∗n), r cos(θ∗n)) where r ∈ [1, Rn] is
the range variable between W and Ln. The 2D topographic profiles hn(r) = h along
each cut line W -Ln are given in Fig. 6.2 and will be used as the input in the 2D PE
simulations. A total of 4× 4 simulations, i.e. one for each frequency fm and W -Ln
line combination.
For the 3D simulations, we begin from the topographic profile in raw coordinates
(x∗, y∗) and follow the procedure in Sec. 4.2.5 to generate a numerical grid, described
by the coordinate system (x, y), where the paraxial direction coincide with the axis
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Figure 6.2: Left: Digital Elevation of the terrain in the numerical domain D, orientated in the
W − L1 direction defined by θ∗1 = 25.61◦. The hills H1, H2, H3 are the three terrain obstacles.
Right: Topographic profiles along the tracks W − Lk for the two-dimensional PE modeling.
between the wind-farm W and each micro-barograph Ln. Hence, we need to generate
four different numerical grids to perform the 3D simulations, which are defined by
the angles θ∗1 = 25.61◦ (for L1), θ∗2 = 9.21◦ (for L2), θ∗3 = 39.17◦ (for L3) and
θ∗4 = 51.56◦ (for L4). The numerical waveguide spans from ymin = −3000 m to
ymax = 3000 m transversally and has a total range of xmax = 5000 m, with xmin =
0 m. The maximum height of the numerical domain is fixed at zmax = 5000 m. The
numerical domain generated for θ∗1 is represented in Fig. 6.1 and the digital elevation
of the bottom topography is given in Fig 6.2. We have identified and named several
hills and terrain obstacles in the computational domain that are likely to block or
scatter sound propagating from the source. The small irregular hill located at ∼ 300
m to the North East of the source is called H1, it peaks at around 230 m and stands
along the path to L4. Another larger hill H2 is located further away to the North
at about 2 km from the source and stands in the direct paths to both L1 and L2.
Finally, a larger ridge H3 located about 4 km to the north is an important sound
barrier that stands just before L3.
In order to ensure a constant level of accuracy between the several frequencies, the
numerical step δ is defined as one tenth of the wavelength of the highest harmonic
f3 = 7.59 Hz, so we have δ = 4.51 m. A total of 4 simulations will be done for each
frequency. The source height is assumed to be located at an altitude zs = 25 m with
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a normalized strength S0 = 1 Pa. The absolute pressure values at Ln are taken at
ground level and the reference pressure is taken as pref = 1 Pa. The atmosphere is
assumed to be homogeneous with c0 = 343 m and the ground to be rigid, so the
ground impedance Zg is infinite. In order to ensure no spurious reflections arise
from the boundaries of the domain, the Absorbing Boundary Layer (ABL) has to
be made large enough. Numerical simulations show that a layer of thickness of
Ha = (2/5)× zmax below the upper limit and a thickness Da = (1/5)× (ymax− ymin)
on each side of the numerical domain is acceptable.
6.3.2 Results and discussions
The Relative Sound Pressure Levels (RSPL) and pressure amplitudes at the four
micro-barographs Lk as computed by the 2DPE and 3DPE, are listed in Table
6.4. The associated amplitude ratios are computed using Eq. (6.3) and plotted in
Fig. 6.3, where we see a good agreement between the three-dimensional PE and
experimental data in specific cases only. The 2D and 3D amplitude ratios are very
close at L3 and L4, the discrepancy between the two seems to be smaller than the
discrepancy with measured amplitude ratios Amn,exp. It also appears that the 3D
amplitude ratios are consistently higher than the 2D case, which can be explained
by three-dimensional scattering from out-of-plane terrain obstacles. The 3D model,
however, reasonably improves the amplitude ratios for the micro-barograph L2 at
frequencies f = 3.79 Hz and f = 5.69 Hz. The amplitude ratios computed for L3
and L4 are lower than the flat amplitude ratio Amn,flat and decrease when frequency
increases. For L2, we see a clear difference between the 2D and 3D models: unlike
in 2D, the 3D amplitude ratio increase with frequency.
The most significant three-dimensional effects appear to be along the path W −L2,
where the 3D parabolic equation simulations give a better match of the experimen-
tal amplitude ratios for f < 7.59 Hz, suggesting the existence of diffractive effects
from the hill H2 at higher frequencies. This observation is in line with previous
findings established in Sec. 5.2.1, where we have shown that 3D diffractive effects
occur in the middle plane leading to less attenuation past the obstacle (cf. Figs.
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Figure 6.3: Numerical amplitude ratios Amn for n = 2 (left), n = 3 (middle) and n = 4 (right), as
computed by the 3D BTPE (), the 2D BTPE (•) and experimental amplitude ratios Amn,exp from
the IS50 microbaraographs (•). The dashed lines represent the flat amplitude ratios Amn,flat.
5.19b and 5.22b). As expected, the 2DPE shows an underestimated RSPL as the
hill H2 blocks the path between the source W and the micro-barometer array L2.
Topography seems to play a lesser role along the paths W − L3 and W − L4. The
mismatch between the measured and computed amplitude ratios for the frequency
7.59 Hz at the array L4 could be explained by the Wind Noise Reduction Systems on
low-frequency micro-barometers, which would induce a stronger filtering of higher
infrasonic frequencies.
Moreover, slices of the RSPL in the numerical domain D (cf. Fig 6.2) are plotted
in Fig. 6.4. We can see that the hill H1 in the near-field creates substantial diffuse
reflection. The hill H2 creates a first shadow zone between x = 2.0 km and x =
4.0 km. The ridge H3 acts a sound barrier and creates a shadow zone that is
very visible at f = 7.59 Hz, with a difference of RSPL of about −20 dB after the
obstacle. In the present model, mismatch with experimental data can be explained
by a number of factors. While the exact location of the wind farm is known, there is
an uncertainty regarding the exact sound source location among the distributed set
of possible sources. In order to account for this uncertainty, we could consider several
source locations around the point W . Furthermore, numerical errors stem from the
interpolation of the topographic profile, inducing noise in the computed derivatives
at every grid point. The heights are extracted from the raw elevation data using
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a linear interpolation and a uniform smoothing filter defined by Eq. (4.95). An
alternative approach, like gaussian filtering, may lead to better results.
Physical parameters that influence propagation include the impedance of the ground
surface and the upward refracting conditions. While surface impedance will have a
great impact on propagation at higher frequencies, it is unclear how using a realistic
ground model instead of a rigid boundary condition could account for the persistent
discrepancy between 2D and 3D PE. On the other hand, upward refraction from
tropospheric winds are anisotropic and will enhance propagation in a given direction,
which would decrease propagation along one path W − Lk more than the others.
This could explain the strong amplitude ratio loss at L4. This is even more critical
considering that the stations Lk are all within a large azimuthal aperture of about
θ∗2 − θ∗4 ≈ 42.2◦. Another more elaborate consideration on the proposed modeling is
to evaluate the sound source more accurately. In the present case, the wind farm is
modeled using the Gaussian source given in Eq. (4.75), which is an approximation
of a monopole source. Orientation of the wind turbines and interaction between
the sound sources generated by the two turbines of the wind farm W may affect
the directivity of sound field [142]. A better PE starting field can be derived by
matching the typical directivity field D(θ, ϕ) of the wind farm with the directivity
of a modified Gaussian starting field. Notably, Vecherin et al. [205] have used the
Equivalent Source Method (ESM) to successfully incorporate a directional source
into both narrow-angle and wide-angle 2DPE schemes.
6.4 Conclusions
In this Chapter, we have applied the 3DPE to a realistic problem of infrasound
propagation above an irregular boundary. First, we have shown that topography
plays a role in the estimation of amplitude ratios across all micro-barometer arrays.
Three-dimensional effects are substantial for frequencies on the higher end of the
infrasound spectrum (f = 5.79 Hz), leading to higher amplitude ratios compared to
the 2DPE simulations. The proposed modeling has shown the existence of three
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Microbarograph Frequency (Hz)










1.89 0.644 −69.8 0.752 −68.5
3.79 0.721 −68.9 0.849 −67.4
5.69 0.701 −69.1 0.874 −67.1
7.59 0.658 −69.7 0.874 −67.1
L2
1.89 0.601 −70.4 0.638 −69.9
3.79 0.679 −69.4 0.703 −69.9
5.69 0.708 −69.0 0.667 −69.5
7.59 0.692 −69.2 0.581 −70.7
L3
1.89 0.345 −75.3 0.378 −74.5
3.79 0.365 −74.7 0.393 −74.1
5.69 0.351 −75.1 0.373 −74.6
7.59 0.344 −75.3 0.338 −75.4
L4
1.89 1.016 −64.7 1.115 −65.0
3.79 1.018 −64.6 1.189 −64.5
5.69 0.985 −65.3 1.100 −65.2
7.59 0.852 −66.4 0.923 −66.7
Table 6.4: 2D and 3D PE simulation results. Acoustic absolute pressure (mPa) and Sound
Pressure Level (dB) at the different micro-barogrameter arrays Ln for the four harmonics fm. The
source amplitude is S0 = 1 Pa.
dimensional effects but results highlight that more parameters could be taken into
account for a better match of measured amplitude ratios. Furthermore, tackling the
uncertainty surrounding the source definition require a more thorough characteriza-
tion of the radiation pattern from the aerodynamic sound, generated by the rotating
blades. Yet, the most plausible explanation for discrepancies is the coupling between
atmospheric and topographic features, which may significantly enhance propagation
in one specific direction [124]. As we are interested in propagation over a few kilome-
ters, we would need to incorporate the effective sound speed ceff in the atmospheric
boundary layer, up to 5 km of altitude. In the current situation, no information
216
6.4. Conclusions Chapter 6
















Table 6.5: Amplitude ratios Amn at L2, L3 and L4 relatively to L1 calculated from the 2D and
3D PE simulations.
on the wind turbines was available, outside of technical specifications and IMS data
recordings. It has been pointed out that a better characterization of the source direc-
tivity could improve on the proposed modeling, which assumed the source generated
by rotating blades to be monopole.
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Figure 6.4: 3DPE Simulation results for the four harmonics fm. Left: Relative Sound Pressure
Level (RSPL) slice along y = 0 km. Right: Relative Sound Pressure Level (RSPL) slices along
x = 2.0 km and x = 4.0 km. The basemap is the relief of the topography for the W−L1 simulation.
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Conclusions and Further work
In this thesis, a novel three-dimensional Parabolic Equation (PE) method has been
developed for propagation in a refractive atmosphere and over irregular boundaries.
The mathematical derivations presented are related to existing two-dimensional
methods, specifically the Beilis-Tappert coordinate transform and subsequent mod-
els. The numerical solution is computed through an iterative scheme that seeks
the solution at every range as the fixed point of a Sylvester matrix equation. The
method has been implemented in a code that was validated against a COMSOL
Multiphysics Finite-Element Model for propagation over a smooth gaussian bound-
ary. The assumption a small slope boundary is consistent with the narrow-angle
limitation, which allows for grazing propagation (ϕp < 20◦) only, and allows us to
neglect the cross-derivative term. This assumption is central to the development of
an efficient numerical scheme instead of a sparse system and provides a satisfying
model for smooth boundaries. Indeed, if the problem was to be handled through
a three-dimensional sparse system, the size of the problem at the frequencies of in-
terest (e.g. f = 10 Hz on a 3 km × 3 km waveguides) would lead to prohibitively
large computation times, requiring the use of parallel strategies. This observation
has been made by previous authors in the computational acoustics community who
addressed three-dimensional propagation. It has been used here as an additional
justification for our model.
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The existence of three-dimensional effects has been highlighted through a paramet-
ric study, which shows that substantial diffractive effects occur as soon as the ratio
of the obstacle size (height in this case) to the wavelength, named obstacle ratio,
is equal or larger than 1. This leads to an increase in Sound Pressure Level any-
where between 2 dB and ∼ 5 dB in the shadow zone. When irregular boundaries
are coupled with atmospheric refraction, interaction in the atmospheric boundary
layer becomes critically important and transversal scattering (i.e. normal to the
paraxial direction) causes three-dimensional effects even for reasonably small ter-
rain obstacles. However, these effects are mitigated at lower frequencies (f < 1 Hz)
and show that topographic effects are substantial only on the higher end of the
infrasound spectrum (i.e. f > 1 Hz). Beyond the numerical method, this study
is the first extensive investigation of three-dimensional topographic effects in the
atmospheric acoustics/infrasound community and provide some answers to recent
concerns in infrasound modeling. The method has also been applied to a realis-
tic propagation case of wind turbine noise, where numerical PE computations in
both 2D and 3D have been compared against data obtained from the International
Monitoring System (IMS). Results show a close agreement of numerical results with
measurements but marginal three-dimensional effects. From these observations, we
deduced that isolated topographic effect are not sufficient to account for amplitude
loss in a realistic scenario.
The numerical method developed has been implemented in a FORTRAN software
package called InfraTopo, and delivered to AWE Blacknest. This code has many
potential applications in the modeling of infrasonic waves in realistic environments,
one of which is the analysis of regional infrasound close to IMS micro-barometers,
where topography has been proven to influence recorded signals. This sort of ap-
plications is of importance in the deployment of new infrasound arrays. Further-
more, the method developed is versatile and close enough to the existing theory
to allow for use in different disciplines involving long-range wave propagation, such
as electromagnetic propagation (optical waves, radar, VHF/UHF) or underwater
acoustics.
While the method developed in this thesis constitutes an original contribution to
the current understanding of infrasonic wave propagation, the physical assumptions
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made lead to a number of limitations. For a given frequency, only a subset of
all physical effects will be relevant, and it has been established that topography
will have an influence on medium-range infrasound but not at very low frequencies
(f ≤ 0.1 Hz). Assuming that the final aim is to include all possible environmental
parameters into a single 3D PE formulation, a few improvements must be brought
to the proposed model to reach this objective. In this respect, there are (at least)
four possible directions to extend the work carried out in this thesis:
I Wide-angle formulation. A straightforward improvement is the use of a
higher-order formulation of the PE, in order to increase the maximum angle
of propagation. As a first step in this direction, the theory for a wide-angle
formulation was presented in Sec. 4.2.2 and takes advantage of the Split-Step
Padé solution for the 3D PE [192]. Furthermore, the mixed derivative that
arise from the coordinate transform can be included by considering a more
elaborate ADI scheme and generalize the Split-Step Padé solution to irregular
waveguides. In this case, the cross-term is handled explicitly so that the system
can be solved with tridiagonal matrices and avoid the computation of a large
sparse system.
I Numerical accuracy. Beyond the use of a higher-order paraxial approxi-
mation, other minor numerical improvements are possible. For example, by
considering a curvilinear grid rather than the original Beilis-Tappert trans-
form [207, 105, 93], which can be readily solved with the iterative fixed-point
scheme presented in this thesis. Another important extension of the method
can be achieved by solving the backscattered wave (in 2D, q−c in Eq. (3.8b)),
as done by Zhu and Bjørnø (2000) [233] in cylindrical coordinates. This is
relevant in situations where sound barriers, such as canyons and ridges, create
substantial reflections at short ranges.
I Atmospheric model. The accuracy of the method can be improved by taking
more atmospheric parameters into account - such as turbulence, transversal
wind or absorption. The inclusion of turbulence into the existing model can
be carried out following the existing literature on the subject [32, 222, 147].
Typically, the study of turbulence on acoustic propagation involves the com-
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putation of the statistical moments of the complex pressure pc(x) over a set
of realizations for the random adiabatic sound speed c̃(x) and wind velocity
ṽ(x).
I Experimental benchmark. A better validation of the 3D PE and other
numerical methods in atmospheric acoustics can be achieved by comparison
with scaled laboratory experiments. Such experiments are aimed at produc-
ing datasets with controlled parameters, whereas recorded signals from real
infrasound events are subject to uncertainty. The main challenge of a scaled
experiment is the specification of the acoustic source. Existing studies on the
matter have generally used a spark-gap generator, which consists in two nar-
rowly spaced electrodes submitted to a high-voltage differential (V > 2 kV)
[21, 230]. The overpressure from the electric spark, which lasts about 40 mi-
croseconds, is a non-linear N-wave with a very high amplitude (P > 1kPa).
Many difficulties are associated with the characterization of such sources, as
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[56] B. Cotté. Coupling of an aeroacoustic model and a parabolic equation code
for long range wind turbine noise propagation. J. Sound Vibration, 422:343 –
357, 2018.
[57] I. Craig and A. Sneyd. An alternating-direction implicit scheme for parabolic
equations with mixed derivatives. Computers and Mathematics with Applica-
tions, 16(4):341 – 350, 1988.
[58] D. Crighton, A. Dowling, J. Ffowcs-Williams, M. Heckl, F. Leppington, and
J. Bartram. Modern Methods in Analytical Acoustics Lecture Notes. Springer-
Verlag London, 1992.
[59] L. Dallois, P. Blanc-Benon, and D. Juvé. A wide-angle parabolic equation for
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