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Abstract 
 
The process of extracting modal parameters using vibration response data from aerospace, 
civil and mechanical structures is well-established and many techniques exist to cater for the 
availability of spatial and temporal data. These techniques need extensive interaction with an 
expert user to guide them towards an acceptable set of solutions and are not adequate for 
structural health monitoring which fundamentally requires an automated process. Research 
into automated algorithms for the extraction and tracking of modal parameters started to 
gather momentum recently due to advances in technology and computing. Currently there is 
a lack of automated procedures due to the difficulty of replacing the interactions of an expert 
user with software algorithms and those that have been proposed have not yet been widely 
adopted. In this thesis, we propose a new automated method to track resonant frequencies 
for the purpose of detecting change. The method uses wavelet decomposition, principal 
component analysis, spectrum estimation and adaptive filtering. The aim is to identify 
resonant frequencies and then to monitor their magnitudes and frequencies in an automated 
fashion without user interaction for the detection of change in performance. The proposed 
method is validated on several benchmark problems widely studied in the literature, one 
simulated and four experimental. It is shown that using the new method it is possible to detect 
all the data cases for these benchmark structures because they produce changes in the 
resonant frequencies or in their magnitudes. The new method is also compared with an 
existing automated method called frequency domain decomposition (FDD) and it is shown 
that for the benchmark problems considered in this thesis the frequency tracking 
performance of the new method is superior. 
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1 Introduction
In this thesis we propose a new method for automated frequency measurement and
tracking for applications in structural health monitoring. Even though interest in
automated algorithms for modal parameter estimation had been expressed in the
1940's, it was not until the late 1980's that researchers started to investigate the fea-
sibility of automating such algorithms and this eﬀort gathered momentum recently
around 2008 for operational modal analysis. In their review of automated experi-
mental modal analysis, Allemang et al. (2010) commented that the few automated
algorithms that have been proposed so far have not yet been widely adopted and
in their review of operational modal analysis Rainieri and Fabbrocino (2010) com-
mented that currently there is a lack of automated methods for operational modal
analysis. In its current conﬁguration, the new method proposed in this thesis does
not deal with all modal properties except for resonant frequencies and their magni-
tudes. Further research is required to investigate whether the damping and unscaled
modal vectors could also be monitored by this same method. The application area
for the method is therefore currently restricted to structural health monitoring and
other applications where tracking resonant frequency is useful.
In the well-established ﬁeld of experimental modal analysis (EMA), the eﬀort is
towards conducting well planned experiments on a system using especially designed
forcing functions and a number of sensors strategically placed so that all the dynam-
ics of the system can be captured by the sensor responses. To analyse and derive
modal information, a number of numerical techniques which have been developed
over several decades, are brought to bear on the data. These techniques are widely
used and are adequate for the intended purpose, namely to get a better understand-
ing of systems to improve design or make modiﬁcations. However, such numerical
algorithms require extensive interaction from an expert user who changes parame-
ters of the algorithms in an iterative manner in order to direct it towards acceptable
solutions. This eﬀort is concentrated towards the identiﬁcation of the true system
order which requires parametric modelling and iteratively choosing diﬀerent model
orders to ﬁnd the one best suited to the data. With the advance in technology and
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the tremendous increase in computing power, researchers have started to investigate
the possibility of automating this process by eliminating the interaction with an
expert so as to turn experimental modal analysis into a technology that can be used
by non-experts.
In the ﬁeld of operational modal analysis (OMA), also well-established, the aim
is to obtain the modal parameters without the use of specially designed forcing
functions. This is done by instrumenting the system just like in the EMA case,
but instead of injecting forcing functions into the system, advantage is taken of
the operational conditions like wind and traﬃc for example, as excitations to the
system. The absence of measurements of input excitations is a limitation in OMA
because it is not then possible to categorically declare a mode of vibration to be
due to the system itself as it could well be a contribution of the unmeasured input
forces. Nevertheless, notwithstanding its limitation, OMA is widely practiced as it
does not require the system to be taken out of service as in the EMA case. Though
less accurate, solutions from OMA techniques are considered useful and it can also
be argued that since in OMA, the system is studied under its normal operating
conditions, the solutions obtained are closer to reality than those obtained from
the specially contrived conditions under which EMA is carried out. In OMA, the
numerical algorithms used for extracting modal information have, by and large,
been based on EMA algorithms by assuming the input to be white noise having a
ﬂat spectrum. These OMA techniques still require extensive expert user interaction
to determine the model order just as in the EMA case. Researchers in the area
of OMA have also recently started to investigate the possibility of automating the
modal estimation process for reasons similar to those given by researchers in EMA.
Several automated algorithms have recently been proposed in the literature.
In the ﬁeld of structural health monitoring (SHM), the behaviour of a system is
continually monitored with the aim of identifying and correcting undesired reduc-
tions in performance before the system becomes dangerous to human beings. For
such monitoring, SHM researchers seek to identify parameters that are indicative
of damage and to monitor such parameters for use in so called damage detection
algorithms. It is worth noting that the word damage in SHM research does not
mean true damage in the literal sense, it has been deﬁned to mean that a system
is not behaving in its optimal designed condition but its behaviour is still accept-
able. When it is claimed that damage has been detected in SHM using vibration
data, it only means that it has been detected that the behaviour of the system has
changed by a margin that is a cause for concern. That change could well have been
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caused by varying operating conditions or noisy measurements. The ultimate aim
of SHM for the future is to ﬁnd an algorithm that is sensitive only to true damage
and not to operating conditions. In their search for indicators of damage for mon-
itoring, researchers also make use of modal parameters that are used in EMA and
OMA. However, SHM does not restrict itself to the use of modal parameters and
is open to any and all parameters, however derived from the data, provided they
give reliable information about the damaged state of a system. In this sense, SHM
literature makes use of modal parameters as a subset of damage indicators but is
not limited to them. When modal parameters are used in SHM, we are faced with
a similar problem as we do in EMA or OMA and that is the requirement for the
extensive interaction of an expert to guide the algorithm. Such interactions, though
admissible and useful in EMA and OMA, is not appropriate for SHM in which the
implementation of an automatic procedure is a fundamental requirement.
In this thesis we apply our new automated method to several benchmarks which
have been set up speciﬁcally to facilitate research into damage detection algorithms.
Such benchmarks are important in SHM research where changes, assumed to be rep-
resentative of the eﬀects of damage, are made to the benchmarks so that researchers
can concentrate on developing algorithms that detect the changes made. This is a
contrived situation and not ideal, because if the assumptions made about the re-
lationship between true damage and the changes are not valid, then the developed
algorithms will not have achieved their stated aim which is to detect true damage.
But due to the unavailability of data that contains true damage, researchers are
restricted to using either computer simulations or laboratory derived data in their
investigation of methods for damage detection. The hope is that one day we may
indeed develop true damage detection algorithms.
In mathematics, when a new theorem is proposed and its proof veriﬁed by other
mathematicians, the new theorem is accepted as valid and exercising it on many
examples does not increase its validity. In the ﬁeld of structural health monitoring,
the situation is diﬀerent because the information that is sought does not even exist in
the data. The notion of damage is an interpretation of the human mind and not an
inherent property of numbers, therefore the data itself cannot tell us that it contains
damage, it requires interpretation. To gain conﬁdence in a new proposed method for
damage detection, unlike in mathematics, there is a need to see the method achieve
its stated objectives when applied to many problems. In this way conﬁdence is built
and eﬀorts towards its further development is considered worthwhile. Otherwise it
falls by the wayside like so many others. However, demonstrating that a method
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Table 1.1: Modern modal parameter estimation algorithms (source: Allemang et al.
(2010))
works for several benchmark problems may still not be enough for the reason stated
above (the relationship between simulated and true damage may not hold), but it
can be argued that it is a step forward and an advancement of knowledge. We are
in unchartered territory and trying to ﬁnd our way. We try to win each battle at a
time and hope that in this way the war will be won one day.
We now give the deﬁnition of the terms fault, damage and defect as used in this
thesis. These deﬁnitions were obtained fromWorden and Barton (2005) andWorden
et al. (2007) which are as follows:
 A fault condition is when the structure can no longer operate satisfactorily.
If one deﬁnes the quality of a structure or system as its ﬁtness for purpose or
its ability to meet customer or user requirements, it suﬃces to deﬁne a fault
as a change in the system that produces an unacceptable reduction in quality.
 A damage has occurred when the structure is no longer operating in its ideal
condition but can still function satisfactorily, i.e. in a sub-optimal manner.
 A defect is inherent in the material and statistically all materials will contain
some unknown amount of defects, this means that the structure can operate
at its design condition even if the constituent materials contain defects.
These deﬁnitions are helpful in the search for true damage detection methods though
it may take several decades before we know whether any so called damage detection
algorithm is able to detect true physical damage of a life size structure like a bridge,
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building or aircraft. At present we do not have a good enough understanding of
true physical damage that allows us to give it a precise deﬁnition and then to search
for methods to detect it. The loosening of the term damage to mean a reduction in
optimal performance has enabled the ﬁeld of SHM to make some progress, though
at present conﬁned to the laboratory.
In this thesis we report the development of an automated frequency tracking
algorithm for use in SHM and demonstrates its application to several well studied
benchmark problems. For each of these benchmark problems, we also investigate the
improvement in frequency tracking between the new method and the well-established
frequency domain decomposition method (FDD). It needs to be pointed out though,
that these two methods are diﬀerent in one very important aspect. The FDD makes
a decision about a mode with regard to its bandwidth based on a measurement of
similarity between modal vectors, but the new method is just a signal processor
and does not make any decision once it is in automatic mode. In this regard it
would have been expected that the FDD should have better performance since it
uses more information about the data, but we show in this thesis that that is not
the case and that for the benchmarks considered the new method is able to track
changes in frequency better that the FDD.
Another important contribution that this thesis makes, apart from the proposed
automated method, is to show that modal properties may be more important in
structural health monitoring than previously thought. In this regard, in the sections
in each application chapter on previous publications on the benchmarks considered,
it will be noted that most researchers prefer to investigate damage-sensitive features
other than the modal parameters. Most of the publications on the benchmarks
use damage-sensitive features that have no physical signiﬁcance, as for example the
parameters of a parametric model or the errors between a model and the data. In
this thesis we demonstrate that the modal parameters, albeit limited to the resonant
frequency and its magnitude at present, are sensitive to all the simulated damages
for all the benchmarks considered in this thesis.
The chapter layout is as follows. In Section 1.1 we present the aim of the thesis,
its scope and methodology. In Section 1.2 we review the ﬁeld of experimental modal
analysis to highlight the fact that the main diﬃculty in ﬁnding automated methods is
the extensive interaction needed by expert users to guide the algorithms. In Section
1.3 we review the eﬀorts being made to automate the experimental modal analy-
sis process and in Section 1.4 we review the area of automated operational modal
analysis where we give a detailed derivation of the frequency domain decomposition
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(FDD) method which we use in later chapters for comparison of performance with
the new method. This is followed by Section 1.5 where the contribution of the thesis
is explained.
1.1 The aim of the thesis, its scope and
methodology
The aim of this thesis is to present the development of a new automated signal
processing algorithm for frequency change detection. To put the aim of this thesis in
its proper context, we review the SHM process in this section and show that the scope
lies within an area of research called feature extraction which uses signal processing
to extract hidden features in a signal such that the feature could potentially indicate
whether the system is operating in its normal condition or in an abnormal condition.
The methodology used to develop the signal processing algorithm will be shown to
follow a process called the data to decision process.
The development of our algorithm was a challenge because we could not ﬁnd an
existing method that we could perhaps modify and improve. Most current methods
rely in one way or another on one or more of the constraints (listed at the end of this
section) we had imposed on ourselves in the search for a potential practical solution
for frequency change detection. We had to start from scratch and along the way
demonstrated a new way of using wavelets and principal component analysis as a
tool in the development of SHM solutions.
To explain the scope of the research presented in this thesis, we present in Table
1.2 the eight fundamental axioms of SHM proposed by Worden et al. (2007) and
then extended by Farrar et al. (2010). These authors deﬁne SHM as the process
of implementing a damage identiﬁcation strategy and then propose, based on the
extensive SHM literature, eight axioms that encapsulate some fundamental truths
about SHM. The two main stated goals for proposing these axioms were ﬁrstly to
give new researchers a starting point without the need to review the vast amount of
literature and secondly to stimulate discussions regarding these axioms.
In terms of the scope of the research, we concentrate on the issue of feature
extraction. To elaborate on this in more detail, we reproduce in Figure 1.1 the
ﬂow chart for implementing a structural health monitoring program as proposed
by Farrar et al. (2001). This ﬂow chart gives details about the four main areas
to consider when implementing a SHM system namely, operational analysis, data
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Axiom I All materials have inherent flaws or defects 
Axiom II The assessment of damage requires a comparison between two system states 
Axiom III Identifying the existence and location of damage can be done in an unsupervised 
learning mode, but identifying the type of damage present and the damage severity 
can generally only be done in a supervised learning mode 
Axiom IVa Sensors cannot measure damage. Feature extraction through signal processing and 
statistical classification is necessary to convert sensor data into damage information 
Axiom IVb Without intelligent feature extraction, the more sensitive a measurement is to 
damage, the more sensitive it is to changing operational and environmental 
conditions 
Axiom V The length and time scales associated with damage initiation and evolution dictate 
the required properties of the SHM sensing system 
Axiom VI There is a trade-off between the sensitivity to damage of an algorithm and its noise 
rejection capability 
Axiom VII The size of damage that can be detected from changes in system dynamics is 
inversely proportional to the frequency range of excitation 
Axiom VIII Damage increases the complexity of a system 
 
 
Table 1.2: The fundamental axioms of SHM (source: Worden et al. (2007) and Far-
rar et al. (2010))
acquisition and cleansing, feature selection and statistical model development. We
review each of these areas in chapter 2 on literature review. For the purpose of
this section, we only want to emphasise that the scope of the present research is
in the area of Feature Selection within the SHM framework shown Figure 1.1.
Speciﬁcally, we propose a new method to extract and track the resonant frequencies
as the feature of interest.
With regard to the methodology used to develop our new algorithm, we used
the well-established data to decision process as explained in Worden and Man-
son (2007) and which we reproduce in Figure 1.2. In SHM, this data to decision
process is used as an organising principle that encapsulates the steps one needs to
follow in order to convert sensor data into damage information. The sequence of
steps in the data to decision process is as follows. The sensor gives a quantitative
measure of the variable of interest which then undergoes a process of data cleans-
ing also called signal pre-processing. This step which is carried out on the basis of
experience and engineering judgment may involve noise, spike and outlier removal,
treatment of missing data and removal of data redundancy by dimensional reduc-
tion. The feature selection part which can be based on statistics or engineering
judgement involves identifying a quantity which changes when the system departs
from its normal operating condition. The underlying property of the feature sought
is that it should magnify the various damage classes whilst suppressing the normal
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Figure 1.1: Flow chart for implementing a structural health monitoring program
(source: Farrar et al. (2001))
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 Decision 
Signal post-processing 
Signal pre-processing 
Feature Extraction 
Pattern processing 
Sensor 
Figure 1.2: The data to decision process (Source: Farrar and Worden (2007) )
background behaviour. The post-processing step may include normalisation of the
feature or more advanced processing such as nonlinear transformation of the data
to produce some probability distribution. The pattern recognition step is where
the feature is classiﬁed as being damaged or undamaged. The types of algorithm
involved in this step may include novelty detection, classiﬁcation or regression. The
decision step include action taken based on the pattern diagnosis which may be
automated or may require human intervention.
In our implementation of the data to decision process, we focused on the selection
and extraction of a data feature, which in our case is the resonant frequencies. The
basis for the feature selection can in general be numerical analysis, past experience
or component testing as listed in Figure 1.1. Our new algorithm automatically,
without user interaction, extracts the resonant frequencies. In devising our algorithm
we kept in mind the statement made by Worden and Manson (2007) to the eﬀect
that the classiﬁcation step may not itself be the most complex part of the problem
and that the data pre-processing and feature selection steps may themselves be
very diﬃcult. They noted that a careful selection of a data feature may lead to
an elementary classiﬁcation algorithm. We have validated this statement in the
application sections of our thesis by showing that extracting the resonant frequencies
by advanced techniques using wavelets made the classiﬁcation problem an easy one.
In particular, it can be observed from the frequency tracking plots in the application
sections of this thesis that a simple threshold crossing would be enough to classify
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the systems into two states, where the threshold itself would be application speciﬁc.
In summary,
 The aim of this thesis is to present the development of an automated frequency
tracking algorithm.
 The focus is on feature extraction within the SHM framework with the follow-
ing assumptions and constraints:
1. The input excitation is unknown.
2. Data representing damaged cases are not available.
3. A model of the structure is not available.
4. A parametric model of the data is not available.
5. The structure after damage can still be modelled using linear theory.
6. The signal processing techniques are based on linear theory only and do
not make decisions based on the data to extract the damage feature.
7. An initial measurement of the undamaged structure is available as a base-
line for comparisons of measured responses.
8. The method can be shown to detect changes in frequency on a variety of
available benchmarks, simulated and experimental.
 The scope is within feature selection according to the ﬂow chart of Farrar et al.
(2001) for implementing an SHM program as shown in Figure 1.1.
 The methodology adopted to develop the automated algorithm of this thesis
follows the data to decision process as explained by Farrar and Worden (2007)
and shown in Figure 1.2.
We now give some justiﬁcations for the assumptions we have made. It was recognised
by Doebling et al. (1996) that a robust SHM method should be automated, not use
the engineering judgement of the user, not use an analytical model and may use
baseline measurements. We have added more assumptions to reﬂect the situation
in practice where the excitation is unknown and damage data is in most cases
unavailable. We have further assumed linear damage and based our method on
linear theory because a general theory of non-linear systems does not exist and most
engineering applications are solved using linear techniques. Overall, we believe that
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the assumptions and constraints we have imposed on the method makes it more
likely to be successful in practical applications.
In this thesis we do not address the following issues:
1. The physics of damage.
2. A study of the dynamical properties of structures for the purposes of design
and simulation or to resolve resonance problems.
3. A study of the other numerous potential damage features reported in the
literature as for example, mode shapes, ﬂexibility, non-linear response, trans-
missibilities etc. Though we review some of these other features in section 2.4
of the literature review chapter.
1.2 Experimental modal analysis
In system identiﬁcation the eﬀort is to obtain a mathematical model of a system
based on measurements of input forces and output responses. In this ﬁeld, the
model type and its order are variables and the eﬀort is to choose those that best
ﬁt the data in some optimal sense. However, in modal analysis, the model type is
ﬁxed a priori to be in the form of a linear summation of modes and only the model
order is a variable to be determined. In this sense, modal analysis can be viewed
as a special case of system identiﬁcation. In modal analysis, the aim is to ﬁnd a
model within the family of linear models representing summation of modes that can
be used to estimate useful design parameters such as the modal frequencies, modal
vectors and modal scaling. These parameters are obtained from the modal model by
using numerical techniques to estimate the parameters of the model. The suite of
techniques that derive estimates of useful parameters from the modal model forms
a ﬁeld of study called modal parameter estimation.
The scientiﬁc community has traditionally used modal parameter estimation tech-
niques to obtain information that is useful both for design and as an aid to better
understand aerospace, civil and mechanical structures. In the wider context of modal
analysis, there are two diﬀerent approaches to obtaining a model, one is to create
a mathematical model of the system under study based on the laws of physics or
numerically based on the ﬁnite element method (FEM), the second is to carry out
experiments on the system by forcing it with especially designed excitations in order
to energise its modes of vibration which can be monitored via sensors. This is called
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experimental modal analysis (EMA) and it involves analysing sensor data in order
to determine the frequencies, damping factors, modal vectors and modal scaling of
the system. Experimental modal analysis requires knowledge from several diverse
ﬁelds of study, namely electrical engineering, the theory of mechanics, vibrations,
acoustics, signal conditioning, control theory and parameter estimation of applied
mathematics.
In order to carry out EMA, several assumptions need to be made about the system
under study. Needless to say, violations of these assumptions may lead to errors in
the estimated modal parameters or in the worst case may be totally wrong. The
ﬁrst assumption is that the system should be linear. This means that if several
forces are simultaneously applied to the system, then the total response is the sum
of the responses from the individual forces acting alone. A second assumption is that
the characteristics of the structure do not change with time, i.e. the structure is
time-invariant. This means that, a measurement taken at one time will contain the
same dynamics as a measurement taken at a diﬀerent time. The third assumption
is that the system should obey a reciprocity property. This means that if a force is
applied at a location on a structure and its response measured at a diﬀerent one,
then the response should be the same if the location of the force and the response
measurements were reversed. A fourth basic assumption is that the structure should
be observable. This means that enough information is contained in the measurement
to allow an adequate characterisation of the system. Several other assumptions are
also needed, for example, that the modal parameters are global, that is to say,
that for a given modal frequency, the frequency and damping values are the same
in every measurement made on the system. For the case when there are repeated
roots in the characteristic equation of the model representing the structure, multiple
forcing functions (references) are required to detect this situation. For systems with
repeated roots, the assumption is that multiple references are available for their
determination. In other words, multiple references are required for repeated roots
to be observable in the data. If the information is not present in the data then no
algorithm, however sophisticated, will ﬁnd it. Unfortunately, the above mentioned
assumptions generally do not hold for real systems but are approximately true and
therefore EMA gives approximate results that are useful to engineers. When the
assumptions are signiﬁcantly violated, then methods other than modal analysis, on
a case by case basis, are required.
Typically, the approach in modal estimation is to construct the frequency response
function (FRF) from the measured data and then to use numerical techniques to
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decompose it into a linear combination of the modes of vibration. This concept can
be mathematically represented by the equation,
[H(w)] =
N∑
r=1
[Ar]
jw − λr +
[
A¯r
]
jw − λ¯r
(1.1)
where H(w) is the frequency response function matrix, Ar the residue matrix, λr
the complex frequency, N the model order and all matrices are of size N0 by Ni
which are the number of output and input degrees of freedom respectively. This
equation is often formulated into a more explicit form where the residue term is
further decomposed as
[H(w)] = [Ψ]
[
1
jw − λr
]
[L]T (1.2)
where Ψ is a matrix of modal vector of size N0 by 2Ni, L a matrix of the modal
participation vectors of size 2N by Ni and the middle matrix of 1/(jw−λr) terms is of
size 2N by 2N .
Equation 1.1 and 1.2 are nonlinear in terms of the unknown parameters. The
approach generally adopted to solve for the modal parameters is to carry out the
parameter estimation in several linear stages in order to avoid the use of nonlinear
techniques. On a ﬁrst iteration, the modal frequencies and modal participation
vectors are found and then a second stage is carried out to ﬁnd the residues, modal
vectors and modal scaling.
Based on an examination of most modern modal parameter estimation algorithms
which make use of both input and output data, Allemang et al. (2010) found that
the ﬁrst stage used by all these algorithms can be formulated in terms of polynomial
models. We give a list of all major modern algorithms in Table 1.1 (reproduced
from Allemang et al. (2010)) together with a classiﬁcation into time, frequency, ma-
trix polynomial order used by the methods and whether the coeﬃcients are scalar
or matrix. This classiﬁcation highlights the diﬀerences between these techniques.
Even though they can all be formulated using the polynomial model, their perfor-
mance cannot be directly compared because they were developed to deal with the
availability of diﬀerent data sets, spatial and temporal. In Table 1.3, we list several
references for these methods. One of the main distinguishing features between these
techniques is the size of the model order used. Typically, for cases where there is not
enough information in the spatial domain as for example in the extreme case that
only one sensor is used for measurement, then the model obtained corresponds to a
scalar polynomial equation with the order as high as the number of modes present
39
1 Introduction
Algorithms References
Complex Exponential Algorithm Allemang and Brown (1987); Spitznogle (1971)
Least Squares Complex Exponential Allemang and Brown (1987); Brown et al. (1979)
Polyreference Time Domain Vold et al. (1982); Vold and Rocklin (1982); Leuridan et al. (1985)
Ibrahim Time Domain Ibrahim and Mikulcik (1977); Ibrahim (1978); Pappa (1982)
Multi-Reference Ibrahim Time Domain Fukuzono (1986)
Eigensystem Realization Algorithm Juang (1987); Juang and Pappa (1985); Pappa and Juang (1984)
Polyreference Frequency Domain Lembregts et al. (1986); Lembregts (1988)
Simultaneous Frequency Domain Coppolino (1981)
Multi-Reference Frequency Domain Craig et al. (1990)
Rational Fraction Polynomial Richardson and Formenti (1982); Adcock (1985)
Orthogonal PolynomialComplex Van der Auweraer et al. (1986); Van der Auweraer and Leuridan (1987a,b)
Polyreference Least Squares Complex Frequency Guillaume et al. (2003)
Rational Fraction Polynomial-Z Domain Schwartz and Richardson (2001)
Mode Indicator Function Shih et al. (1988); Rost (1985)
Table 1.3: Modern parameter estimation algorithms with some references
in the structure. Such high order models may lead to signiﬁcant numerical problems
in the determination of the modal parameters. In cases where there is full spatial
information available as for example when the number of sensors measuring inde-
pendent physical coordinates is greater than the number of modal frequencies, then
techniques using a low order model are used. In the case of the technique called
complex mode indicator function (CMIF) which uses a model order of zero, this
corresponds to the case where only the spatial information is used whilst neglecting
all temporal information.
1.2.1 Modal parameter estimation
The modal model as described by Equation 1.1 that is sought in modal analysis is
nonlinear. In practice, all the methods listed in Table 1.3 do not tackle this equation
directly. In the ﬁrst instance, they assume that this equation does not exist and
proceed by assuming a general model that is typically used in system identiﬁcation.
Here we give the derivation in the frequency domain only since the time domain one
is similar. Starting from the general model given by,
Hpq(w) =
Xp(w)
Fq(w)
=
∑n
k=0 bk(jw)
k∑m
k=0 ak(jw)
k
(1.3)
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whereHpq(w) is the frequency response function from degrees of freedom q to degrees
of freedom p, Xp is the response function, Fq the forcing function and ak and bk
are coeﬃcients to be determined and m, n are the order of the denominator and
numerator polynomials respectively.
This equation can be rearranged in the form of an equation that is linear in the
ak and bk parameters,
m∑
k=0
ak(jw)
kXp(w) =
n∑
k=0
bk(jw)
kFq(w) (1.4)
Since we seek the ak and bk coeﬃcients, we want to disentangle them from other
functions as much as possible. By assuming that the spectrum of the input forcing
function is ﬂat and equal to the constant 1, we can make a further simpliﬁcation as
follows,
m∑
k=0
ak(jw)
kHpq(w) =
n∑
k=0
bk(jw)
k (1.5)
This is now a linear equation in the Ax = B format and is valid at each frequency
measurement wi of the frequency response function.
This equation can now be populated with experimental frequency response func-
tion data to solve for the ak terms. For the multiple input multiple output case, a
similar derivation lead to the matrix coeﬃcient linear equation,
m∑
k=0
[
[ak](jw)
k
]
[H(w)] =
n∑
k=0
[
[bk](jw)
k
]
(1.6)
where the terms in brackets are now matrices and H(w) is the matrix frequency
response function.
A choice ofm, the model order is then made and this linear equation is solved using
techniques from linear algebra to obtain the values for the matrix coeﬃcients [ak].
Using these coeﬃcients the characteristic matrix polynomial equation is constructed
as follows,
|[am]λm + [am−1]λm−1 + [am−2]λm−2 + . . . . . .+ [a0]| = 0 (1.7)
where m is the model order and λ the generalised frequency variable such that
λ = σ + jw.
The number of modal frequencies (poles) that can be found from this characteristic
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equation is m times the size of the [ak] coeﬃcient matrix. The process is repeated by
choosing a diﬀerent value for m and then solving Equation 1.6 followed by Equation
1.7. The usual procedure is to allow m to run to a maximum number and the
poles found for each m are then plotted in the so called stability diagram to check
the stability of the poles in order to diﬀerentiate between true poles and so called
mathematical poles due to the high order of the model. From this plot the model
order m corresponding to the true poles is chosen and used to calculate the ﬁnal ak
parameters, then ﬁnally solving for the poles.
When what is believed to be the true poles are found, it is then that the modal
model of Equation 1.1 or Equation 1.2 is used to ﬁnd modal vectors and the modal
scaling from the residues.
1.2.2 Steps carried out by modern parameter estimation
algorithms
We present in Algorithm 1.1 the steps carried out by most modern parameter es-
timation algorithms for the frequency domain case (Allemang et al. (2010)) . The
steps are similar for time domain algorithms except that the equations use the time
domain data version of the model equations. The implementation of these steps
requires extensive interactions with an expert user.
1.2.3 Model order estimation
One of the most complex task in decomposing the FRF into its constituent modes is
to determine the order of the modal model. If the correct order of the modal model
is not identiﬁed, then some of the vibration modes of a system may be missed or
modes that do not actually exist may be detected. When performing experiments,
a visual inspection of the number of peaks in the FRF gives a minimum estimate of
the number of modes. It is a minimum estimate because if the measurements were
taken at a node then repeated modes may exist and also if the frequency resolution
of the measurement is not ﬁne enough then closely spaced modes may be absent
in the data. Though useful, such visual inspection is not possible in applications
that require constant and long term monitoring as for example in structural health
monitoring (SHM). However, even for traditional modal analysis when an expert
is at hand, the modal analysis community has developed many techniques to help
determine the modal model order. These techniques are based on the so called error
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Algorithm 1.1 Steps in most modern algorithms for modal parameter estimation
1. Set up the matrix coeﬃcient linear equation using measured data as in Equation
1.6 using a low value for the model order m (say 1)
2. Solve the linear equation to get the matrix coeﬃcients [ak] and [bk]
3. Using the [ak] and [bk] found in step 2, set up the characteristic equation (Equa-
tion 1.7)
4. Calculate the temporary roots λr of the characteris equation
5. Repeat steps 1 to 4 for a range of values for m up to a predeﬁned maximum
6. Plot the results of step 5 using a stability diagram
7. From an assessment of the stability diagram choose the correct model order m
based on the stability of the poles
8. Use the chosen value for m from step 7 and the corresponding values for λr to
set up Equation 1.1
9. Solve for the residues
10. Using the residues, determine the modal vectors and modal scaling
chart or stability diagram (Phillips and Allemang (2005, 2008, 2010); Scionti and
Lanslots (2005); Verboven et al. (2002a, 2003a)). Determination of the model order
is traditionally carried out in an iterative manner where an expert interacts with a
model order determination tool and makes adjustments in parameters to obtain what
he believes is the correct model order. This is then followed by solving the modal
model using the identiﬁed model order to get the modal parameters of interest. All
the algorithms listed in Table 1.1, except for minor implementation diﬀerences, can
make use of a stability diagram to identify the correct modal frequencies from the
large number of poles that are found (Allemang et al. (2010)).
1.2.3.1 Error chart
We show in Figure 1.3 an example of an error chart that is used for model order
determination. The error chart is a plot of the error in the model as the order is
increased. The process for obtaining the error chart usually follows a well-deﬁned
pattern. The process starts with assuming a low model order and then to calculate
the model parameters based on this low order. The response of this low order model
is then compared with data that was not used in the determination of the parameters.
Based on an error criterion, the diﬀerence between the low order model response and
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Figure 1.3: The plot of a typical error chart which shows that a model order of seven
is appropriate for this example because there is no signiﬁcant decrease
in singular values for bigger model orders.
actual data is assessed. If the error is large, this is taken to mean that the model
order is not correct. The model order is then increased and the process repeated
to recalculate the error, usually a normalised quantity that reﬂects the ability of
the model to replicate experimental response data that was not used for estimating
the parameters of the model. This process is repeated for larger and larger model
orders, and a plot of the error against model order is produced. The correct model
order is identiﬁed by noting the model order beyond which no appreciable decrease
in the error is observed (Ljung (1999)).
1.2.3.2 Stability diagram
In an eﬀort to enhance the error chart, researchers devised what is called the sta-
bility diagram. This stability diagram is obtained by following a similar process
to obtaining the error chart, except that instead of deﬁning and plotting an error
quantity, it is the modal frequencies and possibly the modal participation factors
that are plotted based on the chosen model order. It is an assumption in the cre-
ation of the stability diagram that as the model order is increased, the true modes of
the system will continue to be identiﬁed at the same frequency whilst the so called
mathematical modes, which do not exist in reality, will not exhibit the same sta-
bility as the true modes in that their location on the frequency axis will change for
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Figure 1.4: The plot of a typical stability diagram which shows the stability of the
poles (+) that coincide with the resonant frequencies
Level 1: A pole is found
Level 2: A pole is found with an associated complex conjugate
Level 3: Level 2 plus the damping was realistic (negative real parts of pole)
Level 4: Level 3 plus a damped natural frequency (imaginary part of pole)
Level 5: Level 4 plus a damping consistency with a speciﬁed percentage (normally 5%)
Level 6: Level 5 plus a vector consistency within a speciﬁed modal assurance criterion value (normally 0.95)
Level 7: evaluate numerical conditioning to indicate possible numerical problems
Table 1.4: A list of decision levels for assessing pole quality on a stability diagram
(source: Allemang et al. (2010))
diﬀerent model order. The true modes are identiﬁed by recording only those modes
that appear consistently at the same frequency as the model order is increased. We
show an example of a stability diagram in Figure 1.4.
Allemang et al. (2010) listed a number of decisions that can be made using a sta-
bility diagram which we reproduce in Table 1.4. Note that levels 1 to 5 are meant to
be used for the single reference case and when multiple references are available, then
levels 6 and 7 can also be used. Allemang et al. (2010) further commented that even
for simple structures, the stability diagram can be very complicated and Rainieri
and Fabbrocino (2010) concluded that this is where user interaction is most intensive
and that expert knowledge is required to distinguish between the true modes and
the noisy (non-existent) ones. In his approach to automated modal identiﬁcation,
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Number Usage 
1 Validation of experimental modal models 
2 Correlation with analytical modal models (mode pairing) 
3 Correlation with operating response vectors 
4 Mapping matrix between analytical and experimental modal models 
5 Modal error analysis 
6 Modal vector averaging 
7 Experimental modal vector completion and/or expansion 
8 Weighting for the model updating algorithms 
9 Modal vector consistency/stability in modal parameter estimation algorithms 
10 Repeated and pseudo-repeated root detection 
11 Structural fault/damage detection 
12 Quality control evaluations 
13 Optimal sensor placement 
 
Table 1.5: Uses of the Modal Assurance Criterion (Source: Allemang (2003))
Verboven et al. (2003b) used the least square complex frequency (LSCF) method
to derive poles from a high order model and used a combination of deterministic
and stochastic criteria together with a fuzzy clustering algorithm to diﬀerentiate
between physical and mathematical poles.
1.2.3.3 Modal assurance criterion
Another useful way to validate modal models is with the use of the so called modal
assurance criterion which is deﬁned as,
MAC =
|{φp}H{φi}|2
{φp}H{φp}{φi}H{φi}H (1.8)
where φp is the modal vector corresponding to a peak in the singular values and φi is
any modal vector. The MAC is a measure of the similarity between the modal vector
associated with a peak in the singular values and other modal vectors. It assumes
that if the modal vector at a peak in one data set is compared with modal vectors
from subsequent data sets, then if the subsequent modal vector is also associated
with a peak, there will be a high similarity between them and the MAC value will
be big, close to 1. If not, the MAC will be small.
In his comprehensive review of the use and misuse of the modal assurance criterion
Allemang (2003) explains that historically the MAC originated from the need to
validate the quality of experimental modal vectors and that it provides a measure of
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consistency between estimates of a modal vector. He warns about potential misuse
of this criteria and we reproduce the list of issues he raises which are as follows:
 The modal analysis criterion is not an orthogonality check.
 The wrong mathematical formulation for the modal assurance criterion is used.
 The modal assurance criterion is sensitive to large values (wild points) and
insensitive to small values.
 The number of elements in the modal vectors (space) is small.
 The modal vectors have been zero padded.
For the issue of the orthogonality check Allemang (2003) states that because the
MAC does not weigh the modal vectors with a mass or stiﬀness matrix, it cannot
compensate for situations where there are limited number of sensors. For the issue
of wrong mathematical formulation, he says that some literature have only used a
transpose in the equation for the MAC instead of the Hermitian transpose and this
has led to errors when the modal vectors are complex. For the issue of sensitivity to
outliers, he warns that when there are large magnitude diﬀerences between modal
vectors that this will dominate the computation and that small diﬀerences will
have almost no eﬀect. For the issue of small number of elements in the modal
vectors, he says that since the MAC is essentially a statistical computation, a small
number of elements in the modal vector will skew the meaning of the numerical
MAC value. For the issue of zero padding, he says that frequently due to export
from one computational environment to another, modal vectors include zero values
which was not ever computed or measured and that this would cause problems in new
computations using these modal vectors which have been zero padded. Allemang
(2003) also gives a list of the uses of the MAC which we reproduce in Table 1.5.
1.3 Automated experimental modal analysis
Modal analysis has traditionally required the services of experts in the ﬁeld. But
with advances in technology, modal analysis is being increasingly performed by non-
experts. This situation has led to a demand in the development of techniques and
tools that will allow the automation of the modal parameter estimation process.
Though the need to automate the process of modal estimation was felt in the 1960's
(Hawkins (1965, 1967); Taylor et al. (1967)), it was not until the late 1980's that
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researchers started to take advantage of the increase in computing power to attempt
to automate this process Chauhan and Tcherniak (2008); Chhipwadia et al. (1999);
James III et al. (1999); Lanslots et al. (2004); Lau et al. (2007); Lim et al. (1996);
Liu et al. (2007); Mevel et al. (2004); Mohanty et al. (2007); Pappa et al. (1998,
1997); Parloo et al. (2002); Poncelet et al. (2008); Rainieri et al. (2009); Takahashi
and Furusawa (1987); Vanlanduit et al. (2001, 2003); Verboven et al. (2002b, 2001);
Yam et al. (1989); Allemang et al. (2010)
In the context of modal analysis, Allemang et al. (2010) states that the term au-
tomation means that once the process of modal parameter estimation has started,
no interaction from a user is required. All the parameters or thresholds that are
needed by the estimation algorithm are set before the estimation process is started in
order to exclude those solutions that the user deems unacceptable. Indeed, Rainieri
and Fabbrocino (2010) concluded that there is a lack of automated modal identiﬁ-
cation and tracking procedures due to the fact that developing such procedures is
not trivial because it has to replace the complex interaction with an expert.
Allemang et al. (2010) found that most attempts at automating experimental
modal analysis have been based upon a few speciﬁc modal estimation algorithms
like ERA, PTD and more recently PLSCF (listed in Table 1.1) and that though
they have shown promise, have not yet been widely adopted.
1.4 Automated operational modal analysis
Rainieri and Fabbrocino (2010) states that modal based damage detection tech-
niques for structural health monitoring are well known but they are not commonly
used because of a lack of automated modal identiﬁcation and tracking procedures
and that it is only since around the year 2008 that increasing attention has started
to be paid to the problem of automating modal identiﬁcation and tracking for struc-
tural health monitoring applications. Verboven et al. (2003b) automated the least
square complex frequency method (LSCF) for modal identiﬁcation by deﬁning a
number of deterministic and stochastic criteria within a fuzzy clustering approach
to select the true poles from a high model order. Peeters and De Roeck (2000)
proposed an automated method based on stochastic subspace identiﬁcation (SSI)
and used as criteria for stable pole selection from the stability diagram, that the
poles should be at least ﬁve times stable. Deraemaeker et al. (2008) and Ander-
sen et al. (2007) also proposed automated procedures based on the SSI technique.
Guan et al. (2005) proposed an automated procedure based on band-pass ﬁltering
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of the response to isolate the modes and was able to obtain the mode shapes but its
ability to track changes in frequency was not demonstrated. Brincker et al. (2007)
proposed an automated FDD algorithm which we now explain in detail because we
will be comparing the new method proposed in this thesis to this automated FDD.
The frequency domain decomposition (FDD) method (Brincker et al. (2000)) and
its automated version (Brincker et al. (2007)) was proposed as an operational modal
analysis and SHM tool. In the following derivation of the FDD method, it is shown
that if a multimodal PSD of a system is assumed to be a linear combination of
singleton modes, then for lightly damped system where the inputs are white noise,
the peaks in the PSD occur at the modes of the system. Then, if it is further
assumed that the modal coordinates are uncorrelated, in other words, if the mode
shapes are orthogonal, then the singular value decomposition (SVD) can be used
to decompose the PSD matrix. A mode is then identiﬁed at the frequency where
the singular value has a peak and the singular vector corresponding to the peak is
an estimate of the mode shape. In particular, the damped natural frequencies can
be obtained by identifying peaks in eigenvalues of the PSD matrix. For an oﬀ-line
measurement of the damped natural frequencies, the FDD gives good approximation
but it is not appropriate for automated online measurements because the peaks in
the singular values may also be caused by noise as well as the true modes. Thus it
becomes diﬃcult to automatically distinguish between a peak due to noise and one
due to a mode. Brincker et al. (2007) proposed an automated version of the FDD
by deﬁning what they called modal coherence functions to discriminate between the
two types of peak.
For the dynamical system under consideration, let x(t) denote the inputs and y(t)
the outputs. Then the PSD of the output and that of the input is related by (Bendat
and Piersol (1993)),
Gyy(jw) = H(jw)Gxx(jw)H(jw)
T (1.9)
where Gxx(jw) is the PSD matrix of the input, Gyy(jw) the PSD of the output
and H(jw) the FRF matrix,  denotes complex conjugate and superscript T, the
transpose.
Assuming that the frequency response function (FRF) H(jw) is a linear combi-
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nation of the modes, Equation 1.9 can be written in partial fraction form as follows,
H(jw) =
n∑
k=1
(
Rk
jw − λk+
R¯k
jw − λ¯k
)
(1.10)
where λk is the pole, Rk the residue and n, the number of modes. The residue Rk
is the product of two terms,
Rk = φkγ
T
k (1.11)
where φk is the mode shape vector and γk the modal participation vector.
For operational modal analysis where the input is not available for measurement,
it is assumed that the input is white noise which has a ﬂat spectrum in the frequency
domain. Therefore assuming that Gxx(jw) is equal to a constant C, then Equation
1.9 becomes,
Gyy(jw) =
n∑
k=1
n∑
s=1
[
Rk
jw − λk +
R¯k
jw − λ¯k
]
C
[
Rs
jw − λs +
R¯s
jw − λ¯s
]H
(1.12)
where superscript H denotes complex conjugate transpose. Multiplying out the
bracketed terms and simplifying results in the following pole/residue form,
Gyy(jw) =
n∑
k
(
Ak
jw − λk +
A¯k
jw − λ¯k
+
Bk
−jw − λk +
B¯k
−jw − λ¯k
)
(1.13)
where Ak is the k
th residue matrix of the output PSD. The residue matrix Ak is a
Hermitian matrix given by,
Ak = RkC
(
n∑
s=1
R¯Ts
−λk − λs +
RTs
−λk − λs
)
(1.14)
When considering the kth mode only, that is when s = k in Equation 1.14, Ak
becomes,
Ak =
RkCR¯
T
k
2σk
(1.15)
where σk is the negative of the real part of the pole λk = −σk + jwk.
When σk is small, that is when the damping is light, the Ak term dominates in
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Equation 1.13 and is proportional to the mode shape vector, that is
A ∝ RkCR¯k = φkγTk CγkφTk = dkφkφTk (1.16)
where dk is a scalar constant. Gyy(jw) can then be rewritten as
Gyy(jw) =
n∑
k=1
dkφkφ
T
k
jw − λk +
d¯kφ¯kφ¯
T
k
jw − λ¯k
(1.17)
In practice, only a few modes will make signiﬁcant contributions. If this set of modes
is denoted by sub(w), then in general, for lightly damped systems, the PSD of the
output can be written,
Gyy(jw) =
∑
k∈Sub(w)
dkφkφ
T
k
jw − λk +
d¯kφ¯kφ¯
T
k
jw − λ¯k
(1.18)
Equation 1.18 is thus a modal decomposition of the output PSD matrix Gyy(jw). In
practice, this decomposition is accomplished by the SVD algorithm if it is assumed
that the modes are uncorrelated, that is if the mode shapes are orthogonal. Thus
an estimate of Gyy(jw) can be obtained by taking its singular value decomposition,
Gˆyy(jwi) = UiSiV
H
i (1.19)
where the subscript i is the index for each frequency, the matrix Ui = [ui1ui2...] is
a unitary matrix made up of the singular vectors uij and Si is a diagonal matrix
containing the singular values sij.
For the case when only one mode is dominating near a peak in the output PSD
Gyy(jw), Equation 1.17 will contain only one term and therefore in this case the
ﬁrst singular vector ui1 in equation 1.19 will be an estimate of the mode shape φˆ
and can be obtain as,
φˆ = ui1 (1.20)
and the singular value corresponding to the vector ui1 is the PSD of the single degree
of freedom (SDOF) system.
For the case when two modes are dominating in Equation 1.19, the ﬁrst singular
vector will always be a good estimate of the mode shape of the strongest mode.
But if the two modes are orthogonal, then the ﬁrst two singular vectors becomes
unbiased estimate of the corresponding mode shape vectors. Even when the two
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modes are not orthogonal, the bias on the estimate of the dominant mode will be
small and the bias on the mode shape estimate of the weaker mode will be bigger.
These facts can be used to discriminate between two close modes by estimating the
mode shapes at frequency lines where each mode dominates.
Therefore, based on the foregoing derivation, the frequency of the mode can be
obtained by a visual inspection of the plot of the singular values against frequency
and to pick that frequency which corresponds to a peak in the plot. Let f0 be
denoted as the frequency of the mode thus picked, then the mode shape is given by,
φˆ = u1(f0) (1.21)
where u1 is the ﬁrst singular vector in Equation 1.19.
To automate the measurement of frequency for say, SHM applications, Brincker
et al. (2007) proposed the deﬁnition of a modal coherence function d1 which measures
the similarity of the singular vector corresponding to a peak with those in the vicinity
of the peak. Thus
d1(f0) = u1(f)
Tu1(f0) (1.22)
To discriminate between peaks due to a mode and those due to noise, Brincker et al.
(2007) proposed to set a threshold value for the coherence function to be n times
the standard deviation of the correlation between the mode shape vectors which is
obtained from calculating the variance, thus
V ar
{
u1(f0)
Tu1(f)
}
=
1
Nm
(1.23)
Brincker et al. (2007) then suggested to set the threshold Ω1 to n times the standard
deviation, thus the threshold is given by
Ω1 =
n√
Nm
(1.24)
and suggested that n can be chosen to be beteen 3 and 5. The steps in the automated
FDD method as reported by Brincker et al. (2007) is listed in Algorithm 1.2.
Brincker et al. (2007) emphasised that step 5, checking if a peak is likely to be
physical, is the key point in their automated FDD algorithm where they used a
threshold Ω1 for the modal coherence function to make the distinction between a
peak due to a mode and one due to noise. There are several extensions to the
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Algorithm 1.2 Automated FDD (source: Brincker et al. (2007))
1. Calculate the PSD matrix
2. Perform a SVD on the PSD matrix
3. Deﬁne a frequency band (search set) within which to search for a peak
4. Identify a peak on the ﬁrst SVD representing a maximum
5. Check if the peak is likely to be physical
6. If so, establish the modal domain
7. If not, deﬁne a noise domain around the peak
8. Exclude the modal domain or noise domain from the search set
9. Continue until the search set is empty, the peak is below a threshold or a
speciﬁed number of modes have been identiﬁed.
FDD method, including the enhanced frequency domain decomposition (EFDD)
which takes the resulting single mode frequency function back to the time domain
to derive the frequency and damping information (Gade et al. (2008)), and the
curve ﬁt frequency domain decomposition (CFDD) which remains in the frequency
domain to carry out a curve ﬁt of the function to extract the frequency and damping
information (Jacobsen et al. (2008)).
In their quest for an automated algorithm for SHM, the main problem faced by
researchers is that the stability diagram needs extensive expert interaction (Rainieri
and Fabbrocino (2010)) and this expert knowledge is diﬃcult to code in an algorithm.
Allemang et al. (2010) described seven levels of decision points in Table 1.4, each
requiring expert knowledge to deﬁne the tolerances required for these decisions. For
the automated FDD algorithm which uses a threshold based on the MAC for pole
selection, Magalhaes et al. (2008) found that in practical applications when the noise
level increases, the procedure for automatic identiﬁcation reduces in eﬃciency.
Magalhaes et al. (2009) describes an automated implementation of an algorithm
for the identiﬁcation of the modal parameters, especially the natural frequencies, on
a full-scale bridge, the Infante D. Henrique bridge located in the North of Portugal.
The method used to accomplish the automated identiﬁcation of the modal param-
eters was based on techniques which involve ﬁtting measured data from accelerom-
eters to a numerical model. In particular, the method constructed a covariance
matrix using the accelerometer data which was then used to identify parameters in
a state space model. The construction of the state space model requires information
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about the order of the system which is an unknown. The strategy adopted in this
case was to estimate a state space model of a much higher order than was expected
for such a bridge. In this way, it is argued, the real modes are detected, but that
the downside is that other spurious modes are also detected due to the presence of
noise. To separate the real modes from the spurious ones a two-dimensional stability
diagram is created where the horizontal axis represents the natural frequencies and
the vertical axis, the order of the state space model. It is assumed that if the same
natural frequencies keep appearing as the order is increased, that these are likely to
be the real modes of the system and those that appear for some model order but not
for others are likely to be caused by the noise. The quality of the stability diagram
which reﬂects the alignment of the resonant frequencies across models of increasing
order is said to depend on the modal identiﬁcation algorithm, the input parameters
to the algorithm and also the signal to noise ratio (see an example stability diagram
in Figure 1.4).
In an attempt to compare several techniques on the bookshelf benchmark con-
sidered in chapter 6 of this thesis, Beskhyroun (2011) used several techniques to
calculate the MAC parameter. These included the FDD, EFDD, SSI and ERA
techniques. He found that all identiﬁcation techniques showed inconsistent results
when the shaker input was at its highest level, that SSI performed better than FDD
and EFDD when the shaker inputs were of lower magnitudes and that ERA did not
produce any consistent results.
In his attempt at automating the modal parameter estimation algorithm to mon-
itor the environmental eﬀects and damage on the dynamic behaviour of the Z24
bridge in Switzerland, Peeters and De Roeck (2000) used an algorithm based on the
SSI technique to derive the poles and used a criterion of at least ﬁve times stable
to distinguish between physical and mathematical poles. Deraemaeker et al. (2008)
also derived the poles using the SSI technique but before launching the automated
tracking procedure, extensive user interaction is required to identify parameters used
in the automatic part of the algorithm.
In his review of automated operational modal analysis algorithms, Rainieri and
Fabbrocino (2010) summarised the following drawbacks of current methods:
1. Most of current automated methods are based on a threshold-based peak de-
tection and as a consequence, a ﬁrst calibration phase is needed for its proper
deﬁnition. However, only some of the identiﬁed peaks correspond to actual
modes and the performance of peak detection algorithms can get worse in the
presence of measurement noise.
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2. Identiﬁcation of actual modes is based on a number of parameters so that a
time-consuming calibration process for each monitored structure is required.
Nevertheless, a static identiﬁcation of thresholds and parameters may be in-
adequate to follow natural changes in modal properties of structures due to
damage or environmental eﬀects.
3. Most of the algorithms are somehow sensitive to noise, and higher modes or
even poorly excited modes are not always identiﬁed. Thus, an alternative
strategy could be the deﬁnition of some objective criteria for identiﬁcation of
mode bandwidth before modal parameter extraction.
1.5 Conclusions
In SHM, there is a need for automated change detection methods which take into
account real-world limitations and constraints. In EMA and OMA also, researchers
have expressed a need for automatic modal analysis methods.
The main problem facing researchers in their quest to ﬁnd automated algorithms is
how to capture the expert knowledge needed to make decisions on pole stability using
error charts, stability diagram or measures based on the modal assurance criterion.
Indeed current approaches are attempting to design automated SHM algorithms by
ﬁnding new ways to deal with the complexity of the stability diagram.
In this thesis we adopt an alternative approach for SHM applications, an approach
that does not require a decision about pole selection whilst the algorithm is running.
This is achieved by making use of the fact that in SHM applications, it is often the
case that prior information about the mode to be tracked is known (Brincker et al.
(2007)). This is because EMA or OMA procedures are routinely carried out on
structures used by the public, using techniques such as ﬁnite element modelling
during the design stages or experimentally during the commissioning stage. If not,
they can be carried out as a ﬁrst step in SHM applications. Therefore, we assume
the availability of baseline data for the undamaged structure in the development of
our method.
Since the new automated frequency estimation and tracking method does not
make decisions about true poles or mathematical (false) ones, it does not therefore
use the stability diagram or the MAC and thus avoid much of the diﬃculty faced
by other techniques. All decisions are made and parameters chosen a priori and the
algorithm runs without user interaction and in several case studies presented in this
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thesis, is able to track changes in the frequency of the modes of vibration. However,
the technique is limited in its application area due to the fact that at present it does
not seek to estimate the damping and the modal vectors, though further research
can extend its applicability in this area since the damping can be obtained by doing
an inverse FFT on the identiﬁed modes just like in the EFDD case and for the modal
vectors, await more accurate technology for the measurement of ambient excitation
forces. Nevertheless, at present as reported in this thesis, it has limited applicability
in the area of experimental and operational modal analysis where the eﬀort is to
understand the dynamics of structures using all modal information. However, it
will be shown in the application chapters of this thesis that it is well suited for
automated structural health monitoring. It can also be used in other applications
where the aim is to track resonant frequencies.
Carden and Fanning (2004) states that since no single method has been found
which can detect every damage for every structure, research will continue to propose
new methods. Given this situation, we speculate that no single method will ever be
found which will detect all types of damage for all structures. Rather, we believe
that particular methods will be best suited for a class of structures with particular
damage types. The challenge will be to identify these diﬀerent categories of methods
and classify them according to the type of structure and damage for which they are
best suited. Under such a speculative scenario, damage detection at level 1 of
Rytter's classiﬁcation may involve several independent methods using independent
sensors and diﬀerent and complementary damage features working in tandem to give
the conﬁdence required in practical applications. We believe that frequency, due to
the simplicity and accuracy of its measurement in practice, will continue to play a
signiﬁcant role in the wider context of structural health monitoring. The method
we propose in this thesis may well be suitable for only a small class of structures,
but due to it being an automated method and together with its assumptions and
constraints that reﬂect realistic ﬁeld conditions, we believe it merits consideration
for practical applications, albeit with possible modiﬁcations.
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2.1 Introduction
There is an extensive amount of literature on SHM which has been reviewed by
Doebling et al. (1996) and Sohn et al. (2004a) based on which Farrar et al. (2001)
has formulated an approach to help engineers in designing and ﬁelding an SHM
system. This approach is called the statistical pattern recognition (SPR) paradigm
and it deals with all aspects of an SHM system from design through to delivery into
service.
The SPR paradigm enunciates a four-step process which is as follows:
1. Operational Evaluation
2. Data acquisition, normalisation and cleansing
3. Feature selection and information condensation
4. Statistical model development for feature discrimination
Farrar and Worden (2007) have noted that all papers published in the ﬁelds of SHM
and CM deal in one way or another with some portions of the SPR paradigm but
that there are very few which address all portions in a single study. In this chapter
we review the literature on structural health monitoring within the context of the
SPR paradigm.
2.2 Operational evaluation
Among the innumerable lessons learnt by the engineering community with regard
to design is that it pays to know what the design purports to achieve and to be
as speciﬁc about the objectives as possible. This is common sense. But for the
SHM ﬁeld, being a new technology with mainly laboratory success stories and very
few commercial applications, it may be a daunting prospect for engineers new to
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the ﬁeld to ﬁgure out what questions to ask when faced with the task of designing
an SHM system. In this respect, operational evaluation supplies the important
questions to ask, the answers to which helps to deﬁne the boundaries of the project
and alert project managers to the resources and technical capability required to ﬁnd
solutions to SHM problems. There are four questions that need to be addressed
under operational evaluation and these are as follows:
1. What are the life-safety and/or economic justiﬁcation for performing SHM?
2. How is damage deﬁned for the system being investigated and, for multiple
damage possibilities, which cases are of the most concern?
3. What are the conditions, both operational and environmental, under which
the system to be monitored functions?
4. What are the limitations on acquiring data in the operational environment?
It goes without saying that having designed a structure, be it an aircraft or a bridge,
a case has to be made for an associated SHM system and its beneﬁts either in terms
of safety or cost or both. Farrar and Worden (2007) claim that there are lots
of SHM activities going on but that few of these have adequately deﬁned what
damage needed to be monitored and more crucially, have left out altogether the
signal processing algorithms needed to alert users to the onset of damage. They have
diplomatically termed these eﬀorts as monitoring activities which do not represent a
fully integrated hardware/software SHM system. If one does not know what damage
the monitoring system is supposed to monitor, then it is unlikely that such a system
will be useful. When the damage of concern has been properly identiﬁed and deﬁned,
then the task of the SHM system is to detect its onset and notify the user. But
Rytter (1993) has proposed a much ﬁner level of diagnosis for damage in a hierarchy
of four levels which are as follows:
1. Level 1 (Detection) methods for damage detection giving a qualitative indica-
tion that damage might be present in the structure.
2. Level 2 (Localisation) methods for damage localization giving information
about the probable position of the damage.
3. Level 3 (Assessment) methods for damage assessment giving an estimate of
the extent of the damage.
58
2.2 Operational evaluation
4. Level 4 (Prediction) methods for predicting the future condition of the struc-
ture giving information about its safety-worthiness, e.g. estimation of the
residual life.
Returning to item (3) of operational evaluation concerning operational and environ-
mental conditions under which the structure is expected to operate, it is well known
by practicing engineers that experiments conducted in benign laboratory conditions
cannot always be assumed would work equally well in the real world. Farrar and
Worden (2007) recount eﬀorts made in the 1970s and 1980s by the oil industry to
develop an SHM system for oil platforms based on measuring the vibration modes
of the structure to detect signiﬁcant changes in stiﬀness which would alert users
to the onset of damage. It was found, amongst others, that the wave motion was
unable to excite the higher vibration modes which were more sensitive to damage
and SHM eﬀorts for oﬀshore platforms were abandoned as a result. The moral of
the story here is that, in the laboratory, shakers are normally used to produce the
excitation required to excite the vibration modes of interest. The shaker output
can be controlled and manipulated in ways appropriate for the excitation of the
relevant modes, but when deployed in the ﬁeld the SHM system has to rely on the
operational conditions to provide the necessary vibration inputs of suﬃcient rich-
ness to excite the modes most sensitive to damage so that the SHM system can
play its part by notifying the user of the presence or absence of damage. When
the operational conditions cannot provide the necessary vibration inputs, then the
SHM system cannot give its verdict on the state of health of the system. Even when
the required vibration input is present, an SHM system may become ineﬀective if
the environmental conditions are such that they also alter the vibration modes of
the undamaged system to the extent that these may appear as damage to the SHM
system if care is not taken to make the detection algorithms invariant to such distur-
bances. For example Farrar et al. (2000) demonstrated that the natural frequencies
of a bridge are more sensitive to the daily temperature variations than they are to
damage. Item (4) of Operational Evaluation urges one to consider the limitations of
acquiring data in the ﬁeld. This will also have a signiﬁcant impact for the success
of the SHM system. Of the many reasons put forward for abandoning research on
SHM for oil platforms, platform machine noise and instrumentation diﬃculties in
the harsh marine environment were cited as major reasons.
59
2 Literature review
2.3 Data acquisition, normalisation and cleansing
This part of the SPR paradigm deals with the front end of the SHM system where
data needs to be collected, normalized and cleansed before features which are sen-
sitive to damage are extracted for further analysis. Some of the issues for the data
acquisition system are as follows:
1. Selecting the excitation method
2. Determining sensor types, number and locations
3. Data acquisition, storage and communications hardware and software
4. Bandwidth of the signals to be monitored which determines sampling rate and
anti-aliasing bandwidth
5. The trade-oﬀ between relieving stringent speciﬁcations on the analogue anti-
aliasing ﬁlters and the amount of digital processing with decimation ﬁlters
The data thus acquired for the SHM system will change due to damage, operational
variations, environmental variations and noise. Noise can be removed by various
types of ﬁlters and the process can be termed data cleansing. In order to detect
changes due to damage alone though, the eﬀects of operational and environmental
variations on the acquired data need to be removed to the extent possible by a
process called data normalization. Sohn (2007) reports that the main reason why
SHM technology has been slow in transitioning from the laboratory to real appli-
cations is because the damage sensitive features for structures are also sensitive to
changes in the operational and environmental conditions. This is hardly surpris-
ing because unless the eﬀects of damage can be isolated from the eﬀects emanating
from other sources, any detection system will suﬀer from unacceptably high false-
positive alarms rendering the system virtually useless. Consider the accident that
occurred in the Gulf of Mexico on a drilling platform owned by the BP Company.
The Guardian newspaper reported on the 24th of July 2010 with the headline  BP
rig's alarm were switched oﬀ `to help workers sleep' , that the alarm system on the
rig had been switched oﬀ a full year before the disaster on 20 April which killed 11
people. The reason given for switching oﬀ the alarm was that the (rig oﬃcials) did
not want people woken up at three o'clock in the morning due to false alarms.
Some examples of operational conditions include ambient loading conditions, oper-
ational speed, mass loading and boundary conditions while environmental conditions
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include temperature, wind and humidity. Wood (1992) carried out vibration tests
on ﬁve bridges in the UK and found that changes in the vibration responses were
closely related to changes in temperature. Moorty and Roeder (1992) found that
temperature variation had an eﬀect on the material stiﬀness and the boundary con-
ditions as well. Doebling and Farrar (1997) demonstrated that the ﬁrst mode of a
bridge varied by as much as 5% during a 24 hour day temperature cycle. Askegaard
and Mossing (1988) carried out tests on a footbridge over a three year period and
found that a 10% seasonal change occurred during each year. In an attempt to
demonstrate that changes in boundary conditions also aﬀect the vibration response
of structures, Cawley (1997) carried out an experiment to show that a 2% change
in the length of a cantilever beam produced a change in resonance frequency which
was 40 times greater than that produced by a 2% cut through the depth of the beam
representing a crack. Cawley's experiment thus indicated that a detection system
installed to detect crack damage would give false alarm due to thermal expansion.
Sohn (2007) says that the eﬀects of boundary conditions on vibration data impose
diﬃculties on the implementation of SHM systems because it is very challenging to
measure the boundary conditions of structures.
There is convincing evidence, therefore, that the existence of damage can be
masked by the eﬀects of operational and environmental conditions. In response to
this, researchers have devised several techniques to deal with the situation by ﬁrst
identifying three distinct situations for data normalization which are as follows:
1. Direct measurements of the changing operational and environmental variables
are available
2. Direct measurements of the changing operational and environmental variables
are not available but the damage produced in the extracted features is `orthog-
onal' to the changes caused by the operational and environmental variables.
This may allow the separation of the disturbances from the damage by orthog-
onal decomposition tools of linear algebra
3. In spite of the fact that operational and environmental conditions aﬀect the
damage, it is possible to extract features that are themselves sensitive to dam-
age but insensitive to operational and environmental conditions
When direct measurements of the operational and environmental variables can be
made, then regression analysis can be used to detect damage by compensating for
the eﬀects of the measured disturbances. Peeters and De Roeck (2000) used the
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method to ﬁlter out the temperature eﬀects on the measured vibration frequencies
of a bridge by constructing regression models called autoregressive with exogenous
inputs (ARX) to ﬁt the measured temperature dependent frequency data. They
then used the residual error as the damage sensitive feature and compared it to a
conﬁdence interval derived from the undamaged bridge response. When the residual
exceeds the conﬁdence interval then damage is assumed to have occurred because
the changes detected exceed those that would have occurred by including the tem-
perature variations in the analysis.
When damage produces responses that are `orthogonal' to the space spanned by
the undamaged data, Fritzen et al. (2003) demonstrated using a simulation exercise
that a method based on the modiﬁcation of an existing subspace-based identiﬁcation
method can be used for damage diagnosis. In this method Hankel matrices are
constructed for the undamaged system at various temperatures. The Hankel matrix
is made up of the Markov parameters arranged in a speciﬁc pattern. The Markov
parameters can be obtained using time or frequency domain methods on input and
output responses. The left singular vector of these baseline Hankel matrices are
extracted and stored in a database. To compensate for the temperature eﬀects
when a new measurement is made, the left singular vector corresponding to the
measured temperature is obtained from the database and multiplied by the Hankel
matrix representing the new measurement to form a residual error. When damage
is present, the residual will increase implying that the current system's response has
deviated from the baseline system which was measured at the same temperature.
Ruotolo and Surace (1999) proposed a method to deal with structures which undergo
changes in mass in their normal operating environment. This method is based on
calculating the rank of a matrix using the singular value decomposition (SVD).
The idea of the method is that if feature vectors representing the normal working
environment are stacked into a matrix, then when a new feature vector is derived
from new measured data, this new feature vector should not change the rank of the
matrix when included in the matrix if it is close to any of the vectors representing
normal working conditions. But if the rank is increased by 1, then this indicates that
the new feature vector is substantially diﬀerent from any of the vectors representing
normal conditions and therefore the occurrence of damage can be inferred. Note
that this method does not require the change in mass to be measured but does
assume that the eﬀect of damage on the feature space is orthogonal to the eﬀect
that changing operating conditions have on the feature space.
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Manson (2002) demonstrated yet another way of dealing with the issue of data
normalization. Believing that there might be a subset of the feature space which
is more sensitive to damage than to environmental variations, he devised a method
which required carrying out a principal component analysis (PCA) of the feature
space and then the projection of the feature space onto the minor principal com-
ponents giving a reduced feature space. This reduced feature space proved to be
successful in an experiment he carried out on an instrumented composite plate us-
ing Lamb-wave propagation to detect damage. The plate was cycled through a
temperature chamber with and without damage. An analysis of the feature space
without the PCA technique showed that temperature cycled data without damage
was similar to the data from the damaged plate at constant temperature thus mak-
ing it diﬃcult to detect damage. After applying the PCA method there was a clear
distinction between the damaged and undamaged plate in spite of the temperature
cycling.
In order to construct a damage-sensitive feature which is invariant under opera-
tional and environmental conditions, Worden et al. (2002b) made use of a measure
of distance that is often used in the literature and is called the Mahalanobis distance
measure given by
D = (x− x¯)TC(x− x¯) (2.1)
where x is a feature vector, x¯ and C are the mean and covariance matrix of the
undamaged system. In essence the Mahalanobis measure measures the squared
distance of the new feature vector x from the undamaged system which is char-
acterized by its mean and covariance matrix. As explained before, the problem
is that operational and environmental conditions aﬀect the feature vectors which
carry information about potential damage. In order to take account of the fact
that the mean and covariance matrix of the normal system will vary with changing
conditions, Worden et al. (2002b) constructed the mean and covariance matrix of
the normal system by making them functions of the operational and environmental
conditions and then using regression analysis to obtain a law which will generate the
normal system mean and covariance matrix based on the current condition. So in
this strategy, when a new feature vector is obtained, its Mahalanobis distance away
from the normal system is measured, but using the mean and covariance obtained
under the same condition as the new feature vector, thus making the Mahalanobis
measure invariant to the disturbances. In the application of this method it is impor-
tant to make sure that the covariance matrix remain positive semi-deﬁnite to satisfy
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the property that any distance measure should be non-negative. The semi-deﬁnite
property may be lost in this technique if the training data is under sampled. Worden
et al. (2002b) addressed this problem by implementing an interpolation approach
which guaranteed the positive semi-deﬁnite property of the covariance matrix.
Sohn et al. (2002) used an auto-associative neural network to take account of
the variability caused by changing ambient conditions. They used a multi-model
approach to derive the AR-ARX coeﬃcients for the undamaged system under a range
of ambient conditions which they fed to an auto-associative neural network. Such a
network would store patterns presented to it during the training phase and would
then recall a particular pattern at a later time when presented with a noisy version of
the original pattern. The auto-associative network generates an error commensurate
with the closeness of the pattern presented to those stored during training. The
further away the new pattern is, as when damage is present, the bigger the error.
Sohn et al. (2002) tested this technique on an eight-degree-of-freedom spring-mass
system. They used an electrodynamic shaker to generate vibration data. Varying
ambient conditions was simulated by varying the input level of the shaker while
damage was simulated by inserting a bumper between two of the masses which
simulates the eﬀects of a crack when the movement of one mass is limited relative to
the other. The auto-associative network was showed to have been properly trained
to diﬀerentiate between changes in the input level of the shaker and the introduction
of damage using the bumper, thus providing a capability to compensate for ambient
variability.
2.4 Feature selection and information
condensation
Once a structure has been instrumented with sensors and the data cleansed and
normalized, we have data in the form of time series. The eﬀort is then directed
at ﬁnding a characteristic of the data that is related to damage. Sensors cannot
themselves directly measure damage simply because they are not designed for such
tasks and can only measure the system responses to operational and environmental
stimuli. But the data that is sensed is a function of the damage that may be present.
The task of feature selection is to identify the function that relates the data to the
damage. This function cannot generally be determined from basic physics but must
instead be learned from the data using techniques from machine learning. Farrar
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and Worden (2007) points to three common methods of extracting damage sensitive
features from data emanating from the real system or a Finite Element model of it:
1. Based on ﬁrst hand observation of the degrading system, quantities can be
sought that correlate well with the observed damage. For example quanti-
ties like vibration amplitude and/or frequency have been observed to have
strong correlation with structural changes in bridges, buildings, aerospace and
mechanical structures Fassois and Sakellariou (2007).
2. In order to identify features for damage identiﬁcation, engineered ﬂaws can
be introduced into a system under study and features sensitive to damage
isolated. For example, Worden and Manson (2007) report an experiment on
a Gnat trainer aircraft where they introduced damage to inspection panels
(not the aircraft itself) by drilling holes of diﬀerent diameters and sawing cuts
of diﬀerent length. The experiment which took three years, demonstrated
that transmissibilities, which are deﬁned as the ratio of acceleration spectra
between two points, were identiﬁed as good features for damage detection.
Furthermore, features can also be identiﬁed by degrading the system gradu-
ally by subjecting it to sustained realistic operational conditions. This may
include fatigue testing, corrosion growth or temperature cycling to accelerate
the inducement of damage.
3. Models such as ﬁnite element models can be used where damage can be intro-
duced via computer simulations. For example Friswell (2007) says that cracks
in a beam can be modelled by either a reduction in the stiﬀness matrix or the
use of a more detailed model from fracture mechanics.
The features that are selected for damage detection are also dependent on whether
the SHM system implemented is designed for local or global detection of damage.
For local detection it may be necessary to identify potential damage location at
the system design stage and then to instrument those locations with sensors. This
will also require an understanding of how the damage, when created at a particular
location, will propagate with time to enable the sensors to be located at locations
that will enhance the detection of damage. Worden et al. (2007) illustrate an exper-
iment performed at the Institut National des Sciences Appliquees (INSA), France to
demonstrate local detection of damage by instrumenting a carbon ﬁbre composite
plate with piezoelectric actuators and sensors. Damage was introduced in the form
of a drilled hole and the sensors and actuators were positioned such that the hole
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was at the geometric centre. An extra sensor was placed in an oﬀ-centre location at
a ﬁve degree angle from one of the actuators to see if damage could still be sensed.
The actuators were emitters that launched Lamb waves across the plate and the sen-
sors were receivers for the Lamb waves. The size of the drilled holes was increased
from a diameter of 1 mm to 10 mm in steps of 1 mm. Based on the Mahalanobis
distance measure, they were able to detect each of the ten damages distinctly and
showed that as the size of the damage increased, the Mahalanobis distance of the
damaged data also increased away from the undamaged data. This result obtained
was from the oﬀ axis sensor. The conclusion we draw from this experiment is that for
local damage detection the location of the sensor is an important issue because for
example if the sensor is placed at a location where it cannot detect the Lamb waves
then the damage will go undetected. Therefore, this experiment demonstrated that
for the local detection of damage, careful attention has to be given to the number
of sensors and their locations. The damage sensitive feature for this experiment was
chosen to be a window of 50 time points of the Lamb wave packets. Though the
reason for this choice is not explicitly given, a graph of the received Lamb wave
showed that there is a transient change in the ﬁrst 50 time points which leads us to
believe that this choice of feature was based on a visual inspection of the received
signal.
For a global damage detection strategy, where the coverage area may be the whole
system, Fassois and Sakellariou (2007) state that there is a fundamental principle
that the vibration response of a system changes as a result of small changes in
a structure and Farrar et al. (2001) state that this fundamental principle was a
primary impetus for developing damage identiﬁcation technology (Doebling et al.
(1996), Salawu (1997), Doebling et al. (1998), Zou et al. (2000)).
In vibration based methods, the structure under test is subjected to vibration
inputs usually with an electrodynamic shaker and the responses at diﬀerent locations
are measured using accelerometer sensors. When it is not feasible to induce vibration
by artiﬁcial means as by using a shaker, the operational environment is relied upon
to provide the necessary excitation force as for example traﬃc on a bridge, wind
gusts and earthquakes on a building. The limitations of the method are therefore
apparent. SHM systems will suﬀer in the absence of adequate excitation when for
example the excitation available only energises the low frequency response but the
damage sensitive features resides in the higher frequency modes and vice versa.
Nevertheless, Fassois and Sakellariou (2007) claim that vibration based methods
have been found to be the most promising because of the advantages they oﬀer such
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as global coverage, no requirement for visual inspection, the possibility of automating
the damage detection process and lower cost due to smaller number of sensors and
less associated processing required.
According to Friswell (2007) there are three basic types of data which are used to
derive damage-sensitive features in vibration based methods for SHM. These are the
time domain data, frequency domain data and the modal domain data. The time
domain data is converted to the frequency domain using the FFT and the frequency
domain data can be converted to the modal domain using parametric modelling.
The modal model is constructed using the resonant frequencies, damping and mode
shapes which are estimated using the parametric model. In their comprehensive
review of vibration based damage detection, Doebling et al. (1996) found that re-
searchers had used amongst others, changes in modal frequencies and changes in
mode shapes (and their derivatives) as damage features. In this thesis, we have
chosen the resonant frequency as the data feature for investigation because it is
easier to measure than the other modal parameters. For instance, Friswell (2007)
states that it is common knowledge that natural frequencies may be measured more
accurately than mode shapes. He points out that mode shapes can be accurately
estimated in controlled laboratory experiments but that it is diﬃcult to obtain them
from ambient response experiments where the input is not measured. Since one of
our assumption in this thesis is that the input excitation is unknown, we decided
against investigating a data feature that was already known to depend on the input
excitation. Furthermore, Avitabile (1999) explains that in the real world, it is not
the actual mode shapes that can be observed using vibration data, but rather the
deﬂection shapes which are a combination of the mode shapes and that these de-
ﬂection shapes are a function of the frequency content of the input excitation. He
explains that if the frequency of the input excitation is close to a resonant frequency,
then the deﬂection shape will resemble the mode shape at that frequency but if the
input excitation is far from the resonant frequency, the deﬂection shape will be a
combination of many mode shapes.
Carden and Fanning (2004) also explains that the deﬂection shapes are a function
of the location and relative magnitudes of the applied forces and that if the structure
is excited at a single location near resonance then the deﬂection shapes and the
mode shapes will be similar but that will not be the case when two excitations are
applied. This was conﬁrmed experimentally by Waldron et al. (2002) who reported
that exciting several modes at once gave rise to irregular deﬂection shapes and
that this made damage detection diﬃcult. Though mode shapes are essential in
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the ﬁeld of modal analysis to gain an understanding of the vibration modes of
a structure in order to intelligently modify a system's resonant characteristics to
solve resonance problems, in the ﬁeld of damage detection however, using vibration
data where the objective is to monitor changes in vibration responses, the mode
shape is one of several features that can be investigated and in this context it has
no special signiﬁcance beyond that of a damage indicator or locator. Some other
damage indicators that have been used in the literature are mode shape derivatives
(Chance et al. (1994)), ﬂexibility (Mayes (1995)), stiﬀness error matrix (He and
Ewins (1986)), response spectra (Loland and Dodds (1976a)) , frequency response
function (Schulz et al. (1996)), transmissibility (Worden et al. (2007)) and non-
linear response (Hamad et al. (2011)). Many more are reported in Doebling et al.
(1996)and Sohn et al. (2004a).
In the SPR paradigm, the aim is to reliably diﬀerentiate between data from a
damaged system to that of an undamaged one using pattern recognition techniques
which suﬀer from a problem called the curse of dimensionality which relates to the
fact that as the dimension of the feature vector increases, the size of the problem
needed to be solved for classiﬁcation grows very fast, often exponentially. It therefore
becomes necessary to ﬁnd ways of reducing the feature size to make classiﬁcation
problems more tractable. Eﬀective techniques have been developed which take ad-
vantage of the fact that even in high dimensional spaces real data tend to occupy
a lower dimensional space due to the fact that the directions of data variations are
often conﬁned. In vibration based methods for global SHM, the data vector is ei-
ther, the spectrum, the frequency response function or parametric models thereof.
Inherent in the transformation from time series to the frequency domain is a re-
duction in data size which is further reduced in parametric models. The issue is
then to make sure that the reduced data still carries damage information contained
in the original raw data. For the method presented in this thesis, we show that by
judicious use of wavelet decomposition combined with principal component analysis,
we are able to eﬀect a considerable amount of data reduction and still retain the
global characteristics of the changes in frequency.
The use of frequency changes to detect damage is reported in the following papers
which are dedicated to solely review the extensive literature on damage detection
using vibration data, namely Doebling et al. (1996), Salawu (1997), Carden and
Fanning (2004) and Yan et al. (2007). Having reviewed over 250 papers, Doebling
et al. (1996) reported that the amount of literature related to damage detection using
shifts in natural frequencies is quite large, Salawu (1997) reviewed 65 papers which
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Number Paper Damage feature Objective
1 Vandiver (1975) Frequency shifts Damage detection
2 Begg et al. (1976) Frequency shifts Damage detection
3 Loland and Dodds (1976b) Frequency shifts Damage detection
4 Cawley and Adams (1979a) Frequency shifts Damage detection
5 Coppolino and Rubin (1980) Frequency shifts Damage detection
6 Kenley and Dodds (1980) Frequency shifts Damage detection
7 Crohas and Lepert (1982) Frequency shifts Damage detection
8 Whittome and Dodds (1983) Frequency shifts Damage detection
9 Osegueda et al. (1992) Frequency shifts Damage detection
10 Friswell et al. (1994) Frequency shifts Damage detection
11 Meneghetti and Maggiore (1994) Frequency shifts Damage detection
12 Man et al. (1994) Frequency shifts Damage detection
13 Silva and Gomes (1994) Frequency shifts Damage detection
14 Brincker et al. (1995) Frequency shifts Damage detection
15 Salawu (1997) Frequency shifts Damage detection
16 He and Zhu (2011) Frequency shifts Damage detection
17 Vimal et al. (2014) Frequency shifts Damage detection
Table 2.1: A sample of published journal and conference papers from 1975 to 2014
which use frequency shifts to indicate the presence of damage
use frequency shifts for damage detection, Carden and Fanning (2004) conﬁrms that
the relationship between shifts in resonant frequency and damage was the impetus
for using modal methods to identify damage and found that a signiﬁcant body
of researchers support the use of modal frequency shifts for damage identiﬁcation
and Yan et al. (2007) concluded that natural frequency has been used to indicate
structural damage in many papers.
We list in Table 2.1 a sample of journal and conference papers spanning the
years 1976 up to 2014 which use shifts in frequency for the detection of damage.
One of the early researchers who proposed using shifts in frequency to detect and
locate damage was Cawley (1978) in his PhD thesis. He noted that a decrease in
resonant frequencies could be used to infer the existence of damage and that the
location of damage aﬀected the resonant frequencies of the modes in diﬀerent ways.
Depending on the location of the damage, more change may be induced in some
resonant frequencies than others. Noting these correlations, Cawley proposed that
changes in resonant frequencies could detect and also locate the position of damage
and presented in his thesis a method for doing this.
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2.5 Statistical model development for feature
discrimination
Having acquired data from sensors which have been cleansed, normalized and possi-
bly transformed, we extract the features that contain damage-sensitive information.
We are then faced with the problem of making a decision as to whether a newly
received feature belongs to the undamaged or damaged system. This information
is the raison d'etre of SHM. Maintenance engineers will act upon this information
to prioritise inspection and repair schedules. In the case of a damaged system, en-
gineers need this information well before the damage has evolved into a fault so as
to be able to have the time it takes to make necessary repairs. Furthermore, the
information has to be reliable enough in that the SHM system should not give an
alarm when the system being monitored is undamaged (False-Positive) or neglect
to give an alarm when the system is actually damaged (False-Negative). We need
to avoid a high rate of False-Positives because it will lead to loss of revenue and a
loss of conﬁdence in the SHM system. Recall the BP contractors who switched oﬀ
the alarm system because of this. On the other hand a False-Negative may cause
injury or loss of life. Neither is desirable but unfortunately one cannot be arbitrarily
lowered without aﬀecting the other. That is, decreasing the False-Positive rate will
also increase the False-Negative. So depending on the application at hand, there
needs to be a trade-oﬀ between the two.
Modern computing technology allows us to study the above-mentioned issues via
the study of computer based models of two types, physical and statistical. Note that
these studies cannot normally be carried out on the real system themselves because
the time and cost involved would be prohibitive. Physical models are those that are
created on a computer using the laws of physics and then simulated using numerical
algorithms. These are also costly and diﬃcult to build because they require domain
experts in several diverse ﬁelds and the physical laws themselves may be unknown
due to the complexity of the system.
Statistical models on the other hand, oﬀer a compromise because they try to
build a relationship (model) between input and output data obtained from the real
system. That is, the main ingredient for building models is data and mathematical
tools. This is far cheaper and less time consuming than building the real system or
the physical model. The price we pay is that we have to make assumptions about the
structure of the model and then use mathematical tools to estimate its parameters.
The danger here is obvious, if the assumed model structure is incorrect then even if
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the parameters can be ﬁtted exactly, the model would not be a true representation
of the real system and any conclusion drawn from such models would be suspect.
Nevertheless, statistical models have proven to be extremely valuable in engineer-
ing applications because errors in model structure can be addressed by validation
techniques that employ data not used before to assess the quality of the model
structure. It is known (Zarchan and Musoﬀ (2005)) that if the model complexity is
lower than the system complexity, then prediction based on the model will diverge
in the long term giving what is called a bias error. On the other hand, if the model
complexity is higher, then the model will include spurious characteristics like noise
and disturbances which do not form part of the system giving what is called a vari-
ance error. Therefore, in creating statistical models of systems based on data, a lot
of eﬀort is spent getting an acceptable bias and variance trade-oﬀ that permits the
model to be useful for the application at hand.
To give a simple example of what a statistical model is in the context of the
pattern recognition paradigm for a two-class problem, we may think of a line on the
plane with one class of data on one side and another class on the other. The line
acts as a separator of the two classes of data representing a damaged system and an
undamaged one. The equation of this line is learned from the data using techniques
in machine learning and the objective is to separate the classes in such a way that
there is a minimum of miss-classiﬁcation error on the training data. But what we
really care about is how this line will perform in classifying new data that it has not
seen before. This is called generalisation. So, for a particular set of data available
for training a classiﬁer (e.g. the line) we aim to ﬁnd techniques that will minimize
the training error whilst at the same time also minimizing the generalization error.
We can then be conﬁdent that our SHM system will be eﬀective in identifying a
damaged system and give an alarm to alert maintenance engineers.
Cherkassky and Mulier (1988) states that machine learning techniques are capa-
ble of addressing three types of problems which they deﬁne as density estimation,
classiﬁcation and regression. There are many techniques that can be brought to
bear on these problems. Worden and Barton (2005) explain the context in which
one can choose to approach an SHM problem based on which damage level according
to Rytter's hierarchy needs to be identiﬁed. For example, to simply indicate if a
feature belongs to a damaged system or an undamaged one, i.e. only the problem of
damage detection is being addressed here, then density estimation techniques which
characterizes the distribution of the data for an undamaged system can be used to
identity data that are far away in some sense to the undamaged system which can
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then be labelled as damage.
The advantage of these techniques is that only data from the undamaged system
is required. Some of the techniques in this category are kernel density methods,
outlier analysis, auto-associative neural network, Kohonen networks, growing radial
basis function network and support vector machines. When we also want to identify
the location of the damage, then the structure under investigation needs to divided
into labelled substructures and techniques which can identify which substructure
is damaged are from the classiﬁcation type. Some examples of such techniques
are neural network classiﬁers trained with the 1 of M rule, linear and quadratic
discriminant analysis, kernel discriminant analysis, nearest neighbour classiﬁers and
support vector machines.
For assessing the extent of damage as for example the length of a fatigue crack, a
continuous variable is needed and the problem can best be described in the context
of regression analysis. Due to the fact that such problems are often nonlinear,
neural networks have been found to be particularly suited to them. Hayton et al.
(2007) conducted an experiment on Rolls-Royce Trent 500 jet engines. A number
of these were monitored for several months and vibration data were recorded. The
features that are sensitive to damage were identiﬁed as the vibration harmonics
for the shaft engine. Whilst the magnitude of the shaft engine vibration itself do
not indicate damage, the appearance of harmonics and sub harmonics of the shaft
vibration frequency do indicate the presence of developing faults. Of the 54 engine
runs of recorded data, two sets contained events which deviated from the normal.
One was a simultaneous increase in two vibration modes of a shaft. Producing a
neuro-scale visualisation plot (a plot in two-dimension of high dimensional data by
use of neural networks) of the data showed that in fact the data from the abnormal
engine was signiﬁcantly away from the tight cluster of the other data. A support
vector machine (SVM) algorithm was run on the data with a novelty threshold
determined empirically on past data and the SVM algorithm successfully detected
the abnormal increase in vibration amplitude. The other event was an abnormal
pattern of vibration caused by an engine decelerating by 7% after suﬀering impact
damage from a foreign object. The SVM algorithm was again successful at detecting
the abnormality.
Worden and Manson (2007) conducted an experiment on a gnat aircraft with
the aim of locating the position of damage, which is at level 2 of Rytter's damage
hierarchy. Inspection panels with induced damage as holes and saw cuts were place
on one wing of the aircraft. Three networks of sensors were carefully positioned
72
2.6 Challenges facing SHM
so that the transmissibilities between sensors could be recorded. Recall again that
transmissibilities are ratios of acceleration data which can detect local changes.
Two techniques were used to ﬁnd the location of the damages, a standard multi-
layer perceptron (MLP) neural network and support vector machines (SVM). It was
found that the SVM algorithm correctly located the damages 89.2% of the time with
7.2% miss-classiﬁcations which was marginally better that of the MLP. Worden and
Manson (2007) also performed an experiment to make damage assessment on the
gnat aircraft, which is at level 3 of Rytter's hierarchy. For this experiment, three
inspection panels of similar sizes were used. Three level of damage was induced by
cutting parts of the panels in the centre. One-eighth, one-quarter and one-half of
the area of the panels were removed. Transmissibilities were again used as features
and MLP neural networks were used for damage assessment. It was found that the
three levels of damage were successfully assessed. At level 4 of Rytter's hierarchy of
damage diagnosis, the aim is to predict future system health condition by making
an estimate of the current state and future loading in order to predict via computer
simulation and past experience, the remaining life of the system. Farrar and Lieven
(2007) deﬁne the problem as damage prognosis (DP) and comment that the solution
is currently elusive and is likely to remain so in the near future because further
development and integration of many technology areas are still required. DP has
been classed as a `grand challenge' problem for engineers in the twenty-ﬁrst century.
2.6 Challenges facing SHM
Worden and Manson (2007) found that in spite of the eﬀort of the engineering
community to detect damage to their structural and mechanical infrastructures,
there were few examples where the SHM technology had transitioned from research
laboratory to practice, except for rotating machinery condition monitoring where
the technology has a proven track record. The authors are of the view that sig-
niﬁcant and focused research eﬀorts will need to be carried out in multidisciplinary
ﬁelds encompassing structural dynamics, signal processing, motion and environmen-
tal sensing hardware, computational hardware, data telemetry, smart materials and
statistical pattern recognition and others yet to be deﬁned. They ﬁnd that global
SHM is a signiﬁcantly complex and diverse problem that may not be solved in the
immediate future but that progress will come in small increments over long periods
of time. They report that one notable success of SHM in the real world is the shuttle
modal inspection system (SMIS) developed by the National Aeronautics and Space
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Administration (NASA). Designed to detect fatigue damage in components such as
control surfaces, fuselage panels and lifting surfaces, the SMIS has been successful
at locating damaged components hidden under thermal protection systems. As a
result, all orbiter vehicles have been tested periodically by SMIS since 1987. Some
of the speciﬁc challenges in implementing SHM that they mentioned are as follows:
1. In vibration-based global SHM, there is a need for a vibration input to excite
the system being monitored in order to extract damage sensitive features based
on spectral energy distribution. The problem is that damage being a local
phenomenon, it may not signiﬁcantly inﬂuence the lower frequency response
of structures where these are the only frequencies that can be measured under
system operation.
2. In many situations, data from damaged systems are not available due to cost
or safety reasons. The SHM system has to then work in what is called an unsu-
pervised mode without knowledge of the damage state. This poses a diﬃculty
in deciding how far away should a new data be from the data representing the
normal undamaged condition for it to be classiﬁed as damage.
3. For SHM systems, there is a need to be able to make accurate and repeatable
measurements over long periods of time, often spanning several years if not
decades. This, usually, has to be done at a limited number of locations and in
harsh environments.
4. Apart from system damage for which SHM is needed; the sensors themselves
may fail or be damaged. There is therefore a requirement for self-validating
sensors which can continue to operate in a `fail-safe' mode where the SHM
system should be able to adapt to a new network of sensors when some of
them have failed.
5. There are also non-technical challenges which include convincing structural
systems owners that SHM technology oﬀers cost savings and life-safety bene-
ﬁts. Regulatory agencies also need to be convinced of the life-safety argument.
We would add here, that more than life safety arguments need to be made to
get regulatory agencies on board. These agencies need processes via which
to assess technology, in the absence of which they may be unable to sanction
SHM even though they might be convinced by the arguments. We believe
it the responsibility of SHM specialists to design processes satisfying current
regulations because it is there that the expertise lie.
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In their comprehensive review of the technical literature in SHM up to 2001, Sohn
et al. (2004a) found that statistical models to enhance the SHM process has received
the least amount of attention in the literature. In fact, they found that almost
none of the hundreds of research studies summarized in Doebling et al. (1996), used
statistical models to assess the statistical signiﬁcance of changes in feature vectors
on the damage identiﬁcation decision. Sohn (2007) expressed his opinion that,
unless robust techniques are developed to account for operational and environmental
conditions explicitly, SHM system will not be accepted in practical applications and
as of 2007, there were few techniques that could properly address this issue.
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3 The new method
In this chapter we present the method proposed in this thesis for automated fre-
quency measurement and tracking using vibration data.
The chapter layout is as follows. In Section 3.1 we introduce the new method
by giving an overview followed by a detailed explanation and demonstration of its
performance. In Section 3.2 we highlight the diﬀerences in the tasks carried out by
automated methods in general and the FDD and the new method in particular. In
Section 3.3 we review the theory of wavelet analysis followed by a review the theory
of principal component analysis (PCA) in Section 3.4 and in Section 3.5 we review
the Welch technique of power spectral density (PSD) estimation. We present our
conclusions in Section 3.6.
3.1 Introduction
We start with a road map for our method to explain how the various pieces ﬁt
together before describing the algorithm and its application to an artiﬁcial computer
generated system. We consider real applications in later chapters.
The idea behind our method is the following: We want to identify the resonant
frequencies of a system and then monitor its behaviour for the purpose of detecting
change. The resonant frequency is known to decrease as a result of a reduction in
stiﬀness which in turn may be caused by damage as noted in Sohn et al. (2004a).
The situation under consideration is one where the system is instrumented with
several groups of accelerometers where each group measures acceleration in the same
direction. A resonant frequency is deﬁned to be a frequency at which the system
ampliﬁes the eﬀect of its input. In the absence of measurements of the input it is
not possible to say deﬁnitively that a peak in the frequency spectrum is a resonant
frequency because it can also be the case that at that particular frequency the input
itself was larger. When measurements of the input are not available it is customary
to make the assumption that the input has a ﬂat bandwidth like white noise and
then we can call the dominant frequencies in the spectrum, the resonant frequencies.
77
3 The new method
For our purposes, if we mistakenly identify a frequency as a resonant one, this does
not pose a problem provided we identify enough of the true resonant frequencies. In
practice, we may increase the probability of identifying the true resonant frequencies
by taking more averages of the frequency spectrum to cancel out spurious transient
peaks in each spectrum. Therefore, in this thesis, we shall refer to the dominant
frequencies in the spectrum as resonant frequencies.
Our objective is then for an arbitrary system which may have several resonant
frequencies, to decompose the responses into several pieces of data where each data
contains as few of the resonant frequencies as possible. This is the old divide and
rule adage. This will make it easier to identify and track the resonant frequencies.
But in so doing we want to make sure that when we decompose a signal and then
reconstruct it later, that we end up with what we started with or that the information
loss, if any, can be quantiﬁed and controlled. For this we use the stationary wavelet
transform (SWT) which has theorems that guarantee perfect reconstruction when we
do not alter the decomposed signals and also furnish us with the necessary theory to
quantify the information loss if we decide to alter the decomposed data, for example
when we want to perform de-noising operations (Vetterli and Kovacevic (1995)).
Note that we do not use the more commonly known discrete wavelet transform
(DWT) because the latter introduces aliasing in the decomposed signals which are
then cancelled when all the pieces are added together after reconstruction. Since we
use the decomposed signals to identify resonant frequencies, we want to avoid aliases
which manifest themselves as dominant frequencies and may be confused with true
resonant ones. The SWT does not use down-sampling in its algorithm and therefore
does not introduce aliasing but it is costlier than the DWT in terms of computation
and memory due to its inherent redundancy. Nevertheless, the computational cost
of the SWT is comparable to that of the FFT making it suitable for practical use,
see Percival and Walden (2008) for more details.
Next, we want to be able to combine the outputs of several sensors, especially
those that measure acceleration in the same direction. Since the resonant frequency
is a global characteristic of a system, we expect accelerometers measuring acceler-
ation in the same direction to have similar dynamics even though they may not
be placed close to each other. In eﬀect, we are making use of knowledge available
in practice regarding the location of sensors to simplify the problem by grouping
the resonant frequencies in each direction to diﬀerent time series. We would then
like to extract one set of data that contains the best of each individual sensor, in
a least squares sense. This will allow us to reduce redundancy and therefore use
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less computational resources which may be a deciding factor in the feasibility of a
practical implementation. Since sensors located not close together will be subject
to diﬀerent noise and disturbance phenomena, we would also like to reduce these
inter-sensor variations. We achieve these objectives using the Principle Component
Analysis (PCA) technique (Bishop (2006)) on the wavelet coeﬃcients we obtained
earlier.
We then want to measure frequency which is deﬁned in terms of sinusoidal func-
tions. We therefore carry out spectrum estimation using the Welch technique
(Poularikas (2009)). This allows us to make a visual identiﬁcation of the resonant
frequencies. We had earlier claimed that our method is an automated one and here
we are doing a visual identiﬁcation which is a patently oﬀ-line procedure. This needs
a little explanation. We make the assumption that our method for frequency change
detection is applied to a system that is believed to be in an undamaged condition,
with the intention of detecting change in frequency. During the commissioning phase
for any SHM system, there is ample time, perhaps months, to establish the resonant
frequencies of the system since damage in structures may take years or even decades
to develop. It is therefore practical to have an automated method which requires an
initial oﬀ-line stage during the commissioning phase. This oﬀ-line identiﬁcation of
the resonant frequencies is very beneﬁcial as it eliminates the need to rely on a com-
puter to carry out this task which usually requires mathematical modelling which in
turn imposes assumptions on the data which may not be true and may therefore be
a source of errors. We ﬁnd in the SHM review literature spanning several decades
that there is a desire to have many tasks done by a computer algorithm as for ex-
ample in, Doebling et al. (1996), Sohn et al. (2004a), Carden and Fanning (2004).
By analogy with the medical ﬁeld where physicians use computer technology in a
complementary rather than primary role, we believe the same approach would be
beneﬁcial in the SHM ﬁeld where experienced engineers can use their knowledge to
make decisions assisted by technology. There is a need therefore to ﬁnd the right
balance between human and machine contributions in damage detection, identiﬁca-
tion, severity assessment and prognosis. We believe that it can be argued that a
major reason that application of damage detection in rotating machinery has been
largely successful as opposed to SHM for structures, is that for rotating machinery,
experienced engineers perform a lot of the pattern recognition tasks based on their
knowledge of previous damage characteristics. Returning to our method, having
performed SWT, PCA, and spectrum estimation using the Welch Technique, we
are then in a position to use adaptive ﬁltering as in Haykin (1996) to monitor the
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behaviour of the resonant frequencies in an automated manner.
3.1.1 A detailed description
We now describe our algorithm by making use of artiﬁcial computer generated sensor
signals in order to put our technique in a more general setting, not attached to any
particular application.
We truncate raw sensor acceleration data into segments of N data points, remove
the linear trend and normalize the variance to 1. This pre-processing step is carried
out in order to ensure that data from diﬀerent sensors are given the same level of
importance in later processing. We then decompose each of these segments into J+1
individual signals composing of one level of approximation containing the low fre-
quency component and J levels of detail containing the high frequency components
using stationary wavelet analysis. The wavelet coeﬃcients α for the approximation
of a discrete sequence x , are given by
αl = αl−1 ∗ U2l−1g (3.1)
and the wavelet coeﬃcients β for the details are given by
βl = αl−1 ∗ U2l−1h (3.2)
where l ∈ {1, 2, . . . , J} and J is the level of decomposition, U is the upsampling
operator, the subscript 2(l−1) is the upsampling factor, g and h are ﬁlters whose
coeﬃcients are given by the choice of wavelet basis and * denote the convolution
operator. Equations 3.1 and 3.2 are initialized using α0 = x and are implemented
using the ﬁlter bank structure in signal processing (Vaidyanathan (1992); Strang and
Nguyen (1996)) and give as outputs αJ , the approximation at level J and β1...βJ
detail coeﬃcients. These J+1 sequences then each contain part of the bandwidth of
the original sequence x. This transform is known by several names in the literature,
including stationary wavelet transform, Undecimated Wavelet Transform, Algorithm
a trous and Shift-Invariant discrete wavelet transform.
The selection of wavelet basis is done by superimposing the spectrum of x over
that of the wavelet ﬁlters. In Figure 3.1, we show the spectrum of the `Symlet 10'
wavelet at four levels of decomposition (J = 4) which results in a dyadic division of
the frequency axis giving one level of approximation and four levels of details. We
denote the approximation frequency band A4 and those for the details D1 to D4.
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Figure 3.1: Frequency response of `Symlet10' wavelet ﬁlters for 4 levels. This plot
shows how the wavelet ﬁlters divide the bandwidth of the original data
into low and progressively higher frequency bands.
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Figure 3.2: PSD of signal super-imposed on wavelet ﬁlters. This plot demonstrates
how wavelet decomposition can isolate the resonant frequencies into sep-
arate bands.
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Figure 3.3: The top left plot shows 4 sequences derived from the same sequence by
introducing some delay and adding diﬀerent Gaussian noise realisations.
The other plots show that when these 4 sequences are decomposed us-
ing SWT followed by the grouping of the sequences within the same
bandwidth, the underlying similar dynamics are revealed.
In order to show how the wavelet basis selection is made, we show in Figure 3.2
a signal containing four sinusoidal components super-imposed on the spectrum of
the wavelet ﬁlters, with the frequency axis scaled to show only the relevant part.
We note that the four sinusoidal components are within the pass-bands of the ﬁlters
where the ﬁrst component is in A4, the second in D4 and the third and fourth
in D3. In general, the selection of the decomposition level, wavelet ﬁlter length
and the wavelet basis may be based on how well the resonant components of the
signal under investigation are separated into diﬀerent pass-bands and the level of
attenuation incurred. The eﬀort is towards selecting a wavelet basis and parameters
such that the signal is as close as possible to the middle of the pass-bands which
will assure as little attenuation as possible and also requiring shorter ﬁlter lengths
for faster implementation. This allows us to put as few of the resonant frequencies
into each of the new sequences αJ and β1... βJ .
In SHM applications the norm is to instrument the system with multiple sensors to
capture more information and to provide redundancy in case of sensor malfunctions.
For example, in civil structures it is customary to have several sensors measuring
vibrations in each of the planar directions. In Figure 3.3, the top left plot, we show
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a set of computer generated signals representing four sensors measuring the same
dynamics but located some distance apart so that there are small delay diﬀerences
between them with diﬀerent noise realisations from a Gaussian distribution. In the
three other plots we show the wavelet decompositions of the four sensor signals into
frequency bands A4, D4 and D3 of the `Symlet 10' wavelet basis. We observe that
there is good agreement between the signals within the same band in that they
capture similar dynamics with small diﬀerences in magnitude and phase and that
most of the Gaussian noise is removed since these go into the higher band D2 (not
shown). Within band noise can be removed by thresholding wavelet coeﬃcients. So
in our algorithm, in a situation where there are say 4 sensors s1 to s4 measuring
acceleration in the same directions and for 4 levels of decompositions, we have
s1
s2
s3
s4
 =
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+ β3s1 + β
2
s1
+ β1s1
α4s2 + β
4
s2
+ β3s2 + β
2
s2
+ β1s2
α4s3 + β
4
s3
+ β3s3 + β
2
s3
+ β1s3
α4s4 + β
4
s4
+ β3s4 + β
2
s4
+ β1s4
 (3.3)
where the αlsi and β
l
si
are the coeﬃcient obtained from Equations 3.1 and 3.2. Note
that we have added the subscript to denote sensor numbering. In order to group
similar dynamics together, we create matrices of sequences containing the same
bandwidth. Thus we have,
A4 =

α˜4s1
α˜4s2
α˜4s3
α˜4s4
 , D4 =

β˜4s1
β˜4s2
β˜4s3
β˜4s4
 , D3 =

β˜3s1
β˜3s2
β˜3s3
β˜3s4
 , D2 =

β˜2s1
β˜2s2
β˜2s3
β˜2s4
 , D1 =

β˜1s1
β˜1s2
β˜1s3
β˜1s4

(3.4)
where ∼ denotes normalisation to have mean 0 and variance 1. This normalisation
is optional and may be used or not depending on the quality of the data. This nor-
malisation allows the magniﬁcation of the signal within one frequency band without
aﬀecting the signals in the other frequency bands. Thus allowing selected reso-
nant frequencies to be amplitude for ease of tracking. Because of this normalisation
though, we have now lost perfect reconstruction in terms of energy content for the
original signal according to wavelet theory. But the frequency information in which
we are interested is preserved. When tracking of the magnitudes of the resonant
frequencies are considered as well, it is possible to either not use this scaling or
to unscale the magnitudes after tracking as these scaling factors are constants. As
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depicted in Figure 3.3, the rows of matrices A4 and D1 to D4 contain sequences
which have similar dynamics. We are now in a position to use the redundancy
information across the rows of these matrices to remove some of the noise and dis-
turbance whilst also preserving the maximum variances which contain the frequency
information we seek. For this purpose we apply the principal component analysis
technique where we ﬁrst create the covariance matrix upon which we carry out an
eigenvalue-eigenvector decomposition followed by a projection along the eigenvector
with the largest eigenvalue. Thus for matrix A4 we have the covariance matrix K4
given by,
K4 =
1
M − 1A4A
T
4 = PQP
T (3.5)
where M is the number of columns in A4, Q is a diagonal matrix of eigenvalues and
P a matrix of eigenvectors ordered such that they are associated with eigenvalues
of decreasing magnitude. The projection of A4 along the principal components of
K4 is then given by,
Y = P TA4 (3.6)
The ﬁrst row of matrix Y which contains the projection along the eigenvector as-
sociated with the largest eigenvalue is denoted by the sequence y(n) and is used in
further analysis. We make this choice of just one dimension because we had pur-
posefully collected together for analysis sensors measuring accelerations in the same
direction. This supports our assumption that the dynamics should be the same,
thus the choice of just one dimension, the one where the variance is maximised. In
this way, we use knowledge of the location of the sensors to simply the tasks to
be performed by the computer which would have had to be programmed to make
an assessment of the variances in all directions and decide based upon a criterion,
which ones are signiﬁcant. This PCA analysis is carried out in a similar manner to
matrices D1 to D4. We then use the Welch method (Poularikas (2009)) to ﬁnd the
frequency spectrum of y(n) by creating sections of data yi(n) as follows,
yi(n) = y(iD + n)w(n) (3.7)
for 0 ≤ n ≤ N − 1, 0 ≤ i ≤ K − 1, where w(n) is a window of length N, D is an
oﬀset distance to allow overlapping of the sections and K is the number of sections
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that the sequence y(n) is broken into. The ith periodogram is then given by,
Si(e
jw) =
1
N
|
N−1∑
n=0
yi(e
−jwn)|2 (3.8)
and the average Welch periodogram by,
S(ejw) =
1
K
K−1∑
i=0
Si(e
jw) (3.9)
We are now in a position to identify the resonant frequencies by a visual inspection
of S(ejw) for each of the matrices A4 and D1 to D4. This constitutes the oﬀ-line
part of our method. We needed to know the values of these resonant frequencies to
allow us to implement exponential adaptive ﬁlters whose centres are positioned at
the identiﬁed resonant frequencies initially but which are then made adaptive and
therefore updated to the current measurement of the resonant frequency as new data
comes in. The bandwidths of the exponential ﬁlters, one for each resonant frequency,
are chosen to ﬁlter out nearby dominant frequencies. For the automated part of our
method, we multiply each periodogram in Equation 3.8 with an exponential ﬁlter to
obtain a spectrum that contains only the resonant frequency that we want to track.
Thus we have,
Pi(e
jw) = (
1
N
|
N−1∑
n=0
yi(e
−jw)|2e− 1γ (n−µ)2 (3.10)
where γ is the bandwidth and µ the centre frequency of the exponential ﬁlter. We
then average Pi(e
jw) using Equation 3.9 and normalize it to have magnitude 1 to
obtain P (ejw), the normalized averaged periodogram for the ﬁltered spectrum. Then
we obtain the peak magnitude of the resonant frequency R as,
R = max(P (ejw)) (3.11)
Since we have ensured by design that only one resonant frequency is contained
in P (ejw), taking the maximum gives the required peak magnitude of the resonant
frequency and the resonant frequency itself is determined by a deterministic search
algorithm to ﬁnd the index on the frequency axis where the peak value occurs. We
show later in this chapter several plots of the evolution of the resonant frequency.
We will observe that for undamaged systems the values of resonant frequencies
remain nearly constant and then decrease in a step like fashion for damaged data.
85
3 The new method
Algorithm 3.1 The steps in the new method
1. Scale all sensor data to have zero mean and variance 1
2. Group together into a matrix all sensors measuring accelerations in
the same direction
3. Perform SWT decomposition on this matrix
4. Scale each SWT decompositions to have zero mean and variance 1
5. Repeat steps 3 and 4 for all matrices obtained as a result of step 2
6. Create new matrices from the SWT decompositions so that each
contain data within the same bandwidth
7. Perform PCA analysis on these new matrices to obtain one vector
for each matrix
8. Perform spectrum estimation using Welch method on these vectors
9. Multiply each spectrum by an adaptive exponential ﬁlter which is
centred at the resonant frequency
10. Find the peak magnitude of each spectrum from step 9, which keeps
track of the resonant frequency
Note that we obtain these step-like traces only because for the cases considered the
experiments were carried out separately for the undamaged and damages cases so
that the data do not contain the transition information. The steps in our algorithm
are listed in Algorithm 3.1.
3.1.2 Demonstration for frequency change detection
To demonstrate the detection of frequency change capability of our method, we
create four sensor signals each containing resonant frequencies at 4, 8, 13 and 15 Hz.
CASE Conﬁguration
Conﬁg 1 Undamaged System
Conﬁg 2 Apply 1% reduction in all resonant frequencies
Conﬁg 3 Apply 2% reduction in all resonant frequencies
Conﬁg 4 Apply 3% reduction in all resonant frequencies
Table 3.1: Changes made in the resonant frequencies
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Figure 3.4: Detection of the artiﬁcially induced frequency changes as per Table 3.1
We introduce changes in frequency that are assumed to be caused by damage, listed
in Table 3.1, in the form of a reduction in resonant frequencies by 1%, 2% and 3%.
In Figure 3.4, we show that all the conﬁgurations are detected where for each
resonant frequency; we label the plots with numbers 1 to 4 corresponding to the
conﬁgurations listed in Table 3.1. The top left plot of Figure 3.4 shows the tracking
of the resonant frequency at 4 Hz. We note that as change is induced in the data
in the form of a reduction in resonant frequency by 1%, 2% and 3%, that our
method is able to capture these changes where we note that the trace drops from
its original frequency of 4 Hz in three successive steps. The result is a staircase like
trace which remains fairly ﬂat after each change demonstrating that there is not
much variation in the resonant frequency apart from the artiﬁcially induced change.
The same explanation applies to the other plots in Figure 3.4 which respectively
shows the traces for the resonant frequencies at 8, 13 and 15 Hz. We shall see
that subsequent plots in this thesis for the simulated and experimental benchmark
structures alike, have this characteristic staircase like traces which show distinct
drops in frequency from which we can infer that damage has occurred provided
that the change in frequency was induced by damage and not other causes. The
point we are emphasising here is that small changes in frequency can be detected.
Furthermore, by plotting the change in frequency versus the damage ordered from no
damage to maximum damage using the same data from the resonant frequency plots,
we obtain an assessment of the severity of the damage which is deduced by noting the
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increasing magnitude of the change in frequency as the damage severity increases.
Whilst noting that many real life damage may not induce a change in frequency, we
demonstrate in this thesis that for many of the benchmarks considered, that there
is in fact a correlation between frequency change and simulated or real damage and
furthermore that the magnitude of the change in frequency is correlated with the
level of damage. In the ﬁeld of SHM, researchers are mostly limited to applying
their proposed algorithms for change detection on simulated models or laboratory
benchmarks.
3.1.3 Demonstration for disturbance rejection
A major obstacle to damage monitoring using change in frequency as the damage-
sensitive feature that has been highlighted in the literature is that current techniques
to do not provide a clear way to tackle the issue of variations caused by operational
and environmental conditions, which makes it diﬃcult to assess whether damage
has occurred, because both disturbances and true damage can cause the resonant
frequency to change as noted by Doebling et al. (1996), Sohn et al. (2004b) and Sohn
(2007). We now show that the particular way our method is structured makes it
possible to diﬀerentiate between changes in frequency caused by damage and those
caused by operational or environmental changes. The reasoning is the following:
our method is just a method to track resonant frequencies using vibration data.
The inference about damage is made by engineers based on their knowledge that
a reduction in resonant frequency is caused by damage. When the change is not
caused by damage there is a risk of false alarm whose frequency of occurrence may
cause complete mistrust of the detection process. But our method tracks resonant
frequencies which we know a priori should remain constant when no damage has
occurred, since a system cannot repair itself. When true damage occurs either
gradually over long periods of time due to usage or suddenly as a result of loading,
the resonant frequency trace in both cases would contain mostly low frequencies
after the transients have died down.
For gradual damage, the trace would be a slow decreasing ramp and for sudden
damage there would be a step change followed by the trace remaining relatively
constant. On the other hand, when there is change in resonant frequency caused by
operational and environmental conditions, these changes would contain much higher
frequencies since they occur on relatively shorter time scale than true damage. Based
on this knowledge about the separation of the frequency bands caused by real damage
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and by operational and environmental conditions, we can assess the variations in
resonant frequency during the commissioning phase of an application and then use
a low pass ﬁlter to remove the disturbances. The validation data we use in later
sections of this thesis do not contain disturbances so we do not demonstrate this on
real data. But for demonstration purposes we show how this would work. In Figure
3.5 in the top left plot, we show an arbitrary frequency trace that contains changes
which we assume to have been caused by damage and assume the existence of say
a sinusoidal disturbance that caused this trace to vary. Since our method tracks
resonant frequencies, it will show this variation as in Figure 3.5 in the top right
plot. We may still detect that there is a constant component to this trace. Say we
now add some noise to the frequency measurements as in Figure 3.5 in the bottom
left plot. It is now much more diﬃcult to infer whether damage has occurred or
not. Using a simple low pass ﬁlter we show in Figure 3.5 in the bottom right plot,
that the true damage which tends to remain constant can be extracted and therefore
judgments about the existence of true damage as opposed to just disturbance can
be made more accurately because the structure of the traces for true damage is
diﬀerent to that for operational and environmental conditions.
3.2 A comparison between the new method and
other automated methods
In Figure 3.6 we list, in block diagrams, the major tasks carried out by automated
algorithms for structural health monitoring. These automated algorithms are mostly
based on extension of algorithms for experimental modal analysis and operational
modal analysis. We also list the tasks carried out by the new method in order to
highlight similarities and diﬀerences.
Modern automated method for EMA tries to replace the interaction from an ex-
pert user by algorithms which attempt to produce cleaner stability diagram followed
by rules to select the stable poles. The process for automated EMA is to ﬁt mul-
tiple models to the data for model of increasing orders up to a maximum. The
poles are calculated for all model orders and used to construct the stability diagram
where based upon predeﬁned rules, the stable poles are identiﬁed. The number of
identiﬁed poles (complex conjugates) determines the order of the parametric model.
The poles associated with the identiﬁed model order are then used in the modal
decomposition model from which the other modal parameters are calculated. In his
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Figure 3.5: A demonstration of how variations in frequency caused by operational
and environmental conditions can be removed. The top left plot shows
an arbitrary resonant trace with changes assumed to have been caused by
a change in performance. In the top right plot, a sinusoidal disturbance
caused by operational or environment conditions is superimposed on the
resonant frequency trace. Some noise is added as shown in the bottom
left plot. The bottom right plot shows that the true trace containing the
change due to preformance degradation can be recovered by simple low
pass ﬁltering.
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survey of automated methods for EMA, Allemang et al. (2010) reported that current
methods have not been widely adopted.
In the extended frequency domain decomposition (EFDD), which does not use
an initial parametric model to determine the model order, the PSD matrix is de-
composed to isolate the peaks having maximum value at each frequency. In this
way, the PSD is decomposed into a linear combination of unscaled modal vectors
associated with diﬀerent eigenvalues which are ordered in magnitude. The peaks in
the largest eigenvalues are then identiﬁed either visually or automatically using a
computer algorithm. This information is then used to construct a MAC plot which
is used to compare the modal vector at the peak with modal vectors in the vicinity of
the peak to isolate the bandwidth around the peak. This bandwidth is then isolated
from the singular values and transformed into the time domain for measurement of
frequency by calculating the number of zero crossings and the damping. The EFDD
method requires the knowledge of the peaks so as to use these to construct the MAC
functions to deﬁne a bandwidth around the peak.
In the new method, we have approached the problem from a somewhat diﬀerent
angle. We wanted to ﬁnd a way to use the knowledge about the peaks, just like
in the FDD case, but without having to automatically deﬁne a bandwidth around
it based on a function of the data, because this bandwidth is adversely aﬀected by
noise and reduces the eﬀectiveness of the FDD technique. We show in the application
chapters of this thesis that the automated FDD method is inconsistent. It works well
for computer simulated models and laboratory experiments with low noise but has
signiﬁcant degradation in performance when there is noise or disturbance present.
Since in SHM applications it is usually the case that multiple sensors are available, we
wanted to use the knowledge about the location of these sensors and the knowledge
of which group of sensors should contain similar information, to reduce the noise.
Also, since the eﬀort in modal analysis is to decompose the FRF into a linear
summation of modes, we found that wavelets could be used to partly accomplish
this task if the modes are well separated. So in order to be able to use wavelets
eﬀectively, we grouped the sensors in such a way so that the orthogonal modes
are separated into diﬀerent sets of data and hence the task of decomposition by
wavelets becomes easier. After the de-noising step using PCA, we isolate the peaks
using an adaptive ﬁlter with known bandwidth in contrast to the EFDD method
which chooses the bandwidth based on the vagaries of the data. In the new method,
the bandwidth is chosen so as to be able to isolate the peaks and to track them
when they change. The main task of the ﬁlter is to isolate the peaks. This ﬁlter
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is needed because of the limitation of the wavelet decomposition which can only
decompose the bandwidth in a dyadic way and for arbitrary systems, there may be
several peaks within each dyadic decompositions. So the ﬁlter gives an added level
of control to isolate multiple peaks. Furthermore, with a view to extend the current
technique to also measure damping, we recommend the ﬁlter to be used even if there
are only single peaks within the wavelet decompositions. In further research, these
signals may be transformed to the time domain to estimate damping just like in the
EFDD case.
3.3 Wavelet analysis
The theory of wavelets is a recent development which began around 1983 with the
arrival of the continuous wavelet transform (CWT). A few years later in 1988, the
discrete wavelet transform (DWT) was proposed. Both aroused enormous excite-
ment in the scientiﬁc and engineering communities which resulted in a ﬂurry of
activity leading to applications in many diverse ﬁelds. In this thesis we will deal
mainly with application of the wavelet transform to time series analysis, namely
vibration signals produced by accelerometers. Though the setting of the method
we develop in this thesis is mainly in the context of structural health monitoring
(SHM) using vibration signals, the method is quite general and can be applied to
other types of time series.
Wavelets attracted the attention of scientist and engineers for primarily two rea-
sons; one was that the original time series could be perfectly reconstructed using
the wavelet transform coeﬃcients. This opened the door for eﬃcient compression of
time series before transmission via a communication link and allowed the original
signal to be reconstructed with high accuracy. A certain amount of manipulation
could also be performed on the wavelet coeﬃcients before transmission for denois-
ing purposes. The other attractive property of the wavelet transform was that it
could decorrelate even highly correlated time series. This allowed the decomposition
of time series into a combination of decorrelated variables which leads to simpler
analyses and more informative interpretations. The fact that the DWT could be
implemented on a computer faster than the Fast Fourier Transform (FFT) really
clinched the deal for wavelets. It was henceforth unstoppable. The high volume of
papers in diverse ﬁelds using wavelets is a testament to this fact.
In this chapter we will introduce wavelets via the CWT because it is conceptually
easier to understand in the continuous setting. We will then introduce the DWT
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with the speciﬁc goal of demonstrating that it is not suitable for application in SHM
as it introduces aliasing in the wavelet coeﬃcients. This limits our ability to manip-
ulate the wavelet coeﬃcients, say for identifying resonant frequencies, because they
contain aliases which can be mistaken for resonant frequencies. We then introduce
the stationary wavelet transform which do not suﬀer from aliasing problems and
upon which we build our method for frequency change detection.
3.3.1 The continuous wavelet transform
The basis functions for the Fourier Transform are the sinusoids which last from
time −∞ to +∞. This limits their ability to keep track of time in the transform
domain since the resolution is poor. On the other hand, because their variation
is periodic, they are able to keep accurate information about the frequency in the
transform domain. Though useful in applications, their inability to keep track of
time information in the transform domain is seen as a limitation and wavelets were
proposed to overcome this. The desire was to develop basis functions that were like
small waves as opposed to big waves, the sinusoids. To behave like a small wave the
basis function had to satisfy two properties. Consider a real-valued function ψ(t)
(we only consider real functions in this thesis), it is a wavelet if,∫ ∞
−∞
ψ(u)2 du = 1 (3.12)
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Equation 3.12 says that the square of the function sums to 1. This property limits
the variation of the function outside of a ﬁnite interval by making sure that any
variation outside of a ﬁnite interval is vanishingly small. The second property that
was needed was,
∞∫
−∞
ψ(u) du = 0 (3.13)
By making sure that the function sums to zero, its variation above zero is restricted
to its variation below zero, the two thus cancelling each other. These two properties
then provided us with the sought after small wave. There are other conditions that
are required for the small wave, the wavelet, to become useful in applications and
we will brieﬂy touch upon those later on but will not dwell too much on them as
they are highly technical and we will not be designing new wavelets in this thesis,
being content to borrow from the vast array of diﬀerent wavelets that are already
available. We will concentrate on the properties of wavelets which make them useful
in applications.
To make wavelets useful in the analysis of the local behaviour of signals, we need
to be able to manipulate the wavelet by stretching or shrinking it to vary its 'scale'
and also to shift it in time for the ability to place it where we want relative to a
signal under investigation. We are then in a position to localise the wavelet using the
shifting parameter and control the width of the wavelet using the scale parameter.
A wavelet is therefore deﬁned as follows,
ψτ,t(u) =
1√
τ
ψ(
u− t
τ
) (3.14)
where the factor 1√
τ
preserves the unit energy requirement, τ > 0 is the scaling
parameter doing the shrinking or stretching, t ∈ (−∞,∞) allows for the relocation
of the wavelet and u is the independent variable. Wavelet analysis then involves
correlating the function under investigation x(u), with the chosen wavelet thus,
W (τ, t) =
∞∫
−∞
x(u)
1√
τ
ψ(
u− t
τ
) du (3.15)
where W (τ, t) is the wavelet coeﬃcient at scale τ centred at time t. Note that the
wavelet ψ(u) is deﬁned as having its centre at u = 0 so that the shift by t then
relocates the centre at t. Thus W (2, 0) is the wavelet coeﬃcient for the wavelet
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having most of its energy within a width of τ = 2 centred at time t = 0. We can
thus obtain the wavelet coeﬃcients for any desired scale and time.
These scaling and shifting parameters then allow us to localise the wavelet as
in Equation 3.15 to perform local analysis of a larger signal x(u). This type of
analysis permits the detection of trends, breakdown points, discontinuities and self-
similarity. It further allows for compression or de-noising of a signal. Finding the
coeﬃcients W (τ, t) is the analysis operation which decomposes the signal under
investigation into a linear combination of the wavelets with these coeﬃcients. The
reverse operation, the synthesis operation, i.e. the reconstruction of the signal x(u)
using the W (τ, t)′s is theoretically possible using,
x(u) =
∞∫
0
[
1
Cψτ 2
∞∫
−∞
W (τ, t)
1√
τ
ψ(
u− t
τ
) dt ] dτ (3.16)
where Cψ is a constant that depends on the speciﬁc wavelet. We observe from
Equation 3.16, the inverse formula, that the reconstruction of the original signal
now requires integration over two dimensions, that of the scale τ and the time shifts
t. The CWT formula of Equation 3.15 converted a signal in one dimension to an
image in two dimensions and it is not surprising that the reverse operation will
require going from two dimensions to one. We note that the software Matlab which
is widely used by the research community does not have a function to calculate the
inverse of the CWT. This suggests that, though theoretically possible, that it is
perhaps diﬃcult to calculate in practice. What is interesting about Equation 3.16
is that it says that the original signal can be reconstructed by an integral sum of
new signals which are each associated with a particular scale. Furthermore, similar
to the Parseval Theorem for the Fourier Transform which says that the energy in
the time domain is preserved in the frequency domain, so it is for the CWT where,
∞∫
−∞
x2(u) du =
∞∫
0
[
1
Cψτ 2
∞∫
−∞
W 2(τ, t) dt] dτ (3.17)
the term W
2(τ,t)
Cψτ2
deﬁnes an energy density across both scale and time. Equation 3.17
says that the energy in the function x(u) can be recovered by taking an integral sum
of some other functions which are each associated with a particular scale.
We see that the CWT takes a function in one dimension and converts it into a
function in two dimensions. This is therefore a highly redundant transform and re-
searchers started looking for ways to subsample this 2-dimensional transform whilst
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preserving the notion of equivalence, both in time and in energy, between the signal
and its transform. This led to several forms of discretisation, two of which, the
discrete wavelet transform (DWT) and the stationary wavelet transform (SWT), we
will consider in the next two sections.
The main aspect of wavelet theory that we will use in this thesis is that of a
multiresolution analysis. For the purpose of frequency change detection, we will
be interested in the decomposition of the frequency response of sensor signals into
diﬀerent frequency bandwidths which will make it easier to identify and track res-
onant frequencies and their magnitudes. Figure 3.7 demonstrates the idea behind
multiresolution analysis using the wavelet known as Haar, where we show a portion
of a sinusoidal signal and its approximation using a piecewise constant function over
an interval of length one together with the incremental information which is the
diﬀerence between the original and its approximation and is constant over intervals
of length one half. Note that a function which is piecewise constant over an inter-
val of length one is also piecewise constant over intervals of less than length one.
Therefore if we deﬁne a set of functions that are piecewise constant over intervals
of length one and another set say of functions piecewise constant over length half,
then this set is a subset of the former. There is therefore an embedding of function
spaces. This lies at the heart of multiresolution analysis. The task is to ﬁnd basis
functions that allow for an embedding of subspaces so that starting from a lower
resolution representation of a signal we can gravitate to higher resolution ones by
adding subspaces and vice versa. For a multiresolution analysis (MRA) to exist,
certain conditions need to be satisﬁed and these are termed the Axioms of MRA.
3.3.2 Axioms of multiresolution analysis
For the embedded subspaces
. . . V2 ⊂ V1 ⊂ V0 ⊂ V−1 . . . (3.18)
the following requirements have to be satisﬁed:
1. Upward Completeness
lim
j→−∞
Vm = ∪j∈ZVj = L2(R) (3.19)
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2. Downward Completeness
lim
j→−∞
Vj = ∩
j∈Z
Vj = {0} (3.20)
3. Scale Invariance
f(t) ∈ Vj ←→ f(2jt) ∈ V0 (3.21)
4. Shift Invariance
f(t) ∈ V0 → f(t− k) ∈ V0 for all k ∈ Z (3.22)
Existence of a Basis. There exists ϕ(t) ∈ V0 such that V0 has orthonormal basis
{ϕ(t− k)}k∈Z (3.23)
V0 is the space of piecewise constant functions over intervals of length one and it is
contained in the space V−1 of functions piecewise constant over intervals of length
one half. So that in general V−j is the space of piecewise constant functions over
a length of size 1
2j
. In Figure 3.7 the approximation function which is piecewise
constant over a length of one is in V0 and it is a subset of the space V−1 containing
piecewise constant functions over lengths one half and so on. As we move up the
ladder of subspaces in Equation 3.18, each Vm contains more and more information
about the function f(t) ∈ L2(R), the space of ﬁnite energy functions. In order
for the function f(t) to be fully contained in the spaces Vj so that every piece of
information in it is captured, we need the embedded subspaces to be complete. We
need completeness in both directions in the embedding, going up the ladder (right)
towards ﬁner and ﬁner resolutions and also down the ladder (left) towards coarser
ones. Going right towards ﬁner resolutions means taking the union of the subspaces,
i.e. adding more and more information until all information is captured so that
ﬁnally we get L2(R). Going towards the left means going towards functions which
are piecewise constant over longer and longer intervals up to an interval of inﬁnity. If
we require the functions to have ﬁnite energy, as we do, then necessarily their energy
content must tend to zero so that moving towards the left implies moving towards
the set with only the zero function {0}. For the MRA theory to work, it was found
that the connection between the Vj's had to be a rigid one, a scaling factor that is a
power of two. Other factors do not work. The consequence of this is that when we
decompose a signal using wavelets, the bandwidth are segmented in powers of two
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and this can be a nuisance in structural health monitoring applications when the
resonant frequencies are close to the regions between these segmented bandwidths.
This is because the ﬁlters used to implement the wavelet decompositions are not
perfect, that is their frequency cut-oﬀ is not sharp enough and this may lead to a
resonant frequency sharing its energy in two adjacent bandwidths. The property
of shift invariance is also needed for the MRA because we also want to be able to
represent shifted versions of a signal within the same space Vj by a shift of the basis
function. The last condition that was found to be needed was the existence of the
function ϕ(t), called the scaling function, such that together with translated versions
of itself, formed an orthonormal basis for V0. The scaled and shifted version of ϕ(t)is
deﬁned as follows,
ϕ(t) =
√
2
∞∑
k=−∞
g0[k]ϕ(2t− k) k ∈ Z (3.24)
Equation 3.24 is a consequence of the MRA so that ϕ(t) can be deﬁned as a linear
combination of scaled and shifted versions of itself. This is called a 2-scale equation
where go[k] is the sequence of coeﬃcients. But the function ϕ(t) was found to be
insuﬃcient to complete the whole MRA setup because it could not be combined to
form a basis for L2(R). This is because ϕ(t) is orthogonal within each scale separately
but is not orthogonal across scales. So a piece is missing to complete the setup. The
missing piece is deﬁned using the fundamental theorem of multiresolution analysis.
Let {Vn}, for n ∈ Z be a MRA with scaling function ϕ(t). There exists an or-
thonormal basis for L2(R) such that
ψj,k(t) = 2
−j/2ψ(2−jt− k) j, k ∈ Z (3.25)
and
ψ(t) =
∞∑
k=−∞
(−1)kgo[1− k]ϕ(2t− k) (3.26)
such that {ψj,k} is an orthonormal basis for Wj, where Wj is the orthogonal com-
plement of Vj in Vj−1. So that the Wj are spaces of functions which capture the
diﬀerence in going from the space Vj to Vj−1. For a proof of this theorem see Mallat
(2009). It is then possible to cover the space L2(R) using the function ψ(t), called
the wavelet function.
We note from Equations 3.24 and 3.26 that both ϕ(t) and ψ(t) are constructed
by a 2-scale equation using variations of the coeﬃcients of the sequence g0. This
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to decompose both α and β further and this is called wavelet packet decomposition.
Traditionally the iteration is performed only on α because useful information is
usually contained in the lower frequency bands of a signal. The diagram is for one
level of decomposition which results in two signals α and β. In general for J level
of decomposition we get J + 1 signals. Wavelet design is the process of ﬁnding a
set of ﬁlters such that it is possible to take a signal x, decompose it into parts, each
containing non-overlapping frequency bands contained in x and then to reconstruct
the original x from the decompositions. In this thesis we will only be concerned with
iterative decompositions in the α branch of the ﬁlter bank. In this section we will
ﬁrst show that it is possible to make x = x̂ for certain choices of the ﬁlters and along
the way point out that the decompositions are not suitable for SHM applications
because they contain aliased frequencies. Then in the following section, we will
introduce the SWT which does not have this problem and is suitable for use in SHM
applications using vibration data. First, we need to introduce a few deﬁnitions.
The Discrete-Time Fourier Transform (DTFT) for a ﬁnite energy, inﬁnite length
sequence x[n] is given by
F (ejw) =
∞∑
n=−∞
x[n]e−jwn (3.27)
where w is the frequency variable in radians and F (ejw) is a continuous function of
w and is 2pi−periodic. The z−Transform of x[n] is deﬁned as,
X(z) =
∑
n∈Z
x[n]z−n (3.28)
and exists for values of z such that the absolute value of the sum is ﬁnite. z = rejw is
a complex variable and it introduces a scaling such that for those functions for which
a DTFT does not exist, a z transform does by virtue of this scaling which forces
the sum in Equation 3.28 to converge. Therefore, the z transform is applicable to
a wider class of functions than the DTFT. The Discrete Fourier Transform (DFT)
for a ﬁnite length sequence x[n], n = 0, 1, . . . N − 1, is given by,
F [k] =
N−1∑
n=0
x[n]e−j2pi
k
N
n (3.29)
We note that F [k] is a sampled version of F (ejw) over N distinct points within
one 2pi period and that this sampling is lossless, i.e. all the information in F (ejw)
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is preserved in F [k]. The DFT is needed because it can be computed using the
Fast Fourier Transform (FFT) algorithm, whilst the DTFT cannot, since it is a
continuous function.
For linear shift invariant (LSI) systems, the output is obtained by convolving the
input with its impulse response, where convolution is deﬁned as,
h ∗ x =
∑
k∈Z
x[k]h[n− k] = H(z)X(z) (3.30)
where h[n − k] is the shifted version of the impulse response and H(z) and X(z),
the z-Transform of h[n] and y[n]. Equation 3.30 makes it clear that for LSI systems,
all information about the system is contained in its impulse response. In practice
the convolution operator is implemented using the FFT because convolution in the
time domain is equivalent to multiplication in the frequency domain. The DFT is
used because it can be computed faster than the convolution.
Downsampling by a factor of 2 in the time domain is deﬁned as,
y[n] = x[2n] (3.31)
where the output y[n] contains only the values at the even indices of the sequence
x[n]. Since the process of downsampling involves throwing away information, this
process is non-invertible and therefore the information lost cannot be recovered. We
will see later that this is not a problem because what is lost in one channel of the
2-channel ﬁlter bank is kept in the other, so that the original signal can be recovered
perfectly. In the frequency domain we have,
Y (w) =
∑
n∈Z
x[2n]e−jwn (3.32)
letting m = 2n, we then have
Y (w) =
∑
m{even}
x[m]e−jw
m
2
where the sum is only valid overm even. We can now introduce a factor 1
2
[1+(−1)m]
which is one for m even and zero for m odd. This allows us to take the sum over all
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integers whilst maintaining the equality thus,
Y (w) =
∑
m∈Z
1
2
[1 + (−1)m]x[m]e−jwm2
=(
1
2
){
∑
x[m]e−jw
m
2 +
∑
(−1)mx[m]e−jwm2 }
=(
1
2
){
∑
x[m]e−jw
m
2 +
∑
e−jpimx[m]e−jw
m
2 } (3.33)
=(
1
2
){
∑
x[m]e−jw
m
2 +
∑
x[m]e−jm(
w
2
+pi)}
=(
1
2
){X(w
2
) +X(
w
2
+ pi) (3.34)
=(
1
2
){X(z 12 ) +X(−z 12 )} (3.35)
Equation 3.33 is obtained because −1 = e−jw. Whilst Equation 3.32 gives us the
Fourier Transform of the downsampled signal directly, Equation 3.34 which relates
the Fourier Transform of the downsampled signal to the Fourier Transform of the
original signal is more informative as it tells us how the spectrum ofX(w) is modiﬁed
by the downsampling operation. We see that Y (w) is the average of two components.
One is the spectrum X(w) with its frequency axis expanded by a factor of two and
the other is an expanded and shifted version of X(w). Both the frequency axis
expansion and the frequency shift can introduce frequency components not present
in the original signal. The frequency shifted component in Equation 3.34 is called
the alias of the original signal and is the main reason why the DWT cannot be
used for frequency decomposition. Equation 3.35 is obtained from Equation 3.34 by
putting z = ejw. The Upsampling operation is deﬁned as,
y[n] =
x[n2 ] for n even0 for n odd (3.36)
To investigate the eﬀect of upsampling, we can relate the Fourier transform of y[n]
to that for x[n], thus
Y (w) =
∑
n∈Z
x[
n
2
]e−jwn
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by letting n
2
= m, we have
Y (w) =
∑
m∈Z
x[m]e−j(2w)m
=X(2w) (3.37)
=X(z2) (3.38)
From Equation 3.37 we ﬁnd that upsampling by a factor of two in the time domain
produces a squeezing of the frequency axis in the frequency domain. We shall be
making use of matrix notation later on for which we will need some deﬁnitions. The
ﬁlters used the ﬁlter bank are LSI and they have matrix representation as Toeplitz
matrices where the values on the diagonals do not change. The ﬁlter h[n] can be
expressed as an inﬁnite matrix in the following way
H =

. . . . . . . . . . . . . . . . . . . . . . . .
. . . h[2] h[1] h[0] 0 0 0 . . .
. . . h[3] h[2] h[1] h[0] 0 0 . . .
. . . h[4] h[3] h[2] h[1] h[0] 0 . . .
. . . . . . . . . . . . . . . . . . . . . . . .
 (3.39)
The Upsampling by 2 operation can be achieved by premultiplying a sequence by
the matrix U2 which is the identity matrix with zeros in the odd numbered rows.
U2 =

. . . . . . . . . . . . . . .
. . . 1 0 0 . . .
. . . 0 0 0 . . .
. . . 0 1 0 . . .
. . . 0 0 0 . . .
. . . 0 0 1 . . .
. . . . . . . . . . . . . . .

(3.40)
The Downsampling by 2 Matrix D2 can be obtained by taking the transpose of the
matrix U2,
D2 = U
T
2 (3.41)
The deterministic autocorrelation of a real sequence x[n] is deﬁned as
cl =
∑
n∈Z
x[n]x[n+ l] (3.42)
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where l is the lag variable. We can ﬁnd its z-Transform as follows
C(z) =
∞∑
n=−∞
c[n]z−n
=
∞∑
n=−∞
∞∑
k=−∞
x[k]x[k + n]z−n
Making the substitution q = k + n we obtain
C(z) =
∞∑
q=−∞
x[q]zk−q
∞∑
k=−∞
x[k]
=
∞∑
q=−∞
x[q]z−q
∞∑
k=−∞
x[k]zk
=X(z)X(z−1) (3.43)
We shall also be needing a relationship in the Z-Domain for the orthogonality of
two sequences where one is a shifted version of the other. Let two such sequences
be denoted by g[n] and g[n− k], then the dot product is deﬁned as
< g[n], g[n− k] >=
∑
n∈Z
g[n]g[n− k] (3.44)
We note that Equation 3.44 is the same as Equation 3.42 with just the lag param-
eter denoted diﬀerently, we can therefore make use of Equation 3.43 to ﬁnd the
z-Transform of Equation 3.44 by letting
p[k] = < g[n], g[n− k] > (3.45)
then by Equation 3.43, we obtain the z-Transform of p[k] as
P (z) = G(z)G(z−1) (3.46)
and therefore for two sequences where one is shifted by 2 samples with respect to
the other, i.e. say as g[n] and g[n− 2k], we have
p[2k] = < g[n], g[n− 2k] >
that is, p[2k] is a downsampled version of p[k]. Making use therefore of Equation
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3.35 and denoting p[2k] by p0(k) we have
P0(z) =(
1
2
){P (z 12 ) + P (−z 12 )}
=(
1
2
){G(z 12 )G(z− 12 ) +G(−z 12 )G(−z− 12 )}
For g[n] and g[n− 2k] to be orthogonal we require that
< g[n], g[n− 2k] >= δk
Taking the z-Transform of both side we obtain
P0(z) =1
(
1
2
){G(z 12 )G(z− 12 ) +G(−z 12 )G(−z− 12 )} =1
G(z
1
2 )G(z−
1
2 ) +G(−z 12 )G(−z− 12 ) =2
and by noting that there is a z0 on the RHS, we can change the powers of z through-
out by the same factor and still maintain the equality to obtain
G(z)G(z−1) +G(−z)G(−z−1) = 2 (3.47)
and equivalently, Equation 3.47 can be written in the Fourier domain thus,
G(ejw)G(e−jw) +G(−ejw)G(−e−jw) =2
and by noting that for real g(n), we have G(e−jw) = G∗(ejw) by conjugate symmetry.
We have,
G(ejw)G∗(ejw) +G(−ejw)G∗(−ejw) =2
and since −1 = ejpi, we have
G(ejw)G∗(ejw) +G(ejpiejw)G∗(ejpiejw) =2
G(ejw)G∗(ejw) +G(ej(w+pi))G∗(ej(w+pi)) =2
|G(ejw)|2 + |G(ej(w+pi))|2 =2 (3.48)
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Figure 3.9: No distortion condition demonstrated graphically
We demonstrate this equivalence graphically in Figure 3.9.
For the case when two diﬀerent sequences x[n] and y[n] are concerned, their
deterministic cross-correlation is deﬁned as
cxy,l =
∑
n∈Z
x[n]y[n+ l] (3.49)
and following a similar derivation as for the autocorrelation case, we ﬁnd that the
z-Transform of the crosscorrelation function is given by
Cxy(z) = X(z)Y (z
−1) (3.50)
We can now use this result to ﬁnd the Z-Domain condition for two diﬀerent sequences
and their shifts to be orthogonal. For g[n] and h[n−2k] to be orthogonal, we require
that their dot product is zero, i.e.
< g[n], h[n− 2k] >= 0 (3.51)
By following a similar derivation to the autocorrelation case, we ﬁnd that the fol-
lowing must hold,
G(z)H(z−1) +G(−z)H(−z−1) = 0 (3.52)
We are now in a position to demonstrate that the ﬁlter bank structure in Figure 3.8
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makes it possible to reconstruct at its output, the input signal x with zero error.
This is called the Perfect Reconstruction (PR) property of the ﬁlter bank. We start
by noting that the signal α is obtained by the convolution of x with h˜ followed by
downsampling by 2. Using capital letters for the Z-domain representation of signals,
using Equations 3.30 and 3.35 we have,
A(z) =(
1
2
){H˜(z 12 )X(z 12 ) + H˜(−z 12 )X(−z 12 )}
and similarly for the lower branch,
B(z) =(
1
2
){G˜(z 12 )X(z 12 ) + G˜(−z 12 )X(−z 12 )}
On the synthesis side, we have xW is obtained by upsampling β by 2 and ﬁltering
by h, thus using Equations 3.30 and 3.38 we obtain
XW (z) =H(z)B(z
2)
=H(z)(
1
2
){H˜(z)X(z) + H˜(−z)X(−z)}
and similarly for the lower branch of the synthesis side, we have
XV (z) =G(z)A(z
2)
=G(z)(
1
2
){G˜(z)X(z) + G˜(−z)X(−z)}
For perfect reconstruction we want x = x̂, to get this we need
XW (z) +Xv(z) =z
−lX(z)
In other words, we want the two branches on the synthesis side to add up to the
original signal x. The factor z−l is introduced to account for the fact that a computer
takes time to perform calculations so that the output will be a perfect replica of the
input with a delay of l samples. We therefore have,
(
1
2
)X(z){H(z)H˜(z) +G(z)G˜(z)}+(1
2
)X(−z){H(z)H˜(−z) +G(z)G˜(−z)} = z−lX(z)
(3.53)
By equating terms in Equation 3.53 we ﬁnd that for equality to hold we need the
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following two conditions:
1. The Alias Cancellation condition
H(z)H˜(−z) +G(z)G˜(−z) = 0 (3.54)
2. The No Distortion condition
H(z)H˜(z) +G(z)G˜(z) = 2 (3.55)
Starting from the two-channel ﬁlter bank in Figure 3.8 we have derived conditions
on the ﬁlters so that if we put the signal x[n] at the input we get x[n] at the output.
These two conditions are collectively known as the Perfect Reconstruction (PR)
conditions. The question we now face is how to choose the ﬁlters so that the PR
conditions are satisﬁed. Without specifying the ﬁlters in terms of their coeﬃcients,
we need to ﬁnd how these ﬁlters are interrelated so that when combined as on the
LHS of Equations 3.54 and 3.55 we get the required RHS. In order to achieve this aim,
we need to appeal to the theory of orthogonal projection operators. We are going
to ﬁnd the conditions for which the bottom branch of Figure 3.8 is an orthogonal
projection onto a subspace V. This will then assure us that the part of x[n] which
we are not able to project onto V , that is the error signal e[n] = x[n] − xv[n]
lies on a subspace W which is orthogonal to V. So we will ﬁrst ﬁnd conditions
on the ﬁlters such the two branches in Figure 3.8 perform orthogonal projections.
This in itself will not be suﬃcient since we also need to make sure that the sum of
the two subspaces V and W covers the whole space of square summable sequences
l2(Z). This will then make sure that all square summable sequences are captured in
subspaces V and W.
Let us ﬁrst consider the bottom branch of Figure 3.8. The output Xv can be
written using the matrix notation as in Equations 3.39, 3.40 and 3.41 as follows,
xv = GU2D2G˜x
Let us denote the projection from x to xv as P = GU2D2G˜. To show that P is an
orthogonal projection operator we need to show that it is idempotent i.e. P 2 = P
and self-adjoint, i.e P T = P. Therefore,
P 2 =(GU2D2G˜)(GU2D2G˜) (3.56)
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Our objective is to make P 2 = P , so that we want D2G˜GU2 to equal the identify
matrix. We can achieve this by choosing G orthogonal and choose G˜ = GT . Then
we have
P 2 =GU2D2G˜GU2D2G˜)=GU2D2G
TGU2D2G˜
=GU2D2IU2D2G˜ =GU2D2G˜ = P (3.57)
Noting that Upsampling by 2 followed by downsampling by 2 gives back the original
sequence.We now need to show that P is self-adjoint. We have
P T =(GU2D2G˜)
T=(GU2D2G
T )T
=GDT2 U
T
2 G
T =GU2D2G˜ = P (3.58)
For the top branch of Figure 3.8 we ﬁnd that if we make the choice H˜ = HT and H
orthogonal, then we can show in a similar manner that the projection on this branch
as well satisﬁes the two conditions of an orthogonal projection onto the space W .
But this is not enough. We need to ascertain that the spaceW and V are orthogonal
so that the error sequence that remains after projection onto V is captured in W.
For this we need to make g[n] and h[n] together with their even shifts orthogonal,
that is we need to ﬁnd h[n] so that
< g[n], h[n− 2k] >= 0 (3.59)
This condition is satisﬁed when h[n] is chosen to be (−1)ng[1− n]. We now collect
all our choices for the ﬁlters in Figure 3.8 in one place for ease of reference.
g˜[n] =g[−n] ↔G˜(z) = G(z−1) (3.60)
h[n] =(−1)ng[1− n]↔H(z) =−z−1G(−z−1) (3.61)
h˜[n] =h[−n] ↔H˜(z) = H(z−1) (3.62)
The choices for the ﬁlters we have made guarantee that the space V and W are
orthogonal so that one space captures the leftover from the other after projection,
but there is no guarantee that this will happen for all square summable sequences.
That is, the question to be settled is whether V ⊕W = l2(Z). This is called the
completeness property. It turns out that completeness is guaranteed by showing that
the chosen ﬁlters in Equations 3.60, 3.61 and 3.62 satisﬁes the conditions for Perfect
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Reconstruction. This is a rather fortuitous outcome. We had made the choices
for the ﬁlters without regard to completeness and we ended up with choices that
accomplish completeness as well. In a way, we obtained completeness for free. We
now proceed to verify that these ﬁlter choices do indeed satisfy the PR conditions.
We start with the Alias Cancellation condition of Equation 3.54 into which we
substitute our choices
H(z) =− z−1G(−z−1)
H˜(−z) =H(−z−1)
=− (−z−1)−1G(−(−z−1)−1)
=zG(z)
G˜(−z) =G(−z−1)
Putting these expressions into Equation 3.54 we obtain
− z−1G(−z−1) z G(z) +G(z)G(−z−1) = −G(−z−1)G(z) +G(z)G(−z−1) = 0
and we ﬁnd that the condition is indeed satisﬁed. We now consider the No Distor-
tion condition of Equation 3.55 by ﬁrst ﬁnding the remaining unknown expressions
required for substitution,
H˜(z) =H(z−1)=− (z−1)−1G(−(z−1)−1) = −zG(−z)
making the substitutions, we obtain
− z−1G(−z−1){−zG(−z)}+G(z)G(z−1) = G(−z−1)G(−z) +G(z)G(z−1)
and we notice that we have already found in Equation 3.47 that this quantity is
in fact the z-Transform for the downsampled deterministic autocorrelation of the
sequence g[n] and its shifted versions g[n− 2k], which we had found to be equal to
2. Therefore we ﬁnd that our choices for the ﬁlters in the ﬁlter bank also satisﬁes
the No Distortion Condition. We are then assured that,
V ⊕W = l2(Z)
We note however that the design is a very restrictive one. We chose only g[n] and
derive the other three ﬁlters from it. Furthermore, we cannot chose any g[n] as
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it has to satisfy the orthogonality property with its even shifts. This restriction
imposes limitations in design, one of which is that it is not possible to obtain linear
phase Finite Impulse Response (FIR) ﬁlters which are most useful in applications.
If the requirement for orthogonality is relaxed, then it is possible to choose two
ﬁlters instead of just one and by making appropriate choices for the ﬁlters the PR
conditions can still be satisﬁed. This lead to what is called the biorthogonal ﬁlter
bank. We do not go further into the details for this design because for applications
we will be content to use ﬁlters that have already been designed and are widely
known. There are several families of wavelet ﬁlters for use in applications, some
of the well-known ones are the Daubechies, Symlets, and Biorthogonal families, see
Mallat (2009) for more details.
3.3.4 Issues with the DWT due to aliasing
In Figure 3.10 let x(t) be a signal we wish to measure, n(t) be the high frequency
noise present in the measurement and y(t) be the measured signal which is a combi-
nation of the actual signal and the noise. When y(t) is discretised via an analogue
to digital converter (ADC) to obtain the discrete signal y(n) for processing on a
computer, a problem known as aliasing may interfere with our analysis which may
lead to erroneous results if proper care is not taken. For the discretisation of y(t)
we need to decide upon a sampling frequency fs. The well-known Nyquist Theorem
tells us that in order to produce a good replica of the analogue signal we want to
discretise, the sampling frequency needs to be at least twice the highest frequency
content contained in the analogue signal. But this is not as easy as it seems. Though
we know what to do given knowledge of the highest frequency component, in practice
this knowledge is rarely known. The usual procedure when faced with an unknown
system is to instrument it with sensors and vary the sampling frequency in an it-
erative manner to settle on one which we believe is appropriate for the system and
which also gives aliasing components that are small enough not to interfere with our
analysis. It would not be practical to simply choose the highest sampling frequency
that is allowed by hardware on the market both for economic and design reasons.
The faster ADC are more expensive and even if cost is not an issue, dealing with a
large amount of measurement samples leaves less time for the processing computer
to carry out other important functions. Thus it is usually a design objective to
choose a sampling rate for a system that is appropriate for the task at hand for
reasons of both budget constraints and design complexity. In order to make a good
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Figure 3.10: Sensor measurement y(t) includes the signal x(t) and noise n(t)
choice for the sampling frequency, it is helpful to know the eﬀects of choosing a bad
sampling frequency.
Considering Figure 3.10 we note that y(t) is made up of x(t) and some high
frequency noise. When we sample y(t), the samples are not those of x(t) but also
include the eﬀects of the noise. The values of y(t) are therefore slightly diﬀerent from
those of x(t), the signal which is the subject of our interest. By taking measurements
y(t) we need to make a reasonable choice of the sampling frequency for the signal
x(t). Typically this sampling frequency will be lower than the noise frequency and
this leads to the problem of aliasing where an alias of the noise shows up in the
sampled data y(n) pretending to be a genuine frequency component of the signal
x(t).
General signals are made up of sinusoidal components. When sampling a continu-
ous signal, some of the sinusoidal components can produce replications of themselves
at other frequencies. The central issue in aliasing is that the process of discretising
a continuous signal at a rate lower than the Nyquist sampling frequency introduces
non-uniqueness, in that the discrete samples obtained are not unique to the original
continuous signal. We will demonstrate this via an example. We will show that two
continuous sinusoids of diﬀerent frequencies can produce the exact same discrete
samples for a particular choice of sampling frequency. Thus making it impossible to
reconstruct the original signal using the discrete samples.
Let x(t), and n(t) shown in Figure 3.10 be sinusoids of 200 Hz and 800 Hz respec-
tively and let the sampling frequency be 600 Hz. This sampling frequency satisﬁes
the Nyquist condition for x(t) as it is more than twice this frequency. We expect
problems though with the discretisation of n(t). We now show that discretising n(t)
at 600 Hz leads to the same discrete samples as those produced by the discretisation
of the x(t). Let the sampling frequency be deﬁned as fs, then the sampling time Ts
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Figure 3.11: Sampling ambiguity
is
1
fs
. Also let n vary over all integers. Then the continuous signal x(t) is given by,
x(t) =cos(2pi800t)
and its discretisation by,
x[n] =cos(2pi800nTs)
=cos(2pi(200 + 600)nTs)
=cos(2pi200nTs + 2pi600nTs)
=cos(2pi200nTs + 2pi600n
1
600
)
=cos(2pi200nTs + 2pin)
and given that the cosine function is periodic with period 2pi and n is an integer,
then the factor 2pin is always an integer multiple of 2pi. Therefore x[n] is exactly the
same for both x(t) and y(t). Figure 3.11 shows x(t) and y(t) in the top plot followed
by their discretisation conﬁrming that both signals though of diﬀerent frequencies
produce exactly the same discrete samples in the middle plot. The bottom plot
shows that the Fourier transform magnitude plots of the discretised signals are the
same.
An additional eﬀect of phase reversal is also possible when the sampling frequency
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Figure 3.12: Sampling ambiguity with phase reversal
is above the actual frequency of the signal but still below Nyquist rate. Let us denote
the discrete frequency of a general sinusoid by f and the folding frequency by f0
with a phase of φ. Then any discrete sinusoid given by cos(2pifnTs + φ) can be
rewritten with f replaced by fs − f0. Therefore,
cos(2pifnTs + φ) =cos(2pi(fs − f0)nTs + φ)
=cos(2pifsnTs − 2pif0nTs + φ)
=cos(2pin− 2pif0nTs + φ) (3.63)
=cos(−2pif0nTs + φ) (3.64)
=cos(−(2pif0nTs − φ))
=cos(2pif0nTs − φ) (3.65)
where Equation 3.63 is because fs =
1
Ts
, Equation 3.64 is due to the 2pi periodicity
of the cosine function and Equation 3.65 is because cos(−φ) = cos(φ), the cosine
being an odd function. This derivation shows that when the frequency f can be
replaced with fs− f0, then the original signal with frequency f and phase +φ is the
same as the signal with frequency f0 but with a phase of −φ.
We demonstrate the phase reversal phenomenon in Figure 3.12 where the setup
is the same as for Figure 3.11 , except that now the sampling frequency is 1000 Hz
instead of 600 Hz. We observe in the middle plot that the discretised 800 Hz signal
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has the same frequency of the discretised 200 Hz signal but with a phase reversal.
The frequency magnitude plot remains the same.
We have thus far shown that the choice of sampling frequency can create replicates
which are sometimes accompanied by a phase reversal. A pertinent question to ask
is where in the frequency spectrum do these replicates occur. Consider cos(2pifnTs),
then
cos(2pifnTs) =cos(2pifnTs + 2pin)
due to the 2pi periodicity of the signal. The n in 2pin is an integer, any integer. So
we can factor n as the product of two integers because such a product is always an
integer as well. So we can write,
cos(2pifnTs) =cos(2pifnTs+ 2pink) k ∈ Z
=cos(2pin(fTs + k)
=cos(2pin(f
1
fs
+
fs
fs
k))
=cos(2pin(
f + kfs
fs
))
=cos(2pinTs(f + kfs))
and thus show that cos(2pifnTs) is indistinguishable from cos(2pinTs(f+kfs)). This
demonstrates that sampling a signal with frequency f at a sampling frequency fs
will create replicas at frequencies f + kfs for k ∈ Z. That is, the replicas are at an
oﬀset of integer multiples of the sampling frequency.
We see that aliasing causes problems due to the introduction of phantom frequency
components which are not present in the original spectrum and the cause is the
choice of sampling frequency. We will now demonstrate how aliasing aﬀects the
DWT coeﬃcients via an example ﬁlter. Let
x(t) = [−1, 0, 9, 16, 9, 0,−1] 1
16
then as we showed in Equation 3.34, which we repeat here for convenience, that the
frequency spectrum of the downsampled ﬁlter is given by,
Y (w) =
1
2
{X(w
2
) +X(
w
2
+ pi)}
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Figure 3.13: Downsampling causes an enlargement of the frequency spectrum to
include bands that are not part of the original signal, thus causing the
appearance of aliased frequencies
where w is the frequency in radians. The process of downsampling is the imple-
mentation of a reduction in the sampling frequency. From the previous discussions
on aliasing, the mere mention of a reduction in sampling frequency should raise
the spectre of phantom frequencies. Indeed we show in Figure 3.13 the frequency
spectrum of each of the components contributing to the overall spectrum of the
downsampled ﬁlter. In particular, we show the spectrum of the ﬁlter X(w), the
frequency expanded version namely X(
w
2
), the frequency expanded and shifted ver-
sion namely X(
w
2
+ pi), and also the spectrum of the downsampled ﬁlter namely
X(
w
2
) +X(
w
2
+pi). In going from the spectrum of the ﬁlter to its downsampled ver-
sion, we note that there is an expansion in the frequency axis where frequencies not
present in the original ﬁlter now becomes part of the spectrum. Since the DWT uses
the operation of downsampling to get the DWT coeﬃcients, there appears phantom
frequencies as a consequence. For this reason, we found that the DWT is not appro-
priate for identifying and tracking resonant frequencies for the purpose of damage
identiﬁcation since we may well be chasing phantoms.
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Transform of β, then from Parseval theorem we have that,
||α||2 + ||β||2 = 1
2pi
{
pi∫
−pi
|A(ejw)|2dw +
pi∫
−pi
|B(ejw)|2dw}
=
1
2pi
{
pi∫
−pi
|X(ejw)G˜(e
jw)√
2
|2dw +
pi∫
−pi
|X(ejw)H˜(e
jw)√
2
|2dw}
=
1
2pi
{
pi∫
−pi
|X(ejw)|2(|G˜(e
jw)√
2
|2 + |H˜(e
jw)√
2
|2)dw)}
=
1
4pi
{
pi∫
−pi
|X(ejw)|2(|G(−jw)|2 + |H(e−jw)|2)dw)} (3.69)
=
1
4pi
{
pi∫
−pi
|X(ejw)|2(|G(jw)|2 + |G(ej(w+pi))|2)dw)} (3.70)
=
1
4pi
{
pi∫
−pi
|X(ejw)|2(2)dw)} (3.71)
=
1
2pi
{
pi∫
−pi
|X(ejw)|2dw)}
=||x||2 (3.72)
where in Equation 3.69 we have substituted G˜ and H˜ using Equations 3.60 and
3.62, we obtain Equation 3.70 because g(n) is real and the complex conjugate of a
real number is the number itself that is, G(e−jw) = G∗(ejw) = G(ejw) and we also
substituted H˜(e−jw) using Equation 3.61, we obtain Equation 3.71 due to the no
distortion condition of Equation 3.48 and in Equation 3.72 we used the Parceval
Theorem again.
It is thus possible to avoid the problem of aliasing by using SWT instead because
of the absence of the downsampling operators in the decompositions. We show in
Figure 3.15 the presence of aliases when the DWT is used instead of the SWT for
a set of signals obtained from the structure described in chapter 5 of this thesis.
The measurements were taken from sensors located on a 3-story structure under
laboratory conditions. The decomposition of the signal using the DWT in the left
plot shows several extra components which are not present in the original signals.
In the plot on the right for when the SWT is used instead on the same signal, we
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Figure 3.15: Comparing the DWT(with aliases) and SWT(no alias) for the produc-
tion of alias components
ﬁnd that the extra frequency components are absent.
3.4 Principal component analysis
Having decomposed the sensor signals into several bands containing diﬀerent fre-
quencies we are left with much more data than we started with given that each of
the decomposed components are of the same length as the original signal. We will in
this section consider the method of principal component analysis (PCA) to reduce
the dimension of the data set and also to remove some of the noise that is present
due to the diﬀerent locations of the sensors. The PCA method seeks to identify the
subspace in which the data lie by ﬁnding and removing linear dependence between
the variables. PCA has found a wide range of applications in engineering because it
can be used for compression where a data in a certain space may be represented by
other data in a lower dimensional space. This leads to lower computational require-
ments and furthermore when the reduced space is either of dimension three or two,
then the data can be plotted and the relationship between the variables visualised.
This reduction in data size is also helpful in pre-processing data before running
a supervised learning algorithm where the beneﬁts are again lower computational
cost and also a reduction in the complexity of the hypothesis class assumed for the
problem which helps in avoiding over-ﬁtting.
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In the standard application of PCA the size of the subspace where the true dy-
namics lie is obtained by throwing away unimportant dynamics which has small
variances in certain directions. The level of the variances below which the data is
considered to be noise is a user deﬁned parameter and this may be diﬀerent for the
same application where analysts make diﬀerent choices. In order to remove this un-
certainty, we use the prior knowledge of the location of the sensors to determine the
size of the lower dimensional space and obtain the true dynamics of the data after
projection. In essence, we group accelerometers for processing using PCA based
on the direction in which they measure acceleration. For our purposes, we group
sensors measuring acceleration in the same direction and located on the same face
of a structure possibly at diﬀerent ﬂoors. Since on the same face of a structure
we expect the acceleration to have the same dynamics except for noise and distur-
bances due to the locations being diﬀerent, we know a priori that the dimension of
the true dynamics should be one for each of the directions considered. This enables
us to remove uncertainty in the calculation of the subspace dimension. We believe
this is important because in assessing the presence of damage we need to evaluate
whether the damage is indicated due to actual damage, environmental conditions
or parametric choices in the algorithm used for damage detection. The use of PCA
helps in reducing uncertainty caused by parametric choices and by the noise and
disturbances due to the distance between the sensors.
Let us denote the matrix X ∈ Rm×n where R is the space of real numbers and m
and n are integers representing the number of sensors and data points respectively.
Furthermore, the m sensors will be located on the same face of the structure under
investigation and measuring accelerations in the same direction. The aim will then
be to ﬁnd a basis in which to re-express this sizem×n data such that after projection
onto the one dimensional subspace we seek, the result will be a data of dimension
1× n . In order to ﬁnd this new basis where the data lives in a reduced dimension,
we need to make some assumptions. The ﬁrst being that the data from the sensors
are linearly related and we seek to ﬁnd a new basis as a linear combinations of the
old basis, namely the data from each of the sensors. A further assumption we will
need is that the data are described by a Gaussian distribution because we will be
removing the mean of the data from each sensor and working with the variances,
thus implicitly implying that the mean and variance are suﬃcient statistics, hence
the Gaussian assumption. Then, having formed a linear combinations of the old
basis, we need a criterion upon which to decide which of the set of new bases we will
use to re-express our data. This criterion will be based on the fact that we assume
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that large variances in the data contain the important dynamics and therefore small
variances are attributed to noise and disturbances. A further assumption we need
is that the principal components, a term we will deﬁne later, are orthogonal. This
assumptions is made so that we can bring linear algebra tools to ﬁnd the new basis
that we seek. In essence, this assumption is for convenience in order to make the
problem a mathematically tractable one. Let us deﬁne the covariance matrix CX as
follows,
CX =
1
n− 1XX
T (3.73)
The matrix CX is square symmetric and contains in the ij
th position the dot product
between the data vector from sensor i and data vector from sensor j. The oﬀ-diagonal
elements of this matrix measures the covariance between the sensors. Since we aim
to reduce redundancy in the data we will be interested in eliminating the linear
dependence between the sensor data by driving these covariance to zero. If we are
able to set the oﬀ-diagonal terms to zero then we are left with a diagonal matrix.
Therefore, the removal of redundancy is equivalent to diagonalising the matrix CX .
This is where Linear Algebra comes in where there are many methods to diagonalise
a square symmetric matrix and in PCA the one that is chosen, arguably the easiest, is
the one where the diagonalising matrix is orthonormal. Denoting this diagonalising
matrix as P , which by assumption contains columns which are orthonormal, PCA
tries to ﬁnd a direction in m dimensional space where the variance is maximised
and saves this direction as the ﬁrst column of P. Then instead of ﬁnding the next
direction in which the variance is again a maximum, PCA limits the search to only
orthogonal directions relative to the ﬁrst one. This makes it easier to ﬁnd these
directions since the space of search directions is signiﬁcantly reduced. This process
is continued until the m columns of the matrix P are found. These ordered columns,
ordered from the direction of biggest to smallest variance, are called the principal
components. The problem of PCA can therefore be posed thus, given a matrix X
containing rows of data from each sensor, ﬁnd a matrix P such that Y = PX, where
the matrix SY =
1
n−1Y Y
T is diagonalised. Let us then write SY in terms of P, then
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we have,
SY =
1
n− 1Y Y
T
=
1
n− 1(PX)(PX)
T
=
1
n− 1P (XX
T )P T
=
1
n− 1PQP
T (3.74)
where Q = XXT is a square symmetric matrix. From Linear Algebra we know
that a symmetric matrix is diagonalised by an orthogonal matrix of its eigenvectors.
Therefore,
Q = EDET (3.75)
where Q is a diagonal matrix and E is a matrix of eigenvectors forming the columns
of Q. This tells us how to choose the matrix P which we seek and which will
transform X into Y. We choose the matrix P to be ET so that each row of P
contains an eigenvector of XXT . Making this substitution into Equation 3.75 we
have that,
Q = P TDP (3.76)
With this choice of P we now show that SY is indeed diagonalised. From Equation
3.74 we have that,
SY =
1
n− 1PQP
T
=
1
n− 1P (P
TDP )P T
=
1
n− 1(PP
−1)D(PP−1)
=
1
n− 1D (3.77)
where we have used the fact that the inverse of an orthogonal matrix is its transpose.
With the matrix P we have found, we can transform or project the matrix X onto
a new set of coordinates to get the matrix Y, thus
Y = PX (3.78)
The size of matrix Y is the same as that of matrix X but since we have contrived
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to have the rows of Y ordered such that the ﬁrst row is associated with the largest
variance and so on, and using our a priori information that X contains data from
sensors measuring acceleration in the same direction, we pick only the ﬁrst row of
Y to be a good representation of the dynamics we seek.
3.5 Power spectral density estimation
Having performed a wavelet decomposition on the sensor signals to get signals con-
taining smaller bandwidth implying a reduction in the number of resonant frequen-
cies followed by PCA analysis to reduce the noise and remove redundancy, we are
now ready to estimate the location of the resonant frequencies for the purpose of
keeping track of them. A reduction in resonant frequency will imply the possibility
of the onset of damage. For this purpose, we will use the Welch method for spec-
trum estimation. This method belongs to a class of methods called non-parametric
methods, since no assumption is made on the process generating the data. This is
beneﬁcial since we are interested in practical applications where the structure of the
data generating model may be unknown. Since failure mechanism and dynamics
are poorly understood and may be highly nonlinear, it is likely that the imposi-
tion of a data generating model such as autoregressive (AR) or moving average
(MA) or autoregressive-moving average (ARMA) models may introduce errors in
the estimated spectrum leading to false alarm. These linear models require that the
structure and number of parameters to be speciﬁed a priori, thus introducing uncer-
tainty into the change detection process. For these reasons, we rely on the data itself
to locate the resonant frequencies. The pre-processing by wavelets and PCA having
cleaned up the data to an extent that the non-parametric method we employ will
be good enough to identify damage for several experimental benchmark problems
we consider in this thesis. Non-parametric methods also have issues with spectrum
estimation where there is a need to assume that the data is wide-sense stationary
so that an averaging process may be carried out to reduce variance. There is also a
trade-oﬀ to be made where a reduction in variance can be achieved at the cost of a
reduction in resolution.
The Welch method is implemented using the ﬁrst row of matrix Y in Equation
3.78 which is associated with the largest eigenvalues. We denote this sequence as
y(n). We create sections of data yi(n) as follows,
yi(n) = y(iD + n)w(n) (3.79)
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for 0 ≤ n ≤ N − 1, 0 ≤ i ≤ K − 1, where w(n) is a window of length N, D is an
oﬀset distance to allow overlapping of the sections and K is the number of sections
that the sequence y(n) is broken into. The ith periodogram is then given by,
Si(e
jw) =
1
N
|
N−1∑
n=0
yi(e
−jwn)|2 (3.80)
then the Welch PSD is given by taking an average over the K sections of data, thus
S(ejw) =
1
K
K−1∑
i=0
Si(e
jw) (3.81)
Equation 3.81 is implemented on a computer using the Discrete Fourier Trans-
form via the FFT algorithm. The result is a sampling of Equation 3.80 at points
Si(e
j2pin/N) which is then averaged over the K sections. Antoni (2006) mentions
some of the advantages of such an implementation. Due to the truncation into data
sections, excessive memory is not required and can also be implemented using a re-
cursive real-time architecture which allows for the number of averages K to be very
large. The implementation may also be made robust to outliers and non-stationary
data by eliminating contaminated data sections from the summation. Antoni (2006)
also describes an interesting modiﬁcation of the Welch method which allows for a
leakage free PSD estimation.
3.6 Conclusions
In this chapter we have presented the new method proposed in this thesis for auto-
mated frequency tracking using vibration data. We applied it to a ﬁctitious com-
puter simulated problem and also reviewed the theory of wavelet analysis, principal
component analysis and power spectral density estimation which underpins the pro-
posed method. We have also compared the tasks carried out by the new method
with other automated methods to highlight the fact that the main diﬀerence between
the new method and others is that it does not make any decision based on the data
once it is running. In the following chapters, we will apply the new method to well
established benchmark problems that have been widely studied in the literature and
demonstrate its versatility in being able to track frequency changes and its superior
performance to the automated FDD method.
In summary, the main diﬀerence between the new method and others are the
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following:
1. The new method includes a de-noising step using multiple sensors.
2. The new method does not make any decision based on the data it sees whilst
it is running. In contrast, most method has to decide which poles are real and
which are mathematical and the FDD has to select a bandwidth based on the
mode shape vectors.
3. The new method is conﬁgured to track frequency changes only whilst the other
techniques can estimate most modal parameters. Currently the new method is
limited to SHM applications or those where detecting the change in a known
frequency is useful.
4. The new method is easy to setup and automated due to the fact that it uses
signal processing in a deterministic way and all parameters are chosen using
simple rules. In EMA based automated algorithms, the setup is very complex
requiring extensive tuning and in FDD, the threshold is a function of the noise
and since the noise characteristics may change due to diﬀerent operational
conditions, then having selected a threshold based on initial data, the threshold
value may become less selective as the data changes and therefore may give
erroneous measurement as a result.
5. The application chapters demonstrate that modal properties are worthwhile
candidates as damage-sensitive features for structural health monitoring. Re-
searchers have, by and large, avoided the use of modal properties as damage-
sensitive features in their study of the benchmarks considered in this thesis.
6. It uses a diﬀerent set of mathematical tools and in particular it shows how
the stationary wavelet transform, which is less widely known than the discrete
wavelet transform, can be used to decompose signals into diﬀerent frequency
bands for modal decomposition.
7. Whereas other change detection methods in structural health monitoring have
been shown to work on a partial data set that is available for each of the
experimental benchmarks considered in this thesis, the new method is shown
to work equally well on all the data sets that is available for each benchmark.
To the best of our knowledge, this has not been reported before.
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The Dynamics Committee of the American Society of Civil Engineers (ASCE) cre-
ated a task group on structural health monitoring at the 12th Engineering Mechanics
Conference in 1999. The task group designed Finite Element (FE) models of the
structure shown in Figure 4.1 and made available to the research community the
Matlab program to generate data for analysis. The ﬁrst phase was called Phase I
and a detailed explanation for this phase is given in Johnson et al. (2004) and several
researchers reported their ﬁndings in Lam et al. (2004), Caicedo et al. (2004), and Oh
(2007). An improved version of the Finite Element model was then made available
as a Matlab based program called Datagen2 which can be used to generate sensor
acceleration data based on a 120 degrees of freedom (DOF) computer model of the
physical structure. Using this program we generated acceleration data for each of
the conﬁgurations shown in Table 4.1, where two types of damage are considered,
removal of braces and loosening of bolts. A random input excitation is introduced
into the system and all damages are located on the same face of the structure.
The chapter layout is as follows. In Section 4.1 we give a description of the
simulated ASCE experiment. In Section 4.2 we apply the new method proposed in
this thesis to the structure and present the results of its performance in tracking
changes in frequency. In Section 4.3, we make a comparison between the new method
and two others, one called MODE-ID which is an un-automated method requiring
expert interaction and the second is the FDD which is an automated method but uses
the data to make decisions about the bandwidths of the poles whilst it is running.
Both of these methods are diﬀerent to the new method in one important aspect,
the new method does not make any decision whilst it is running. We also include a
review of the literature on this benchmark to highlight the diﬀerent approaches to
the study of this benchmark and summarise our conclusions in section 4.4.
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Figure 4.1: The ASCE structure (Simulator)
4.1 Description of the simulated ASCE benchmark
The simulated benchmark structure is shown in Figure 4.1. It is a 4-story structure
in a 2 bay by 2 bay design and is based on a 1:3 scaled model of an experimental
structure located at the University of British Columbia, Canada. The structure
has a square ﬂoor plan measuring 2.5 m and a height of 3.6 m. The columns and
beams are modelled as grade 300W hot rolled steel sections. The 120 DOF model
has ﬂoor nodes that are rigid as described in Caicedo (2003). The model has a
mass of 3200 kg on the ﬁrst ﬂoor, 2400 kg on the second and third ﬂoors and a
choice of 1600kg or 1700 kg for the top ﬂoor. The damage induced is listed in Table
4.1. The structure is tested in two conﬁgurations, one where the diagonal braces
that connect the columns are present and the other where these braces are removed.
They are called the braced and the unbraced system respectively. The excitation to
the structure is applied in the translational X direction only.
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Pattern Bracing Description
RB braced undamaged baseline condition (braced)
DP1B braced 50% Loss of stiﬀness on 2 braces on 1st ﬂoor
DP2B braced 25% Loss of Stiﬀness on 2 braces on 1st ﬂoor
DP3B braced DP1B and 25% Loss of Stiﬀness on 2 braces on 3rd ﬂoor
RU unbraced undamaged baseline condition (unbraced)
DP1U unbraced Loss of rotational Stiﬀness in 5 connections on Level 1 and 2
DP2U unbraced Loss of rotational Stiﬀness in 2 connections on Level 1
Table 4.1: Data conﬁgurations for phase II
 
Frequency visually identified from PSD True Frequency 
  
W1       S1        W2          S2        W3          S3         W4       S4 W1       S1        W2         S2          W3         S3        W4         S4 
   
RB 8.34     8.73     23.13      25.34    36.09     40.78     46.32    55.64 8.35     8.74     23.15     25.29     36.09     40.78     46.27    55.50 
   
DP1B 8.34     8.40     23.13      24.56    36.09     40.39     46.32    55.64 8.35     8.44     23.15     24.55     36.08     40.33     46.27    55.37 
   
DP2B 8.34     8.60     23.13      25.02    36.09     40.59     46.32    55.64 8.35     8.60     23.15     24.93     36.08     40.55     46.27    55.44 
   
DP3B 8.34     8.34     23.13      24.23    36.09     40.39     46.32    54.79 8.35     8.36     23.15     24.16     36.07     40.30     46.27    54.56 
   
RU 3.19     3.97      9.77      13.36     16.68      25.15     23.78   39.22 3.18     3.98      9.79      13.37     16.70     25.12     23.72    39.26 
   
DP1U 3.19     3.45      9.77      12.90     16.68      24.69     23.78   39.22 3.18     3.44      9.79      12.91     16.69     24.67     23.72    39.13 
   
DP2U 3.19     3.78      9.77      13.16     16.68      25.15     23.78   39.22 3.18     3.80      9.79      13.16     16.69     25.11     23.72    39.19 
   
 
 
 
 
 
 
 
 
 
 
Table 4.2: The mean frequency values observed on the PSD plots for each pattern
side by side with the true frequency values published in Ching and Beck
(2003)
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4.2 Application of the new method
We show in Figure 4.2 the power spectral densities for the two reference conﬁgu-
rations where RB represents the undamaged conﬁguration for the braced system
and RU the undamaged unbraced system and list the visually identiﬁed resonant
frequencies in Table 4.2 for ease of reference. The resonant frequencies are labelled
according to the convention followed in the literature for this structure where the
letter S standing for strong denotes those frequencies in the acceleration data in the
translational direction X and the letter W standing for weak denotes those in the
other translational direction, Y. The numbers following the letters for strong and
weak denotes the order in which these resonant frequencies appear in the frequency
spectrum from least to highest.
In Figure 4.3a, we plot the PSD of the braced structure for modes S1, S2, S3 and
S4 to show that the resonant frequencies decrease as the damage is increased. We
notice that for modes S1 and S2 there are clear decreases in the resonant frequencies
whilst for mode S3 and S4 the changes are not signiﬁcant. For mode S3 the change
in resonant frequency is small for each of the data cases and for mode S4 we observe
that only for the severest damage does a change in resonant frequency occur. We
note that as far as change detection is concerned, as shown in Figure 4.3b, mode S1
alone is suﬃcient as all three data conﬁgurations are clearly detected by the drop in
frequency. Mode S2 provides redundancy as it also gives the same information. We
note therefore that for the damages for this structure, the lower resonant frequencies
are more sensitive to their existence.
In Figure 4.4a, we plot the PSD of the unbraced structure for modes S1, S2, S3 and
S4 to show that the resonant frequencies decrease as the damage is increased. We
notice that for modes S1 and S2 there are clear decreases in the resonant frequencies
whilst for mode S3 and S4 the changes are not signiﬁcant. For mode S3 the change
in resonant frequencies is only noticeable for the severest damage conﬁguration and
for mode S4 we observe that there is barely any change in the resonant frequency.
We note that as far as change detection is concerned, as shown in Figure 4.4b, mode
S1 alone is suﬃcient as all three data conﬁgurations are clearly detected. Mode S2
provides redundancy as it also gives the same information. We note therefore that
the change is more detectable in the lower frequency modes just as we did for the
braced structure.
In Figure 4.5a we show the overlaid frequency spectrum for the braced structure
for all the damage cases in the Y direction denoted as W1 to W4. We note that
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(a) PSD for undamaged braced system in X and Y directions
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(b) PSD for undamaged unbraced system in the X and Y directions
Figure 4.2: PSDs for undamaged braced and unbraced ASCE simulator
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(a) PSD (X) for undamaged and damaged braced ASCE simulator
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(b) Tracking of resonant frequencies (X direction) for the braced ASCE structure (simulated) using
four modes. All changes (three in all) are detected in lower resonant frequencies shown by the
three drops in frequency. The higher resonant frequencies detects change only when the damage
severity is higher.
Figure 4.3: PSD and corresponding tracking (X) for braced ASCE simulator
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(a) PSD (X) for undamaged and damaged unbraced ASCE simulator
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(b) Tracking of resonant frequencies (X direction) for the unbraced ASCE structure (simulated)
using four modes. All changes (two in all) are detected in lower resonant frequencies shown
by the two drops in frequency. The higher resonant frequency S3 detect change only when the
damage level gets higher. For the level of damage induced, the resonant frequency S4 do not
change and therefore no change is detectable.
Figure 4.4: PSD and corresponding tracking (X) for unbraced ASCE simulator
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(a) PSD (Y) for undamaged braced ASCE Simulator showing no change in the four modes W1 to
W4
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Figure 4.5: PSD and corresponding tracking (Y) for braced ASCE simulator
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(a) PSD (Y) for undamaged unbraced ASCE simulator showing no change in the four modes W1
to W4
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Figure 4.6: PSD and corresponding tracking (Y) for unbraced ASCE simulator
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the resonant frequencies do not change and that therefore in Figure 4.5 no change is
detected. This indicates that since the damage is introduced in the strong direction
(X), only the strong modes are able to detect them. This type of information may
potentially be used for locating the damage in a particular translational direction
on the structure.
We again note the same phenomenon for the unbraced structure for damage in
the Y direction. In Figure 4.6a we note that the overlaid traces for the frequency
spectrum of the damaged cases almost coincide, showing no changes in resonant
frequency. In Figure 4.6b we therefore note that no change is detected as there are
no drops in the traces of the resonant frequencies.
4.3 Comparison with other methods
In this section we will compare the results of the algorithm developed in this thesis
with those obtained from two other methods when applied to this simulated struc-
ture. One method is called MODE-ID (Ching and Beck (2003, 2004)) which uses a
nonlinear least square technique for data ﬁtting and the other is the frequency de-
composition technique (FDD) as detailed in chapter 1. These two techniques were
chosen because they each represent a certain class of algorithms which together is
a good representation of a broad class of algorithms that are available in the litera-
ture. Furthermore, MODE-ID which is a tool in EMA was applied to this structure
by Ching and Beck (2003) and this provided an opportunity to compare the new
method with one that used expert interaction. Since MODE-ID requires data to
be ﬁtted to a model to extract the modal parameters, this method is expected to
give good results in the hands of an expert who can interactively make the right
choices for the parameters in order to guide the algorithm towards an acceptable set
of solutions.
The FDD technique, much like the algorithm used in this thesis, does not use
parametric modelling to make decisions about the poles but instead relies on the
performance of a function based on the modal vectors to deﬁne a bandwidth around
the resonances which is then transformed into the time domain to allow calculation
of the frequency using zero-crossing detection.
In contrast, the new method of this thesis is a pure signal processing algorithm
which does not make any decision based on the data it sees, whilst it is in automated
mode.
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Frequency visually identified from PSD Frequency measured by MODE-ID 
  
W1       S1        W2          S2        W3          S3         W4       S4 W1       S1        W2          S2         W3          S3         W4       S4 
  
RB 8.34     8.73     23.13      25.34    36.09     40.78     46.32    55.64 8.33      8.75     23.14     25.33     36.11     40.82     46.34     55.45 
c.o.v (%)  0.76      0.49       0.44       0.37       0.45       0.25       0.40       0.23 
DP1B 8.34     8.40     23.13      24.56    36.09     40.39     46.32    55.64 8.33      8.44     23.14     24.56     36.11     40.40     46.34     55.35 
c.o.v (%)  0.75      0.57       0.43       0.19       0.45       0.33       0.40       0.23 
DP2B 8.34     8.60     23.13      25.02    36.09     40.59     46.32    55.64 8.33      8.59     23.14     24.94     36.11     40.63     46.34     55.41 
c.o.v (%)  0.75      0.68       0.43       0.51       0.45       0.23       0.40      0.23 
DP3B 8.34     8.34     23.13      24.23    36.09     40.39     46.32    54.79 8.32      8.37     23.14     24.11     36.11     40.31     46.34    54.65 
c.o.v (%)  0.64      0.49        0.43      0.36       0.45       0.30       0.40      0.39 
RU 3.19     3.97       9.77      13.36    16.68     25.15     23.78    39.22 3.19      3.98        9.79    13.41     16.66     25.15     23.72    39.28 
c.o.v (%)  1.72      0.33        0.46      0.29       1.08       0.34       0.37      0.20 
DP1U 3.19     3.45       9.77      12.90    16.68     24.69     23.78    39.22 3.20      3.42        9.78    12.91     16.69     24.68     23.72      9.11 
c.o.v (%)  2.45      0.91        0.60      0.57        0.41      0.39       0.38      0.30 
DP2U 3.19     3.78       9.77      13.16    16.68     25.15     23.78    39.22 3.19      3.79        9.79    13.13      16.72    25.15     23.72    39.17 
c.o.v (%)  2.02      0.57        0.53      0.58        0.45      0.30       0.38      0.28 
 
Frequency measured by New Method Frequency measured by FDD 
W1       S1        W2          S2        W3          S3         W4       S4 W1       S1        W2          S2        W3          S3         W4       S4 
  
RB 8.34      8.77     23.12     25.33     36.09     40.72     46.33   55.64 8.63     8.62     23.16     25.32     36.09     40.78     46.33     55.52 
c.o.v (%) 0.17      0.41       0.13       0.27       0.15       0.12       0.12     0.02 1.76     1.75       0.47       0.54       0.46       0.36       0.45       0.45 
DP1B 8.34      8.47     23.13     24.59     36.10     40.46     46.41   55.62 8.42     8.42     23.17     24.81     36.08     40.44     46.29     55.46 
c.o.v (%) 0.15      0.44       0.15       0.34       0.07       0.26       0.14     0.12 0.91     0.90       0.61       0.51        0.45      0.36       0.38       0.49 
DP2B 8.33      8.60     23.11     24.95     36.09     40.66     46.41   55.63 8.54     8.54     23.16     24.98     36.09     40.62     46.31     55.51 
c.o.v (%) 0.24      0.34       0.27       0.16       0.08       0.17       0.14     0.09 1.20     1.28       0.54       0.48       0.46       0.36       0.41       0.46 
DP3B 8.34      8.35     23.13     24.26     36.10     40.27     46.43   54.81 8.38     8.37     23.20     24.90     36.09     40.41     46.32     55.21 
c.o.v (%) 0.00      0.36       0.03       0.46       0.17       0.24       0.20     0.49 0.80     0.73       0.66       0.68       0.38       0.36       0.42       0.35 
RU 3.19      3.98       9.78     13.35     16.70     25.14     23.80   39.19 3.26      3.92      9.79     13.38     16.69     25.09     23.74     39.33 
c.o.v (%) 0.23      0.60       0.22       0.16       0.28       0.16       0.39     0.16 4.92      4.59      0.78       0.68       0.73       0.54       0.60       0.57 
DP1U 3.19      3.48       9.77     12.91     16.68     24.72     23.78   39.11 3.34      3.42      9.79     12.94     16.70     24.73     23.82     39.22 
c.o.v (%) 0.00      2.77       0.11       0.48        0.23       0.55       0.31    0.14 4.52      3.28      0.83       0.72       0.72       0.61       0.74       0.55 
DP2U 3.19      3.81       9.79     13.17     16.70     25.15     23.76   39.14 3.57      3.76      9.79     13.17     16.68     25.09     23.74     39.27 
c.o.v (%) 0.00      1.28       0.31       0.27        0.28       0.09      0.24     0.18 7.09      3.63      0.87       0.66       0.83       0.47       0.62       0.61 
 
 
Table 4.3: The list of mean resonant frequencies for each pattern obtained using four
diﬀerent methods. The frequency from the PSD was visually identiﬁed,
for MODE-ID the frequencies were published in Ching and Beck (2003),
for the new method and the FDD the frequency tracking were automated
and the mean values and coeﬃcients of variation were calculated from
the tracked measurements for each conﬁguration.
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4.3.1 Comparison criteria
All the application chapters of this thesis contain this section on comparison criteria
to make them as self-contained as possible. For the purpose of comparison in this
thesis, we consider three aspects, the coeﬃcient of variation, the error in measuring
mean values and tracking performance. We describe these three aspects as follows:
1. We want the measurements made by the method in its own rights to vary very
little around its mean value. This gives a sense of how stable the measurements
are. To characterise this aspect, we calculate the coeﬃcient of variation (Ching
and Beck (2003, 2004)) which is the standard deviation divided by the mean
value and express the result as a percentage. The value of the coeﬃcient of
variation then tells us how closely the measurements cluster around the mean
of the data set. The method which has the smaller coeﬃcient of variation is
the better method based on this criterion.
2. We also want to quantify the ability of the method to measure the frequency as
close to the one visually observed from the PSD, this being the best information
we have about the resonant frequencies. For this, we calculate the error by
taking the absolute value of the diﬀerence between the PSD value and the
mean value of the method for each data set, divide by the PSD value and
present the error as a percentage. The value of this error then tells us how
faithfully the value observed from the PSD is replicated. The method which
has the smaller error is the better one according to this criterion.
3. For SHM applications, we are more concerned about tracking changes. In fact,
whether the method gives a good measurement of resonant frequency is not
that important in SHM. In SHM we want to monitor changes in dynamics
and we are even willing to accept notions that have no physical interpretation.
Many researchers, instead of choosing the resonant frequency which is related
to the physics of the structure, choose to use notions such as the errors in
the parameters of a model and monitor these for detection of a change in
dynamics. This is an acceptable approach in SHM research. In this thesis, we
show that the resonant frequency, which has a physical interpretation in terms
the stiﬀness of the structure, is a good indicator of a change in dynamics for
the benchmarks considered because the introduction of the changes which are
assumed to be representative of actual damage causes a change in the resonant
frequencies. To compare tracking performance, we show plots with traces
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obtained from diﬀerent methods to allow a comparison by visual inspection.
What we look for is the ability of the method to track the changes in resonant
frequencies that are observed in the PSD for the data set under consideration.
The better method is the one which is able to track the changes more faithfully.
4.3.2 Comparison with the MODE-ID and FDD methods
In Table 4.3, we have reproduced the frequency estimation results published by Ching
and Beck (2003) in their extensive report using MODE-ID as the modal parameter
estimation technique together with those obtained from the new method, the FDD
method and those from a visual identiﬁcation of the PSD, for ease of reference.
Ching and Beck (2003) also calculated a measure of variation in their results using
the coeﬃcient of variation (c.o.v). This is a useful measure to compare the results
from diﬀerent experiments. The numbers in Table 4.3 represent mean values for each
conﬁguration and their associated coeﬃcient of variation. The smaller the coeﬃcient
of variation the better, as this indicates a result that is tightly concentrated around
the mean value.
From Table 4.3, by comparing the results of MODE-ID and those of the new
method, it can be observed that the method of this thesis has reproduced very well
the results of Ching and Beck (2003) with mainly small diﬀerences in the second dec-
imal places. Furthermore, note that the coeﬃcients of variation are mostly smaller
using the new method for this structure. This is somewhat surprising because we
would expect an un-automated technique to perform better since it has the advan-
tage of interaction with an expert. The small coeﬃcient of variation using the new
automated method can be observed in Figures 4.3b, 4.4b, 4.5b and 4.6b by noting
that the traces vary very little around the mean.
In Tables 4.3 we have also listed the mean values with their associated coeﬃcient
of variation using the FDD method.. It can be noted that although the mean
values produced by FDD are close to those produced by MODE-ID, the coeﬃcients
of variation are bigger for the FDD method indicating a bigger variation of the
frequency measurements around the mean.
Comparing the results in Table 4.3 obtained using the new method and those using
the FDD algorithm, we note that the new algorithm performs better in that it has
a lower coeﬃcient of variation, in spite of the fact that it does not use information
from the modal vectors as does the FDD.
For this structure we have on the one hand, the true resonant frequencies as pub-
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(a) Comparison of tracking performance between the new method (solid lines) and the FDD method
(dashed lines) for the braced structure
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(b) Comparison of tracking performance between the new method (solid lines) and the FDD method
(dashed lines) for the unbraced structure
Figure 4.7: Comparison of tracking performance between the new method and FDD
for both the braced and unbraced structures
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Figure 4.8: Comparison between the true modes (dashed lines) published by Ching
and Beck (2003) and those visually identiﬁed from the PSD (solid lines)
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lished by Ching and Beck (2003) and reproduced in Table 4.2 and on the other, we
have the published results of MODE-ID, the results using the new method, the FDD
and the PSD as listed in Table 4.3. In order to quantify the mean errors between
the true values and those produced by these four methods, we have tabulated in Ta-
ble 4.4 the errors relative to the true values for the braced and unbraced structure.
The values were obtained by taking the absolute value of the diﬀerences between
each method and the true resonant frequency expressed as a percentage of the true
resonant frequencies for each conﬁguration. It can be observed that for this struc-
ture, the results from a visual identiﬁcation of the peaks in the PSD, those from
MODE-ID and the new method have smaller errors than those produced by FDD.
To further illustrate the diﬀerence in tracking performance between FDD and the
new method, we show in Figure 4.7 the performance of both methods in tracking
modes S1 to S4 for both the braced and unbraced structures. Though the mean
value diﬀerences between the two methods are small for practical purposes, it can
be observed in Figure 4.7 that the new method performs signiﬁcantly better in
tracking the changes in frequency. The MAC threshold used in the implementation
of the FDD was 0.99 and this same threshold or bigger is used for all experiments
in this thesis. For detecting changes in frequency, we note from the ﬁgures that the
new algorithm produces much cleaner traces from which changes can be observed
more clearly than the traces produced by the FDD method, in spite of the fact
that the FDD method uses information derived for the modal vectors and the new
method does not.
In OMA and SHM applications, the input excitations are usually unknown and it
is the PSD that is used to extract the modal parameters. In Figure 4.8 we show the
mean values obtained from a visual inspection of the PSD and the true frequency
used to generate the model as published by Ching and Beck (2003). The plot
is artiﬁcially produced by repeating the same mean values for each data sections
in order to produce a graphical display of the diﬀerences. We note that for this
structure, the PSD is more accurate in estimating the lower resonant frequencies
and that the errors are relatively small, but that overall the errors are small in
percentage terms. In general, when the input is not known, the PSD represents the
best information we have and the aim of estimation algorithms is to reproduce the
resonant frequencies in the PSD as best as possible. In later chapters in this thesis
where we consider experimental structures instead of computer simulations, the true
resonant frequencies are unknown and we are going to make use of the PSD as a
baseline to compare the performances of diﬀerent methods.
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BRACED Mode-ID Errors (%) New Method Errors (%) 
 W1        S1        W2        S2        W3        S3        W4        S4 
 
W1       S1         W2        S2        W3        S3         W4       S4 
RB 0.24      0.11      0.04      0.16      0.06      0.10      0.15      0.09 0.12      0.34      0.13      0.16      0.00      0.15      0.13      0.25 
   
DP1B 0.24      0.00      0.04      0.04      0.08      0.17      0.15      0.04 0.12      0.36      0.09      0.16      0.06      0.32      0.30      0.45 
   
DP2B 0.24      0.12      0.04      0.04      0.08      0.20      0.15      0.05 0.24      0.00      0.17      0.08      0.03      0.27      0.30      0.34 
   
DP3B 0.36      0.12      0.04      0.21      0.11      0.02      0.15      0.16 0.12      0.12      0.09      0.41      0.08      0.07      0.35      0.46 
   
 FDD Errors (%) PSD Errors (%) 
 W1        S1        W2        S2        W3        S3        W4        S4 W1        S1        W2        S2        W3        S3        W4        S4 
 
RB 3.35      1.37      0.04      0.12      0.00      0.00      0.13      0.04 0.12      0.11      0.09      0.20      0.00      0.00      0.11      0.25 
   
DP1B 0.84      0.24      0.09      1.06      0.00      0.27      0.04      0.16 0.12      0.47      0.09      0.04      0.03      0.15      0.11      0.49 
   
DP2B 2.28      0.70      0.04      0.20      0.03      0.17      0.09      0.13 0.12      0.00      0.09      0.36      0.03      0.10      0.11      0.36 
   
DP3B 0.36      0.12      0.22      3.06      0.06      0.27      0.11      1.19 0.12      0.24      0.09      0.29      0.06      0.22      0.11      0.42 
 
(a) The percentage errors in frequency mean values as measured by the four diﬀerent methods
relative to the true frequencies for the braced structure
 
 
 
Unbraced Mode-ID Errors (%) New Method Errors (%) 
 W1        S1         W2        S2         W3        S3        W4         S4 W1       S1        W2          S2         W3         S3        W4       S4 
   
RU 0.31      0.00      0.00      0.30      0.24      0.12      0.00      0.05 0.31      0.00      0.10      0.15      0.00      0.08      0.34      0.18 
   
DP1U 0.63      0.58      0.10      0.00      0.00      0.04      0.00     76.72 0.31      1.15      0.20      0.00      0.06      0.20      0.25      0.05 
   
DP2U 0.31      0.26      0.00      0.23      0.18      0.16      0.00      0.05 0.31      0.26      0.00      0.08      0.06      0.16      0.17      0.13 
   
 FDD Errors (%) PSD Errors (%) 
 
   W1        S1         W2         S2         W3       S3        W4        S4 W1        S1        W2          S2         W3        S3        W4       S4 
   
RU   2.52      1.51      0.00      0.07      0.06      0.12      0.08      0.18 0.31      0.25      0.20      0.07      0.12      0.12      0.25      0.10 
   
DP1U   5.03      0.58      0.00      0.23      0.06      0.24      0.42      0.23 0.31      0.29      0.20      0.08      0.06      0.08      0.25      0.23 
   
DP2U 12.26      1.05      0.00      0.08      0.06      0.08      0.08      0.20 0.31      0.53      0.20      0.00      0.06      0.16      0.25      0.08 
 
 
(b) The percentage errors in frequency mean values as measured by the four diﬀerent methods
relative to the true frequencies for the unbraced structure
Table 4.4: Percentage errors in frequency mean values for the braced and unbraced
structures
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4.3.3 Review of published work on the benchmark problem
Nair and Kiremidjian (2011) used wavelet decomposition and Principal Component
Analysis (PCA) as a data pre-processing algorithm to extract features that were a
function of the wavelet energy at the ﬁfth, sixth and seventh dyadic scales. These
features were then processed by the k-means algorithm and the gap statistic for
damage detection. In Figure 4.9a we show a plot taken from this publication showing
the diﬀerent clusters formed by the undamaged and two damaged cases. Since the
clusters are distinct, this allows diﬀerentiation between the damaged and undamaged
cases.
Casciati (2010) implemented a method to detect damage and then to localise it
using a method based on a comparison between the sum of the squared error of the
histograms for the damaged and undamaged structure. This method was applied to
only two of the damage patterns and it was found that both damage patterns could
be detected and located.
Barroso and Rodriguez (2004) used the frequency domain decomposition method
proposed by Brincker et al. (2001) where the power spectral density of the sensor
signals are decomposed using the singular value decomposition and the natural fre-
quencies are identiﬁed as the peaks on the plot of frequency against singular values.
This method is applied to the unbraced model of the ASCE structure to extract
the natural frequencies and a damage index was used to determine the location and
severity of the damage. In Figure 4.9b we show a plot taken from this publication
which shows that the values of the chosen damage index for two patterns are bigger
and distinct for the damaged cases.
In their extensive report Ching and Beck (2003) used a method based on ﬁrst iden-
tifying the modal parameters followed by assessments of damage using the Bayesian
updating method. They showed that the proposed method was largely successful at
detecting the damage conﬁgurations with some false detection for smaller damages.
Hera and Hou (2004) used wavelet decomposition to detect the sudden breakages
of the structural elements by observing spikes in the wavelet details and used the
pattern distribution of these spikes to determine the location of the damages. This
technique was applied to the braced ASCE simulated structure and a comparison was
made between the use of changes in natural frequency as damage feature as opposed
to wavelets spikes and it was observed that whilst the wavelet spikes were clearly
visible for the damages under consideration, the changes in natural frequencies were
not.
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(a) Damage detection results for the benchmark published by Nair and Kiremidjian (2011) where it
is shown that for the undamaged case the damage sensitive features cluster at the origin and for
two damage cases the clusters are distinct and away from the origin, thus allowing diﬀerentiation
between the damaged and undamaged cases
 
 
 
(b) Damage detection results for the benchmark published byBarroso and Rodriguez (2004) where
the positive values for the damage index indicate damage for two damage patterns.
Figure 4.9: Typical published damage detection results for the simulated ASCE
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4.4 Conclusions
We have shown that using the new method presented in this thesis, all the simulated
data cases for this structure are detectable using the resonant frequency as the
change indicator. In this regard, we noted that since the input excitation was in
the X direction, only the strong modes were sensitive to the changes. We also noted
that the lower frequency components were more sensitive to the simulated changes
for this structure.
In comparing the results of four methods, new method, the PSD, MODE-ID and
FDD with the true resonant frequencies published in Ching and Beck (2003), we
noted that all methods performed well in the estimation of the mean values and
have relatively small coeﬃcients of variation but that the new method is better
than the FDD at tracking the changes in frequency for this structure. It was also
demonstrated that for this structure, the PSD is a reasonable estimator of the res-
onant frequencies, especially those at the lower end of the spectrum.
In reviewing the literature on this simulated benchmark structure we also noted
that Barroso and Rodriguez (2004) only used the unbraced data in their application
of the FDD method. In this regard, our implementation of the FDD method as
shown in Figures 4.7a and 4.7b demonstrated that the FDD is not consistent, in
that it produced better tracking performance for the unbraced structure than for
the braced one. Barroso and Rodriguez (2004) were therefore justiﬁed in applying
the FDD method only to the unbraced data for this simulated structure. However,
the new method showed consistent tracking performance for all the conﬁgurations
considered in this benchmark study.
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Following the interest shown in the simulated ASCE structure of the previous chap-
ter by the SHM community, the IASC-ASCE structural health monitoring task group
formed by the International Association for Structural Control and the American
Society of Civil Engineers, carried out tests on an experimental structure situated at
the University of British Columbia and made the data available to researchers. The
objective was to provide a benchmark data set so that the performance of diﬀerent
damage detection techniques could be assessed and compared. We demonstrate in
this chapter that the method presented in this thesis is able to detect all the data
conﬁgurations for this structure for all the diﬀerent types of excitations used. Such
a comprehensive solution for the detection of the data conﬁgurations has, to the
best of our knowledge, not been reported in the literature before.
The layout of this chapter is as follows. In Section 5.1 we give a description of the
experiment. In Section 5.2 we describe the application of the method presented in
this thesis to the ASCE experimental structure and present the results. In Section
5.3 we compare the performance of the new method with MODE-ID and FDD and
review the literature on this benchmark to highlight the diﬀerent approaches adopted
for its study and we present our conclusions in Section 5.4.
5.1 Description of the experimental ASCE
benchmark
Figure 5.1 shows the experimental benchmark structure which is described in Dyke
et al. (2002) . It is a 4 story 2-bay by 2-bay structure. The base is 2.5 m by 2.5
m and the height is 3.6 m. The ﬂoor beams are S75x11 sections and the columns
are B100x9 sections. There are 2.7 mm diameter steel rods called braces across the
diagonal of each of the bays. Floor slabs weighing 10000 kg and 750 kg are bolted
onto each of the ﬂoors oﬀ-centre to induce coupling between the translational modes.
There are 16 sensors measuring accelerations, 5 are on the east face and 5 on the
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Figure 5.1: The ASCE structure (Experimental)
west face all measuring along the strong direction. The 5 sensors on the centre
column measure accelerations along the weak direction. One sensor is located on a
shaker which is positioned on the roof to inject excitations across the diagonal of the
structure to induce coupling. The maximum capacity of the shaker is 311 N (70lbf)
and the command to the shaker is a band-limited white noise within the 5 Hz to 50
Hz frequency range.
The structure is subjected to four types of inputs, a sine sweep when the structure
is in the undamaged condition only, shaker, hammer and ambient inputs for the
structure in all the conﬁgurations listed in Table 5.1. Note that the hammer inputs
are applied in the two translational directions at the same location on the structure.
The sampling rate for all sensor signals is 200 Hz except for when the input is of
type hammer whence the sampling rate is 1000 Hz. The data logging commenced
after transients had died down for each test except for when the input is of type
hammer whence the logging started before the hammer impacts. There were two
types of damage induced, removal of braces across some of the bays and loosening
of some of the bolts. All the data cases are listed in Table 5.1.
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CASE CONFIGURATION
Conﬁg1 Fully braced conﬁguration (undamaged structure for braced Structure)
Conﬁg2 All east side braces removed
Conﬁg3 Removed braces on all ﬂoors in one bay on South east corner
Conﬁg4 Removed braces on 1st and 4th ﬂoors in one bay on South east corner
Conﬁg5 Removed braces on 1st ﬂoor in one bay on southeast corner
Conﬁg6 Removed braces on 2nd ﬂoor on north face ( 2 bays)
Conﬁg7 All braces removed on all faces (Undamaged Structure for Unbraced Structure)
Conﬁg8 Conﬁguration 7 + loosened bolts on all ﬂoors at both ends of beams on east face, north side
Conﬁg9 Conﬁguration 7 + loosened bolts on ﬂoors 1 and 2 at both ends of beams on east face, north side
Table 5.1: Data conﬁgurations for the experimental ASCE structure
East Face Centre Column West Face
Base S03 S02 S01
1st Floor S06 S05 S04
2nd Floor S09 S08 S07
3rd Floor S12 S11 S10
4th Floor S15 S14 S13
Table 5.2: The location of sensors on the experimental structure
5.2 Application of the new method
We take the raw data for each of the test carried out according to the data cases
listed in Table 5.1 and concatenate them one after the other in the following or-
der; for the brace damage the order is conﬁg1, Conﬁg5, Conﬁg4, Conﬁg3, Conﬁg6,
Conﬁg2 and for the loose bolt damage the data is ordered as Conﬁg7, Conﬁg9 and
Conﬁg8. Note that we have arranged the data starting with the undamaged con-
ﬁgurations followed by the damage conﬁgurations in order of increasing severity.
This is done to reﬂect conditions in practice as we would not expect a structure to
become damaged and then to do a self-repair to become less damaged. We then
truncate the data sets into segments of N = 5120 data points, remove the linear
trend and normalize the variance to one. We then decompose each of these segments
into ﬁve individual signals composing of one level of approximation containing the
low frequency component and four levels of detail containing the high frequency
components using the stationary wavelet transform. We denote the approximation
signal by the letter Al and the details by the Dl where the superscript l denotes the
level of decomposition.
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For the ASCE benchmark structure with sampling rate of 200 Hz, the approxi-
mation and details for the four levels of decomposition now contain energies in the
following frequency ranges in Hertz. A4 from 0 to 6.25, D4 from 6.25 to 12.5, D3
from 12.5 to 25, D2 from 25 to 50 and D1 from 50 to 100. We have ﬁfteen sensors
which we denote as s01 to s15 which are located on the east face, the centre column
and the west face of the structure as in Table 5.2 . There is a sixteenth sensor placed
on the shaker. In our investigation, we group the sensors into three matrices W, C
and E containing respectively rows of data from the sensors on the west face, the
centre and the east face of the structure. We have not used the data from the ﬁrst
ﬂoor sensors s01, s02 and s03 which are located on the base of the structure because
analysis have shown that these pick up just the ambient noise from the ground and
are not very informative. Thus we have the three matrices containing the sensor
signals in rows,
W =

s04
s07
s10
s13
 , C =

s05
s08
s11
s14
 , E =

s06
s09
s12
s15
 (5.1)
where each matrix is of size 4 by N = 5120 data points. Each of the sensor signals
s04 to s15 is then decomposed into one approximation and four detail signals. Thus
matrix E can be represented using the approximations Alm and details D
l
m where l
is the decomposition level and m is the sensor numbering.
E =

A406 +D
4
06 +D
3
06 +D
2
06 +D
1
06
A409 +D
4
09 +D
3
09 +D
2
09 +D
1
09
A412 +D
4
12 +D
3
12 +D
2
12 +D
1
12
A415 +D
4
15 +D
3
15 +D
2
15 +D
1
15
 (5.2)
For the purpose of identifying and tracking resonant frequencies, we are interested in
separating matrix E into matrices, each containing signals within the same frequency
bandwidth. For this reason, we create A4 to contain only the ﬁrst components of
the rows of E. Thus,
A4 =

A˜404
A˜409
A˜412
A˜415
 (5.3)
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where ∼ denotes normalisation to have a mean of zero and variance equal to one.
In the same way we create matrices D4, D3, D2 and D1 each containing the nor-
malized second, third, fourth and ﬁfth components of E. Thus far our analysis
has preserved all the information as guaranteed by the wavelet decomposition. We
are now in a position to use the redundancy information across the rows of these
matrices to remove some of the noise and disturbance. We use Principal Com-
ponent Analysis for this purpose where we create the covariance matrix K4 and
then diagonalise it to ﬁnd the direction in which the variation of the data along its
rows is most signiﬁcant, thus implicitly assuming that large variations embody the
important dynamics. Thus,
K4 =
1
N − 1Aˆ4Aˆ4
T
= Pˆ QˆPˆ T (5.4)
where N = 5120 is the number of data points in the columns of A4, Aˆ4 is A4 with
its mean value for each row subtracted, Qˆ is a diagonal matrix of eigenvalues and Pˆ
is a matrix of eigenvectors. We now reorder the matrix Pˆ so that the eigenvectors
are associated with eigenvalues of decreasing magnitude and we call this reordered
matrix P . The projection of Aˆ4 along the principal components of K4 is then given
by,
Y = P T Aˆ4 (5.5)
The ﬁrst row of Y containing the projection along the eigenvector associated with
the largest eigenvalue is called the sequence y(n) and is used in further analysis. We
now use the Welch method to identify the resonant frequencies in y(n) by creating
sections of data yi(n) as follows,
yi(n) = y(iO + n)w(n) (5.6)
for 0 ≤ n ≤ N − 1 , 0 ≤ i ≤ K − 1, where w(n) is a Hamming window of length
N , O is an oﬀset distance to allow overlapping of the sections and K is the number
of sections that the sequence y(n) is broken into. The ith periodogram is then given
by,
Si(e
jw) =
1
N
|
N−1∑
n=0
yi(e
−jwn)|2 (5.7)
and the average Welch periodogram is given by,
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Figure 5.2: PSD for the centre sensors for all four input excitations
S(ejw) =
1
K
K−1∑
i=0
Si(e
jw) (5.8)
In our implementation, we have used N = 5120 and O corresponding to an over-
lapping ratio of 75%. Starting with matrix E, we have now arrived at the spectrum
given by S(ejw). We repeat the same analysis process for matrices C and W to ar-
rive at their respective averaged periodograms. We are then in a position to detect
the resonant frequencies contained in C, W and E.
In Figures 5.2, 5.3 and 5.4 we show the plots for the frequency spectrums of the
centre column, the east and west faces respectively for Conﬁg1, the undamaged
cases. Each of these ﬁgures has four plots for the four input types, ambient, shaker,
hammer h1 and h2 tests, where for the h1 test the hammer hit is on the ﬁrst ﬂoor
on the east face south side column inside ﬂange in the north direction and for the
h2 test the hammer hit is again on the ﬁrst ﬂoor but south face east side column in
the west direction. Based on similar plots for all data conﬁgurations, we collect in
Table 5.3 all the resonant frequencies visually identiﬁed from the PSD.
The nomenclature, conﬁguration number followed by a letter signify the conﬁgu-
ration number according to Table 5.1 and the letter denotes the input type, i.e. a
for ambient, s for shaker and h for hammer. We consider Conﬁg1 as the undam-
aged structure for assessment of damage in the braced system, whilst we consider
Conﬁg7 as the undamaged structure for assessing damage in the unbraced system.
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Figure 5.3: PSD for the east sensors for all four input excitations
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Figure 5.4: PSD for the west sensors for all four input excitations
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 PSD 
 
Ambient frequency Shaker frequency 
   W1                S1                 T1                  W2                   W1               S1                   T1                W2                   
Config1 7.46    7.78     14.50    19.89   7.46    7.78     14.50    19.89   
c.o.v (%)   
Config2 7.74    5.20     12.74    20.09   7.74    5.16     12.78    20.13   
c.o.v (%)   
Config3 7.62    6.64     13.44    20.05   7.62    6.60     13.44    20.05   
c.o.v (%)   
Config4 7.62    7.35     13.99    20.13    7.54    7.35     13.99    19.73   
c.o.v (%)   
Config5 7.58    7.46     14.03    19.89    7.58    7.46     14.03    19.93    
c.o.v (%)   
Config6 5.98    7.78     13.21    19.89    5.94    7.82     13.13    19.89    
c.o.v (%)   
Config7 2.66    3.63      4.34     8.48  2.66    3.63      4.34     8.48 
c.o.v (%)   
Config8 2.58    3.28      4.14     8.32 2.58    3.28      4.14     8.32 
c.o.v (%)   
Config9 2.58    3.40      4.18     8.44 2.58    3.40      4.18     8.40 
c.o.v (%)   
                        
Hammer frequency 
 
   W1               S1               T1                 W2                   
Config1 7.42    7.62    14.46    19.93   
c.o.v (%)  
Config2 7.62    5.08    12.70    20.09   
c.o.v (%)  
Config3 7.62    6.64    13.48    19.94  
c.o.v (%)  
Config4 7.62    7.42    14.07    19.73   
c.o.v (%)  
Config5 7.62    7.42    14.07    19.93    
c.o.v (%)  
Config6 5.86    7.82    13.09    19.93    
c.o.v (%)  
Config7 2.54    3.52     4.30     8.40 
c.o.v (%)  
Config8 2.54    3.32     4.10     8.40 
c.o.v (%)  
Config9 2.54    3.32     4.10     8.40 
c.o.v (%)  
 
 
                              
Table 5.3: A list of the resonant frequencies as observed from the PSD for the three
diﬀerent excitation types: ambient, shaker and hammer
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Using these types of plots we establish what the resonant frequencies are by visual
inspection based on the fact that they are the dominant frequencies in the spec-
trum. We tabulate these resonant frequencies in the aforementioned table using the
notation W1, S1, T1, W2 and S2. We do this to conform with the literature for the
benchmark problem where the resonant frequencies are classiﬁed as weak, strong or
torsional and the numbers denotes the order in which these resonant frequencies ap-
pear in the spectrum. For example, the ﬁrst mode in the weak direction is denoted
by W1, the ﬁrst Torsional mode is T1 and the ﬁrst mode in the strong direction
is denoted by S1. Having thus identiﬁed the resonant frequencies, we are now in a
position to track them across the data for the ambient, shaker and hammer inputs
for all the conﬁgurations listed in Table 5.1. Using our method, we are able to detect
change for all conﬁgurations and for all three input excitations.
In order to track the resonant frequencies, we implement exponential adaptive
ﬁlters whose centres are positioned at the identiﬁed resonant frequencies initially but
which are then made adaptive and therefore updated to the current measurement
of the resonant frequency as new data comes in. The bandwidths of the ﬁlters are
chosen to ﬁlter out nearby dominant frequencies. We multiply each periodogram in
Equation 5.7 with an exponential ﬁlter to obtain a spectrum that contains only the
dominant frequency that is being tracked. Thus we have,
Pi(e
jw) = (
1
N
|
N−1∑
n=0
yi(e
−jwn)|2e− 1γ (n−u)2 (5.9)
where γ is the bandwidth and µ the centre frequency of the exponential ﬁlter. We
then average Pi(e
jw) over the K data sections and normalize it to have magnitude
1 to obtain P (ejw), the normalized averaged periodogram for the ﬁltered spectrum.
We show in Figure 5.5 a typical plot of how each resonant frequency is isolated
using the adaptive exponential ﬁlter. Since we can now isolate each resonant fre-
quency in this fashion, we are able to track them for each data section by picking
the maximum value in the spectrum of P (ejw). Thus we obtain the magnitude R
of the resonant frequency as,
R = max(P (ejw)) (5.10)
We then use a deterministic search algorithm provided by the Matlab software (the
function called ﬁnd) to ﬁnd the index along the frequency axis where the peak
magnitude occur and denote this frequency as the resonant frequency.
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Figure 5.5: Resonant frequency isolation by adaptive ﬁlter
5.2.1 Change detection for the braced system
There are two damage categories. One is called brace damage, of which there are
ﬁve levels and the other is called loose bolt damage of which there are three levels.
The brace damages are induced by removing the braces from some of the bays.
These data conﬁgurations are listed in Table 5.1. Conﬁg1 represents the undamaged
braced structure and Conﬁg2 to Conﬁg6 the ﬁve levels of brace damages. The loose
bolt damages are induced by loosening some of the bolts connecting some of the
horizontal beams to the columns. Note that the data conﬁguration numbering is
not associated with the level of damage and that the numbers appearing in plots
in this chapter are not associated with damage severity. In this section we consider
the brace damage cases.
For each of the damages, the responses of the accelerometers are measured for the
three types of inputs, ambient for which no external excitation was induced to the
structure, shaker where white noise was introduced to the structure from the shaker
placed on the roof and the third called hammer, where impulse disturbances are
induced into the structure by hitting it with a hammer in each of the translational
directions. There was also a sine sweep test which was carried out for the undamaged
structure only, the results of which can be used for sanity checks.
In Figure 5.6, we show a sample of the raw data from each of the conﬁgurations in
Table 5.1 and plotted these side by side to facilitate comparison. We have ordered
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Figure 5.8: Change detection using mode T1 for Conﬁg1 to Conﬁg6. The staircase
traces show drops in resonant frequency as more and more damage is
induced. The numbering refers to the data conﬁgurations listed in Table
5.1 which is not associated with damage severity. We note that all data
conﬁgurations are detected for each of the four input excitations.
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Figure 5.9: Change detection using mode S1 for Conﬁg1 to Conﬁg6. The staircase
traces shows drops in resonant frequency as more and more damage is
induced. The numbering refers to the data conﬁgurations listed in Table
5.1 which is not associated with damage severity. We note that all data
conﬁgurations are detected for each of the four input excitations.
158
5.2 Application of the new method
0 50 100 150 200
5
5.5
6
6.5
7
7.5
8
Tracking Mode W1 (C) : Ambient
Fr
eq
ue
nc
y (
Hz
)
0 20 40 60 80 100 120
5
5.5
6
6.5
7
7.5
8
Tracking Mode W1 (C) : Shaker
Fr
eq
ue
nc
y (
Hz
)
0 20 40 60
5.5
6
6.5
7
7.5
8
Tracking Mode W1 (C) : Hammer h1
Data Sections
Fr
eq
ue
nc
y (
Hz
)
0 20 40 60
5
5.5
6
6.5
7
7.5
8
Tracking Mode W1 (C) : Hammer h2
Data Sections
Fr
eq
ue
nc
y (
Hz
)
6
6
6
6 2
Figure 5.10: Change detection using mode W1 for Conﬁgurations 1 to 6. Change is
detected only for Conﬁguration 6 because only this data is aligned to
the direction of the sensors.
the traces in increasing damage severity from left to right starting from Conﬁg1 and
going through Conﬁg5, Conﬁg4, Conﬁg3, Conﬁg6 and the most severe damage Con-
ﬁg2. The purpose is to see whether by visual inspection we can quickly determine
if time domain measures like the mean and variance can be used for change detec-
tion. For the ambient excitation we observe that the mean values for Conﬁg1.a and
Conﬁg3.a are similar whilst those for Conﬁg5.a, Conﬁg4.a, Conﬁg6.a and Conﬁg2.a
are fairly similar to each other but diﬀerent from Conﬁg1.a and Conﬁg3.a. For the
variance, we ﬁnd that Conﬁg1.a, Conﬁg3.a and Conﬁg2.a are similar to each other
but diﬀerent from Conﬁg5.a, Conﬁg4.a and Conﬁg6.a, though these have similar
variances to each other. Figure 5.6 therefore demonstrates that we cannot use the
mean or the variance as measures upon which to decide the existence of damage
because these cannot be used to reliably separate the six conﬁgurations into six dis-
tinct parts. The plots of the shaker responses further reinforce this conclusion where
we ﬁnd that the mean values of the six signals are fairly similar whilst the variances
are almost the same making it diﬃcult to diﬀerentiate between them using the mean
or variance as a damage measure. On the other hand, using the change in resonant
frequency as the data feature, we will show that all the data conﬁgurations for the
experimental ASCE structures can be reliably detected with the method presented
in this thesis.
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We show in Figure 5.7, a typical plot of how the resonant frequencies moves to
the left in the frequency spectrum. The plots were constructed by overlaying the
ﬁltered spectrums for the frequency mode T1 for the conﬁgurations Conﬁg1 through
Conﬁg5, Conﬁg4, Conﬁg3, Conﬁg6 and Conﬁg2. The method presented can track
these resonant frequencies and store them in memory. We show in Figures 5.8,
5.9 and 5.10 the plot of the change detection traces where for each data there is a
noticeable drop in resonant frequency.
For resonant frequency T1 in Figure 5.8, we ﬁnd that all data conﬁgurations for
each of the excitation types are detectable as evidenced by the staircase traces in
each of the plots.
For resonant frequency S1 in Figure 5.9, we ﬁnd again that all data conﬁgurations
for each of the excitation types are detectable as evidenced by the staircase traces
in each of the plots.
For resonant frequency W1 in Figure 5.10, we ﬁnd that only data Conﬁg6 for each
of the excitation types is detectable as evidenced by the sharp drop in frequency in
the traces for each of the plots. This is because data Conﬁg6 is the only damage on
the north face of the structure which is in the same direction as the sensors placed
in the centre of the structure. The trace for data Conﬁg2 in the plot for the hammer
h2 test does not return to the undamaged state because of a lack of data.
5.2.2 Change detection for the unbraced system
In the previous section, we dealt with data conﬁgurations 1 to 6 for the experimental
structure where the damage induced was in the form of removal of braces along the
diagonal of some of the bays. In this section we consider the other type of damage
induced which was in the form of loosening some of the bolts connecting the beams
to the columns of the structure. This type of damage was introduced after removing
all the braces from the structure, which eﬀectively changed the dynamics of the
structure. These conﬁgurations are represented by Conﬁg7, Conﬁg8 and Conﬁg9 in
Table 5.1.
For change detection, we again obtain a plot (not shown) of the unprocessed
acceleration data to conﬁrm that the mean and variance values cannot be used as
damage indicators. We then process the data to obtain the frequency spectrum (not
shown) for the undamaged unbraced ASCE structure and we list in Tables 5.3, the
resonant frequencies obtained for conﬁgurations Conﬁg7, Conﬁg8 and Conﬁg9.
We show in Figures 5.11, 5.12 and 5.13, the change detection results for modes
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Figure 5.11: Change detection using mode S1 for Conﬁg 7, Conﬁg9 and Conﬁg8.
Drops in resonant frequency indicate change.
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Figure 5.12: Change detection using mode T1 for Conﬁg 7, Conﬁg9 and Conﬁg8.
Drops in resonant frequency indicate change.
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Figure 5.13: Change detection using mode W2 for Conﬁg 7, Conﬁg9 and Conﬁg8.
Drops in resonant frequency indicate change.
S1, T1 and W2. In each case, we ﬁnd that there is a discernible drop in frequency
for data Conﬁg8 and Conﬁg9 and that furthermore the change is detectable for each
of the input excitations, ambient, shaker and hammer for both the h1 and h2 tests.
5.2.3 Change magnitude assessment
In the ﬁeld of structural health monitoring we are ﬁrst and foremost interested in
the presence of damage, in cognisance of the fact that the deﬁnition of damage
has been loosened to refer to a change in performance. Once we have detected a
change in performance then a relevant question to ask is how big the change is?
Since ultimately we are interested in real physical damage, we would like to know
whether the magnitude of the change is correlated with the damage level so that
we may also assess the severity of the damage. In general, since in SHM we are
interested in a change in performance and in any reliable indicator of this change,
there is no guarantee that the indicator chosen in any particular application will be
correlated with the level of damage to allow a damage severity assessment. This is
well demonstrated in Farrar et al. (2001) where the damage feature they selected
to indicate the presence of damage was not correlated with the level of damage.
They plotted the probability density functions for their chosen damage indicator
and found that the smallest change in the mean value of the indicator occurred
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Figure 5.14: Change in resonant frequency as a potential measure of damage severity
for the highest level of damage and the biggest change in the mean value of the
indicator occurred for the smallest level of damage. This is an undesirable property
of a damage indicator since it is then diﬃcult to assess the severity of damage by
analysing the properties of the indicator (We reproduce this plot from Farrar et al.
(2001) in chapter 7 as Figure 7.10a for the purpose of review). But the resonant
frequency, as damage sensitive feature for the current experiment, does show a
correlation to the level of damage.
In Figure 5.14 we show in each of the plots (a) and (b), the change in resonant
frequency on the vertical axes and the damage cases on the horizontal axes ordered
in increasing severity. In plot (a) we show that the change in resonant frequency
increases when the data on the x axis is ordered as cases Conﬁg1, Conﬁg5, Conﬁg4,
Conﬁg3, Conﬁg6 and Conﬁg2. The numbers besides the circles on the traces refer
to the numbers in the aforementioned cases 1, 5, 4, 3, 6, and 2.
In Figure 5.14(b), the order of data cases is Conﬁg7, Conﬁg9 and Conﬁg8. We ob-
serve that as the damage severity increases so does the change in resonant frequency.
The ﬁgure demonstrates that for this experimental structure, there is a correlation
between the damage severity and the magnitude of the change in frequency. This
indicates that for those structures for which this is true, an assessment of damage
severity may be carried out by monitoring the change in frequency.
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5.3 Comparison with other methods
In this section we will compare the results of the new method developed in this
thesis with two others, MODE-ID and the FDD both of which were also used to
study the simulated structure of the previous chapter. For MODE-ID we will use
the results published by Ching and Beck (2003) and for the FDD we will implement
it in Matlab with a threshold factor of 0.99 for the MAC function. The results of
the three methods, MODE-ID, FDD and the new method will be compared to the
frequencies obtained by a visual inspection of the PSD. We expect MODE-ID to
give good results since it is an oﬀ-line and expert directed algorithm. We will be
mainly interested to highlight the diﬀerences between the results of the new method
and those obtained from FDD.
5.3.1 Comparison criteria
All the application chapters of this thesis contain this section on comparison criteria
to make them as self-contained as possible. For the purpose of comparison in this
thesis, we consider three aspects, the coeﬃcient of variation, the error in measuring
mean values and tracking performance. We describe these three aspects as follows:
1. We want the measurements made by the method in its own rights to vary very
little around its mean value. This gives a sense of how stable the measurements
are. To characterise this aspect, we calculate the coeﬃcient of variation (Ching
and Beck (2003, 2004)) which is the standard deviation divided by the mean
value and express the result as a percentage. The value of the coeﬃcient of
variation then tells us how closely the measurements cluster around the mean
of the data set. The method which has the smaller coeﬃcient of variation is
the better method based on this criterion.
2. We also want to quantify the ability of the method to measure the frequency as
close to the one visually observed from the PSD, this being the best information
we have about the resonant frequencies. For this, we calculate the error by
taking the absolute value of the diﬀerence between the PSD value and the
mean value of the method for each data set, divide by the PSD value and
present the error as a percentage. The value of this error then tells us how
faithfully the value observed from the PSD is replicated. The method which
has the smaller error is the better one according to this criterion.
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New 
Method 
Ambient frequency Shaker frequency 
   W1                    S1                   T1                    W2                   W1                    S1                   T1                    W2                   
Config1 7.47      7.72     14.49     19.89      7.50      7.78     14.47     19.89      
c.o.v (%) 0.27      0.44      0.36      0.03       0.45      0.00      0.77      0.09       
Config2 7.73      5.19     12.78     19.89      5.94      5.94     12.90     20.00      
c.o.v (%) 0.17      0.19      0.94      0.00       0.00      0.00      1.45      0.64       
Config3 7.62      6.64     13.41     18.97      7.63      6.60     13.56     19.93      
c.o.v (%) 0.00      0.00      2.36      1.43       0.32      0.23      1.68      1.36       
Config4 7.60      7.35     13.99     19.69      7.57      7.33     13.99     19.73      
c.o.v (%) 0.31      0.10      0.00      0.42       0.42      0.37      0.00      0.00       
Config5 7.59      7.45     14.06     19.89      7.58      7.47     14.03     19.89      
c.o.v (%) 0.21      0.25      0.78      0.05       0.00      0.87      0.06      0.20       
Config6 5.98      5.98     13.20     19.89      5.96      6.06     13.30     19.90      
c.o.v (%) 0.11      0.00      0.45      0.03       0.33      3.89      1.34      0.32       
Config7 2.65      3.63      4.34      8.49      2.63      3.63      4.34      8.48      
c.o.v (%) 0.43      0.09      0.00      0.18      0.60      0.28      0.00      0.06       
Config8 2.58      3.29      4.14      8.33      2.58      3.30      4.15      8.34      
c.o.v (%) 0.00      0.78      0.00      0.27       0.00      1.03      0.39      0.29       
Config9 2.58      3.41      4.18      8.44      2.59      3.40      4.19      8.41      
c.o.v (%) 0.18      1.13      0.59      0.17       0.70      0.79      0.70      0.24       
                        
Hammer frequency 
 
   W1                    S1                   T1                    W2                   
Config1 7.47      7.52     14.45     19.89      
c.o.v (%) 0.57      0.27      0.71      0.00       
Config2 7.68      5.44     12.82     19.87      
c.o.v (%) 0.27      6.92      1.42      0.14       
Config3 7.58      6.63     13.47     19.87      
c.o.v (%) 0.00      4.37      1.47      0.53       
Config4 7.58      7.35     13.97     19.69      
c.o.v (%) 0.00      0.85      0.14      0.08       
Config5 7.58      7.47     14.01     19.87      
c.o.v (%) 0.00      0.75      0.38      0.37       
Config6 5.93      6.04     13.15     19.78      
c.o.v (%) 0.33      3.65      1.00      0.08       
Config7 2.63      3.59      4.30      8.44      
c.o.v (%) 0.77      1.36      0.32      0.00       
Config8 2.57      3.32      4.12      8.32      
c.o.v (%) 0.76      1.24      0.50      0.70       
Config9 2.59      3.39      4.19      8.41      
c.o.v (%) 0.67      2.69      2.06      0.15       
 
 
                              
Table 5.4: A list of mean resonant frequencies as measured by the new method for
the three diﬀerent excitation types: ambient, shaker and hammer
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MODE-ID 
 
Ambient frequency Shaker frequency 
   W1                S1                 T1                  W2                   W1                    S1                   T1                    W2                   
Config1 7.48     7.76    14.48    19.89    7.45      7.78     14.49     20.97   
c.o.v (%) 0.29     0.16     0.04     0.00      0.02      0.41      0.15      0.07   
Config2 7.73     5.19    12.74    20.12     7.72      5.17     12.77     20.09  
c.o.v (%) 0.11     0.17     0.13     0.25      0.02      0.05      0.05      0.24    
Config3 7.63     6.65    13.44    20.03    7.64      6.60     13.46     20.02    
c.o.v (%) 0.28     0.03     0.03     0.03      0.04      0.05      0.03      0.04    
Config4 7.60     7.36    13.98    20.11     7.56      7.30     13.97     19.72    
c.o.v (%) 0.16     0.26     0.07     0.04      0.42      0.09      0.12      0.07     
Config5 7.61     7.46    14.02    19.89     7.57      7.44     14.03     20.60    
c.o.v (%) 0.27     0.25     0.15     0.02      0.13      0.22      0.04      0.00     
Config6 5.97     7.77    13.20    19.89    5.96      7.78     13.14     19.87    
c.o.v (%) 0.15     0.53     0.28     0.01    0.09      0.39      0.02      0.12    
Config7   -        -       -         -   -        -         -         - 
c.o.v (%)   -        -       -         -   -        -         -         - 
Config8   -        -       -         -   -        -         -         - 
c.o.v (%)   -        -       -         -   -        -         -         - 
Config9   -        -       -         -   -        -         -         - 
c.o.v (%)   -        -       -         -   -        -         -         - 
                        
Hammer frequency 
 
   W1                    S1                   T1                    W2                   
Config1 7.45      7.67     14.45    19.84    
c.o.v (%) 0.02      0.05      0.01     0.01     
Config2 7.68      5.12     12.69    19.99    
c.o.v (%) 0.04      0.06      0.02     0.02     
Config3 7.56      6.52     13.40    19.91   
c.o.v (%) 0.01      0.08      0.00     0.02     
Config4 7.56      7.26     13.95    20.05    
c.o.v (%) 0.02      0.03      0.01     0.10     
Config5 7.55      7.37     13.99    19.84    
c.o.v (%) 0.07      0.01      0.02     0.05     
Config6 5.93      7.68     13.07    19.81    
c.o.v (%) 0.05      0.04      0.02     0.02     
Config7 2.62      3.60      4.31     8.44     
c.o.v (%) 0.08      0.05      0.02     0.02      
Config8 2.54      3.24      4.10     8.28     
c.o.v (%) 0.01      0.06      0.03     0.03       
Config9 2.56      3.35      4.15     8.38     
c.o.v (%) 0.06      0.14      0.04     0.01      
 
 
                              
Table 5.5: A list of mean resonant frequencies with their associated coeﬃcients of
variation as measured by MODE-ID for the three diﬀerent excitation
types: ambient, shaker and hammer
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FDD 
Method 
Ambient frequency Shaker frequency 
   W1                    S1                   T1                  W2                     W1                 S1                   T1                    W2                   
Config1  8.05      8.15     14.52   19.89     7.67     7.69     14.50      19.90      
c.o.v (%)  6.79      5.92      0.50    0.20      1.37     1.48      0.20       0.21       
Config2  7.94      7.82     14.70   20.10     7.72     7.77     14.74      20.04      
c.o.v (%)  5.33      4.00      1.29    0.39      0.25     0.66      1.37       0.41       
Config3  7.89      7.62     14.24   20.05     7.62     7.64     14.23      20.01      
c.o.v (%)  5.74      0.87      0.74    0.57      0.91     1.16      0.81       0.54       
Config4  7.91      7.50     14.11   19.98     7.50     7.53     14.24      19.74      
c.o.v (%)  7.81      1.95      0.42    0.62      0.77     0.99      0.98       0.16       
Config5  8.54      7.64     14.08   19.88     7.50     7.50     14.22      19.88      
c.o.v (%) 11.18      4.72      0.52    0.03      0.66     0.79      1.13       0.29       
Config6  8.50      8.33     14.33   19.89     7.78     7.79     14.27      19.91      
c.o.v (%)  7.61      3.83      1.09    0.13      0.55     0.63      1.06       0.35       
Config7  2.64      3.63      4.32    8.54      2.69     3.59      4.34       8.48      
c.o.v (%)  0.96      0.62      1.69    1.21       6.54     1.59      0.59       0.26       
Config8  2.58      3.29      4.13    8.46      2.59     3.29      4.14       8.35      
c.o.v (%)  2.20      0.75      0.48    1.83       2.43     1.21      0.61       0.35       
Config9  2.58      3.39      4.18    8.60      2.62     3.39      4.20       8.44      
c.o.v (%)  0.61      0.96      0.76    1.77       3.55     1.10      1.11       0.37       
                        
Hammer frequency 
 
   W1                    S1                   T1                    W2                   
Config1 7.49       7.55     14.44      19.87        
c.o.v (%) 0.64       1.54      1.65       0.09        
Config2 7.71       7.71     14.89      19.97        
c.o.v (%) 0.38       0.00      0.53       0.37        
Config3 7.58       7.56     14.73      19.93        
c.o.v (%) 0.00       1.07      0.63       0.31        
Config4 7.58       7.50     14.57      19.69        
c.o.v (%) 0.00       1.19      1.04       0.30        
Config5 7.52       7.55     14.35      19.85        
c.o.v (%) 0.96       0.98      1.65       0.43        
Config6 7.73       7.77     15.18      19.84        
c.o.v (%) 0.42       1.85      1.28       0.36        
Config7 2.77       3.60      4.35       8.46      
c.o.v (%) 6.25       1.12      0.42       0.35       
Config8 2.83       3.29      4.11       8.35      
c.o.v (%) 6.58       1.30      0.47       0.74       
Config9 2.89       3.38      4.16       8.41      
c.o.v (%) 6.61       1.54      1.56       0.23       
 
 
                              
Table 5.6: A list of mean resonant frequencies with their associated coeﬃcients of
variation as measured by the FDD Method for the three diﬀerent excita-
tion types: ambient, shaker and hammer
167
5 ASCE structure (Experimental)
3. For SHM applications, we are more concerned about tracking changes. In fact,
whether the method gives a good measurement of resonant frequency is not
that important in SHM. In SHM we want to monitor changes in dynamics
and we are even willing to accept notions that have no physical interpretation.
Many researchers, instead of choosing the resonant frequency which is related
to the physics of the structure, choose to use notions such as the errors in
the parameters of a model and monitor these for detection of a change in
dynamics. This is an acceptable approach in SHM research. In this thesis, we
show that the resonant frequency, which has a physical interpretation in terms
the stiﬀness of the structure, is a good indicator of a change in dynamics for
the benchmarks considered because the introduction of the changes which are
assumed to be representative of actual damage causes a change in the resonant
frequencies. To compare tracking performance, we show plots with traces
obtained from diﬀerent methods to allow a comparison by visual inspection.
What we look for is the ability of the method to track the changes in resonant
frequencies that are observed in the PSD for the data set under consideration.
The better method is the one which is able to track the changes more faithfully.
5.3.2 Comparison with the MODE-ID and FDD methods
The mean frequency values for the three input types and for each conﬁguration of
Table 5.1 are listed in Table 5.4 for the new method, in Table 5.5 for MODE-ID
which is reproduced from Ching and Beck (2003) and in Table 5.6 for FDD.
In Table 5.5 for MODE-ID, if we consider for example the ﬁrst value in the W1
column for conﬁg1 for the ambient input case, we ﬁnd the frequency 7.48. If we
then consider the same value for the shaker and hammer cases we observe they
are both 7.45, which is nearly the same as for the ambient case. This shows that
MODE-ID is very consistent and gives similar results whatever the input type. A
survey of the rest of the table corroborates this observation. If we now carry out
the same analysis on Table 5.4 for the new method we observe a similar pattern,
in that the new method is also quite insensitive to inputs of diﬀerent types. But
when we analyse Table 5.6 for FDD we observe marked diﬀerences between the
frequencies obtained under diﬀerent input types. This is an undesirable property
for SHM applications because if a change is detected, it would not be possible to
attribute it to a change in dynamics because the input itself may have caused the
change. In this respect, both MODE-ID and the new method are superior to the
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FDD for this data set.
Another aspect to consider is the coeﬃcient of variation. We observe that for
MODE-ID and the new method, the coeﬃcients of variation are low, though better
for MODE-ID. The FDD on the other hand produces results that have signiﬁcantly
higher coeﬃcients of variation than those of MODE-ID and the new method. In this
respect as well we ﬁnd that the new method is comparable to the oﬀ-line MODE-ID
method and better than the automated FDD method.
In Table 5.7 we consider the diﬀerences in the mean values themselves. To do
this we compare the results of each of the three methods with those obtained from
a visual inspection of the PSD. In this case we note that the errors produced by the
FDD, except for some outliers, are not too dissimilar from those of the new method,
though the new method generally produces smaller errors. In this respect we ﬁnd
that MODE-ID produces consistently smaller errors whilst the new method and the
FDD produce errors of a similar order in estimating the mean values.
In order to better highlight the diﬀerences in performance between the new
method and the FDD, we overlay the tracking trajectories of each method in Figures
5.15, 5.16, 5.17 and 5.18. We note from these plots that though the new method
and the FDD start by estimating the same values for the frequency, the new method
is better at tracking the changes. We note that the performance of FDD is quite
poor for the braced structure but is markedly improved for the unbraced structure.
This is another aspect in which the new method and the FDD diﬀers, the new
method shows a consistently good tracking performance even when the dynamics
of the structure is changed, whilst the FDD is good at tracking only the unbraced
structure and does poorly for the braced one.
5.3.3 Review of published work on the benchmark problem
In his PhD thesis Caicedo (2003) considered the ambient and hammer inputs for
damage cases Conﬁg1 to Conﬁg6. He noted several anomalies using a method that
relied on solving the eigenvalue problem of the undamped equation of motion in order
to identify the stiﬀness values. He used changes in the stiﬀness values as damage
feature. The anomalies were increases in the natural frequencies of the 1st modes
for both the ambient and hammer inputs. These anomalies were attributed to noise,
nonlinearities of the structure, experimental errors, variability of the disturbances,
and changing ambient conditions. Furthermore, the author highlighted the fact
that there were also signiﬁcant diﬀerences in the mode shapes detected using the
169
5 ASCE structure (Experimental)
 
BRACED Mode-ID Errors (%) New Method Errors (%) FDD Errors (%) 
 W1           S 1           T1           W2                 W1             S 1         T1         W2                 W1             S 1         T1            W2                 
    
Config1 0.13  0.00   0.07  5.43  0.54   0.00  0.21  0.00  2.82   1.16   0.00  0.05 
    
Config2 0.26  0.19   0.08  0.20 23.26  15.12  0.94  0.65  0.26  50.58  15.34  0.45 
    
Config3 0.26  0.00   0.15  0.15  0.13   0.00  0.89  0.60  0.00  15.76   5.88  0.20 
    
Config4 0.27  0.68   0.14  0.05  0.40   0.27  0.00  0.00  0.53   2.45   1.79  0.05 
    
Config5 0.13  0.27   0.00  3.36  0.00   0.13  0.00  0.20  1.06   0.54   1.35  0.25 
    
Config6 0.34  0.51   0.08  0.10  0.34  22.51  1.29  0.05  30.98  0.38   8.68  0.10 
 
 
 
 
(a) The percentage errors in frequency mean values as measured by the three diﬀerent methods
relative to the frequencies visually observed from the PSD for the braced structure
 
 
Unbraced Mode-ID Errors (%) New Method Errors (%) FDD Errors (%) 
   W1          S 1          T1         W2                 W1            S 1         T1        W2                 W1           S 1         T1            W2                 
    
Config7 1.50  0.83  0.69  0.47 1.13  0.00  0.00  0.00 1.13   1.10  0.00  0.00 
    
Config8 1.55  1.22  0.97  0.48 0.00  0.61  0.24  0.24 0.39   0.30  0.00  0.36 
    
Config9 0.78  1.47  0.72  0.71 0.39  0.00  0.24  0.12 1.55   0.29  0.48  0.48 
 
 
 
 
 
(b) The percentage errors in frequency mean values as measured by the three diﬀerent methods
relative to the frequencies visually observed from the PSD for the unbraced structure
Table 5.7: Percentage errors in mean frequency for the braced and unbraced struc-
tures
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(a) Comparison of tracking performance for mode S1 between the new method (solid lines) and
the FDD method (dashed lines) for the braced experimental structure for 4 diﬀerent inputs:
ambient, shaker and hammer strikes in two diﬀerent directions
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(b) Comparison of tracking performance for mode T1 between the new method (solid lines) and
the FDD method(dashed lines) for the braced experimental structure under 4 diﬀerent inputs,
ambient, shaker and hammer strikes in two diﬀerent directions
Figure 5.15: Comparison of tracking performance between the new method and the
FDD for modes S1 and T1 for the braced structure 171
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Figure 5.16: Comparison of tracking performance for mode W1 between the new
method (solid lines) and the FDD method (dashed lines) for the braced
experimental structure for 4 diﬀerent inputs: ambient, shaker and ham-
mer strikes in two diﬀerent directions
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(a) Comparison of tracking performance for mode S1 between the new method (solid lines) and
the FDD method (dashed lines) for the unbraced experimental structure for 4 diﬀerent inputs:
ambient, shaker and hammer strikes in two diﬀerent directions
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(b) Comparison of tracking performance for mode T1 between the new method (solid lines) and
the FDD method (dashed lines) for the unbraced experimental structure for 4 diﬀerent inputs:
ambient, shaker and hammer strikes in two diﬀerent directions
Figure 5.17: Comparison of tracking performance for mode S1 and T1 for the un-
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Figure 5.18: Comparison of tracking performance for mode W2 between the new
method (solid lines) and the FDD method (dashed lines) for the un-
braced experimental structure under 4 diﬀerent inputs, ambient, shaker
and hammer strikes in two diﬀerent directions
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ambient input and those using the hammer inputs. These diﬀerences were attributed
to nonlinearities in the structure.
In their paper Ching and Beck (2003) and their extensive report Ching and Beck
(2004), the authors used a method based on ﬁrst identifying the modal parameters
followed by assessments of damage using the Bayesian updating method. They
applied their method to the ambient and hammer inputs of the ASCE experimental
structure and found that the loose bolts damage was diﬃcult to reliably detect
because the modal parameters that were identiﬁed were not sensitive enough to this
type of damage.
Song et al. (2005) used Independent Component Analysis (ICA) to extract damage
features and Support Vector Machine (SVM) to classify damage using data from
the ambient input for 6 damage cases of the ASCE Structure. Data for both the
damage and undamaged cases were used for training the SVM and they found that
the combination of ICA and SVM gave signiﬁcantly more accurate results than a
previous technique based of ICA and Artiﬁcial Neural Network (ANN). We show
in Figure 5.19a a plot taken from this publication which shows the evolution of the
damage feature for six cases and the outliers which are predictors of damage.
Nair et al. (2006) implemented a technique based on time-series modelling whereby
they built autoregressive moving average (ARMA) models using the vibration data.
They found that a function of a few of the autoregressive parameters were diﬀerent
for the damage and undamaged cases and chose this function as the damage feature.
They applied this technique to a subset of the data for the simulated (presented in
chapter 4 of the thesis) and the experimental ASCE structure of this chapter and
were able to detect and locate damage for two damage conﬁgurations. For damage
detection, the authors reported good results for a subset of the damage cases when
used on the simulated data but acknowledged limited success when applied to the
experimental data.
In his PhD thesis De Lautour (2008) constructed autoregressive (AR) models us-
ing the damaged and undamaged data. He used the AR models as damage features
which he fed into a Back Propagation (BP) Artiﬁcial Neural Network. He considered
only the data for the shaker inputs on all nine damage cases and found that using
Principal Components Analysis for dimension reduction, excellent classiﬁcation re-
sults were obtained using more than 20 Principal Components.
Carden and Brownjohn (2008) used Autoregressive Moving Average (ARMA)
models of the acceleration data from just sensor number 14 and coupled these to a
statistical classiﬁcation algorithm. The authors adjudged the proposed technique as
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successful in identifying nine damage conﬁgurations.
Taha (2010) used a method based on wavelet energy and ANN to classify damage
for the ASCE structure using only the shaker excitation data. He derived a damage
severity metric speciﬁc to the ASCE structure which relied on weight factors that
were obtained based on the structural conﬁgurations and the sensor locations. It
was found that apart from damage case Conﬁg5, all other damages were successfully
detected. A useful aspect of this paper is that the author listed 30 papers which
used the ASCE Structure, both the analytical and the experimental, as a test bed for
their techniques. In Figure 5.19b we show a plot taken from this publication showing
the result of two damage indices when applied to the benchmark data, excluding
the data set for Conﬁg5. In this plot, the high value of the damage indices is an
indication of a higher probability of damage.
5.4 Conclusions
In this chapter we have presented a comprehensive solution to the detection of
frequency changes for the ASCE experimental structure using an automated method.
This is achieved without explicitly using the input measurements, a mathematical
model of the structure and parametric models of the data or measurements from
the damage cases. These are important attributes for a successful transition from
laboratory experiments to real life applications where the information not used are
not normally available or very diﬃcult and expensive to measure. This though, does
not mean that such information is not needed. We have in eﬀect placed the burden
of inference on the analyst who has to make decisions on what is or is not a resonant
frequency, what extent of change in resonant frequency amounts to a change in
performance and whether the change in frequency is attributable to damage or to
changing environmental conditions. What we have shown, is that starting from the
raw experimental data only, it is possible to detect all the frequency changes in the
data for this structure.
For comparison with the FDD method, we recall that in the previous chapter
where we considered the simulated version of this same structure, the FDD method
was better at tracking changes in frequency for the unbraced structure than for the
braced one. We again ﬁnd a similar result for the experimental structure where for
the experimental structure the FDD completely fails to track the changes in fre-
quency for the braced structure but produces good tracking results for the unbraced
one. We note therefore the inconsistency of the FDD method in that its performance
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(a) Damage detection results for the benchmark published by Song et al. (2005) where the outliers
are predictors of damage
 
 (b) Damage detection results for the benchmark published byTaha (2010) for two damage indices
where the higher the value of the indices is an indication of a higher likelihood of damage
Figure 5.19: Typical published damage detection results for the experimental ASCE
structure
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seems to depend on the type of structure that the data comes from. In this case, if
the data is from the unbraced structure its performance is quite good but when the
data is from the braced structure, it is not able to track the changes in frequency.
In reviewing the literature on this benchmark we noted that Ching and Beck
(2004) used the modal parameters as damage sensitive features but reported that
using the bayesian approach, the damage in the unbraced structure could not be re-
liably detected. Caicedo (2003) used the stiﬀness values as damage sensitive features
but only applied it to a subset of the available data. Most papers on this structure
though, choose damage features that are not physically meaningful as for example
the parameters of an assumed model and apply their chosen method on a subset of
the available data. The study of this experimental structure using the new method
demonstrated that the modal parameters are important features in the development
of change detection algorithms.
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(Experimental)
In this chapter we apply the method developed in this thesis to the Los Alamos
bookshelf which is a three story frame structure. In contrast to other published
works on this structure, which we also review, where only a subset of the data
conﬁgurations and/or a subset of the sensor signals are used, we consider all the
data conﬁgurations using all the sensors on the structure. We demonstrate that the
presence of all the data conﬁgurations are detected using the resonant frequency as
data feature and that there is a correlation between the data feature and the severity
of damage.
The layout of this chapter is as follows. Section 6.1 we give a description of the
Los Alamos bookshelf. In Section 6.2 we present the results of the application of the
new method to this structure considering all four data conﬁgurations. In Section 6.3
we compare the performance of the new method with the FDD and include a review
of the literature on this benchmark to highlight the diﬀerent approaches adopted
for its study and present our conclusions in Section 6.4.
6.1 Description of the bookshelf benchmark
Figure 6.1 shows the test structure called the bookshelf which is a 3-story frame
made with Unistrut columns and aluminium ﬂoor plates. The ﬂoors at each level
are 1.3 cm thick which are bolted to the columns with two-bolt brackets. The base
is 3.8 cm thick and also made of aluminium. Figure 6.2 shows the dimension and
layout of test structure. A shaker is coupled to the structure by a 15 cm long
stinger at corner D on the base plate which excites both translational and torsional
motions. The structure is placed on air mount isolators to allow it to move freely
in horizontal direction. 24 single axis accelerometers are located two on each corner
of the structure on ﬂoors 1 to 3. Note that the experimenters have set up the ﬂoor
labelling starting from the top ﬂoor as ﬂoor 1. The input from the shaker to the
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Figure 6.1: The Los Alamos Bookshelf
structure is random in a frequency range which varied between 0  800 Hz and 0
 3200 Hz. The test data provided are of length 8192 sampled at 1600 Hz and
all bolts on the structure are tightened to a torque of 0.7 Nm (60 inch-pounds) in
the undamaged state. The bookshelf test report can be downloaded from the Los
Alamos Website at http://institute.lanl.gov/ei/software-and-data/data.
6.2 Application of the new method
There are four data conﬁgurations for the Bookshelf structure which are listed in
Table 6.2, 6.3, 6.4 and 6.5. For each data conﬁguration the accelerometer responses
corresponding to input excitations at 2 Volts, 5 Volts and 8 Volts are available.
In this thesis we show the test results for the 8 Volts responses for all the data
conﬁgurations since we are only concerned with detecting change in the data. To
analyse the bookshelf, we create 12 matrices each containing two rows of data from
sensors located in the same corner. For example, we create matrix XA1 as follows,
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Figure 6.2: The diagram on the left shows the dimension of bookshelf structure and
the diagram on the right shows the ﬂoor layout viewed from above.
XA1 =
[
s19
s20
]
(6.1)
to contain data from sensors 19 and 20 which are located at corner A of ﬂoor 1. In
the same way create 12 matrices in all to represent the 12 corners of the structure
which are instrumented with accelerometers. This conﬁguration is chosen so that
we may observe the evolution of the resonant frequencies for each corner separately
because in this experiment the damage are introduced at diﬀerent corners. As a ﬁrst
pass analysis, we plot the PSD for all the data set in the four data conﬁgurations as
in Figure 6.3 and tabulate the results in Table 6.1. We then concatenate all the data
for each conﬁguration in sequence so that we may process the data from its raw state
and track the evolution of the resonant frequencies without user interaction so as
to emulate an automated implementation. Three types of damages are introduced;
removal of bolts, loosening of bolts and removal of brackets. Before processing
we remove the mean and scale the variance of all the data to 1. For the SWT
decomposition we use the `Symlet10' wavelet at seven levels of decomposition. After
PCA projection we calculate the Welch PSD using a data length of 8192 with 25%
overlapping and a square window.
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Figure 6.3: The frequency spectrum of the undamaged bookshelf structure (baseline)
 
 
 
 Frequency visually identified 
from PSD for L1C_A 
Frequency visually identified 
from PSD for L3A 
Frequency visually identified 
from PSD for L13 
 M1                 M2                   M3 M1                M2                  M3 M1                M2                  M3 
Baseline 33.22   59.79   114.12 33.22   59.79  114.12 33.22   59.79   114.12 
    
DB0 31.27   53.15   112.95 32.44   59.01  113.73 30.48   58.23   105.13 
    
DBB 31.27   51.98   110.60 32.05   59.01  114.90 30.09   50.81   103.18 
    
 Frequency visually identified 
from PSD for L1C_B 
 M1                M2              M3 
Baseline 33.22   59.79   114.12 
  
D10 32.44   59.40   112.95 
  
D05 32.05   59.01   112.95 
  
DHT 31.27   51.59   109.43 
  
 
 
 
Table 6.1: List of frequency values visually identiﬁed from the PSD for the four cases
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CASE DATA CONFIGURATION L1C_A
Baseline Undamaged structure
DB0 Bolts removed between bracket and plate on top ﬂoor, corner labeled C
DBB Bracket removed on top ﬂoor, corner labeled C
Table 6.2: Data conﬁgurations L1C_A on top ﬂoor at C corner (bolts and bracket
removal)
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Figure 6.4: Tracking of the resonant frequency at 114.12 Hz for the baseline condition
and data conﬁguration L1C_A as listed in Table 6.2
6.2.1 Change detection for data conﬁguration L1C_A
In Table 6.2 we list the data conﬁgurations for case L1C_A which is bolts and
bracket removal at corner C on ﬂoor 1 (top ﬂoor). In Figure 6.4, we show the
evolution of the 115 Hz resonant frequency on the top ﬂoor at all four corners. We
observe that there are two drops in frequency for the two data cases, the removal
of the bolts and then the removal of the bracket. We obtain similar results on the
four corners of ﬂoors 2 and 3 (not shown). In Figure 6.4 we have labelled the data
sections corresponding to the data cases in Table 6.2. We note clear and distinct
frequency reductions for both data cases relative to the baseline condition.
6.2.2 Change detection for data conﬁguration L1C_B
In Table 6.3 we list the data conﬁgurations for case L1C_B where the damages are
loosening of the bolts at corner C on ﬂoor 1 in three steps. First the torque on the
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CASE DATA CONFIGURATION L1C_B
Baseline Undamaged structure
D10 Bolts torque on top ﬂoor , C corner reduced to 10 ft. Lbs
D05 Bolts torque on top ﬂoor , C corner reduced to 5 ft. Lbs
DHT Bolts torque on top ﬂoor, C Corner reduced to Hand Tight
Table 6.3: Data conﬁgurations L1C_B for top ﬂoor at C corner (bolts torque reduc-
tions)
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Figure 6.5: Tracking of the resonant frequency at 33.312 Hz for the baseline condition
and data conﬁguration L1C_B as listed in Table 6.3
bolts are reduced to 10 ft. Lbs, then to 5 ft. Lbs and ﬁnally to hand tight. In Figure
6.5, we show the evolution of the 33 Hz resonant frequency at all the four corners
on the top ﬂoor. The bottom and middle ﬂoors give similar results (not shown).
We observe that there are three drops in frequency corresponding to the three data
cases for this conﬁguration. The data sections in Figure 6.5 are labelled according
to the data conﬁguration in Table 6.3.
6.2.3 Change detection for data conﬁguration L3A
In Table 6.4 we list the data conﬁgurations for case L3A where the damages are
the removal of the bolts followed by the removal of the bracket at corner A on
ﬂoor 3 (bottom ﬂoor). In Figure 6.6, we show the evolution of the 33 Hz resonant
frequency at all the four corners on the top ﬂoor. The bottom and middle ﬂoors
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CASE DATA CONFIGURATION
Baseline Undamaged structure
DB0 Bolts removed between bracket and plate on bottom ﬂoor, corner labeled A
DBB Bracket removed on bottom ﬂoor, corner labeled A
Table 6.4: Data conﬁgurations L3A on bottom ﬂoor at corner A (bolts and brackets
removed)
0 50 100
31.5
32
32.5
33
33.5
Top Floor 1: B
Data Sections
Fr
eq
ue
nc
y (
Hz
)
0 50 100
31.5
32
32.5
33
33.5
Top Floor 1: C
Data Sections
Fr
eq
ue
nc
y (
Hz
)
0 50 100
31.5
32
32.5
33
33.5
Top Floor 1: A
Data Sections
Fr
eq
ue
nc
y (
Hz
)
0 50 100
31.5
32
32.5
33
33.5
Top Floor 1: D
Data Sections
Fr
eq
ue
nc
y (
Hz
)
DB0
DBB
DB0
DBB
DB0
DBBDBB
DB0
Baseline
BaselineBaseline
Baseline
Figure 6.6: Tracking of the resonant frequency at 33.312 Hz for the baseline condition
and data conﬁguration L3A as listed in Table 6.4
give similar results (not shown). We observe that there are two drops in frequency
corresponding to the two data cases for this conﬁguration. The data sections in
Figure 6.6 are labelled according to the damage conﬁguration in Table 6.4.
6.2.4 Change detection for data conﬁguration L13
In Table 6.5 we list the data conﬁgurations for case L13 where the damages are the
removal of the bolts followed by the removal of the bracket at two corners, corner C
on the top ﬂoor and corner A on bottom ﬂoor. In Figure 6.7, we show the evolution
of the 33 Hz resonant frequency at all the four corners on the top ﬂoor. The bottom
and middle ﬂoors give similar results (not shown). We observe that there are two
drops in frequency corresponding to the two damage cases for this conﬁguration.
The data sections in Figure 6.7 are labelled according to the data conﬁguration in
Table 6.5.
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CASE DATA CONFIGURATION L13
Baseline Undamaged structure
DB0 Bolts removed between bracket and plate on top ﬂoor corner C & bottom ﬂoor, corner A
DBB Bracket removed on top ﬂoor corner C & bottom ﬂoor, corner A
Table 6.5: Data conﬁgurations L13 on top ﬂoor corner C and bottom ﬂoor corner A
(bolts and brackets removed)
6.2.5 Change magnitude assessment
In the ﬁeld of structural health monitoring we are ﬁrst and foremost interested in
the presence of damage, in cognisance of the fact that the deﬁnition of damage
has been loosened to refer to a change in performance. Once we have detected a
change in performance then a relevant question to ask is how big the change is?
Since ultimately we are interested in real physical damage, we would like to know
whether the magnitude of the change is correlated with the damage level so that
we may also assess the severity of the damage. In general, since in SHM we are
interested in a change in performance and in any reliable indicator of this change,
there is no guarantee that the indicator chosen in any particular application will be
correlated with the level of damage to allow a damage severity assessment. This is
well demonstrated in Farrar et al. (2001) where the damage feature they selected
to indicate the presence of damage was not correlated with the level of damage.
They plotted the probability density functions for their chosen damage indicator
and found that the smallest change in the mean value of the indicator occurred
for the highest level of damage and the biggest change in the mean value of the
indicator occurred for the smallest level of damage. This is an undesirable property
of a damage indicator since it is then diﬃcult to assess the severity of damage by
analysing the properties of the indicator (We reproduce this plot from Farrar et al.
(2001) in chapter 7 as Figure 7.10a for the purpose of review). But the resonant
frequency, as damage sensitive feature for the current experiment, does show a
correlation to the level of damage.
In Figure 6.8 we plot the change in resonant frequency for all four data conﬁg-
urations as listed in Tables 6.2, 6.3, 6.4 and 6.5. We observe that for all the data
conﬁgurations L1C_A, L1C_B, L3A and L13, the change in frequency becomes
more pronounced as the damage level increases. This indicates that there is a cor-
relation between the change in resonant frequency and the damage severity.
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Figure 6.7: Tracking of the resonant frequency at 33.312 Hz for the baseline condition
and data conﬁguration L13 as listed in Table 6.5
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Figure 6.8: Plot of change in resonant frequency for all data conﬁgurations. The
horizontal axis represents the baseline condition and the damages at
increasing level of severity from left to right. The vertical axis represents
the change in resonant frequency in Hertz.
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6.3 Comparison with other methods
For the benchmark considered in this chapter, we consider the diﬀerences in perfor-
mance between the two automated methods, the new method and the FDD. The
distinguishing feature between the two methods is that the new method is just a
signal processor and does not make any decision based on the data it sees whilst the
FDD has to evaluate the similarity between modal vectors to deﬁne a bandwidth
for the mode.
6.3.1 Comparison criteria
All the application chapters of this thesis contain this section on comparison criteria
to make them as self-contained as possible. For the purpose of comparison in this
thesis, we consider three aspects, the coeﬃcient of variation, the error in measuring
mean values and tracking performance. We describe these three aspects as follows:
1. We want the measurements made by the method in its own rights to vary very
little around its mean value. This gives a sense of how stable the measurements
are. To characterise this aspect, we calculate the coeﬃcient of variation (Ching
and Beck (2003, 2004)) which is the standard deviation divided by the mean
value and express the result as a percentage. The value of the coeﬃcient of
variation then tells us how closely the measurements cluster around the mean
of the data set. The method which has the smaller coeﬃcient of variation is
the better method based on this criterion.
2. We also want to quantify the ability of the method to measure the frequency as
close to the one visually observed from the PSD, this being the best information
we have about the resonant frequencies. For this, we calculate the error by
taking the absolute value of the diﬀerence between the PSD value and the
mean value of the method for each data set, divide by the PSD value and
present the error as a percentage. The value of this error then tells us how
faithfully the value observed from the PSD is replicated. The method which
has the smaller error is the better one according to this criterion.
3. For SHM applications, we are more concerned about tracking changes. In fact,
whether the method gives a good measurement of resonant frequency is not
that important in SHM. In SHM we want to monitor changes in dynamics
and we are even willing to accept notions that have no physical interpretation.
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Many researchers, instead of choosing the resonant frequency which is related
to the physics of the structure, choose to use notions such as the errors in
the parameters of a model and monitor these for detection of a change in
dynamics. This is an acceptable approach in SHM research. In this thesis, we
show that the resonant frequency, which has a physical interpretation in terms
the stiﬀness of the structure, is a good indicator of a change in dynamics for
the benchmarks considered because the introduction of the changes which are
assumed to be representative of actual damage causes a change in the resonant
frequencies. To compare tracking performance, we show plots with traces
obtained from diﬀerent methods to allow a comparison by visual inspection.
What we look for is the ability of the method to track the changes in resonant
frequencies that are observed in the PSD for the data set under consideration.
The better method is the one which is able to track the changes more faithfully.
6.3.2 Comparison with the FDD method
In Table 6.6 we have listed the frequencies measured by both new method and the
FDD together with their associated coeﬃcient of variation for each data set. We
note that, except for a few data sets, the new method has smaller coeﬃcient of
variation than the FDD method.
In Table 6.7 we have tabulated the percentage errors relative to the PSD frequency
values for the new method and the FDD. We note again that the new method, in
most cases, makes smaller errors than the FDD in measuring the mean values of the
resonant frequencies.
For assessing tracking performance, we observe in Figure 6.9 that the new method
is signiﬁcantly superior in its tracking of the changes in frequency. These plots give
a better sense of the true performances of the two methods. Even though the mean
values and coeﬃcient of variations, though worse for the FDD, are not signiﬁcantly
diﬀerent from those of the new method, we see a truer picture of the diﬀerence in
Figure 6.9 where we observe that the FDD measurements have signiﬁcantly worst
variance than the new method and is not able to track all the changes in frequency.
6.3.3 Review of published work on the benchmark problem
In their extensive report,Worden et al. (2002a) studied the bookshelf structure using
techniques from a ﬁeld referred to as extreme value statistics (EVS) which is a branch
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L1C_A Frequency measured by new method Frequency measured by FDD 
          M1                M2                 M3             M1                M2                 M3 
Baseline   33.07     59.57    114.21    33.10    74.34    122.02 
c.o.v (%)    1.36      0.23      0.27     2.01    16.59      6.35 
DB0   31.26     55.11    112.94    31.58    65.74    113.22 
c.o.v( %)    0.00      5.34      0.10     1.80    30.22      0.53 
DBB   31.21     52.11    106.17    31.70    59.51    113.37 
c.o.v (%)    0.28      0.83      2.83     2.02     0.22      0.79 
   
L1C_B Frequency measured by new method Frequency measured by FDD 
         M1                M2                 M3          M1                M2                 M3 
Baseline   33.18     59.58    114.29   33.03     59.63    115.29 
c.o.v (%)    0.40      0.16      0.03    0.78      0.48      3.20 
D10   32.44     59.24    113.03   32.53     59.34    113.37 
c.o.v( %)    0.00      0.23      0.22    0.69      0.37      2.94 
D05   32.11     59.21    112.74   32.12     59.18    113.54 
c.o.v (%)    0.44      0.22      0.11    0.78      0.42      3.55 
DHT   31.29     52.63    109.91   31.21     58.77    111.42 
c.o.v (%)    0.39      5.11      1.07    0.85      0.58      1.53 
   
L3A Frequency measured by new method Frequency measured by FDD 
 M1                M2                 M3 M1                M2                 M3 
Baseline   33.13     59.57    114.24   33.05     62.19    114.30 
c.o.v (%)    0.60      0.23      0.16    0.70      8.62      0.72 
DB0   32.26     59.09    113.60   32.29     59.39    113.92 
c.o.v (%)    0.30      0.36      0.13    0.79      2.62      2.71 
DBB   31.88     59.00    114.47   31.93     59.39    114.66 
c.o.v (%)    0.26      0.00      0.46    0.61      2.45      0.35 
   
L13 Frequency measured by new method Frequency measured by FDD 
 M1                M2                 M3  M1                M2                 M3 
Baseline   33.04     59.57    114.29   33.01     62.17    114.32 
c.o.v (%)    1.76      0.23      0.00    1.12      8.64      0.72 
DB0   30.56     58.42    105.91   30.59     58.66    112.99 
c.o.v (%)    0.33      0.86      2.71    0.78      1.10      1.02 
DBB   30.27     51.40    110.19   30.18     58.55    111.06 
c.o.v (%)    0.92      4.67      1.50    1.35      0.43      0.48 
 
 
 
 
 
 
Table 6.6: A list of mean resonant frequencies with their associated coeﬃcients of
variation as measured by the new and FDD methods for the four data
conﬁgurations
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L1C_A New Method Errors (%) FDD Errors (%) 
   
 M1           M2            M3 M1           M2            M3 
   
Baseline 0.45   0.37   0.08 0.36  24.34   6.92 
   
DB0 0.03   3.69   0.01 0.99  23.69   0.24 
   
DBB 0.19   0.25   4.01 1.38  14.49   2.50 
 
L3A New Method Errors (%) FDD Errors (%) 
   
 M1           M2            M3 M1           M2            M3 
   
Baseline 0.27   0.37   0.11 0.51   4.01   0.16 
   
DB0 0.55   0.14   0.11 0.46   0.64   0.17 
   
DBB 0.53   0.02   0.37 0.37   0.64   0.21 
 
L13 New Method Errors (%) FDD Errors (%) 
   
 M1           M2            M3 M1           M2            M3 
   
Baseline 0.54   0.37   0.15 0.63   3.98   0.18 
   
DB0 0.26   0.33   0.74 0.36   0.74   7.48 
   
DBB 0.60   1.16   6.79 0.30  15.23   7.64 
 
L1C_B New Method Errors (%) FDD Errors (%) 
   
 M1           M2            M3 M1           M2            M3 
   
Baseline 0.12   0.35   0.15 0.57   0.27   1.03 
   
D10 0.00   0.27   0.07 0.28   0.10   0.37 
   
D05 0.19   0.34   0.19 0.22   0.29   0.52 
   
DHT 0.06   2.02   0.44 0.19  13.92   1.82 
 
 
 
 
 
 
 
 
 
 
Table 6.7: The percentage errors in frequency mean values as measured by the new
and FDD methods relative to the frequencies visually observed from the
PSD
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Figure 6.9: Comparison of tracking performance between the new method (solid
lines) and the FDD method (dashed lines) for the four data conﬁgura-
tions
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of order statistics. The pivotal theorem of EVS states that as the number of samples
tends to inﬁnity, the distribution on the maxima of the samples tends to only three
forms, the Gumbel, Weibull or Frechet distributions. This study considered two of
the data cases for this structure, loosening of bolts until hand tight at corner C
and the second damage being the loosening of bolts at two comers simultaneously
at corner 3C and corner 1A. For each damage four bolts at each joint was loosened
until hand tight. The authors chose the time-series from a single sensor out of a
possible 24 for their analysis for one analysis and the diﬀerence between two sensors
for a diﬀerent analysis. By constructing a threshold-crossing diagnostics using EVS,
the authors showed that the damage state was diﬀerent from the undamaged state,
thus enabling damage detection. We show in Figure 6.10a a plot taken from this
publication showing that the errors for the damage case is distinct from those of the
undamaged cases.
Sohn et al. (2003) considered two damage cases for the Los Alamos bookshelf
in a supervised learning mode to ﬁnd their locations. The damages consisted of
loosening four bolts at corner A on the ﬁrst ﬂoor and corner C on the third ﬂoor
until the bolts had torques equivalent to being hand tight. The method applied was
to ﬁt the vibration signals to an autoregressive and autoregressive with exogenous
inputs (AR-ARX) model. Having modelled the normal operating condition of the
structure, the objective was to monitor new data to calculate the prediction errors
between the new data and the model prediction. The assumption made was that
errors in the prediction will increase when damage is present. For classifying the
prediction errors as being from a normal or damaged structure, the authors employed
the sequential hypothesis testing technique (SPRT) and avoided the assumption that
the data sets are normally distributed, an assumption that is usually made using
SPRT, by integrating extreme value statistics with SPRT to model the behaviour
in the tails of the data distribution. The authors found that the location of one of
the damages was correctly identiﬁed whilst for the second damage, of the ﬁve time
series that was available for the damages, three were able to correctly identify the
location of the damage. Damage was also indicated on a joint that was undamaged.
Fasel et al. (2003) used an auto-regressive model with exogenous inputs (ARX)
in the frequency domain coupled with EVS to develop a robust damage classiﬁer on
the Los Alamos bookshelf. They considered three damage cases where each damage
was induced to have three levels, two torque reductions on bolts and the removal of
the bolts to simulate a crack in the joint. By plotting the damage sensitive feature
together with the conﬁdence limits for the baseline undamaged and damaged cases,
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the authors observed a clear aberration between the undamaged and damaged data.
We show in Figure 6.10b a plot taken from this publication showing the undamaged
case on the left and the damaged case on the right.
6.4 Conclusions
In this chapter we have applied the method developed in this thesis to the Los
Alamos bookshelf considering all the data conﬁgurations and showed that they all
produced changes in resonant frequency which were faithfully tracked by the new
method. The FDD method, on the other hand, again shows inconsistent behaviour
in that its performance is not the same for all the conﬁgurations and it produces sig-
niﬁcantly more variation in its measurement of the frequency than the new method.
In reviewing the literature on this benchmark we noted that not all the data cases
are considered in any one study and that most studies used data features that are
not physically meaningful but are based on the parameters of assumed models for
the structure. The application in this chapter also demonstrated that the modal pa-
rameters are important features in the development of change detection algorithms.
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(a) Damage detection results for the benchmark published by Worden et al. (2002a) showing the
errors for the damaged case is mostly above the threshold chosen which is in contrast to the
undamaged cases.
 
 
 
(b) Damage detection results for the benchmark published by Fasel et al. (2003) showing the un-
damage case on the left and the damaged case on the right for which the outliers are more
signiﬁcant
Figure 6.10: Typical published damage detection results for the bookshelf structure
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7 The UCI bridge columns
(Experimental)
In this chapter we apply the method developed in this thesis to two experimental
bridge columns constructed and tested at the University of California, Irvine (UCI).
Whereas other authors have speciﬁcally noted that for these columns, it is extremely
diﬃcult to track the modal properties, we show that the application of the method
of this thesis is able to track all the data conﬁgurations for the two bridge columns.
A review of previous work on these structures also showed that not all the data
set available for the experiments have been used before. We demonstrate in this
chapter that the method of this thesis, when applied to all the data sets of this
experiment, produce consistent results. Furthermore, we demonstrate that a cor-
relation with damage severity exists when the data features are chosen to be the
resonant frequencies.
The layout of this chapter is as follows. In Section 7.1 we give a description of the
experimental tests on the two bridge columns. In Section 7.2 we apply the method of
this thesis to the two bridge columns using all the data sets available and show that
all data conﬁgurations are clearly detected and that the data feature is correlated
with the severity of damage. In Section 7.3, we compare the performance of the new
method with the FDD and include a review of the literature on this benchmark. We
present our conclusions in Section 7.4.
7.1 Description of the bridge columns benchmark
The University of California, Irvine (UCI), carried out experimental tests by intro-
ducing varying amounts of damage to the two bridge columns shown in Figure 7.1.
Both columns are initially 24 inches in diameter but are extended to 36 inches in
diameter by two diﬀerent processes. One is extended by ﬁrst placing forms around
it and then ﬁlling the forms with concrete. The other is extended by spraying con-
crete around it in a process called shortcreting. Henceforth, the ﬁrst column will
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Figure 7.1: Photo of the two bridge columns (source: Los Alamos website)
be called the cast-in-place column and the second, the shortcrete column. Both
columns were also cast integrally with a 24 square inch concrete block on top to
which a hydraulic actuator was attached in order to apply static loads to produce
various deﬂections which resulted in damage to the columns. An electro-magnetic
shaker was also attached to the 24 square inch block in order to provide a uniform
random input in the frequency range 0  400 Hz to the column for modal analyses.
Both columns were placed on a concrete foundation which was bolted to the ﬂoor
of the UCI laboratory. Each column was tested in two conﬁgurations, with and
without a preload in the form of a steel beam placed on top. The bridge column
test report of The University of California, Irvine can be download from the Los
Alamos website at http://institute.lanl.gov/ei/software-and-data/data.
The experimental procedure was to produce lateral deformations at the top of the
columns in steps of 4y, 1.54y, 2.04y, 4.04y and 7.04y, where 4y is a lateral
deformation corresponding to the ﬁrst yield. Each column was cycled three times
to these deﬂection levels. As a result of these deﬂections, various damage levels
were introduced to the columns in an incremental fashion. After each deﬂection,
the uniform random signal from the shaker was applied at the top of the column to
produce vibration data for analysis.
Figure 7.2 is a diagram of the generic column showing the forty accelerometers
mounted on it to capture acceleration data in the X, −Y , and Z directions. The
time domain data provided by the authors are for four types of experiments on the
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Figure 7.2: Diagram detailing the column dimensions and the coordinate system.
The numbers relate to sensors placed in the shown direction, with those
in red being placed in the y direction
columns, one set of data for the cast-in-place column with preload, the second set
of data for the cast-in-place column without preload, the third set for the shortcrete
column with preload, and ﬁnally the fourth set for the shortcrete column without
preload. These data along with a description of the damage conﬁguration under
which they were collected are shown in Tables 7.7, 7.8, 7.9 and 7.10. Note that the
nomenclature TestXPT , stands for Test number X, P for the presence of preload
and T for time domain data. Note that the absence of the letter P in the test name
implies that the preload was not present during those tests. We note that there are
two groups of sensors on the column, one set on the left hand side and one on the
right of Figure 7.2. Each set contains 6 sensors in the X, Y and Z directions.
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7.2 Application of the new method
For our analysis, we normalise each sensor data to have a mean value of zero and
variance one and based on the assumption that sensors in the same direction will
capture similar dynamics, we group the sensors as follows:
For sensors shown on the left in Figure 7.2, we create matrices containing sensor
data in rows, whereX1 contain data for sensors in the X direction, Y 1 for sensors in
the Y direction and Z1 for sensors in the Z direction and sp is the sensor numbered
p in Figure 7.2. The matrices X1, Y 1 and Z1 are then as follows,
X1 =

s04
s07
s10
s13
s16
s19

, Y 1 =

s06
s09
s12
s15
s18
s21

, Z1 =

s05
s08
s11
s14
s17
s20

(7.1)
For sensors shown on the right in Figure 7.2, we create another set of matrices
containing sensor data in rows, whereX2 contain data for sensors in theX direction,
Y 2 for sensors in the Y direction and Z2 for sensors in the Z direction. Then,
X2 =

s23
s01
s02
s38
s39
s40

, Y 2 =

s24
s26
s28
s30
s32
s34

, Z2 =

s25
s27
s29
s31
s33
s35

(7.2)
Note that since our implementation is set up to run in an automated fashion without
interaction from the user after a ﬁrst pass run with the undamaged data only to
obtain its resonant frequencies, we concatenate each sensor vector with all the test
data for each conﬁguration. For example, for the cast-in-place column with preload,
we create sensor vector s04 by concatenating in sequence all data from sensor number
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Data Files Frequency
1 2 3 4 5 6
Test0PT 13.03 88.17 210.41 441.86 - -
Test6PT 14.03 30.06 41.08 59.12 93.18 134.26
Table 7.1: List of resonant frequencies for the undamaged columns with preload.
Data ﬁle Test0PT is for the undamaged cast-in-place column with preload
and data ﬁle Test6PT is for the shortcrete column with preload
Data Files Frequency (Hz)
1 2 3 4 5 6
Test0T 14.89 29.90 - - - -
Test6T 13.26 18.77 40.66 - - -
Table 7.2: List of resonant frequencies for the undamaged columns without preload.
Data ﬁle Test0T is for the undamaged cast-in-place column without
preload and data ﬁle Test6PT is for the shortcrete column without preload
4 from each of the data conﬁgurations in Table 7.7. That is,
s04 =[Test0PT04, T est1PT04, T est2PT04, T est3PT04, T est4PT04, T est5PT04]
where Test0PT04 is the accelerometer data from sensor number 4 during test Test0PT.
In this thesis, we show the results for matrices X1, Y 1 and Z1 because X2, Y 2 and
Z2 give similar results. (We note that sensor number 40 in vector X2 which is shown
in Figure 7.2 to be located on the column itself in the X direction may in fact be
located on the electromagnetic shaker load instead because it contains a nearly ﬂat
frequency spectrum in the range 0  400 Hz, which is the frequency spectrum of the
input).
For processing with our method as explained in chapter 3, we detrend each of the
matrices in Equations 7.1 and 7.2 to have a mean value of zero and scale them to have
variance 1. We again use the `Symlet10' wavelet at seven level of decompositions.
We use PCA to project the wavelet decompositions onto the eigenvector associated
with the largest eigenvalue and use this projection in estimating the power spectral
density using the Welch method. The data length being 1024, overlap ratio is 75%,
the window is square and the sampling rate is 1024 samples per second.
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Frequency measurements of Cast-In-Place column with Preload 
Data Files PSD New Method FDD 
  X Y Z  
Test0PT   13.03 13.03 13.13 13.03 13.20 
c.o.v (%)   0.00  2.41  0.00  4.79 
Test1PT   12.02 12.66 13.21 12.48 12.73 
c.o.v (%)   3.99  3.07  4.19  7.93 
Test2PT   10.02 10.57 12.57 10.48 10.73 
c.o.v (%)   8.86  7.45  7.85 11.86 
Test3PT    7.01  9.11 11.75  9.29  8.00 
c.o.v (%)  14.30  7.71 13.72 16.77 
Test4PT    6.01  6.92  7.56  7.01  7.91 
c.o.v (%)   4.36  9.11  0.00 27.96 
Test5PT    6.01  6.01  7.01  6.11  9.90 
c.o.v (%)   0.00  0.00  5.18 70.38 
 
 Table 7.3: A list of the resonant frequencies observed on the PSD together with the
mean resonant frequencies and their associated coeﬃcients of variation
as measured by the new and FDD methods for the Cast-in-Place with
Preload column
 
 
Frequency measurements of Cast-In-Place column without Preload 
Data Files PSD New Method FDD 
  X Y Z  
Test0T  14.89 14.48 15.03 14.55 14.08 
c.o.v (%)   3.03  0.79  6.41  7.68 
Test1T  13.01 13.32 12.98 13.14 16.45 
c.o.v (%)   2.03  8.71  3.85  6.82 
Test2T   9.51 12.75 11.84 12.57 13.36 
c.o.v (%)   7.78  5.10  7.45 12.73 
Test3T   5.76  9.04  7.70  9.06 15.39 
c.o.v (%)  13.43 16.08 10.10  9.60 
Test4T   5.76  5.92  6.22  8.70 15.05 
c.o.v (%)   8.73  1.63 17.71  9.10 
Test5T   5.00  5.19  5.94  4.58 14.70 
c.o.v (%)   3.26  2.04 28.22  7.93 
 
 
 
 
 
Table 7.4: A list of the resonant frequencies observed on the PSD together with the
mean resonant frequencies and their associated coeﬃcients of variation as
measured by the new and FDD methods for the Cast-in-Place without
Preload column
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Frequency measurements of Shortcrete column with Preload 
Data Files PSD New Method FDD 
  X Y Z  
Test6PT   14.03 14.08 14.08 13.93 14.70 
c.o.v (%)   1.40  0.75  0.93  1.34 
Test7PT   13.03 13.14 13.78 13.32 14.18 
c.o.v (%)   2.15  2.82  2.50  3.71 
Test8PT   10.02 11.93 12.50 12.50 13.66 
c.o.v (%)  12.32  9.79  8.85  7.24 
Test9PT    8.02  9.81  9.86  9.84 11.89 
c.o.v (%)   6.93  7.12  7.03  7.12 
Test10PT    7.01  7.45  8.31  7.51 13.41 
c.o.v (%)   4.54  2.26  4.22 13.96 
Test11PT    6.01  6.44  7.59  6.46 14.65 
c.o.v (%)   2.63  2.23  3.06  2.16 
 
 
 
Table 7.5: A list of the resonant frequencies observed on the PSD together with the
mean resonant frequencies and their associated coeﬃcients of variation as
measured by the new and FDD methods for the Shortcrete with Preload
column
Frequency measurements of ShortCrete column without Preload 
Data Files PSD New Method FDD 
  X Y Z  
Test6T  13.26 13.40 13.63 13.48 13.10 
c.o.v (%)   2.02  1.29  2.45  9.40 
Test7T  12.64 12.96 13.16 12.93 12.93 
c.o.v (%)   4.33  4.20  4.52 10.66 
Test8T   7.26 12.73 11.91 12.39 12.39 
c.o.v (%)   1.48 10.15  4.64  8.29 
Test9T   6.51 12.09  6.99  7.97 14.59 
c.o.v (%)   5.08 11.72 22.44 12.87 
Test10T   5.76  7.29  6.31  6.35 12.84 
c.o.v (%)  26.87  2.98  3.64 14.55 
Test11T   5.38  5.71  5.76  5.74 11.88 
c.o.v (%)   4.03  3.55  4.34 12.21 
 
 
 
 
 
Table 7.6: A list of the resonant frequencies observed on the PSD together with the
mean resonant frequencies and their associated coeﬃcients of variation
as measured by the new and FDD methods for the Shortcrete without
Preload column
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Figure 7.3: The frequency spectrum for the undamaged cast-in-place column with
preload
7.2.1 Change detection for cast-in-place column with preload
In Figure 7.3 A, B and C we show the result of our ﬁrst pass analysis on the
undamaged data for the cast-in-place column with preload (Test0PT data ﬁle) where
we show the resonant frequencies in the X, Y and Z directions respectively. We
carry out the same process for all the four undamaged data sets and collect the
list of the resonant frequencies obtained in Table 7.1 for data ﬁles Test0PT and
Test6PT for the cases with preload. For the cases without preload, using data ﬁles
Test0T and Test6T we list the resonant frequencies in Table 7.2. For processing
with the method developed in this thesis, no assumption is made about which of
these resonant frequencies are actual resonant frequencies since the knowledge of the
input excitation to the columns via the shaker is not used. It is therefore assumed
that all dominant frequencies are resonant ones and the analysis is carried out on
all the resonant frequency listed. We found that only the ﬁrst resonant frequency in
each of the test to be aﬀected by the damage. We therefore conclude that the other
resonant frequencies may not be resonant frequencies but a result of feedback from
the column to the shaker or that they are resonant frequencies but are unaﬀected by
the type, intensity and location of the damages. The method in this thesis does not
require a model of the system, knowledge of the input excitation or of the damage
states of a system. The price we pay for not relying on these prior knowledge which
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Figure 7.4: Resonant frequency tracking for the cast-in-place column with preload.
The numbering on the frequency trace are located to coincide with the
data sections for the data conﬁgurations listed in Table 7.1
are diﬃcult if not impossible to obtain in real applications, is that we have to spend
a little more computing power to track all the identiﬁed resonant frequencies. As
long as one or more of these resonant frequencies are aﬀected by the damage, we
are able to detect the presence and the relative magnitude of the change. For the
two bridge columns, we therefore show the results of our investigation for the ﬁrst
resonant frequency only since the others are not aﬀected.
In Figure 7.4A, B and C we show the evolution of the resonant frequency for the
cast-in-place column with preload where we have labelled the plots with numbers
0 to 5 to correspond to the data sections belonging to the six damage levels from
Test0Pt to Test5PT listed in Table 7.7. We note that in plots A and C, which are
from sensors in the −X and Z directions, that all data conﬁgurations are detected
by virtue of the drops in frequency, whilst in plot B for the sensors in the Y direc-
tion, data conﬁgurations 1 and 5 go undetected as no change in resonant frequency
is observed. This is why in our method; we investigate sensors in the X, Y and
Z directions separately so that we obtain a complete picture of the situation. This
indicates that for certain damage levels, the direction in which acceleration is mea-
sured may be important. If only sensors in the Y direction were being monitored,
data conﬁgurations 1 and 5 may have gone undetected.
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Data Files DATA CONFIGURATION FOR CAST-IN-PLACE COLUMN WITHOUT PRELOAD
Test0T Undamaged cast-in-place column With preload
Test1T Apply force at top of cast-in-place column until ﬁrst yield 4y (lateral deformation) , without preload
Test2T Apply force at top of cast-in-place column until 1.54y (lateral deformation) , without preload
Test3T Apply force at top of cast-in-place column until 2.54y (lateral deformation), without preload
Test4T Apply force at top of ccast-in-place column until 4.04y (lateral deformation), without preload
Test5T Apply force at top of cast-in-place column until 7.04(lateral deformation) without preload
Table 7.8: Data conﬁgurations for cast-in-place column without preload
Data Files DATA CONFIGURATION FOR SHORTCRETE COLUMN WITH PRELOAD
Test6PT Undamaged shortcrete column without preload
Test7PT Apply force at top of shortcrete column until ﬁrst yield 4y (lateral deformation), with preload
Test8PT Apply force at top of shortcrete column until 1.54y (lateral deformation), with preload
Test9PT Apply force at top of shortcrete column until 2.54y (lateral deformation), with preload
Test10PT Apply force at top of shortcrete column until 4.04y (lateral deformation), with preload
Test11PT Apply force at top of shortcrete column until 7.04y (lateral deformation), with preload
Table 7.9: Data conﬁgurations for shortcrete column with preload
Data Files DATA CONFIGURATION FOR CAST-IN-PLACE COLUMN WITH PRELOAD
Test0PT Undamaged cast-in-place column with preload
Test1PT Apply force at top of cast-in-place column until ﬁrst yield 4y (lateral deformation) , with preload
Test2PT Apply force at top of cast-in-place column until 1.54y (lateral deformation) , with preload
Test3PT Apply force at top of cast-in-place column until 2.54y (lateral deformation), with preload
Test4PT Apply force at top of cast-in-place column until 4.04y (lateral deformation), with preload
Test5PT Apply force at top of cast-in-place column until 7.04y (lateral deformation) with preload
Table 7.7: Data conﬁgurations for cast-in-place column with preload
7.2.2 Change detection for cast-in-place column without
preload
Table 7.8 lists the data conﬁgurations for the cast-in-place column without preload
and we show in Figure 7.5 the results of our processing. We note this time that all
data conﬁgurations from 0 to 5 are detected by virtue of the drop in frequency and
that this time the three sets of sensors in −X, −Y and Z directions are all sensitive
to each of the data conﬁgurations.
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Figure 7.5: Resonant frequency tracking for the cast-in-place column without
preload. The numbering on the frequency trace are located to coin-
cide with the data sections for the data conﬁgurations listed in Table
7.8
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Figure 7.6: Resonant frequency tracking for the shortcrete column with preload. The
numbering on the frequency trace are located to coincide with the data
sections for the data conﬁgurations listed in Table 7.9
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Figure 7.7: Resonant frequency tracking for the shortcrete column without preload.
The numbering on the frequency trace are located to coincide with the
data sections for the data conﬁgurations listed in Table 7.9
7.2.3 Change detection for shortcrete column with preload
Table 7.9 is a list of the data conﬁgurations for the shortcrete column with preload
and Figure 7.6 shows the result of our processing. We observe similar results as
in the case for the cast-in-place column with preload except that for the shortcrete
column the change is from 14 Hz down to around 6 Hz whilst for the cast-in-place
column with preload the change was from 13 Hz to around 6 Hz as shown in Figure
7.4. We note that for data conﬁguration 8 from Table 7.9, the change in frequency
for the shortcrete column is 3 Hz or more whilst for the cast-in-place column the
same damage level (Conﬁguration Test2PT ) produces a change of 2 Hz.
7.2.4 Change detection for shortcrete column without preload
Table 7.10 lists the data conﬁgurations for the shortcrete column without preload
and we show in Figure 7.7 the results of our processing. We note again that all
data conﬁgurations from 6 to 11 are detected by virtue of the drop in frequency and
that this time also the three sets of sensors in −X, −Y and Z directions are all
susceptible to each of the data conﬁgurations.
208
7.2 Application of the new method
Data Files DATA CONFIGURATION FOR SHORTCRETE COLUMN WITHOUT PRELOAD
Test6T Undamaged shortcrete column without preload
Test7T Apply force at top of shortcrete column until ﬁrst yield 4y (lateral deformation), without preload
Test8T Apply force at top of shortcrete column until 1.54y (lateral deformation), without preload
Test9T Apply force at top of shortcrete column until 2.54y (lateral deformation), without preload
Test10T Apply force at top of shortcrete column until 4.04y (lateral deformation), without preload
Test11T Apply force at top of shortcrete column until 7.04y (lateral deformation), without preload
Table 7.10: Data conﬁgurations for shortcrete column without preload
7.2.5 Change magnitude assessment
In the ﬁeld of structural health monitoring we are ﬁrst and foremost interested in
the presence of damage, in cognisance of the fact that the deﬁnition of damage
has been loosened to refer to a change in performance. Once we have detected a
change in performance then a relevant question to ask is how big the change is?
Since ultimately we are interested in real physical damage, we would like to know
whether the magnitude of the change is correlated with the damage level so that
we may also assess the severity of the damage. In general, since in SHM we are
interested in a change in performance and in any reliable indicator of this change,
there is no guarantee that the indicator chosen in any particular application will be
correlated with the level of damage to allow a damage severity assessment. This is
well demonstrated in Farrar et al. (2001) where the damage feature they selected
to indicate the presence of damage was not correlated with the level of damage.
They plotted the probability density functions for their chosen damage indicator
and found that the smallest change in the mean value of the indicator occurred
for the highest level of damage and the biggest change in the mean value of the
indicator occurred for the smallest level of damage. This is an undesirable property
of a damage indicator since it is then diﬃcult to assess the severity of damage by
analysing the properties of the indicator (We reproduce this plot from Farrar et al.
(2001) as Figure 7.10a in this chapter for the purpose of review). But the resonant
frequency, as data feature for the current experiment, does show a correlation to the
level of damage.
In Figure 7.8 we show the plot of the magnitude change in frequency for the
four cases considered. In Figure 7.8A, for both columns with preload, we observe
that as the damage level is increased from conﬁguration 0 to conﬁguration 5, both
columns show incremental changes in their resonant frequency which correctly indi-
cates that the damage severity is getting worse. This is consistent with the ﬁndings
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Figure 7.8: Potential damage severity assessment for the bridge columns
of De Lautour (2008) for damages on reinforced concrete bridge columns which
found a decrease in natural frequency with progressive damage. We also observe
that with the preload present, the frequency traces indicate that the cast-in-place
column may be more damaged than the shortcrete column because the latter has a
higher magnitude change in frequency. In Figure 7.8B, we show the resonant fre-
quency change for both columns without preload where we note again that as the
damage level increases from conﬁgurations 6 to conﬁgurations 11, so does the mag-
nitude of the change in frequency. But in this case, without the preload we ﬁnd that
the cast-in-place column has a higher magnitude of change than the shortcrete col-
umn, which is opposite to what we observed in Figure 7.8A. From this we conclude
that the magnitude of the change in resonant frequency may be used as a relative
measure of damage severity in that as the damage increases so is the decrease in
resonant frequency, but that the change in resonant frequency may not be used as
an absolute measure of damage severity because in this case the absolute measure of
frequency change is sensitive to the presence or absence of a preload. If the absence
of the preload is considered as the normal state of the structure and the presence of
the preload as an operational or environmental disturbance, then when damage is
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present, the disturbance will change the magnitude of the frequency but not enough
to hide the damage.
7.3 Comparison with other methods
For the experiment considered in this chapter, Farrar et al. (2001) reported that
tracking the modes for this structure through the diﬀerent damage levels is chal-
lenging because of the nonlinear responses. In this section we consider the diﬀerences
between the new method and the FDD both of which attempt to track the resonant
frequency.
7.3.1 Comparison criteria
All the application chapters of this thesis contain this section on comparison criteria
to make them as self-contained as possible. For the purpose of comparison in this
thesis, we consider three aspects, the coeﬃcient of variation, the error in measuring
mean values and tracking performance. We describe these three aspects as follows:
1. We want the measurements made by the method in its own rights to vary very
little around its mean value. This gives a sense of how stable the measurements
are. To characterise this aspect, we calculate the coeﬃcient of variation (Ching
and Beck (2003, 2004)) which is the standard deviation divided by the mean
value and express the result as a percentage. The value of the coeﬃcient of
variation then tells us how closely the measurements cluster around the mean
of the data set. The method which has the smaller coeﬃcient of variation is
the better method based on this criterion.
2. We also want to quantify the ability of the method to measure the frequency as
close to the one visually observed from the PSD, this being the best information
we have about the resonant frequencies. For this, we calculate the error by
taking the absolute value of the diﬀerence between the PSD value and the
mean value of the method for each data set, divide by the PSD value and
present the error as a percentage. The value of this error then tells us how
faithfully the value observed from the PSD is replicated. The method which
has the smaller error is the better one according to this criterion.
3. For SHM applications, we are more concerned about tracking changes. In fact,
whether the method gives a good measurement of resonant frequency is not
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that important in SHM. In SHM we want to monitor changes in dynamics
and we are even willing to accept notions that have no physical interpretation.
Many researchers, instead of choosing the resonant frequency which is related
to the physics of the structure, choose to use notions such as the errors in
the parameters of a model and monitor these for detection of a change in
dynamics. This is an acceptable approach in SHM research. In this thesis, we
show that the resonant frequency, which has a physical interpretation in terms
the stiﬀness of the structure, is a good indicator of a change in dynamics for
the benchmarks considered because the introduction of the changes which are
assumed to be representative of actual damage causes a change in the resonant
frequencies. To compare tracking performance, we show plots with traces
obtained from diﬀerent methods to allow a comparison by visual inspection.
What we look for is the ability of the method to track the changes in resonant
frequencies that are observed in the PSD for the data set under consideration.
The better method is the one which is able to track the changes more faithfully.
7.3.2 Comparison with the FDD method
In Tables 7.3, 7.4, 7.5 and 7.6 we have listed the frequency visually identiﬁed using
the PSD and the mean frequency values calculated using the new method and the
FDD. We observe from these tables that the coeﬃcient of variation is smaller and
therefore better for the new method. In Table 7.11, we have listed for the four data
conﬁgurations the errors produced by the new method and the FDD relative to
those of the PSD. Here we note that the new method produces smaller errors than
the FDD method. In Figure 7.9 we show the performance of both the new method
and the FDD in tracking the frequency changes. We note that for the Cast-in-Place
with Preload, both the new method and the FDD are able to track the changes in
frequency, although the variation is larger using the FDD. For the other cases, we
note that the FDD fails to track the frequency changes as the damage levels are
increased. In contrast, the new method shows good and stable performance in its
frequency tracking ability.
7.3.3 Review of published work on the benchmark problem
We include the review of two studies by Hamad et al. (2011) and De Lautour (2008)
in this section which did not consider the benchmark of this chapter but other similar
structures. The review is included because they concluded that for structures made
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Cast-In-Place Without Preload Cast-In-Place With Preload 
Data Files 
New Method 
Errors (%) 
FDD 
Errors (%) 
Data Files 
New Method 
Errors (%) 
FDD 
Errors (%) 
      
Test0T  2.75   5.44 Test0PT  0.00  1.30 
      
Test1T  2.38  26.44 Test1PT  5.32  5.91 
      
Test2T 34.07  40.48 Test2PT  5.49  7.09 
      
Test3T 56.94 167.19 Test3PT 29.96 14.12 
      
Test4T  2.78 161.28 Test4PT 15.14 31.61 
      
Test4T  3.80 194.00 Test5PT   0.0 64.73 
      
Shortcrete  Without Preload Shortcrete  With Preload 
Data Files 
New Method 
Errors (%) 
FDD 
Errors (%) 
Data Files 
New Method 
Errors (%) 
FDD 
Errors (%) 
      
Test6T  1.06   1.21 Test6PT  0.36  4.78 
      
Test7T  2.53   2.29 Test7PT  0.84  8.83 
      
Test8T 75.34  70.66 Test8PT 19.06  36.33 
      
Test9T 85.71 124.12 Test9PT 22.32  48.25 
      
Test10T 26.56 122.92 Test10PT   6.28  91.30 
      
Test11T  6.13 120.82 Test11PT  7.15 143.76 
      
 
 
 
 
 
 
 
 
Table 7.11: The percentage errors in frequency mean values as measured by the new
and FDD methods relative to the frequencies visually observed from the
PSD for the four conﬁgurations
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Figure 7.9: Comparison of tracking performance between the new method (solid
lines) and the FDD method (dashed lines) for the four data conﬁgura-
tions
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of reinforced concrete, damage causes a reduction in resonant frequency, which is
the damage sensitive feature used in this thesis.
Hamad et al. (2011) studied the detection of cracks in a simulated model of a
simply supported reinforced concrete beam. The beam was subjected to sine sweep
and single sinusoidal excitations under various induced damage levels. This study
demonstrated that resonant frequencies reduced by about 10% at the application
of 30% of the ultimate load and by about 25% at 70% of the ultimate load, thus
showing a correlation between a decrease in resonant frequency and the existence of
damage. Furthermore, the magnitude of the decrease in resonant frequency was more
substantial for the higher load implying that there may be a correlation between
magnitude of change in resonant frequency and the level of damage. The authors
of this study decided not to use changes in resonant frequencies due to the latter's
susceptability to environmental conditions and due to the fact that cracked RC
beams behave in a nonlinear manner. Instead, the authors relied on the fact that
nonlinear systems respond with harmonics at the excitation frequencies and used
the restoring force surface method to detect the nonlinear behaviour and thereby
detect the existence of damage.
In his PhD thesis, De Lautour (2008) investigated a reinforced concrete column
which was 1.1m high and had a 120mm by 120mm cross-section. It was instrumented
with two uni-axial accelerometers to measure accelerations in the direction of shaking
and also perpendicular to the direction of shaking. The input force was provided
by a shaker suspended on a crane. This test was conducted in the Department
of Civil and Environmental Engineering of the University of Auckland. Using a
chisel and hammer, a total of seven level of damages was introduced by chipping oﬀ
concrete from around the base of the column. It was noted that there was varying
degrees of reduction in the natural frequencies and that for the larger damages, the
magnitude of the reduction in resonant frequency was higher. This study therefore
also highlighted the possibility of using the resonant frequencies as damage-sensitive
features for reinforced concrete columns.
Sohn et al. (2000) combined techniques such as PCA, linear and quadratic discrim-
inant operators with Statistical Process Control (SPC) to enhance the information
in the damage feature to enable better damage detection for the cast-in-place column
without the preload. This study proposed the creation of an autoregressive (AR)
model of the time history data from an undamaged structure and choosing the co-
eﬃcients of this AR model as damage feature. The deviation of the AR parameters
from those of the undamaged structure was monitored within the framework of SPC
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using an "X-bar Control Chart" which monitors new data to identify inconsisten-
cies with past ones. Control limits are chosen and when a statistically signiﬁcant
number of the damage features fall outside these control limits, damage can be in-
ferred. The authors reported that based on their personal conversations with bridge
ﬁeld engineers, building owners, insurance companies and bridge managers, that the
existence of damage was of the utmost importance to these professionals. In this
study, there was no correlation with damage levels and degree of excursion from the
control limits. Damage level one was within the chosen control limits though biased
towards the lower limit, damage levels 2 to 5 were detected but damage levels 4 and
5 which were more severe than damage levels 2 and 3, were closer the control limits.
Farrar et al. (2001) studied both the cast-in-place column with preload and the
Shortcrete column with preload. The authors explained that their initial intention
was to use common modal properties as damage-sensitive features but that the
feedback from the structure and the mounting system of the shaker did not produce
the required input for the frequency range of interest. They concluded that the
input form and the nonlinear response observed at high levels of damage made
it extremely diﬃcult to track the changing modal properties through the diﬀerent
damage levels. The authors then constructed auto-regressive models using data from
sensors 3 and 21, explaining that this choice was based on the fact that sensor 3 was
located close to the damage and was expected to have a low signal to noise ratio
and that sensor 21 was located far away from the damage and experienced some
of the largest amplitude response. In order to identify the presence of damage the
authors deﬁned Fisher's discriminant, which is a projection method that projects a
multidimensional sample space onto a scalar so that two states can become distinct
from each other, to separate the undamaged structure from the damaged one. The
authors found that the proﬁle of the damage cases were signiﬁcantly diﬀerent from
those of the undamaged cases but that there was no correlation between the level
of damage and the Fisher coordinate. We show in Figure 7.10a a plot taken from
this publication which shows that when there is damage, the distributions of the
damage sensitive features are to the right and distinct from the distribution of the
undamaged cases.
Sohn and Law (2000) considered the problem of identifying the damage location
for the cast-in-place column without the preload. The authors used a Bayesian
probabilistic approach by creating a simpliﬁed analytical model of the column using
modal parameters obtained from the experimental test data. They found that the
Bayesian framework was able to systematically update the damage probabilities
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for new test data but that better diagnosis was obtained using multiple data sets
together rather than single test data. We show in Figure 7.10b a plot taken from
this publication showing that the probability of damage is higher for the damage
cases.
Fugate et al. (2001) applied Statistical Process Control techniques to the cast-
in-place column with retroﬁtted forms. In the SPC paradigm, a damage feature
is selected together with control limits which are derived from the experimental
measurements. The mean and variance of the damage feature are then monitored
for deviation beyond the control limits for indication of the presence of damage. The
authors constructed an autoregressive model of the acceleration data and then chose
the residual error, which is the error between the output of the AR model and the
actual measurements, as damage feature. This choice was based on the fact that the
accelerometer data were autocorrelated and could lead to false alarms or missing the
onset of damage. When the AR model makes good predictions, the residual errors
are nearly uncorrelated with no discernible pattern. Having chosen the order and
the number of parameters using standard techniques, the authors then monitored
the residual errors for statistical deviation beyond the control limits for indication
of the onset of damage. The authors also highlighted the fact that environmental
eﬀects can also be incorporated in the AR model by adding extra parameters and
taking measurements of the environmental conditions. The authors monitored the
mean of the damage feature using an X-bar Control Chart and the variance using
an S Control Chart. Using the X-bar Control Chart, the authors found that all
damage levels 0 through 5, were detectable as evidenced by a statistical increase in
the number of outliers beyond the control limits. Similar results were obtained from
the S Control Chart. The authors noted that more outliers were detected for the
smallest level of damage than for damage levels 4 and 5. The authors speculated
that this may be due to nonlinear response associated with the crack damage in
the column opening and closing in the ﬁrst damage level but then holding an open
conﬁguration during the higher damage levels.
7.4 Conclusions
The benchmark considered in this chapter is signiﬁcantly diﬀerent from all other
benchmarks considered in this thesis in one important aspect. Whilst the other
benchmarks seek to imitate damage by artiﬁcially introducing changes to the struc-
ture making the assumption that the changes introduced are indicative of damage,
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(a) Damage detection result for the benchmark published by Farrar et al. (2001) showing that the
distributions for the damaged cases moves to the right of the distribution for the undamaged
cases
 
 
(b) Damage detection result for the benchmark published by Sohn and Law (2000) showing that
the damage probabilities are higher for the damage cases
Figure 7.10: Typical published damage detection results for the bridge column struc-
tures
217
7 The UCI bridge columns (Experimental)
the benchmark considered in this chapter contains real physical damage to the struc-
ture itself.
In this chapter we presented a complete analysis of all the data sets for the bridge
columns using all the sensors which is in contrast to previously reported work on
these columns where only a subset of the data and/or a subset of the sensors were
used. We showed that the diﬃculty mentioned by Farrar et al. (2001) had no eﬀect
on the analysis presented and that it was possible to detect all the data conﬁgurations
by tracking the resonant frequencies as data features. We also noted that there is
a correlation between the level of damage and the resonant frequency so that a
damage severity assessment may potentially be carried out. This is in contrast to
Farrar et al. (2001) where it was found that using auto-regressive models and the
Fisher's discriminant, there was no correlation between the damage-sensitive feature
and the damage severity. In our presentation we made use of all the sensors, making
no assumptions about which sensors might give better or worse information as was
done in Farrar et al. (2001) because this implicitly requires knowledge of the location
of the damage which would not normally be known a priori.
In comparing the performance of the new method with that of the FDD, we again
noted that the FDD produced inconsistent results. Whilst it was able to track the
changes in frequency for the Cast-in-Place column with preload, albeit with high
variability, it was not able to track the changes in frequency for the other data cases.
In reviewing the literature on this benchmark we noted that the studies that were
carried out using only a subset of the data available, none used the resonant fre-
quency as the data feature. The results obtained in this chapter for true damage also
demonstrated that the modal parameters are important features in the development
of change detection algorithms.
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nonlinear structure
(Experimental)
In this chapter we apply the method of this thesis to the Los Alamos 3-story non-
linear structure. This is a similar structure to the one considered in chapter 6 of
this thesis which was modiﬁed to simulate fatigue cracks. Masses and stiﬀness re-
ductions are introduced to the structure to simulate operational and environmental
conditions. We show that using the resonant frequencies as data feature, the addi-
tion of the masses and stiﬀness reductions are detected. We also show that using
the magnitude of resonant frequencies as data feature, the presence of the simulated
crack is detectable both in the absence and presence of the simulated operational
and environmental conditions. It is hoped that the work presented in this chapter
complements the extensive work done by Figueiredo et al. (2009) where the authors
applied a range of techniques for the detection of the crack by using several diﬀerent
data features but not the resonant frequencies and their magnitudes. The authors
observed that when the continuous wavelet transform was used to investigate dam-
age sensitive features, the wavelet coeﬃcients were correlated with the simulated
crack. But they were unable to use this information for further processing because
this information was buried in the 2-D image produced by the continuous wavelet
transform. Using the residual error derived from two autoregressive models as dam-
age features and the Mahalanobis distance measure as damage classiﬁer, Figueiredo
et al. (2009) found that the results obtained were not consistent. In this chapter
we show that using the magnitudes of the resonant frequencies coupled with the
Mahalanobis measure, that the crack was successfully detected both in the presence
and the absence of the simulated operational and environmental conditions with the
added beneﬁt of showing a correlation with the level of damage. In this chapter, we
will refer to the simulated crack as the bumper gap as this is the way it is described
by the original experimenters.
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Figure 8.1: The Los Alamos three-story structure
The layout of this chapter is as follows. In Section 8.1 we give a description of the
Los Alamos 3-story nonlinear structure. In Section 8.2 we describe the application of
the method of this thesis to the benchmark structure and comment on the results. In
Section 8.3 we compare the performance of the new method with the RFP and FDD
methods including a review of the extensive report produced by the Los Alamos
Laboratory where they applied many techniques in an eﬀort to identify the bumper
gap change in the presence of simulated disturbances. We present our conclusion in
Section 8.4.
8.1 Description of the non-linear benchmark
The experimental structure shown in Figure 8.1(a) is a three-story structure which
is constructed using aluminium columns and plates assembled using bolted joints.
The structure is allowed to slide on rails in the x-direction only. On each ﬂoor there
are four aluminium columns (17.7 Ö 2.5 Ö 0.6 cm) which are connected to plates
(30.5 Ö 30.5 Ö 2.5 cm). Two types of damage are introduced into the structure,
one is a reduction in stiﬀness on the columns and the other is by simulating fatigue
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cracks by suspending a column (15.0 Ö 2.5 Ö 2.5 cm) from the top ﬂoor which
makes contact with a bumper on the ﬂoor below. This setup is shown in Figure
8.1(b). An electrodynamic shaker is used to provide the required input excitation as
a band-limited random noise in the frequency range of 20-150 Hz. This range was
chosen in order to avoid exciting the rigid body modes below 20 Hz. The excitation
level was set to 20 N RMS as measured at channel 1. There are 5 sensors placed
on the structure, channel 1 is a load cell with sensitivity 2.2 mV/N to measure the
input excitation and channel 2-5 are accelerometers with sensitivities of 1000 mV/g.
The location of the sensors is shown in Figure 8.1(a) where the load cell is attached
to the end of the stinger that emanates from the shaker and the four accelerom-
eters are positioned at the centreline of each ﬂoor so that they are insensitive to
the torsional modes of the structure. The structure is subjected to 17 state condi-
tions for testing and these are listed in Table 8.1. The 87.5% reduction in stiﬀness
was achieved by replacing the appropriate column with another one with half the
cross-section thickness in the direction of shaking. The columns are labelled 1BD
and so on to denote the column on the ﬁrst ﬂoor between planes B and D. More
details and schematic diagrams can be found in Figueiredo et al. (2009). Data for
50 experiments for each of the states are available from the Los Alamos website
at http://institute.lanl.gov/ei/software-and-data/data. Each experiment has 8192
samples collected at a rate of 320 Hz.
We have made some changes in Table 8.1 to reﬂect a diﬀerent perspective from
the one adopted by the original experimenters. They had labelled states 2 through
to states 9 as undamaged states in order consider these states as environmental
disturbances and their eﬀort was to detect the bumper gaps in the presence of some
of these disturbances. Notably, they considered the addition of masses at diﬀerent
location in the presence of bumper gap for states 15 through to 16. We have taken
a diﬀerent approach in that we consider the addition of the masses and the changes
in stiﬀness as damage because these are constants throughout the data collection
process for each states. Our approach is to ﬁnd features that will detect each of the
states as being diﬀerent from the baseline condition in state 1.
8.2 Application of the new method
For each of the states listed in Table 8.1 there are 50 data sets of length 8192
samples for each of the ﬁve sensors where the sampling rate was 320 Hz. For each
state, we concatenate the data for the 50 experiments into one time series. Before
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Label State Condition Description
State #1 Undamaged Baseline Condition
State #2 damaged Added mass (1.2 kg) at the base
State #3 damaged Added mass (1.2 kg) on the 1st ﬂoor
State #4 damaged 87.5 % Stiﬀness reduction in Column 1BD
State #5 damaged 87.5 % Stiﬀness reduction in Column 1AD and 1BD
State #6 damaged 87.5 % Stiﬀness reduction in Column 2BD
State #7 damaged 87.5 % Stiﬀness reduction in Column 2AD and 2BD
State #8 damaged 87.5 % Stiﬀness reduction in Column 3BD
State #9 damaged 87.5 % Stiﬀness reduction in Column 3AD and 3BD
State #10 damaged gap (0.20 mm)
State #11 damaged gap (0.15 mm)
State #12 damaged gap (0.13 mm)
State #13 damaged gap (0.10 mm)
State #14 damaged gap (0.05 mm)
State #15 damaged gap (0.20 mm) and mass (1.2 kg) at the base
State #16 damaged gap (0.20mm) and mass (1.2 kg) on the 1st ﬂoor
State #17 damaged gap (0.10mm) and mass (1.2 kg) on the 1st ﬂoor
Table 8.1: Data labels and state conditions with descriptions
States PSD RFP 
     Mode 2          Mode3    Mode 2      Mode 3              
State #1    54.58       71.63    54.2      70.7 
   
State #2    53.65       71.35    52.9      70.3 
   
State #3    53.80       69.28    53.1      68.2 
   
State #4    51.75       70.05    51.2      69.2  
   
State #5    47.07       68.96    47.0      67.8 
   
State #6    54.40       66.94    53.9      65.8 
   
State #7    54.45       62.40    54.2      62.2 
   
State #8    51.61       70.22    51.1      69.3 
   
State #9    47.70       69.13    47.4      68.0 
 
 
Table 8.2: A list of the resonant frequencies observed on the PSD together with the
mean resonant frequencies calculated using the RFP method as reported
in Figueiredo et al. (2009) for states 1 to 9, the stiﬀness reduction cases
222
8.2 Application of the new method
Cases Data States Grouping Purpose of Grouping
1 States 1, 2, 3 To monitor change when masses are added to the structure
2 States 1, 4, 5 To monitor change when stiﬀness is reduced on the 1st ﬂoor
3 States 1, 6, 7 To monitor change when stiﬀness is reduced on the 2nd ﬂoor
4 States 1, 8, 9 To monitor change when stiﬀness is reduced on the 3rd ﬂoor
Table 8.3: Data groups for change monitoring
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Figure 8.2: PSD of sensor 2 for states 1, 2 and 3
processing we remove the mean and scale the variance of the data to 1. For the
SWT decomposition we use the `Symlet10' wavelet at three levels of decomposition.
After PCA projection we calculate the Welch PSD using a data length of 2048 with
50% overlapping and a Hamming window.
8.2.1 Feature selection for added masses and stiﬀness
reduction cases
We divide the data into subgroups according to Table 8.3 to facilitate analysis.
We show in Figures 8.2, 8.3, 8.4 and 8.5, the Power Spectral Densities for all the
States listed in Table 8.3. The benchmark structure has three resonant frequencies,
henceforth labelled mode 1, 2 and 3 at 30.99, 54.27 and 71.63 Hz respectively.
Figure 8.2 for states 1, 2, and 3 shows that the addition of the mass on the 1st
ﬂoor causes a reduction in frequency in mode 3 whilst the addition of the same
mass at the base has barely any eﬀect. This is evidenced by the shift to the left of
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Figure 8.3: PSD of sensor 5 for states 1, 4 and 5
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Figure 8.4: PSD of sensor 3 for states 1, 6 and 7
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Figure 8.5: PSD of sensor 5 for states 1, 8 and 9
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Figure 8.6: PSD of sensor 5 for states 10, 15 and 16
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mode 3 alone. This indicates that the location of the added mass may be signiﬁcant
and that for systems which exhibits such behaviour it may be possible to locate the
damage by noting which mode has decreased.
Figure 8.3 for states 1, 4 and 5 shows that stiﬀness reduction in the columns at
the base causes a reduction in resonant frequencies in both modes 2 and 3 whilst
mode 1 remain largely unaﬀected. We further note that the magnitude of frequency
reduction is more pronounced in mode 2 than in mode 3. We note that for States 4
and 5, the stiﬀness reduction is eﬀected on the ﬁrst ﬂoor of the structure.
Figure 8.4 for states 1, 6 and 7 shows that when the stiﬀness reduction is in the
columns on the middle ﬂoor, then mode 3 is signiﬁcantly aﬀected whilst mode 1 has
small changes and mode 2 is unaﬀected. We again note the location of the damage
has produced a diﬀerent signature in the frequency spectrum.
In Figure 8.5 for states 1, 8, and 9 we observe that all three modes are aﬀected due
to the damage being located on the 3rd ﬂoor. We therefore note that the location
of the damage seems to determine which modes are aﬀected.
Figure 8.6 for states 10, 15 and 16 shows that the eﬀect of the added mass is
similar to that for states 1, 2 and 3. This is because at a gap of 0.2 mm, there is
no interaction between the bumper and the bolt so that this situation is similar to
states 1, 2 and 3 with a decrease in mode 3 highlighting the presence of the added
mass on the 1st ﬂoor. As before, the added mass at the base in state 15 is undetected
when monitoring a change in resonant frequency.
8.2.2 Feature selection for bumper gap distances
So far in this thesis, we have used the change in frequency as the change indicator
but when we investigated this same indicator for the bumper gap changes, there
were no change in frequency that was signiﬁcant enough to warrant its use as a
reliable indicator. This seemed to corroborate the ﬁnding of Figueiredo et al. (2009)
who concluded that the modal parameters were not good change indicators for
the benchmark. We then investigated the magnitudes of the resonant frequencies
in order to identify a feature in the spectrum that is diﬀerent for each of the gap
distances and we show in Figure 8.7 eight plots for the frequency spectrum of sensors
5 down to sensor 2. The plots on the right are zoomed versions of the plots on the
left to show that the magnitude of mode 3 gradually decreases as the bumper gap is
decreased for states 1 and 10 through 14. This demonstrated that for the bumper
gap states, the magnitude of the resonant frequency is a good data feature. We also
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note that the drop in magnitude of the resonant frequencies is more pronounced
in sensor 2 where for a bumper gap of 0.05 mm, mode 3 is almost non-existent.
Figueiredo et al. (2009) also noted a decrease in the CWT coeﬃcients for state
14. But whereas Figueiredo et al. (2009) used the CWT transform which did not
allow this information to be extracted from the 2-D image, the use of the SWT in
the method developed in this thesis allowed this information to be captured and
processed for change detection. In this thesis we also show that the same pattern
in decreasing magnitude was observed for states 10 through to 14 and this pattern
showed a correlation between the bumper gap distance and the magnitude of the
decrease.
8.2.3 The signature of the input force is contained in the
accelerometer data
In our investigation, we found something unexpected that we would like to report.
Our method does not use the input excitation for the detection of change, so we have
not analysed the input excitations to any great extent for the applications considered
in this thesis. In OMA we do not use the input excitation not because we do want
to but simply because it is diﬃcult to measure. In analysing the responses of the
accelerometers for this benchmark we noticed that the PSD of a signal buried in the
sensor responses was similar in shape to the PSD of the actual input excitation that
was used for this benchmark. This may be a coincidence but if not, it may provide
a means to study at least the distribution of the input excitations just by analysing
the sensor responses. For this reason we now report this observation.
Figure 8.8 shows that the frequency spectrum of the input force contains dips at
the resonant frequencies which are a result of the interaction between the structure
and the electro-dynamic shaker. By plotting the frequency response of the input
excitation together with the frequency response of a signal derived from the sensors
alone we noticed that the two bore a striking similarity in shape. We observe that a
signature of the input frequency spectrum is contained in the output accelerometers.
Further investigation is required to determine how change detection is aﬀected by
this phenomenon if the FRF is used. This phenomenon could be useful, if it is a
general occurrence, in the determination of the input force frequency spectrum when
the input force is not measurable as is the case in many applications where the input
force may depend on environmental conditions. Figure 8.8 is not to scale so that the
magnitude of the two traces cannot be directly compared. We have normalised each
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Figure 8.7: PSD spectrum with zoom for 3rd mode (right plots)
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Figure 8.8: The signature of the input frequency spectrum is contained in the ac-
celerometer signals
trace relative to its own maximum in order to bring the two graphs to nearly the same
scale to allow a comparison of the shape of the frequency spectrum. This analysis
was made possible because in our method we used principal component analysis
to decompose the sensor signals along the orthogonal direction of the eigenvectors.
The traces shown in Figure 8.8 was obtained by decomposing the four accelerometer
signals using the SWT with the `Symlet10' wavelet at three level of decompositions.
PCA was then used to project the SWT decompositions onto the directions of the
eigenvectors and the trace labelled as hidden signature in Figure 8.8 depicts the
projection along the third most signiﬁcant eigenvector.
8.2.4 Change detection for added masses and stiﬀness
reduction
Figure 8.9 shows the tracking of mode 2 for change detection for the data grouping
labelled cases 1 to 4 as in Table 8.3. The numbers adjacent to the traces in the plots
corresponds to the data for the states as listed in Table 8.1. We observe that for
case 1, the resonant frequency mode 2 remains unchanged for the mass at the base
and the ﬁrst ﬂoor, thus oﬀering no possibility for detecting the location of the mass,
though the introduction of the mass can be detected due to the change in resonant
frequency. For case 2, we observe that the change in the resonant frequency is more
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Figure 8.9: Frequency tracking for mode 2
pronounced when the stiﬀness reduction is increased on the same ﬂoor, namely ﬂoor
1, thus oﬀering the possibility of assessing damage severity. For case 3, we observe
the stiﬀness reduction on the second ﬂoor causes no signiﬁcant change in mode 2,
making it unlikely that change can be detected using this mode when the damage is
located on the second ﬂoor. For case 4, where the stiﬀness reduction is located on
the 3rd ﬂoor we ﬁnd that the two stiﬀness reductions are well detected maintaining
a correlation with the level of damage.
In Figure 8.10, we show that using the resonant frequency mode 3, all individual
states are clearly detected for the four cases listed in Table 8.3. In particular state 3,
which could not be diﬀerentiated from state 2 using mode 2, is now clearly distinct
from state 2 using mode 3. Furthermore, the reduction of stiﬀness on ﬂoor 2 for
the two levels of change which were undetectable using mode 2 are both now clearly
detected.
From a study of the mass addition and stiﬀness reduction in cases 1 through to 4
for modes 2 and 3, we observe that the detection of the change in mass or stiﬀness
depended on which mode was being considered. Using mode 3 all state conditions
for cases 1 to 4 were detected whereas mode 2 gave a partial detection of the states.
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Figure 8.10: Frequency tracking for mode 3
8.2.5 Bumper gap detection in the absence of environmental
conditions
In Figure 8.11 we show the magnitude of mode 3 for the bumper states. The spikes
in the plot are artefacts due to the concatenation of data from diﬀerent experiments
whose averaging process was reset for each data set. The plot on the right in Figure
8.11 shows that this artefact can be eliminated by the use of an exponential forgetting
factor, but this is not expected to be used in real applications because we expect
continuous data sampling.
We show in Figure 8.12 the Mahalanobis distances relative to the baseline condi-
tion for States 1, 10, 11, 12, 13 and 14. These states represents a gradual increase in
the bumper damage by gradually decreasing the gap between the bumper and the
bolt to simulate a crack like damage. The plot shows that the Mahalanobis distance
in increased in correlation with the increase in the bumper damage. This demon-
strates that the bumper gaps are detectable and that the Mahalanobis distance is
correlated with the level of damage.
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Figure 8.11: The left plot show the evolution of the magnitude of mode 3 as the
bumper gap distance is decreased. The plot on the right shows the
same information but with a forgetting factor used to smooth the data
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Figure 8.12: Bumper gap detection in the absence of environmental conditions
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8.2.6 Bumper gap detection with the addition of mass as
environmental condition
We now use the magnitudes of the resonant frequencies at mode 2 and mode 3
to investigate change detection for all the states. In particular, we form matrices
containing the magnitudes for mode 2 and mode 3 for each of the 17 states. We
then calculate the Mahalanobis Distance for each state from state 1.
In an eﬀort to ﬁnd the eﬀects of the mass additions on the detectability of the
bumper gap, we show in Figure 8.13 in the plot on the left, that compared to
the baseline condition with no added mass, the addition of a mass at the base
has no discernible eﬀect whilst the addition of the same mass on the ﬁrst ﬂoor
shows an increase in the Mahalanobis distance using the magnitudes of the resonant
frequencies as data features.
When the bumper gap is at 0.20 mm for state 10, we show in Figure 8.13 in
the middle plot, that the existence of this bumper gap causes an increase in the
Mahalanobis distance from the baseline condition. When the mass is added to the
base and the ﬁrst ﬂoor, states 15 and 16, we observe an increase in the Mahalanobis
distance from that of state 10, showing that the addition of the mass at diﬀerent
locations has increased the Mahalanobis distance by diﬀerent amount. Furthermore,
we observe that the eﬀect of the added mass that was evident in the left plot of Figure
8.13 is also observed in the middle plot when the bumper gap is at 0.20 mm, in that
the mass at the base causes less change in the Mahalanobis distance than when it
is placed on the ﬁrst ﬂoor. This indicates that the bumper gap is detectable on its
own and in the presence of the added mass, whether it is placed at the base or the
1st ﬂoor and that the location of the added mass may also be determined due to
the diﬀerence in magnitude change of the Mahalanobis distance.
When the bumper gap is at 0.10 mm for state 13, we show in the right plot of
Figure 8.13 that this causes an increase in the Mahalanobis distance relative to the
baseline. We further observe that when the mass is placed at the ﬁrst ﬂoor, the
Mahalanobis distance increases relative to both the baseline condition and state 13
which has no added mass. This indicates that the presence of the bumper gap at
0.10 mm is detectable on its own and when the added mass is present. Furthermore,
the added mass causes more change in the Mahalanobis distance than when the
mass is not present.
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Figure 8.13: Bumper gap detection in the presence of added mass
8.2.7 Stiﬀness change detection with the addition of mass as
environmental condition
To analyse the detectability of the stiﬀness reduction in the presence of the mass
as environmental condition, we show in Figure 8.14, the left plot, that when the
stiﬀness reduction is in one column on the ﬁrst ﬂoor for state 4, the Mahalanobis
distance is increased relative to the baseline condition. When the stiﬀness reduction
is in two columns on the 1st ﬂoor, for state 5, the Mahalanobis distance is increased
to a magnitude higher than for stiﬀness change in one column only. This suggest
that the Mahalanobis distance using the magnitude of the resonant frequencies as
data feature is able to correlate with the damage severity. We also note that the
addition of the mass on the ﬁrst ﬂoor for state 3, causes a change in the Mahalanobis
distance that is higher than that for the stiﬀness change in one column but lower
than that for a stiﬀness change in two columns.
When the stiﬀness reduction is on the second ﬂoor, we show in Figure 8.14 in the
middle plot that for the both the stiﬀness reduction in one column for state 6 and
in two columns for state 7, the Mahalanobis distance is increased relative to the
baseline condition. We note that the traces for states 6 and 7 settle at values where
the Mahalanobis distance is higher for state 7 than for state 6, thus maintaining the
correlation with damage severity as noted in Figure 8.14 in the left plot.
We again note the same phenomenon when the stiﬀness reduction is on the 3rd
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Figure 8.14: Stiﬀness change detection in the presence of added mass. The numbers
in the legend are the states as deﬁned in Table 8.1. The traces show
variations in Mahalanobis distance due to stiﬀness reductions.
ﬂoor. The Mahalanobis distance is increased for the existence of the stiﬀness change
relative to the baseline condition and furthermore it is higher for the reduction in two
columns than for one, thus again maintaining the correlation with damage severity.
We note that the stiﬀness changes in one and two columns on the 3rd ﬂoor results
in a Mahalanobis distance that is higher than that for the presence of the mass on
the ﬁrst ﬂoor. This is in contrast to the stiﬀness reduction in one column for state
4 as is depicted in the left plot of Figure 8.14 indicating that change on the third
ﬂoor may be more detectable due to a larger change in the Mahalanobis distance.
8.3 Comparison with other methods
In this section we compare the results of the new method with two others, The Ra-
tional Fraction Polynomial method (RFP) and the FDD. For RFP we use the results
published by Figueiredo et al. (2009) and for the FDD we implement it in Matlab
using a threshold of 0.99 for the MAC function. For the experiment considered in
this chapter, we have already established that for the bumper gaps, a change in
frequency is not a useful change indicator as there is no change in frequency. Since
we are comparing the performance in frequency tracking, we consider only states 1
to 9 which produce a change in frequency.
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8.3.1 Comparison criteria
All the application chapters of this thesis contain this section on comparison criteria
to make them as self-contained as possible. For the purpose of comparison in this
thesis, we consider three aspects, the coeﬃcient of variation, the error in measuring
mean values and tracking performance. We describe these three aspects as follows:
1. We want the measurements made by the method in its own rights to vary very
little around its mean value. This gives a sense of how stable the measurements
are. To characterise this aspect, we calculate the coeﬃcient of variation (Ching
and Beck (2003, 2004)) which is the standard deviation divided by the mean
value and express the result as a percentage. The value of the coeﬃcient of
variation then tells us how closely the measurements cluster around the mean
of the data set. The method which has the smaller coeﬃcient of variation is
the better method based on this criterion.
2. We also want to quantify the ability of the method to measure the frequency as
close to the one visually observed from the PSD, this being the best information
we have about the resonant frequencies. For this, we calculate the error by
taking the absolute value of the diﬀerence between the PSD value and the
mean value of the method for each data set, divide by the PSD value and
present the error as a percentage. The value of this error then tells us how
faithfully the value observed from the PSD is replicated. The method which
has the smaller error is the better one according to this criterion.
3. For SHM applications, we are more concerned about tracking changes. In fact,
whether the method gives a good measurement of resonant frequency is not
that important in SHM. In SHM we want to monitor changes in dynamics
and we are even willing to accept notions that have no physical interpretation.
Many researchers, instead of choosing the resonant frequency which is related
to the physics of the structure, choose to use notions such as the errors in
the parameters of a model and monitor these for detection of a change in
dynamics. This is an acceptable approach in SHM research. In this thesis, we
show that the resonant frequency, which has a physical interpretation in terms
the stiﬀness of the structure, is a good indicator of a change in dynamics for
the benchmarks considered because the introduction of the changes which are
assumed to be representative of actual damage causes a change in the resonant
frequencies. To compare tracking performance, we show plots with traces
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obtained from diﬀerent methods to allow a comparison by visual inspection.
What we look for is the ability of the method to track the changes in resonant
frequencies that are observed in the PSD for the data set under consideration.
The better method is the one which is able to track the changes more faithfully.
8.3.2 Comparison with the RFP and FDD methods
In Table 8.2 we have reproduced the frequency measurements obtained using the
RFP method published in Figueiredo et al. (2009) side by side with those obtained
from a visual inspection of the PSD. The RFP method is a modelling method which
ﬁts a curve to the frequency response function using a least squares criterion. In
Table 8.4a we have listed the mean values obtained using the new method and
the FDD together with their associated coeﬃcients of variations. We note that the
coeﬃcients of variation obtained using the new method and the FDD are both small.
In Table 8.4b we list the percentage errors of the new method and that of the FDD
relative to the PSD. In this case we ﬁnd the errors in the mean frequency values
obtained by the new method and the RFP method are both small and of similar
magnitudes whilst the errors produced by the FDD method are signiﬁcantly worst.
To demonstrate the diﬀerence between the frequency tracking performance be-
tween the new method and the FDD, we show Figure 8.15 the tracking of mode
M2 for states 1 to 9. We observe that whilst the new method is able to track the
changes in frequency, the FDD method fails to do so.
8.3.3 Review of published work on the benchmark problem
In their extensive report on the analysis of this structure, Figueiredo et al. (2009)
applied many techniques in an eﬀort to detect the existence of the bumper gap
whilst considering the added masses and the stiﬀness reduction as environmental
conditions.
In analysing the frequency spectrum of the stiﬀness and bumper gaps, the authors
noted the decrease in resonant frequency for the stiﬀness change and added masses
and a distortion of the frequency response caused by the bumper gaps.
The authors investigated a range of possible data features for this nonlinear struc-
ture. The ﬁrst four statistical moments namely, the mean, the standard deviation,
the skew-ness and the kurtosis, were investigated for possible use as data features.
The mean measures the central tendency of the sensor data, the standard deviation
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States New Method FDD 
  Mode 2      Mode 3  Mode 2         Mode 3 
State #1  54.54     71.63  55.97      71.53 
c.o.v (%)   0.39      0.11   1.02       0.44 
State #2  53.70     71.32  55.99      71.34 
c.o.v (%)   0.26      0.13   1.17       0.60 
State #3  53.83     69.18  56.73      72.52 
c.o.v (%)   0.23      0.21   1.28       1.34 
State #4  51.82     70.08  57.10      71.56 
c.o.v (%)   0.60      0.25   1.40       0.97 
State #5  47.34     68.99  58.98      72.25 
c.o.v (%)   1.44      0.18   1.44       0.97 
State #6  54.62     67.35  55.72      77.18 
c.o.v (%)   0.43      1.61   0.90       2.39 
State #7  54.41     62.64  55.00      76.39 
c.o.v (%)   0.43      1.69   0.87       3.02 
State #8  51.45     70.11  56.56      72.30 
c.o.v (%)   0.70      0.28   1.30       0.84 
State #9  47.62     69.13  57.05      73.24 
c.o.v (%)   0.83      0.22   1.29       0.99 
 
 
(a) A list of the mean resonant frequencies and their associated coeﬃcients of variation as measured
by the new method and FDD the method for states 1 to 9, the stiﬀness reduction cases
  
 
 
States RFP Errors (%) 
 
New Method 
Errors (%) FDD Errors (%) 
  Mode 2     Mode 3               Mode 2     Mode 3               Mode 2     Mode 3                
    
State #1  0.70      1.30  0.07      0.00  2.55      0.14 
    
State #2  1.40      1.47  0.09      0.04  4.36      0.01 
    
State #3  1.30      1.56  0.06      0.14  5.45      4.68 
    
State #4  1.06      1.21  0.14      0.04 10.34      2.16 
    
State #5  0.15      1.68  0.57      0.04 25.30      4.77 
    
State #6  0.92      1.70  0.40      0.61  2.43     15.30 
    
State #7  0.46      0.32  0.07      0.38  1.01     22.42 
    
State #8  0.99      1.31  0.31      0.16  9.59      2.96 
    
State #9  0.63      1.63  0.17      0.00 19.60      5.95 
 
 
 
 
(b) The percentage errors in frequency mean values as measured by the three methods, the RFP
method, the new method and the FDD method relative to the frequencies visually observed
from the PSD for states 1 to 9, the stiﬀness reduction cases
Table 8.4: Mean frequency and percentage error tables
238
8.3 Comparison with other methods
0 100 200 300 400 500 600
F
re
qu
en
cy
 (
H
z)
45
50
55
60
Tracking of States 1,2,3: Mode 54.58
FDD
New Method
0 100 200 300 400 500 600
F
re
qu
en
cy
 (
H
z)
45
50
55
60
Tracking of States 1,4,5: Mode 54.58
FDD
New Method
Data Sections
0 100 200 300 400 500 600
F
re
qu
en
cy
 (
H
z)
45
50
55
60
Tracking of States 1,6,7: Mode 54.58
FDD
New Method
Data Sections
0 100 200 300 400 500 600
F
re
qu
en
cy
 (
H
z)
45
50
55
60
Tracking of States 1,8,9: Mode 54.58
FDD
New Method
Figure 8.15: Comparison of tracking performance between the new method (solid
lines) and the FDD method (dashed lines) for states 1 to 9, the stiﬀness
reduction cases
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measures the dispersion from the mean, when the distribution of the data is not sym-
metrical about the mean, the skew-ness detects whether the area of concentration
is above or below the mean depending on the skew-ness being a positive or negative
quantity. For a symmetric distribution like the standard normal distribution, the
skew-ness is zero. The kurtosis detects whether the distribution is ﬂatter than would
be expected for a normal distribution thus highlighting the fact that the tails have
fewer concentration of data than that of a normal distribution. It was found that
the skew-ness and kurtosis were sensitive to the bumper gap distance, provided the
sensor was located near the bumper, but insensitive to the addition of the masses
and the reduction in stiﬀness. It was therefore concluded that the skew-ness and
kurtosis could be used as data features but that the limiting factor was the location
of the sensors which had to be close to the damage location.
The authors veriﬁed, using data from sensor 5, that the Probability Density Func-
tion (PDF) for states 1 and 3 were normally distributed but that those for states
14 and 17 were not. It was thus noted that for states where the nonlinear bumper
damage was absent, the PDF was normally distributed but that for states with the
nonlinear bumper damage the normality assumption could not be upheld.
Feature extraction based on time series modelling was also investigated. The
authors constructed autoregressive models (AR) and investigated the use of the pa-
rameters of the model directly and the residual error between the output predicted
by the model and the actual measurement, as data feature. Having made the choice
of parametric model to belong to the AR family, the authors were left with the
choice for the number of parameters. A high order model will include noise dy-
namics and not generalise well to other data sets where the noise may be diﬀerent,
whilst a low order model may fail to capture the important dynamics. Using four
diﬀerent techniques which indicate the optimal model order, namely Akaike's Infor-
mation Criterion, Partial Autocorrelation Function, singular value decomposition
and Root Mean Square Error, the authors found that the resulting model order was
not consistent for the four techniques used and therefore chose two diﬀerent model
orders for processing as data features, AR(5) and AR(30) where the number in the
parentheses indicate the model order. The authors found that the AR parameters
appeared to be a potential data feature but that there was no correlation between
the data feature and the level of damage with the presence of the added masses
suggesting that this feature may mask the existence of the bumper gap. For the
case of the residual error as data feature, the authors found that there was a need
to choose the appropriate AR model order to produce data features. We show in
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Figure 8.16a a plot taken from this publication for the AR(30) case, showing that
the amplitudes for the damaged data cluster around the origin whilst the amplitude
for the undamaged data shows signiﬁcant variations.
The authors also investigated the use of modal parameters as data features. They
ﬁtted a parametric model to the Frequency Response Function (FRF) using com-
mercial software for each state conditions in order to derive the resonant frequencies,
damping and mode shapes. They found that the changes in resonant frequencies for
states 15, 16 and 17 were masked by the added mass and stiﬀness changes for these
state conditions. They also found that the damping ratios did not show consistency
in either increasing or decreasing for the damage state conditions. The authors con-
cluded that modal parameters, especially the resonant frequencies had limitations
when used as data features.
Investigating the use of PCA as a tool for the evaluation of patterns in the data,
for data cleansing and data compression, the authors found that the data reduction
process may cause a loss of information necessary for damage detection. The authors
used PCA to project the 30 parameters of the AR(30) model to a lower dimension
of 2 and found that even though the state conditions cluster well, the damaged and
undamaged clusters falls within each other highlighting the fact that the separation
is not linear and that techniques like support vector machines may be needed to
deﬁne a linear boundary in a higher dimensional space.
Using the Short-Time Fourier Transform to investigate states 1, 10 and 14 of this
structure, the authors found that these states contain signiﬁcant energy around the
three identiﬁed resonant frequencies for the baseline condition. The second resonant
frequency was found to have less energy than the other two and that for state 14,
the energy seemed to be distributed more broadly across the spectrum by showing
a decrease in energy at the resonant frequency components. The authors observed
that the spectrogram did not show any change when the stiﬀness of the structure
was reduced even though this was to be expected from theory.
The authors also applied wavelet theory to analyse this structure. They used the
continuous wavelet transform (CWT) using a complex Morlet wavelet to obtain the
continuous wavelet coeﬃcients at 143 scales. They noted by visual inspection that
the resonant frequency components at 54.2 Hz and 70.7 Hz decrease for states 14
and concluded that the change in the wavelet coeﬃcients were signiﬁcant enough so
that these could be correlated with the bumper impacts.
The authors also investigated several methods in order to classify the data as dam-
aged or undamaged states. In this eﬀort, they applied Statistical Process Control
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(SPC) techniques and found that the number of outliers beyond the control lim-
its increased for the damaged states even when the operational and environmental
conditions were present suggesting that the chosen data feature together with SPC
oﬀer a viable damage detection method.
When using the Mahalanobis distance for feature classiﬁcation the authors found
that the reliability of this measure was a function of the type of data feature used.
When the AR parameters were the data features, the performance was found to
be sensitive to the number of AR parameters in that the AR(30) model gave better
results than the AR(5) model. In contrast, when the residual errors were used as data
feature the situation was reversed in that the AR(5) model performed better than
the AR(30) model. We show in Figure 8.16b a plot taken from this publication for
the AR(30) case showing that the Mahalanobis distance is greater for the damaged
cases.
8.4 Conclusions
In this chapter we have shown that the resonant frequencies are a good feature
to detect the addition of masses and the reduction of stiﬀness for the Los Alamos
3-story benchmark structure. We have shown that the choice of which resonant
frequency to monitor may be important by showing that mode 2 was insensitive to
the added mass on the ﬁrst ﬂoor and also to the reductions in stiﬀness on the second
ﬂoor but that signiﬁcant changes occurred in mode 3 for all the added mass and
stiﬀness reduction cases irrespective of locations. We speculate that the diﬀerence
in the behaviour of mode 2 and 3 with respect to the location of the added mass
and the stiﬀness reduction, may be potentially exploited for identifying the location
of damage, provided the diﬀerence in behaviour is a consistent occurrence for the
structure under study.
By studying the eﬀects of the bumper gap distances on the frequency spectrum
of each of the four sensors on the structure, we demonstrated that the magnitudes
of the resonant frequencies were sensitive to the gap distances and selected the
magnitude of mode 2 and 3 as data features. We showed that the diﬀerent bumper
gap distances are all detectable in the absence and presence of the added mass as
simulated environmental conditions.
We also showed that for the stiﬀness reductions the magnitudes of modes 2 and 3
are also good data features and demonstrated that all the stiﬀness reduction cases
could be detected in the presence of the added mass as simulated environmental
242
8.4 Conclusions
 
(a) Damage detection result for the benchmark published by Figueiredo et al. (2009) showing the
data features cluster around the origin for the damaged cases and vary signiﬁcantly for the
undamaged cases
 
(b) Damage detection result for the benchmark published by Figueiredo et al. (2009) showing the
Mahalanobis distance is greater when there is damage present
Figure 8.16: Typical published damage detection results for the non-linear structure
243
8 The Los Alamos 3-story nonlinear structure (Experimental)
conditions.
We further noted that there is a correlation between the change in the data fea-
tures and the level of damage, indicating the possibility of a damage severity assess-
ment.
We were also able to show that the shape of the frequency spectrum of the input
strain gauge could be seen by projecting the four accelerometer sensor signals onto
the third eigenvector direction. This indicates the possibility of assessing the input
force spectrum for cases where the input force is not measurable but a knowledge of
the shape of its frequency distribution may be useful.
We also noted a diﬀerence in the estimation of the resonant frequencies using
parametric modelling as was done by Figueiredo et al. (2009) and those obtained by
the non-parametric method of this thesis. We highlighted the fact that when there
are errors in the estimation of the resonant frequencies for the baseline structure,
then small changes may go undetected.
Though the use of the magnitudes of the resonant frequencies as data features
proved to be successful for the structure considered in this chapter, it cannot be
assumed that the same behaviour will be observed in other structures with a similar
damage. Further investigation on other structures need to be carried out to verify
whether the reduction in energy of the resonant frequencies is a general occurrence
for this type of damage.
In comparing the performance of the new method and that of the FDD, we noted
that the FDD is unable to track the changes in frequency for this structure.
In reviewing the literature on this benchmark we showed that Figueiredo et al.
(2009) were successful in detecting the simulated crack in the presence of the as-
sumed disturbances as shown in Figures 8.16a and 8.16b. In their study these
authors speciﬁcally mentioned that the resonant frequencies are not a good data
feature for this structure and we have carried out an alternative study using the
resonant frequencies as data feature and showed that these can be used to detect
the nonlinear simulated changes for this structure. In this respect, the study carried
out in this thesis demonstrated that the modal parameters are important features
in the development of change detection algorithms.
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In this thesis we have presented a new automated frequency tracking method for
frequency change detection in structural health monitoring applications. We have
achieved our aim as stated in chapter 1 section 1.1 and demonstrated that the au-
tomated method does not use knowledge of the input excitation, does not use data
representing damaged cases, does not use a mathematical model of the structure or
parametric models of the data and uses only linear theory. We have also demon-
strated that it is able to track the frequency changes in all the benchmark studies
considered in this thesis and tracks the frequency more faithfully than the FDD
method for the benchmarks considered.
These are important attributes for a successful transition from laboratory exper-
iments to real life applications where the information (input excitation, damaged
data, a model of the system) not used are not normally available or are very diﬃcult
and expensive to measure. This though, does not mean that such information is
not needed. We have in eﬀect placed the burden of inference on the SHM analyst
who has to make decisions on what is or is not a resonant frequency, what extent
of change in resonant frequency amounts to damage and whether the change in
frequency is attributable to damage or to changing operational or environmental
conditions. What we have shown, is that starting from the raw experimental data
only, it is possible to detect all the data conﬁgurations and to show a correlation
with damage severity for the data considered in this thesis using an automated
method. The hope is that enough experiments have been considered to demonstrate
that there is merit in the method and that it may, with modiﬁcations, prove to
be successful in applications. Noting that there is currently a lack of automated
procedures (Rainieri and Fabbrocino (2010)), it is hoped that the new method is a
welcome addition to the literature.
For the simulated ASCE structure of chapter 4 and its experimental counterpart
in chapter 5, Nair et al. (2006) applied a method based on an autoregressive analysis
to both these structures and reported that the method worked well for the simulated
case but had limited success on the experimental structure. Ching and Beck (2003)
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reported that it was diﬃcult to detect the presence of the loose bolt damage in the
experimental ASCE structure using the modal parameters because these were not
sensitive enough to this type of damage. Apart from showing that the method of
this thesis worked equally well in detecting the presence of change for both these
structures, we were able to show that it does so on all the data cases for all the
diﬀerent input excitations, notwithstanding the diﬃculty reported by Ching and
Beck (2003). To the best of our knowledge, this has not been previously reported
in the literature.
For the Los Alamos Bookshelf of chapter 6, we were able to show that all the
data cases were detected. Previous literature on this structure had only considered
a subset of the data cases for analysis.
For the bridge columns of chapter 7, most of the literature considered data for one
of the columns only. Farrar et al. (2001) studied both columns but reported that
their attempt to use the modal properties as data sensitive features was not suc-
cessful as it was extremely diﬃcult to track the changing modal properties through
the diﬀerent damage levels. They then resorted to using two of the available forty
sensors for detecting the presence of damage. The choice of the sensors was based
on prior knowledge of the location of the damage in the columns. We showed in
this thesis that when the method presented herein is used, the resonant frequency
can be successfully tracked for all the data cases for both these columns. This was
achieved using all the sensors without preference. Furthermore, we analysed the two
bridge columns in the two given conﬁgurations, with and without preload. Farrar
et al. (2001) considered each of the columns for one conﬁguration only.
For the Los Alamos 3-Story nonlinear structure of chapter 8, Figueiredo et al.
(2009) reported that the modal parameters, especially the resonant frequency had
limitations when used as a data feature and therefore did not use it for their anal-
ysis. We showed in this thesis a detailed study of the frequency spectrum for all
the damage conditions to demonstrate that the resonant frequency was a good data
feature for the added mass and stiﬀness reduction cases whilst the magnitude of the
resonant frequencies were a good data feature for the crack damage as simulated
by the bumper gap in that experiment. We also showed that the gap distance was
detectable even with the addition of the masses and the stiﬀness reductions as sim-
ulated environmental conditions. We consider the work in chapter 8 to complement
the extensive work done by Figueiredo et al. (2009) and therefore a good addition
to the literature.
In comparing the performance of the new method and the FDD for each of the
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benchmark considered in this thesis, we noted that the FDD was inconsistent in
that it would track changes in frequency for some systems but not for others, whilst
the new method was able to consistently track the changes in frequency irrespective
of the structure or the environments considered in this thesis.
We have a few suggestions for further research to improve the usefulness of the
technique presented in this thesis. They are as follows:
1. There is a need to derive a measure of goodness for the performance of the
technique. One suggestion is that based on Figure 5.5 where a single resonant
frequency is shown to be isolated by an exponential adaptive ﬁlter, it may
be advantageous to derive a measure which would quantify the goodness of
this isolation. We found a qualitative assessment of this plot gave us a good
indication of how the technique is performing on a particular data. A good dis-
tinction between the envelop of the adaptive ﬁlter and the resonant frequency
indicated that it was possible to isolate the frequency for the determination
of the peak magnitude and frequency. If for some reason, the adaptive ﬁlter
is placed at a location in the spectrum where there is no resonant frequency,
then a ﬁctitious resonant frequency will be identiﬁed because when the ﬁlter
is multiplied by the ﬂat spectrum, the result will be a spectrum that is very
close in shape to the adaptive ﬁlter itself. On the other hand, if the ﬁlter is
placed at a true resonant frequency, then if that resonant frequency disappears
momentarily from the spectrum due to operational and environmental condi-
tions, then the technique will maintain a constant reading for that resonant
frequency which may help to reduce false alarm about the momentary disap-
pearance of this resonant frequency. A good measure of goodness will need to
quantify the diﬀerence in energy of the ﬁlter and the resonant frequency by
including a measure for the peaky-ness of the resonant frequency.
2. Presently we are limited in the division of the frequency spectrum by the
wavelet decomposition, which progressively halves the frequency spectrum.
This has limitations because if two resonant frequencies are close to each other
then they may fall into the same reduced bandwidth after the wavelet decom-
positions. Though the use of the adaptive ﬁlters will alleviate this problem by
allowing the separation of the resonant frequencies by choosing the width of
the ﬁlter appropriately, when one of the resonant frequency reduces due to the
onset of change and the closely located one does not, then the ﬁlter may latch
onto the closely located resonant frequency and fail to track the decreasing
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one and therefore fail in detecting change. When it is known that there are
closely located resonant frequencies in the spectrum of a structure then this
technique has to be used with care and steps taken to allow proper tracking of
the correct resonant frequency. Also diﬀerent frequency division might be con-
sidered, other than wavelets, where the division might be equidistant rather
than dyadic in nature.
3. For real applications, it is rarely the case that when a computer raises an alarm
for damage, that engineers will blindly accept this as gospel truth and act ac-
cordingly. It is usual practice to make an assessment of what has happened
before corrective measures are taken. There is a need therefore to develop
assessment tools to analyse the results of the technique proposed in this thesis
to allow an investigation of the raw signals through to the change detection.
This will help to determine whether a change has truly occurred or that op-
erational and environmental conditions have caused an aberration in the data
which has resulted in a false alarm. In this respect, we observe that the choice
of wavelet decomposition may help as it allows the reconstruction of the raw
signal for analysis.
4. In the application considered in chapter 8 of this thesis, it was found that
the resonant frequency and its magnitude were good data features. It may
be advantageous to re-analyse the other structures considered in this thesis
to see whether the magnitude of the resonant frequencies were also good data
features and further work might use both these features simultaneously for
classiﬁcation of change in the hope that two features may give even better
results than just one. Chapter 8 showed that these data features may be
linearly separable requiring less sophisticated classiﬁcation algorithms.
5. In chapter 3 of this thesis we demonstrated how operational and environmen-
tal conditions may be removed using the technique of this thesis given our
assumption that operational and environmental conditions are likely to be
distinct from real damage, in that the operational and environmental condi-
tions may produce higher frequency components in the data feature which are
distinct from the low frequency content expected for real damage. Future work
might consider applying this technique to data where transitory operational
and environmental conditions are present to validate our hypothesis that such
conditions may be removed to allow monitoring of the true system.
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