Abstract. The sharp asymptotics for the entropy-constrained L 2 -quantization errors of Gaussian measures on a Hilbert space and in particular, for Gaussian processes is derived. The condition imposed is regular variation of the eigenvalues of the covariance operator.
Introduction and results
The quantization of probability distributions is an old story which starts in the late 1940's. It has been conceived in order to drastically cut down the storage of signal data to be analysed. For a comprehensive survey of the theory of quantization including its historical development we refer to Gray and Neuhoff [6] . For the mathematical aspects of quantization, one may consult Graf and Luschgy [5] and for more applied aspects in the field of information theory and signal processing, the book of Gersho and Gray [4] is appropriate.
Rigorous extensions of the high-rate result, where the rate is measured by the number of quantization levels (the so-called fixed-rate problem) to the functional quantization of continuous time stochastic processes, have been established for the Gaussian case. See Luschgy and Pagès [10] , [11] . Recently, the high-rate behaviour of quantization when the rate is measured by the entropy of the quantizers has attracted new attention in finite dimensions. (See Gray et al. [7] ). We extend the finite-dimensional setting to entropy-constrained functional quantization of continuous time stochastic processes. The main result of this paper is the sharp asymptotics of the entropy-constrained L 2 -quantization error for a large class of Gaussian processes in a Hilbert space setting.
The framework can be stated as follows. Let (B, ·, · ) be a real separable Hilbert space with norm · = ·, · 1/2 and let X be a centered Gaussian B-valued random vector. Let F denote the set of quantizers f of X, that is, f : B → B is Borel measurable and cardf (B) < ∞. The entropy of f ∈ F is defined by
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(where 0 log 0 := 0). For H ≥ 0, the L 2 -quantization problem under the entropyconstraint H consists in minimizing
One may check that
This notion is obviously related to Shannon's distortion-rate function of X given by
B × B with first marginal Q 1 = P X and
I(Q) ≤ H},
where I(Q) denotes the mutual information
the relative entropy of Q relative to the product of the marginals P X ⊗ Q 2 if Q is absolutely continuous with respect to P X ⊗ Q 2 and equal to ∞ otherwise. Since
Throughout all logarithms are natural logarithms. We address the issue of high-resolution behaviour of e H (X) as H → ∞. Denote by K X ⊂ B the reproducing kernel Hilbert space (Cameron-Martin space) associated to X. Observe that supp(P X ) coincides with the closure of K X . Let λ 1 ≥ λ 2 ≥ . . . > 0 be the ordered nonzero eigenvalues of the covariance operator of X (each written as many times as is its multiplicity). The following theorem is devoted to the case dim K X = ∞ and regularly varying eigenvalues. It includes a wide class of Gaussian processes. Recall that a measurable function ϕ : (s, ∞) → (0, ∞) (s ≥ 0) is said to be regularly varying at infinity with index b ∈ R if, for every t > 0,
It is convenient to use the symbols ∼ and < ∼, where a n ∼ b n means a n /b n → 1 and a n < ∼ b n means lim sup n a n /b n ≤ 1.
Theorem 1.1. Let X be a centered Gaussian B-valued random vector with dimK
Note that the restriction −b ≤ −1 on the index of ϕ is natural since
Remarks. (a) The most prevalent form for ϕ is
Then we have from the above that 
whenever c > 0 and b ∈ B.
Now consider the restriction to Voronoi quantizers defined by
where α ⊂ B, card α < ∞ and (C a ) a∈α is a Borel partition of B satisfying 
The precise relationship between the e H (X) problem and the fixed-rate quantization problem can be deduced from the preceding theorem. For n ∈ N, let
Observe that e H (X) ≤ u 
The rest of the paper is organized as follows. Section 2 contains some examples. Section 3 is devoted to the proofs.
Examples
We consider centered (componentwise) 
Since the eigenvalues of the covariance operator of W satisfy
and P X and P W are equivalent, one gets from the minimax characterization of eigenvalues
Note that the dimension k does not effect the rate of convergence to zero of e H .
Fractional Ornstein-Uhlenbeck sheets. The (real) Ornstein
The eigenvalues of its covariance operator satisfy
and Γ in the above formula denotes the Gamma function (see [11] ). Consequently,
If ρ = 1, one gets the stationary Ornstein-Uhlenbeck sheet on [0, 1] d . In this case
Remark. The eigenvalue problem has been solved for several other Gaussian processes and other Hilbert spaces including stationary processes with regular highfrequency behaviour of the spectral density, fractional Brownian sheets, Lévy's fractional Brownian motion, integrated Gaussian processes and Gaussian martingales. See [15] , [14, p. 79] , [11] , [2] , [9] , [3] , [12] , [13] .
Proofs
A further central object in Shannon's information theory is the rate-distortion function (or ε-entropy) of X. It is defined, for ε > 0, by
We will rely on the following formula. 
whereψ is the (up to strong equivalence ∼) uniquely determined function which is regularly varying at infinity with index
1/(b − 1) such that ψ • 1 ψ (x) ∼ 1 ψ •ψ(x) ∼ x as x → ∞.
In particular, R(·, X) is regularly varying at zero with index −2/(b − 1).
Proof. This is an easy consequence of the "flooding" formula for R(ε, X), due to Kolmogorov and Pinsker, and regular variation of the eigenvalues. See the proof of Corollary 2.4 in [11] .
Proof of Theorem 1.
Set D(H) = D(H, X), e H = e H (X) and R(ε) = R(ε, X).
Observe first that lim H→∞ e H = 0. Furthermore,
Then by Corollary 2.4 in Luschgy and Pagès [11] ,
Moreover, we have for every H ∈ R + , c ∈ (0, 1), 
