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LECTURES ON BATALIN-VILKOVISKY FORMALISM AND ITS
APPLICATIONS IN TOPOLOGICAL QUANTUM FIELD THEORY
PAVEL MNEV
Abstract. Lecture notes for the course “Batalin-Vilkovisky formalism and
applications in topological quantum field theory” given at the University of
Notre Dame in the Fall 2016 for a mathematical audience. In these lectures
we give a slow introduction to the perturbative path integral for gauge theories
in Batalin-Vilkovisky formalism and the associated mathematical concepts.
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Preface
The Batalin-Vilkovisky (“BV”) formalism arose in the end of 1970’s/beginning
of 1980’s as a tool of mathematical physics designed to define the path integral for
gauge theories. Since then the construction turned out to be very useful for appli-
cations in algebraic topology – invariants of 3-manifolds and knots, Chas-Sullivan
string topology, operations on rational cohomology of CW complexes. Another
spectacular application of the BV formalism is Kontsevich’s deformation quanti-
zation of Poisson manifolds. The general direction these applications go is via
applying the BV formalism to define the path integral for particular models of
topological field theory and then finding an appropriate interpretation for the value
of the path integral (and proving the desired properties).
These lectures were given at the University of Notre Dame in the Fall 2016 for
graduate mathematical audience; a previous iteration of this course was given in
the Fall 2014 in the Max Planck Institute for Mathematics, Bonn, jointly with the
University of Bonn. The aim of the course was to give an introduction, oriented
towards mathematical audience and not requiring any prior physics background,
to the perturbative path integral for gauge theories (in particular, topological field
theories) in Batalin-Vilkovisky formalism, and some of its applications. To eluci-
date the picture, we were mostly focusing on finite-dimensional models for gauge
systems and path integrals, while giving comments on what has to be amended in
the infinite-dimensional case relevant to local field theory. Our motivating exam-
ples included the Alexandrov-Kontsevich-Schwarz-Zaboronsky sigma models; the
perturbative expansion for Chern-Simons invariants of 3-manifolds, given in terms
of integrals over configurations of points on the manifold; the BF theory on cellular
decompositions of manifolds.
Acknowledgements. These lectures were strongly influenced by numerous inspir-
ing discussions with Alberto S. Cattaneo, Andrei Losev and Nicolai Reshetikhin. I
am also most grateful for questions and enthusiasm to the audience of the course
when it was given in the University of Notre Dame in the Fall 2016 and to the
audience of its predecessor in Max Planck Institute for Mathematics in Bonn and
University of Bonn in the Fall 2014.Lecture 1,
08/24/2016.
1. Introduction/motivation
Idea of locality (in the interpretation of Atiyah-Segal): a quantum field theory
(QFT) assigns some values (“partition functions”) to manifolds. It can be evaluated
on manifolds and satisfies a gluing/cutting property. So, a manifold can be chopped
into simple (small) pieces, then the QFT can be evaluated on those pieces and then
assembled to the value of the QFT on the entire manifold.1
1.1. Atiyah’s axioms of topological quantum field theory. An n-dimensional
topological quantum field theory (TQFT) is the following set of data.
‚ To a closed pn ´ 1q-dimensional manifold Σ, the TQFT assiociates a
vector space HΣ over C – the “space of states”.
1An alternative way to describe locality in quantum field theory is provided by the language
of factorization algebras [19]. There, instead of cobordisms, one evaluates the theory on open
subsets of the spacetime and instead of cutting an n-manifold into submanifolds with boundary,
one considers open covers (subject to certain condition – so-called Weiss covers).
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‚ To an n-manifold M with boundary split into in- and out-parts, BM “
Σ¯in\Σout (bar refers to reversing the orientation on the in-boundary), the
TQFT associates a C-linear map ZM : HΣin Ñ HΣout – the “partition
function”.2
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Σin Σout
We call such M a cobordism between Σin and Σout, and we denote
Σin
MÝÑ Σout
‚ Diffeomorphisms of closed pn´1q-manifolds act on spaces of states: to
φ : Σ Ñ Σ1 a diffeomorphism, the TQFT associates an isomorphism ρpφq :
HΣ Ñ HΣ1 (in the way compatible with composition of diffeomorphisms).
For φ orientation-preserving, ρpφq is C-linear; for φ orientation-reversing,
ρpφq is C-anti-linear.
This set of data should satisfy the following axioms:
‚ Multiplicativity: disjoint unions are mapped to tensor products. Explic-
itly,
HΣ\Σ1 “ HΣ bHΣ1 , ZM\M 1 “ ZM b ZM 1
‚ Gluing: given two cobordisms Σ1 M
1ÝÝÑ Σ2 and Σ2 M
2ÝÝÑ Σ3, with out-
boundary of the first one coinciding with the in-boundary of the second
one,
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2Another possible name for ZM is the “evolution operator”.
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we can glue (or “concatenate”) them over Σ2 to a new cobordism M :“
M 1 YΣ2 M2, going as Σ1 MÝÑ Σ3.
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Then the partition function for M is the composition of partition functions
for M 1 and M2 as linear maps:
ZM “ ZM2 ˝ ZM 1 : HΣ1 Ñ HΣ3
‚ Normalization:
– For ∅ the empty pn´ 1q-manifold,
H∅ “ C
– For Σ a closed pn´ 1q-manifold, the partion function for the cylinder
Σ
Σˆr0,1sÝÝÝÝÝÑ Σ is the identity on HΣ.
‚ For φ : M Ñ M 1 a diffeomorphism between two cobordisms, denote φ|in,
φ|out the restrictions of φ to the in- and out-boundary. We have a commu-
tative diagram
HΣin ZMÝÝÝÝÑ HΣout
ρpφ|inq
§§đ §§đρpφ|outq
HΣ1in ÝÝÝÝÑZM1 HΣ1out
Remark 1.1. Atiyah’s TQFT is a functor of symmetric monoidal categories,
Cobn Ñ VectC, where the structure is as follows:
Cobn VectC
objects closed pn´ 1q-manifolds vector spaces{C
morphisms cobordisms Σin
MÝÑ Σout linear maps
composition gluing composition of maps
identity morphism cylinder Σ
Σˆr0,1sÝÝÝÝÝÑ Σ identity map id : V Ñ V
monoidal product disjoint union \ tensor product b
monoidal unit ∅ C
Remark 1.2. A closed n-manifold M can be viewed as a cobordism from ∅ to ∅,
thus ZM : CÑ C is a multiplication by some number z P C. By abuse of notations,
we denote ZM :“ z P C. Thus, with this convention, the partition function for
a closed n-manifold is a complex number, invariant under diffeomorphisms and
compatible with gluing-cutting. E.g., for n “ 2, we can cut any closed surface into
BV FORMALISM AND APPLICATIONS 7
disks and pairs of pants
Thus, Z for any surface can be calculated from the gluing axiom, provided that Z
is known for a disk and for a pair of pants.
Remark 1.3. In Segal’s approach to (not necessarily topological) quantum field
theory, one allows manifolds to carry a local geometric structure (of the type de-
pending on the particular QFT): Riemannian metric, conformal structure, com-
plex structure, framing, local system,. . . Atiyah’s axioms above have to be modified
slightly to accommodate for the geometric structure.
Example 1.4 (Quantum mechanics). Consider the 1-dimensional Segal’s QFT
with geometric structure the Riemannian metric on 1-cobordisms. Objects are
points with ` orientation, assigned a vector space H and points with ´ orientation,
assigned the dual space H˚. Consider an interval of length t ą 0 (our partition
functions depend on a metric on the interval considered modulo diffeomorphisms,
thus only on the length), It “ r0, ts. Denote Zptq :“ ZIt P EndpHq. By the gluing
axiom (from considering the gluing r0, t1s Ytt1u rt1, t1 ` t2s “ r0, t1 ` t2s), we have
the semi-group law Zpt1 ` t2q “ Zpt2q ˝ Zpt1q. It implies in turn that
(1) Zptq “ Zp t
N
qN
for N an arbitrarily large integer. Assume that for τ small, we have Zpτq “
id´ i~Hˆ ¨ τ `Opτ2q, for Hˆ P EndpHq some operator. Then (1) implies that
Zptq “ exp
ˆ
´ i
~
Hˆt
˙
This system is the quantum mechanics, with Zptq the evolution operator in time t
and Hˆ the Schro¨dinger operator (or quantum Hamiltonian), describing the infini-
tesimal evolution of the system.
E.g. the choice H “ L2pXq for X a Riemannian manifold and Hˆ “ ´ ~22m∆X `
Upxq¨ would correspond to the quantum particle of mass m moving on the manifold
X in the force field with potential U . In this case Zptq : ψpxq ÞÑ ş
XQy dy Zpt;x, yqψpyq
is the integral operator whose integral kernel Zpt;x, yq is intepreted as the propa-
gation amplitude of the particle from position y to position x in time t.
1.2. The idea of path integral construction of quantum field theory.
1.2.1. Classical field theory data. We start by fixing the data of classical field theory
on an n-manifold:
‚ A space of fields FM “ ΓpM,FM q – a space of sections of some sheaf FM
over M . Typical examples of FM are:
– C8pMq
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– Space of connections on a principal G-bundle P over M . (This exaple
is typical for some of gauge theories e.g. Chern-Simons theory, Yang-
Mills theory,. . . )
– Mapping space MappM,Nq with N some fixed target manifold. This
is typical for so-called sigma models.
‚ The action functional SM : FM Ñ R of form
SM pφq “
ż
M
Lpφ, Bφ, B2φ, . . .q
where L is the Lagrangian density – a density on M depending on the value
of the field φ P FM and its derivatives (up to fixed finite order) at the point
of integration on M . Variational problem of extremization of S (i.e. the
critical point equation δS “ 0) leads to Euler-Lagrange PDE on φ.
Example 1.5 (Free massive scalar field). Let pM, gq be a Riemannian manifold,
we set FM “ C8pMq Q φ with the action
SM pφq “
ż
M
ˆ
1
2
xdφ, dφyg´1 ` m
2
2
φ2
˙
dvol
Here m ě 0 is a parameter of the theory – the mass; dvol is the Riemannian volume
element on M . The associated Euler-Lagrange equation on φ is: p∆`m2qφ “ 0.
1.2.2. Idea of path integral quantization. The idea of quantization is then to con-
struct the partition function for M a closed manifold as
(2) ZM p~q :“ “
ż
FM
Dφ e i~SM pφq ”
Here ~ is a parameter of the quantization (morally, ~ measures the “distance to
classical theory”); Dφ is a symbol for a reference measure on the space FM . Integral
(2) is problematic to define directly as a measure-theoretic integral, however it can
be defined as an asymptotic series in ~Ñ 0, as we will discuss in a moment. So far,
r.h.s. of (2) is a heuristic expression which is to be made mathematical sense of.
Consider M with boundary Σ. Denote BΣ the set of boundary values of fields
on M ; we have a map of evaluation of the field at the boundary (or pullback by the
inclusion Σ ãÑ M) FM Ñ BΣ sending φ ÞÑ φ|B. For the space of states on Σ, we
set HΣ :“ FunCpBΣq – complex-valued functions on BΣ. For the partition function
ZM , we set
(3) ZM pφΣ; ~q :“
ż
φPFM s.t. φ|B“φΣ
Dφ e i~SM pφq
This path integral gives us a function on BΣ Q φΣ and thus a vector in ZM p´; ~q P
HΣ.
1.2.3. Heuristic argument for gluing. Let a closed (for simplicity) n-manifold M be
cut by a codimension 1 submanifold Σ into two M 1 and M2, i.e. M “M 1 YΣ M2.
Then the integral (2) can be performed in steps:
(i) Fix φΣ on Σ.
(ii) Integrate over fields on M 1 with boundary condition φΣ on Σ.
(iii) Integrate over fields on M2 with boundary condition φΣ on Σ.
(iv) Integrate over φΣ P BΣ.
BV FORMALISM AND APPLICATIONS 9
This yields
ZM “
ż
BΣQφΣ
DφΣ ZM 1pφΣq ¨ ZM2pφΣq
One can recognize in this formula the Atiyah-Segal gluing axiom: M 1 and M2 yield
two vectors in HΣ which are paired in HΣ to a number – the partition function for
the whole manifold.
1.2.4. How to define path integrals? Let us first look at finite-dimensional oscillating
integrals: consider X a compact manifold with µ a fixed volume form and f P
C8pXq a function. The asymptotics, as ~Ñ 0, of the integralż
X
µ e
i
~ fpxq
is given by the stationary phase formula3ż
X
µ e
i
~ fpxq „
~Ñ0
ÿ
x0Ptcrit. points of fu
e
i
~ fpx0q|det f2px0q|´ 12 epii4 signf2px0qp2pi~q dimX2
The rough idea here is that the rapid oscillations of the integrand cancel out except
in the neighborhood of critical points x0 of f (i.e. points with dfpx0q “ 0), which are
the “stationary phase points” for the integrand – points around which oscillations
slow down.
This formula can be improved to accommodate corrections in powers of ~:
(4)ż
X
µ e
i
~ fpxq „
~Ñ0
ÿ
x0Ptcrit. points of fu
e
i
~ fpx0q|det f2px0q|´ 12 epii4 signf2px0qp2pi~q dimX2 ¨
¨
ÿ
Γ
~´χpΓqΦΓ
where Γ ranges over graphs with vertices of valence ě 3 (possibly disconnected,
including Γ “ ∅); χpΓq ď 0 is the Euler characteristic of the graph. Graphs Γ are
called the Feynman diagrams. Assume that Γ has E edges and V vertices. We
decorate all half-edges of Γ with labels i1, . . . , i2E each of which can take values
1, 2, . . . , p :“ dimX. The weight of the graph Γ, ΦΓ, is defined as follows.
‚ We assign to every edge e consisting of half-edges h1, h2 the decoration
f2px0q´1ih1 ih2 – the matrix element of the inverse Hessian given by the labels
of the constituent half-edges.
‚ We assign to every vertex v of valence k with adjacent half-edges h1, . . . , hk
the decoration Bih1 ¨ ¨ ¨ Bihk fpx0q – a k-th partial derivative of f at the crit-
ical point.
‚ We take the product of all the decorations above and sum over all possible
values of labels on the half-edges. ΦΓ is this sum times the factor
iE`V
|AutpΓq|
with AutpΓq the automorphism group of the graph.
I.e., we have
ΦΓ :“ i
E`V
|AutpΓq| ¨
ÿ
i1,...,i2EPt1,...,pu
ź
edges e“ph1h2q
f2px0q´1ih1 ih2 ¨
ź
vertices v
Bih1 ¨ ¨ ¨ Bihvalpvq fpx0q
3See e.g. [21, 44]
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Example 1.6. Consider the “theta graph”
(Note that its Euler characterestic is ´1, hence it enters in (4) in the order ~1.)
For its weight, we obtain
Φ
¨˚
˚˝˚
n
i
j
k
l
m
‹˛‹‹‚“ i3`212 ¨ ÿ
i,j,k,l,m,nPt1,...,pu
f2px0q´1il f2px0q´1jmf2px0q´1knf3px0qijkf3px0qlmn
Stationary phase formula (4) replaces, in the asymptotics ~ Ñ 0, a measure-
theoretic integral on the l.h.s. with the purely algebraic expression on the r.h.s.,
involving only values of derivatives of f at the critical points x0.
The idea then is to define the path integral (2) by formally applying the station-
ary phase formula, as the r.h.s. of (4), i.e. as a series in ~ with coefficients given
by weights of Feynman diagrams.
We expect that if we started with a classical field theory with SM invariant under
diffeomorphisms of M , the partition functions ZM coming out of the path integral
quantization procedure yield manifold invariants and arrange into a TQFT.
Problem: Stationary phase formula requires critical points of f to be isolated
(more precisely, we need the Hessian of f at critical points to be non-degenerate).
However, diffeomorphism invariant classical field theories are gauge theories, i.e.
there is a tangential distribution E on FM which preserves the action SM (in some
examples, E corresponds to an action of a group G – the gauge group – on FM ).
Thus, critical points of SM come in E-orbits and therefore are not isolated. Put
another way, the Hessian of SM is degenerate in the direction of E . So, the station-
ary phase formula cannot be applied to the path integral (2) in the case of a gauge
theory.
The cure for this problem comes from using the Batalin-Vilkovisky construction.
1.2.5. Towards Batalin-Vilkovisky (BV) formalism. Batalin-Vilkovisky construc-
tion [4, 5] replaces the classical field theory package F, S with a new package con-
sisting of:
‚ A Z-graded supermanifold F (the “space of BV fields”) endowed with odd-
symplectic structure ω of internal degree ´1.
‚ A function SBV on F – the “master action”, satisfying the “master equa-
tion”
tSBV , SBV u “ 0
In particular, this implies that the corresponding Hamiltonian vector field
Q “ tSBV , ‚u is cohomological, i.e. satisfies Q2 “ 0. Thus, Q endows
C8pFq with the structure of a cochain complex. In other words, pF , Qq is
a differential graded (dg) manifold.
BV FORMALISM AND APPLICATIONS 11
The idea is then to replace
(5)
ż
F
e
i
~S Ñ
ż
LĂF
e
i
~SBV
with L Ă F a Lagrangian submanifold w.r.t. the odd-symplectic structure ω.
The integral on the l.h.s. of (5) is ill-defined (by means of stationary phase
formula) in the case of a gauge theory whereas the integral on the r.h.s. is well-
defined, for a good choice of Lagrangian submanifold L Ă F and moreover is
invariant under deformations of L.
Remark 1.7. 4 Space F is constructed, roughly speaking, as Spec of a two-sided
resolution of C8pF q construted out of
‚ Chevalley-Eilenberg resolution for the subspace of gauge-invariant functions
of fields C8pF qG and
‚ Koszul-Tate resolution for functions on the space of solutions of Euler-
Lagrange equations C8pEL Ă F q.
So, coordinates on F of nonzero degree arise as either Chevalley-Eilenberg gen-
erators (in positive degree) or Koszul-Tate generators (in negative degree). In
particular, this is the reason why F has to be a supermanifold (since C-E and K-T
generators anti-commute).
Remark 1.8. In the case of a gauge field theory, one could try to remedy the
problem of degenerate critical points in the path integral by passing to the integral
over the quotient,
ş
F
Ñ ş
F {G . The latter may indeed have nondegenerate critical
points. But the issue is then that we know how to make sense of Feynman diagrams
for the path integral over the space of sections of a sheaf over M , but the quotient
F {G would not be of this type. In this sense, one may think of the r.h.s. of (5) as
a resolution of the integral over a quotient F {G by an integral over a locally free
object – the space of sections of a sheaf over M .
Remark 1.9. There are finite-dimensional cases when l.h.s. of (5) exists as a
measure-theoretic integral (despite having non-isolated critical points). Then, un-
der certain assumptions, one has a comparison theorem that l.h.s. and r.h.s. of (5)
coincide. We will return to this when talking about Faddeev-Popov construction
and how it embeds into BV. Lecture 2,
08/29/2016.1.3. Tentative program of the course.
‚ Classical Chern-Simons theory.
‚ Feynman diagrams (in the context of finite-dimensional integrals) [21, 44].
– Stationary phase formula.
– Wick’s lemma for moments of a Gaussian integral. Perturbed Gaussian
integral.
– Berezin integral over an odd vector space [35]. Feynman diagrams for
integrals over a super vector space.
‚ Introduction to BV formalism:
– (Z-graded) supergeometry: odd-symplectic geometry (after [50]), dg
manifolds (partly after [1]), integration on supermanifolds.
– BV Laplacian, classical and quantum master equation (CME and QME).
4See [52].
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– 12 -densities on odd-symplectic manifolds, BV integrals, fiber BV inte-
gral as a pushforward of solutions of quantum master equation ([39, 9]).
– BV as a solution to the problem of gauge-fixing: Faddeev-Popov con-
struction, BRST (as a homological algebra interpretation of Faddeev-
Popov), BV (as a “doubling” of BRST). Reference: e.g. [39].
‚ AKSZ (Alexandrov-Kontsevich-Schwarz-Zaboronsky) construction [1].
Applications:
(I) A topological quantum field theory (not in Atiyah sense, but in the sense of
compatibility with cellular subdivisions/aggregations) on CW complexes X
– cellular non-abelian BF theory [39, 15].
invariants
CW aggregation
X X 1
Here a CW complex X gets assigned a BV package – a space of fields
comprised of cellular cochains and chains twisted by a G-local system E,
FX “ C‚pX,Eq ‘ C‚pX,E˚q (with certain homological degree shifts which
we omitted here); G is a fixed Lie group – the structure group of the the-
ory. FX carries a natural odd-symplectic structure (coming from pairing
chains with cochains). The action is given as a sum, over cells e Ă X of all
dimensions, of certain universal local building blocks S¯e depending only on
combinatorial type of the cell and on values of fields restricted to the cell.
One calculates certain invariant ψpXq of X by pushing forward the BV
package to the (cellular) cohomology of X, via a finite-dimensional fiber BV
integral. If X 1 is a cellular subdivision of X (then we say that X is an
“aggregation” of X 1), the pushforward of the BV package on X 1 to X yields
back the package on X, and for the invariant one has ψpX 1q “ ψpXq. More
precisely, one gets a simple-homotopy invariant of CW complexes.
We will also discuss here:
‚ Solutions of the QME vs. infinity algebras (relevant case for this model:
unimodular L8 algebras). Fiber BV integral as homotopy transfer of
infinity algebras. Feynman diagrams from homological perturbation the-
ory.
‚ Relation to rational homotopy type, to formal geometry (neighborhoods
of singularities) of the moduli space MX,G of local systems on X, to
behavior of the R-torsion near the singularities of MX,G.
(II) Perturbative Chern-Simons theory (after Axelrod-Singer [2, 3]). Perturba-
tive invariants of 3-manifolds M given in terms of integrals over Fulton-
MacPherson-Axelrod-Singer compactifications of configuration spaces of n
distinct points on M .A posteriori com-
ment: we did not
have time to discuss
applications (III)
and (IV) in the end.
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(III) Kontsevich’s deformation quantization of Poisson manifolds pM,piq [32], partly
following [8]. Here the problem is to costruct a family (parameterized by ~)
of associative non-commutative deformations of the pointwise product on
C8pMq, of the form
(6) f ˚~ gpxq “ f ¨ gpxq ´ i~
2
tf, gupi `
ÿ
ně2
pi~qnBnpf, gqpxq
where Bn are some bi-differential operators (of some order depending on n).
The idea of the construction (following [8]) is to write the star-product as
as path integral representing certain expectation value for a 2-dimensional
topological field theory (the Poisson sigma model) on a disk D, with two
observables placed on the boundary, at points 0 and 1:
(7) f ˚~ gpx0q “
ż
Xp8q“x0,ηBD“0
DX Dη e i~SPSM pX,ηqfpXp0qq ¨ gpXp1qq
Here the fields X, η are the base and fiber components of a bundle map
TD
ηÝÝÝÝÑ T˚M§§đ §§đ
D ÝÝÝÝÑ
X
M
and the action is: SPSM “
ş
D
xη, dXy` 12xX˚pi, η^ηy. This action possesses
a rather complicated gauge symmetry (given by a non-integrable distribution
on the space of fields) and one needs BV to make sense of the integral (7).
The final result is the explicit construction of operators Bn in (6) in terms
of integrals over compactified configuration spaces of points on the 2-disk D.
(IV) BV formalism for field theories on manifolds with boundary, with Atiyah-
Segal’s gluing/cutting – “BV-BFV formalism” [10, 13] (a very short survey
in [14]). Examples:
‚ Non-abelian BF theory on cobordisms endowed with CW decomposition
[15].
‚ AKSZ theories on manifolds with boundary.
2. Classical Chern-Simons theory
2.1. Chern-Simons theory on a closed 3-manifold. Let, for simplicity, G “
SUp2q (we will comment on generalization to other Lie groups later) and let M be
a closed oriented 3-manifold. Let P be the trivial G-bundle over M .
2.1.1. Fields. We define the space of fields to be the space of principal connections
on P. Since P is trivial, we can use the trivialization to identify connections with
g-valued 1-forms on M (by pulling back the connection 1-form A P Ω1pP, gq on the
total space of P to M by the trivializing section σ : M Ñ P). Here g is the Lie
algebra of G, i.e. in our case g “ sup2q. So, we have FM “ ConnM,G » Ω1pM, gq.
2.1.2. Action. We define the action functional on FM as
SCSpAq :“
ż
M
tr
1
2
A^ dA` 1
3
A^A^A
with A P Ω1pM, gq a connection 1-form in fundamental representation of sup2q.
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Remark 2.1. It can be instructive to rewrite the action as
ş
M
tr 12A^ dA` 16A^rA,As where r, s is the (super-)Lie bracket on the differential graded Lie algebra of
g-valued forms, Ω‚pM, gq; here rA,As is simply A^A`A^A. But this rewriting
exhibits denominators 1{2!, 1{3! and suggests that there might be some “homotopy
Chern-Simons” action associated to infinity algebras where higher terms would
appear, which is indeed correct [9].
2.1.3. Euler-Lagrange equation. Let us calculate the variation of the action:
δSCS “
ż
M
tr
1
2
δA^ dA` 1
2
A^ dδA` δA^A^A “
ż
M
tr δA^ pdA`A^Aloooooomoooooon
curvature FA
q
Here in the second equality we used integration by parts to remove d from δA.
Note that the coefficient of δA in the final expression is the curvature 2-form of
the connection A, FA “ dA ` A ^ A “ A ` 12 rA,As P Ω2pM, gq. Thus, the Euler-
Lagrange equation δSCS “ 0 (the critical point equation for SCS) reads
FA “ 0
– flatness condition on the connection.
2.1.4. Gauge symmetry. For any group-valued map g : M Ñ G and a connection
A P Ω1pM, gq, we define the gauge transformation as mapping
(8) A ÞÑ Ag :“ g´1Ag ` g´1dg
This defines a (right) action of the gauge group GaugeM,G “ MappM,Gq on FM “
ConnM,G.
One can understand the transformation formula (8) as the effect of a change
of trivialization of the principal bundle P: assume that the connection 1-form on
total space A P Ω1pP, gq is fixed but we are given two different trivializations
σ, σ1 : M Ñ P with σ1 “ σ ¨ g. Then, the corresponding 1-forms on the base,
Aσ “ σ˚A and Aσ1 “ pσ1q˚A are related by (8).
Alternatively, one can interpret (8) as the action of a bundle automorphism
(9)
P ¨gÝÝÝÝÑ» P§§đ §§đ
M M
on a connection.
Note that Ag is flat iff A is flat.
Chern-Simons action changes under the gauge transformation (8) as
SCSpAgq ´ SCSpAq “ ´1
6
ż
M
tr pg´1dgq^3
where pg´1dgq^3 “ pg´1dgq^ pg´1dgq^ pg´1dgq is a 3-form on M with coefficients
in matrices (endomorphisms of the space where g is represented).
Recall that for G Ă UpNq a simple compact group, one has the Cartan 3-form
θ “ ´ 1
24pi2
tr pg´1dgq^3 P Ω3pGq
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– a closed G-invariant form on G with integral periods representing the generator
of H3pG,Zq » Z. In particular, for G “ SUp2q, θ is the volume form on SUp2q
viewed as the 3-sphere, normalized to have total volume 1.
Therefore, (9) implies the following
Lemma 2.2 (Gauge (in)dependence of Chern-Simons action).
1
4pi2
pSCSpAgq ´ SCSpAqq “
ż
M
g˚θ “ xrM s, g˚rθsy P Z
Note that, for G “ SUp2q, the r.h.s. is simply the degree of the map g : M Ñ
SUp2q „ S3.
Thus, SCSpAq is invariant under infinitesimal gauge transformations; more pre-
cisely, it is invariant under Gauge0M,G Ă GaugeM,G – the connected component
of trivial transformation g “ 1 in GaugeM,G. However, under a general gauge
transformation SCSpAq can change by an integer multiple of 4pi2. Lecture 3,
08/31/2016.Introduce a function
(10) ψkpAq :“ e ik2piSCSpAq
with k P Z a parameter – the “level” of Chern-Simons theory. By Lemma 2.2, ψk
is a GaugeM,G-invariant function on FM “ ConnM,G. In particular, we can regard
ψk as a function on the quotient ConnM,G{GaugeM,G.
2.1.5. Chern-Simons invariant on the moduli space of flat connections. Restriction
of the function ψk to flat connections yields a locally constant function on the
quotient
MM,G “ FlatConnM,G{GaugeM,G “
tA P Ω1pM, gq s.t. dA` 12 rA,As “ 0u
A „ g´1Ag ` g´1dg @g : M Ñ G
– the moduli space of flat connections. The locally constant property of ψk on
the moduli space follows immediately from the fact that flat connections solve the
Euler-Lagrange equation δSCS “ 0.
Recall that MM,G can be identified5 with Homppi1pMq, Gq{G – the space of
group homomorphisms pi1pMq Ñ G, modulo action of G on such homomorphisms
by conjugation on the target G.6
Moduli space MM,G is typically disconnected and ψk can take different values
on different connected components.
Example 2.3. Take G “ SUp2q and take M to be a lens space:
M “ Lpp, qq :“ tpz1, z2q P C
2 s.t. |z1|2 ` |z2|2 “ 1u
pz1, z2q „ pζ ¨ z1, ζq ¨ z2q „ S
3{Zp
where ζ “ e 2piip the p-th root of unity; we assume that pp, qq are coprime (otherwise
Lpp, qq is not a smooth manifold).
5The identification goes via mapping a flat connection A to a map associating to based loops
γ on M the holonomy of A around γ. Flatness of A implies that this map on loops descends
to homotopy classes of loops and implies the group homomorphism property of the map. Final
quotient by G corresponds to quotienting out the changes of trivialization of the fiber of P over
the base point.
6The identification MM,G » Homppi1pMq, Gq{G is true for M of arbitrary dimension, if one
allows flat connections in all – possibly non-trivial – G-bundles over M . Thus, MM,G is in fact
the moduli space of flat bundles, rather than just flat connections in a trivial bundle.
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The moduli space MM,G is the space of elements of order p in SUp2q considered
modulo conjugation. Thus, MM,G consists of
“
p`1
2
‰
isolated points corresponding
to classes of flat connections rAs0, . . . , rAsr p´12 s where class rAsr has the holonomy
around the loop γ, representing the generator of pi1pMq “ Zp, of the form
holγrAsr “
˜
e
2piir
p 0
0 e´
2piir
p
¸
P SUp2q
We consider consider r as defined mod p, and moreover r and ´r correspond to
conjugate elements in SUp2q. Therefore choices r P t0, 1, . . . , “p´12 ‰u do indeed
exhaust all distinct points of MM,G.
The value of the function ψk (10) on the point rAsr PMM,G is:
ψkprAsrq “ e 2piikq
˚r2
p
(This is the result of a non-trivial calculation.) Here q˚ is the residue mod p
reciprocal to q, i.e. defined by q˚q “ 1 mod p. In particular, the set of values of
ψk on MM,G distinguishes between non-homotopic lens spaces, e.g. distinguishes
between Lp5, 1q and Lp5, 2q.
2.1.6. Remark: more general G. We can allow G to be any connected, simply-
connected, simple, compact Lie group (e.g. G “ SUpNq) without having to change
anything.
We can also allow G to be semi-simple, G “ G1 ˆ ¨ ¨ ¨ ˆGn with Gn the simple
factors – the corresponding Chern-Simons theory is effectively a collection of n
mutually non-interacting Chern-Simons theories for groups G1, . . . , Gn. In this
case we can introduce independent levels k1, . . . , kn P Z for different factors.
The assumption that pi0pGq and pi1pGq are trivial is crucial. By a result of W.
Browder, 1961, pi2pGq is trivial for any finite-dimensional Lie group (in fact, even
for any finite-dimensional H-space). Thus, under our assumptions G is 2-connected
and the classifying space BG is 3-connected. Therefore, for M of dimension ď 3,
rM,BGs “ ˚ – all classifying maps are homotopically trivial. Thus a G-bundle P
over M has to be trivial. And then we can globally identify connections in P with
g-valued 1-forms and can make sense of Chern-Simons action. However, if either
pi0pGq or pi1pGq is nontrivial, then there can exist non-trivial G-bundles (and one
has to allow connections in all possible G-bundles as valid fields for the theory, if one
wants ultimately to construct a field theory compatible with gluing/cutting). In
this case special techniques are needed to construct SCS (e.g. by defining the action
on patches where the bundle is trivialized and then gluing the patches while taking
into account the corrections arising from the change of trivialization on overlaps).
In particular, for G “ Up1q, SCS is constructed in terms of Deligne cohomology.
2.1.7. Relation to the second Chern class. We assume again that G “ SUp2q (or,
more generally, any simply-connected subgroup of UpNq).
Fact: any closed oriented 3-manifold M is null-cobordant, i.e. there exists a
4-manifold N with boundary BN “M .
As before, let P be the trivial G-bundle over M and let P˜ be the trivial G-bundle
over N
Lemma 2.4. Let A P Ω1pM, gq be a connection in P and a P Ω1pN, gq its extension
to a connection in P˜ (i.e. the pullback by the inclusion of the boundary ι : M ãÑ N
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is a|M :“ ι˚a “ A). Then we have
(11) SCSpAq “ 1
2
ż
N
trFa ^ Fa
where Fa “ da` 12 ra, as P Ω2pN, gq is the curvature of a.
Proof. Indeed, we have
(12) d tr p1
2
a^ da` 1
3
a^ a^ aq “ tr p1
2
da^ da` da^ a^ aq
and
(13)
tr
1
2
Fa^Fa “ tr 1
2
pda`a^aq^pda`a^aq “ tr p1
2
da^da`da^a^a`a^a^a^aq
Note that the last term on the r.h.s. vanishes under trace: tr a^4 “ tr a ^ a^3 “
´tr a^3^a “ ´tr a^4, hence tr a^4 “ 0. Thus, (12)=(13) and the statement follows
by Stokes’ theorem. 
Let N`, N´ be two copies of N (with N´ carrying the opposite orientation).
Let N¯ “ N`YM N´ be the closed 4-manifold obtained by gluing N` and N´ along
M .
Fix g : M Ñ G and construct a (generally, non-trivial) G-bundle P¯g over N¯
which is trivial over N` and N´ and has transition function g on the tubular
neighborhood of M Ă N¯ .
Let A be some connection on M ; let a` be its extension over N` and let a´ be
an extension of the gauge transformed connection Ag “ g´1Ag ` g´1dg over N´.
The pair pa`, a´q defines a connection a¯ in P¯g.
By Lemma 2.4, we have
(14)
1
8pi2
ż
N¯
trFa¯^Fa¯ “ 1
8pi2
ż
N`YN´
trFa¯^Fa¯ “ 1
8pi2
ˆż
N
trFa` ^ Fa` ´
ż
N
trFa´ ^ Fa´
˙
“ 1
4pi2
pSCSpAq ´ SCSpAgqq
Input from Chern-Weil theory. Recall that for P a G-bundle over M (with
M of arbitrary dimension and with G a subgroup of UpNq), for A an arbitrary
connection in P, the closed 4-form
(15)
1
8pi2
trFA ^ FA P Ω4pMqclosed
represents the image of the second Chern class of P,7 c2pPq P H4pM,Zq in de Rham
cohomology H4pM,Rq. In particular, 4-form (15) has integral periods independent
of A.
We conclude that the gauge transformation property of Chern-Simons action
can be expressed in terms of characteristic classes for G-bundles on 4-manifolds as
follows.
Lemma 2.5.
1
4pi2
pSCSpAgq ´ SCSpAqq “ xrN¯ s, c2pP¯gqy P Z
7More precisely, this is the second Chern class of the associated vector bundle PˆG CN .
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2.2. Chern-Simons theory on manifolds with boundary. Let now M be an
oriented 3-manifold with boundary BM “ Σ - a closed surface, or several closed
surfaces.
As in the case of M closed, fields are connections on M and the action is un-
changed, SCSpAq “
ş
M
tr 12A^ dA` 16A^ rA,As.
2.2.1. Phase space. We define the phase space ΦΣ associated to the boundary Σ
as the space of pullbacks of fields (connections) on M to the boundary. Thus,
ΦΣ “ ConnΣ,G – connections on Σ, and we have a natural projection from fields
on M to the boundary phase space
(16)
FM “ ConnM,G
pi“ι˚
§§đ
ΦΣ “ ConnΣ,G
– the pullback by the inclusion of the boundary ι : Σ ãÑM .
2.2.2. δS, Euler-Lagrange equations. Let us calculate δS. Now we will interpret δ
as the exterior derivative on the space of fields, i.e. δS P Ω1pFM q is a 1-form on fields
and one can contract it with a tangent vector v P TAFM » Ω1pM, gq to produce
a number. This is a (marginally) different interpretation from δ as a variation
in variational calculus; the computations are the same but sign conventions are
affected as now we treat δ as an odd operator.
Note that now we have two de Rham differentials: d – the “geometric” de Rham
operator on M (or Σ) and the “field” de Rham operator δ on FM (resp. ΦΣ).
The computation is as follows:
(17) δS “
ż
M
tr
ˆ
´1
2
δA^ dA´ 1
2
A^ dδA´ 1
2
δA^ rA,As
˙
“ ´
ż
M
tr δA^ FAlooooooooomooooooooon
“bulk term”
`
ż
Σ
tr
1
2
A|Σ ^ δA|Σloooooooooomoooooooooon
“boundary term”
Here we used Stokes’ theorem to remove d from δA, and, unlike in the computation
for M closed, a boundary term appeared as a result.
Euler-Lagrange equation read off from the first term in the r.h.s. of (17) – the
equation that xδS, vy “ 0 for a field variation v P ΩpM, gq supported away from the
boundary – is
(18) FA “ 0
– the flatness equation, as for M closed.
2.2.3. Noether 1-form, symplectic structure on the phase space. We interpret the
boundary term in the r.h.s. of (17) as pi˚αΣ – the pullback by the projection (16)
of the Noether 1-form on the phase space αΣ P Ω1pΦΣq defined as
αΣ “
ż
Σ
tr
1
2
AΣ ^ δAΣ
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I.e., for AΣ P ConnΣ,G a fixed connection on the boundary and for v P TAΣΦΣ »
Ω1pΣ, gq a tangent vector (“a variation of boundary field”), we have
ιvαΣ “ ´
ż
Σ
tr
1
2
AΣ ^ v P R
(symbol ιv stands for the contraction with a vector or vector field).
The exterior derivative of the 1-form αΣ yields a 2-form
(19) ωΣ :“ δαΣ “
ż
Σ
tr
1
2
δAΣ ^ δAΣ P Ω2pΦΣq
In particular, for u, v P TAΣΦΣ » Ω1pM, gq a pair of tangent vectors, we have
ιuιvωΣ “
ż
Σ
tr u^ v P R
The 2-form ωΣ is closed by construction. Also, it is weakly non-degenerate (in
the sense that the induced sharp-map ω# : TΦΣ Ñ T˚ΦΣ is injective). Thus, ωΣ
defines a symplectic structure on ΦΣ, viewed as an infinite-dimensional (Fre´chet)
manifold.
2.2.4. “Cauchy subspace”. We define the Cauchy8 subspace CΣ Ă ΦΣ as the sub-
space of fields on the boundary which can be extended to a neighborhood of the
boundary, Σˆ r0, q ĂM , as solutions to Euler-Lagrange equations.9
For Chern-Simons theory, this means that CΣ is comprised of connections on Σ
which can be extended to flat connections on Σˆr0, q. Thus, CΣ “ FlatConnΣ,G Ă
ConnΣ,G is simply the space of all flat connections on Σ. Lecture 4,
09/05/2016.Recall that, a vector subspace U of a symplectic vector space pV, ωq is called‚ isotropic if U Ă UK, with UK “ tw P V s.t. ωpw, uq “ 0 @u P Uu –
the symplectic orthogonal complement of U (equivalently, U Ă pV, ωq is
isotropic if ω vanishes on pairs of vectors from U);
‚ coisotropic if UK Ă U ;
‚ Lagrangian if U “ UK.
Similarly, a submanifoldN Ă pΦ, ωq of a symplectic manifold is isotropic/coisotropic/Lagrangian
if, for any point x P N , the tangent space TxN is a isotropic/coisotropic/Lagrangian
subspace in pTxΦ, ωxq.
Recall that, for C Ă pΦ, ωq a coisotropic submanifold, the characteristic distribu-
tion is defined as pTCqK Ă TC – a subbundle of the tangent bundle of C assigning
to x P C a subspace pTxCqK in TxC. This distribution is integrable (by Frobenius
theorem and dω “ 0) and thus induces a foliation of C by the leaves of charac-
tersitic foliation. We denote C the corresponding space of leaves (the “coisotropic
reduction” of C). The reduction C inherits a symplectic structure ω characterized
by p˚ω “ ω|C where p : C Ñ C is the quotient map.10
Lemma 2.6. (i) The submanifold CΣ Ă ΦΣ is coisotropic.
8Or “constraint” or “coisotropic” (see below).
9Thus, a “Cauchy subspace” – space of valid (in the sense of guaranteeing existence of a
solution) initial data on Σˆt0u for the Cauchy problem for Euler-Lagrange equations on Σˆr0, q.
10Put another way, forgetting about the ambient symplectic manifold, pC,ω|Cq is itself a pre-
symplectic manifold, i.e. one equipped with a pre-symplectic structure – a closed 2-form which can
be degenerate but its kernel is required to be a subbundle of the tangent bundle TC (in particular,
is required to have constant rank). From this point of view, C is the space of leaves of the kernel
of pre-symplectic structure kerω|C Ă TC.
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(ii) The characteristic distribution pTCΣqK on CΣ is given by infinitesimal gauge
transformations.
Proof. Fix AΣ P CΣ a flat connection on Σ. The tangent space TAΣCΣ is the
space of first order deformations of AΣ as a flat connection. For the curvature of
a generic small deformation of AΣ, we have FAΣ`¨α “  ¨ dAΣαlomon
“: dα`rAΣ,αs
`Op2q for a
deformation α P Ω1pΣ, gq and Ñ 0 a small deformation parameter. Hence,
TAΣCΣ “ tα P Ω1pΣ, gq s.t. dAΣα “ 0u “ Ω1pΣ, gqdAΣ´closed
Let us calculate the symplectic orthogonal:
(20) pTAΣCΣqK “ tβ P Ω1pΣ, gq s.t.
ż
Σ
trα^ β “ 0 @α P Ω1pΣ, gqdAΣ´closedu
Let us put a metric on Σ and let ˚ be the corresponding Hodge star operator. We
then continue (20) making a change β “ ˚γ:
(21) pTAΣCΣqK “ ˚tγ P Ω1pΣ, gq s.t. pα, γq “ 0 @α P Ω1pΣ, gqdAΣ´closedu
where pα, γq “ ş
Σ
trα^ γ is the positive definite Hodge inner product on Ω‚pΣ, gq.
By Hodge decomposition theorem, we have
Ω‚pΣ, gq “ Ω‚pΣ, gqdAΣ´exact ‘ Ω‚pΣ, gqharmoniclooooooooooooooooooooooomooooooooooooooooooooooon
Ω‚pΣ,gqdAΣ´closed
‘Ω‚pΣ, gqd˚AΣ´exact
Thus, the orthogonal complement of Ω1pΣ, gqdAΣ´closed w.r.t. Hodge inner product
is Ω1pΣ, gqd˚AΣ´exact. Therefore,
(22) pTAΣCΣqK “ ˚
´
Ω‚pΣ, gqd˚AΣ´exact
¯
“ Ω1pΣ, gqdAΣ´exact
Since exact forms are a subspace of closed forms, we have pTAΣCΣqK Ă TAΣCΣ
which proves item (i) – coisotropicity of CΣ.
Infinitesimal gauge transformations are the action of the Lie algebra gaugeΣ “
LiepGaugeΣq » MappΣ, gq by vector fields on ConnΣ; this infinitesimal action arises
from considering the action of a path of gauge transformations, gt P GaugeΣ with
t P r0, q, starting at gt“0 “ 1, on a connection AΣ and taking the derivative at
t “ 0. Thus the gauge transformation formula
g P GaugeΣ ÞÑ pAΣ ÞÑ AgΣ “ g´1AΣg ` g´1dgq P DiffpConnΣq
implies that infinitesimal gauge transformations are given by
(23) γ P gaugeΣ ÞÑ pAΣ ÞÑ dAΣγlomon
PTAΣConnΣ
q P XpConnΣq
Note that, fixing AΣ and varying γ in (23), we obtain the subspace
tdAΣγ | γ P Ω0pΣ, gqu Ă TAΣConnΣ
which coincides with the value (22) of the characteristic distribution on CΣ at
AΣ P CΣ. This proves item (ii). 
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2.2.5. LM,Σ. Let ELM “ FlatConnM be the space of solutions of Euler-Lagrange
equation on M – the space of flat connections, and let LM,Σ :“ pipELM q Ă ΦΣ
be the set of boundary values of flat connections on M . Since a solution of E-L
equation on M is in particular a solution of E-L equation on the neighborhood of
Σ, we have
LM,Σ Ă CΣ Ă ΦΣ
Remark 2.7 (Aside on the evolution relation in classical mechanics.).
Consider a classical mechanical system in Hamiltonian formalism as a 1-dimensional
field theory on an interval. It assigns to a point with ` orientation a phase space
Φ (a symplectic manifold pΦ, ωq) and to a point with ´ orientation the same space
with the opposite sign of symplectic structure, Φ¯ (i.e. pΦ,´ωq). To an interval
rt0, t1s it assigns L “ pipELrt0,t1sq Ă Φ¯ ˆ Φ; L consists of pairs of (initial state,
final state) related by time evolution of the system from time t0 to time t1. In
the case of a non-degenerate classical system, any point in Φt0 defines a unique
solution for the Cauchy problem for E-L equation and evaluating it at t “ t1 we
obtain an evolution map Urt0,t1s : Φt0 Ñ Φt1 which is a symplectomorphism (since
the equations of motion are Hamiltonian), and then L “ graph Urt0,t1s. Being a
graph of a symplectomorphism, L Ă Φ¯t0ˆΦt1 is Lagrangian. One can think of L as
a set-theoretic relation between Φt0 and Φt1 with additional Lagrangian property
(such relations are called “canonical relations”). Since L encodes the time evolution
of the system (or “dynamics”), it deserves a name of the “evolution relation” or
“dynamic relation”.
Now we are back to Chern-Simons.
Lemma 2.8. LM,Σ Ă ΦΣ is isotropic.
Proof. Let AΣ P LM,Σ be the boundary value of a flat connection A˜ on M . The
tangent space to LM,Σ is
TAΣLM,Σ “ tα P Ω1pΣ, gq s.t. α “ α˜|Σ for some α˜ P Ω1pΣ, gqdA˜´closedu
Thus, for α, β P TAΣLM,Σ, we have
ωΣpα, βq “
ż
Σ
trα^ β “
Stokes1
ż
M
tr pdA˜α˜^ β˜ ´ α˜^ dA˜β˜q “ 0
(Note that replacing dÑ dA˜ under trace is an innocent operation, as tr rA˜, ‚s “ 0.)
Thus, ωΣ vanishes on LM,Σ, which is the isotropic property. 
2.2.6. Reduction of the boundary structure by gauge transformations. Let CΣ “
CΣ{GaugeΣ be the coisotropic reduction of CΣ (by definition, this is the space of
leaves of characterisitc distribution on CΣ) – the space of classes of flat connections
on Σ module gauge transformations. Thus,
CΣ “MΣ » Homppi1pΣq, Gq{G
is the moduli space of flat connections on Σ.
Note that the tangent space to the moduli space is
TrAΣsMΣ “
TAΣCΣ
pTAΣCΣqK “
Ω1pΣ, gqdAΣ´closed
Ω1pΣ, gqdAΣ´exact
“ H1dAΣ pΣ, gq
– the twisted (by a flat connection AΣ) first de Rham cohomology.
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Symplectic structure ωΣ on MΣ (the Atiyah-Bott symplectic structure) is:
ωΣprαs, rβsq “
ż
Σ
trα^ β
– the standard Poincare´ duality pairing (with coefficients in a local system deter-
minaed by AΣ), x, yΣ : H1dAΣ bH1dAΣ Ñ R.
Let LM,Σ “ LM,Σ{GaugeΣ Ă CΣ be the reduction of the evolution relation by
gauge symmetry, i.e. LM,Σ is the space of gauge classes of connections on Σ which
can be extended as flat connection over all M .
2.2.7. Lagrangian property of LM,Σ.
Lemma 2.9. Submanifold LM,Σ ĂMΣ is Lagrangian.
Proof. Fix some AΣ P LM,Σ with A˜ a flat extension into M . Then the tangent
space TrAΣsLM,Σ “
tαPΩ1pΣ,gq s.t. D α˜PΩ1pM,gqd
A˜
´closed with α“α˜|Σu
Ω1pΣ,gqdAΣ´exact
“ impΠq the image
of the map Π in the long exact sequence of cohomology of the pair pM,Σq:
(24) ¨ ¨ ¨ Ñ H1dA˜pM ; gq
ΠÝÑ H1dAΣ pΣ; gq
κÝÑ H2dA˜pM,Σ; gq Ñ ¨ ¨ ¨
Let us calculate the symplectic complement impΠqK in H1pΣq:
(25) impΠqK “ trαs P H1pΣq s.t. xrαs,Πrβ˜syΣ “ 0 @rβ˜s P H1pMqu
Note that
xrαs,Πrβ˜syΣ “
ż
Σ
trα^ β˜|Σ “
Stokes1
ż
M
d tr α˜^ β˜ “
ż
M
tr dA˜α˜^ β˜ ´ α˜^ dA˜β˜lomon
0
Here α˜ is an arbitrary (not necessarily closed) extension of the closed 1-from α
into the bulk of M . Note that dA˜α˜ is a closed 2-form on M vanishing on Σ.
The class rdA˜α˜s in relative cohomology H2pM,Σq is κrαs, by construction of the
connecting homomorphism κ. Thus, we have xrαs,Πrβ˜syΣ “ xκrαs, rβ˜syM where
x, yM : H1pMq b H2pM,Σq Ñ R is the Lefschetz pairing between relative and
absolute cohomology. We then continue the calculation (25):
impΠqK “ trαs P H1pΣq s.t. xκrαs, rβ˜syΣ “ 0 @rβ˜s P H1pMqu
“ trαs P H1pΣq s.t. κrαs “ 0u “ kerκ “ impΠq
Here we used non-degeneracy of the Lefschetz pairing and, in the last step, used
exactness of the sequence (24). This finishes the proof that LM,Σ Ă MΣ is La-
grangian. 
A corollary of this is the following.
Theorem 2.10. Submanifold LM,Σ Ă ΦΣ is Lagrangian.
Proof. Fix AΣ P LM,Σ. Denote Θ :“ TAΣLM,Σ and V :“ TAΣΦΣ. We know by
Lemma 2.8 that Θ is isotropic in V , i.e. Θ Ă ΘK. Let also U :“ TAΣCΣ and
H :“ UK Ă U . We have then a sequence of subspaces
H Ă Θ Ă ΘK Ă U Ă V
Note that Λ :“ Θ{H “ TrAΣsLM,ΣNote that
ΛK “ trvs P U{H s.t. ωprvs, rθsq “ 0 @rθs P Θ{Hu
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“ tv P U s.t. ωpv, θq “ 0 @θ P Θu{H “ ΘK{H
On the other hand, Λ is the space we have proven to be a Lagrangian subspace
U{H “ TrAΣsCΣ in Lemma 2.9. Thus
Θ{H “ Λ “ ΛK “ ΘK{H
which, in combination with Θ Ă ΘK, proves Θ “ ΘK. 
Lecture 5,
09/07/2016.2.2.8. Behavior of SCS under gauge transformations, Wess-Zumino cocycle. For a
manifold M with boundary Σ, Chern-Simons action changes w.r.t. gauge transfor-
mation of a connection in following way (result of a straightforward calculation):
(26) SCSpAgq ´ SCSpAq “
ż
Σ
tr
1
2
g´1Ag ^ g´1dg´
ż
M
tr
1
6
pg´1dgq^3looooooooooomooooooooooon
“:WΣpgq
The last term here is called the Wess-Zumino term.
Lemma 2.11. WΣpgq mod 4pi2Z depends only on the restriction of g to the bound-
ary, g|Σ P GaugeΣ.
Proof. Let M 1 be a second copy of M and let ĂM “ M YΣ M 1 be the closed 3-
manifold obtained by gluing M and M 1 along Σ. Let g : M Ñ G and g1 : M 1 Ñ G
be two maps to the group which agree on Σ, g|Σ “ g1|Σ. The pair pg, g1q determines
a map rg : ĂM Ñ G. We have
WΣpgq ´WΣpg1q “ ´
ż
ĂM tr
1
6
prg´1drgq^3 “ 4pi2xrM srg˚rθsy P 4pi2 ¨ Z
where rθs is the class of Cartan’s 3-form in H3pGq. 
Denote
ckΣpA, gq :“ e ik2pi p
ş
Σ
tr 12 g
´1Ag^g´1dg`WΣpgqq
By the Lemma above, for k P Z, it this is a well-defined function of a pair pA, gq P
ConnΣ ˆGaugeΣ.
In particular, (26) can be rewritten as the gauge transformation rule for the
(normalized) exponential of Chern-Simons action ψkpAq “ e ik2piSCSpAq (which we
introduced earlier in the closed case):
(27) ψkpAgq “ ψkpAq ¨ ckΣpA|Σ, g|Σq
Remark 2.12. ckΣ can be viewed as a 1-cocycle in the cochain complex of the
group GaugeΣ acting on MappConnΣ, S1q. Group cocycle property amounts to`
g ˝ ckΣpA, hq
˘ ¨ `ckΣpA, ghq˘´1 ¨ `ckΣpA, gq˘ “ 1
(here ¨ refers to the product in abelian group S1 and g˝φpAq “ φpAgq is the GaugeΣ
action on the module tφpAqu “ MappConnΣ, S1q). This property in turn follows
from (26) by exponentiating the obvious relation
0 “ `SCSpAghq ´ SCSpAgq˘´ `SCSpAghq ´ SCSpAq˘` pSCSpAgq ´ SCSpAqq
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Remark 2.13. The construction of ckΣ from ψk is similar to the transgression in
the inflation-restriction exact sequence in group cohomology:
¨ ¨ ¨ Ñ HjpG{N ,AN q Ñ HjpG,Aq Ñ HjpN ,AqG{N TÝÑ Hj`1pG{N ,AN q Ñ ¨ ¨ ¨
which holds for G a group, N Ă G a normal subgroup and A a G-module (this
exact sequence is related to the Lyndon-Hochschild-Serre spectral sequence). In
our case, G “ GaugeM , N “ tg : M Ñ G s.t. g|Σ “ 1u, with the quotient
G{N – GaugeΣ; the module is A “ MappConnM , S1q. In particular, invariants
AN are the functionals of connections on M which are gauge-invariant w.r.t. gauge
transformations relative to the boundary (i.e. fixed to 1 at the boundary). We can
view ψk as a class in H
0pN ,Aq and ckΣ “ “Tpψkq” as a class in H1pG{N ,AN q.
Let LM “ S1 ˆ ConnM be the trivial circle bundle over ConnM . We define the
action of GaugeM on LM by
g : pλ,Aq ÞÑ pλ ¨ ckΣpA|Σ, g|Σq, Agq
with λ P S1. By (27), ψk is a GaugeM -invariant section of LM .
Similarly, on the boundary, we have a trivial bundle LΣ “ S1 ˆ ConnΣ with
action of GaugeΣ defined as
gΣ : pλ,AΣq ÞÑ pλ ¨ ckΣpAΣ, gΣq, AgΣΣ q
The 1-form
αkΣ “ ik2pi
ż
Σ
tr
1
2
AΣ ^ δAΣlooooooooomooooooooon
αΣ
P Ω1pConnΣ, up1qq
defines a GaugeΣ-invariant connection in LΣ (here up1q “ iR is the Lie algebra of
S1 “ Up1q). Its curvature is
ωkΣ “ ik2pi
ż
Σ
tr
1
2
δAΣ ^ δAΣloooooooooomoooooooooon
ωΣ
P Ω2pConnΣ, up1qq
Exponential of the action ψk restricted to flact connections satisfies the following
property (instead of beilng locally constant as a function on FlatConnM as in the
case of M closed):
pδ ´ pi˚αkΣqψk “ 0
with pi : ConnM Ñ ConnΣ the pullback of connections to the boundary; pi˚αkΣ is
the pullback of an S1-connection αkΣ on ConnΣ to an S
1-connection on ConnM .
2.2.9. Prequantum line bundle on the moduli space of flat connections on the sur-
face. Restricting the circle bundle LΣ to flat connections and taking the quotient
over gauge transformations, we obtain a non-trivial circle bundle LkΣ over the mod-
uli space MΣ with connection αkΣ with curvature ωkΣ “ ik2piωΣ – a multiple of
the standard Atiyah-Bott symplectic structure on the moduli space MΣ. In fact,
LkΣ “ pL1Σqbk (here we implicitly identify a circle bundle and the associated com-
plex line bundle L ˆS1 C). L1Σ is known as the prequantum line bundle on the
moduli space of flat connections on the surface.
Another point of view on the line bundle LkΣ is as follows. Consider CΣ as a space
with GaugeΣ-action with quotient MΣ. Restriction of the symplectic form ωΣ|CΣ
is a basic form (horizontal and invariant) w.r.t. GaugeΣ and thus is a pullback
of a form ωΣ on the quotient. But ωΣ before reduction is exact, with primitive
BV FORMALISM AND APPLICATIONS 25
1-form αΣ. The first question is: can we reduce αΣ to a primitive 1-form for the
reduced symplectic structure? The answer is: NO, because αΣ|CΣ is not basic (in
particular, not horizontal).11
The solution is to promote αΣ to a connection ∇ in the trivial circle bundle over
CΣ, then one can identify the circle fibers along GaugeΣ-orbits on CΣ. Locally this
identification is consistent because ∇ is flat when restricted to the orbit (since F∇ “
ωΣ and orbits are isotropic submanifolds). For the identification to be globally
consistent, the holonomy of ∇ on the orbit has to be trivial. This turns out to
be true precisely if we normalize the connection 1-form as ik2piαΣ “ αkΣ with k an
integer! The resulting consistent identification of circle fibers along gauge orbits on
CΣ yields the circle bundle LkΣ over the moduli space CΣ{GaugeΣ “MΣ.
Remark 2.14. The Chern-Weil representative of the first Chern class of LkΣ is
1
2piiω
k
Σ “ k4pi2ωΣ - the (normalized) curvature of the connection in LkΣ. In particular,
this implies that the 2-form 14pi2ωΣ on the moduli space MΣ has integral periods.
Exponential of the action ψk restricted to flat connections, after reduction mod-
ulo gauge symmetry, yields a section ψ
k
P ΓpMM , ppi˚q˚LkΣq which satisfies
pδ ´ ppi˚q˚αkΣqψk “ 0
i.e. is horizontal w.r.t. the connection LkΣ pulled back to MM by the map pi˚ :
MM ÑMΣ sending the gauge class of a connection on M to the gauge class of its
restriction to the boundary.
Remark 2.15. Existence of a global section ψ
k
of the line bundle ppi˚q˚LkΣ over
MM implies, in particular, that the latter is trivial. Put another way, the pullback
of the (nontrivial) first Chern class c1pLkΣq P H2pMΣq by pi˚ : MM ÑMΣ is zero.
2.2.10. Two exciting formulae. Symplectic volume of the moduli space of flat con-
nections on a surface of genus h ě 2 is given by
(28) VolpMΣq :“
ż
MΣ
pωΣq^m
m!
“ #ZpGq¨pVolpGqq2h´2
ÿ
RPtirrep of Gu
1
pdimRq2h´2
where m :“ 12 dimMΣ “ dimG ¨ ph´ 1q and #ZpGq is the number of elements in
the center of G; R runs over irreducible representations of G (see [59]).
A related result is the celebrated Verlinde formula for the dimension of the space
of holomorphic sections of the line bundle LkΣ over MΣ (with respect to some a
priori chosen complex structure on the surface Σ which in turn endows MΣ with a
complex structure – and, moreover, makes MΣ a Ka¨hler manifold). For simplicity,
we give the formula for G “ SUp2q:
(29) dimH0B¯ pMΣ,LkΣq “
ˆ
k ` 2
2
˙h´1 k´1ÿ
j“0
1´
sin pipj`1qk`2
¯2h´2
This formula gives the dimension of the space of states which quantum Chern-
Simons theory assigns to the surface Σ (see [58]). The r.h.s. here is, in fact, a
polynomial in k of degree m “ 3h ´ 3 (in case h ě 2), with the coefficient of the
11Also, we could not have succeded in constructing a primitive 1-form for ωΣ because, being
a symplectic structure on a compact manifold (for G compact, MΣ is also compact), it has to
define a nontrivial class in H2pMΣq.
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leading term given by (28). This follows from Riemann-Roch-Hirzebruch formula
which gives the following for the dimension of the space of holomorphic sections:
dimH0B¯ pMΣ,LkΣq “
ż
MΣ
TdpMΣq ¨ e k2piωΣ
“
ˆ
k
2pi
˙m
VolpMΣq ` polynomial of degree ă m in k
The sum in (29) runs, secretely, over “integrable” irreducible representations
of the affine Lie algebra gˆ (with g “ sup2q in the case at hand) at level k (resp.
irreducible representations of the quantum group SLqp2q with q “ e piik`2 a root of
unity).Lecture 6,
09/12/2016. 2.2.11. Classical field theory as a functor to the symplectic category.
Definition 2.16. 12 Let pΦ1, ω1q and pΦ2, ω2q be two symplectic manifolds. A
canonical relation L between Φ1 and Φ2 is a Lagrangian submanifold L Ă Φ1 ˆΦ2
where Φ1 “ pΦ1,´ω1q is the symplectic dual of Φ1, i.e. Φ1 endowed with symplectic
structure of opposite sign. The notation is: L : Φ1 Ñ{ Φ2. Composition of canonical
relations L : Φ1 Ñ{ Φ2 and L1 : Φ2 Ñ{ Φ3 is defined as the set-theoretic composition
of relations:
(30) L1 ˝ L :“ tpx, zq P Φ1 ˆ Φ3 s.t. Dy P Φ2 s.t. px, yq P L and py, zq P L1u
“ P `pLˆ L1q X pΦ1 ˆDiagΦ2 ˆ Φ3q˘
where DiagΦ2 “ tpy, yq P Φ2 ˆ Φ2u – the diagonal Lagrangian in Φ2 ˆ Φ2 and
P : Φ1 ˆ Φ2 ˆ Φ2 ˆ Φ3 Ñ Φ1 ˆ Φ3 is a projection to the outmost factors.
Composition of canonical relations is guaranteed to be a canonical relation in the
context of finite-dimensional symplectic vector spaces. More generally (for symplec-
tic manifolds, possibly infinite-dimensional), the composition is always isotropic but
may fail to be Lagrangian, if the intersection in (30) fails to be transversal. Also,
the composition may fail to be smooth.
Thus, we have a symplectic category of symplectic manifolds and canonical re-
lations between them with partially-defined composition. Unit morphisms are the
diagonal Lagrangians idΦ “ DiagΦ : Φ Ñ Φ. The monoidal structure is given
by direct products and the monoidal unit is the point (regarded as a symplectic
manifold).
For C Ă pΦ, ωq a coisotropic submanifold, introduce a special canonical relation
rC : Φ Ñ{ Φ defined as the set of pairs px, yq P C ˆ C such that x and y are on
the same leaf of the characterictic distribution on C. Note that this relation is an
idempotent: rC ˝ rC “ rC . Also note that for C “ Φ, rC is the identity (diagonal)
relation on Φ.
One can formulate an n-dimensional classical field theory in the spirit of Atiyah-
Segal axiomatics of QFT, as the following association.13
‚ To an pn´ 1q-manifold Σ (possibly with geometric structure), the classical
field theory assigns a symplectic manifold pΦΣ, ωΣq – the phase space.14
12See [55].
13See [11] for an overview of this approach and examples.
14The idea of construction of the phase space from variational calculus data (fields and action
functional) of the field theory is to first construct ΦpreΣ as normal 8-jets of fields at Σ on some
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‚ To an n-cobordism Σin MÝÑ Σout, the classical field theory assigns a canon-
ical relation LM : ΦΣin Ñ{ ΦΣout .15
‚ Composition (gluing) of cobordisms Σ1 MÝÑ Σ2 M
1ÝÝÑ Σ3 is mapped to the
set-theoretic composition of relations ΦΣ1
LMÝÝÑ{ ΦΣ2 LM1ÝÝÝÑ{ ΦΣ3 .
‚ Disjoint unions are mapped to direct products.
‚ Null pn´ 1q-manifold is mapped to the point as its phase space.
‚ A short16 cylinder Σ ˆ r0, s is mapped to the relation rCΣ : ΦΣ Ñ{ ΦΣ for
some distinguished coisotropic CΣ Ă ΦΣ – the Cauchy subspace.
Thus, from this point of view, a classical field theory, similarly to quantum field
theory, is a functor of monoidal categories from the category of n-cobordisms (pos-
sibly with geometric structure) to the symplectic category. With two corrections:
‚ The target category has only partially defined composition. On the other
hand, if we know that the space of solutions of Euler-Lagrange equations
induces a Lagrangian submanifold in the phase space on the boundary
for any spacetime manifold M (which is the case in all but pathological
examples), then we know that there is no problem with composition of
relations in the image of cobordisms under the given field theory.
‚ Units do not go to units (if we deal with a gauge theory; for a non-
degenerate/unconstrained theory, we have CΣ “ ΦΣ and then units do
go to units). One can then pass to a reduced field theory, by replacing
phase spaces ΦΣ with coisotropic reductions CΣ “: ΦreducedΣ and replacing
relations LM with respective reduced relations L
reduced
M :“ LM : CΣin Ñ{
CΣout (pushforwards of LM along the coisotropic reduction). The reduced
theory is a functor to the symplectic category and takes units to units, but
there may be a problem with reductions not being smooth manifolds.
Example 2.17 (Non-degenerate classical mechanics). This is a 1-dimensional clas-
sical field theory. A point with positive orientation pt` is mapped to some symplec-
tic manifold Φ and pt´ is mapped to the symplectic dual Φ. An interval rt0, t1s (our
cobordisms are equipped with Riemannian metric and so have length) is mapped
to a relation Lrt0,t1s : Φ Ñ{ Φ. Using the gluing axiom, by the argument similar
to Example 1.4 (where we considered quantum mechanics as an example of Segal’s
axioms), we have that
Lrt0,t1s “ tpx, yq Ă Φˆ Φ s.t. y “ Flowt1´t0pXq ˝ xu
– the graph of the flow, in time t1´t0, of a vector field X on Φ preserving symplectic
structure. If Φ is simply connected, X has to be a Hamiltonian vector field, X “
manifold M containing Σ as a boundary component. Thus, tautologically, one has a projection
pipre : FM Ñ ΦpreΣ – evaluation of the normal jet of a field at Σ. By integrating by parts in
the variation of action δSM , one gets the pre-No¨ther 1-form α
pre
Σ P Ω1pΦpreΣ q. Setting ωpreΣ , one
performs the symplectic reduction by the kernel of ωpreΣ . Phase space ΦΣ is the result of this
reduction. By construction, it comes with a symplectic structure and a projection pi : FM Ñ ΦΣ.
15The idea is to consider the space ELM of solutions of Euler-Lagrange equations on M
(as defined by the bulk term of the variation of action δSM ), and to construct LM :“ ppiin ˆ
pioutqpELM q Ă ΦΣinˆΦΣout – the set of boundary values of solutions of Euler-Lagrange equations.
Warning: though it is automatic that LM is isotropic, fact that is Lagrangian has to be proven
for individual field theories and there exist (pathological) examples where Lagrangianity fails, e.g.
2-dimensional scalar field on Misner’s cylinder [12].
16In a topological theory, we can think of a unit cylinder Σˆ r0, 1s and in a theory e.g. with
cobordisms endowed with metric, we should think of taking a limit Ñ 0.
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tH, ‚uω for some Hamiltonian H P C8pRq. On the other hand Lrt0,t1s is constructed
out of the action of the classical field theory (e.g. in the case of second-order
Lagrangian, Srxpτqs “ şt1
t0
dτ
´
9x2
2m ´ Upxpτqq
¯
) as
Lrt0,t1s “ tpx, yq P Φˆ Φ | D sol. of EL eq. xpτq s.t. xpt0q “ x, xpt1q “ yu
In particular, evolution in infinitesimal time relates the Lagrangian density and the
Hamiltonian (the relation being the Legendre transform).
Example 2.18 (Classical Chern-Simons theory). Classical Chern-Simons theory
as we discussed it here is the prototypical example of a functorial classical field
theory, with n “ 3, ΦΣ “ ConnΣ, CΣ “ FlatConnΣ and LM “ impFlatConnM Ñ
ConnΣin ˆ ConnΣoutq.
3. Feynman diagrams
Here we will discuss how Feynman diagrams arise in the context of finite-dimensional
integrals. References: [21, 44].
3.1. Gauss and Fresnel integrals. Gauss integral:17
(31)
ż 8
´8
dx e´x
2 “ ?pi or more generally
ż 8
´8
dx e´αx
2 “
c
pi
α
with Reα ą 0 needed for absolute convergence. Multi-dimensional version:
(32)
ż
Rn
dnx e´Qpx,xq “ pi n2 pdetQq´ 12
Here Qpx, xq “ řni,j“1Qijxixj is a positive-definite (as necessary for convergence)
quadratic form and detQ stands for the determinant of the matrix pQijq.18
Fresnel integral is the oscillating version of Gauss integral:
(33)
ż 8
´8
dx eix
2 “ ?pi ¨ e ipi4 ,
ż 8
´8
dx e´ix
2 “ ?pi ¨ e´ ipi4
To calculate e.g. the first one, one way is to take the limit α Ñ ´i in (31).
Equivalently, one views it as an integral over the real line in the complex plane
R Ă C and rotates the integration contour counterclockwise R Ñ epii4 ¨ R Ă C.
On the new contour, the integrand becomes the standard Gaussian integrand (not
oscillating but decaying). Note that we could not have rotated the contour clockwise
because then the integral would have diverged.
Fresnel integrals are only conditionally convergent, as opposed to Gaussian in-
tegrals which are absolutely convergent.
Multi-dimensional Fresnel integral:
(34)
ż
Rn
dnx eiQpx,xq “ pi n2 ¨ epii4 signQ ¨ | detQ|´ 12
17Sometimes also called Poisson integral.
18 (32) is proven e.g. by making an orthogonal change of coordinates on Rn which diagonalizes
Q; then the integration variables split and the problem is reduced to a product of 1-dimensional
Gaussian integrals.
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with Qpx, xq “ řni,j“1Qijxixj a non-degenerate quadratic form (not required to
be positive-definite); signQ is the signature of Q – the number of positive eigen-
values minus the number of negative eigenvalues. (Proven as in footnote 18, by
diagonalization of Q).
Remark 3.1 (On convergence of Fresnel integrals). Although one-dimensional in-
tegral can be made sense of as a limit of integrals with cut-off integration domain,
limΛÑ8
şΛ
´Λ dx e
ix2 (the cut-off integral oscillates as a function of Λ but the am-
plitude of oscillation goes to zero as Λ Ñ 8), in the higher-dimensional case there
are problems. E.g. if Q “ x21 ` ¨ ¨ ¨ ` x2n, then cutting-off the integration domain
to a ball of radius Λ, we obtain
ş
||x||2ăΛ d
nx ei||x||29 ş8
0
dΛ Λn´1eiΛ2 – here the am-
plitude of oscillations in Λ does not decrease for n “ 2 and actually increases for
n ě 3. The solution is to say that the limit Λ Ñ8 exists not pointwise, but in the
distributional sense, i.e. convolving with a smoothing function ρ (that is, replacing
limΛÑ8
şΛ ¨ ¨ ¨ with limΛ0Ñ8 ş dΛ ρp ΛΛ0 q şΛ ¨ ¨ ¨ ). This is equivalent to replacing an
abrupt cut-off of the integration domain by “smeared cut-off” (e.g. multiplying the
integrand by a bump function which realizes the smeared cut-off). A technically
convenient way of arranging a smeared cut-off is simply to multiply the integrand
by e´Q0px,xq for some fixed positive-definite Q0, and then take the limit Ñ 0. I.e.
the meaning of the integral (34) is:
lim
Ñ0
ż
Rn
dnx eiQpx,xq´Q0px,xq
The integral now is absolutely convergent @ ą 0; the result is independent of
Q0 and is equal to the r.h.s. of (34). Note that, for Q of diagonal (Morse) form
Q “ řpi“1 x2i´řni“p`1 x2i , our regularization is equivalent to infinitesimally rotating
the integration contour for xi counterclockwise for i “ 1, . . . , p and clockwise for
i “ p` 1, . . . , n.
3.2. Stationary phase formula.
Theorem 3.2. Let X be an oriented n-manifold, µ P Ωnc pXq a top-degree form with
compact support, f P C8pXq a smooth function which has only non-degenerate
critical points x
p1q
0 , . . . , x
pmq
0 on Supp µ Ă X. Then the integral Ipkq :“
ş
X
µ eikfpxq
has the following asymptotics at k Ñ8:
(35)
Ipkq „
ÿ
x0Ptcrit. points of fu
eikfpx0q
ˆ
2pi
k
˙n
2
|det f2px0q|´ 12 ¨epii4 sign f2px0q¨µx0`Opk´n2´1q
Here:
‚ We assume that we have chosen, arbitrarily, a coordinate chart py1, . . . , ynq
near each critical point x0.
‚ Critical point x0 of f is said to be non-degenerate if the Hessian matrix
f2px0q “ B2ByiByj
ˇˇˇ
y“0
f is non-degenerate. (In particular, a non-degenerate
critical point has to be isolated and therefore there can be only finitely
many of them on the compact Suppµ.)
‚ µx0 is the density of µ at x0 in local coordinates y1, . . . , yn. I.e., if µ is
written in local coordinates as µ “ ρpyqdy1 ¨ ¨ ¨ dyn for some local density
ρpyq, then µx0 :“ ρpy “ 0q.
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Remark 3.3. Note that, although the Hessian f2px0q and the density of µ at a
critical point depend on the choice of local coordinates near x0, this dependence
cancels out in the r.h.s. of (35): if we change the coordinate chart py1, . . . , ynq ÞÑ
py11, . . . , y1nq, then det f2px0q changes by the square of the Jacobian of the transfor-
mation at y “ 0 (we assume that charts are centered at x0), and µx0 changes by
the Jacobian. Thus the product | det f2px0q|´ 12 ¨ µx0 is, in fact, invariant.
Lemma 3.4. Let g P C8c pRq a compactly-supported function on R and let
Ipkq :“
ż 8
´8
dx gpxqeikx
Then Ipkq decays faster than any power of k as k Ñ8,
Ipkq „
kÑ8 Opk
´8q
In other words, for any N there exists some CN P R such that |kNIpkq| ď CN .
Proof. We have
kN ¨ Ipkq “
ż 8
´8
dx gpxq
ˆ
´i BBx
˙N
eikx “
Stokes1
ż 8
´8
dx eikx
ˆ
i
B
Bx
˙N
gpxq
In the second step we have integrated by parts N times, removing derivatives from
the exponential and putting them on g. The integral on the r.h.s. is certainly
bounded by
ş8
´8 dx |BNgpxq| “: CN . This proves the Lemma. 
Lemma 3.5. Let g P C8c pRnq and let f P C8pRnq with no critical points on
Supp g Ă Rn. Then
Ipkq :“
ż
Rn
dnx gpxqeikfpxq „
kÑ8 Opk
´8q
Proof. Since f has no critical points on Supp g, it defines a submersion f : Supp g Ñ
R. Thus, the pushforward (fiber integral) f˚pdnx gpxqq P Ω1cpRq is a smooth 1-form
on R. Thus, we can calculate Ipkq by first integrating over the level sets of f ,
fpxq “ y (the same as computing the pushforward f˚) and then integrating over
the values y of f :
Ipkq “
ż
R
eikyf˚pg dnxq
This integral behaves as Opk´8q by Lemma 3.4. 
Lemma 3.6. Let g P C8c pRnq such that g and its derivatives of all orders vanish
at x “ 0. Let Qpx, xq be a non-degenerate quadratic form on Rn. Then:
Ipkq :“
ż
Rn
dnx gpxq eikQpx,xq „
kÑ8 Opk
´8q
Lecture 7,
09/14/2016. Proof. First consider the case when Q is positive-definite. Then Q : Rn ´ t0u Ñ
p0,8q is a submersion; we can calculate Ipkq, similarly to the proof of Lemma 3.5,
by integrating first over the level sets of Q and then over values y of Q:
Ipkq “
ż 8
0
eikyQ˚pdnx gpxqq
The pushforward Q˚pdnx gpxqq P Ω1cr0,8q has vanishing 8-jet at y “ 0 (because
of the assumption on 8-jet of g at the origin x “ 0). Thus one can repeat the
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proof of Lemma 3.4 and no boundary terms at y “ 0 will appear when performing
integration by parts multiple times. Thus we obtain Ipkq „
kÑ8 Opk
´8q.
For Q not positive-definite, we can assume without loss of generality (by making
a linear change of coordinates) that Q has Morse form Q “ řpi“1 x2i ´řni“p`1 x2i .
We can present gpxq as a limit of finite sums of functions of form g1px1, . . . , xpq ¨
g2pxp`1, . . . , xnq (since C8c pRpq b C8c pRn´pq is dense in C8c pRnq). For such prod-
ucts we have
ş
Rn d
nx g1 ¨ g2 eikQpx,xq “
´ş
Rp dx1 ¨ ¨ ¨ dxpg1px1, . . . , xpqeikpx
2
1`¨¨¨`x2pq
¯
¨´ş
Rn´p dxp`1 ¨ ¨ ¨ dxng2pxp`1, . . . , xnqe´ikpx
2
p`1`¨¨¨`x2nq
¯
„ Opk´8q by the result in
the positive-definite case. One can check that the bound we get is uniform and one
can pass to the limit.

Corollary 3.7. Let g P C8c pRnq and let Qpx, xq be a non-degenerate quadratic
form on Rn. Let
(36) Ipkq :“
ż
Rn
dnx gpxq eikQpx,xq
Then:
(i) Ipkq modulo Opk´8q-terms depends only on the 8-jet of g at x “ 0.
(ii) In particular Ipkq “ gp0q ¨ `pik ˘n2 |detQ|´ 12 epii4 signQ `Opk´n2´1q
Proof. (i) is an immediate consequence of Lemma 3.6.
For (ii), write gpxq “ gp0q ` px, dgp0qq ` Rpxq – a constant term, a linear term
(which, being an odd function of x, vanishes when integrated with eiQpx,xq), and
the “error term” which has zero of order two at x “ 0. Thus, we have
Ipkq “ gp0q ¨
ż
Rn
dnx eikQpx,xq `
ż
Rn
dnx RpxqeikQpx,xqlooooooooooooomooooooooooooon
rpkq
The first term on the r.h.s. is the standard Fresnel integral and we need to show
that the error rpkq behaves as Opk´n2´1q. Write
rpkq “
ż
Rn
dnx RpxqeikQpx,xq “ k´n2´1
ż
Rn
dny kR
ˆ
y?
k
˙
eiQpy,yq
Here we made a change x “ y?
k
. Integrand on the r.h.s. has a well-defined limit as
k Ñ8 (since R has a zero of order 2 at the origin) and converges to eiQpy,yq times
some quadratic form in y.19 Thus rpkq behaves as k´n2´1 times an integral which
converges in the sense of Remark 3.1. 
The general idea is that in the integral (36) one can replace g with a piece of its
Taylor series at the origin and the error will be estimated by the contribution of
the first discarded term of the Taylor series (or the next one if the discarded term
was of odd degree). An afterthought:
better/cleaner way
(instead of Lemma
3.6 and Corollary
3.7).
19This is a bit sketchy: one has to explain why integration and limit can be interchanged; see
a better argument below - Lemma 3.8.
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Lemma 3.8. Let g be a Schwartz class function on Rn, let gN be the Taylor series
for g truncated at N -th order for arbitrary N , so that hpxq :“ gpxq ´ gN pxq „
xÑ0
OpxN`1q, and let Qpx, xq be a non-degenerate quadratic form on Rn. Then
(37) Ipkq :“
ż
Rn
dnx hpxqeikQpx,xq „
kÑ8 Opk
´n2´rN`22 sq
Proof. Consider the differential operator D “ ´ i2
řn
j,k“1pQ´1qjk 1xj BBxk and its
transpose DT “ i2
řn
j,k“1pQ´1qjk BBxj 1xk , acting on functions on Rn. Operator D
is constructed so that we have the following property: D eikQpx,xq “ k ¨ eikQpx,xq.
Thus, multiplying Ipkq by a power of k, we have
(38) kmIpkq “
ż
Rn
dnx hpxqDmeikQpx,xq “
ż
Rn
dnx eikQpx,xqpDT qmhpxq
Where we have integrated by parts m times (we think of point x “ 0 as being
punctured out of the integration domain). Note that pDT qmhpxq „
xÑ0 Opx
N`1´2mq
and thus on the r.h.s. of (38) we get an integrable singularity at the origin iff
N`1´2m ą ´n (e.g. m “ “N`n2 ‰ satisfies this inequality); convergence at infinity
holds in the sense of Remark 3.1. Thus we have proven that Ipkq „ Opk´rN`n2 sq.
This is a slightly weaker estimate than claimed in (37); one can get the improved
estimate considering a truncation of the Taylor series for g three steps further, gN`3.
Then, by the result that we have proven,
(39)
ż
Rn
dnx pg ´ gN`2qeikQpx,xq „ Opk´rN`n`32 sq
(which is a better or equivalent estimate to the r.h.s. of (37)). On the other hand
gN ´ gN`3 is a polynomial in x containing monomials of degrees N ` 1, N ` 2 and
N ` 3 only. Thus,
(40)ż
Rn
dnx pgN ´ gN`2qeikQpx,xq “ CN`1k´n`N`12 ` CN`2k´n`N`22 ` CN`3k´n`N`32
where the constant CN`j vanishes if N ` j is odd for j “ 1, 2, 3. Thus, (39) and
(40) together imply (37). 
In particular: (ii) of Corollary 3.7 is the N “ 0 case of (37). Also note that
Lemma 3.6 is a special case of the new Lemma (for g with vanishing jet at the
origin and N arbitrarily large) - here we avoid splitting coordinates into positive
and negative eigenspaces of Q (and the painful discussion of approximating g by
products) by the trick with the differential operator D.End of the after-
thought.
Proof of Theorem 3.2. We can assume without loss of generality that X is compact
(since we only care about Supp g anyway which is compact by assumption). Choose
a covering tUαu of X by open subsets such that
‚ each Uα contains at most one critical point of f ,
‚ each critical point of f is contained in exactly one Uα.
Choose a partition of unity tψα P C8pXqu subordinate to the covering tUαu, i.e.
‚ Supp ψα Ă Uα,
‚ ψα ě 0,
‚ řα ψα “ 1.
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Then Ipkq “ řα Iαpkq with Iαpkq “ şUα µψαpxq eikfpxq. We should consider two
case:
(i) Uα does not contain critical points of f . Then Iαpkq „ Opk´8q by Lemma
3.5.
(ii) Uα contains a critical point x0 of f . By Morse Lemma, we can introduce local
coordinates py1, . . . , ynq on Uα such that f “ fpx0q`y21 ` ¨ ¨ ¨ ` y2p ´ y2p`1 ´ ¨ ¨ ¨ ´ y2nlooooooooooooooooooomooooooooooooooooooon
Qpy,yq
.
Then, by (ii) of Corollary 3.7 (or by Lemma 3.8 for N “ 0), we have
Iαpkq “
ż
Rn
dny ρpyq ψα eikfpx0q`ikQpy,yq „
„ ρp0qeikfpx0q
´pi
k
¯n
2 |detQ|´ 12 epii4 signQ `Opk´n2´1q
where dny ρpyq is µ expressed in coordinates y. Note that Qij “ 12 B
2
ByiByj f ,
thus
Iαpkq „ µx0eikfpx0q
ˆ
2pi
k
˙n
2
|det f2px0q|´ 12 epii4 sign f2px0q `Opk´n2´1q
Summing over α, we obtain the stationary phase formula for Ipkq. Note that, by
Remark 3.3, it does not matter that we have chosen the Morse chart around every
critical point: the result is independent of this choice.

3.3. Gaussian expectation values. Wick’s lemma. Consider normalized ex-
pectation values with respect to Gaussian measure
(41) ! p ":“
ş
Rn d
nx e´ 12Qpx,xq ¨ ppxqş
Rn d
nx e´ 12Qpx,xq
with Qpx, xq “ ři,j Qijxixj a positive-definite quadratic form on Rn, for ppxq a
polynomial on Rn.
Definition 3.9. For H a finite set with even number of elements we call partitions
of H into two-element subsets perfect matchings on H.
Note that a perfect matching is the same as an involution γ on H with no fixed
points. Then the two-element subsets are the orbits of γ.
Example 3.10. On the set t1, 2, 3, 4u there exist three different perfect matchings:
t1, 2u Y t3, 4u, t1, 3u Y t2, 4u, t1, 4u Y t2, 3u
More generally, on the set of order 2m there are p2m´ 1q!! “ 1 ¨ 3 ¨ 5 ¨ ¨ ¨ p2m´ 1q
perfect matchings.20
The following lemma allows one to calculate the expectation ! p " for any
monomial (and hence every polynomial) p.
Lemma 3.11 (“Wick’s lemma”). 21
20Indeed, the first element of the set has to be matched with one of 2m ´ 1 other elements,
first element among those left has to be matched with one of p2m´ 3q remaining elements etc.
21The original Wick’s lemma, though a similar statement, was formulated in the context
of expressing words constructed out of creation and annihilation operators in terms of normal
ordering.
34 PAVEL MNEV
(i) ! 1 "“ 1.
(ii) ! xi1 ¨ ¨ ¨xi2m´1 "“ 0.
(iii) ! xixj "“ pQ´1qij – the pi, jq-th matrix element of the inverse matrix to the
matrix of the quadratic form Qpx, xq.
(iv)
(42) ! xi1 ¨ ¨ ¨xi2m "“
“
ÿ
perfect matchings t1,...,2mu“ta1,b1uY¨¨¨Ytam,bmu
! xia1xib1 "loooooomoooooon
pQ´1qia1 ib1
¨ ¨ ¨ ¨ ¨ ! xiamxibm "looooooo ooooooon
pQ´1qiamibm
Remark 3.12. We can identify perfect matchings on the set H “ t1, . . . , 2mu
with elements of the quotient of the symmetric group S2m of permutations of H
by the group of permutations of two-element subsets constituting the partition and
transpositions of the elements inside the two-element subsets. In other words, the
set of perfect matchings can be presented as S2m{pSm ˙ Zm2 q. Thus, in particular,
expectation value (42) can be written as
(43) ! xi1 ¨ ¨ ¨xi2m "“
ÿ
σPS2m{pSm˙Zm2 q
! xiσ1 iσ2 " ¨ ¨ ¨ ¨ ¨ ! xiσ2m´1 iσ2m "
Example 3.13.
! xixjxkxl "“! xixj " ¨ ! xkxl " ` ! xixk " ¨ ! xjxl " ` ! xixl " ¨ ! xjxk "
Pictorially, the three terms on the r.h.s. can be drawn as follows:
(44)
li j k li j k li j k
Example 3.14. From the count of perfect matchings and Wick’s formula, we
deduce, for 1-dimensional moment of Gaussian measure dx e´ x
2
2 , that
! x2m "“ p2m´ 1q!!
or equivalently ż 8
´8
dx e´
x2
2 x2m “ ?2pi ¨ p2m´ 1q!!
Proof of Lemma 3.11. Item (i) is obvious, and (ii) also (integrand in the numerator
of (41) is odd with respect to x Ñ ´x, hence the integral is zero). For (iii) and
(iv), consider an auxiliary integral
(45) W pJq :“
ż
Rn
dnx e´
1
2Qpx,xq`xJ,xy
with J P Rn the source. The integral is easily calculated by completing the expres-
sion in the exponential to the full square:
(46) W pJq “
ż
Rn
dnx e´
1
2Qpx,xq`xJ,xy´ 12 xJ,Q´1Jyloooooooooooooooomoooooooooooooooon
e´
1
2
Qpx´Q´1J,x´Q´1Jq
¨e 12 xJ,Q´1Jy “
“ e 12 xJ,Q´1Jy ¨
ż
Rn
dny e´
1
2Qpy,yq “ e 12 xJ,Q´1Jy ¨ p2piqn2 pdetQq´ 12
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Here in the second step we made a shift x ÞÑ y “ x´Q´1J .
From definition (45), we have
(47) ! xi1 ¨ ¨ ¨xi2m "“ 1W p0q
ˇˇˇˇ B
BJi1 ¨ ¨ ¨
B
BJi2mW pJq
ˇˇˇˇ
J“0
“
“ 1
2mm!
B
BJi1 ¨ ¨ ¨
B
BJi2m Q
´1pJ, Jq ¨ ¨ ¨ ¨ ¨Q´1pJ, Jqlooooooooooooooooomooooooooooooooooon´ř
j1,k1
Q´1j1k1Jj1Jk1
¯
¨¨¨přjm,km Q´1jmkmJjmJkmq
Here in the second step we replaced W pJq by m-th term of the Taylor series for the
exponential in the explicit formula (46) for W pJq (lower terms do not contribute
because they are killed by the 2m derivatives in the source J and higher terms
do not contribute as tehy are killed by setting J “ 0 after taking the derivatives).
Then (iv) follows by evaluating the multiple derivative in the source in (47) by
Leibniz rule. Item (iii) is the trivial m “ 1 case of this computation.

Remark 3.15. In a slightly more invariant language, replace Rn by an abstract
finite-dimensional R-vector space V . Our input is a positive-definite quadratic form
Q P Sym2V ˚. We are interested in the map ! ´ ": SymV ˚ Ñ R sending
p ÞÑ ! p "“
ş
V
µ e´ 12Q pş
V
µ e´ 12Q
with µ P ^topV ˚ a fixed constant volume form (irrelevant for the normalized ex-
pectation values). Then the Wick’s lemma (43) can be formulated as
(48) ! φ1 d ¨ ¨ ¨ d φ2m "“
ÿ
σPS2m{pSm˙Zm2 q
xσ ˝ pQ´1qbm, φ1 b ¨ ¨ ¨ b φ2my
Here φ1, . . . , φ2m P V ˚ are linear functions on V , d is the commutative product in
SymV ˚. We understand the inverse to Q as an element in the symmetric square
of V , Q´1 P Sym2V ; σ acts on V b2m by permuting the copies of V ; the pairing in
the r.h.s. is the pairing between V b2m and pV ˚qb2m
Remark 3.16. Another visualization (as opposed to (44)) of the terms on the
r.h.s. of Wick’s lemma, corresponding to the presentation (48) is like as follows:
σ
¨ ¨ ¨
¨ ¨ ¨Q
´1 Q´1 Q´1
φ1 φ2 φ2m
Here the lower strip presents φ1 b ¨ ¨ ¨ b φ2m P pV ˚qb2m, the upper strip presents
pairing with pQ´1qbm P V b2m and middle strip presents the action of σ by per-
muting the V -factors (if we read the diagram from top to bottom), or equivalently
the action of σ´1 by permuting V ˚-factors (if we read te diagram from bottom to
top).
Lecture 8,
09/19/2016.
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Remark 3.17. In the setup of Remark 3.15, the value of the Gaussian integral
itself,
ş
V
µ e´ 12Q, can be understood as follows (without referring explicitly to the
matrix of Q or, in other words, without identifying bilinears on V with endomor-
phisms). To Q P Sym2V ˚, there is an associated sharp map Q# : V Ñ V ˚.
Raising it to the maximal exterior power, we obtain a map of determinant lines
^nQ# : ^nV Ñ ^nV ˚ (with n “ dimV ) or equivalently, dualizing the domain line
and putting it to the right side, DetQ :“ ^nQ# P p^nV ˚qb2.22 Thus, DetQ in
this context is not a number, but an element of the line p^nV ˚qb2. (Whenever a
basis in V is chosen, we have a trivialization p^nV ˚qb2 » R, and then DetQ gets
assigned the number value, which coincides with the determinant of the matrix of
the bilinear Q in the chosen basis). Note that µb2 is a nonzero element of the same
line, thus we can form a quotient DetQµb2 P R. Value of the Gaussian integral is thenż
V
µ e´
1
2Q “ p2piqn2
ˆ
DetQ
µb2
˙´ 12
3.4. A reminder on graphs and graph automorphisms.
Definition 3.18. A graph is the following set of data:
‚ A set V of vertices.
‚ A set HE of half-edges.
‚ A map i : HE Ñ V – incidence.
‚ A perfect matching E on HE, i.e. a partition of E into two-element subsets
– edges. Put differently, we have a fixed-point-free involution γ on HE and
its orbits are the edges.
We will only consider finite graphs, i.e. with V and HE finite. Here is a picture
of a generic graph.
Definition 3.19. For v P V a vertex, one calls i´1pvq Ă HE the star (or corolla)
of v and the number of incident halh-edges to the vertex, #i´1pvq, is called the
valency of v.
Definition 3.20. For two graphs Γ “ pV,HE, i, Eq, Γ1 “ pV 1, HE1, i1, E1q, a graph
isomorphism Γ
„Ñ Γ1 is a pair of bijections σV : V „Ñ V 1, σHE : HE „Ñ HE1
commuting with the incidence maps (satisfying i1 ˝ σHE “ σV ˝ i) and preserving
the partition into edges (i.e. γ1˝σHE “ σHE ˝γ with γ, γ1 the respective involutions
on half-edges).
22 Here we implicitly used the identification p^nV q˚ – ^nV ˚. It is induced by the pairing
^nV b^nV ˚ Ñ R which sends pv1 ^ ¨ ¨ ¨ ^ vnq b pθ1 ^ ¨ ¨ ¨ ^ θnq ÞÑ det
´
xvi, θjy
¯n
i,j“1, where on
the r.h.s.x, y is the canonical pairing between V and V ˚.
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Example 3.21. Vertices: V “ ta, b, cu, half-edges: HE “ t1, 11, 2, 21, 3, 31u, inci-
dence:
i :
1 ÞÑ a
11 ÞÑ a
2 ÞÑ b
21 ÞÑ b
3 ÞÑ c
31 ÞÑ c
Edges: E “ t1, 21u Y t2, 31u Y t3, 11u. Equivalently, the invloution is γ : 1 Ø
21, 2 Ø 31, 3 Ø 11. Here is the picture:
3
a b
c
1
11
21
2
31
Example of an automorphism of this graph:
σV : pa, b, cq ÞÑ pb, a, cq, σHE : p1, 11, 2, 21, 3, 31q ÞÑ p21, 2, 11, 1, 31, 3q
(Check explicitly that this pair of permutations commutes with incidence maps
and with involutions!) On the picture of the graph above, this automorphism
corresponds to reflection w.r.t. the vertical axis.
We will be interested in the group of automorphisms AutpΓq of a graph Γ.
Example 3.22 (Automorphism groups). (i) A “polygon graph” with n ě 3 ver-
tices and n edges:
Automorphism group: AutpΓq “ Z2 ˙ Zn.
(ii) “Theta graph”:
Automorphism group: AutpΓq “ Z2 ˆ S3.
(iii) “Figure-eight graph”:
Automorphism group: AutpΓq “ Z2 ˙ pZ2 ˆ Z2q.
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Remark 3.23. A graph automorphism has to preserve valencies of vertices, in
particular it permutes vertices of any given valency and maps the star of a source
vertex to the star of a target vertex (via some permutation). Therefore, for a
graph Γ which has Vd vertices of valency d for d “ 0, . . . , D, the automorphism
group can be seen as a subgroup of permutations of vertices for each valency d and
permutations of incident half-edges for each vertex:
AutpΓq Ă
Dź
d“0
SVd ˙ SˆVdd
Remark 3.24. Graphs naturally form a groupoid, with morphisms given by graph
isomorphisms. Consider the restriction GraphV0,...,VD of this groupoid to graphs
with number of vertices of valency d fixed to Vd for d “ 0, . . . , D (and no vertices of
higher valency than D). One can realize objects of GraphV0,...,VD as all p2m´ 1q!!
(for 2m “ řDd“1 d ¨ Vd) perfect matchings on the set of half-edges constituting the
given vertex stars. The total group of isomorphisms is then
śD
d“0 SVd˙SˆVdd . Thus
the groupoid volume of GraphV0,...,VD is:
(49) Vol
`
GraphV0,...,VD
˘ “ ÿ
Γ
1
|AutpΓq|loooooomoooooon
Vol pi0pGraphV0,...,VDq
“ p2m´ 1q!!śD
d“0 Vd! ¨ d!Vd
where Γ runs over isomorphism classes of graphs; on the r.h.s. the numerator and
denominator are the numbers of objects and morphisms of GraphV0,...,VD , respec-
tively.
Remark 3.25. One can also define graphs as 1-dimensional CW complexes. From
this point of view, the automorphism group of Γ is pi0 of the group of cellular
homeomorphisms of Γ viewed as a CW complex.
3.5. Back to integrals: Gaussian expectation value of a product of ho-
mogeneous polynomials. Fix Q P Sym2V ˚ a positive-definite quadratic form on
V “ Rn. Let Ψa P SymdaV ˚ for a “ 1, . . . , r be a collection of homogeneous polyno-
mials of degrees d1, . . . , dr on V . In coordinates, Ψa “ řni1,...,ida“1pΨaqi1¨¨¨idaxi1 ¨ ¨ ¨xida .
Consider the Gaussian expectation value ! 1d1!Ψ1 ¨ ¨ ¨ 1dr!Ψr ". Denote 2m “řr
a“1 da. Also denote
Matchings2m :“ S2m{pSm ˙ Zm2 q
the set of perfect mathcings on 2m elements. We have the following:
! 1
d1!
Ψ1 ¨ ¨ ¨ 1
dr!
Ψr "“ 1
d1! ¨ ¨ ¨ dr!
ÿ
σPMatchings2m
xσ ˝ pQ´1qbm,Ψ1 b ¨ ¨ ¨ bΨry
“
ÿ
rσsPpśra“1 Sda qz Matchings2m
1
|Stabrσs| xσ ˝ pQ
´1qbm,Ψ1 b ¨ ¨ ¨ bΨry
Here in the first step we have applied the Wick’s lemma to calculate the Gaussian
expectation value and in the second step we collected similar terms in the sum.
In the second sum rσs runs over classes of perfect matchings under the action ofśr
a“1 Sda Ă S2m (in other words, rσs is a class in the two-sided quotient of the
symmetric group, rσs P pśra“1 SdaqzS2m{pSm ˙ Zm2 q). This action is not free and
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has stabilizer subgroups Stabrσs Ă śra“1 Sda . Note that the coefficient 1|Stabrσs|
arises as
1
|Stabrσs| “
#torbit of σ under Sd1 ˆ ¨ ¨ ¨ ˆ Sdr´actionu
|Sd1 ˆ ¨ ¨ ¨ ˆ Sdr |
where the denominator is d1! ¨ ¨ ¨ dr!.
Example 3.26. Let Ψ “ řni,j,k,l“1 Ψijkl xixjxkxl P Sym4V ˚ be a quartic polyno-
mial. Then we have
! 1
4!
Ψ "“ 1
4!
ÿ
σPMatchings4
! σ ˝ pQ´1qb2,Ψ "“
“ 1
4!
¨˚
˚˝˚˚C
l
Ψ
Q´1 Q´1
i
j k
G
`
C
l
Ψ
Q´1 Q´1
i
j k
G
`
C
l
Ψ
Q´1
Q´1
i
j k
G‹˛‹‹‹‚
“ 3
4!
C
l
Ψ
Q´1 Q´1
i
j k G
“ 1
8
nÿ
i,j,k,l“1
Ψijkl pQ´1qijpQ´1qkl
Here all three matchings give the same contribution to the expectation value (cor-
respondingly, S4zMatchings4 Q rσs consists of a single class).
Example 3.27. Let Ψ1 “ řni,j,k“1pΨ1qijk xixjxk, Ψ2 “ řni1,j1,k1“1pΨ2qi1j1k1 xi1xj1xk1 P
Sym3V ˚ be two cubic polynomials. Then we have
! 1
3!
Ψ1 ¨ 1
3!
Ψ2 "“ 1
3! 3!
ÿ
σPMatchings6
! σ ˝ pQ´1qb3,Ψ1 bΨ2 "“
“ 1
3! 3!
¨˚
˚˚˚˚
˝
C Q´1Q´1
i
j
k
Ψ1 Ψ2
i1 j
1
k1
Q´1 G
` 5 similar terms`
C Q´1Q´1
i
j
k
Ψ1 Ψ2
i1 j
1
k1
Q´1 G
` 8 similar terms
‹˛‹‹‹‹‚
“ 6
3!3!
C
k1k
i1
j1Ψ1 Ψ2
Q´1
Q´1
Q´1
i
j
G
` 9
3!3!
C
Ψ2i
j
k
i1
j1
k1
Q´1 Q´1
Q´1
Ψ1
G
“ 1
6
nÿ
i,j,k,i1,j1,k1“1
pΨ1qijkpΨ2qi1j1k1pQ´1qii1pQ´1qjj1pQ´1qkk1`
` 1
4
nÿ
i,j,k,i1,j1,k1“1
pΨ1qijkpΨ2qi1j1k1pQ´1qii1pQ´1qjkpQ´1qj1k1
Here pS3 ˆ S3qzMatchings6 Q rσs consists of two different classes:
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‚ one with 6 representatives in Matchings6 (i.e. with stabilizer subgroup of
order 3! 3!6 “ 6), corresponding to the “theta graph”;‚ the second with 9 representatives in Matchings6 (i.e. with stabilizer sub-
group of order 3! 3!9 “ 4), corresponding to the “dumbbell graph”.
3.6. Perturbed Gaussian integral. Fix again Qpx, xq a positive-definite qua-
dratic form on V “ Rn. We are interested in the integrals of form
(50)
ż
V
dnx e´
1
2Qpx,xq`ppxq
with p a small polynomial perturbation of the quadratic form in the exponential.
More precisely, consider the perturbation ppxq of the form
(51) ppxq “
Dÿ
d“0
gd
d!
Pdpxq
with D some fixed degree, Pd “ řni1,...,id“1pPdqi1¨¨¨idxi1 ¨ ¨ ¨xid P SymdV ˚ a homo-
geneous polynomial of degree d, and g0, . . . , gD – infinitesmial formal parameters
(“coupling constants”). Note that then the exponential of the perturbation eppxq
is a formal power series in the couplings g0, . . . , gD where the coefficient of each
monomial gv00 ¨ ¨ ¨ gvDD is a finite-degree polynomial in x, i.e.
eppxq P SymV ˚ b Rrrg0, . . . , gDss “ SymV ˚rrg0, . . . , gDss
Definition 3.28. We define the perturbative evaluation of the integral (50) as
follows:
(52)
ż pert
V
dnx e´
1
2Qpx,xq`ppxq :“
ˆż
V
dnx e´
1
2Qpx,xq
˙
loooooooooooomoooooooooooon
p2piqn2 pdetQq´ 12
¨ ! eppxq "
where the symbol ! eppxq " is to be understood as the evaluation on eppxq P
SymV ˚rrg0, . . . , gDss of the Gaussian expectation value ! ¨ ¨ ¨ ": SymV ˚ Ñ R,
extended by linearity to a map ! ¨ ¨ ¨ ": SymV ˚rrg0, . . . , gDss Ñ R.
Remark 3.29. Perturbative integral (52) is well-defined for any perturbation ppxq
of form (51), while (50) as a measure-theoretic integral may fail to exist for non-zero
coupling constants. E.g. the integralż
R
dx e´
x2
2 ` α3!x3
diverges for any non-zero coefficient α “ g3 (except for the case of α P i ¨ R purely
imaginary), while ż
R
dx e´
x2
2 ` λ4!x4
converges for λ “ g4 negative (or, more generally, for Reλ ď 0) and diverges for λ
positive (resp. Reλ ą 0).
Lecture 9,
09/26/2016. Definition 3.30. Let Γ be a graph (“Feynman diagram”). Fix a collection of
symmetric tensors (the “Feynman rules”):
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‚ The “propagator”
η “
nÿ
i,j“1
ηij ei d ej P Sym2V
with teiu the standard basis in Rn (or, more abstractly, a basis in V ).
‚ “Vertex functions23 for vertices of valency d”,
pd “
nÿ
i1,...,id“1
ppdqi1¨¨¨id xi1 ¨ ¨ ¨xid P SymdV ˚
for d “ 0, . . . , D; txiu is the basis in V ˚ dual to teiu.
We define the Feynman weight (or the “value of the Feynman diagram”) of Γ as
1
|AutpΓq|Φη;p0,...,pD pΓq
where Φη;p0,...,pD pΓq is defined as the following state sum.
‚ We define a state s on Γ as a decoration of all half-edges of Γ by numbers
in t1, . . . , nu.
‚ To a state s : HE Ñ t1, . . . , nu we assign a weight
ws :“
ź
edges e“ph,h1q
ηsphqsph1q ˆ
ź
vertices v
ppdqsph1q¨¨¨sphdq
In the first product, h, h1 are the two constituent half-edges of the edge e.
In the second product, d is the valency of the vertex v and h1, . . . , hd are
the half-edges adjacent to v.
‚ We define Φ as the sum over states on Γ:
Φη;p0,...,pD pΓq :“
ÿ
states s:HEÑt1,...,nu
ws
Example 3.31. Consider Γ the theta-graph; we label the half-edges by tA,B,C,D,E, F u:
F
A
B
C
D
E
A state s on Γ maps half-edges to numbers s : pA,B,C,D,E, F q ÞÑ pi, j, k, i1, j1, k1q
each of which can take values from 1 to n:
k1 “ spF q
i “ spAq
j “ spBq
k “ spCq
i1 “ spDq
j1 “ spEq
23Or, more appropriately, “vertex tensors”.
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The weight of the state is:
ws “ ηii1ηjj1ηkk1 ˆ pp3qijkpp3qi1j1k1
And thus the Feynman value of the theta graph is
1
12
nÿ
i,j,k,i1,j1,k1“1
ηii1ηjj1ηkk1 ˆ pp3qijkpp3qi1j1k1
Theorem 3.32 (Feynman). For Q a positive-definite quadratic form on V “ Rn
and ppxq “ řDd“0 gdd! Pdpxq a polynomial perturbation with homogeneous terms Pd P
SymdV ˚, the perturbative evaluation of the integral (50) is given by the sum over
all finite graphs (up to graph isomorphism) of their Feynman weights:
(53)ż pert
V
dnx e´
1
2Qpx,xq`ppxq “ p2piqn2 pdetQq´ 12
ÿ
graphs Γ
1
|AutpΓq|ΦQ´1;g0P0,...,gDPD pΓq
Proof. By definition (52), we need to compute the Gaussian expectation value !
eppxq ". Writing ep “ śDd“1 e gdd! Pdpxq and expanding each exponential in Taylor
series, we obtain
(54) ! ep "“!
Dź
d“1
e
gd
d! Pdpxq "“
ÿ
v0,...,vDě0
Dź
d“1
gvdd
vd! d!vd
! P0pxqv0 ¨ ¨ ¨PDpxqvD "
“
Wick1s lemma
ÿ
v0,...,vDě0
gv00 ¨ ¨ ¨ gvDD
|Vv0...vD |
ÿ
σPMatchings2m
@
σ ˝ pQ´1qbm,bDd“0Pbvdd
D¨@σ ˝ pQ´1qbm,bDd“0Pbvdd D
Here we denoted Vv0¨¨¨vD “
śD
d“0 Svd ˙ pSdqˆvd – group of “vertex symmetries”
which we understand as a subgroup of S2m with 2m “ řDd“0 d vd. The picture
is that for each d “ 0, 1, . . . , D, we have vd of d-valent stars decorated with Pd
(the vertex tensors); thus, in total, we have 2m “ řDd“0 d vd half-edges. Then we
attach m edges decorated by Q´1 according to all possible perfect matchings σ of
half-edges. The sum over matchings contains many similar terms, collecting which
we get:
! ep "“
“
ÿ
v0,...,vDě0
gv00 ¨ ¨ ¨ gvDD
ÿ
rσsPVv0¨¨¨vD zMatchings2m
|orbit of σ in Matchings2m under Vv0¨¨¨vD |
|Vv0¨¨¨vD | ¨
¨ @σ ˝ pQ´1qbm,bDd“0Pbvdd D
Equivalence classes of matchings
rσs P Vv0¨¨¨vDzMatchings2m “
˜
Dź
d“0
Svd ˙ pSdqˆvd
¸
zS2m {pSm ˙ Zˆm2 q
are in bijection with isomorphism classes of graphs with v0 of 0-valent vertices, . . . ,
vD of D-valent vertices; the weight of the class rσs is easily seen to be the Feynman
weight of the corresponding graph:
! ep "“
ÿ
v0,...,vDě0
gv00 ¨ ¨ ¨ gvDD
ÿ
graphs Γ with vd d´valent vertices, d“0,...,D
1
|AutpΓq|ΦQ´1,tPduDd“0pΓq
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We can absorb gd-factors into the normalization of vertex tensors, getting the r.h.s.
of (53). 
Example 3.33. The contribution of the following graph
to the r.h.s. of (53)is:
g1 g3 g4
|Aut| Φ
¨˚
˚˚˚˚
˚˝˚
i
j
kl
m
n
o
p
P1 P3 P4
Q´1
Q´1
Q´1
Q´1
‹˛‹‹‹‹‹‹‚
“
“ g1 g3 g4
4
nÿ
i,j,k,l,m,n,o,p“1
pQ´1qklpQ´1qimpQ´1qjnpQ´1qopˆpP3qijkpP1qlpP4qmnop
Remark 3.34. We can see the sum over graphs in the r.h.s. of (53) as the volume of
the groupoid of graphs with standard groupoid measure 1|AutpΓq| on objects (graphs)
deformed by Feynman rules to 1|AutpΓq|ΦQ´1,tgd PdupΓq.
Example 3.35. Consider
(55) Ipλq “
ż
R
dx e
x2
2 ` λ4!x4
By (53), the perturbative evaluation yields the sum over 4-valent graphs:
(56)
ż pert
R
dx e
x2
2 ` λ4!x4 “ ?2pi
ÿ
4´valent graphs Γ
λ#vertices
|AutpΓq|
“ ?2pi
ˆ
1` 1
8
λ`
ˆ
1
2 ¨ 82λ
2 ` 1
2 ¨ 4!λ
2 ` 1
16
λ2
˙
` ¨ ¨ ¨
˙
The first contributing graphs here are: the empty graph, , , , .
Note that, using (49), we can evaluate the total coefficient of λn:
(57)
ż pert
R
dx e
x2
2 ` λ4!x4 “ ?2pi
8ÿ
n“0
λn
p4n´ 1q!!
n! 4!n
Coefficients of this power series in λ grow super-exponentially (roughly, as n!),
therefore the convergence radius in λ is zero! On the other hand, for λ “ ´ν ă 0
the integral (55) converges, as a usual measure-theoretic integral, to the function
(58)
c
3
ν
¨ e 34νK 1
4
ˆ
3
4ν
˙
where Kαpxq “
ş8
0
dt e´x cosh t coshpαtq is the modified Bessel’s function. The
relation between formal power series (57) and the measure-theoretic evaluation(58)
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is that the former is the asymptotic series for the latter at λ “ ´ν Ñ ´0 (i.e. λ
approaching zero along the negative half-axis).
Definition 3.36. Let φpzq P C8p0,8q a function on the open positive half-line
and let fnpzq P C8p0,8q be a collection of functions for n “ 0, 1, . . .. One says thatř
n fnpzq is a Poincare´ asymptotic series for the function φpzq at z “ 0 (notation:
φpzq „
zÑ0
ř
n fnpzq) if:
(i) φpzq ´řNn“0 fnpzq „zÑ0 OpfN`1pzqq for any N ě 0 and
(ii) fn`1pzq „
zÑ0 opfnpzqq for any n ě 0, i.e. limzÑ`0
fn`1pzq
fnpzq “ 0.
Lecture 10,
09/28/2016. 3.6.1. Aside: Borel summation. Introduce an operation which assigns to a power
series fpzq “ řně0 anzn a new power series Bfptq :“ řně0 ann! tn.
We can recover fpzq from Bfptq by certain integral transform T (the Laplace
transform, up to a change of variable):
TpBfqpzq :“
ż 8
0
dt e´tBfptzq “
ÿ
ně0
an
n!
ż 8
0
dt e´tptzqnloooooooomoooooooon
n!zn
“ fpzq
Note that the map fpzq ÞÑ Bfptq improves convergence properties: if fpzq has
finite convergence radius in z, then Bfptq is an entire function in t.
Borel’s summation method amounts to taking a possibly divergent series as fpzq
(e.g. with zero convergence radius); then Bfptq can still be convergent (possibly,
with a finite convergence radius but possessing an analytic continuation). Then
one can define fBorelpzq – the Borel summation of fpzq, as a function which can be
evaluated for nonzero z, rather than just a formal power series, as TpBfq.
Example 3.37. Consider the power series fpzq “ řně0p´1qnn!zn – it clearly has
zero convergence radius in z. We have Bfptq “ řně0p´1qntn – this power series
converges to 11`t with convergence radius 1 and extends to an analytic function in
t P Czt´1u. Thus, the Borel summation of fpzq is:
fBorelpzq :“ T
ˆ
1
1` t
˙
“
ż 8
0
dt e´t
1
1` tz “ z
´1 ez
´1
E1pz´1q
where E1pxq “
ş8
x
ds e
´s
s is the exponential integral.
General fact: Original power series fpzq is the asymptotic series for the Borel
summation fBorelpzq at z Ñ 0.
In application to perturbative integral, the idea is that one may be able to recover
the value of the integral at finite value of coupling constants from the perturbation
series by means of Borel summation (which is particularly interesting for path inte-
grals where a direct measure theoretic definition at finite coupling constants/Planck
constant is not accessible and one only has the perturbative expansion).
If F pzq is a function and fpzq “ řně0 anzn is the asymptotic series for F at
z Ñ 0 then under some assumptions it is guaranteed that the Borel summation of
fpzq gives back F pzq (i.e. the question is when is the function uniquely determined
by its asymptotic expansion).
Theorem 3.38 (Watson). Assume that, for some positive constants R,κ, , c, we
have the following:
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‚ F pzq is holomorphic in the region
D :“ tz P C | |z| ă R, | argpzq| ă κpi
2
` u
‚ In this region F pzq is “well approximated” by its asymptotic series fpzq:ˇˇˇˇ
ˇF pzq ´ N´1ÿ
n“0
anz
n
ˇˇˇˇ
ˇ ă cN pκnq! zN
Then, in the region D, we F pzq coincides with Borel summation of its asymptotic
series fpzq “ řně0 anzn.
Example 3.39. Function F pzq “ e´ 1z has zero asymptotic series fpzq “ 0 and
thus cannot be recovered by Borel summation of fpzq. On the other hand, F pzq
fails the assumptions of Watson’s theorem for any value of κ. (Check this!)
3.6.2. Connected graphs. It turns out, one can reformulate the r.h.s. of Feynman’s
formula (53) in terms of summation over connected graphs only.
Theorem 3.40. For a positive-definite quadratic form Q and a polynomial per-
turbation ppxq “ řDd“0 gdd! Pdpxq as in Theorem 3.32, we have
(59)ż pert
V
dnx e´
1
2Qpx,xq`ppxq “ p2piqn2 pdetQq´ 12 ¨exp
˜ ÿ
connected graphs γ
1
|Autpγq|ΦQ´1,tgdPdupγq
¸
Proof. Note that any graph Γ can be uniquely split into connected components:
(60) Γ “ γ\r11 \ ¨ ¨ ¨ \ γ\rkk
where γ1, . . . , γk are pairwise non-isomorphic connected graphs and r1, . . . , rk are
multiplicities with which they appear in the graph Γ. Automorphisms of Γ are
generated by automorphisms of individual connected components and permutations
of connected components of same isomorphism type:
(61) AutpΓq “
kź
i“1
Sri ˙Autpγiqˆri
Choose some total ordering on the set of isomorphism classes of connected
graphs. Let us calculate exp
ř
γ connected
1
|Autpγq|Φpγq by expanding the exponential
in the Taylor series:
(62) exp
ÿ
γ connected
1
|Autpγq|Φpγq “
ź
γ connected
8ÿ
r“0
1
|Autpγq|r r!Φpγq
r “
“
8ÿ
k“0
ÿ
γ1ă...ăγk
8ÿ
r1,...,rk“1
1śk
i“1 ri!|Autpγiq|ri
Φpγ1qr1 ¨ ¨ ¨Φpγkqrk
“
8ÿ
k“0
ÿ
γ1ă...ăγk
8ÿ
r1,...,rk“1
1
|AutpΓq|ΦpΓq
where in the last step we set Γ :“ γ\r11 \ ¨ ¨ ¨ \ γ\rkk and we used (61) and mul-
tiplicativity of Feynman state sum on graphs: ΦpΓ1 \ Γ2q “ ΦpΓ1q ¨ ΦpΓ2q. The
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sum in the final expression in (62) corresponds simply to summing over all Γ (by
uniqueness of decomposition (60)). Thus, we have proven that
(63) exp
ÿ
γ connected
1
|Autpγq|Φpγq “
ÿ
Γ
1
|AutpΓq|ΦpΓq
which, together with Feynman’s formula (53) implies (59).

Example 3.41. Returning to the Example 3.35, we can now rewrite (56) as a sum
over connected graphs with 4-valent vertices:ż pert
R
dx e´
1
2x
2` λ4!x4 “ ?2pi ¨ exp
˜ ÿ
γ connected, 4´valent
λ#vertices
|Autpγq|
¸
“ ?2pi ¨ exp
ˆ
λ
8
` λ
2
2 ¨ 4! `
λ2
16
` ¨ ¨ ¨
˙
where the first contributing graphs are , , . Note that the empty
graph and are disconnected and do not contribute here.24
3.6.3. Introducing the “Planck constant” and bookkeeping by Euler characteristic of
Feynman graphs. Consider the integral
(64)
ż
V
dnx e
1
~ p´ 12Qpx,xq`ppxqq
with ~ an infinitesimal parameter, Q a positive-definite quadratic form and ppxq “řD
d“3
1
d!Pdpxq with Pd P SymdV ˚. Note that here, unlike in (51), we did not scale
terms of the perturbation ppxq with coupling constants, however here we only allow
at least cubic terms in ppxq. We define the perturbative evaluation of (64) by
rescaling the integration variable x “ ?~ y which converts it to the perturbative
integral of the type defined in (52):
(65)ż pert
V
dnx e
1
~ p´ 12Qpx,xq`ppxqq :“ ~n2
ż pert
V
dny e´
1
2Qpy,yq`
řD
d“3
~
d
2
´1
d! Pdpyq P ~n2 Rrr~ 12 ss
Note that, in the integral on the r.h.s., the terms of the perturbation got scaled with
“coupling constants” ~ d2´1 – positive powers of ~ (as we only allowed terms with
d ě 3 in ppxq). Moreover, there are finitely many Feynman graphs contributing to
each order in ~.
Lemma 3.42 (“Loop expansion”). We have
(66)ż pert
V
dnx e
1
~ p´ 12Qpx,xq`ppxqq “ p2pi~qn2 pdetQq´ 12
ÿ
graphs Γ
~´χpΓq
|AutpΓq|ΦQ´1,tPduDd“3pΓq
“ p2pi~qn2 pdetQq´ 12 exp
˜
1
~
ÿ
γ connected
~lpγq
|Autpγq|ΦQ´1,tPduDd“3pγq
¸
24Empty graph is regarded as disconnected: it has zero connected components whereas a
connected graph should have one connected component.
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where χpΓq is the Euler characteristic of the graph and lpγq “ B1pγq is the “number
of loops” (the first Betti number of a connected graph). Feynman graphs in these
expansions are assumed to have valency ě 3 for all vertices (in particular, this
implies lpγq ě 2).
Proof. Applying Feynman’s formula (3.32) to the r.h.s. of the definition (65), we
get the following Feynman wights of graphs:
1
|AutpΓq|ΦQ´1,t~ d2´1PduDd“3pΓq “ ~
ř
vertices vp valpvq2 ´1q 1|AutpΓq|ΦQ´1,tPduDd“3pΓq
with valpvq the valency of a vertex v of Γ. Note that řvertices v valpvq “ #HE –
the number of half-edges, thereforeÿ
vertices v
pvalpvq
2
´ 1q “ #E ´#V “ ´χpΓq
Thus the Feynman weight of a graph is ~´χpΓq 1|AutpΓq|ΦpΓq which proves the first
equality in (66). For the second equality, we simply notice that, for γ connected,
~´χpγq “ 1~ ¨ ~lpγq.

Remark 3.43. An intuitive way to recover the result (66) is to interpret the
normalization of the integrand of l.h.s. of (66) by ~ as a change of normalization
of the quadratic form Q ÞÑ ~´1Q (and thus Q´1 ÞÑ ~Q´1), ppxq ÞÑ ~´1ppxq with
respect to (53). Thus, each edge of a graph picks a factor ~ and each edge picks
a factor ~´1 which results in the value of the entire graph being scaled with the
factor ~´χpΓq.
Remark 3.44. If we allow terms of degree ă 3 in ppxq, in the integral (65) (denote
it by Ip~q) there will be infinitely many terms contributing in each order in ~,
also, Ip~q P ~n2 Rrr~´1, ~ss – a two-sided formal Laurent series; more precisely,
Ip~q P ~n2 exp `~´1Rrr~ss˘.25
3.6.4. Expectation values with respect to perturbed Gaussian measure. We can con-
sider graphs with vertices marked by elements of a set of colors C. Then we only
allow those graph automorphisms which preserve the vertex colors.
Here is the modification of Feynman’s Theorem 3.32 for expectation values w.r.t.
perturbed Gaussian measure:
Theorem 3.45. LetQ be a positive-definite quadratic form, let ppxq “ řDd“0 gdd! Pdpxq
be a polynomial perturbation and let Ψj “ řdě0 1d!Ψj,d P SymV ˚ for j “ 1, . . . , r
be a collection of r polynomials (“observables”) with Ψj,d their respective homoge-
neous pieces of degree d. Then we have:
(i)
(67)
ż pert
V
dnx e´
1
2Qpx,xq`ppxqΨ1pxq ¨ ¨ ¨Ψrpxq “
“ p2piqn2 pdetQq´ 12
ÿ
Γ
1
|AutpΓq|ΦQ´1;tgdPdu,tΨj,durj“1pΓq
25Note however that not every power series of form
ř
ně´1 an~n can be exponentiated to a
formal Laurent series – certain convergence condition needs to hold for an for the coefficients of
exppřně´1 an~nq to be finite.
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where in the r.h.s. we sum over graphs with vertices colored with elements of
C “ t0; 1, 2, . . . , ru with the condition that vertices of each color ‰ 0 occur in
the graph exactly once (and there are arbitrarily many vertices of color 0 –
the “neutral color”). Vertices of color 0 and valency d are assigned the vertex
tensor gdPd, while a vertex of color j P t1, . . . , ru and valency d is assigned
the vertex tensor Ψj,d.
The normalized expectation value of the product of observables w.r.t. the perturbed
the Gaussian measure is:
(68) ! Ψ1 ¨ ¨ ¨Ψr "pert:“
şpert
V
dnx e´ 12Qpx,xq`ppxqΨ1pxq ¨ ¨ ¨Ψrpxqşpert
V
dnx e´ 12Qpx,xq`ppxq
“
“
ÿ
Γ
1
|AutpΓq|ΦQ´1;tgdPdu,tΨj,durj“1pΓq
where the sum over graphs is as in (67) with additional requirement that each
connected component Γ should contain at least one vertex of nonzero color. (Thus,
Γ can have at most r connected components.)
The proof is a straightforward modification of the proof of Theorem 3.32.Lecture 11,
09/30/2016. Remark 3.46. If we normalize the perturbed Gaussian measure in Theorem 3.45
by a Planck constant, as e
1
~ p´ 12Qpx,xq`ppxqq, then Feynman graphs will get weighed
with ~r´χpΓq. We can interpret the power of ~ here as minus the Euler characteristic
of the graph with vertices marked by nonzero colors removed (but the adjacent edges
retained as half-open intervals).
3.6.5. Fresnel (oscillatory) version of perturbative integral. Instead of considering
perturbed Gaussian integrals, one can consider perturbed Fresnel integrals in the
exact same manner. E.g. Fresnel version of (67), with normalization by Planck
constant, is as follows:
(69)
ż pert
V
dnx e
i
~ p 12Qpx,xq`ppxqqΨ1pxq ¨ ¨ ¨Ψrpxq “
“ p2pi~qn2 | detQ|´ 12 epii4 signQ
ÿ
graphs Γ
~r´χpΓq
|AutpΓq|ΦiQ´1;tiPdu;tΨj,du
Here Q is a non-degenerate (not necessarily positive-definite) quadratic form and
ppxq “ řDd“3 1d!Pdpxq a polynomial perturbation. Note that the effect of passing to
Fresnel version (i.e. introducing the factor i in the exponential in the integrand)
amounts to introducing a factor i in the Feynman rules for edges and vertices of
neutral color (and the appearance of phase e
pii
4 signQ which comes from bare Fresnel
integral and has nothing to do with perturbation).
3.6.6. Perturbation expansion via exponential of a second order differential opera-
tor. For a non-degenerate quadratic form Qpx, xq, introduce a second order differ-
ential operator Q´1p BBx , BBx q :“
řn
i,j“1pQ´1qij BBxi BBxj .
One can rewrite perturbation expansion (53) as follows:
(70)
1
p2piqn2 pdetQq´ 12
ż pert
V
dnx e´
1
2Qpx,xq`ppxq “ e 12Q´1p BBx , BBx q ˝ eppxq
ˇˇˇ
x“0
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Here on the l.h.s. both exponentials are to be understood via expanding them in
the Taylor series.
This follows from the fact that Wick’s lemma can be rewritten as
! xi1 ¨ ¨ ¨xi2m "“ 12mm!
ˆ
Q´1p BBx,
B
Bx q
˙m
˝pxi1 ¨ ¨ ¨xi2mq “ e 12Q
´1p BBx , BBx q ˝ pxi1 ¨ ¨ ¨xi2mq
ˇˇˇ
x“0
And, consequently, for any f P SymV ˚, the Gaussian expectation value can be
written as
! fpxq "“ e 12Q´1p BBx , BBx q ˝ fpxq
ˇˇˇ
x“0
Setting fpxq “ eppxq, we get (70).
Remark 3.47. Pictorially, the mechanism of producing Feynman graphs from the
r.h.s. of (70) is as follows: ep produces, upon Taylor expansion, collections of
stars of vertices (decorated with gdPd for a d-valent vertex). Applying the operator
e
1
2Q
´1p BBx , BBx q connects some of the half-edges of those stars by arcs, into edges
marked by Q´1. Then, setting x “ 0, we kill all pictures where some half-edges
were left unpaired, thus retaining only the perfect matchings on all available half-
edges.
3.7. Stationary phase formula with corrections. The following version of the
stationary phase formula (Theorem 3.2) explains that formal perturbative integrals
we studied in Section 3.6 do indeed provide asymptotic expansions for measure-
theoretic oscillating integrals in the limit of fast oscillation.
Theorem 3.48. Let X be an n-manifold, let µ P Ωnc pXq be a compactly supported
top-degree form, and let f P C8pXq be a function with only non-degenerate critical
points on Suppµ. Let Ip~q :“ ş
X
µ e
i
~ f – a smooth complex-valued function on
~ P p0,8q. Then the behavior of Ip~q at ~Ñ 0 is given by the following asymptotic
series:
(71)
Ip~q „
~Ñ0
ÿ
crit. points x0 of f on Suppµ
e
i
~ fpx0qp2pi~qn2 | det f2px0q|´ 12 ¨ epii4 sign f2px0qµx0 ¨
¨ exp ~´1
˜ ÿ
γ conn. graphs with vertices of valě3
~lpγq
|Autpγq|Φif2px0q´1;tiBdf |x0udě3pγq
¸
Here we assumed that around every critical point x0 of f on Suppµ we have chosen
some coordinate chart py1, . . . , ynq with the property that locally near x0 we have
µ “ dny µx0 with µx0 a constant. Total d-th partial derivative appearing in the
Feynman rules on the r.h.s. is understood as a symmetric tensor Bdf |x0 P SymdV ˚
with components BByi1 . . .
B
Byd f
ˇˇˇ
y“0
.
For the proof, see e.g. [29, 28, 60].
Remark 3.49. One can drop the assumption that the density of µ in the local
coordinates py1, . . . , ynq around a critical point x0 is constant. Let µ “ ρpyq ¨ dny
with possibly non-constant ρpyq. Then (71) becomes
(72)
Ip~q „
~Ñ0
ÿ
crit. points x0 of f on Suppµ
e
i
~ fpx0qp2pi~qn2 | det f2px0q|´ 12 ¨ epii4 sign f2px0q¨
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¨
ÿ
Γ
~1´χpΓq
|AutpΓq|Φif2px0q´1;tiBdf |x0udě3loooooomoooooon
color 0
;tBdρ|y“0udě0loooooomoooooon
color 1
pΓq
where the sum on the r.h.s. is over (possibly disconnected) graphs Γ with vertices
of valency ě 3 colored by neutral color 0 and a single marked vertex, of arbitrary
valency, colored by 1.
3.7.1. Laplace method. Laplace method applies to integrals of form Ip~q “ ş dx e´ 1~ fpxq.
The idea is that the integrand is concentrated around the minimum x0 of f , in the
neighborhood of x0 of size „
?
~; in this neighborhood the integrand is well approx-
imated by a Gaussian (given by expanding f at x0 in Taylor series and retaining
only the constant and quadratic terms; higher Taylor terms may be accounted for
as a perturbation, to obtain higher corrections in powers of ~).
Simplest version of this asymptotic result is as follows.
Theorem 3.50 (Laplace). Let f P C8ra, bs be a function on an interval attaining a
unique absolute minimum on ra, bs at an interior point x0 P pa, bq, with f2px0q ą 0.
Let g P C8ra, bs be another function on the interval with gpx0q ‰ 0. Then the
integral
Ip~q :“
ż b
a
dx gpxqe´ 1~ fpxq
as a smooth function of ~ ą 0 has the following asymptotics as ~Ñ 0:
(73) Ip~q „
~Ñ0 e
´ 1~ fpx0q
d
2pi~
f2px0q ¨ gpx0q
A more general multi-dimensional version, with ~-corrections is as follows.
Theorem 3.51 (Feynman-Laplace). Let X be a compact n-manifold, possibly with
boundary, and let f P C8pXq be a function attaining a unique minimum on X at
an interior point x0 P intpXq and assume that the Hessian f2px0q is non-degenerate
(thus, automatically, positive-definite); also, let µ P ΩnpXq be a top-degree form.
Assume that we have chosen some local coordinates py1, . . . , ynq near x0 and in
these coordinates µ “ ρpyq dny. Then the integral
Ip~q :“
ż
X
µ e´
1
~ fpxq P C8p0,8q
has the following asymptotic expansion at ~Ñ 0:
(74) Ip~q „
~Ñ0 e
´ 1~ fpx0qp2pi~qn2 pdet f2px0qq´ 12 ¨
¨
ÿ
Γ
~1´χpΓq
|AutpΓq|Φf2px0q´1;t´Bdf |x0udě3;tBdρ|y“0udě0pΓq
where, as in (72), the sum is over graphs with arbitrarily many vertices of color 0
and valency ě 3 and a single vertex of color 1 and arbitrary valency.
Lecture 12,
10/03/2016. Example 3.52 (Stirling’s formula with corrections). Consider z Ñ8 asymptotics
of the Euler’s Gamma function
Γpzq “
ż 8
0
dt tz´1e´t
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It is convenient to make a change of the integration variable t “ z ex, yielding
Γpzq “ zz
ż 8
´8
dx e´zfpxq
with fpxq “ ex´x; f has unique absolute minimum at x “ 0 with Taylor expansion
fpxq “ 1` 12x2` 13!x3`¨ ¨ ¨ . The asymptotics of this integral at z Ñ8 can evaluated
using Laplace’s theorem (73), with ~ :“ 1z :
Γpzq „
zÑ8 z
ze´z
c
2pi
z
Using (74), we can find corrections to this asymptotics in powers of 1z :
Γpzq „
zÑ8 z
ze´z
c
2pi
z
exp
8ÿ
n“1
cn
zn
with cn “ řΓ p´1q#vertices|AutpΓq| where the sum goes over connected graphs with n ´ 1
loops (all valencies ě 3 allowed). E.g. the first coefficient c1 gets contributions from
the three connected 2-loop graphs: , , : c1 “ ´ 18 ` 112 ` 18 “ 112 .26
In particular, this implies that the factorial of a large number n! “ nΓpnq behaves
as
n! „
nÑ8
?
2pin nne´n
ˆ
1` 1
12n
`Op 1
n2
q
˙
3.8. Berezin integral.
3.8.1. Odd vector spaces. Fix n ě 1. Consider the “odd Rn”, denoted as ΠRn or
R0|n, – space with anti-commuting27 coordinates θ1, . . . , θn. I.e. ΠRn is defined by
its algebra of functions
FunpΠRnq :“ R xθ1, . . . , θny { θiθj “ ´θjθi
More abstractly, for V a vector space over R, its odd version ΠV has the algebra
of functions
FunpΠV q “ ^‚V ˚
– the exterior algebra of the dual (viewed as a super-commutative associative al-
gebra), whereas for an even vector space FunpV q “ zSymV ˚ – the (completed)
symmetric algebra of the dual.
3.8.2. Integration on the odd line. Consider the case n “ 1 – the odd line ΠR
with coordinate θ subject to relation θ2 “ 0. Functions on ΠR have form a ` bθ
with a, b P R arbitrary coefficients. We define the integration map ş
ΠRDθ p¨ ¨ ¨ q :
FunpΠRq Ñ R by
(75)
ż
ΠR
Dθ pa` bθq :“ b
I.e. the integration simply picks the coefficient of θ in the function being integrated.
Integration as defined above is uniquely characterized by the following properties:
‚ integration maps is R-linear,
26In fact, as can be obtained independently, e.g., from Euler-Maclaurin formula, cn “ Bn`1npn`1q ,
with Bn`1 the pn` 1q-st Bernoulli number.
27“Odd” or “Grassman” or “fermionic” variables.
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‚ “Stokes’ theorem”: ş
ΠRDθ
B
Bθgpθq “ 0 for gpθq an arbitrary function on
ΠR.28 This implies that the integral of a constant function has to vanish.
‚ Normalization convention: ş
ΠRDθ θ “ 1.
3.8.3. Integration on the odd vector space. A function on ΠRn can be written as
fpθ1, . . . , θnq “
nÿ
k“0
ÿ
1ďi1ă¨¨¨ăikďn
fi1¨¨¨ikθi1 ¨ ¨ ¨ θik
with fi1¨¨¨ik P R the coefficients. Berezin integral on ΠRn is defined as follows:
(76)
ż
ΠRn
Dθn ¨ ¨ ¨Dθ1 f :“ f1¨¨¨n “ coefficient of θ1 ¨ ¨ ¨ θn in f
This definition can be obtained from the definition (75) for the 1-dimensional case
by formally imposing the Fubini theorem, e.g. for n “ 2 and fpθ1, θ2q “ f∅`f1θ1`
f2θ2 ` f12θ1θ2 we haveż
Dθ2Dθ1 f “
ż
Dθ2
ˆż
Dθ1 f
˙
looooomooooon
f1`f12θ2
“ f12
Case of general n is treated similarly, by inductively integrating over odd variables
θi, in the order of increasing i.
Remark 3.53. Berezin integral can also be seen as an iterated derivative:ż
ΠRn
Dθn ¨ ¨ ¨Dθ1 f “ BBθn ¨ ¨ ¨
B
Bθ1 f
ˇˇˇˇ
θ“0
More abstractly, f P FunpΠV q a function on an odd vector space ΠV (for V
of dimension n) and µ P ^nV a “Berezinian” (a replacement of the notion of
integration measure or volume form in the context of integration over odd vector
spaces), Berezin integral is defined asż
ΠV
µ ¨ f :“ xµ, fy
– the pairing between the top component of f in ^nV ˚ and µ P ^nV . The pairing
between ^nV and ^nV ˚ is defined by
xψn ^ ¨ ¨ ¨ ^ ψ1, θ1 ^ ¨ ¨ ¨ ^ θny :“ det xψi, θjy
for ψi P V vectors, θj P V ˚ covectors and xψi, θjy the canonical pairing between V
and V ˚.
Note that constant volume forms on an even space V are (nonzero) elements of
^nV ˚ whereas Berezinians are elements of ^nV . Note that there is no dual in the
second case!
Given a basis e1, . . . , en in V and the associated dual basis regarded as coordinate
functions on the odd space θ1, . . . , θn P V ˚ Ă FunpΠV q, we have a “coordinate
Berezinian”
µ “ Dθn ¨ ¨ ¨Dθ1 :“ en ^ ¨ ¨ ¨ ^ e1 P ^nV
28Derivatives are defined on ΠRn in the following way: BBθi is an odd derivation of FunpΠRnq
(i.e. a linear map FunpΠRnq Ñ FunpΠRnq satisfying the Leibniz rule with appropriate sign
B
Bθi pf ¨ gq “ p
B
Bθi fq ¨ g ` p´1q|f |f ¨ p
B
Bθi gq) and defined on generators by
B
Bθi θj “ δij .
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Note that, if we have a change of coordinates on ΠV , θi “ řj Aijθ1j , the respective
coordinate Berezinians are related by
(77) Dnθ “ pdetAq´1Dnθ1
where Dnθ is a shorthand for Dθn ¨ ¨ ¨Dθ1 and similarly for Dnθ1. Then we have a
change of coordinates formula for the Berezin integral:ż
ΠV
Dnθfpθq “
ż
ΠV
pdetAq´1Dnθ1 fpθi “
ÿ
j
Aijθ
1
jq
Observe the difference from the case of a change of variables xi “ řj Aijx1j in an
integral over an even space:ż
V
dnx fpxq “
ż
V
|detA| dnx1 fpxi “
ÿ
j
Aijx
1
jq
In even case we have the absolute value of the Jacobian of the transformation,29
whereas in the odd case we have the inverse of the Jacobian, without taking the
absolute value.
3.9. Gaussian integral over an odd vector space. LetQpθ, θq “ ři,j“1n Qijθiθj
be a quadratic form on ΠRn with Qij an anti-symmetric matrix, so that 12Qpθ, θq “ř
iăj Qijθiθj . We assume that n “ 2s is even. Then we have the following version
of Gaussian integral over ΠRn:
(78)
ż
ΠRn
Dnθ e
1
2Qpθ,θq “ 1
2ss!
ÿ
σPSn
p´1qσ
sź
i“1
Qσ2i´1σ2i “ pfpQq
– the Pfaffian of the anti-symmetric matrix Qij ; here p´1qσ is the sign of permuta-
tion σ. We obtain the Pfaffian simply by expanding e
1
2Q in Taylor series, picking
the top monomial in θ-s and evaluating its coefficients (as per definition of Berezin
integral (76)).30 Note that, for n odd, the integral on the l.h.s. of (78) vanishes
identically (the exponential contains only monomials of even degree in θ, hence
there is no monomial of top degree).
Recall the basic properties of Pfaffians:
‚ pfpQq2 “ detQ,
‚ for A any nˆ n matrix, pfpATQAq “ detA ¨ pfpQq,
‚ pfpQ1 ‘Q2q “ pfpQ1q ¨ pfpQ2q,
‚ pfpλQq “ λspfpQq.
29In the even case we either think of an integral over an oriented space against a top form, or
of an integral over a non-oriented space against a measure (density). A measure transforms with
the absolute value of the Jacobian, while a top form transform just with the Jacobian itself – but
then one has to take the change of orientation into account separately.
30Recall that an alternative definition of Pfaffian is as the coefficient on the r.h.s. of
1
s!
přiăj Qijθiθjqs “ pfpQq ¨ θ1 ¨ ¨ ¨ θn, which is precisely what we need to evaluate the Berezin
integral (78).
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Example 3.54.
pf
¨˚
˚˚˚˚
˚˚˚˚
˝
0 a1
´a1 0 0
0 a2
´a2 0
. . .
0 0 as´as 0
‹˛‹‹‹‹‹‹‹‹‚
“ a1 ¨ . . . ¨ as
Example 3.55.
pf
¨˚
˚˝ 0 a12 a13 a14´a12 0 a23 a24´a13 ´a23 0 a34
´a14 ´a24 ´a34 0
‹˛‹‚ “ a12a34 ´ a13a24 ` a14a23
Remark 3.56. Consider a special instance of Berezin Gaussian integral where odd
variables come in pairs θi, θ¯i (the bar does not stand for complex conjugation: θ¯i is
an independent variable from θi):
(79)
ż
ΠRn‘ΠRn
pDθnDθ¯nq ¨ ¨ ¨ pDθ1Dθ¯1q eBpθ¯,θq “ detB
here Bpθ¯, θq “ řni,j“1Bij θ¯iθj where Bij is a matrix which does not have to be
symmetric or anti-symmetric. The fact that the integral above is equal to detB is
a simple calculation of the Berezin integral:
l.h.s. “ 1
n!
ÿ
σ,σ1PSn
p´1qσp´1qσ1Bσ1σ11 ¨ ¨ ¨Bσnσ1n “
ÿ
σ2PSn
p´1qσ2B1σ21 ¨ ¨ ¨Bnσ2n “ detB
where σ2 “ σ1 ¨σ´1. More invariantly, for endomorphism B P EndpV q » V ˚bV Ă
FunpΠV ‘ΠV ˚q, we haveż
ΠV‘ΠV ˚
µcanΠV‘ΠV ˚ e
B “ detB
where µcanΠV‘ΠV ˚ is the canonical Berezinian on ΠV ‘ΠV ˚, which, for any choice of
coordinates θ1, . . . , θn on V and dual coordinates θ¯1, . . . , θ¯n on V
˚, takes the form
pDθnDθ¯nq ¨ ¨ ¨ pDθ1Dθ¯1q.
3.10. Perturbative integral over a vector superspace.
3.10.1. “Odd Wick’s lemma”. We have the following version of Wick’s lemma for
integration over an odd vector space.
Lemma 3.57. Let V be a vector space over R of even dimension n “ 2s. Let
Q P ^2V ˚ be a non-degenerate anti-symmetic bilinear, viewed as a quadratic form
on ΠV , and let ξ1, . . . , ξ2m be a collection of elements of V
˚ (viewed as linear
functions on ΠV ). Then the expectation value
! ξ1 ¨ ¨ ¨ ξ2m ":“
ş
ΠV
µ e´ 12Qξ1 ¨ ¨ ¨ ξ2mş
ΠV
µ e´ 12Q
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(here µ is an arbitrary non-zero Berezinian on ΠV ; the expectation value is clearly
independent of µ) is equal to the sum over perfect matchings with signs:
(80) ! ξ1 ¨ ¨ ¨ ξ2m "“
ÿ
σPS2m{Sm˙Zm2
p´1qσ @σ ˝ pQ´1qbm, ξ1 b ¨ ¨ ¨ b ξ2mD
It is proven by the same technique as the usual Wick’s lemma for an even Gauss-
ian integral: one introduces a source J (which is now odd) and obtains the expec-
tation values as derivatives in J of the Gaussian integral modified by the source
term. Lecture 13,
10/05/2016.Example 3.58. Gaussian expectation value of a quartic monomial on ΠRn is:
! θiθjθkθl "“! θiθj " ¨ ! θkθl " ´ ! θiθk " ¨ ! θjθl " ` ! θiθl " ¨ ! θjθk "
where e.g. the sign of the second term in the r.h.s. is p´1q
¨˝
i j k l
i k j l
‚˛
“ ´1.
Quadratic expectation values in turn are the matrix element of the inverse of Q:
! θiθj "“ pQ´1qij
3.10.2. Perturbative integral over an odd vector space. Perturbed Gaussian inte-
gral over an odd space can be treated similarly to the even case. Let Q be a
non-degenerate quadratic form on ΠV “ ΠRn and let ppθq “ řDd“0 gdd! Pdpθq be a
polynomial perturbation where we allow only even degrees d for the homogeneous
components Pd P ^dV ˚. Consider the integral
I :“
ż
ΠV
Dnθ e´
1
2Qpθ,θq`ppθq
Evaluating it be expanding eppθq in Taylor series and applying Wick’s lemma termwise,
we obtain:
(81)
ż
ΠV
Dnθ e´
1
2Qpθ,θq`ppθq “
“ pfp´Qq¨
8ÿ
v0,...,vD“0
ÿ
rσsPpśd Svd˙Sˆvdd qz S2m {Sm˙Zm2
1
Stabrσs
p´1qσ
C
σ ˝ pQ´1qbm,
Dź
d“0
pgdPdqbvd
G
“ pfp´Qq ¨
ÿ
Γ
1
|AutpΓq|ΦQ´1;tgdPdupΓq
Here 2m “ řd d ¨ vd; the sum runs over all graphs Γ with vertices of even valency
ranging between 0 and D. Feynman state sum ΦpΓq for a graph now contains the
sign of a permutation σ P S2m representing Γ.
Remark 3.59. ‚ Note that (81) is an exact evaluation of a Berezin inte-
gral (i.e. the perturbative evaluation and exact evaluation automatically
coincide for integrals over finite-dimensional odd vector spaces).
‚ Since sufficiently high powers of ppθq vanish identically, the r.h.s. of (81) is
a finite-degree polynomial in g0, . . . , gD.
‚ Graphs with ą n half-edges are guaranteed to cancel out on the r.h.s. (note
that individual graphs with #HE ą n can be still nonzero, but cancel out
once all graphs are summed over).
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‚ R.h.s. of (81) can be rewritten as
(82) pfp´Qq ¨ exp
ÿ
γ
1
|Autpγq|ΦQ´1;tgdPdupγq
where the sum is over connected graphs γ. Here the sum in the exponential
is, generally, not a polynomial in gd and contributions of connected graphs
do not cancel out for graphs of high complexity.
Example 3.60. Here is an example of a weight of a Feynman graph in the r.h.s.
of (81):
1
48
Φ
¨˚
˚˝˚ 8
1
2
3
4
5
6
7 ‹˛‹‹‚“
“ pg4q
2
48
nÿ
s1,...,s8“1
pQ´1qs1s3pQ´1qs6s2pQ´1qs4s8pQ´1qs7s5 ¨ pP4qs1s6s4s7pP4qs3s2s8s5 ¨
¨ p´1q
ˆ
1 3 6 2 4 8 7 5
1 6 4 7 3 2 8 5
˙
Here we assigned arbitrary labels (from 1 to 8) to the half-edges; the sign factor
is the sign of the permutation taking the order of labels for edges to the order of
labels for the vertices.
Example 3.61. Let B P GLpV q and P P EndpV q. Consider the following pertur-
bation of the integral (79):
(83) Ipαq “
ż
ΠV‘ΠV ˚
ÐÝnź
j“1
DθjDθ¯j e
´ři,j Bij θ¯iθj`αři,j Pij θ¯iθj
with α a coupling constant. Using (81,82) we find that
(84) Ipαq “ detp´Bq ¨ exp
˜
´
8ÿ
k“1
αk
k
tr pB´1P qk
¸
Terms in the exponential correspond to oriented polygon graphs with k vertices
and k edges
Oriented graphs appear if we label half-edges corresponding to variables θi as out-
going and half-edges corresponding to θ¯i as incoming. In the sum in the exponential
in (84) we can recognize the Taylor expansion of logp1´ xq, thus we obtain
Ipαq “ detp´Bq¨exp tr logp1´αB´1P q “ detp´Bq¨detp1´αB´1P q “ detp´B`αP q
which is what we would have obtained if we evaluated (83) directly as a Gaussian
integral with quadratic form B ´ αP rather than treating αP as a perturbation.
Note that the series in the exponential in (84) has a finite convergence radius
|α| ă 1||B´1P || where ||A|| “ maxλ |λ| with λ going over eigenvalues of A.
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3.10.3. Perturbative integral over a superspace. Consider a vector superspace
V “ V e ‘ΠV o
for V e, V o two vector spaces of dimensions n,m (superscripts e, o stand for “even”,
“odd”), with the algebra of functions FunpVq :“ C8pV eqb^‚pV oq˚. Let x1, . . . , xn
be coordinates on V e and θ1, . . . , θm be coordinates on ΠV
o. Let Qe be a quadratic
form on V e and Qo a quadratic form on ΠV
o, and let ppx, θq “ řj,k gjkj!k!Pjkpx, θq be
a perturbation, with Pjk P SymjpV eq˚ b ^kpV oq˚ the homogeneous parts; degree
k here is only allowed to take even values. Consider the perturbative integral
(85) I :“
ż pert
V e‘ΠV o
dnx Dmθ e´
1
2Qepx,xq´ 12Q0pθ,θq`ppx,θq
It is understood by formally imposing Fubini theorem: we first integrate over the
odd variables and then – perturbatively – over even variables. The result is the
following generalization of Feynman’s theorem (Theorem 3.32) for integration over
a superspace:
I “ p2piqn2 pdetQeq´ 12 pfp´Qoq
ÿ
Γ
1
|AutpΓq|ΦpΓq
Feynman rules for evaluating ΦpΓq are as follows:
‚ Graphs Γ are allowed to have half-edges marked as e (even) and o
(odd).
‚ Edges are pairs of even half-edges e e (assigned Q´1e ) or pairs of odd
half-edges o o (assigned Q´1o ).
‚ Vertices have bi-valency pj, kq – j adjacent even half-edges and k (an even
number) adjacent odd half-edges
o
e
e
e
o
o o
(assigned gjkPjk).
Put another way, a graph Γ, with Ee, Eo the numbers of even/odd half-edges
and with vjk the number of vertices of bi-valency pj, kq, is identified with the class
of a pair of permutations pσe, σoq in the double cosetź
j,k
Svjk ˙ pSj ˆ Skqvjkz S2Ee ˆ S2Eo {pSEe ˙ ZEe2 q ˆ pSEo ˙ ZEo2 q
Pictorially:
Q´1e Q´1e Q´1e
Q´1o Q´1o Q´1o Q´1o
σe
σo
gjkPjk vertices
even edges
odd edges
Note that, when defining automorphisms of a graph, we now only allow permuta-
tions of half-edges which preserve the parity. The Feynman state sum of a graph
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is
(86) ΦpΓq “ p´1qσo
C`
σe ˝ pQ´1e qbEe
˘b `σo ˝ pQ´1o qbEo˘ ,â
j,k
pgjkPjkqbvjk
G
Example 3.62 (“Faux quantum electrodynamics” integral). Fix V » Rn, U » Rm
two vector spaces. Let V “ V ‘ΠpU ‘U˚q with coordinates xi, θa, θ¯a – “photon”,
“electron” and “positron” variables. We also need the following input data:
‚ quadratic form Qepx, xq P Sym2V ˚,
‚ quadratic form Qopθ¯, θq “
@
θ¯,Dθ
D
with D P GLpUq – “faux Dirac opera-
tor”,
‚ a tensor P px, θ, θ¯q P V ˚ b U˚ b U – “photon-electron interaction”.
We then consider the following perturbative integral
(87)ż pert
V
dnx Dmθ Dmθ¯ e´
1
2Qepx,xq´xθ¯,Dθy`gP px,θ,θ¯q “
ˆ
det
Qe
2pi
˙´ 12
¨detp´Dq¨
ÿ
Γ
1
|AutpΓq|ΦpΓq
Here g is a coupling constant (“charge of the electron”). Graphs Γ in the r.h.s. of
(87) have three types of half-edges:
(i) for “photon” variables xi,
(ii) for “electron” variables θa,
(iii) for “positron” variables θ¯a
Admissible edges are: (non-oriented, assigned the propagator Q´1e ) and
(oriented, assigned the propagator D´1). The only admissible vertex is
(assigned g ¨ P ). Typical graph contributing to the r.h.s. of (87) looks like
this:
An admissible Γ is always a collection of oriented solid (elctron/positron) cycles
arbitrarily interconnected by photon edges. Here is an example of evaluation of a
simple admissible graph:
1
2
Φ
¨˚
˚˚˚˚
˝
D´1
D´1
g ¨ Pg ¨ P
Q´1e
‹˛‹‹‹‹‚“ ´
g2
2
xQ´1e , tr U pD´1PD´1P qloooooooooomoooooooooon
PpV ˚qb2
y
Here we understand P as an element of V ˚ b EndpUq and take compositions of
endomorphisms of U . The minus sign here is p´1qσo , cf. (86).
3.11. Digression: the logic of perturbative path integral. In the case of
finite-dimensional integrals of oscillatory type Ip~q “ ş
X
µ e
i
~ f , asymptotics of
the measure-theoretic integral (which exists for finite ~) at ~ Ñ 0 is given by the
expansion in Feynman diagrams (Theorem 3.48).
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On the other hand a path (functional) integral
(88) Ip~q “ “
ż
ΓpM,FieldsqQφ
Dφ e i~Spφq ”
with M the spacetime manifold and Fields the sheaf of fields on M , and with action
S “ 12
ş
M
xφ,Dφy ` ş
M
Lintpφq (here D is some differential operator), is a heuristic
expression which is defined as an asymptotic series in ~ by its expansion in Feynman
diagrams,
(89) Ip~q :“ pdetDq´ 12 ¨
ÿ
Γ
~´χpΓq
|AutpΓq|ΦpΓq
Here ΦpΓq is given as an integral over MˆV (V is the number of vertices in Γ) of
certain differential form on MˆV (which we view as the space of configurations of V
points onM) which depends on Γ and is constructed in terms of the propagator – the
integral kernel of the inverse operator D´1 assigned to edges and vertex functions,
read off from Lint, assigned to vertices. Expansion (89) is obtained by treating (88)
following the logic of finite-dimensional perturbed Gaussian integral: one expands
e
i
~
ş
M
Lintpφq in Taylor series, thereby producing integrals over configuration spaces
of V points on M (with V the term in the Taylor series for the exponential);
then one averages individual terms with (Fresnel version of) Gaussian measure
Dφ e i2~
ş
M
xφ,Dφy using (formally) Wick’s lemma.
3.11.1. Example: scalar theory with φ3 interaction. Let pM, gq be a compact Rie-
mannian manifold. Consider the path integral
(90) Ip~q “
ż
C8pMq
Dφ e i~
ş
M
´
1
2 xdφ,dφyg´1`m
2
2 φ
2` g3!φ3
¯
dvol
where m ą 0 is a parameter of the theory – the “mass” (of the field quanta); g
is a coupling constant and we treat the φ3 as perturbing the Gaussian integral.
Perturbative evaluation of (90) yields
(91) Ipertp~q “ det´ 12 p∆`m2q ¨
ÿ
Γ
~´χpΓq
|AutpΓq|ΦpΓq
where the sum goes over 3-valent graphs Γ, with
(92) ΦpΓq “ gV
ż
MˆV
dnx1 ¨ ¨ ¨ dnxV
ź
e“pv1,v2q
Gpxv1 , xv2q
where V is the number of vertices in Γ, dxi stands for the Riemannian volume
element on i-th copy of M , the product goes over edges e of Γ and v1, v2 are the
vertices adjacent to the edge; Gpx, yq is the Green’s function for the differential
operator ∆`m2.
Remark 3.63. One can represent the Green’s function Gpx, yq by Feynman-Kac
formula, as an integral over paths on M going from y to x. Then ΦpΓq becomes
represented as an integral over the mapping space MappΓ,Mq. Note that this
mapping space is fibered over MˆV (by evaluating the map at the vertices of Γ)
and r.h.s. of (92) can be viewed as the result of the fiber integral over fibers of
MappΓ,Mq Ñ MˆV (i.e. over paths on M representing the edges of Γ, between
vertices fixed at points x1, . . . , xV on M).
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Example 3.64. The contribution of theta graph to the r.h.s. of (91) is:
(93)
~
12
Φ
¨˚
˚˝˚ ‹˛‹‹‚ “ ~ g212
ż
MˆM
dnx dny Gpx, yq3
And the contribution of the dumbbell graph is:
(94)
~
8
Φ
˜ ¸
“ ~ g
2
8
ż
MˆM
dnx dny Gpx, xqGpx, yqGpy, yq
Similarly, one can calculate expectation values, e.g. of products
śm
i“1 φpxiq of
the values of the field φ in several fixed points on M , with respect to the perturbed
Gaussian measure (the integrand of (90)). The result is again given as a sum over
graphs, with several unique marked vertices.
Example 3.65. The following Feynman graph gives a contribution to the normal-
ized expectation value (w.r.t. to the perturbed measure) ! φpx1qφpx2q "pert:
(95)
~2
2
Φ
ˆ
x1 x2
x y
˙
“ ~
2 g2
2
ż
MˆM
dnx dny Gpx1, xqGpx, yq2Gpy, x2q
Here the two marked vertices are fixed at points x1, x2 whereas the unmarked
vertices move around and we integrate over their possible positions on M .
3.11.2. Divergencies! Problem: Green’s function Gpx, yq for the operator ∆`m2
an n-dimensional Riemannian manifold M behaves,as the points x and y approach
each other, as
Gpx, yq „
xÑy
const
|x´ y|n´2
(Case n “ 2 is special: then Gpx, yq „ C ¨ log |x´y|.) This implies that the integrals
over MˆV on the r.h.s. of (92) are, typically, (depending on n “ dimM and on
the combinatorics of Γ, see examples below) divergent: the integrand typically has
non-integrable singularities near diagonals of MˆV .Lecture 14,
10/10/2016. Examples.
(i) for n “ 2 and Γ any graph without “short loops” (edges connecting a vertex
to itself), there is no divergency.
(ii) The integrand in (93) behaves as 1|x´y|3n´6 near the diagonal x “ y; this
singularity is non-integrable iff 3n ´ 6 ě n or, equivalently, if n ě 3. So, for
M of dimension ě 3, theta graph for scalar φ3 theory is divergent.
(iii) By a similar argument, graph (95) diverges iff 2 ¨ pn´ 2q ě n or equivalently
n ě 4.
(iv) For the graph (94), singularity of Gpx, yq on the diagonal x “ y is always
integrable but evaluations of the propagator at coinciding points Gpx, xq and
Gpy, yq, corresponding to short loops of the graph, are ill-defined for n ě 2.
(v) Consider the graph
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Φ
¨˚
˚˚˚˚
˝ z
x1
x2x3
x
y
‹˛‹‹‹‹‚ “
“ g3
ż
MˆMˆM
dnx dny dnz Gpx1, xqGpx2, yqGpx3, zqGpx, yqGpy, zqGpz, xqloooooooooooooooooooooooooooooomoooooooooooooooooooooooooooooon
ψ
contribution to the 3-point correlation function ! φpx1qφpx2qφpx3q "pert. The
integrand ψ has integrable singularities at all diagonals where pairs of points
collide. However,near the diagonal x “ y “ z, when x, y, z are within distance
of order r Ñ 0 of each other, we have ψ „ 1
r3pn´2q , and we think of the integral
as
ş
M
dnx
ş
MˆM d
ny dnz. The internal integral over y, z for fixed x diverges
iff 3pn´ 2q ě 2n or equivalently n ě 6.
Generally, one can say whether the graph diverges or not by analyzing the behav-
ior of the integrand at all diagonals. The answer is as follows. Define the weight
wpΓ1q of a graph Γ1 with EΓ1 edges and VΓ1 vertices as
wpΓ1q :“ EΓ1 ¨ pn´ 2q ´ pVΓ1 ´ 1q ¨ n
Lemma 3.66. ΦpΓq diverges iff the graph Γ contains a subgraph Γ1 Ă Γ with
non-negative weight wpΓ1q ě 0.
This lemma applies to scalar theory with arbitrary polynomial interaction ppφq,
not necessarily φ3 (monomials present in ppφq restrict admissible valencies of ver-
tices of contributiong graphs Γ).
Remark 3.67. Consider φ3 theory on a manifold of dimension n.
‚ For n “ 3, a graph Γ diverges iff Γ either contains a short loop or contains
a theta graph (93) as a subgraph (a corollary of Lemma 3.66).
‚ More generally, for n ă 6, there is a finite list of subgraphs with non-
negative weight.
‚ For Γ1 Ă Γ, let us call “leaves” of Γ1 the edges connecting vertices of Γ1
to vertices of Γ not belonging to Γ1. For n “ 6, the weight of Γ1 is non-
negative, iff the number of leaves of Γ1 is ď 3. (There are infinitely many
such subgraphs.)
‚ For n ą 6, there are infinitely many divergent Γ1 and there is nor restriction
on the number of leaves for them.
3.11.3. Regularization and renormalization. 31 The logic of dealing with divergen-
cies of Feynman graphs for the path integral is to first introduce a
Step I: Regularization. We want to replace the path integral Ip~q by a regu-
larized version Ip~q with a small parameter  the regulator. Here are some of the
ideas of regularization.
a) Replace M Ñ M – a lattice or trianglation or cellular decomposition with
spacing/typical cell size . Space of fields F gets replaces by a finite-dimensional
space F (modelled on functions on the set vertices or, e.g., cellular cochains
of M). Action S gets replaced by a finite-difference approximation S. Then
31Here is a standard easy-going textbook reference (intended for physics students): [43].
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Ip~q “
ş
F
e
i
~S is a well-defined finite-dimensional integral. It can be developed
in Feynman graphs, Ip~q9řΓ ΦpΓq with ΦpΓq the regularized (finite) weights
of Feynman graphs.
b) Regularize the Feynman weights of graphs directly (without deriving this regu-
larization from a regularization of the path integral itself), ΦpΓq Ñ ΦpΓq. E.g.
regularize the propagator Gpx, yq as follows (some of the possible options):
1. Proper time cut-off: Gpx, yq “
ş8

dtKpx, y|tq with Kpx, y|tq the heat kernel
– the integral kernel of the operator e´tp∆`m2q.
2. Spectral cut-off: GΛpx, yq “ řλăΛ 1λΨλpxqΨλpyq where λ runs over eigen-
values of the operator ∆ ` m2 (up to Λ) and Ψλ are the corresponding
eigenfunctions. Here the cut-off Λ “ 1{ is large rather than small.
3. Momentum cut-off (case of M “ Rn): GΛpx, yq “
ş
|k|ăΛ d
nk e
ipk,x´yq
k2`m2 where
the integral is over a ball of large radius Λ “ ´1 in the momentum space
pRnq˚ Q k.
4. Regularization Gpx, yq “
ş8
0
dt tKpx, y|tq, with  the regulator. The inte-
gral over t is convergent for Repq ą n2 ´ 1, and possesses a meromorphic
continuation to the entire C Q ; we are interested in the limit  Ñ 0 of the
continuation.
Remark 3.68. The functional determinant in (91) also has to be regularized, e.g.
via zeta-regularization, as detζ´regp∆`m2q :“ e´ζ1p0q with ζpsq “ řλ λ´s the zeta
function of the operator ∆`m2 (λ runs over the eigenvalues and it is implied that
we take the analytic continuation of the zeta function to s “ 0).
Whichever way we go about regularization, we get regularized weights of Feyn-
man graphs ΦpΓq. However, the limit of removing the regulator limÑ0 ΦpΓq
typically does not exist. To deal with this, we introduce
Step II: Renormalization.
We replace the action with the renormalized action
(96) Spφq Ñ rSpφq “ Spφq `ÿ
i
cipqAipφq
where corrections Aipφq “
ş
M
dnx Aipφq are local expressions in the field φ –
counterterms, with coefficients cipq diverging as ´k (for some positive k) or log 
as  Ñ 0. Replacement (96) should be such that when we compute Feynman
diagrams for the renormalized action rΦpΓq, the limit Ñ 0 exists.32
Thus, local action Spφq is replaced by rSpφq with counterterms divergent as the
regulator Ñ 0, but the path integral is now perturbatively well-defined:
lim
Ñ0
rIp~q “: rIp~q
where l.h.s. is defined by regularized Feynman diagrams for the renormalized action.
In practice, counterterms in (96) correspond to the possible divergent subgraphs
(cf. Lemma 3.66) and are introduced in order to compensate for these divergencies.
E.g. in scalar theory with polynomial perturbation ppφq, one can assign to a diver-
gent subgraph Γ1 of weight wpΓ1q ě 0 with d leaves the counterterm AΓ1pφq “ φpxqd
32To be more precise: counterterms in the renormalized action produce new vertices (with
-dependent coefficients) for the Feynman rules. Contributions of graphs containing these new
vertices compensate for the divergence, in the limit Ñ 0, of the graphs of original theory.
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with coefficient cΓ1pq “ cΓ1 ¨ ´wpΓ1q if the weight wpΓ1q ą 0 and cΓ1pq “ cΓ1 ¨ log 
if wpΓ1q “ 0 with cΓ1 a constant.
Remark 3.69. In particular, by Remark 3.67, for φ3 scalar theory in dimension
ă 6, we need finitely many counterterms of form φd for some values of d ě 0
(number of leaves of Γ1) in (96). In dimension 6 there are infinitely many divergent
subgraphs, but we only need counterterms φd with 0 ď d ď 3. In dimension ą 6, we
need counterterms of form φd for all d. Thus, one says that in dimensions up to 6,
scalar φ3 theory is renormalizable (finitely many counterterms) and in dimensions
ą 6 it is non-renormalizable.
3.11.4. Wilson’s picture of renormalization (“Wilson’s RG flow”). In Wilson’s pic-
ture [57],33 one considers the tower of spaces of fields FΛ with different values of
cut-off Λ (originally, the momentum cut-off, though other realizations are possible,
see below), equipped with associated actions SΛ “at cut-off Λ” (“Wilson’s effective
actions”):
(97)
F “ F8, Slooooomooooon
local theory
¨ ¨ ¨ FΛ, SΛloomoon
theory at finite Λ
 FΛ1 , SΛ1  ¨ ¨ ¨ F0, S0lomon
effective theory on zero´modes
For Λ ą Λ1, we have a projection
(98) PΛÑΛ
1
: FΛ  FΛ1
and the actions are related by a pushfroward (fiber integral) SΛ1 “ PΛÑΛ1˚ SΛ defined
by
(99) e
i
~SΛ1 pφ1q :“
ż
Drφ e i~SΛpφ1`rφq
where we are integrating over rφ in the fiber rFΛ,Λ1 of the projection (98) – “fields
between Λ and Λ1”.
Examples of realizations:
(1) Wilson’s original realization. For M “ Rn, take FΛ to be the space of
functions of form φpxq “ ş
BΛĂpRnq˚ d
nk eipk,xqψpkq where BΛ “ tk P
pRnq˚ s.t. ||k|| ď Λu. I.e. FΛ consists of functions whose Fourier transform
is supported inside the ball of radius Λ in the momentum space pRnq˚ Q k.
Then, for Λ Ñ Λ1, pushforward PΛÑΛ1˚ corresponds to integrating out fields
in a spherical layer Λ1 ă ||k|| ď Λ in the momentum space.
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Picture of Wilson’s “renormalization group (RG) flow” amounts to “flow-
ing” from theory at large Λbig (the cut-off) to theory at small Λ by succes-
sively integrating out thin spherical layers in the momentum space.
33See also [18] for an interpretation of Wilson’s RG flow via effective BV actions.
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(2) For M compact, we can take FΛ “ SpanλďΛtΨλu – the span of eigenfunc-
tions of the operator ∆`m2 with eigenvalues λ ď Λ.
(3) Let ¨ ¨ ¨ ą Ti`1 ą Ti ą ¨ ¨ ¨ be a sequence of CW decompositions of M such
that Ti`1 is a subdivision Ti (the we say that Ti is an aggregation of Ti`1)
and mesh (typical size of cells) of Ti decays fast enough as iÑ8.
We can set Fi “ C0pTiq – zero-cochains (functions on vertices of Ti), and
Si P FunpFiq a suitable finite-difference replacement of the action satisfying
the compatibility condition w.r.t. aggregations Si “ P˚pSi`1q.34
Remark 3.70. Pushforwards out of the top tier F, S of the tower (97) are ill-
defined, and it has to be replaced with the asymptotic “tail” of the tower FΛbig , SΛbig
with SΛbigpφq „
ΛbigÑ8
rSΛbigpφq “ Spφq `ři cipΛbigqAipφq the renormalized action
(96). Then, if e.g. F0 is a point, S0 is given by the sum of connected Feynman
diagrams for the renormalized action.
Lecture 15,
10/12/2016. 4. Batalin-Vilkovisky formalism
4.1. Faddeev-Popov construction. Faddeev-Popov construction appeared in [22]
as a way to resolve the problem of degeneracy of critical points of the Yang-Mills
action, in order to construct the perturbative path integral (Feynman diagrams)
for the Yang-Mills theory. The construction in fact applies to a large class of gauge
theories. Here we study a finite-dimensional model for this situation.
LetG be a compact Lie group of dimensionm acting freely on a finite-dimensional
n-manifold X with
(100) γ : GˆX Ñ X
the action map. Let g “ LiepGq be the Lie algebra of G and assume that we have
chosen a basis tTau in g. Denote by va P XpXq the fundamental vector fields on X
by which the generators Ta act on X.
Let S P C8pXqG be a G-invariant function on X, and let µ P Ωnc pXqG be a
G-invariant top form with compact support.
We are interested in the integral
(101) I “
ż
X
µ e
i
~S
We can rewrite it as the integral over the quotient X{G:
(102) I “ VolpGq
ż
X{G
rµ e i~ rS
Where rS P C8pX{Gq is such that
(103) S “ p˚ rS
34See [38, 39, 15] for an example; there we need cochains of all degrees in Fi.
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where p : X Ñ X{G is the quotient map; rµ P Ωn´mpX{Gq is a top form on the
quotient constructed in such a way that
ιvm ¨ ¨ ¨ ιv1µ “ p˚rµ
Note that the pn ´ mq-form on the l.h.s. here is basic (invariant and horizontal
w.r.t G-action) and hence is a pullback from the quotient. Note that we can write
(104) µ “ p˚rµ^ χ
where χ P ΩmpXq is a (any) form on X with the property that its restrictions to
G-orbits in X yield the volume form on the orbits induced from Haar measure on
G (via the identification of an orbit with G by picking a base point on the orbit).
The normalization of χ should be such that ιvm^¨¨¨^v1χ “ 1. Note that (103,104)
together imply (102).
Let φ : X Ñ g be a g-valued function on X such that:
‚ zero is a regular value of φ,
‚ σ “ φ´1p0q Ă X intersects every G-orbit transversally, exactly N times,
for some fixed N ě 1.35
We think of σ as a (local) section of G-orbits. We refer to σ as the gauge-fixing
(and to φ as the gauge-fixing function).
Since σ Ă X is an N -fold covering of the quotient X{G, (102) implies
(105) I “ VolpGq
N
ż
σ
ιvm^¨¨¨^v1µ e
i
~S
ˇˇˇ
σ
“ VolpGq
N
ż
X
δpmqpφq ιvm^¨¨¨^v1µ e i~S
Here δpmqpφq “ δpφq ¨Źa dφa is the distributional m-form supported on σ; δpφq “ś
a δpφapxqq is the delta-distribution (not a form) supported on σ Ă X. We can
think of δpφq and δpmqpφq as the pullbacks by φ of the standard Dirac delta function
and delta form, respectively, centered at the origin in g.
Note that, generally, for C Ă X a k-cycle, we have a distributional form δpn´kqC :
ΩkpXq Ñ R mapping
ω ÞÑ
ż
C
ω|C “: “
ż
X
δ
pn´kq
C ^ ω ”
Formula (105) is a special case of this, for C “ σ.
Remark 4.1. The delta form δpmqpφq depends only on zero-locus of φ and, in
particular, does not change under rescaling φ ÞÑ λ ¨ φ with λ ‰ 0 a constant. On
the other hand, the delta function δpφq changes with rescaling of φ, by λ´m.
Let J be a function on X such that
(106)
ľ
a
dφa ^ ιvm^¨¨¨^v1µ “ J ¨ µ
Lemma 4.2. The coefficient J in (106) is:
(107) Jpxq “ detgFP pxq
where
(108) FP pxq “ dxφ ˝ d1,xγ : gÑ g
35Ideally, we would like to have a single intersection, i.e. N “ 1, but typically, for G compact,
there are topological obstructions for having a global section of p : X Ñ X{G defined as a zero
locus of a globally defined function. E.g. for G “ Up1q, orbits are circles, thus φ has to have some
even number of zeroes on an orbit.
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is an endomorphism of g depending on a point x P X; here d1,xγ : g Ñ TxX is
the infinitesimal action of g on X viewed as a derivative of the group action (100);
dxφ : TxX Ñ g is the derivative of φ. In components, we have
(109) FP pxqab “ xdφapxq, vbpxqy “ vbpφaq|x
One calls Jpxq given by (107) the Faddeev-Popov determinant.
Proof. First note that nondegeneracy of FP pxq is equivalent to φ´1pφpxqq Ă X
intersecting the G-orbit through X transversally. If the intersection is nontransver-
sal, then l.h.s. of (106) is obviously vanishing ant the statement is trivial. So, we
assume that the intersection is transversal, i.e. theat FP pxq is non-degenerate.
Let V “ imd1,xγ “ Spanpvapxqq Ă TxX be the tangent space to G-orbit
through x and let AnnpV q Ă Tx˚X be its annihilator in the cotangent space. Let
α1, . . . , αn´m be a basis in AnnpV q. We have a basis pdφ1pxq, . . . , dφmpxq, α1, . . . , αn´mq
in Tx˚X (fact that this is a basis is equivalent to non-degeneracy of FP pxq which we
assumed). Without loss of generality (by normalizing αs appropriately), we may
assume µ “ Źma“1 dφapxq ^ α1 ^ ¨ ¨ ¨ ^ αn´m. Contracting with vm ^ ¨ ¨ ¨ ^ v1 and
using orthogonality of vs and αs, we have
ιvm^¨¨¨^v1µ “
˜ ÿ
sPSm
p´1qs
mź
a“1
@
dφa, vspaq
D¸
α1^¨ ¨ ¨^αn´m “ detgFP pxq¨α1^¨ ¨ ¨^αn´m
Wedging with
Źm
a“1 dφapxq, we get the statement of the Lemma. 
Thus, we have the following.
Theorem 4.3 (Faddeev-Popov).
(110)
ż
X
µ e
i
~S “ VolpGq
N
ż
X
µ δpφpxqq ¨ detgFP pxq ¨ e i~S
Next, we would like to deal with integrals of stationary phase type, i.e. with
integrands of form e
i
~ p¨¨¨ q. We can achieve that, at the cost of introducing auxiliary
integration variables, by using integral presentations for the delta function (as a
Fourier transform on the unit) and for the determinant (as a Gaussian integral over
odd variables):
δpφpxqq “ 1p2pi~qm
ż
g˚
dmλ e
i
~ xλ,φpxqy(111)
detgFP pxq “
ˆ
~
i
˙m ż
Πpg‘g˚q
mź
a“1
pDcaDc¯aq e i~ xc¯,FP pxqcy(112)
Here the auxiliary odd variables ca, c¯a are called Faddeev-Popov ghosts; λ is the even
Lagrange multiplier variable. For brevity, we will denote the odd Berezin measure
in (112) by Dmc Dmc¯. Plugging integral presentations (111,112) into (110), we
obtain the following.
Theorem 4.4 (Faddeev-Popov).
(113)
ż
X
µ e
i
~S “ VolpGq
N ¨ p2piiqm
ż
Xˆg˚ˆΠpg‘g˚q
µ dmλ Dmc Dmc¯ e
i
~SFP px,λ,c,c¯q
where
(114) SFP px, λ, c, c¯q “ Spxq ` xλ, φpxqy ` xc¯, FP pxqcy
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is the Faddeev-Popov action associated to the gauge-fixing φ.
The point of replacing the integral (101) with the r.h.s. of (113) is that the former
cannot be calculated, in the asymptotics ~Ñ 0, by stationary phase formula, since
the critical points of S are not isolated but rather come in G-orbits (hence the
Hessian of S at a critical point is always degenerate and one cannot construct
Feynman rules in this case). On the other hand the integral in the r.h.s. of (113)
has isolated critical points with non-degenerate Hessians of the extended action
SFP and the stationary phase formula is applicable.
4.1.1. Hessian of SFP in an adapted chart. Let x0 be a critical point of S lying on
a critical G-orbit rx0s Ă X and satisfying φpx0q “ 0. Let py1, . . . , yn´m; z1, . . . , zmq
be an adapted local coordinate chart on X near x0, such that:
(i) x0 is given by y “ z “ 0.
(ii) rx0s is given by y “ 0; moreover, G-orbits are locally given by y “ const.
(iii) Locally φ is given by φa “ za.
φ´1p0qx0
rx0s
y
z
For instance, G-invariance of S implies that S “ Spyq and BBzaS “ 0.
Hessian of S has the form
B2S|x0 “
˜ B2S
ByiByj
ˇˇˇ
x0
0
0 0
¸
where first pn´mq rows/columns correspond to yi variables and the lastm rows/columns
correspond to za variables. We are assuming that the block B
2S
ByiByj
ˇˇˇ
x0
is non-
degenerate, i.e. that all degeneracy of the Hessian of S comes from G-invariance.
In other words, we assume that rankpB2S|x0q “ n´m.
The Hessian B2S|x0 is, obviously, degenerate. However, let us consider
(115) B2pS ` xλ, φpxqyqˇˇ
x0,λ“0loooooooooooooomoooooooooooooon
PSym2pTx0X‘g˚q˚
“
¨˚
˝ B
2S
ByiByj
ˇˇˇ
x0
0 0
0 0 δab
0 δba 0
‹˛‚
Here rows correspond to yi, z
a, λa and columns correspond to yj , z
b, λb. Note that
this Hessian is non-degenerate! The z´λ blocks that appeared because of the new
xλ, φpxqy term make the matrix non-degenerate.
Next, note that assumption (ii) above implies that fundamental vector fields va
locally have the form va “ řb f bapy, zq BBzb with pf baqpy, zq a non-degenerate mˆm
matrix. Thus, by (109), we have FP pxqab “ fabpy, zq. Therefore, the part of the
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Hessian corresponding to the ghost part of Faddeev-Popov action is:
(116) B2 xc¯, FP pxqcyˇˇ
x0,c“c¯“0 “
ˆ
0 ´f ba
fab 0
˙
where rows correspond to ca, c¯a and columns correspond to c
b, c¯b.
Assembling (115) and (116), we get the full Hessian of Faddeev-Popov action
(117) B2SFP
ˇˇ
x0,λ“c“c¯“0 “
¨˚
˚˚˚˚
˚˝
B2S
ByiByj
ˇˇˇ
x0
δab
δba
´f ba
fab
‹˛‹‹‹‹‹‚
with row variables yi, z
a, λa, c
a, c¯a and column variables yj , z
b, λb, c
b, c¯b. All the
non-filled blocks are zero. From this explicit form it is obvious that the full Hessian
of the Faddeev-Popov action is non-degenerate.Lecture 16,
10/24/2016.
4.1.2. Stationary phase evaluation of Faddeev-Popov integral. Critical point (Euler-
Lagrange) equations for Faddeev-Popov action SFP px, λ, c, c¯q (114) read:
c “ c¯ “ 0(118)
B
BxiSpxq `
B
λ,
B
Bxiφ
F
“ 0(119)
φpxq “ 0(120)
Here (118) is equivalent to the Euler-Lagrange equations BBcaSFP “ 0, BBc¯aSFP “ 0,
whereas (119) corresponds to BBxiSFP “ 0 (where we dropped the term bilinear in
c and c¯ which is excluded by (118)); last equation (120) is BBλaSFP “ 0.
Note that equations (119,120) together correspond to the fact that x is a con-
ditional extremum of S restricted to submanifold σ “ φ´1p0q Ă X with λ the
Lagrange multiplier. On the other hand, G-invariance of S together with transver-
sality of the local section σ and G-orbits, implies that a conditional extremum of S
on σ is in fact a non-conditional extremum (i.e. dS vanishes on the whole tangent
space TxX, not just on Txσ Ă TxX). Therefore, (119) implies λ “ 0. Thus, a
critical point of SFP has a form px0, λ “ c “ c¯ “ 0q with x0 an intersection point
of the critical G-orbit of Spxq with the gauge-fixing submanifold σ “ φ´1p0q.
The Hessian of SFP at a critical point (written without using the adapted chart
as in (117)), is
(121) B2SFP
ˇˇ
x0,λ“c“c¯“0 “¨˚
˚˝˚
B2S
Bx2
ˇˇˇ
x0
pdφ|x0qT : g˚ Ñ Tx˚0X
dφ|x0 : Tx0X Ñ g 0
´FP px0qT : g˚ Ñ g˚
FP px0q : gÑ g
‹˛‹‹‚
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with blocks corresponding to variables x, λ, c, c¯. Its inverse has the following struc-
ture:
(122) pB2SFP
ˇˇ
x0
q´1 “
¨˚
˚˝ D ββT 0
FP px0q´1
´FP px0q´1T
‹˛‹‚
Here β : g Ñ Tx0X is the section of the projection dφ|x0 : Tx0X Ñ g constructed
as
β “ d1,x0γ ˝ FP px0q´1 : gÑ Tx0X
where d1,x0γ : gÑ Tx0X is, as in (108), the infinitesimal action of the Lie algebra
g on X specialized at the point x0. Thus, β and dφ|x0 together give us a splitting
(123) Tx0X » Tx0φ´1p0q ‘ g
The block D P Sym2Tx0X in (122) is the image of rD P Sym2Tx0φ´1p0q under the
splitting (123), where rD is the inverse of B2x0pS|φ´1p0qq – the (invertible) Hessian of
S restricted to gauge-fixing submanifold φ´1px0q.
We say that D is the “propagator” or “Green’s function” for B2S|x0 in the gauge
φpxq “ 0.
Applying the stationary phase formula to the Faddeev-Popov integral (113), we
obtain the following.
Theorem 4.5 (Stationary phase formula for Faddeev-Popov integral).
(124)
ż
X
e
i
~Spxqµ “
VolpGq
p2piiqm
ÿ
crit. G´orbits rx0s of S
p2pi~qn`m2
ˆ
i
~
˙m
e
i
~Spx0q
ˇˇˇ
det B2x0S
ˇˇ
φ´1p0q
ˇˇˇ´ 12 ¨detgFP px0q¨epii4 sign B2x0S|φ´1p0q ˆ
ˆ
ÿ
Γ
~1´χpΓq
|AutpΓq| ¨ ΦpΓq
Here in the r.h.s. we pick, for every critical G-orbit rx0s of S, a single representative
x0 – one intersection point of rx0s with φ´1p0q. The Feynman rules for calculating
ΦpΓq are as follows.
Half-edge field
yi
λa
ca
c¯a
Edge propagator
iD P Sym2Tx0X
iβ : gÑ Tx0X
iFP px0q´1 : gÑ g
Vertex y-valency vertex tensor
k ě 3 iBkS ˇˇ
x0
P SymkTx˚0X
l ě 0 iBlρˇˇ
x0
P SymlTx˚0X
j ě 2 iBjφˇˇ
x0
P SymjTx˚0X b g
q ě 1 iBqFP |x0 P SymqTx˚0X b Endpgq
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Here we assume that local coordinates yi on X are introduced near the critical
point x0. “y-valency” refers to the number of adjacent solid (y-)half-edges. The
second vertex is the marked vertex that should appear in Γ exactly once; ρ is the
density of the volume form µ in the local coordinates yi, i.e. µ “ ρpyqdny.
Remark 4.6. In the special case when the gauge-fixing φ is linear in local coor-
dinates yi,
36 the third vertex above vanishes, and thus λ-half-edges do not appear
in admissible graphs in the r.h.s. of (124) at all. Here is a typical graph Γ in such
situation:
ρ-vertex
Remark 4.7. Assume that, in addition to φ being linear in yi, fundamental vector
fields have constant coefficients in local coordinates yi near x0.
37 Then both third
and fourth vertex in the Feynman rules above vanish. In this case one has only
solid y-edges in admissible graphs Γ.
Remark 4.8. In order to define invariantly (cf. Remark 3.17) the determinant of
the restricted Hessian det B2x0S|φ´1p0q appearing in the r.h.s. of (124), we need a
volume element on Tx0φ
´1p0q, i.e. an element in DetTx˚0φ´1p0q.38 To construct
it, we use the short exact sequence Tx0φ
´1p0q ãÑ Tx0X
dφ|x0ÝÝÝÑ g which induces a
canonical isomorphism of determinant lines
DetTx˚0X – Det g˚ bDetTx˚0φ´1p0q
Using it, we can take the (canonically defined) “ratio” of µ|x0 P DetTx˚0X (the
volume form on X evaluated at x0) and µg P Det g˚ – the Lebesgue measure on g,
to obtain ν “ µ|x0µg P DetTx˚0φ´1p0q.
Remark 4.9. In Theorem 4.5, instead of choosing the gauge-fixing φ : X Ñ g
globally on X, we can choose individual (local) gauge-fixing φj : Uj Ñ g in a
tubular neighborhood Uj of j-th critical orbit rxpjq0 s of S, with j going over all
critical orbits.
4.1.3. Motivating example: Yang-Mills theory. For M a Riemannian (or pseudo-
Riemannian) manifold, classical Yang-Mills theory on M with structure group G
(a compact group with Lie algebra g) has the space of fields
F “ ConnM,G » Ω1pMq b g
36This is the finite-dimensional model for, e.g., the Lorentz gauge d˚A “ 0 in Yang-Mills
theory, see Section 4.1.3 below
37This is the finite-dimensional model for the Lorentz gauge in QED (abelian Yang-Mills
theory) and explains why Faddeev-Popov ghosts do not appear in the Feynman diagrams for
QED (but do appear in non-abelian Yang-Mills theory).
38Recall that, for V a vector space, the determinant line DetV is the top exterior power of V ,
DetV “ ^dimV V .
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– the space of connections in a trivial G-bundle on M .39 The space of fields is
acted on by the group of gauge transformations (principal bundle automorphisms),
GaugeM,G “ C8pM,Gq and the action is given by A ÞÑ Ag “ g´1Ag ` g´1dg.
Infinitesimally, the Lie algebra of gauge transformations gaugeM,G » Ω0pM, gq acts
by
(125) A ÞÑ dAα “ dα` rA,αs P TAF
for α P gaugeM,G the generator of the infinitesimal transformation.
Yang-Mills action is given by
(126) SYM pAq “ 1
2
ż
M
trFA ^ ˚FA
with FA “ dA` 12 rA,As P Ω2pM, gq the curvature of the connection; ˚ is the Hodge
star associated to the metric on M ; tr is the trace in the adjoint representation of
g.
Volume form µ on F (thought of the “Lebesgue measure on the space of con-
nections”) and the Haar measure on GaugeM,G are parts of the functional integral
measure for Yang-Mills theory and are, certainly, problematic. One works around
them by considering perturbative Faddeev-Popov integral, as given by the Feynman
graph expansion in the r.h.s. of (124).
For the gauge-fixing φ : ConnM,G Ñ gauge, one of the possible choices is the
Lorentz gauge, corresponding to
(127) φpAq “ d˚A
In this case, Faddeev-Popov endomorphism of gauge is:
(128) FP pAq “ d˚dA : Ω0pM, gq Ñ Ω0pM, gq
– as follows from (125) and (127).
We are interested in evaluating the perturbative contribution of the gauge or-
bit of zero connection. The fact that the intersection of φ´1p0q and the gauge
orbit through A “ 0 is transversal at A “ 0 follows from the Hodge decom-
position theorem (which implies Ω1pM, gq “ Ω1pM, gqexact ‘ Ω1pM, gqcoclosed “
impd1,A“0γq ‘ TA“0φ´1p0q).
The formal Faddeev-Popov integral for Yang-Mills theory in Lorentz gauge is:
(129) Z “
ż
Conn‘gauge˚‘Πpgauge‘gauge˚q
DADλDcDc¯ e i~SFP pA,λ,c,c¯q
with
(130) SFP pA, λ, c, c¯q “ SYM pAq `
ż
M
xλ, d˚Ay `
ż
M
xc¯, d˚dAcy
Here λ P ΩtoppM, g˚q where the r.h.s. is our model for the dual of the Lie algebra
of gauge transformations. Likewise, c¯ P Π ΩtoppM, g˚q and c P Π Ω0pM, gq. Lecture 17,
10/26/2016.
39We restrict our discussion to the case of a trivial G-bundle for simplicity. This assumption
can be relaxed.
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Feynman rules for perturbative calculation of the Faddev-Popov integral for
Yang-Mills theory (129) in the case M “ R3,1 – the flat Lorentzian space with
metric ηµν “
¨˚
˚˝ ´1 1
1
1
‹˛‹‚– are as follows.
Hald-edge field
x a, µ A
a
µpxq
x a c
apxq
x a c¯apxq
Here Aaµpxq are the local components of the connection evaluated at a point x,
A “ řdim ga“1 ř4µ“1 TaAaµpxqdxµ, with tTau the chosen basis in g (which we assume to
be orthonormal w.r.t. to the Killing form in g). Likewise, capxq are the components
of c “ řdim ga“1 Tacapxq and c¯apxq are the components of c¯ “ řdim ga“1 Tac¯apxqd4x.
Edge propagator
x ya, µ b, ν
ş
d4k
p2piq4 e
´ipk,x´yq iδabηµν
k2`i
bx ya
ş
d4k
p2piq4 e
´ipk,x´yq iδab
k2`i
Here a limit Ñ `0 is implied. This provides a regularization for the propagators
which, in pseudo-Riemannian case, are singular on the light-cone px´y, x´yq “ 0,
as opposed to the Riemannian case, where the singularity is just at x “ y.
Vertex vertex tensor
c, ρ
x
a, µ
b, ν
fabcηµν
˜
i BBxρ
˜ ¸
´ i BBxρ
ˆ ˙¸
` cycl. perm. of tpa, µq, pb, νq, pc, ρqu
x
a, µ
b, ν
c, ρ
d, σ
´iře fabef cdepηµρηνσ ´ ηµσηνρq ` cycl. perm. of tpa, µq, pb, νq, pc, ρq, pd, σqu
x
µ, a
b c
ifabc BBxµ p q
These vertices correspond to the cubic and quartic terms 12
ş
tr rA,AsdA, 18
ş
tr rA,As^
rA,As, ş xc¯, d˚rA, csy in the Taylor expansion in the fields of the Faddev-Popov ex-
tension of the Yang-Mills action (129).
One can also enhance the Yang-Mills theory by adding a matter term to the
action,
SYM ÞÑ SYM `
ż
M
dx
@
ψ¯, piB{A `mqψ
D
Here the new matter field ψ is an odd complex Dirac fermion field on M – a section
of E b R with E Ñ M the spinor bundle and R a representation of the structure
group G. Field ψ has local components ψiαpxq with i the index of spanning the basis
of the representation space R and α the spinor index; B{A “ řµ,α,β,i,jpγµqαβpδijBµ`
pTaqijAaµpxqq is the Dirac operator, with γµ the Dirac gamma-matrices and pTaqij
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the representation matrices of the basis elements Ta of g; x, y is the inner product
of Dirac spinors; m is the mass of the fermion.
Adjoining the matter field results in the extension of Feynman rules by new
half-edges
x i, α ÞÑ ψiαpxq, x i, α ÞÑ ψ¯iαpxq
The new edge is:
j, β
x y
i, α ÞÑ
ż
d4k
p2piq4 e
´ipk,x´yq
ˆ ´i
k{ `m
˙
αβ
δij
where the dash in k{ :“ řµ kµpγµqαβ stands for contraction with Dirac gamma-
matrices. The new vertex is:
j, β
µ, a
xi, α
ÞÑ ipγµqαβpTaqij
Remark 4.10. Yang-Mills theory for the group G “ SUp3q is the theory of the
strong interaction (quantum chromodynamics). The Yang-Mills field A corresponds
to the gluon – the carrier of the strong interaction and the matter fields ψ correspond
to quarks. Abelian case G “ Up1q corresponds to quantum electrodynamics, with
A the photon field and ψ, ψ¯ the electron/positron field. Standard model of particle
physics is the Yang-Mills theory with G “ Up1q ˆSUp2q ˆSUp3q (with the factors
corresponding to the electromagnetic, weak and strong interactions).
Remark 4.11. Frequently, instead of scaling the Yang-Mills-Faddeev-Popov action
in the path integral with 1~ , as in (129), one sets ~ “ 1 but scales the Yang-Mills
action as SYM ÞÑ 12g2
ş
trFA ^ ˚FA (instead of (126)) with g the coupling constant
of the strong interaction.40 This normalization can be converted back to ours by
setting ~ “ g2 and rescaling the auxiliary fields λ, c, c¯ (and the matter fields ψ, ψ¯,
if present), by appropriate powers of g. Put another way, with the normalization
by the coupling constant g, Feynman graphs are weighed with g´2χpΓq instead of
~´χpΓq.
4.2. Elements of supergeometry. 41
4.2.1. Supermanifolds.
Definition 4.12. An pn|mq-supermanifold M is a sheaf OM, over a smooth n-
manifold M (the body of M), of supercommutative algebras locally isomorphic to
algebras of form C8pUq b ^‚V ˚ with U Ă M open and V a fixed m-dimensional
vector space. I.e., there is an atlas on M comprised by open subsets Uα ĂM with
chart maps φα : Uα Ñ W “ Rn, with isomorphisms of supercommutative algebras
Φα : OMpUαq Ñ C8pφαpUqq b ^‚V ˚ “: Aα.
40Or equivalently, by rescaling A ÞÑ g ¨ A, one has SYM “ 12
ş
tr dA ^ ˚dA ` g
2
ş
tr rA,As ^
dA` g2
8
ş
tr rA,As^ rA,As. In the matter term, if present, the quark-gluon interaction term ψ¯Aψ
also gets rescaled by a factor g.
41A reference for the basic definitions on supermanifolds and Z-graded (super)manifolds: Ap-
pendix B in [10].
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Locally a function on M is an element of Aα, i.e., has local form
f |Uα “
ÿ
k
ÿ
1ďi1ă¨¨¨ăikďm
fi1¨¨¨ikpxq ¨ θi1 ¨ ¨ ¨ θik
with x1, . . . , xn the local even coordinates on M (pullbacks of the standard coordi-
nates on Rn by φα) and θ1, . . . , θm P V ˚ the odd (anti-commuting) coordinates on
V .
Remark 4.13. The augmentation map ^‚V ˚ Ñ R induces a globally well-defined
augmentation map
(131) OM Ñ C8pMq
Example 4.14. Let V “ Veven‘ΠVodd be a super-vector space. We can define an
associated supermanifold, also denoted V, by OVpUq :“ C8pUq b ^˚V ˚odd for any
open U Ă Veven.
Example 4.15 (Split supermanifolds). Let E Ñ M be a rank m vector bundle
over an n-manifold M . Then we can construct a “split” pn|mq-supermanifold ΠE
with body M and the structure sheaf OΠE “ ΓpM,^‚E˚q – the space of smooth
sections, over M , of the bundle of supersommutative algebras ^‚E˚.
E.g., for M an n-manifolds, we have two distinguished pn|nq-supermanifolds,
ΠTM and ΠT˚M , obtained by applying the construction above to the tangent and
cotangent bundle of M , respectively.
Definition 4.16. A morphism of supermanifolds φ : M Ñ N consist of the data
of:
‚ A smooth map between the bodies f : M Ñ N ,
‚ An extension of f to a morphism of sheaves of supercommutative algebras
φ˚ : ON Ñ OM. In particular, for an open U Ă N , we have a morphism
φU˚ : ON pUq Ñ OMpf´1pUqq commuting with the augmentation maps
(131):
ON pUq φ
˚ÝÝÝÝÑ OMpf´1pUqq§§đ §§đ
C8pUq f˚ÝÝÝÝÑ C8pf´1pUqq
Theorem 4.17 (Batchelor). Every smooth supermanifold with body M is (non-
canonically) isomorphic to a split-supermanifold ΠE for some vector bundle E Ñ
M .
Example 4.18. Let us construct a morphism φ : R1|2 Ñ R1|2 where the source R1|2
has even coordinate x and odd coordinates θ1, θ2 and the target R1|2 has the even
coordinate y and odd coordinates ψ1, ψ2. We define φ by specifying the pullbacks
of the target coordinates:
φ˚ :
y ÞÑ x` θ1θ2
ψ1 ÞÑ θ1
ψ2 ÞÑ θ2
Example 4.19. By Remark 4.13, for M any supermanifold the inclusion of the
body M ãÑM is a canonically defined morphism of supermanifolds.
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Example 4.20. A morphism of vector bundles
E
φEÝÝÝÝÑ E1§§đ §§đ
M
φMÝÝÝÝÑ M 1
induces a map of the corresponding split supermanifolds ΠE Ñ ΠE1. Warning:
the converse is not true – there are morphisms of ΠE Ñ ΠE1 not coming from
morphisms of vector bundles! (E.g., the morphism constructed in Example 4.18
does not come from a morphism of vector bundles.)
Definition 4.21. A vector field v P XpMq of parity |v| P t0, 1u (with the convention
0=even, 1=odd) is a derivation of OM of parity |v|, i.e., an R-linear map v : OM Ñ
OM satisfying
vpf ¨ gq “ vpfq ¨ g ` p´1q|v|¨|f |f ¨ vpgq(132)
|vpfq| “ |v| ` |f | mod 2(133)
Vector fields on M form a Lie superalgebra with Lie bracket
(134) rv, ws :“ v ˝ w ´ p´1q|v|¨|w|w ˝ v
4.2.2. Z-graded (super)manifolds.
Definition 4.22 (Z-graded supermanifold). Let M be a supermanifold. Assume
that, in terms of Definition 4.12, both V “Àk Vk (the odd fiber) and W “ÀkWk
(the target of even coordinate charts) are Z-graded vector spaces (we assume that
only finitely many of Vk, Wk are nonzero). This grading induces a grading on the
polynomial subalgebra Sym W˚ b^V ˚ in Aα where linear functions xi on Vk are
prescribed degree |xi| “ ´k and linear functions θα on Wk are prescribed degree
|θα| “ ´k. If transition maps between the charts Φα ˝ Φ´1β are compatible with
this grading, we say that we have a (global) Z-grading on M or, equivalently, that
M is a Z-graded supermanifold.
Using the grading of local coordinates, we can introduce, locally, a vector field
(135) E :“
ÿ
i
|xi| ¨ xi BBxi `
ÿ
α
|θα| ¨ θα BBθα
The fact that the grading in local charts is compatible with transitions between
charts is equivalent to the local expression (135) gluing to a well-defined vector
field E on M. It has the name Euler vector field and has the property that for f a
function on M of well-defined degree |f |, we have
Ef “ |f | ¨ f
Unless stated otherwise, we will be making the following simplifying assumption.
Assumption 4.23 (Compatibility of Z-grading and super-structure). We assume
that Wk can be nonzero only for k even and Vk can be nonzero only for k odd. Then
one says that the Z-grading and the super-structure on M are compatible, or that
the Z2-grading (responsible for the Koszul sign in the multiplication of functions)
is mod 2 reduction of the Z-grading.
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Similarly to the Definition 4.21, we can define a vector field of degree k on a Z-
graded manifold M. The degree condition (133) gets replaced by |vpfq| “ k ` |f |.
Notation: we denote C8pMqk or pOMqk the space of functions of degree k on
a Z-graded supermanifold.42 Likewise, we denote XpMqk the space of vector fields
of degree k.
In particular, E P XpMq0 is a vector field of degree 0 and for v P XpMqk a vector
field of degree k, we can probe its degree by looking at its Lie bracket with E:
rE, vs “ k ¨ v
Lecture 18,
10/31/2016. Example 4.24. Let E‚ ÑM be a graded vector bundle with fibers graded by odd
integers. Then, similarly to the construction of Example 4.15, we can construct a
Z-graded manifold E with body M and with
OE :“ ΓpM,Sym‚grE˚q “ ΓpM,^‚E˚q
Here Sym‚gr stands for the graded-symmetric algebra of a graded vector bundle (i.e.
symmetric algebra of the even part tensored with the exterior algebra of the odd
part; the former vanishes in the present example).
Example 4.25. M “ T r1sM – the tangent bundle of M with tangent fiber coor-
dinates assigned grading 1. Locally, we have coordinates xi in an open U Ă M .43
The corresponding chart on T r1sM has local base coordinates xi of degree 0 and
fiber coordinates θi “ “ dxi ” of degree 1. An element of OM locally has the formřn
k“0
ř
1ďi1ă¨¨¨ăikďn fi1¨¨¨ikpxqθi1 ¨ ¨ ¨ θik . Globally, we have an identification of func-
tions on T r1sM with forms on M , OM – Ω‚pMq with the form degree providing
the Z-grading.
Example 4.26. M “ T˚r´1sM – the cotangent bundle of M with cotangent fiber
coordinates assigned degree ´1. Locally, we have base coordinates xi, deg xi “ 0
and fiber coordinates ψi “ “ BBxi ”, degψi “ ´1. An element of OM locally has the
form
řn
k“0
ř
1ďi1ă¨¨¨ăikăn f
i1¨¨¨ikψi1 ¨ ¨ ¨ψik . Globally, we have an identification of
function on T r´1sM with polyvectors with reversed grading: pOMq´k – VkpMq “
ΓpM,^kTMq. I.e., a function on T r´1sM of degree ´k is the same as a k-vector
field on M .
4.2.3. Differential graded manifolds (a.k.a. Q-manifolds).
Definition 4.27. For M a Z-graded supermanifold, one calls a vector field Q on
M a cohomological vector field if
‚ Q has degree 1,
‚ Q2 “ 0 (as a derivation of OM). Or, equivalently, the Lie bracket of Q
with itself vanishes, rQ,Qs “ 0.44
Then we say that the pair pM, Qq is a differential graded (dg) manifold or, equiv-
alently, a Q-manifold.
42We use notations C8pMq and OM for the algebra of functions on M interchangeably.
43 We adopt the following (standard) convention for shifts of homological degree: if V ‚ is a
Z-graded vector space, then the degree-shifted vector space V rks is defined by pV rksqi :“ V k`i.
In particular, e.g., for V concentrated in degree zero, V ‰0 “ 0, V rks is concentrated in degree
´k.
44Note that, by (134), for an odd vector field, we have rQ,Qs “ 2Q2. In particular, vanishing
of rQ,Qs is not a tautological property, unlike for a bracket of an even vector field with itself.
BV FORMALISM AND APPLICATIONS 77
Remark 4.28. Note that Q defines a differential on the algebra of functions,
Q : C8pMkq Ñ C8pMqk`1, thus endowing C8pMq with the structure of a com-
mutative differential graded algebra.
Remark 4.29 (Carchedi-Roytenberg?). Vector fields E, Q satisfy the commutation
relations
rE,Es “
tautologically
0 “ rQ,Qs, rE, Qs “ Q
Thus, the pair of vector fields E, Q define an action on M of a Lie superalgebra
of automorphisms of the odd line R0|1. This algebra is generated by infinitesi-
mal dilatation e “ ´θ BBθ and an infinitesimal translation q “ BBθ (with θ the odd
coordinate on R0|1), satisfying same super Lie algebra relations as above.
Example 4.30. For
M “ T r1sM
the degree-shifted tangent bundle of M , we have a cohomological vector field Q on
M corresponding to the de Rham operator dM on M , so that we have
C8pMqk QÝÝÝÝÑ C8pMqk››› ›››
ΩkpMq dMÝÝÝÝÑ Ωk`1pMq
Locally, in terms of local coordinates pxi, θi “ dxiq (cf. Example 4.25), we have
Q “
ÿ
i
θi
B
Bxi
This local formula glues, over coordinate charts on M, to a globally well-defined
vector field Q “ dM P XpMq1.
Example 4.31. Let g be a Lie algebra. Consider a graded manifold
M “ gr1s
with body a point and C8pMq “ ^‚g˚. Note that functions on M can be iden-
tified with Chevalley-Eilenberg cochains on g, C8pMq – C‚CEpgq. We define
the cohomological vector field Q on M to be the Chevalley-Eilenberg differential
dCE : ^kg˚ Ñ ^k`1g˚, obtained from the dual of the Lie bracket r, s˚ : g˚ Ñ ^2g˚
by extension to ^‚g˚ as a derivation, by Leibniz identity. The property d2CE “ 0
then corresponds to the Jacobi identity in g. Let tTau be a basis in g and tψau be
the corresponding degree 1 coordinates on M (the dual basis to tTau); let also f cab
be the structure constants of g, i.e. rTa, Tbs “ řc f cabTc. Then we have
Q “ dCE “ 1
2
ÿ
a,b,c
f cabψ
aψb
B
Bψc P XpMq1
Definition 4.32. An L8 algebra is a graded vector space g‚ endowed with multi-
linear, graded skew-symmetric operations lk : ^kgrgÑ g for each k ě 1, such that:
‚ lk has degree 2´ k,
‚ the following quadratic relations hold for each n ě 1:
(136)
ÿ
n“r`s, rě0,sě1
ÿ
σPShpr,sq
˘ lr`1pxσ1 , . . . , xσr , lspxσr`1 , . . . , xσnqq “ 0
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for x1, . . . , xn P g‚ any n-tuple of vectors. Here Shpr, sq stands for pr, sq-
shuffles, i.e., permutations of numbers 1, . . . , n “ r ` s, such that σ1 ă
¨ ¨ ¨ ă σr and σr`1 ă ¨ ¨ ¨ ă σn.
In particular, for small values of n, relations (136) have the following form:
‚ n “ 1: l1pl1pxqq “ 0, i.e. l1 “: d is a differential on g‚.
‚ n “ 2: l1pl2px, yqq “ l2pl1pxqq ` p´1q|x|l2px, l1pyqq – Leibniz identity, i.e. d
is a derivation of the binary operation l2 “: r, s.
‚ n “ 3: Jacobi identity up to homotopy for l2 “ r, s, i.e. the Jacobiator
equals a commutator (in appropriate sense) of a trinary operation l3 with
l1 “ d:
rx, ry, zss´rrx, ys, zs´p´1q|x|¨|y|ry, rx, zss “ ˘dl3px, y, zq˘l3pdx, y, zq˘l3px, dy, zq˘l3px, y, dzq
An alternative definition of an L8 algebra is as follows.
Definition 4.33. An L8 algebra is a graded vector space g‚ together with a
coderivarion45 D of the cofree cocommutative coalgebra generated by gr1s, D :
Sym‚pgr1sq Ñ Sym‚pgr1sq, satisfying the following:
‚ D2 “ 0,
‚ p0 ˝D “ 0 where p0 : Sym‚pgr1sq Ñ Sym0pgr1sq “ R is the counit,
‚ D has degree `1.
Remark 4.34. Coderivation D is determined by its projection to (co)generators
in gr1s, i.e., by a sequence of maps
(137) p ˝Dpkq : Symkpgr1sq Ñ gr1s
where p : Sym‚pgr1sq Ñ Sym1pgr1sq “ gr1s is the projection to (co)generators. In
(137) we restricted the input of D to k-th symmetric power of gr1s, with k ě 1.
One has a tautological de´calage isomorphism α : Symkpgr1sq Ñ p^kgqrks which
sends α : spx1q d ¨ ¨ ¨ d spxkq ÞÑ ˘skpx1 ^ ¨ ¨ ¨ ^ xnq for x1, . . . , xk P g, with s the
suspension symbol. The relation of the L8 operations lk from Definition 4.32 with
the components of the coderivation (137) is via
lk “ p ˝Dpkq ˝ α´1 : ^kgÑ g
The quadratic relations on operations correspond to the equation D2 “ 0.
Example 4.35. Let pg‚, tlkuq be an L8 algebra. Then pg‚r1s, Q “ D˚q is a dg
manifold. I.e., we identify the dual of Sym‚pgr1sq with a polynomial subalgebra in
C8pgr1sq. The dual of the coderivation D is a derivation of polynomial functions
on gr1s and thus yields a vector field on gr1s. If tTau is a basis in g, tT au the dual
basis in g˚, and θa the corresponding coordinates on gr1s, we have
Q “
8ÿ
k“1
1
k!
ÿ
a1,...,ak,b
˘ @T b, lkpTa1 , . . . , TakqD θa1 ¨ ¨ ¨ θak BBθb
45Recall that a linear map D : C Ñ C is a coderivation of a coalgebra C if the co-Leibniz
identity holds: ∆ ˝ D “ pD b idq ˝ ∆ ` pid b Dq ˝ ∆, with ∆ : C Ñ C b C the coproduct. In
particular, if δ : A Ñ A is a derivation of an algebra A, then the dual map δ˚ : A˚ Ñ A˚ is a
coderivation of the dual coalgebra C “ A˚.
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Introducing a “generating function for coordinates on gr1s” (or “superfield”) θ “ř
a θ
aTa P Sym1pgr1sq˚ b g, we can write
Q “
8ÿ
k“1
1
k!
B
lkpθ, . . . , θq, BBθ
F
where BBθ :“
ř
a T
a B
Bθa , operations lk act only on elements of g (the T
as) and x, y
pairs g with g˚.
The property Q2 “ 0 is equivalent to the quadratic relations (136) on operations
tlku.
Remark 4.36 (From [1]). If pM, Qq is a dg manifold and x0 P M a point of the
body such that Q vanishes at x0, then the shifted tangent space g :“ Tx0r´1sM
inherits the structure of L8 algebra: Taylor expansion of Q at x0 produces a
sequence of elements
Qpkq P SymkTx˚0Mb Tx0M “ Symkpgr1sq˚ b gr1s
which, by the de´calage isomorphism (cf. Remark 4.34), yield the L8 operations
lk : ^kgÑ g.46
Definition 4.37. A Lie algebroid is a vector bundle E ÑM with skew-symmetric
Lie bracket on sections r, s : ΓpEqˆΓpEq Ñ ΓpEq satisfying Jacobi identity, endowed
additionally with the anchor map – a bundle map ρ : E Ñ TM (covering the
identity map on M), such that for α, β P ΓpEq and f P C8pMq the following
version of Leibniz identity holds:
(138) rα, f ¨ βs “ f ¨ rα, βs ` ρpαqpfq ¨ β
Example 4.38 (Vaintrob, [54]). Let pE ÑM ; r, s; ρq be a Lie algebroid. Consider
the graded manifold Er1s with body M and functions C8pEr1sq “ ΓpM,^‚E˚q.
One can endow Er1s with a cohomological vector fieldQ : ΓpM,^kE˚q Ñ ΓpM,^k`1E˚q
defined as follows: for ψ P ΓpM,^kE˚q and α0, . . . , αk P ΓpM,Eq, we set
(139) Qψpα0, . . . , αkq :“
ÿ
σPShp2,kq
p´1qσρpασ0q pψpασ1 , . . . , ασkqq`
`
ÿ
σPShp2,k´1q
p´1qσψ prασ0 , ασ1s, ασ2 , . . . , ασkq
Locally, let txiu be local coordinates in a neighborhood U on M and teau be a
basis of sections of E over U . In particular, rea, ebs “ řc f cabpxqec with f cabpxq the
structure constants of the Lie bracket of sections of E. The anchor maps ea to a
vector field
ř
i ρ
i
apxq BBxi . On Er1s we have local coordinates xi, deg xi “ 0 and θa,
deg θa “ 1. The cohomological vector field (139) locally takes the form
(140) Q “ 1
2
ÿ
a,b,c
f cabpxqθaθb BBθc `
ÿ
a,i
θaρiapxq BBxi
Equation Q2 “ 0 is equivalent to the structure relations of a Lie algebroid:
‚ the Jacobi identity for sections of E,
‚ the condition that the anchor ρ : ΓpM,Eq Ñ XpMq is a Lie algebra mor-
phism (which follows from (138)).
46The L8 structure induced this way on the shifted tangent space depends on the choice of a
local chart near x0. Choosing a different chart induces an isomorphism of L8 algebras.
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Example 4.39. A special case of Example 4.38 is as follows. Let G be a group
acting on a manifold M with γ : GˆM ÑM the action. Let d1,xγ : gÑ TxM be
the corresponding infinitesimal action, with x PM . We can construct the action Lie
algebroid, with E “ gˆM (as a trivial bundle over M), with the bracket of sections
given by pointwise bracket in g and with the anchor map ρ “ d1,´γ : E Ñ TM given
by the Lie algebra action. The corresponding graded manifold is Er1s “M ˆ gr1s
with the algebra of functions
C8pEr1sq “ ^‚g˚ b C8pMq “ C‚CEpg, C8pMqq
– Chevalley-Eilenberg cochains of g with coefficients in the module C8pMq with
module structure given by Ta b f ÞÑ vapfq with va the fundamental vector fields
of g-action and with f P C8pMq an arbitrary function. The cohomological vector
field is the Chevalley-Eilenberg differential twisted by the module C8pMq. Locally
on M :
Q “
ÿ
a,b,c
f cabθ
aθb
B
Bθc `
ÿ
a,i
θaviapxq BBxi
Lecture 19,
11/2/2016. 4.2.4. Integration on supermanifolds. Let p : E ÑM be a vecor bundle of rank m
over an n-manifoldM . LetM “ ΠE be the corresponding split pn|mq-supermanifold.
We define the Berezin line bundle of the supermanifold M as the real line bundle
BerpMq “ ^nT˚M b ^mE over M “ bodypMq. We call sections of Ber the
Berezinians.
Given a Berezinian µ P ΓpM,BerpMqq, we have an R-linear integration mapż
M
µ ¨ ‚ : C8c pMq Ñ R
defined as follows:
(141)
ż
M
µ f “
ż
M
xµ, pfqmy
where x, y is the fiberwise pairing between line bundles ^mE and ^mE˚; pfqm is
the component of f P C8pΠEq “ ΓpM,^‚E˚q in the top exterior power of E˚.
Note that the integrand on the r.h.s. xµ, pfqmy is a section of ^nT˚M over M , i.e.,
a top degree form, and thus can be integrated. One can understand the definition
(141) as doing a standard Berezin integral in odd fibers of ΠE and then integrating
the result over the body in the ordinary (measure-theoretic) sense.
In fact, sections of BerpMq over M correspond to Berezinians that are constant
in the fiber direction of ΠE Ñ M . More generally, we can consider the super-
vector bundle ĄBerpMq “ BerpMq b ^‚E˚ over M , such that ΓpM,ĄBerpMqq “
ΓpM,BerpMqq bC8pMq C8pMq. We denote the space of sections BERpMq :“
ΓpM,ĄBerpMqq. Its elements are the (general) Berezinians. By construction, BERpMq
is a module over C8pMq. Note that we can alternatively understand BERpMq as
the space of sections of the pullback line bundle p˚BerpMq over the whole of M
rather than just the body M (where p : ΠE ÑM is the bundle projection). In the
language of general Berezinians, integration (141) is simply a mapż
M
: BERpMq Ñ R
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Remark 4.40. The notion of a Berezinian constant in the fiber direction depends
on the splitting of the supermanifold M, i.e. on a particular identification of it
with ΠE for E Ñ M a vector bundle. On the other hand, the general notion of a
Berezian (element of BERpMq) does not depend on the splitting.
Remark 4.41. Parity-shifted tangent bundle M “ ΠTM carries a distinguished
Berezinian µΠTM , characterized as follows. For f P C8pΠTMq – Ω‚pMq denote rf
the corresponding differential form on M . Then µΠTM satisfiesż
ΠTM
µΠTM ¨ f “
ż
M
rf
where on the r.h.s. we have an ordinary integral over M of a differential form. In the
local coordinates (cf. Example 4.25), we have µΠTM “śipdxiDθiq P BERpΠTMq.
When one considers integration over Z-graded manifolds, only the underlying
Z2-grading (superstructure) plays role for the integration theory.
4.2.5. Change of variables formula for integration over supermanifolds.
Definition 4.42. Let S be a supermanifold of parameters and J P EndpRn|mq b
C8pSq an S-dependent endomorphism of Rn|m of block form
J “
ˆ
A B
C D
˙
with the blocks
A P rEndpRnq b C8pSqseven , D P rEndpRmq b C8pSqseven ,
B P rHompRm,Rnq b C8pSqsodd , C P rHompRn,Rmq b C8pSqsodd
Assume that D is invertible. Then the superdeterminant of J is defined as
(142) Sdet
ˆ
A B
C D
˙
“ detpA´BD´1Cq ¨ pdetDq´1 P C8pSq
Remark 4.43. Superdeterminant is characterized by the following two properties:
‚ Multiplicativity: for J,K P EndpRn|mq b C8pSq, we have
SdetpJKq “ SdetpJq ¨ SdetpKq
where JK is the composition of J and K as endomorphisms of Rn|m.
‚ For j “
ˆ
a b
c d
˙
an S-dependent endomorphism of Rn|m, we have
Sdet pid`  ¨ jq “ 1`  ¨ Str j `Op2q
Here Str j “ tr a´ tr d is the supertrace of j.
Note that these two properties imply that
Sdet ej “ eStr j
Theorem 4.44 (Change of variables formula). Let Rn|mI , R
n|m
II be two copies of thepn|mq-dimesnional vector superspace, endowed with coordinates xi, θa on the first
copy and coordinates yi, ψa on the second copy. Let φ : Rn|mI Ñ Rn|mII be a smooth
map of supermanifolds and fpy, ψq P C8c pRn|mII q a compactly supported function.
Then the integral of f over Rn|mII against the standard coordinate Berezinian can
be expressed as an integral of the pullback of f by φ as follows:
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(143)ż
Rn|mII
dnyDmψ fpy, ψq “
ż
Rn|mI
dnxDmθ sign det
ˆByipx, 0q
Bxj
˙
¨Sdet Bpy, ψqBpx, θq ¨fpypx, θq, ψpx, θqq
Here on the r.h.s.
Bpy, ψq
Bpx, θq “
˜
Byi
Bxj
Byi
BθbBψa
Bxj
Bψa
Bθb
¸
P EndpRn|mq b C8pRn|mI q
is the super-matrix of first derivatives of φ. The sign factor in (143) is the sign of
the determinant of the even-even block of the matrix of derivatives.47
4.2.6. Divergence of a vector field.
Definition 4.45. For v P X a vector field on a supermanifold M and µ P BERpMq
a Berezinian, we define the divergence divµpvq P C8pMq of v with respect to µ via
the property
(144)
ż
M
µ vpfq “ ´
ż
M
µ divµpvq ¨ f
for any compactly supported test function f P C8c pMq.
Example 4.46. For M “M an ordinary manifold and µ a volume form, by Stokes’
theorem we have
0 “
Stokes1
ż
M
Lvpµ fq “
ż
M
µ vpfq ` pLvµqlomon
µ¨divµpvq
¨f
where Lv is the Lie derivative along v. Thus, definition (144) is compatible, in the
context of ordinary geometry, with the definition of divergence as divµpvq “ Lvµµ .
I.e., roughly speaking, the divergence measures how the flow by v changes volumes
of subsets of M , as measured using µ.
The following is a straightforward consequence of the Definition 4.45.
Lemma 4.47. Let µ, µ0 be two Berezinians on M with µ “ ρ¨µ0 where ρ P C8pMq
is a nonvanishing function. Then, for v P XpMq a vector field, divergences with
respect to µ and µ0 are related as follows:
(145) divµpvq “ divµ0pvq ` 1ρ ¨ vpρqlooomooon
“vplog ρq
On a general supermanifold M, using local coordinates xi, θa, assume first that
µ “ µcoord “ dnxDmθ – the standard coordinate Berezinian. The vector field can
be expressed locally as
v “
ÿ
i
vipx, θq BBxi `
ÿ
a
vapx, θq BBθa
Then the divergence of v is given by the local formula:
(146) divµcoordv “
ÿ
i
B
Bxi v
i ´ p´1q|v|
ÿ
a
B
Bθa v
a
47It corresponds to the fact that in the change of variables formula for an ordinary integral,
the absolute value of the Jacobian appears.
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Note that, using derivatives acting on the left,48 we can simplify the signs:
divµcoordpvq “
ÿ
i
vi
ÐÝB
Bxi ´
ÿ
a
va
ÐÝB
Bθa
In a more general case one, when µ is not the coordinate Berezinian, one obtains
the local formula by combining (146) with (145).
4.3. BRST formalism. BRST formalism arose in [6, 53] independently as a co-
homological formalism for treating gauge symmetry.
4.3.1. Classical BRST formalism. We will call a classical BRST theory the follow-
ing supergeometric data:
‚ A Z-graded supermanifold F (the “space of fields”),
‚ A cohomological vector field – a vector field Q P XpFq1 satisfying Q2 “ 0
– the “BRST operator” (encoding the data of gauge symmetry),
‚ A function S P C8pFq0 – the “action” satisfying QpSq “ 0 (gauge-invariance
property).
Example 4.48. Starting from Faddeev-Popov data – action of a group G on a
manifoldX and an invariant function S P C8pXqG, we construct the BRST package
as follows: F “ X ˆ gr1s with
Q “ 1
2
ÿ
a,b,c
f cabc
acb
B
Bcc `
ÿ
a,i
caviapxq BBxi
with xi local coordinates on X, ca the degree 1 coordinates on gr1s; va are the
fundamental vector fields of G-action on X.
In other words, the functions of fields C8pFq “ ^‚g˚bC8pXq “ C‚CEpg, C8pXqq
are the Chevalley-Eilenberg cochains of g twisted by the module C8pXq with
Q “ dCE the corresponding Chevalley-Eilenberg differential. Equivalently, pF , Qq
is the dg manifold associated to the action Lie algebroid for the action of G on X
(via the construction of Examples 4.38, 4.39).
Note that Q2 “ 0 is equivalent to the pair of properties: Jacobi identity for
the bracket in g and the condition that the infinitesimal action gÑ XpXq is a Lie
algebra homomorphism. The equation QpSq “ 0 is equivalent to g-invariance of S
(cast as vapSq “ 0 with va the fundamental vector fields).
4.3.2. Quantum BRST formalism. We define the quantum (finite-dimensional) BRST
theory as the data of classical BRST theory pF , Q, Sq with an additional structure
adjoined: a Berezinian µ on F (the finite-dimensional toy model for the functional
integral measure), such that the following property holds:
(147) divµQ “ 0
– compatibility of the integration measure on fields with gauge symmetry.
48 For f a function of commuting variables xi and anti-commuting variables θa, let y be one of
xs or θs. One denotes the ordinary derivative as
ÝÑB
By f “ BBy f and sets f
ÐÝB
By :“ p´1q|y|¨p|f |`1q BBy f .
In particular y
ÐÝB
By “ 1. The idea is that, if f is monomial, in order to calculate f
ÐÝB
By , if y occurs
in f , one commutes y to the right in the monomial, using Koszul sign rule, and then y gets killed
by the derivative from the right (acting on the left).
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Lemma 4.49. For any f P C8c pFq
(148)
ż
F
µ Qpfq “ 0
(Follows immediately from divergence-free condition (147) and the Definition
4.45.)Lecture 20,
11/7/2016. A BRST integral is an integral of Q-cocycle, I “
ş
F µ f with Qpfq “ 0.
By Lemma 4.49, the integral is invariant under shifts of the integrand by a Q-
coboundary. I.e., the integrand can be considered modulo shifts f „ f ` Qpgq for
any g. In other words, the BRST integral is a mapż
F
µ : HQpC8pFqq Ñ R (or C)
assigning numbers to cohomology classes of Q. The relevant case for field theory
is when the Q-cocycles are complex-valued, in which case the BRST integral takes
values in C.
In particular, we are interested in the oscillatory BRST integral
(149) Z “
ż
F
µ e
i
~S “
ż
F
µ e
i
~ pS`QpΨqq
Here Ψ P C8pFq´1 is an arbitrary function generating the shift of the integrand
by a Q-exact term;49 in this context Ψ is known as the gauge-fixing fermion.
Remark 4.50. Observables in BRST formalism are Q-cocycles O P C8pFq. Given
a collection of observables O1, . . . ,ON , one can consider their expectation value
(correlation function):
xO1 ¨ ¨ ¨ON y :“ 1
Z
ż
F
µ O1 ¨ ¨ ¨ON e i~S “ 1
Z
ż
F
µ O1 ¨ ¨ ¨ON e i~ pS`QpΨqq
The fact that Oi are Q-cocycles imply that the entire integrand is a Q-cocycle, and
thus one can again shift S by a Q-coboundary.
The idea of gauge-fixing in BRST formalism: L.h.s. of (149) typically
perturbatively ill-defined, i.e., cannot be evaluated (in the aymptotic regime ~Ñ 0)
by the stationary phase formula, due to the degeneracy of critical points of S arising
from gauge symmetry. On the other hand, the r.h.s. of (149) is perturbatively well-
defined (i.e. critical points are non-degenerate and the stationary phase formula
is applicable), for a good choice of Ψ. So, the r.h.s. of (149) is the gauge-fixed
BRST integral which can be evaluated in terms of Feynman diagrams. By Lemma
4.49, the result is independent on the choice of gauge-fixing fermion Ψ (though the
particular Feynman rules for calculating the r.h.s. of (149) do depend on Ψ; the
result is independent of Ψ once all contributing graphs are summed over).
49 The fact that the integrand in the l.h.s. and r.h.s. of (149) differs by a Q-exact term,
i.e., that e
i
~ pS`QpΨqq ´ e i~S “ Qp¨ ¨ ¨ q, follows from a simple computation: eX`QpY q ´ eX “
eX
ř8
n“1
1
n!
QpY qn “ Q `eXY ΦpQpY qq˘. Here X (of degree 0) is assumed to be Q-closed and we
denoted Φpxq :“ ex´1
x
“ ř8n“0 1pn`1q!xn. Setting X “ i~S, Y “ i~Ψ, we obtain the statement
above.
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4.3.3. Faddeev-Popov via BRST. We start from Faddeev-Popov data: an n-manifold
X acted on by a compact group G, an invariant function S P C8pXqG, an invariant
volume form µX P ΩnpXqG and a gauge-fixing function φ : X Ñ g defining a local
section of G-orbits φ´1p0q Ă X.
First attempt. Set, as in Example 4.48, F “ X ˆ gr1s, with the cohomological
vector field locally written as
(150) Q “ 1
2
ÿ
a,b,c
f cabc
acb
B
Bcc `
ÿ
a,i
caviapxq BBxi
and the Berezinian µ “ µX ¨Dmc. Here Dmc “
ÐÝź
a
Dca is the coordinate Berezinian
on Πg (invariantly, it is the element of ^mg compatible with the chosen normaliza-
tion of Haar measure on G).
Note that the divergence of Q is
divµQ “
ÿ
a
ca
˜ÿ
b
f bab ` divµXva
¸
The two terms on the r.h.s. vanish individually because:
‚ µX is G-invariant and thus fundamental vector fields va are divergence-free,
‚ the contraction of the structure constants in g, řb f bab “ tr grTa,´s vanishes
due to unimodularity of g,50 which in turn follows from the existence of Haar
measure on G.
Problem:
(1) F has coordinates xi of degree 0 and ca of degree 1, in particular F is
non-negatively graded. Thus, there is no non-zero element Ψ P C8pFq´1
which we would need for gauge-fixing (149).
(2) The integral
ş
F µ e
i
~Spxq “ 0 vanishes because of the integral over gr1s
(note that the integrand is independent of the odd variables ca, hence the
Berezin part of the integral vanishes trivially).
Solution/second attempt. Let us call the quantum BRST package con-
structed in the first attempt the minimal BRST package, pFmin, Qmin, µminq. We
construct the new, non-minimal BRST package by setting:
‚ Non-minimal fields: F :“ Fmin ˆFaux where the added auxiliary fields are
Faux :“ g˚r´1s‘g˚ with degree ´1 coordinates c¯a and degree 0 coordinates
λa. Thus, we have the following local coordinates on F “ X ˆ gr1s ˆ
g˚r´1s ˆ g˚:
coordinates degree
xi on X 0
ca on gr1s 1
c¯a on g
˚r´1s -1
λa on g
˚ 0
‚ Non-minimal cohomological vector field: Q :“ Qmin ` Qaux with Qaux “ř
a λa
B
Bc¯a . The added term can be regarded as a de Rham vector field on
Faux “ T r1sg˚r´1s.51
50Recall that a Lie algebra g is called unimodular if the matrices of adjoint representation are
traceless, tr grx,´s “ 0 for any x P g.
51Note that the complex C8pFauxq, Qaux has the cohomology of a point. Thus, complexes
C8pFq, Q and C8pFminq, Qmin are quasi-isomorphic.
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‚ The non-minimal Berezinian µ “ µX ¨Dmc ¨Dmc¯ ¨ dmλ.
The integral
(151)
ż
F
µ e
i
~S
contains a 0 ¨ 8 indeterminacy: 0 comes from the Berezin integral over the odd
variables c, c¯ of the integrand independent on them; 8 comes from the integral
over the even variable λ of the integrand independent on λ.
However, let us replace the ill-defined integral
ş
F µ e
i
~S by a gauge-fixed integral
(152) I “
ż
F
µ e
i
~ pS`QpΨφqq
with the gauge-fixing fermion
(153) Ψφ :“ xc¯, φpxqy P C8pFq´1
Note that this implies
QpΨφq “ xλ, φpxqy ` xc¯, FP pxqcy
Thus, the gauge-fixed integral (152) is precisely the Faddeev-Popov integral (113).
In particular, the integral (152)
(a) exists (converges) and is equal to p2piiq
m
VolpGq
ş
X
µX e
i
~S ,
(b) is invariant, by Lemma 4.49, under changes of the gauge-fixing fermion Ψφ, and
in particular invariant under changes of φ : X Ñ g.
Remark 4.51. Note that the comparison of the ill-defined integral (151) with the
gauge-fixed integral (152) is outside of the assumptions of the Lemma 4.49: the
difference of the integrands is Q-exact but not compactly supported (in particular,
in the direction of the Lagrange multiplier variables λa). This is why in this case
the gauge-fixing (151)Ñ(152) is simultaneously a regularization of the ill-defined
integral (151), rather than being an equality of two well-defined integrals as in
(149). Change of the gauge-fixing in (b) also leads, generally, to a non-compactly
supportedQ-exact shift of the integrand. However, as long as the integrals converge,
(149) still applies (in particular, we can deform the gauge-fixing φ : X Ñ g in a
1-parameter family φt, t P r0, 1s, as long as φ´1t p0q Ă X is a local transversal section
of G-orbits for all t).
Remark 4.52. One can employ more general gauge-fixing fermions than (153).
E.g.
‚ Ψ “ xc¯, φpxqy ` κ2 pc¯, λq with p, q a non-degenerate pairing on g˚ (e.g.
the dual Killing form) and κ P R a parameter of gauge-fixing. Then
QpΨq “ QpΨφq ` κ2 pλ, λq. Then one can take the Gaussian integral over
λ in
ş
F µ e
i
~ pS`QpΨqq. The result is a perturbatively well-defined integral
over X ˆ gr1s ˆ g˚r´1s.52
52 E.g. in the case of Yang-Mills theory in Lorentz gauge, we have (writing only the quadratic
in the fields part of the gauge-fixed action S`QpΨq; we do not write the ghost term): şM tr 12dA^
˚dA` λ^ d˚A` κ
2
λ^˚λ. After integrating out the field λ, we obtain şM tr 12Apd˚d´ 1κ dd˚qA.
In particular, taking κ “ ´1, we obtain the standard Hodge-de Rham Laplacian as the A ´ A
part of the Hessian.
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‚ We can allow Ψ to contain monomials of higher degree in c and c¯. This leads
to new vertices in the Feynman rules for the gauge-fixed integral. E.g., if
Ψ contains a term 9c¯c¯c and thus QpΨq contains a term 9c¯c¯cc leading to
the new vertex
cc
c¯ c¯
Remark 4.53. Due to freeness of the G-action on X, the BRST cohomology
H‚Q – H‚Qmin is concentrated in degree zero and H0Q – C8pXqG – C8pX{Gq. In
this sense, one may say that pF , Qq is a resolution of the quotient X{G.
Remark 4.54. In the construction of Faddeev-Popov setup cast withing the BRST
framework, one can replace the symmetry given by a group action on X by a sym-
metry given by an (injective) Lie algebroid E Ñ TX. In this case the infinitesimal
symmetry is given by an integrable distribution impEq Ă TX on X and gauge
orbits are replaced by the leaves of the foliation on X induced by this distribu-
tion via Frobenius theorem. In this case Fmin “ Er1s with the corresponding
cohomological vector field (see Example 4.38). The full space of BRST fields is
F “ Er1s ‘ E˚r´1s ‘ E˚ (as a Whitney sum of graded vector bundles over X)
with the homologically trivial extension of Q to the auxiliary fields. If the foliation
is globally well-behaved (induces a fibration of X over a smooth quotient X{E),
then, similarly to (a) above, one has a comparison theorem [40] asserting that the
BRST integral equals
p2piiqrkpEqq
ż
X
µX
Volpλxqe
i
~S
where Volpλxq is the volume of the leaf of the foliation passing through the point
of integration x P X.
4.3.4. Remark: reducible symmetries and higher ghosts. BRST formalism can be
applied to the case when the G “ G1 acts on X with a stabilizer G2 – in this case,
in addition to the ghosts of degree (ghost number) 1 associated to the Lie algebra
g “ g1, one introduces higher ghosts for the Lie algebra g2. It may happen that it
is convenient (in order to be compatible with locality structure on the underlying
spacetime manifold) to have G2 over-parameterizing the stabilizer of the G “ G1-
action (i.e. different elements of G2 may correspond to the same element in the
stabilizer), then one introduces a second stabilizer G3 and, respectively, new higher
ghosts of degree 3. This process can be iterated further. An example of this
situation is the “p-form electrodynamics” – a field theory on a Riemannian manifold
M with classical fields X “ ΩppMq Q α and action S “ 12
ş
M
dα ^ ˚dα. We have
gauge-symmetry α ÞÑ α` dβ with β P Ωp´1pMq “: G “ G1. Clearly, G1 acts on X
non-freely. In particular β „ β ` dγ, with γ P Ωp´2 “: G2, correspond to the same
gauge transformation53 etc. We have a tower of (infinitesimal) symmetry
Ω0pMqloomoon
gp
Ñ ¨ ¨ ¨ Ñ Ωp´2pMqloooomoooon
g2
Ñ Ωp´1pMqloooomoooon
g1
Ñ ΩppMqloomoon
TαX
53 Note that G2 fails to parameterize the entire stabilizer of the G-action, if de Rham coho-
mology Hd´1pMq ‰ 0. One solution is to twist the differential forms on M by an acyclic local
system. Another way is to allow this discrepancy. It will result in BRST cohomology not being
concentrated just in degree zero (however, the degree nonzero cohomology will have finite rank).
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– a truncation of de Rham complex. The minimal BRST resolution in this case is
F “Àpk“0 Ωp´kpMqrks Q pα, cp1q, . . . , cppqq where field cpkq P Ωp´kpMq is the k-th
ghost (and has ghost number k).Lecture 21,
11/9/2016.
4.4. Odd-symplectic manifolds. (Main reference: [50].)
4.4.1. Differential forms on super (graded) manifolds. Let E Ñ M be a vector
bundle and ΠE the corresponding split supermanifold. Then one defines the space
of p-forms on ΠE as
ΩppΠEq “ ΓpM,
pà
j“0
^‚E˚ b^jT˚M b Symp´jE˚q
Here the bundle of p-forms on the r.h.s. is split according to the base/fiber bi-degree
pj, p´ jq.
More generally, for M a supermanifold, one can define Ω‚pMq as functions on the
parity-shifted tangent bundle ΠTM. If pxi, θaq are local even and odd coordinates
on M, then ΠTM has local coordinates xi, θa (on the base of the tangent bundle)
and dxi, dθa (on the fiber). Here xi, dθa are even and θa, dxi are odd. Also, one
prescribes form degree (or de Rham degree) 0 to the base coordinates and form
degree 1 to the fiber coordinates. Transition maps between charts on ΠTM are
written naturally in terms of transition maps between the underlying charts on M.
For M a Z-graded supermanifold, differential forms Ω‚pMq have the following
three natural gradings:
(1) Form (de Rham) degree degdR.
(2) Internal degree (also called “grade”) gr, coming from Z-grading of coordi-
nates on M. In particular, grades of xi and dxi are the same, and similarly
for θa and dθa.
(3) Total degree degdR`gr.
By convention, it is the parity of the total degree that governs the signs.
In Z-graded context, we will use notation ΩppMqk for p-forms of grade k.
Example 4.55. p-forms on the odd line R0|1 are functions fpθ, xq of an odd variable
θ (the coordinate on R0|1) and even variable x “ dθ, which are of degree p in x.
I.e., ΩppR0|1q “ txppa` b ¨ θq | a, b P Ru. In particular, unlike forms on an ordinary
n-manifold, whose degree is bounded above by n, there are differential forms of
arbitrarily large degree p ě 0 on R0|1!
4.4.2. Odd-symplectic supermanifolds. Let M be a supermanifold.
Definition 4.56. An odd-symplectic structure on M is a 2-form ω on M which
is:
‚ closed, dω “ 0;
‚ odd, i.e., in local coordinates xi, θa on M (with xi even and θa odd) has
the form
ř
i,a ωiapx, θqdxi^dθa, with pωiapx, θqq a matrix of local functions
on M;
‚ is non-degenerate, i.e., the matrix of coefficients pωiapx, θqq is invertible.
A supermanifold M endowed with an odd-symplectic structure ω is called an odd-
symplectic supermanifold.
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Note that it follows from non-degeneracy of ω that the dimension of M is pn|nq
for some n.
We survey the main properties of odd-symplectic supermanifolds and Lagrangian
submanifolds in them without giving proofs. For proofs and details, see [50].
Theorem 4.57 (Schwarz, [50]). Let pM, ωq be an odd-symplectic manifold with
body M .
(i) In the neighborhood of any point of M , one can find local coordinates pxi, ξiq
on M, such that ω “ ři dxi ^ dξi.
(ii) There exists a (global) symplectomorphism54 φ : pM, ωq Ñ pΠT˚M,ωstandq
where ωstand is the standard (odd-)symplectic structure on the (odd) cotan-
gent bundle, locally written as ωstand “ ři dxi ^ dξi.
Here (i) is the analog of Darboux theorem in odd-symplectic case. As in the
ordinary symplectic geometry, one calls local coordinates pxi, ξiq such that ω “ř
i dx
i^dξi the Darboux coordinates. The global statement (ii) is very much unlike
the situation of ordinary symplectic geometry: it says that, up to symplectomor-
phism, all odd-symplectic manifolds are (odd) cotangent bundles.
Definition 4.58. A submanifold L of an odd-symplectic manifold pM, ωq is called
Lagrangian if it maximally isotropic in M, i.e., if
‚ L is isotropic: ω|L “ 0,
‚ L is not a proper submanifold of another isotropic submanifold of M.
A Lagrangian L in an pn|nq-dimensional odd-symplectic manifold M has dimen-
sion pk|n´ kq for some 0 ď k ď n.
Example 4.59 (“Conormal Lagrangian”). Given a k-dimensional submanifold C
in an (ordinary) n-manifold M , we can construct a pk|n´kq-dimensional Lagrangian
LC Ă ΠT˚M (with ΠT˚M equipped with the standard symplectic structure of the
cotangent bundle). The Lagrangian LC is constructed as the odd conormal bundle
(conormal bundle55 with reversed parity of conormal fibers) of C:
LC “ ΠN˚C Ă ΠT˚M
The following theorem is a direct analog, in odd-symplectic context, of Wein-
stein’s tubular neighborhood theorem in the context of ordinary symplectic mani-
folds.
Theorem 4.60 (Tubular neighborhood theorem in odd-symplectic context, [50]).
Given a Lagrangian L in an odd-symplectic manifold M, there exists
‚ a tubular neighborhood U Ă M (with projection p : U Ñ L) of the La-
grangian L ĂM,
‚ a tubular neighborhood U0 Ă ΠT˚L (with projection p0 : U0 Ñ L) of the
zero-section L0 » L of the parity-shifted cotangent bundle ΠT˚L (endowed
with the standard odd-symplectic structure of the cotangent bundle),
‚ a symplectomorphism φ : U „Ñ U0,
54I.e. an invertible map of supermanifolds, such that the pullback along it intertwines the
symplectic forms.
55 Recall that, for C Ă M , the conormal bundle N˚C Ă pT˚Mq|C has the fiber Nx˚ C :“
AnnpTxCq “ tα P Tx˚M s.t. xα, vy “ 0 @v P TxCu over a point x P C. Here Ann stands for
annihilator (of the subspace TxC Ă TxM).
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such that φ sends the Lagrangian L ĂM to the zero-section of ΠT˚L and inter-
twines the projections p, p0.
The tubular neighborhood theorem above states, essentially, that in the neigh-
borhood of a Lagrangian, the ambient odd-symplectic manifold always looks like
(is locally symplectomorphic to) the odd cotangent bundle of the Lagrangian.
Example 4.61 (“Graph Lagrangian”). Let N be a pk|n ´ kq-supermanifold and
Ψ P C8pN qodd an odd function. One has a Lagrangian
(154) NΨ :“ graphpdΨq Ă ΠT˚N
Note that ΠT˚N has dimension pn|nq. If Xα are the local coordinates on N (some
of Xαs are even and some are odd), we have coordinates pXα,Ξαq on ΠT˚N with
parity of the cotangent fiber coordinate Ξα opposite to the parity of X
α. Then the
submanifold NΨ is given by
ΞαpXq “ BBXαΨpXq
For Ψ “ 0, NΨ is the zero-section of ΠT˚N . For Ψ nonzero, we get a deformation
of the zero-section in the cotangent bundle, given as a graph of the exact 1-form
dΨ on the base.
Theorem 4.62 (Classification of Lagrangians, [50]). (a) Given a Lagrangian L in
an odd-symplectic manifold M with body M , there exists a submanifold C Ă
M and a symplectomorphism φ : M „Ñ ΠT˚M such that φ maps L Ă M to
LC “ ΠN˚C Ă ΠT˚M (cf. Example 4.59).
(b) A Lagrangian L in ΠT˚M can be obtained from a Lagrangian of the standard
form LC “ ΠN˚C for some C ĂM , as a graph of dΨ for some Ψ P C8pLCqodd
(cf. Example 4.61). Here we use the tubular neighborhood theorem to identify
ΠT˚M in the neighborhood of LC with ΠT˚LC .
4.4.3. Odd-symplectic manifolds with a compatible Berezinian. BV Laplacian.
Definition 4.63. For pM, ωq an pn|nq-dimensional odd-symplectic manifold, a
Berezinian µ on M is called compatible with ω, if there exists an atlas of Darboux
charts pxi, ξiq on M such that locally µ “ dnxDnξ is the coordinate Berezinian in all
charts of the atlas. (We will call the Darboux charts with this property the special
Darboux charts.) Note that, in particular, this implies that the transition functions
between charts are unimodular : Sdet
Bpxβ ,ξβq
Bpxα,ξαq “ 1. In the terminology of Schwarz
[50], an odd-symplectic manifold pM, ωq endowed with a compatible Berezinian µ
is called an SP -manifold (where “P -structure” refers to the odd-symplectic form
and “S-structure” refers to the Berezinian).
For pM, ω, µq an odd-symplectic manifold with a compatible Berezinian, one
introduces the odd second order operator ∆ : C8pMq Ñ C8pMq, the Batalin-
Vilkovisky Laplacian, defined locally, in the special Darboux charts of the Definition
4.63, as
(155) ∆ “
ÿ
i
B
Bxi
B
Bξi
Unimodularity of transition functions implies that ∆ is a globally well-defined op-
erator. Also, the BV Laplacian squares to zero,
(156) ∆2 “ 0
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This follows from a local computation ∆2 “ řij BBxi BBxj BBξi BBξj . Note that the
summand changes sign under the transposition pi, jq ÞÑ pj, iq, therefore the sum
over i, j vanishes.
Another way to define the BV Laplacian is as follows. Let pM, ωq be an odd-
symplectic manifold and µ – any Berezinian on M. Define the operator ∆µ :
C8pMq Ñ C8pMq by setting
(157) ∆µpfq :“ 1
2
divµXf
where Xf P XpMq is the Hamiltonian vector field generated by the Hamiltonian f ,
defined by the equation
ιXfω “ df
For f, g P C8pMq, one defines the odd Poisson bracket (also known as the anti-
bracket), similarly to Poisson bracket in ordinary symplectic geometry, as
(158) tf, gu :“ Xf pgq
Locally, in a Darboux chart pxi, ξiq on M, assuming that the Berezinian has local
form µ “ ρpx, ξq dnx Dnξ with ρ a local density function, we have:
(159) ∆µpfq “
ÿ
i
B
Bxi
B
Bξi f `
1
2
tlog ρ, fu
And the local form of the odd Poisson bracket is:
(160) tf, gu “
ÿ
i
f
˜ ÐÝB
Bxi
ÝÑB
Bξi ´
ÐÝB
Bξi
ÝÑB
Bxi
¸
g
The BV Laplacian ∆µ, as defined by (157), does not automatically square to zero.
Rather, it squares to zero, ∆2µ “ 0 if and only if the Berezinian µ is compatible
with pM, ωq, in the sense of Definition 4.63. And in this case, ∆µ coincides with
the BV operator (155) defined in the special Darboux charts.
Remark 4.64. A straightforward local computation shows that the operator (157)
squares to zero iff
ř
i
B
Bxi
B
Bξi
?
ρ “ 0. This is also turns out to be the necessary and
sufficient condition for a special local Darboux chart to exist.
4.4.4. BV integrals. Stokes’ theorem for BV integrals. Note that, for M an n-
manifold, the Berezin line bundle of the odd cotangent bundle BerpΠT˚Mq, as a
line bundle over M , is canonically identified with the tensor square of the bundle
of volume forms on M , i.e.,
(161) BerpΠT˚Mq – p^nT˚Mqb2
Similarly, for N a supermanifold, one has
(162) BerpΠT˚N q|N – BerpN qb2
Here we understand BerpN q as a line bundle over N and the l.h.s. is a pullback of
a line bundle over ΠT˚N to N .
In particular, (162) implies that there is a canonical map sending Berezinians µ
on ΠT˚N to Berezinians “aµ|N ” on N . Locally, if Xα are local coordinates on
N (of even and odd parity), and pXi,Ξiq the respective Darboux coordinates on
ΠT˚N , a Berezinian µ “ ρpX,Ξq DX DΞ on ΠT˚N is mapped to a Bereziniana
µ|N :“
a
ρpX, 0q DX on N .
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For pM, ω, µq an odd-symplectic manifold with a compatible Berezinian, a BV
integral is an integral of the form
(163)
ż
LĂM
f
a
µ|L
with L a Lagrangian submanifold of M and f P C8pMq a function satisfying
∆µf “ 0.
Theorem 4.65 (Stokes’theorem for BV integrals, Batalin-Vilkovisky-Schwarz, [50]).
Let pM, ω, µq be an odd-symplectic manifold with compact56 body endowed with
a compatible Berezinian.
(i) For any g P C8pMq and L ĂM a Lagrangian submanifold, one has
(164)
ż
L
∆µg
a
µ|L “ 0
(ii) Let L and L1 be two Lagrangian submanifolds whose bodies are homologous
cycles in the body of M and let f P C8pMq be a function satisfying ∆µf “ 0.
Then the following holds:
(165)
ż
L
f
a
µ|L “
ż
L1
f
a
µ|L1
Idea of proof. By (ii) of Theorem 4.57, without loss of generality we can assume
M “ ΠT˚M for M an ordinary n-manifold. One introduces the odd (fiberwise)
Fourier transform
OFT : C8pΠT˚Mq „Ñ C8pΠTMq
In local coordinates pxi, ξiq on ΠT˚M and pxi, θiq on ΠTM , assuming that the
Berezinian µ has form µ “ ρpx, ξq dnxDnξ, the odd Fourier transform acts as
follows:
fpx, ξq ÞÑ rfpx, θq :“ ż
ΠTx˚ M
a
ρpx, ξq Dnξ exθ,ξyfpx, ξq
For example, in the special case when µ “ νb2 for ν P ΩnpMq a top form, the
odd Fourier transform simply maps polyvectors α P V‚pMq – C8pΠT˚Mq to
differential forms ιαν P Ωn´‚pMq – C8pΠTMq via contraction with the top form
ν.
The odd Fourier transform maps the BV Laplacian ∆µ on C
8pΠT˚Mq to the
de Rham operator d on Ω‚pMq – C8pΠTMq, i.e., OFT ˝∆µ “ d ˝OFT .
Consider L “ LC “ ΠN˚C the Lagrangian of Example 4.59, for C ĂM a closed
submanifold. Then the BV integral isż
LC
f
a
µ|L “
ż
C
rf
where on the r.h.s. we have an integral of a differential form rf “ OFT pfq on M
over the submanifold C ĂM .
Restricting to Lagrangians of form LC , (164) and (165) follow from the usual
Stokes’ theorem on M : ż
LC
∆µg
a
µ|L “
ż
C
drg “ 0
56Compactness condition can be dropped, but then one has to request that the integrals
converge.
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and ż
LC1
f
b
µ|LC1 ´
ż
LC
f
a
µ|LC “
ˆż
C1
´
ż
C
˙ rf “ ż
D
rf
where D ĂM is a submanifold with boundary BD “ C 1´C; to apply Stokes’ theo-
rem here, we used that rf is a closed form on M which follows from the assumption
∆µf “ 0.
For general Lagrangians in ΠT˚M , one can reduce to the case of Lagrangians of
form LC using (a) of Theorem 4.62 for (164). For (165), one reduces to Lagrangians
of form LC using (b) of Theorem 4.62 together with the following calculation. Let
Lt be a smooth family of Lagrangians in M with t P r0, 1s a parameter, such that
Lt` “ graphp ¨ dΨt ` Op2qq (cf. Example 4.61) for Ψt P C8pLtq. Then, for
f P C8pMq satisfying ∆µf “ 0, one has
d
dt
ż
Lt
f
a
µ|Lt “
ż
Lt
∆pf ¨Ψtq
a
µ|Lt “ 0
which vanishes by (164). Thus, we can take Lt to be a family connecting a given
Lagrangian L Ă ΠT˚M with a Lagrangian of form LC . Such a family exists by (b)
of Theorem 4.62 and the value of the BV integral is constant along this family by
the calculation above.

Remark 4.66. In this Subsection we were focusing on the case of supermanifolds.
In the setting of Z-graded supermanifolds, the convention is that an odd-symplectic
form ω has internal degree (grade) ´1, so that the odd Poisson bracket and the BV
Laplacian ∆ have degree `1.
Definition 4.67. We say that two Lagrangians L and L1 in an odd-symplectic
manifold pF , ωq are homotopic as Lagrangians (or Lagrangian-homotopic) if there
exists a smooth family Lt, t P r0, 1s, of Lagrangians in pF , ωq (the Lagrangian
homotopy) connecting L and L1. Then we denote L „ L1.
Remark 4.68. More generally, since the main reason we are interested in homo-
topic Lagrangians is because they yield same values for the BV integral of a ∆-
cocycle, one can replace notion of homotopy of Lagrangians above by the (weaker)
equivalence relation of (ii) of Theorem 4.65 – the condition of having homologous
bodies. Lecture 22,
11/14/2016.4.5. Algebraic picture: BV algebras. Master equation and canonical
transformations of its solutions.
4.5.1. BV algebras. BV algebras are an algebraic counterpart of odd-symplectic
manifolds with a compatible Berezinian. (And Gerstenhaber algebras are the coun-
terpart of odd-symplectic manifolds without a distinguished Berezinian.)
Definition 4.69. A BV algebra is a unital commutative graded algebra A‚, ¨ over
R (the dot stands for the graded-commutative product) endowed with
‚ A degree `1 Poisson bracket t´,´u : Aj bAk Ñ Aj`k`1 satisfying
– skew-symmetry:57 tx, yu “ ´p´1qp|x|`1q p|y|`1qty, xu,
57The mnemonic rule for signs is that the comma in t´,´u carries degree `1, and one accounts
for that via the Koszul sign rule when pulling graded objects to the left/right slot of the Poisson
bracket.
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– Leibniz identity (in first and second slot):
(166)
tx, yzu “ tx, yuz`p´1qp|x|`1q |y|ytx, zu, txy, zu “ xty, zu`p´1q|y| p|z|`1qtx, zuy
– Jacobi identity:
tx, ty, zuu “ ttx, yu, zu ` p´1qp|x|`1q p|y|`1qty, tx, zuu
‚ In addition, A‚ should carry a BV Laplacian – an R-linear map ∆ : Aj Ñ
Aj`1 satisfying
– ∆2 “ 0,
– ∆p1q “ 0 (with 1 the unit in A‚),
– second order Leibniz identity
(167) ∆pxyzq ˘∆pxyqz ˘∆pxzqy ˘∆pyzqx˘∆pxqyz ˘∆pyqxz ˘∆pzqxy “ 0
– Poisson bracket arises as the “defect” of the first order Leibniz identity
for ∆:
(168) ∆pxyq “ ∆x ¨ y ` p´1q|x|x ¨∆y ` p´1q|x|tx, yu
Remark 4.70. (1) The defining relations of a BV algebra given above are
interdependent. E.g., the second order Leibniz identity (167) for ∆ follows
from (168) and the fact that t, u is a bi-derivation of the commutative
product (166).
(2) Forgetting ∆, the structure pA, ¨, t, uq is the structure of a Gerstenhaber
algebra (or “degree `1 Poisson algebra”, or “P0 algebra”).
(3) Forgetting the commutative product and shifting the grading on A by 1,
we get a differential graded Lie algebra Ar1s, t, u,∆. The fact that ∆ is a
derivation of t, u, i.e. that
(169) ∆tx, yu “ t∆x, yu ` p´1q|x|`1tx,∆yu
is a consequence of the relations of a BV algebra.
Example 4.71. Let M be an n-manifold and ν a volume form on M . We construct
‚ A´j :“ VjpMq “ ΓpM,^jTMq – polyvector fields on M with reverse
grading. The graded-commutative product on A is the wedge product of
polyvectors.
‚ The Poisson bracket t, u :“ r, sNS : Vk b Vk Ñ Vj`k´1 is the Nijenhuis-
Schouten bracket of polyvectors (the Lie bracket of vector fields extended
to polyvector fields via Leibniz identity).
‚ The BV Laplacian is the divergence w.r.t. top form ν, ∆ “ divν : Vj Ñ
Vj´1. For j “ 1 this is the ordinary divergence of a vector field, and one
extends to polyvectors (j ą 1) by imposing the relation (168).
Example 4.72 (Main example). Let pM, ω, µq be an odd-symplectic Z-graded
supermanifold with a compatible Berezinian.
‚ We set A‚ :“ C8pMq‚ as a commutative graded algebra.
‚ We set t, u to be the degree `1 Poisson bracket (158,160) induced by the
odd-symplectic form ω, tf, gu “ Xf pgq.
‚ The BV Laplacian is defined to be the standard BV Laplacian (157) on an
odd-symplectic manifold with a compatible Berezinian, ∆µf “ 12divµXf .
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Note that Example 4.71 is a special case of the Example 4.72, corresponding to
M “ T˚r´1sM with the standard symplectic structure of the cotangent bundle,
and with µ “ νb2, cf. (161).
4.5.2. Classical and quantum master equation. Given a BV algebra pA‚, ¨, t, u,∆q,
we say that an element S P A0 satisfies classical master equation (CME) if
(170) tS, Su “ 0
Note that, unlike in an ordinary Poisson algebra, this equation is not tautological:
tS, Su does not vanish automatically by skew-symmetry of the Poisson bracket t, u.
Given a solution S of classical master equation, one can construct Q :“ tS, ‚u P
Der1A‚ – a degree 1 derivation which, as a consequence of (170), satisfies Q2 “ 0.
In the case of A‚ being the algebra of functions on an odd-symplectic manifold M
(Example 4.72), the derivation Q P XpMq1 is a cohomological vector field on M
arising as the Hamiltonian vector field with Hamiltonian S P C8pMq0 solving the
classical master equation.
An element S “ Sp0q`p´i~qSp1q`p´i~q2Sp2q`¨ ¨ ¨ P A0rr´i~ss, with ~ a formal
parameter, is said to satisfy the quantum master equation (QME) if the following
holds
(171)
1
2
tS, Su ´ i~∆S “ 0
In the case when ~ can be inverted (e.g. if S as a series in ~ has nonzero
convergence radius and thus ~ can be taken to be finite), quantum master equation
(171) can be equivalently written58 as
(172) ∆ e
i
~S “ 0
In terms of the coefficients Sp0q, Sp1q, . . . of the expansion of S in powers of ´i~,
the quantum master equation (171) is equivalent to a sequence of equations:
tSp0q, Sp0qu “ 0(173)
tSp0q, Sp1qu `∆Sp0q “ 0(174)
tSp0q, Sp2qu ` 1
2
tSp1q, Sp1qu `∆Sp1q “ 0(175)
etc. In particular, the leading term Sp0q of the ~-expansion of a solution of QME
satisfies the classical master equation.
Given a solution Sp0q of CME one may ask whether it can be extended to a
solution of QME by adding terms proportional to powers of ~. Then, to find the
first ~-correction, we need to solve (174). It is solvable iff the class of ∆Sp0q in
degree 1 cohomology of Q “ tSp0q, ‚u vanishes (note that ∆Sp0q is automatically
Q-closed, as follows from CME for Sp0q and from (169)). If ∆Sp0q is indeed Q-
exact, we can choose the primitive ´Sp1q which solves (174) and gives the first
~-correction. Next, we look for the second correction, quadratic in ~. Equation
(175) is solvable for Sp2q iff the class of 12tSp1q, Sp1qu`∆Sp1q in H1Q vanishes (again,
this element is automatically Q-closed). And this process goes on: at each step we
58 This can be seen, e.g., from the following calculation. For x P A0, we have
∆xn “ nxn´1∆x ` npn´1q
2
xn´2tx, xu (proven by induction in n using (168)). Therefore,
∆ ex “ ∆
´ř8
n“0
xn
n!
¯
“ p∆x ` 1
2
tx, xuqex. Substituting x “ i~S, we obtain ∆ e
i
~S “
p´i~q´2 ` 1
2
tS, Su ´ i~∆S˘ e i~S . This proves equivalence of (171) and (172).
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have a possible obstruction in H1Q; if the obstruction vanishes, we can construct
the next term in ~-expansion of the solution of QME. If the obstructions at all
steps vanish, we can construct the full extension of Sp0q to a solution of QME by
incorporating the appropriate corrections in powers of ~.
4.5.3. Canonical transformations.
Definition 4.73. Given two solutions of QME, S, S1 P A0rr´i~ss, we say that S and
S1 are equivalent (notation: S „ S1) if there exists a canonical BV transformation
– a family St P A0rr´i~ss, Rt P A´1rr´i~ss parameterized by t P r0, 1s, such that
S0 “ S and S1 “ S1, and the following equation holds:
(176)
d
dt
St “ tSt, Rtu ´ i~∆Rt
Rt is called the generator of the canonical BV transformation.
Remark 4.74. Equation (176) together with the fact S “ S0 satisfies QME implies
that St satisfies QME
(177)
1
2
tSt, Stu ´ i~∆St “ 0
Indeed, taking the derivative in t of (177), we get δtp ddtStq “ 0 where the t-
dependent differential δt :“ tSt, ‚u ´ i~∆ squares to zero due to the QME on
St. On the other hand, (176) reads
d
dtSt “ δtpRtq (i.e. improves δt-closedness of
d
dtSt to δt-exactness). In particular, (176) implies that
d
dt of the QME (177) van-
ishes at time t if QME is known to hold at time t. Therefore QME for St implies
that QME for St` is satisfied up to Op2q. And this implies (via subdividing shift
t Ñ t `  into N shifts of length {N and taking the limit N Ñ 8) that, in fact,
if (177) holds at any time t and (176) holds for all times, then (177) holds for all
times.
Remark 4.75. Equations (176,177) together imply that
d
dt
e
i
~St “ ∆
´
´i~ e i~StRt
¯
Thus, in particular, if S „ S1, the difference of the exponentials is ∆-exact:
e
i
~S
1 ´ e i~S “ ∆p¨ ¨ ¨ q
where ¨ ¨ ¨ “ ´i~ ş1
0
dt Rt e
i
~St .
Remark 4.76. Equation (176,177) together can be packaged as a single “extended
quantum master equation”
pdt^ d
dt
´ i~∆q e i~σ “ 0
on an element of total degree zero σ “ St ` dtRt P Ω‚pr0, 1sq b A‚rr´i~ss in
non-homogeneous forms on the interval r0, 1s with coefficients in A‚rr´i~ss.
4.6. Half-densities on odd-symplectic manifolds. Canonical BV Lapla-
cian. Integral forms.
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4.6.1. Half-densities on odd-symplectic manifolds.
Definition 4.77. A density ρ of weight κ P R (or a κ-density) on a supermanifold
M, covered by an atlas of coordinate charts Uα with local coordinates pxipαq, θaαq,
is a collection of locally defined functions ρpαqpxpαq, θpαqq satisfying the following
transformation rule on the overlaps Uα X Uβ :
(178) ρpαqpxpαq, θpαqq “ ρpβqpxpβq, θpβqq ¨
ˇˇˇˇ
Sdet
Bpxpαq, θpαqq
Bpxpβq, θpβqq
ˇˇˇˇκ
We denote the space of (smooth) κ-densities on M by DensκpMq.
We are interested in the case of densities of weight κ “ 1{2 (or half-densities) on
an odd-symplectic manifold pM, ωq. We assume that the body M of M is oriented
(and thus the odd fiber of ΠT˚M »M is also oriented) and the atlas agrees with
the orientation, and hence the Jacobians of the transition functions are positive.
We write a half-density on pM, ωq locally, in a Darboux chart pxi, ξiq as
ρ “ ρpx, ξq ¨ d 12xD 12 ξ
where d
1
2xD 12 ξ is a locally defined symbol (coordinate half-density associated to
the local coordinates pxi, ξiq) satisfying the transformation property
d
1
2xD 12 ξ “
ˆ
Sdet
Bpx, ξq
Bpx1, ξ1q
˙ 1
2
d
1
2x1D 12 ξ1
This rule is equivalent to the transformation rule (178) with κ “ 12 for the coefficient
functions: ρpx, ξq ÞÑ ρpx1, ξ1q “ ρpx, ξq ¨
´
Sdet Bpx,ξqBpx1,ξ1q
¯´ 12
.
One can view half-densities as sections of the (tensor) square root of the Berezin
line bundle:
Dens
1
2M “ ΓpM,BerpMqb 12 q
Remark 4.78 (Manin, [36]). For V an pk|n´kq-dimensional vector superspace, one
can consider the space of constant (coordinate-independent) Berezinians, BERconstpVq “
Det ΠV “ ^nVe˚ven b ^mVodd. For pW, ωq an odd-symplectic pn|nq-dimensional
vector superspace, and V “ L Ă W a Lagrangian subspace, the space of constant
half-densities on W is canonically isomorphic to the space of constant Berezinians
on L,
(179) Dens
1
2
constpWq – BERconstpLq
via the map
BERconstpLq Q ν ÞÑ pνb2qb 12 P Dens
1
2
constpWq – BERb
1
2
constpWq
where νb2 P BERconstpWq – BERconstpΠT˚Lq – BERconstpLqb2.59 Thus, one
can understand constant a half-densities on an odd-symplectic space pW, ωq as a
Berezinian on any Lagrangian subspace L Ă W, or, since one has isomorphisms
(179), as a coherent system of Berezinians on all Lagrangian subspaces of pW, ωq.
Or, equivalently, as an equivalence class of pairs pL, µLq of a Lagrangian L Ă W
and a constant Berezinian on L.
59 The crucial linear algebra observation here, formulated in terms of determinant lines of
vector superspaces, is that DetpV ‘ΠV˚q – DetpVqb2, cf. (161,162).
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Example 4.79. Consider odd-symplectic p1|1q-superspace W “ ΠT˚R “ R1|1
with Darboux coordinates x, ξ. The constant half-density ρ “ d 12xD 12 ξ on R1|1
induces the Berezinian (volume form) dx on the Lagrangian R1 Ă R1|1 and the
Berezinian Dξ on the Lagrangian R0|1 Ă R1|1.
Remark 4.80 (Sˇevera, [51]). Given an odd-symplectic pn|nq-supermanifold pM, ωq,
one can consider the operator ω^ : ΩppMqk Ñ Ωp`2pMqk´1 as a differential on
the space of forms on M (note that it does indeed square to zero since ω^ω “ 0).
Then the cohomology H‚ω^pΩpMqq is canonically isomorphic to the space of half-
densities on M. Locally, in Darboux coordinates pxi, ξiq on M, cohomology classes
in H‚ω^pΩpMqq have canonical representatives of form
(180) ρpx, ξq dx1 ^ ¨ ¨ ¨ ^ dxn P ΩnpMq
which correspond to the half-densities ρpx, ξq śni“1 d 12xiD 12 ξi (with the same coef-
ficient ρpx, ξq) via Remark 4.78.
4.6.2. Canonical BV Laplacian on half-densities. Let pM, ωq be an odd-symplectic
manifold. One can define (Khudaverdian, [31]) the canonical BV Laplacian on
half-densities, ∆ : Dens
1
2MÑ Dens 12M, locally given in a Darboux chart by
(181) ∆ : ρpx, ξq d 12xD 12 ξ ÞÑ
˜ÿ
i
B
Bxi
B
Bξi ρpx, ξq
¸
d
1
2xD 12 ξ
The nontrivial check [31] is that the formula above defines a globally well-defined
operator on half-densities.
Note that the operator ∆ on half-densities does not rely on a choice of a Berezinian
on M, unlike the Schwarz’s BV Laplacian (157) ∆µ on functions on M.
Given a compatible Berezinian µ on pM, ωq, one has the associated “reference”
half-density
?
µ P Dens 12 pMq, multiplication by which induces an isomorphism
C8pMq ¨
?
µÝÝÑ Dens 12 pMq
This isomorphism intertwines the operators ∆µ and ∆. I.e., for f P C8pMq one
has
∆p?µ ¨ fq “ ?µ ¨∆µpfq
Remark 4.81. Note that, for µ an incompatible Berezinian, one can also introduce
an operator r∆µ : f ÞÑ 1?µ∆pf?µq which will be, generally, different from Schwarz’s
BV Laplacian ∆µ as defined by (157). More precisely, r∆µ “ ∆µ ` 1?µ∆p?µq¨ (the
last term is a multiplication operator). Operator r∆µ always squares to zero, butr∆µp1q ‰ 0 for an incompatible Berezinian, whereas one always has ∆µp1q “ 0 but
∆2µ ‰ 0 for an incompatible Berezinian. For a compatible Berezinian, we haver∆µ “ ∆µ. Indeed, a Berezinian is compatible iff ∆?µ “ 0, cf. Remark 4.64.
Remark 4.82 (Sˇevera, [51]). One can also construct the canonical BV Laplacian ∆
on half-densities by considering the spectral sequence calculating the cohomology
of the total differential d ` ω^ of the bi-complex Ω‚pMq with differentials ω^
and d (de Rham operator on M). Cohomology of ω^ yields the space of half-
densities on M (cf. Remark 4.80). BV Laplacian arises on the third sheet E3 of
the spectral sequence as the induced differential ∆ “ dpω^q´1d on H‚ω^pΩpMqq –
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Dens
1
2M.60 (First sheet E1 is Ω‚pMq, ω^ and second sheet E2 is H‚ω^pΩpMqq with
zero differential.)
For pM, ωq and L Ă M a Lagrangian submanifold, there is a well-defined re-
striction operation
Dens
1
2MÑ BERpLq
cf. (162) and Remark 4.78. If a pXα,Ξαq is a Darboux chart on M in which L is
given by Ξ “ 0, the map above sends ρpX,ΞqD 12X D 12 Ξ ÞÑ ρpX, 0qDX.
Thus, in terms of half-densities, a BV integral is an integral of formż
LĂM
α :“
ż
LĂM
α|L
with L a Lagrangian submanifold and α a ∆-closed half-density. The BV-Stokes’
theorem (Theorem 4.65) in this language states that:
(i)
ş
L ∆β “ 0, for any β P Dens
1
2 pMq
(ii)
ş
L α “
ş
L1 α for α P Dens
1
2 pMq satisfying ∆α “ 0 and L „ L1 two Lan-
grangians with homologous bodies.
Remark 4.83 (Canonical transformation as an action of a symplectic flow on half–
densities). In the setting of half-densities, a canonical transformation of solutions of
quantum master equation (Definition 4.73) admits the following interpretation. Let
pM, µ, ωq be an odd-symplectic manifold with a compatible Berezinian. A canon-
ical transformation (176,177) can be viewed as a family of ∆-closed half-densities
on M of form ρt “ µ 12 e i~St (∆ρt “ 0 is equivalent to the quantum master equa-
tion (177)), such that for any 0 ď t0 ă t1 ď 1, one has ρt1 “ pΦt0,t1q˚ρt0 . Here
Φt0,t1 : M „ÑM is the symplectomorphism arising as the flow, from time t0 to time
t1, of the t-dependent Hamiltonian vector field tRt, ‚u P XpMq0; pΦt0,t1q˚ stands
for the pushforward of a half-density by the symplectomorphism. In this sense, the
first term on the r.h.s. of (176) corresponds to the transformation of the function
St by the Hamiltonian vector field tRt, ‚u, whereas the second term compensates
for the transformation of the reference half-density µ
1
2 under the infinitesimal flow
by tRt, ‚u.
4.6.3. Integral forms.
Definition 4.84 (Manin, [36]). An integral form on a supermanifold N is a a
half-density on ΠT˚N (with the standard symplectic structure of the cotangent
bundle). We denote the space of integral forms on N by IntpN q :“ Dens 12 pΠT˚N q.
Given an integral form α on N , its integral over a submanifold C Ă N is defined
as
(182)
ż
CĂN
α :“
ż
ΠN˚CĂΠT˚N
rα
– the integral of the corresponding half-density rα over the conormal Lagrangian
LC “ ΠN˚C (Example 4.59) in the odd cotangent bundle ΠT˚N .
60 In particular, consider the action of the operator dpω^q´1d on the co-
cycle of form (180): ρpx, ξqdx1 ¨ ¨ ¨ dxn dÝÑ ři BBξi ρpx, ξq dξi dx1 ¨ ¨ ¨ dxn pω^q´1ÝÝÝÝÝÑ
p´1q|ρ|`1 řip´1qi´1 BBξi ρpx, ξq dx1 ¨ ¨ ¨ydxi ¨ ¨ ¨ dxn dÝÑ ´ři BBxi BBξi ρpx, ξq¯ dx1 ¨ ¨ ¨ dxn.
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Integral forms on N generalize the notion of Berezinians on N (in particular,
BERpN q Ă IntpN q). Whereas a Berezinian can be integrated over whole of N , an
integral form can be integrated over an arbitrary submanifold C Ă N (integrating a
full Berezinian over a proper submanifold yields zero). Whereas BERpN q is a torsor
over functions C8pN q, IntpN q is a torsor over polyvectors V‚pN q “ C8pΠT˚N q.
Put another way, one has
IntpN q “ V‚pN q bC8pN q BERpN q
Example 4.85. For N “M an ordinary n-manifold,
(183) IntpMq “ V‚pMq bC8pMq ΩnpMq “ Ωn´‚pMq
is the space of differential forms on M , where non-top degree forms arise as con-
tractions of a top form with a polyvector. Integration of integral forms over sub-
manifolds (182) over submanifolds yields in this case an integral of a differential
form over a submanifold C Ă M . Canonical BV Laplacian ∆ on integral forms
(viewed as half-densities on ΠT˚M) under the identification (183) with differential
forms becomes the de Rham operator on M .
Example 4.86 (Integral forms on the odd line). Consider integral forms on the odd
line N “ R0|1. Let θ be the odd coordinate on R0|1 and Y the even fiber coordinate
on ΠT˚R0|1. Then we the general integral forms on R0|1 have the following form:
(184) IntpR0|1q Q α “ fpY, θq ¨ µ 12 “ pf0pY q ` f1pY q θq ¨ µ 12
with f0, f1 functions of Y . Here µ
1
2 “ d 12Y D 12 θ is the standard coordinate half-
density. By Remark 4.78, µ
1
2 is a class represented by equivalent pairs pR0|1 Ă
ΠT˚R0|1,Dθq and pR1 Ă ΠT˚R0|1, dY q. Berezinians or R0|1 correspond to the case
f0pY q “ 0. An integral form (184) is ∆-closed iff f1pY q is a constant function of Y .
An integral form (184) is ∆-exact iff f1 “ 0 and
ş
R f0pY q dY “ 0. Supermanifold
R0|1 has two nonempty submanifolds: t0u Ă R0|1 and R0|1 Ă R0|1. Integral of an
integral form α over these two submanifolds is, according to the definition (182),
respectively,ż
t0uĂR0|1
α “
ż
R1ĂΠT˚R0|1
f0pY q dY,
ż
R0|1
α “
ż
R0|1ĂΠT˚R0|1
f1p0qθDθ “ f1p0q
Lecture 23,
11/16/2016. 4.7. Fiber BV integrals. 61
Let pF 1, ω1q, pF2, ω2q be two odd-symplectic manifolds and
(185) F “ F 1 ˆ F2
their direct product with the direct sum symplectic structure ω “ ω1‘ω2 (or, more
pedantically, ω “ ω1 b 1 ` 1 b ω2 P ΩpF 1q b ΩpF2q Ă ΩpFq). Denote P : F Ñ F 1
the projection to the first factor in (185).
For L Ă F2 a Lagrangian submanifold, we denote
(186) P
pLq
˚ “
ż
LĂF2
: Dens
1
2F Ñ Dens 12F 1
61References: [39, 9, 13].
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the fiber BV integral – the fiber integral, parameterized by points x1 of F 1, over a
Lagrangian Lx1 Ă P´1px1q – a copy of L Ă F2 placed over x1.
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In particular, (186) is an R-linear map which sends φ “ φ1 b φ2 P Dens 12F 1 b
Dens
1
2F2 Ă Dens 12F to P pLq˚ φ “ φ1 ¨
ş
LĂF2 φ
2. In other words, the map (186) is
the full (ordinary) BV integral on F2 tensored with identity on F 1:
PpLq˚ : Dens
1
2F – Dens 12F 1pbDens 12F2 idF1bşLĂF2ÝÝÝÝÝÝÝÝÑ Dens 12F 1
We also call the map P
pLq
˚ the BV pushforward (of half-densities, along the odd-
symplectic fibration P : F Ñ F 1).
Theorem 4.87 (Stokes’ theorem for fiber BV integrals). (i) P
pLq
˚ is a chain map
intertwining the canonical BV Laplacians ∆ on F and ∆1 on F 1:
(187) ∆1P pLq˚ “ P pLq˚ ∆
(ii) Let L „ rL be two homotopic Lagrangians (cf. Definition 4.67) in F2, and let
φ P Dens 12F be a half-density such that ∆φ “ 0. Then
(188) P
p rLq
˚ φ´ P pLq˚ φ “ ∆1p¨ ¨ ¨ q
More precisely, if rL “ graphp ¨ dΨq is an infinitesimal Lagrangian homotopy
with generator Ψ P C8pLq´1 (cf. Example 4.61), then one can write the
primitive on the r.h.s. of (188) explicitly in terms of the generator Ψ:
(189) p¨ ¨ ¨ q “  ¨ P pLq˚ pΨ ¨ φq
Next, assume that odd-symplectic manifolds pF 1, ω1q, pF2, ω2q are equipped with
compatible Berezinians µ1, µ2. Then µ “ µ1 ¨ µ2 is a compatible Berezinian on the
direct product F “ F 1 ˆ F2.
Definition 4.88. Let S P C8pFq0rr~ss be a solution of quantum master equation
on F , i.e. ∆µe i~S “ 0 ô 12tS, Su´ i~∆µS “ 0. Then we call S1 P C8pF 1q0rr~ss the
effective BV action for S induced on F 1, if
(190) µ1
1
2 e
i
~S
1 “ P pLq˚
´
µ
1
2 e
i
~S
¯
By an abuse of notations, we will write S1 “ P˚S for the effective BV action. Or,
if we want to emphasize the role of the Lagrangian, S1 “ P pLq˚ S.
Definition above is a realization, in the context of BV formalism, of the idea
Wilson’s effective action (99) of Section 3.11.4.
The following is a corollary of Theorem 4.87.
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Corollary 4.89. (i) If S is a solution of QME on F then the effective action S1
induced on F 1 via the fiber BV integral (190) satisfies QME on F 1.
(ii) If S is a solution of QME on F and L „ rL are two homotopic Lagrangians
in F2, the corresponding effective actions S1 “ P pLq˚ S and rS1 “ P p rLq˚ S are
related by a canonical transformation, S1 „ rS1.
(iii) Assume that S „ rS are two solutions of QME on F are related by a canonical
transformation. Then the respective effective actions (defined using the same
Lagrangian L Ă F2) are related by a canonical transformation of F 1.
Therefore, the BV pushforward P˚ defines a map
SolQMEpFq{ „ P
rLs
˚ÝÝÝÑ SolQMEpF 1q{ „
sending classes of solutions of QME on F modulo canonical tranformations to
classes of solutions of QME on F 1 modulo canonical tranformations, and the map
depends on a class rLs of Lagrangians in F2 modulo Lagrangian homotopy.
4.8. Batalin-Vilkovisky formalism.
4.8.1. Classical BV formalism. We call a classical BV theory the following package
of supergeometric data:
‚ A Z-graded supermanifold F (the space of BV fields),
‚ an odd-symplectic structure ω P Ω2pFq´1 (the BV 2-form),
‚ a function S P C8pFq0 (the BV action, or master action) satisfying the
classical master equation tS, Su “ 0.
Note that the Hamiltonian vector field on F generated by S,
Q :“ XS “ tS, ‚u P XpFq1
(the BRST operator), squares to zero due to the CME.
Also, note that Q is compatible with the odd-symplectic form:
LQω “ 0
(with LQ the Lie derivative along Q), which follows from ιQω “ dS (the condition
that Q is a Hamiltonian vector field generated by S).
Definition 4.90. A Hamiltonian dg manifold of degree k is:
‚ a dg manifold pM, Qq,
‚ a symplectic form of grade (internal degree) k, ω P Ω2pMqk,
‚ a Hamiltonian H P C8pMqk`1 satisfying tH,Huω “ 0 with t´,´u the
Poisson bracket of degree ´k on C8pMq associated to ω.
In particular, the Hamiltonian vector field Q “ XH P XpMq1 is cohomological.
Case k “ ´1 of the definition above corresponds to a classical BV theory. Case
k “ 0 emerges in the BFV (Batalin-Fradkin-Vilkovisky) formalism – the Hamilton-
ian counterpart of the BV formalism (and also plays an important role in symplec-
tic geometry, in the problem of describing coisotropic reductions, see [47]). Case
k “ n ´ 1 for n ě 0 arises as the target structure for n-dimensional AKSZ sigma
models [1].
Example 4.91 (A BRST system in BV formalism, classically). Given a classical
BRST package pFBRST, QBRST, SBRSTq, we construct the following BV package:
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‚ The space of BV fields is constructed as a (shifted) cotangent bundle
FBV “ T˚r´1sFBRST
with ωBV the standard symplectic structure of the cotangent bundle.
‚ The BV action is
(191) SBV “ p˚SBRST ` ČQBRST
Here p : FBV Ñ FBRST is the projection to the base of the cotangent
bundle and ČQBRST is the lifting of the vector field QBRST on the base of
the cotangent bundle to a function on the total space linear in the fibers.62
‚ The cohomological vector field on the total space has the form
QBV “ Xp˚SBRST `Qcot. liftBRST
where the first term is the Hamiltonian vector field generated by the first
term in (191) and Qcot. liftBRST is the cotangent lift of a vector field QBRST on
the base of the cotangent bundle to a vector field on the total space.
If Φα are local coordinates on FBRST, then FBV has corresponding Darboux coor-
dinates pΦα,Φα` q, where the fiber coordinates Φα` are called anti-fields (as opposed
to Φα which are called fields). The odd-symplectic structure is:
ωBV “
ÿ
α
dΦα ^ dΦα`
The BV action is:
(192) SBVpΦ,Φ`q “ SBRSTpΦq `
ÿ
α
QαBRSTpΦq ¨ Φα`
whereQαBRST “ LQBRSTΦα are the components ofQBRST (i.e., QBRST “
ř
αQ
α
BRSTpΦq BBΦα ).
The BRST operator on the BV fields (the cohomological vector field) is:
QBV “
ÿ
α
˜
SBRSTpΦq
ÐÝB
BΦα
¸
B
BΦα` `
`
ÿ
α
QαpΦq BBΦα `
ÿ
α,β
˘Φα`
ˆ B
BΦβQ
αpΦq
˙ B
BΦ`β
4.8.2. Quantum BV formalism. We define a quantum (finite-dimensional) BV the-
ory as the following package of data.
‚ A Z-graded manifold F of BV fields,
‚ an odd-symplectic structure ω P Ω2pFq´1 (the BV 2-form),
‚ a Berezinian µ P BERpFq compatible with ω (the integration measure on
BV fields),
‚ a master action S “ Sp0q ´ i~Sp1q ` p´i~q2Sp2q ` ¨ ¨ ¨ P C8pFq0rr´i~ss
satisfying the quantum master equation
1
2
tS, Su ´ i~∆µS “ 0 ô ∆µe i~S “ 0
62Note that, generally, to α P VppMq a p-polyvector field, one can associate a function rα P
C8pT˚r´1sMq of degree p in fiber coordinates. Here one can replace M by a general Z-graded
manifold, and in particular by FBRST.
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Remark 4.92. Unlike in the classical case, the vector field XS does not automat-
ically square to zero (since S satisfies QME rather than CME). However, one can
define the second order operator
δS “ tS, ‚u ´ i~∆ “ ´i~e´ i~S∆
´
e
i
~S ¨ ‚
¯
which squares to zero due to QME (also note that the second equality above uses
QME) and serves as a quantum replacement for the BRST operator in BV formal-
ism. (We have encountered this operator before, in Remark 4.74.) Note also that
δS mod ~ “ XSp0q “: Q is the classical BRST operator associated to the classical
part of the master action S, and it does square to zero.
Idea of gauge-fixing in BV formalism. The partition function, as defined
by a BV integral over a Lagrangian L Ă F
Z “
ż
LĂF
?
µ e
i
~S
does not change under the Lagrangian homotopy L0 „ L1 (smooth deformation
staying in the class of Lagrangians, cf. Definition 4.67) by Theorem 4.65, since
the integrand is ∆-closed. If it happens that S has degenerate critical points on
a Lagrangian L0, we use the freedom to deform L0 to another Lagrangian L1 in
such a way that S has non-degenerate critical points on L1 and the integral can be
calculated by the stationary phase formula. Thus, the gauge-fixing in BV formalism
is the choice of the Lagrangian submanifold in F .
One can also study observables in BV formalism. One says that O P C8pFqrr~ss
is a (quantum) BV observable, if δSO “ 0 is satisfied. The expectation value of an
observable is the BV integral of form
xOy “ 1
Z
ż
LĂF
?
µ e
i
~SO
Equation δSO “ 0 is a way to express gauge-invariance of the observable in BV
formalism, and guarantees that the integrand above is ∆-closed and hence one can
deform L in the class of Lagrangians, thereby applying the gauge-fixing strategy
as above and converting the integral to the form where it can be calculated by the
stationary phase formula.
Remark 4.93. Note that, since δS is not a derivation, a product of observables
in BV formalism is not necessarily an observable. (Though, one can correct the
naive product to a δS-cocycle using homological perturbation theory.) However, in
the context of local field theory, a product of observables with disjoint support is
indeed an observable (e.g. the product of Wilson loop observables in Chern-Simons
theory for several non-intersecting loops is an observable).
Example 4.94 (A quantum BRST system in BV formalism). Let pFBRST, QBRST, SBRST, µBRSTq
be a quantum BRST package (cf. Section 4.3.2). We define FBV, ωBV, SBV as in the
Example 4.91. For the Berezinian on the cotangent bundle we set µBV “ µb2BRST
(using (161)). Note that, since the BV action (191) does not depend on ~, the
quantum master equations splits into two equations: tSBV, SBVu “ 0 (the CME)
and ∆µBVSBV “ 0. The CME is satisfied due to the classical BRST relations
Q2BRST “ 0, QBRSTpSBRSTq “ 0, while equation ∆µBVSBV “ 0 follows from the
relation div QBRST “ 0 for the quantum BRST package.
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Consider the gauge-fixing, within BV framework, for such a system coming from
a BRST package. Denote L0 the zero-section of FBV “ T˚r´1sFBRST and let
LΨ “ graphpdΨq Ă T˚r´1sFBRST be the graph Lagrangian, for Ψ “ ΨpΦq P
C8pFBRSTq´1.
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We use Φα for local coordinates on FBRST (and we assume for simplicity that
µBRST “ DΦ locally) and Φα` for the corresponding fiber coordinates on T˚r´1sFBRST.
Then gauge-fixing consists in the replacement
(193)ż
L0ĂT˚r´1sFBRST
?
µBV e
i
~SBVpΦ,Φ`q ÞÑ
ż
LΨĂT˚r´1sFBRST
?
µBV e
i
~SBVpΦ,Φ`q
Since SBV on the zero-section reduces to SBRST, the l.h.s. of (193) reduces toş
FBRST DΦ e
i
~SBRSTpΦq. On the other hand, to evaluate the r.h.s. of (193), we note
that SBV restricted to the Lagrangian LΨ is SBVpΦα,Φα` “ BBΦαΨq “ SBRST `
QBRSTpΨq. Therefore, r.h.s. of (193) reads
ş
FBRST DΦ e
i
~ pSBRSTpΦq`QBRSTpΨqq.
Thus, BV gauge-fixing, performing the Lagrangian homotopy L0 ÞÑ LΨ precisely
corresponds to the gauge-fixing procedure of BRST formalism (149), shifting the
BRST action by a QBRST-coboundary. Lecture 24,
11/21/2016.4.8.3. Faddeev-Popov via BV. Starting with Faddeev-Popov data – an n-manifold
X acted on by a compact group G, an invariant function63 Scl P C8pXqG and the
invariant integration measure µX P ΩnpXqG – we construct the associated BRST
package as in Section 4.3.3 and then construct the BV package as the ´1-shifted
cotangent bundle (Examples 4.91, 4.94). The minimal BRST package (cf. Section
4.3.3) associated to the Faddeed-Popov data yields, by applying the construction
of Example 4.91, the “minimal” space of BV fields
Fmin “ T˚r´1spX ˆ gr1sq “ T˚r´1sX ˆ gr1s ˆ g˚r´2s
If xi are the local coordinates on X and assuming we chose a basis tTau in g, we
have the following coordinates on Fmin (we also indicate the ghost number defining
the Z-grading on Fmin):
coordinates name degree (ghost number)
xi on X classical fields 0
ca on gr1s ghosts 1
x`i on fibers of T˚r´1sX anti-fields (for classical fields) -1
ca` on g
˚r´2s anti-ghosts -2
Applying the construction of Example 4.91, we get:
‚ The BV 2-form – the canonical odd-symplectic form of the shifted cotangent
bundle:
ωmin “
ÿ
i
dxi ^ dx`i `
ÿ
a
dca ^ dca`
63We put a subscript cl now to distinguish the classical action from its BV counterpart.
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‚ The BV action (191):
(194) Smin “ Sclpxq `
ÿ
i,a
caviapxqx`i `
1
2
ÿ
a,b,c
f cab c
bccca`
‚ Assuming that the volume form on µX locally has the form µX “ ρpxq dnx
with ρ a local density function, the Berezinian on Fmin obtained by the
construction of Example 4.94 takes the local form
µmin “ ρpxq2 ¨ dnx ¨Dnx` ¨Dmc ¨ dmc`
Passing to the non-minimal BRST model for the Faddeev-Popov data (cf. Sec-
tion 4.3.3), on the level of the BV package corresponds to extending the space of
minimal BV fields by auxiliary fields:
(195) Fmin ÞÑ F “ Fmin ˆ T˚r´1spg˚r´1s ‘ g˚q
The auxiliary fields (coordinates on the second term in the r.h.s. above) are:
coordinates degree (ghost number)
λa on g
˚ 0
c¯a on g
˚r´1s ´1
λ`a on the fiber of T˚r´1sg˚ ´1
c¯`a on the fiber of T˚r´1sg˚r´1s 0
In the non-minimal version, the minimal BV package gets extended as follows:
‚ The BV 2-form:
ω “ ωmin `
ÿ
a
dλa ^ dλ`a `
ÿ
a
dc¯a ^ dc¯`a
‚ The BV action:
(196) S “ Smin `
ÿ
a
λac¯
`a
‚ The Berezinian:
µ “ µmin ¨ dmλ ¨Dmλ` ¨Dmc¯ ¨ dmc¯`
Faddeev-Popov gauge-fixing, corresponding to the zero-section of a map φ :
X Ñ g, can be described within BV formalism in the following two equivalent ways:
I. In non-minimal BV package, we can choose the gauge-fixing Lagrangian of
graph type
L “ graphpdΨq Ă F
with
Ψ “ xc¯, φpxqy
Here L is locally given by
L :
$’’’’&’’’’%
x, c, λ, c¯ are free
x` “ pdxφqT pc¯q
c` “ 0
λ` “ 0
c¯` “ φpxq
Note that the restriction of the full BV action (196) to L yields precisely the
Faddeev-Popov action (114), and thus the BV integral
(197)
ż
LĂF
?
µ e
i
~S
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yields the r.h.s. of (113).
II. In the minimal BV package, we can take the gauge-fixing Lagrangian of conor-
mal type
Lmin “ N˚r´1sC Ă Fmin
with
C “ φ´1p0q ˆ gr1s Ă X ˆ gr1s
Locally, this Lagrangian is described as follows:
Lmin :
$’’&’’%
c free
x such that φpxq “ 0
x` “ pdxφqT pc¯q for some c¯
c` “ 0
Note that here the second Faddeev-Popov ghost c¯ emerges as a coordinate on
the Lagrangian Lmin. Classical field x on Lmin is subject to the gauge-fixing
constraint φpxq “ 0; one way to impose it for describing the integral over Lmin
is by introducing the Lagrange multiplier field λ, imposing the constraint. In
this way, one can see that the BV integral
(198)
ż
LminĂFmin
?
µmin e
i
~Smin
does indeed yield the r.h.s. of (113). Put another way, the connection between
non-minimal and minimal realization here is that, integrating the Lagrange
multiplier field λ in (197) yields (198).
4.8.4. BV for gauge symmetry given by a non-integrable distribution. The power
of BV formalism, setting it aside from Faddeev-Popov construction and BRST
formalism, is that it can be used to treat gauge symmetry not given by a group
action on the space of classical fields (and, more generally, not given by a Lie
algebroid – this case can be treated by BRST, cf. Remark 4.54), but rather given
by a possibly non-integrable distribution on the space of classical fields.
In the most general setting, the data of classical gauge system is:
‚ A manifold X (the space of classical fields).
‚ A (generally, non-integrable) tangential distribution E on X, defining the
infinitesimal gauge transformations of classical fields. I.e., we have a sub-
bundle of the tangent bundle, E Ă TX, which we can think of as a stan-
dalone bundle E Ñ X together with an injective bundle map ρ : E ãÑ TX.
‚ An E-invariant function Scl on X – the classical action. An additional
assumption is that E is integrable on the critical locus of Scl, i.e., on zero
locus Xcrit Ă X of dScl. Note that E is automatically tangent to Xcrit, due
to E-invariance of Scl. (And E is allowed to be non-integrable away from
Xcrit.)
Then one tries to construct the associated BV package (here we only discuss the
classical part of the BV package), with the space of BV fields given as
(199) F “ T˚r´1sEr1s
– the shifted cotangent bundle of Er1s (the graded manifold obtained by degree-
shifting the fibers of the vector bundle E Ñ X). Then one tries to construct a
function S P C8pFq0 – the BV action, satisfying the classical master equation
(200) tS, Su “ 0
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and two compatibility properties with the classical gauge system we started with:
(1) The restriction of S to Er1s (the zero-section of the shifted cotangent bundle
199) is Scl.
64
(2) S is compatible with the inclusion ρ : E ãÑ TX in the following sense. If
teau is a basis of local sections of E Ñ X and va “ ρpeaq “ ři viapxq BBxi are
the corresponding local vector fields on X, then the term linear in ghosts ca
(fiber coordinates of Er1s) in S is řa,i caviapxqx`i “ xρpcq, x`y. Here x`i are
the fiber coordinates on T˚r´1sX corresponding to local coordinates xi on
the base. This compatibility condition can be spelled without resorting to
local coordinates: S must have the form S “ Scl ` Y for some function Y
on F , with the Hamiltonian vector field tY, ‚u tangential to the zero-section
Er1s of (199). Denoting by q P XpEr1sq1 the induced vector field on the
zero-section, the requirement is that the Lie brackets rq, us of q with vertical
(w.r.t. the bundle projection pi : Er1s Ñ X) vector fields u P XpEr1sq´1 are
projectable to X and project precisely to the sections of the distribution E
(i.e. to the image of ρ˚ : ΓpEq Ñ XpXq).
Thus, S necessarily has the form
(201) S “ Sclpxq `
ÿ
a,i
caviapxqx`i ` ¨ ¨ ¨
where ¨ ¨ ¨ are terms of degree at least 2 in the ghosts ca and also depending on
anti-fields x`i , ca` . These terms are to be added in such a way that S satisfies the
classical master equation (200).
Remark 4.95. Note that the zero locus of the cohomological vector fieldQ “ tS, ‚u
restricted to X (viewed as the degree zero part of F) is precisely the critical locus
Xcrit of Scl, which is in turn the same as the space of solutions of Euler-Lagrange
equations associated with the classical action Scl.
Remark 4.96. Restricting to a tubular neighborhood U of the critical locus Xcrit
in X, one can be more specific about the ansatz (201) and write
(202) S “ Sclpxq `
ÿ
a,i
caviapxqx`i `
ÿ
a,b,c
1
2
fabcpppxqq cbccca` ` ¨ ¨ ¨
Here p : U  Xcrit is the tubular neighborhood projection, fabc are the structure
constants of the Lie algebroid given by the restriction of E to Xcrit. The correction
terms ¨ ¨ ¨ in (202) are terms of degree ě 2 in anti-fields x`i , ca` . Deforming the
projection p : U  Xcrit is equivalent to a canonical BV transformation65 of S (the
pullback of S by a specific symplectomorphism of F).
Remark 4.97. Throughout this subsection, we are using a simplifying assumption
that the gauge symmetry is given by an injective map of vector bundles ρ : E ãÑ
TX. There are interesting cases when it is natural to parameterize the gauge
transformations by a vector bundle E mapping into TX non-injectively. In this
case, the space of BV fields will incorporate higher ghosts corresponding to the
kernel of E Ñ TX (or even further terms of a resolution of E Ñ X by a complex of
64More pedantically, we should say that the restriction of S to the zero-section is pi˚Scl where
pi : Er1s Ñ X is the mapping of graded manifolds induced from the bundle map pi : E Ñ X.
65Here we mean the classical, i.e. mod ~, part of the full (quantum) canonical BV transfor-
mation (176).
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vector bundles ¨ ¨ ¨ Ñ E Ñ TX), cf. Section 4.3.4, and the anti-fields for the higher
ghosts.
Example 4.98. Let X be a manifold with a function Scl P C8pXq and let
(203) v : gÑ XpXq
be a linear map from a Lie algebra g to the vector fields on X, mapping the
generators Ta of g to vector fields va on X. Assume that Scl satisfies
(204) vapSclq “ 0
for all a (in particular, this implies that va are tangent to the critical locus Xcrit
of Scl). Also, assume that (203) gives a strict action of g on Xcrit but only an
action-up-to-homotopy away from Xcrit. Explicitly, we request that
(205) rvpαq, vpβqs “ vprα, βsgq ` rApα, βq, SclsNS
for any α, β P g; r, sg is the Lie bracket in g and r, sNS is the Nijenhuis-Schouten
bracket of polyvectors on X. In (205), the rightmost term is the “defect” of the Lie
algebra homomorphism property of the map (203), with
(206) A : ^2gÑ V2pXq
the homotopy (given by some bivector on X, depending skew-symmetrically on
a pair of Lie algebra elements). In this case, the BV package is given by F “
T˚r´1spX ˆ gr1sq with the BV action
(207) S “ Sclpxq `
ÿ
a,i
caviapxqx`i `
ÿ
a,b,c
1
2
f cabc
acbcc` `
ÿ
a,b,i,j
1
4
Aijabpxqcacbx`i x`j
Here f cab are the structure constants of g in the basis tTau and Aijabpxq are the com-
ponents of the homotopy (206) in the local coordinates xi on X, i.e. ApTa, Tbq “ř
i,j A
ij
ab
B
Bxi ^ BBxj . Note that, due to (204,205), in the expression tS, Su, terms
proportional to c and ccx` vanish. If certain higher coherence relations are fulfilled
for the data pS, v,Aq, then we have the classical master equation tS, Su “ 0. Oth-
erwise, we may get terms proportional to cccc`, cccx`x`, ccccx`x`x` in tS, Su
and then we would need to add higher degree terms in ghosts to (207) in order to
correct for that error and have the classical master equation.
Remark 4.99. Generally, terms in the BV action S have a natural grading by
polynomial degree in anti-fields:
‚ The term independent of anti-fields is the classical action.
‚ The terms linear in anti-fields are the data of gauge symmetry (the ac-
tion of gauge transformations on classical fields and the algebra of gauge
transformations, which is closed under commutators on Xcrit).
‚ The terms of degree ě 2 in anti-fields correspond to non-integrability of
gauge symmetry (and are the homotopies correcting for this non-integrability).
Example 4.100. Assume that we have a graded manifold f with a function s P
C8pfq0 and a vector field q P Xpfq1, such that qpsq “ 0. Instead of asking that
q2 “ 0 (then the triple FBRST “ f, SBRST “ s,QBRST “ q would have been a
classical BRST package), we ask that q2 “ ´rs, as for some bivector field a P V2pfq2.
(The bracket r, s is the Nijenhuis-Schouten bracket of polyvectors on f .) Then we
construct the BV package by deforming the construction of Example 4.91 as follows:
F “ T˚r´1sf
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SpΦ,Φ`q “ spΦq ` rq ` ra(208)
Where Φ are the coordinates on f (fields) and Φ` are the fiber coordinates on
T˚r´1sf (anti-fields); rq is the lifting of q to a function on T˚r´1sf , linear in Φ`;ra is the lifting of a to a function on T˚r´1sf quadratic in Φ`. If the “higher co-
herencies” rq, as “ 0, ra, as “ 0 are observed, then (208) satisfies the classical master
equation tS, Su “ 0. Otherwise, one should add corrections to (208) corresponding
to polyvectors of degree ě 3 on f , which correct for the error in the classical master
equation. E.g., if rq, as “ ´rs, bs for b P V3pfq3, one should add rb (a term cubic in
anti-fields) to the r.h.s. of (203), and so on.
Example 4.101 (System with no gauge symmetry cast in BV and the Koszul
complex). Consider the case of a classical system defined by an n-manifold X
endowed with a function Scl P C8pXq with no gauge symmetry. In this case,
the space of BV fields (199) is simply F “ T˚r´1sX, the BV action is S “ Scl
(the classical action pulled back from X to T˚r´1sX), classical master equation
tS, Su “ 0 holds trivially (since S is constant in the fiber direction of T˚r´1sX).
If xi are the local coordinates on X and x`i the corresponding fiber coordinates on
T˚r´1sX, the cohomological vector field Q “ tS, ‚u on F locally has the form
(209) Q “
ÿ
i
BScl
Bxi
B
Bx`i
The zero locus of Q is the space of solutions of the Euler-Lagrange equation dScl “ 0
which is the same as the critical locus Xcrit Ă X of Scl (this is a trivial case of the
Remark 4.95). The complex C8pFq with differential Q is the Koszul complex66
(210) Γp^nTXqloooomoooon
K´n
Ñ ¨ ¨ ¨ Ñ Γp^2TXqloooomoooon
K´2
Ñ ΓpTXqloomoon
K´1
xdScl,‚yÝÝÝÝÝÑ C8pXqloomoon
K0
Locally, in a coordinate neighborhood U Ă X, it has the form K´‚U “ C8pUq b
^‚Rn “ C8pUqrx`1 , . . . , xn` s with differential (209). In particular, K´‚U is a free su-
percommutative algebra, obtained from C8pUq by adjoining the free anti-commuting
variables x`1 , . . . , xn` (the anti-fields or the Koszul generators, cf. [52]), placed in
degree ´1. The value of the Koszul differential on the generator x`i is the respective
partial derivative of the action, x`i ÞÑ BSclBxi (and then the differential is extended to
the entire Koszul complex as a derivation, by Leibniz identity). The cohomology
of the complex (210) has the form
(211) H´kQ “
"
C8pXcritq for k “ 0,
0 for k ă 0
under the assumption that dScl has maximal rank everywhere on Xcrit, i.e., if the
intersection of graphpdSclq Ă T˚X with the zero-section of T˚X is transversal
(which is related to the assumption that Scl does not have gauge symmetry).
Example 4.102 (P. M., [42]). One idea of constructing a small-dimensional ex-
ample of gauge symmetry given by a non-integrable distribution E on X with a
66 Recall that, generally, given a ring R, a rank n free module A and an R-module morphism
e : A Ñ R, one can construct the Koszul chain complex Kn Ñ ¨ ¨ ¨ Ñ K2 Ñ K1 “ A eÝÑ R
with Ki “ ^iA and with the boundary operator δKoszul : Ki Ñ Ki´1 mapping a1 ^ ¨ ¨ ¨ ^ ai ÞÑři
j“1p´1qj´1epajq ¨ a1^ ¨ ¨ ¨xaj ¨ ¨ ¨ ^ ai. Here we prefer to use tho cohomological grading and thus
denote Ki as K
´i.
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(non-constant) invariant function Scl is as follows. Take X to be a bundle over
the base R (parameterized by a coordinate t), with fiber M and consider a family
of contact structures αt on M depending on t, such that for t “ 0 the maxi-
mally non-integrable distribution Et on M corresponding to the contact structure
αt degenerates into an integrable distribution E0. Then the family tEtu yields a
distribution on X (a subbundle of the vertical tangent bundle on X Ñ R), and for
Scl one can take any function of t whose sole extremum is at t “ 0.
A simple exmplicit example of this situation is the following: M “ R3 with
coordinates x, y, z with a t-dependent contact 1-form αt “ dz ´ ty dx which fails
the contact property α ^ dα ‰ 0 if and only if t “ 0. The corresponding rank
2 distribution Et “ kerαt on R3 is spanned by vector fields By, Bx ` ty Bz. Thus,
we obtain a gauge system with X “ R3 ˆ R (with coordinates x, y, z, t), with
distribution
E “ SpanpBy, Bx ` ty Bzq Ă TX
We can take Scl “ t22 as a simplest choice. The critical locus is Xcrit “ R3ˆt0u Ă X
– the fiber of X over t “ 0. In the BV formulation, we have F “ T˚r´1sEr1s with
the following coordinates.
coordinates degree (ghost number)
x, y, z, t on X 0
c1, c2 on the fiber of Er1s 1
x`, y`, z`, t` on the fiber of T˚r´1sX ´1
c`1 , c
`
2 on the cotangent fiber of the fiber of Er1s ´2
The corresponding BV action is:
(212) S “ t
2
2
` c1 y` ` c2px` ` ty z`q ` c1c2 t`z`
Note the last term here, quadratic in anti-fields, which corresponds to non-integrability
of the distribution E, as per Remark 4.99. If we choose Scl to be given by some
other function fptq whose sole extremum is at t “ 0, the last term in (212) will get
rescaled with the factor 1f2p0q .
Remark 4.103. The Example 4.102 can be pushed further, to the quantum BV
setting. Then in (212) it is convenient to make the coordinate z periodic, i.e.,
M “ R2 ˆ S1 instead of M “ R3. Then, choosing the gauge-fixing Lagrangian
L Ă F given by t` “ z` “ c`1 “ c`2 “ 0, x “ x0, y “ y0 (for some fixed x0, y0),
the BV integral
ş
LĂF e
i
~S is convergent and can be regarded, morally, as a way to
make sense of the volume of the non-Hausdorff quotient X{E (cf. Remark 4.54).67
Example 4.104 (Felder-Kazhdan, Example 6.7 in [23]). Let pi : X Ñ Y be a
vector bundle with base Y endowed with inner product g on the fibers and with
a (possibly non-flat) connection ∇ preserving the inner product (i.e. d gpu, vq “
gp∇u, vq`gpu,∇vq for any sections u, v P ΓpY,Xq). Then we define a classical gauge
system on X by setting Sclpxq “ 12gpx, xq (the quadratic form on fibers determined
67Note that E integrates to a rank 2 foliation on Xcrit “ M ˆ t0u, with leaf space S1. On
the other hand, E is a maximally non-integrable distibution on each M ˆ ttu for each t ‰ 0, i.e.
one can connect any two points on M ˆ ttu by a path tangential to E. Thus, each M ˆ ttu for
each t ‰ 0 constitutes a rank 3 “leaf” of E. In this sense, X{E, viewed as points of X modulo
the equivalence relation given by the possibility to connect two points by a path tangent to E, is
R (parameterized by t), with the point t “ 0 thickened to Xcrit{E » S1. It is a non-Hausdorff
space.
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by g), and setting E to be the horizontal distribution on the total space of the
bundle X Ñ Y determined by ∇ (viewed as an Ehresmann connection). Note that
Scl is E-invariant, since ∇ is compatible with the inner product on fibers, and E is
integrable if and only if ∇ is flat.
The space of BV fields here is
(213) F “ T˚r´1sppi˚T r1sY q
To write down the BV action, let us introduce the local coordinates yµ on Y and
vi in the fiber of pi : X Ñ Y , corresponding to a basis of sections teiu. Then g has
the local components gijpyq “ gpei, ejq and we have Scl “ ři,j 12gijpyqvivj . Let
A “
ÿ
µ
A iµ jpyq ei b ej ¨ dyµ P Ω1pY,EndpXqq
be the local connection 1-form of∇ (i.e., ∇ acts on sections by ři viei ÞÑ ři,µp BByµ vi`ř
j A
i
µ jpyq vjq ei dyµ and the respective horizontal distribution is E “ Span
!
B
Byµ `
ř
i,j A
i
µ jpyq vj BBvi
)
),
with curvature 2-form
F∇ “ dA` 1
2
rA,As “
ÿ
i,j,µ,ν
F iµν jpyq ei b ej ¨ dyµ ^ dyν P Ω2pY,EndpXqq
Then the BV action on F takes the form S “ Scl ` S∇ ` SF – the classical action
plus the term associated to the horizontal distribution corresponding to ∇ plus the
term associated to the curvature. More explicitly:
(214)
S “
ÿ
i,j
1
2
gijpyqvivj`
ÿ
µ
cµ
˜
yµ` `
ÿ
i,j
A iµ jpyq vjv`i
¸
`1
4
ÿ
i,j,k,µ,ν
pg´1pyqqjkF iµν kpyq cµcνv`i v`j
Here the ghosts cµ are the fiber coordinates on T r1sY ; yµ` , v`i , cµ` are the fiber
coordinates on the shifted cotangent bundle (213) corresponding to the coordinates
yµ, vi, cµ on pi˚T r1sY . First two terms in the BV action (214) correspond to the
first two terms in (201) and the third term in (214) is quadratic in the anti-fields
and is the correction necessary for S to satisfy tS, Su “ 0. Note that in the case
when ∇ is flat, the last term in (214) vanishes and then S satisfies the ansatz (192)
and thus corresponds to a BRST theory via the construction of Example 4.91. On
the other hand, the case of ∇ non-flat cannot be treated without using the BV
formalism. Finally, note that in this example, the critical locus Xcrit “ Y – the
zero-section of pi : X Ñ Y and the “Euler-Lagrange moduli space” – the quotient
of Xcrit by the gauge transformations E – is the discrete set pi0pY q.
4.8.5. Felder-Kazhdan existence-uniqueness result for solutions of the classical mas-
ter equation. In [23], Felder and Kazhdan considered the following setup for the BV
formalism, within the context of algebraic (rather than differential) geometry. For
X a non-singular affine variety over a field k of characteristic zero, endowed with
a regular function Scl on X, Felder and Kazhdan consider the following version
of the “BV problem”. One wants to construct, starting from the data pX,Sclq, a
´1-symplectic Z-graded variety F of form T˚r´1sf for some non-negatively graded
variety f “ FBRST, together with a regular function S on F , such that:
(a) The support of F is X, i.e., F is a graded vector bundle over X.
(b) The restriction to the support S|X is Scl.
(c) S solves the classical master equation tS, Su “ 0.
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(d) The cohomology sheaf of the sheaf of non-positively graded complexesOF{IF , Q
vanishes in negative degrees. Here OF is the structure sheaf of F over the base
X, IF is the ideal generated by elements of positive degree in OF . The deriva-
tion Q “ tS, ‚u preserves the ideal IF and thus induces a derivation Q on the
quotient OF{IF which still squares to zero, due to (c).
Then, in the terminology of [23], pF , Sq is a BV variety with support pX,Sclq.
Two BV varieties pF , Sq and pF 1, S1q with the same support pX,Sclq are said
to be equivalent if there exists a Poisson isomorphism (i.e. an isomorphism of
sheaves of graded commutative algebras preserving the degree 1 Poisson bracket)
φ : F Ñ F 1 inducing identity on the support X idÝÑ X and such that S “ pi˚S1.
Two BV varieties pF , Sq and pF 1, S1q with the same support pX,Sclq are said to
be stably equivalent if they become equivalent after taking a direct product (possibly
on both sides) with BV varieties with trivial support pX “ point, Scl “ 0q.68
Theorem 4.105 (Felder-Kazhdan, [23]). Let Scl be a regular function on a non-
singular affine variety X. Then:
(1) There exists a BV variety pF , Sq with support pX,S0q, such that F “
T˚r´1sf for some non-negatively graded variety f.
(2) The BV variety pF , Sq satisfying the condition of (1) is unique up to stable
equivalence.
(3) The BRST cohomology H‚QpOF q, as a sheaf over X, is uniquely determined
by the data pX,Sclq. The BRST cohomology sheaf is supported on the
critical locus of Scl and vanishes in negative degrees.
(4) Zeroth BRST cohomology has the form
(215) H0Q » JpSclqLpSclq
where JpSclq is the Jacobian ring (viewed as a sheaf of local rings over X)
– OX modulo the ideal generated by partial derivatives of Scl, or equiva-
lently the cokernel of TX
dSclÝÝÝÑ OX . LpSclq in (215) are the “infinitesimal
symmetries” – the kernel of TX
dSclÝÝÝÑ OX .
The r.h.s. of (215) should be understood as a GIT replacement for the space
of functions on the quotient of the critical locus of Scl by the infinitesimal gauge
symmetries.
The idea of construction of the BV variety pF , Sq with given support pX,Sclq is
as follows:
(i) First, one constructs the complex
(216) pOF{IF , Qq “ ¨ ¨ ¨ Ñ TXlomon
deg“´1
dSclÝÝÝÑ OXlomon
deg“0
as a Koszul-Tate resolution of the sheaf map TX
dSclÝÝÝÑ OX . I.e., locally on
X, using local coordinates xi, one does the following:
68 Note that the transition pFmin, Sminq ÞÑ pF , Sq between the minimal and non-minimal BV
packages associated to Faddeev-Popov data in Subsection 4.8.3 is an example of stable equivalence.
In this example we think of the space of auxiliary fields T˚r´1spg˚r´1s‘g˚q, appearing in (195),
as a graded variety with support a point (despite the fact that there are auxiliary fields of degree
zero – we consider them as vertical coordinates on the graded vector bundle over the support
rather than geometric coordinates on the support).
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‚ One adjoins to OX the Koszul generators x`i of degree (ghost number
´1) with Koszul differential Qp1q : x`i ÞÑ BSclBxi (extended as a derivation
on OX rx`1 , . . . , xn` s).‚ One adjoins Tate generators ca` in degree ´2 in order to kill the Koszul
cohomology classes in degree ´1 which arose on the previous stage.
‚ One continues the process, introducing generators of degree ´k ´ 1 in
order to kill the cohomology classes appearing in the previous stage in
degree ´k.
Eventually, we obtain the complex (216) whose cohomology in negative degree
vanishes by construction.
(ii) To construct the entire ´1-symplectic variety F , we adjoin the “conjugates”
of the Tate generators: for each Tate generator of degree ´k ď ´2 we adjoin
its Darboux conjugate (in the sense of the symplectic structure of F) in degree
k ´ 1 ě 1.
(iii) An auxiliary theorem of Felder-Kazhdan establishes that one can indeed con-
struct a function S on F with the property that it induces, via Q “ tS, ‚u,
the Koszul-Tate coboundary map Q on OF{IF in (216) that we constructed
in (i) by successive elimination of negative-degree cocycles.
Remark 4.106. Note that the Felder-Kazhdan’s approach is quite different from
our setup in Section 4.8.4: in the latter we used the classical action and the data
of infinitesimal gauge symmetry as input. In Felder-Kazhdan approach, one uses
only the classical action as the input and the symmetries are recovered indirectly
– as a “reflection” (conjugation) of degree ´2 Tate generators, as in (ii) above.
Remark 4.107. Felder-Kazhdan’s condition (d) of vanishing of the cohomology
of Q in negative degree is an extremely strong condition. It leads to having to
add an infinite tower of higher Tate generators/higher ghost fields even for certain
simple finite-dimensional examples of pX,Sclq.69 This acyclicity condition is in fact
typicaly spoiled in field theoretic examples: there one has an additional requirement
that the resolution (216) should be compatible with locality on the underlying space-
time manifold M (in this setting, X is itself the space of sections of a sheaf F0 over
M and one would like the space of Koszul-Tate generators in any degree ´k to
be the space of sections of some sheaf F´k over M). This requirement is typically
incompatible with acyclicity: one should rather allow the Koszul-Tate complex
(216) to have small (but possibly nonzero) cohomology in negative degrees. See
also [26] for a 1-dimensional field theory example where one gets large (infinite-
dimensional) BRST cohomology spaces in negative degrees.
Lecture 25,
11/28/2016.
4.9. AKSZ sigma models. in [1], Alexandrov, Kontsevich, Schwarz and Zaboron-
sky proposed a construction of a solution of the classical master equation on the
mapping space between two supermanifolds (the source and the target) endowed
with appropriate supergeometric data. This construction, referred to as the AKSZ
construction, produces (for appropriate choices of the source/target data) the BV
69See, e.g., Example 6.8 in [23], with X the affine plane with coordinates x, y and with Scl “
1
4
px2 ` y2 ´ 1q2.
BV FORMALISM AND APPLICATIONS 115
action functionals for many known topological field theories, including, in particu-
lar, the Chern-Simons theory, Poisson sigma model, BF theory and more. Restric-
tions to special gauge-fixing Lagrangians also yield the Witten’s A and B models,
Rozansky-Witten theory and more.
One virtue of the AKSZ construction is that it is a very natural geometric con-
struction, giving a new supergeometric perspective to known topological field the-
ories (with Chern-Simons theory being the main motivating example), as well as
producing new examples. Another virtue is that it produces right away the BV ac-
tion for a topological field theory, thus solving/circumventing the potentially hard
problem of constructing the BV action from the classical action and its symmetries.
4.9.1. AKSZ construction. The input of the construction is the source and target
data.
‚ Source data. A closed oriented n-dimensional manifold M – the source
manifold (or the spacetime).
‚ Target data. A Hamiltonian dg manifold (cf. Definition 4.90) of degree
n´ 1, i.e., the data of:
– a dg manifold pN , QN q,
– a symplectic form of internal degree n´ 1, ωN P Ω2pN qn´1,
– a Hamiltonian of internal degree n, ΘN P C8pN qn, generating the
cohomological vector field QN as its associated Hamiltonian vector
field, and satisfying tΘN ,ΘN uωN “ 0.
Additionally, we require that ωN is exact, with αN P Ω1pN qn´1 a fixed
primitive 1-form, i.e., ωN “ δαN .70
A notation/terminology convention. We will be using δ for de Rham oper-
ator on (forms on) the target and on the space of fields and will reserve d for the de
Rham operator on (forms on) the source. Also, we will be using the terms degree,
internal degree or the ghost number interchangeably for the Z-grading on functions
(and forms etc.) on the target and on the mapping space, and will denote it by |´|.
70 Note that (cf. [46]), since ωN is closed (being a symplectic form), there is, assuming
n ‰ 1, a distinguished primitive coming from the contraction with the Euler vector field on N :
διEωN “ LEωN “ pn´ 1qωN . Thus, ωN “ δ
´
1
n´1 ιEωN
¯
and so we may set αN “ 1n´1 ιEωN .
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One constructs the space of fields of the model as the mapping space between
graded supermanifolds:71
(217) F “ MappT r1sM,N q
We first focus on the local description of the AKSZ construction and then give a
global (coordinate-invariant) description.
Local description of the construction. Locally, if xa are local coordinates
on N and ui are local coordinates on M , with θi “ dui the corresponding degree
1 fiber coordinates on T r1sM , one introduces the superfield Xa associated to the
target coordinate xa as
(218) Xa “
nÿ
k“0
ÿ
1ďi1ă¨¨¨ăikďn
Xai1¨¨¨ikpuq θi1 ¨ ¨ ¨ θik
Here the coefficient functions Xai1¨¨¨ik P C8pMq can be seen as coordinates on the
mapping space (217) of degree |Xai1¨¨¨ik | “ |xa| ´ k, where |xa| is the degree of xa
as a coordinate on the target. Functions Xai1¨¨¨ikpuq have to satisfy certain natural
transition rule on the overlaps of coordinate charts on the target (and transform
as local coefficients of a k-form on the source on the overlaps of source coordinate
charts).
In the special case when the target N is a graded vector space, one can cover
it by a single coordinate chart and identify the mapping space with the space of
N -valued nonhomogeneous forms on the source,
F “ Ω‚pMq bN
71 For details on the mapping spaces in the category of graded supermanifolds, we refer to [17]
and [10], Appendix B.2. In particular, for M,N two graded supermanifolds, one first introduces
the space of morphisms (or degree preserving mappings): a morphism φ : MÑ N is a morphism
of sheaves of graded commutative algebras of functions (in particular, we have a map of bodies
as smooth manifolds φ0 : M Ñ N and for each open set in the body U Ă N one has a morphism
of commutative graded algebras φ˚U : ON |U Ñ OM|φ´10 pUq). The space of morphisms, de-
noted MorpM,N q or Map0pM,N q, can be endowed with the structure of an infinite-dimensional
(Fre´chet) manifold. In the category of graded manifolds, the space of morphisms fails the adjunc-
tion property: MorpL,MorpM,N qq ‰ MorpLˆM,N q for L,M,N a general triple of graded man-
ifolds (in fact, it fails even in the category of graded vector spaces). However, if one extends from
morphisms to all, possibly non-degree preserving, mappings, the corresponding Hom space – the
full mapping space – satisfies the adjunction property: MappL,MappM,N qq “ MappLˆM,N q.
Restricting to degree zero, we have the property MorpL,MappM,N qq “ MorpLˆM,N q. The lat-
ter property characterizes uniquely the mapping space MappM,N q by probing it with morphisms
of any test graded manifold L into it. In other words, it is a description of the mapping space via
the functor of points (a.k.a. the S-point formalism). In the special case when N is a graded vector
space, one has MappM,N q “ C8pMq bN – a graded infinite-dimensional manifold, whereas its
degree zero part MorpM,N q “ rC8pMq bN s0 is an ordinary (non-graded) infinite-dimensional
manifold. For N a general graded manifold, mappings whose range fits in a single coordinate
chart can be described by this construction (in particular, this applies to mappings which are
infinitesimally close to constant mappings, which are of particular importance in perturbative
quantization). More care (correct gluing of local pictures) is required to descibe mappings whose
body is a non-trivial morphism φ, whose range does not fit in a single coordinate chart on N
– this is of particular importance for evaluating the perturbative contributions of instantons in
AKSZ theories.
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Assume that the target symplectic form is locally written as
ωN “ 1
2
ÿ
a,b
ωabpxq δxa ^ δxb “ δ p
ÿ
a
αapxq δxaqlooooooomooooooon
αN
Then one constructs the odd-symplectic form (the BV 2-form) on the mapping
space as
(219) ω “ 1
2
ÿ
a,b
ż
M
ωabpXq ¨ δXa ^ δXb P Ω2pFq´1
Here one understands the superfield Xa as a coordinate function on F taking values
in forms on M . Thus, in (219) the integrand is a 2-form on F valued in forms on
M ; we pick the top-degree part of the integrand w.r.t. the form degree on M
and integrate. Expression ωabpXq means, informally, “substitute the superfield Xc
instead of the target coordinate xc into the expression for ωabpxq”. (We will discuss
a more invariant description below.)
The BV action of the model is defined as follows:
(220) S “
ż
M
ÿ
a
αapXq dXa `ΘN pXq P C8pFq0
Here d “ ři θi BBui is the de Rham differential on the source manifold M . Note that
the action (220 is manifestly split into two parts – the source (or “kinetic”) term
and the target (or “interaction”) term.
The cohomological vector field on F can be written in terms of variational deriva-
tives w.r.t. the superfield components:
Q “
ż
M
pdXaqi1¨¨¨ikpuq δδXai1¨¨¨ikpuq
`QN pXpuqqa δ
δXapuq P XpFq1
Global (coordinate-free) description of the construction. In the mapping
space (217) the target N is a dg manifold with a cohomological vector field QN ; the
source T r1sM is also a dg manifold, with cohomological vector field defined by the de
Rham operator d “ dM on M . They can be viewed as infinitesimal diffeomorphisms
(parameterized by an odd flow parameter) of the target and source of the mapping
space, and can be lifted, via left and right action on mappings, respectively, to
two infinitesimal diffeomorphisms of the mapping space. The latter correspond
to two cohomological vector fields, dliftedM , Q
lifted
N P XpFq1 – the lifts of dM and
QN to the mapping space via the left/right action on mappings. We set the total
cohomological vector field on F to be the sum of those,
(221) Q “ dliftedM `QliftedN
It is manifestly split into a source part and a target part.
Consider the following diagram:
(222)
T r1sM ˆ F evÝÝÝÝÑ N
pi
§§đ
F
where ev : T r1sM ˆ MappT r1sM,N q Ñ N is the evaluation mapping and pi :
T r1sMˆF Ñ F is the projection to the second factor. Given a p-form on the target
φ P ΩppN qj , we can pull it back to a form ev˚φ on T r1sM ˆ F , of which we pick
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the bi-degree p0, pq component according to the bi-grading of the de Rham complex
of a direct product (i.e. the component of ev˚φ in Ω0pT r1sMqpbΩppFq). Then we
integrate the result against the canonical Berezinian on T r1sM (in other words, we
use the identification C8pT r1sMq – Ω‚pMq and integrate the result as a differential
form on M , picking its top-degree component); we denote this integration procedure
by pi˚ (viewed as a pushforward along the projection in (222)). Thus, we have a
mapping (the transgression map) sending forms on the target to forms on the
mapping space:
(223) T “ pi˚ev˚ : ΩppN qj Ñ ΩppFqj´n
Note that the trangression T preserves the de Rham degree of a form but changes
its internal grading by ´n (since the integration pi˚ is nontrivial on top forms on
M , identified with elements of C8pT r1sMqn, and maps them to numbers, thus
dropping the internal degree by n).
Note that the superfield (218) is simply the pullback of a target coordinate
function xa by the evaluation:
Xa “ ev˚xa P C8pT r1sMqpbC8pFq – Ω‚pMqpbC8pFq
Written in local coordinates, the transgression acts on a form φ on the target as
follows:
φ “
ÿ
a1,...,ap
φa1¨¨¨appxq δxa1^¨ ¨ ¨^δxap TÞÑ
ż
Mlomon
p˚
ÿ
a1,...,ap
φa1¨¨¨appXq δXa1 ^ ¨ ¨ ¨ ^ δXaploooooooooooooooooooooooomoooooooooooooooooooooooon
ev˚φ
In particular, the coefficients φ¨¨¨pXq on the right hand side are the pullbacks of
the coefficients φ¨¨¨pxq by the evaluation, which can be informally understood as
the substitution of the superfields Xa instead of target coordinate functions xa in
φ¨¨¨pxq. Note that ev˚ is a homomorphism of commutative dg algebras and thus is
defined by its action on generators ev˚ : xa ÞÑ Xa.
Using the transgression map, one defines the BV symplectic structure on F as
the transgression of the target symplectic form:
(224) ω “ TωN P Ω2pFq´1
Note that the internal degree of ωN was pn ´ 1q but became ´1 after the trans-
gression to the mapping space. The action is defined as follows:
(225) S “ ιdliftedM TαN ` TΘN P C8pFq0
The first and second terms here correspond to the first and second terms in the local
expression (220). Note that TαN “
ş
M
ř
a αapXq δXa P Ω1pFq´1. Contracting
this expression with the vector field dliftedM amounts, in practice, to replacing δX
a
with dXa, thus leading to the first term in (220).
Theorem 4.108. The data pF , ω,Q, Sq as defined above by (217,219,221,225)
satisfies the axioms of a classical BV theory (cf. Section 4.8.1). In particular:
(i) ω is odd-symplectic,
(ii) S satisfies the classical master equation tS, Su “ 0,
(iii) Q is the Hamiltonian vector field for S,
(iv) Q2 “ 0.
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Proof. Note that, using Stokes’ theorem on M , we obtain that T is a chain map,
i.e., Tδφ “ δTφ for any form φ on the target. Thus, e.g., δω “ δTωN “ TδωN “ 0,
i.e., ω is closed. The fact that ω is weakly non-degenerate follows by inspection of
(219) from non-degeneracy of ωN .
The fact Q squares to zero follows from the construction (221): it is built out
of the liftings of two cohomological vector fields on the source and the target –
the liftings automatically square to zero individually and also they automatically
anti-commute with each other.
Let us check that Q is the Hamiltonian vector field for S:
(226) ιQω “ ιdliftedM TωN ` ιQliftedN TωN “ ιdliftedM δTαN ` TιQNωN “
“ LdliftedM TαNlooooomooooon
0
`διdliftedM αN ` δTΘN “ δS
Here we used the observation that the Lie derivative along dliftedM of any transgressed
object Tp¨ ¨ ¨ q is the integral overM of a total derivative and thus vanishes by Stokes’
theorem on M .
The classical master equation follows from Q2 “ 0 and the fact that S is the
Hamiltonian for Q. 
Remark 4.109. A more general form of the AKSZ construction allows the source
to be any dg manifold M with a cohomological vector field QM, endowed with
a compatible Berezinian µM of degree ´n (linked to the degrees of the target
symplectic form and Hamiltonian), i.e. defining an integration map
ş
M µM ¨ p¨ ¨ ¨ q :
C8pMqn Ñ R. The discussion above goes through, changing everywhere T r1sM to
M (in particular, the space of fields becomes the mapping space F “ MappM,N q),
changing dM to QM and replacing the integration of forms on M with integra-
tion of functions on M w.r.t. µM. Source of the form T r1sM,dM with canonical
Berezinian corresponding to integration of forms on M is the main class of examples
and leads to topological (diffeomorphism invariant) AKSZ sigma models. However,
one can study other interesting examples. E.g., for M a closed complex manifold
of (complex) dimension n endowed with a holomorphic volume form v P Ωn,0pMq,
one can set M “ T 0,1r1sM – the shifted anti-holomorphic tangent bundle of M .
Here C8pMq is identified with the Dolbeaux complex Ω0,‚pMq of M and the coho-
mological vector field on M corresponds to the Dolbeault differential B¯ on M . The
integration on M in this case is defined by pairing with the holomorphic volume
form v. The AKSZ construction with such a source leads to “holomorphic” models
depending on the complex structure on M .
Remark 4.110. An AKSZ theory can be regarded as a BV extension of a certain
classical gauge system. The data of the latter can be read off from the AKSZ theory,
by expanding the BV action in the homogeneous components of fields, according to
ghost degree. In particular, the classical fields are the degree preserving mappings
(or morphisms, see footnote 71), Fcl “ Map0pT r1sM,N q inside the space of all
mappings (this is the body, or the ghost number zero part of the entire mapping
space F “ MappT r1sM,N q). The classical action Scl is the BV action S, as given
by the AKSZ construction (220,225), restricted to ghost number zero fields, Scl “
S|XaÑXacl where Xacl is the gh “ 0 part of the superfield Xa which is the k “ |xa|
term in the sum (218) if 0 ď |xa| ď n and Xacl “ 0 otherwise (thus the classical
field corresponding to a coordinate xa on the target is a k-form field on the source
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M , with k “ |xa|, whereas the whole superfield is a nonhomogeneous form on the
source).72 Generators of infinitesimal gauge transformations correspond to degree
1 part of the mapping space (mappings shifting degree by 1), Map1pT r1sM,N q.
Gauge symmetry transformations are read off of the terms in the BV action which
are of form
ş
M
Xgh“´1Xgh“1p¨ ¨ ¨ q i.e. are bilinear in gh “ 1 fields (ghosts) and
gh “ ´1 fields (anti-fields for classical fields), with p¨ ¨ ¨ q depending only on Xcl “
Xgh“0. Structure constants of the gauge symmetry algebra are read off from the
terms of form
ş
M
Xgh“´2Xgh“1Xgh“1p¨ ¨ ¨ q in the BV action.
Remark 4.111. The ghost degree zero part of the mapping space MappT r1sM,N q
contains an important submanifold Map0,dgpT r1sM,N q given by morphisms of dg
manifolds from T r1sM to N , i.e. degree zero maps intertwining the source and
target cohomological vector fields (in other words, morphisms of sheaves of com-
mutative differential graded algebras φ0 : M Ñ N , φ˚ : ON |U Ñ OT r1sM
ˇˇ
φ´10 pUq).
It is the degree zero part of the vanishing locus of the total cohomological vector
field Q on the mapping space (221).73 In terms of the corresponding classical gauge
system, it is the set of solutions of Euler-Lagrange equations defined by the classical
action Scl of Remark 4.110.
4.9.2. Example: Chern-Simons theory. Chern-Simons theory in BV formalism is
an instance of an AKSZ theory (and the original motivating example), with n “ 3,
see [1].
Fix M a closed oriented 3-manifold and g a Lie algebra with a nondegenerate
ad-invariant pairing x, y. For simplicity, we assume that the pairing is the Killing
form xx, yy “ trxy with the trace taken in the adjoint representation of g.
We define the AKSZ target as the degree-shifted Lie algebra N “ gr1s. Let tT au
be an orthonormal basis in g. Associated to it are the degree (ghost number) 1
coordinate functions ψa on gr1s; it is also convenient to introduce an element
(227) ψ “
ÿ
a
ψaT a P C8pgr1sq b g
– a generating function for coordinates on gr1s, or a universal g-valued coordinate
on gr1s. The structure of an exact Hamiltonian dg manifold of degree 2 on N “ gr1s
is defined as follows.
‚ The cohomological vector field is
QN “ 1
2
ÿ
a,b,c
fabcψbψc
B
Bψa “
1
2
B
rψ,ψs, BBψ
F
Here fabc are the structure constants of the Lie bracket in g in the basis T a.
Note that C8pN q “ ^‚g˚ “ C‚CEpgq is the Chevalley-Eilenberg complex
of the Lie algebra g and QN “ dCE is the Chevalley-Eilenberg differential.
72 Miraculously, under the assumption that N is nonnegatively graded (which implies that
degrees of coordinates on N are in the range 0 ď |xa| ď n´ 1 due to the existence of an pn´ 1q-
symplectic structure ωN ) the converse is true: one can obtain the BV action of the theory S from
the classical action Scl by substituting superfields instead of the classical fields, S “ Scl|Xa
cl
ÑXa ,
i.e., substituting nonhomogeneous forms instead of fields given by forms of fixed degree. This is a
special feature of AKSZ theories and doesn’t hold for general gauge theories.
73More precisely, with our sign conventions, the zero locus of Q in degree zero is given by
anti-dg morphisms, i.e., degree-preserving maps φ : T r1sM Ñ N satisfying φ˚QN “ ´dMφ˚ :
C8pN q Ñ C8pT r1sMq
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‚ The degree 2 symplectic structure is
ωN “ 1
2
ÿ
a
δψa ^ δψa “ 1
2
xδψ, δψy P Ω2pN q2
It is exact, with a distinguished primitive
αN “ 1
2
ÿ
a
ψa ^ δψa “ 1
2
xψ, δψy P Ω1pN q2
‚ The degree 3 Hamiltonian is
ΘN “ 1
6
ÿ
a,b,c
fabcψaψbψc “ 1
6
xψ, rψ,ψsy P C8pN q3
Note that the equation tΘN ,ΘN u “ 0 follows from the fact that Θ is a Chevalley-
Eilenberg cocycle.
The space of AKSZ fields (217) is the mapping space
F “ MappT r1sM, gr1sq
which can be conveniently identified with the graded vector space of g-valued non-
homogeneous differential forms on M with degree shifted by 1:
F “ Ω‚pMq b gr1s
We parameterize fields by the total superfield (the superfield corresponding to the
universal coordinate ψ, as in (227), on the target)
A “
ÿ
a
T aAa “ Ap0q `Ap1q `Ap2q `Ap3q
where Aa is the superfield corresponding to the coordinate ψa on the target; Apkq
is the component of A which is a k-form on M . Comparing to the notations of
Section 4.8.3, we have the following:
‚ The de Rham degree 0, ghost number 1 component Ap0q “ c P Ω0pM, gq
is the ghost, corresponding to the generators of the infinitesimal gauge
symmetry in Chern-Simons theory (the infinitesimal automorphisms of the
principal bundle over M).
‚ The de Rham degree 1, ghost number 0 component Ap1q “ A P Ω1pM, gq
is the classical connection field.
‚ The de Rham degree 2, ghost number ´1 component Ap2q “ A` P
Ω2pM, gq is the anti-field for the classical field.
‚ The de Rham degree 3, ghost number´2 componentAp3q “ c` P Ω3pM, gq
is the anti-field for the ghost.
The BV symplectic structure on fields is
ω “ 1
2
ż
tr δA^ δA “
ż
tr
`
δA^ δA` ` δc^ δc`˘ P Ω2pFq´1
– we are writing both the expression in terms of the superfield, as given by the AKSZ
construction, and its expansion in terms of de Rham/ghost number homogeneous
components. The action (220) becomes
(228) S “
ż
M
tr
ˆ
1
2
A^ dA` 1
6
A^ rA,As
˙
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Expanded in homogenenous components, it yields:
(229)
S “
ż
M
tr
ˆ
1
2
A^ dA` 1
6
A^ rA,As
˙
`
ż
M
trA` ^ pdc` rA, csq `
ż
M
tr
1
2
c`rc, cs
Note that the three terms on the r.h.s. here correspond to the three terms in (194)
– the classical action, the term corrseponding to the infinitesimal gauge transfor-
mations of classical fields and the term associated to the Lie algebra structure of
infinitesimal gauge symmetry.
Note also that the AKSZ construction gives the BV action (228) for Chern-
Simons theory which has the same form as the classical action of Chern-Simons
theory where one substitutes the superfield in place of the classical field. In fact,
this property holds universally for AKSZ theories.
The cohomological vector field (the BRST operator) is:
Q “
ż
M
B
dA` 1
2
rA,As, δ
δA
F
“
ż
M
B
1
2
rc, cs, δ
δc
F
`
B
dAc,
δ
δA
F
`
B
FA ` rc, A`s, δ
δA`
F
`
B
dAA
` ` rc, c`s, δ
δc`
F
where FA “ dA ` 12 rA,As is the curvature and dA “ d ` rA,´s is the covariant
derivative. I.e., Q acts on fields as
Qc “ 1
2
rc, cs, QA “ dAc, QA` “ FA ` rc, A`s, Qc` “ dAA` ` rc, c`s
Lorentz gauge-fixing in Chern-Simons theory corresponds to fixing an arbitrary
Riemannian metric g on M and choosing the Lagrangian74 Lg Ă F in the space
of fields given by the condition d˚A “ 0 (with d˚ “ ´ ˚ d˚ the Hodge conjugate
of de Rham operator) – i.e. all homogeneous components of the superfield A must
be coclosed. One can present the space of fields as F – T˚r´1spΩ0pM, gqr1s ‘
Ω1pM, gqq. Then Lg can be identified with the conormal bundle N˚r´1sC for
C “ tc`A | c any, A s.t. d˚A “ 0u Ă Ω0pM, gqr1s ‘ Ω1pM, gq
4.9.3. Example: Poisson sigma model. This is an example of an AKSZ theory with
n “ 2. Let Σ be a closed oriented surface (the source manifold). Let pN, piq be
a Poisson manifold, i.e. a manifold N endowed with a bivector pi P ΓpN,^2TNq
satisfying the Poisson property rpi, pisNS “ 0 where r´,´sNS is the Nijunhuis-
Schouten bracket of polyvectors.
Classical picture. Classically, fields of Poisson sigma model (originally intro-
duced in [48, 30]) are budle maps from TΣ to T˚N ; we denote the base map by
74 To be precise, for Lg defined by the condition d˚A “ 0 to be Lagrangian, we must consider
forms on M twisted by an acyclic flat connection, as in [2, 3]. Otherwise, for a non-acyclic (e.g.
trivial) flat connection, Lg is not Lagrangian in the entire F , however it is Lagrangian in the
complement of the harmonic forms and can be used as a gauge-fixing Lagrangian for the fiber BV
integral, yielding the effective BV action on harmonic forms, see [9].
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X : Σ Ñ N and the fiber map by η:
(230)
TΣ
ηÝÝÝÝÑ T˚N§§đ §§đ
Σ
XÝÝÝÝÑ N
Here the vertical maps are the bundle projections. Note that η can be viewed as a
section, over Σ, of the bundle T˚ΣbX˚T˚N . The classical action of the Poisson
sigma model is:
(231) SclpX, ηq “
ż
Σ
xη ,^ dXy ` 1
2
xpipXq, η ^ ηy
Here we understand that η P Ω1pΣ, X˚T˚Nq, dX P Ω1pΣ, X˚TNq, thus in the first
term we canonically pair the tangent and cotangent fibers to N and wedge two
1-forms on Σ, to obtain a number-valued 2-form on Σ which can be integrated. In
the second term we understand that pipXq “ X˚pi P ΓpΣ,^2X˚TNq which can be
paired to η ^ η P Ω2pΣ,^2X˚T˚Nq to a number-valued 2-form on Σ which again
can be integrated over Σ.
If xi are local coordinates on N and pi “ ři,j piijpxqBi ^ Bj locally with piijpxq
the coefficient functions, then the action (231) can be written as
SclpX, ηq “
ż
Σ
ÿ
i
ηi ^ dXi `
ÿ
i,j
1
2
piijpXqηi ^ ηj
Where tηiu is a collection of 1-forms on Σ – components of η “ ři ηidxi.
Euler-Lagrange equations corresponding to the action (231) read:
(232) dX ` xpipXq, ηy “ 0, dη ` 1
2
xBpipXq, η ^ ηy “ 0
Or, more explicitly, dXi`řj piijpXqηj “ 0, dηi`řj,k 12BipijkpXqηj^ηk “ 0. These
equations are equivalent to the condition that the bundle map (230) is a morphism
of Lie algebroids, where TΣ carries the tautological Lie algebroid structure and the
Lie algebroid structure on T˚N is defined by the Poisson bivector pi.
The action (231) is invariant under the infinitesimal gauge transformations
(233) X ÞÑ X `  xpipXq, byloooomoooon
δbX
, η ÞÑ η `  pdb` xBpipXq, η ^ byqloooooooooooomoooooooooooon
δbη
or, more explicitly, Xi ÞÑ Xi`řj piijpXqbj , ηi ÞÑ ηi`´dbi `řj,k BipijkpXqηjbk¯.
Here b “ ři bidxi P ΓpΣ, X˚T˚Nq is the generator of the gauge transformation.
Remark 4.112. The commutator of two transformations of type (233) is not
a transformation of the same type, but it is one “on shell”, i.e., modulo Eular-
Lagrange equations (232). Explicitly (see [8]):
rδb, δb1sXi “ δrb,b1sXi(234)
rδb, δb1sηi “ δrb,b1sηi `
ÿ
k,r,s
BiBkpirspXqbrb1spdXk `
ÿ
j
pikjpXqηjq(235)
with δbX, δbη as in (233). Here the Lie bracket of two generators is defined by
(236) rb, b1s “ @BpipXq, b^ b1D
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or, explicitly, rb, b1si “ řj,k BipijkpXqbjb1k. Thus, the gauge symmetry here is
given by a non-integrable distribution on the space of classical fields, which is
only integrable on the space of solutions of Euler-Lagrange equations.75 The gauge
symmetry is given by a Lie algebroid E over MappΣ, Nq whose fiber over a map
X : Σ Ñ N is the space of sections ΓpΣ, X˚T˚Nq, with the anchor given by
b ÞÑ δbX P TXMappΣ, Nq (as in the first formula in (233)) and with the bracket
of sections defined by (236). The algebroid E acts on the entire space of classical
fields; however, this is not a strict action, but rather an action up-to-homotopy.
In this regard, Poisson sigma model is structurally similar to the Example 4.98,
replacing a Lie algebra by a Lie algebroid.
Poisson sigma model as an AKSZ theory. BV extension of the Poisson
sigma model can be constructed as an AKSZ theory with n “ 2, with the target
N “ T˚r1sN
– the degree-shifted cotangent bundle of the Poisson manifold. To write explicit
formulas, we use local coordinates xi on N and corresponding degree 1 coordinates
pi on the odd cotangent fibers of T
˚r1sN . The structure of an exact degree 1
Hamiltonian dg manifold on N is defined as follows.
‚ The symplectic structure on N is the canonical symplectic structure of
the cotangent bundle, and for the distinguished primitive we choose the
canonical Liouvulle 1-form of the cotangent bundle. Locally:
ωN “
ÿ
i
δpi ^ δxi P Ω2pN q1, αN “
ÿ
i
piδx
i P Ω1pN q1
‚ The degree 2 Hamiltonian is the lifting of pi to a function Θ “ rpi on T˚r1sN
quadratic in fibers. Explicitly:
ΘN “ 1
2
ÿ
i,j
piijpxqpipj P C8pN q2
‚ The cohomological vector field QN corresponds to the Poisson-Lichnerowicz
differential rpi,´sNS on polyvector fields V‚pNq under the identification
C8pT˚r1sNq – V‚pNq. Explicitly,
QN “
ÿ
i,j
piijpxqpi BBxj `
ÿ
i,j,k
1
2
Bkpiijpxqpipj BBpk
The AKSZ space of fields of the model is the mapping space
F “ MappT r1sΣ, T˚r1sNq
The mappings are parameterized by two superfields
(237) rX “ Xp0q `Xp1q `Xp2q, rη “ ηp0q ` ηp1q ` ηp2q
where Xp0q “ X : Σ Ñ N is the base map (assigned ghost number 0) and Xpkq P
ΩkpΣ, X˚TNq for k “ 1, 2, with ghost number ghXpkq “ ´k. Field component
ηpkq P ΩkpΣ, X˚T˚Nq for k “ 0, 1, 2, with ghost number gh ηpkq “ 1 ´ k. In
particular, ηp1q “ η is the classical η-fields, the fiber map TΣ Ñ T˚N covering the
base map X.
75Unless components of pi are at most linear in coordinates; if they are, the distribution defined
by (233) is integrable everywhere, since the defect of integrability in (235) is proportional to the
second derivative of the Poisson bivector.
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In the notations of [8], one denotes the component ηp0q by β (it is the ghost
corresponding to the generator b of the infinitesimal gauge symmetry (233)) and
denotes the anti-field (the conjugate field, w.r.t. the BV 2-form) for the field Φ P
tX, η, βu by Φ`. Thus, one has the following notations for the homogeneous field
components: rX “ X ` η` ` β`, rη “ β ` η `X`
(the terms here correspond one-to-one to terms in (237); the order is preserved).
Or, arranged against de Rham degree and ghost number:
deg “ 0 deg “ 1 deg “ 2
gh “ ´2 β`
gh “ ´1 η` X`
gh “ 0 X η
gh “ 1 β
The odd-symplectic form (219,224) on the space of BV fields is:
ω “
ÿ
i
ż
Σ
δrηi ^ δ rXi “
“
ÿ
i
ż
Σ
δXi ^ δX`i ` δηi ^ δη`i ` δβi ^ δβ`i P Ω2pFq´1
The BV action (220) is:
(238) S “
ż
Σ
ÿ
i
rηi ^ d rXi `ÿ
i,j
1
2
piijp rXqrηi ^ rηj
Expanding this expression in homogeneous field components, one obtains:
(239) S “
ż
Σ
˜ÿ
i
ηi ^ dXi `
ÿ
i,j
1
2
piijpXqηj ^ ηk
¸
`
`
ż
Σ
ÿ
i,j
X`i pi
ijpXqβj`
ż
Σ
ÿ
i
η`i^
˜
dβi `
ÿ
j,k
BipijkpXqηjβk
¸
`
ż
Σ
ÿ
i,j,k
1
2
β`i BipijkpXqβjβk`
`
ż
Σ
ÿ
i,j,k,l
1
4
η`i ^ η`j BiBjpiklpXq βkβl
Here we have the following five terms on the r.h.s.:
‚ The first term is the classical action (231).
‚ Second and third term correspond to the gauge transformations of classical
fields (233).
‚ Fourth term corresponds to the Lie brackets (236).
‚ Fifth term is the homotopy for the defect of integrability of the gauge
symmetry as a distribution on the space of classical fields (235).
Thus, the entire BV action has the structure similar to the ansatz (207) of the
toy Example 4.98. By a miracle of AKSZ construction, this whole structrure is
developed from the BV action (238) which coincides, formally, with the original
classical action, but with the classical fields X, η replaced by the AKSZ superfieldsrX, rη (cf. footnote 72).
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The appearance of a term quadratic in antifields in the BV action (239) is a
sign that we are dealing with a theory where the gauge symmetry is given by a
non-integrable distribution (cf. Remark 4.99).Lecture 26,
11/30/2016. 4.9.4. Example: BF theory. The BF theory is a close relative of Chern-Simons
theory.76 It is a rare example of a topological field theory which exists in any
dimension. Let g be a finite-dimensional Lie algebra77 corresponding to a Lie group
G and M a closed oriented n-manifold for any n ě 2.
Classical picture. Classically, the theory is defined by the action
(240) Scl “
ż
M
xB ,^ FAy
(And hence the name “BF” theory.) Here the classical fields are:
‚ The connection A in the trivial G-bundle on M , i.e. A P Ω1pM, gq.
‚ An pn´ 2q-form B P Ωn´2pM, g˚q.
In (240), FA “ dA ` 12 rA,As P Ω2pM, gq is the curvature of the connection A; the
brackets x, y stand for the canonical pairing between g and g˚.
Remark 4.113. In a more general setup, one fixes a (possibly, non-trivial) G-
bundle P over M . Then the field A is a principal connection, A P ConnpPq (note
that its curvature FA P Ω2pM, adpPqq is a 2-form with coefficients in the adjoint
bundle adpPq) and B P Ωn´2pM, ad˚pPqq. Thus, the expression (240) still makes
sense.
Euler-Lagrange equations read:
FA “ 0(241)
dAB “ 0(242)
Here dAB “ pd`ad˚AqB is the de Rham differential of B twisted by the connection
A. Thus, a solution of Euler-Lagrange equations is a pair pA,Bq with A a flat
connection and B a horizontal (covariantly constant) pn´ 2q-form.
Action (240) is invariant under the following two types of gauge transformations:
pA,Bq ÞÑ pAg, Bgq “ ` g´1Ag ` g´1dg , Ad˚g´1pBq ˘(243)
pA,Bq ÞÑ pAt, Btq “ p A , B ` dAt q(244)
with g : M Ñ G and t P Ωn´3pM, g˚q the generators of the gauge transformations.
Thus, the gauge symmetry is given by the action of the group G “ MappM,Gq ˙
Ωn´3pM, g˚q on the space of classical fields Fcl “ Ω1pM, gq ‘ Ωn´2pM, g˚q. The
76In particular, 2-dimensional BF theory arises, on one hand, as the dimensional reduction of
Chern-Simons theory on a manifold of type ΣˆS1 with Σ a surface. On the other hand, it is the
zero area limit of 2-dimensional Yang-Mills theory [37, 59]. BF theory in dimension 3 is the same
as Chern-Simons theory with structure Lie algebra g˙ g˚ (where one equips g˚ with zero bracket
and brackets between g and g˚ are given by coadjoint action; the inner product is built out of the
canonical pairing between g and g˚ summands). Abelian BF theory in arbitrary dimension was
first introduced in [49]; the main result of this paper is that its path integral quantization yields
the Ray-Singer torsion.
77Unlike Chern-Simons theory, one does not need a non-degenerate ad-invariant pairing on g
to formulate the BF theory. However, for the BV quantization to go through (for the quantum
master equation), one needs to require that the Lie algebra g is unimodular, i.e., tr grx,´s “ 0
for any x P g. In particular, this property is satisfied automatically if g is the Lie algebra of a
compact group G.
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group G acts on the classical fields with nontrivial stabilizers. In particular, if
pA,Bq is a solution of Euler-Lagrange equations (in fact, we just need A to be flat
for this), elements pg, tq and prg,rtq of G act in the same way on pA,Bq if
(245) prg,rtq “ pg, t` dAt1q
with generator t1 P Ωn´4pM, g˚q “: G2 (we view G2 as an abelian Lie group).
In particular, the stabilizer of a solution of Euler-Lagrange equations pA,Bq P
Fcl under G-action contains the orbit of the unit of G under the shifts G2 Ñ G
given by (245). Furthermore, shifts (245) are the same if rt1 “ t1 ` dAt2 with
t2 P Ωn´5pM, g˚q “: G3, etc. Thus, over the space EL Ă Fcl of solutions of Euler-
Lagrange equations, one has the “tower of reducibility” of gauge symmetry (cf.
Section 4.3.4):
(246) Gn´2 ý¨¨ ¨ ýG2 ýG “ G1 ýEL
where, for k ě 2, groups Gk “ Ωn´2´kpM, g˚q are abelian and act on Gk´1 via
shifts
(247) tk´1 ÞÑ tk´1 ` dAtk
The group G1 :“ G “ MappM,Gq ˙ Ωn´3pM, g˚q is non-abelian.
The infinitesimal picture is that the gauge symmetry is given by a Lie algebroid
(248) Ω0pM, gq ‘ Ωn´3pM, g˚qlooooooooooooooomooooooooooooooon
LiepGq
Ñ TFcl
over Fcl. The anchor corresponds to the infinitesimal version of gauge transforma-
tions (243,244):
pA,Bq ÞÑ pA`  dAγ,B ´  ad˚γpBqq(249)
pA,Bq ÞÑ pA,B `  dAtq(250)
with infinitesimal generators pγ, tq P Ω0pM, gq‘Ωn´3pM, g˚q. The anchor has large
stabilizers over points of EL Ă Fcl. Over EL, one has a resolution of (248) by an
exact sequence of vector bundles over EL:
(251)
Ω0pM, g˚qloooomoooon
LiepGn´2q
dAÝÝÑ ¨ ¨ ¨ dAÝÝÑ Ωn´3pM, g˚qloooooomoooooon
LiepG2q
p0,dAqÝÝÝÝÑ Ω0pM, gq ‘ Ωn´3pM, g˚qlooooooooooooooomooooooooooooooon
LiepGq
Ñ T EL
BF as an AKSZ theory. We set the AKSZ target to be N “ gr1s‘ g˚rn´ 2s.
If tTau is a basis in g, and tT au the dual basis in g˚, we have the corresponding
coordinates ψa and ξa on N of degrees |ψa| “ 1, |ξa| “ n´ 2; we also denote
ψ “
ÿ
a
ψaTa P Fun1pN , gq, ξ “
ÿ
a
ξaT
a P Funn´2pN , g˚q
the generating functions for coordinates on N . We denote the structure constants
of g in the basis tTau by fabc, i.e., rTb, Tcs “
ř
a f
a
bcTa. We fix the following target
data:
‚ The target symplectic form
ωN “ xδξ ,^ δψy “
ÿ
a
δξa ^ δψa P Ω2pN qn´1
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with the distinguished primitive 1-form
αN “ xξ, δψy “
ÿ
a
ξaδψ
a P Ω1pN qn´1
‚ The target cohomological vector field QN is the Chevalley-Eilenberg dif-
ferential in C8pN q – C‚CEpg,Sym‚pg˚rn ´ 2sqq – the cochains of the Lie
algebra g with coefficients in the module given by the symmetric powers of
the (degree shifted) coadjoint module. Explicitly:
QN “
B
1
2
rψ,ψs, BBψ
F
`
B
ad˚ψpξq, BBξ
F
“
“
ÿ
a,b,c
1
2
fabcψ
bψc
B
Bψa ´
ÿ
a,b,c
fabcψ
bξa
B
Bξc P XpN q1
‚ The target Hamiltonian is:
(252) ΘN “ 1
2
xξ, rψ,ψsy “
ÿ
a,b,c
1
2
fabc ξaψ
bψc P C8pN qn
The equation tΘN ,ΘN uωN “ 0 holds by virtue of the Jacobi identity for
the structure constants of g.
The AKSZ space of fields is the mapping space
(253) F “ MappT r1sM, gr1s ‘ g˚rn´ 2sq – Ω‚pM, gqr1s ‘ Ω‚pM, g˚qrn´ 2s
It is parameterized by two superfields, A and B, corresponding to the target univer-
sal coordinates ψ and ξ via pullback by the evaluation map ev : T r1sM ˆ F Ñ N :
(254) A “ ev˚ψ “ Ap0q ` ¨ ¨ ¨ `Apnq, B “ ev˚ξ “ Bp0q ` ¨ ¨ ¨ ` Bpnq
Here Apkq is a k-form on M valued in g and has the ghost number ghpApkqq “ 1´k;
Bpkq is a k-form on M valued in g˚ and has the ghost number ghpBpkqq “ n´2´k.
Comparing to the classical gauge theory picture of BF theory discussed above,
we have the following interpretation of the components of the superfields A,B:
‚ Fields of ghost number zero, A “ Ap1q P Ω1pM, gq and B “ Bpn´2q P
Ωn´2pM, g˚q are the classical fields of the theory, as in (240).
‚ Fields of ghost number one, c “ Ap0q P Ω0pM, gq and τ1 “ Bpn´3q P
Ωpn´3qpM, g˚q are the ghosts for the gauge transformations (249,250).
‚ Field of ghost number two, τ2 “ Bpn´4q P Ωn´4pM, g˚q – the higher ghost
corresponding to the transformations (245), etc. For every j up to pn´ 2q
we have a j-th higher ghost τj “ Bpn´2´jq P Ωn´2´jpM, g˚q, of ghost degree
j, corresponding to the j-th step, Gj , of the tower (246,251).
‚ For each Φ a classical field or a (higher) ghost, of de Rham degree k and
ghost number j, we have a corresponding anti-field Φ` of de Rham degree
n´ k and ghost number ´1´ j.
According to this interpretation, the homogeneous components of the superfields
(254) are:
(255) A “ c`A`B` ` τ`1 ` ¨ ¨ ¨ ` τ`n´2, B “ τn´2 ` ¨ ¨ ¨ ` τ1 `B `A` ` c`
The respective de Rham degrees and ghost numbers are:
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components of A: c A B` τ`1 ¨ ¨ ¨ τ`n´2
de Rham degree: 0 1 2 3 ¨ ¨ ¨ n
ghost number: 1 0 ´1 ´2 ¨ ¨ ¨ 1´ n
components of B: τn´2 ¨ ¨ ¨ τ1 B A` c`
de Rham degree: 0 ¨ ¨ ¨ n´ 3 n´ 2 n´ 1 n
ghost number: n´ 2 ¨ ¨ ¨ 1 0 ´1 ´2
Note that for all components of A, the sum of the de Rham degree and the ghost
number is deg`gh “ 1. For the components of B we have deg`gh “ n´ 2.
The odd-symplectic form on the space of BV fields is:
ω “
ż
M
xδB ,^ δAy
“
ż
M
@
δA ,^ δA`
D`@δB ,^ δB`D`@δc ,^ δc`D`@δτ1 ,^ δτ`1 D`¨ ¨ ¨`@δτn ,^ δτn` D
And the BV action (220) is:
(256) S “
ż
M
B
B ,^ dA` 1
2
rA,As
F
Expanding it in the homogeneous components of the AKSZ superfields, we obtain
(257) S “
ż
M
xB ,^ FAy `
@
A` ,^ dAc
D` @B` ,^ p´1qnad˚c pBq ` dAτ1D`
` @τ`1 ,^ dAτ2D` ¨ ¨ ¨ @τ`n´3 ,^ dAτn´2D`
`
B
c` ,^
1
2
rc, cs
F
` p´1qn @τ`1 ,^ ad˚c τ1D` ¨ ¨ ¨ ` p´1qn @τ`n´2 ,^ ad˚c τn´2D`
` terms quadratic in anti-fields
Here we see the classical action, terms corresponding to infinitesimal gauge transfor-
mation of fields (249,250) and the “higher gauge transformations” – the shifts (247);
terms corresponding to the Lie algebra structure on LiepGq and to the action of
LiepGq on LiepGjq. Terms quadratic in anti-fields (e.g. the term
ş
M
xτ2 ,^ rB`, B`sy)
appear for the BF theory in dimension n ě 4. Their appearance is related to the
fact that the stabilizers of the gauge group action become large over solutions of
Euler-Lagrange equations and are small or trivial over other classical field configu-
rations.
It is instructive to write out the action (257) in low dimensions explicitly:
‚ In dimension n “ 2, we have
S “
ż
M
xB,FAy `
@
A` ,^ dAc
D` @B`, ad˚c pBqD` 12 @c`, rc, csD
This is the case arising as the zero area limit of 2-dimensional Yang-Mills
theory. In this dimension, classical B field is a scalar, the superfields are
A “ c`A`B`, B “ B`A`` c`. Here higher ghosts τě2 are absent, and
even the first ghost τ1 is absent, for degree reasons. The BV action satisfies
the ansatz (194) for the gauge Lie algebra LiepGq “ Ω0pM, gq acting on
Fcl “ Ω1pM, gq ‘ Ω0pM, g˚q.
‚ In dimension n “ 3, we have
S “
ż
M
xB ,^ FAy`
@
A` ,^ dAc
D`@B` ,^ ´ad˚c pBq ` dAτ1D`12 @c`, rc, csD´@τ`1 , ad˚c τ1D
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Here the superfields are A “ c ` A ` B` ` τ`1 , B “ τ1 ` B ` A` ` c`.
In comparison to the 2-dimensional case, the ghost τ1 appears, but we still
don’t have higher ghosts τě2. This BV action again satisfies the ansatz
(194) for the gauge Lie algebra LiepGq “ Ω0pM, gq ‘ Ω0pM, g˚q acting on
Fcl “ Ω1pM, gq ‘ Ω1pM, g˚q. Three-dimensional BF theory is special in
that it is the Chern-Simons theory with structure group g ‘ g˚. Also,
for g a quadratic Lie algebra, it possesses a very interesting deformation
by including a term B ^ B ^ B in the action (see [7, 10]) – it can be
constructed as the deformation of the target AKSZ Hamiltonian Θ by the
term ˘ 16 pξ, rξ, ξsq where one uses the inner product on g to identify g˚ » g.
The resulting theory, and especially its quantization, depends strongly on
the sign of the B3 term.
‚ In dimension n “ 4, we have
S “
ż
M
xB ,^ FAy `
@
A` ,^ dAc
D` @B` ,^ ad˚c pBq ` dAτ1D` @τ`1 ,^ dAτ2D`
` 1
2
@
c`, rc, csD` @τ`1 ,^ ad˚c τ1D` @τ`2 , ad˚c τ2D` 12 @τ2, rB`, B`sD
In this dimension, the gauge symmetry tower (246) attains the second stage
G2. Thus, in comparison with the three-dimensional situation, wenow have
the higher ghost τ2. Also, the BV action contains a term quadratic in
anti-fields and is not anymore of the form (194).
In particular, we see that the BF theory can be treated by Faddeev-Popov in
dimensions n “ 2, 3, but Batalin-Vilkovisky formalism becomes essential for its
treatment in dimensions n ě 4, due to the fact that the gauge symmetry – the
tower (246 – becomes more complicated.
We required from the beginning that n ě 2, because otherwise one or both
classical fields A,B vanish by degree reasons and Scl is identically zero; a related
point is that for n ă 2, the AKSZ target N “ gr1s‘grn´2s is not a nonnegatively
graded manifold (cf. footnote 72). Nevertheless, one can consider BF theory in its
AKSZ formulation in dimensions n “ 0, 1:
‚ For n “ 1, the superfields are: A “ c`A, B “ A` ` c`. In particular, the
classical B field is absent (i.e. vanishes identically) for degree reason – it
should have beern p´1q-form. The BV action (257) is:
S “
ż
M
@
A`, dAc
D` 1
2
@
c`, rc, csD
In this case we have the space of classical fields Fcl “ Ω1pM, gq with zero
classical action Scl “ 0, acted on by the Lie algebra Ω0pM, gq. So, the BV
action does satisfy the ansatz (194) with first term vanishing (i.e. the two
terms we do have in S correspond to the action of gauge transformations
on connection fields and to the Lie algebra of gauge transformations).
‚ In the most degenerate case n “ 0 (assume for simplicity that M is a
single point), we have A “ c, B “ c`. Both classical fields A,B are absent
(vanish) for degree reasons. Thus, classically, Fcl “ t0u is a point endowed
with the action of Ω0pM, gq “ g. The action (257) is:
S “ 1
2
@
c`, rc, csD
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It again satisfies the ansatz (194), now with first two terms vanishing and
only the term corresponding to the Lie algebra of gauge symmetry surviv-
ing.
Remark 4.114. Alongside the version of the BF theory presented above, where
the fields are differential forms on M (of fixed degrees in the classical setting and
non-homogeneous forms in AKSZ/BV setting), one can consider the “canonical”
variant of the BF theory (cf. e.g. [16, 15]). Here one replaces the form-valued field
B (respectively, superfield B) with the de Rham current (i.e. a linear functional on
differential forms, or a distributional form)
B# “
ż
M
xB ,^ ´y P pΩ‚pMqq˚ b g˚
In particular, the classical B field becomes a de Rham 2-current B# (so that it
pairs naturally to the curvature 2-form). The action of the theory in this setting is
Scl “
@
B#, FA
D
(for the classical action) or
(258) S “
B
B#, dA` 1
2
rA,As
F
(the BV action), with x, y the canonical pairing between the currents and differential
forms. Note that, since the action is linear in B#, one doesn’t run into the problem
of regularizing products of currents. Also note that in the canonical setting the
space of fields is, by construction, canonically identified with the shifted cotangent
bundle
Fcan “ T˚r´1s pΩ‚pM, gqr1sq “ Ω‚pM, gqr1s ‘ pΩ‚pM, gqq˚r´2s
with BV 2-form being the standard symplectic structure of the cotangent bundle.
The bizarre feature of this setup is that the field B# has the “wrong” functoriality:
instead of being able to restrict it to submanifolds of M , one can extend it from
submanifolds.
5. Applications
5.1. Cellular BF theory. The combinatorial construction of (non-abelian) BF
theory on cochains of a triangulation of a manifold, via BV pushforward from differ-
ential forms, was developed in [38, 39] and developed further in [15] (in particular,
in the latter work, the theory is extended to general CW decompositions).
This construction associates to any triangulation78 X of a manifold M a BV
package pFX , SXq, where fields are pairs of a cochain and a chain of X, and the
action SX satisfies the quantum master equation, in such a way that if X
1 is a
subdivision of X (then we say that X is an aggregation of X 1), then the action SX
is the BV pushforward of SX1 along the odd-symplectic fibration FX1 Ñ FX . In
other words, the action on a sparser complex X can be obtained from the action on
a denser complex X 1 by integrating out (in the BV integral sense) the redundant
fields. Also, the cellular action SX converges, in an appropriate sense, in the limit
of a dense refinement of X, to the usual BV action of the BF theory on differential
forms on M (256).
The idea here is that, having such a consistent system of BV packages for differ-
ent triangulations of M , one can replace the problem of calculating the partition
78Or a more general CW decomposition; for simplicity, we talk about triangulations here,
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function or expectation values of observables of the BF theory via path integral by
calculating respective quantities within the cellular theory, by a finite-dimensional
integral. By consistency with cellular aggregations, the result will be independent
of X and can serve as a consistent replacement (in a sense, a measure-theoretic
definition) for the path integral.
5.1.1. Abstract BF theory associated to a dgLa. One can associate to a differ-
ential graded Lie algebra V ‚, d, r´,´s, subject to the unimodularity condition
StrV rx,´s “ 0 for any x P V , the following BV package (the “abstract BF theory”
in the terminology of [38, 39]):
‚ The space of fields:
(259) F “ T˚r´1sV r1s “ V r1s ‘ V ˚r´2s
Let ea be a basis in V and e
a the dual basis in V ˚. The superfields param-
eterizing F are:
(260) A “
ÿ
a
eaA
a, B “
ÿ
a
Bae
a
Here Aa is a coordinate on V r1s corresponding to ea and Ba is a coordinate
on V ˚r´2s corresponding to ea. The ghost numbers are ghpAaq “ 1´ |a|,
ghpBaq “ ´2`|a| where |a| is the degree (according to the grading on V ‚) of
the basis vector ea. Note that A P V bpV r1sq˚ Ă FunpF , V q corresponds to
the degree-shifted identity map id : V r1s Ñ V . Similarly, B P pV ˚r´2sq˚b
V ˚ Ă FunpF , V ˚q corresponds to the degree shifted identity id : V ˚r´2s Ñ
V ˚. We understand the superfields A,B as the generating functions for
coordinates Aa, B
a on F , valued in V and V ˚, respectively: pA,Bq : F Ñ
V ‘ V ˚.
‚ The odd-symplectic form ω on F is constructed out of the canonical pairing
x, y between V and V ˚:
(261) ω “ xδB ,^ δAy “
ÿ
a
p´1q|a|δBa ^ δAa P Ω2pFq´1
‚ The BV action is built out of the dgLa operations d, r´,´s on V :
(262)
S “
B
B, dA` 1
2
rA,As
F
“
ÿ
a,b
dabBaA
b`
ÿ
a,b,c
p´1qp|b|`1q|c| 1
2
fabcBaA
bAc P C8pFq0
where dab xea, deby are the structure constants of the differential d and fabc “xea, reb, ecsy are the structure constants of the Lie bracket r´,´s on V .
‚ We fix the Berezinian on F to be the coordinate Berezinian
(263) µ “ c ¨
ź
a
DAaDBa
Here c P C is a scaling factor which we leave unspecified for the moment.79
This Berezinian is compatible with the odd-symplectic structure ω.
79In the geometric context of CW decompositions, consistency with CW aggregations impose
certain conditions on the scaling factor c and ultimately lead to the appearance of a certain power
~ and a mod8 complex phase in c (which leads to a mod16 phase in the expression µ1{2e
i
~S and
ultimately in the partition function), see [15] and the Remark 5.8 below.
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The pair ω, µ induces the BV Laplacian
(264) ∆ “
B
δ
δA
,
δ
δB
F
“
ÿ
a
p´1q|a|
B
δ
δAa
,
δ
δBa
F
acting on functions on F . Action (262) satisfies the quantum master equation
(265) ∆e
i
~S “ 0 ô 1
2
tS, Su ´ i~∆S “ 0
Note that
1
2
tS, Su´i~∆S “
B
B, dpdAq `
ˆ
1
2
drA,As ` rA, dAs
˙
` 1
2
rA, rA,Ass
F
´i~pStrV dlomon
“0
`StrV rA,´sq
Thus, the quantum master equation, by inspecting the terms of ordersBA,BAA,BAAA
and ~A in the r.h.s. above, is equivalent to the four identities on the structure op-
erations d, r´,´s in V :
(i) d2 “ 0,
(ii) Leibniz identity
(iii) Jacobi identity
(iv) unimodularity property Strrx,´s “ 0. (Note that Strd “ 0 is automatic for
degree reasons.)
Thus one can say that the action S as defined by (262) is the generating structure
for the structure constants of the structure operations in V , whereas the quantum
master equation (265) is the generating function for the structure relations in V .
5.1.2. Effective action induced on a subcomplex. Let V be a dgLa as before and
let ι : V 1 ãÑ V be a subcomplex of the complex V ‚, d (with no compatibility
condition with the bracket r´,´s), such that the inclusion induces an isomorphism
on cohomology ι˚ : H‚pV 1q „Ñ H‚pV q – in this case we call V 1 a deformation retract
of V . Next, promote ι to a package of “induction data” pι, p,Kq from V to V 1.
Definition 5.1. For V , V 1 two cochain complexes, we call a triple of maps ι :
V 1 ãÑ V , p : V  V 1, K : V ‚ Ñ V ‚´1 a (set of) induction data from V to V 1, or
the HPT80 data if the following properties hold:
(1) ι and p are chain maps, p is a left inverse for ι, i.e., p ˝ ι “ idV 1 ;
(2) K is a chain homotopy between the identity on V and the projection to V 1,
i.e., dK `Kd “ id´ ι ˝ p.
(3) K satisfies additionally Kι “ 0, pK “ 0 , K2 “ 0.
We denote such a triple by V
pι,p,Kqù V 1.
For V, V 1 two cochain complexes, the induction data V pι,p,Kqù V 1 exists if and only
if V 1 is a deformation retract of V . If it is, the space of all possible induction data,
inducing a fixed isomorphism on cohomology H‚pV 1q „Ñ H‚pV q, is contractible.
Induction data V
pι,p,Kqù V 1 induces the splitting
(266) V “ ιpV 1q ‘ V 2
80For “homological perturbation theory”
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with V 2 “ ker p, – a splitting of V into subcomplexes – the image of the retract
V 1 and an acyclic81 complement V 2. Moreover, we have the following refinement
of this splitting – the (abstract) Hodge decomposition:
(267) V “ ιpV 1q ‘ dpV 2q ‘KpV 2qloooooooomoooooooon
V 2
I.e. any element of V splits into a part coming from the retract V 1, a d-exact element
in V 2 and a K-exact element of V 2. A special case of this is the ordinary Hodge-de
Rham decomposition, splitting the space of differential forms on a compact manifold
into harmonic forms, exact forms and coexact forms.
We build the spaces of fields F ,F 1,F2 associated to the complexes V, V 1, V 2 by
the doubling construction (259), i.e.,
F “ T˚r´1sV r1s, F 1 “ T˚r´1sV 1, F2 “ T˚r´1sV 2r1s
Then the splitting (266) induces a splitting of the spaces of fields,82
(268) F “ F 1 ‘ F2
This splitting is compatible with the odd-symplectic forms: ω “ ω1 ‘ ω2. Further-
more, we have a distinguished Lagrangian subspace L Ă F2, constructed out of the
data of the Hodge decomposition (267) as the conormal bundle to the last term of
the decomposition in F2 “ T˚r´1sV 2r1s:
(269)
L “ N˚r´1s pimpKqr1sq “ impKqr1s ‘ impK˚qr´2s Ă T˚r´1sV 2r1s “ F2
where K˚ : pV 1q˚ Ñ pV 1q˚ is the linear dual of K.
Note that the splitting (268) and the Lagrangian (269) are precisely the gauge-
fixing data needed to define the BV pushforward from F to F 1 (see Section 4.7).
We construct the effective theory (the induced BV package83) on F 1 with the action
S1 P C8pF 1q0rr~ss defined by the fiber BV integral
(270) e
i
~S
1a
µ1 “
ż
LĂF2
e
i
~S
?
µ
Calculating this integral by the stationary phase formula yields the following
Feynman diagram expansion for S1:
(271) S1pA1, B1; ~q “
ÿ
Γ
p´i~ql
|AutpΓq| ΦpΓq
Here Γ runs over connected oriented graphs with leaves, where all internal vertices
are trivalent, with 2 incoming and 1 outgoing half-edges; l P t0, 1u is the number
of loops in Γ. Note that the restrictions on orientations at vertices of Γ imply
that a connected Γ has either zero loops (i.e. Γ is a binary rooted tree) or one
loop (i.e. Γ is an oriented cycle with several binary trees with roots placed on the
cycle). Feynman weights ΦpΓq are polynomials in A1, B1 (the superfields for F 1,
constructed as in (260)) and are constructed by the following Feynman rules.
81Acyclicity follows from existence of the chain homotopy K: for any x2 P V 2 a cocycle, we
have x2 “ pdK `Kdqx2 “ dpKx2q. Thus, a cocycle in V 2 is automatically a coboundary.
82More pedantically, we should write F “ pι ‘ p˚qF 1 ‘ F2, taking care of the way F 1 is
embedded into F .
83 The BV package we have in mind is pF 1, ω1, S1, µ1q with standard ω1 and µ1, as in (261,263),
with V replaced by V 1, and with nontrivial S1, constructed by the BV pushforward from V .
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‚ For Γ a binary rooted tree , we decorate the leaves with ιpA1q, internal
vertices with r´,´s, internal edges with ´K and the root with xB1, pp´qy.
Thus, we read the rooted tree as an iterated operation with inputs on the
leaves, proceeding from the leaves to the root we compute the commutators
in the vertices and minus the chain homotopy on the edges, and in the very
end we pair the result read off at the root with B1. For example, for the
graph
Γ “
we decorate it as follows
´K
ιpA1q
ιpA1q
ιpA1q
xB1, pp´qy
r, s
r, s
Thus, for the Feynman weight we have
Φ
¨˚
˚˝ ‹˛‹‚“ @B1, prιpA1q,´KrιpA1q, ιpA1qssD
‚ For Γ a one-loop graph , we put the decorations as above on
leaves, edges and vertices, and we cut the loop at an arbitrary point and
compute the supertrace over V of the endomorphism of V , depending para-
metrically on A1, as constructed using the Feynman rules for the trees. E.g.,
for
Γ “
we decorate it as
Str
ιpA1q ιpA1q
r, sr, s
´K
´K
where the dashed line indicates the place where we cut the loop (the re-
sulting expression does not depend on the place of the cut by the cyclic
property of the supertrace). The corresponding Feynman weight is:
Φ
¨˚
˚˝ ‹˛‹‚“ Str `´KrιpA1q,´KrιpA1q, ‚ss˘
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where the bullet stands for the argument of the endomorphism we are
computing the supertrace of.
Remark 5.2. Note that if V 1 ãÑ V happens to be a dg Lie subalgebra (not just a
subcomplex), then the Feynman weights of all the tree diagrams vanish (since K of
a commutator of images of two elements of V 1 vanishes for V 1 a subalgebra), except
for the only two diagrams not containing any internal edges,
(272)
ιpA1q @
B1, pp´qDd ,
The first diagram here requires a special decoration d for the edge connecting the
two leaves; thus its Feynman weight is xB1, dA1y; the weight of the second diagram,
by the rules above, is xB1, rA1, A1sy. Thus, in the case when V 1 is a dg Lie subalgebra,
the mod ~ part of the effective action (271) coincides with the action of abstract BF
theory (262) associated to the dgLa pV 1, d, r´,´sq. When V 1 is not a subalgebra,
contributions of higher trees to S1 are generally nontrivial and measure, in a sense,
the failure of the subcomplex ιpV 1q Ă V to be closed under commutators.
The action (271) satisfies the following ansatz (called a BF8 theory in [39]),
generalizing the abstract BF ansatz (262):
(273) S1pA1, B1; ~q “
ÿ
ně1
1
n!
@
B1, lnpA1, . . . , A1q
D´ i~ ÿ
ně2
1
n!
qnpA1, . . . , A1q
where ln : ^nV 1 Ñ V 1 are graded anti-symmetric n-linear operations of degree
2 ´ n (the L8 operations on V 1) and qn : ^nV 1 Ñ R are graded anti-symmetric
n-linear operations of degree ´n valued in numbers (the “unimodular” or “quan-
tum” operations on V 1). Quantum master equation for the action (273), which is
satisfied automatically by construction (270), by virtue of the BV-Stokes’ theorem
for the BV pushforward (item (i) of Corollary 4.89), is equivalent to a collection of
(nonhomogeneous) quadratic relations on the operations tln, qnu:ÿ
r`s“n
1
r!s!
lr`1pA1, . . . , A1loooomoooon
r
, lspA1, . . . , A1loooomoooon
s
qq “ 0,(274)
1
n!
Str ln`1pA1, . . . , A1loooomoooon
n
, ‚q `
ÿ
r`s“n
1
r!s!
qr`1pA1, . . . , A1loooomoooon
r
, lspA1, . . . , A1loooomoooon
s
qq “ 0(275)
For each n ě 1. Or, pictorially, the relations are:
ÿ
r`s“n
ls
lr`1
“ 0 ,
Str
ln`1 `
ÿ
r`s“n
  
  
  



ls
qr`1
“ 0
where we put the elements x1, . . . , xn P V 1 as inputs on the incoming leaves and
skew-symmetrize over the ways to distribute them between the leaves.
Definition 5.3. A graded vector space V 1 endowed with polylinear operations
tln, qnu satisfying the relations (274,275) is called a quantum L8 algebra (terminol-
ogy of [38, 39]) or unimodular L8 algebra (terminology introduced in [27]).84
84Equivalently, the structure of a unimodular L8 algebra on a graded vector space V 1 can
be summarized by saying that the shifted space V 1r1s is endowed with a cohomological vector Q
vanishing at the origin and a Berezinian µ “ ρ ¨ µcoord preserved by the Lie derivative along Q
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A unimodular L8 algebra is in particular an L8 algebra (by forgetting the
quantum operations qn). Thus a unimodular L8 algebra is a certain enrichment
of the classical structure of an L8 algebra. Also, a unimodular dg Lie algebra
pV, d, r´,´sq is a special case of a unimodular L8 algebra (with all operations
except l1, l2 vanishing).
Relations (274) are the homotopy Jacobi identities of the L8 algebra V 1, tlnu and
the non-homogeneous relations (275) are the homotopy unimodularity identities.
Notice that, by BV-Stokes’ theorem (item (iii) of Corollary 4.89), a change of
the induction data pι, p,Kq and the associated change of gauge-fixing for the BV
pushforward (270) induce a change of the action S1 by a canonical transformation
S1 ÞÑ S1 ` tS1, R1u ´ i~R1 with R1 satisfying the ansatz similar to (273).85 This
canonical transformation can be interpreted, via the correspondence (273) of solu-
tions of QME of BF8 type and unimodular L8 algebras, as an isomorphism (in
the appropriate sense) of unimodular L8 algebras pV 1, tln, qnuq „ pV 1, trln, rqnuq.
We have the following diagram:
u. dgLa pV, d, r´,´sq ÝÝÝÝÑ pF “ T˚r´1sV r1s, S built out of d, r´,´sq
homotopy transfer
§§đ §§đBV pushforward
uL8 algebra pV 1, tlnu, tqnuq ÐÝÝÝÝ pF 1 “ T˚r´1sV 1r1s, S1 built out of tlnu, tqnuq
Here in the left column we have algebraic structures and in the right column we
have BV packages. Horizontally, going from left to right, we associate a BV package
to an algebraic structure or, going right-to-left, we read off the operations of the
algebraic structure from the Taylor expansion of the action. The vertical arrow on
the right is the BV pushforward/calculation of the effective BV action. Starting
from a unimodular dgLA V, d, r´,´s, associating to it an abstract BF theory,
calculating the effective BV action on a subcomplex V 1 and then reading off the
operations of the unimodular L8 structure on V 1 from the Taylor coefficients of
the effective action, we obtain an appropriate notion of homotopy transfer of a
unimodular dgLa to a subcomplex. The transferred operations are given by the
Feynman diagrams appearing in the stationary phase expansion of S1 (understood
as polylinear operations on V 1). In particular, operations ln are given by sums over
binary rooted trees with n leaves, and this formula coincides with the Lie version
of the Kontsevich-Soibelman homotopy transfer formula for A8 algebras [34].
Remark 5.4. Note that instead of starting with a unimodular dgLa structure
on V , we could start with a unimodular L8 structure pV, tlVn u, tqVn uq. Then we
associate a BV package to it with the action given by (273) and induce the effective
action on a subcomplex via a BV pushforward. In this case, we have more Feynman
diagrams for S1 – we have vertices with n ě 2 inputs and one output decorated by
lVn and vertices with n ě 2 inputs and no outputs decorated by qVn . This still results
in the connected diagrams being at most one-loop. More precisely, now there are
three types of diagrams for S1:
(equivalently, the divergence of Q w.r.t. µ vanishes); Q and ρ can be given by formal power series
in coordinates. The relation to the previous definition is that the Taylor expansion of Q at the
origin yields operations ln and the density of the Berezinian µ is ρ “ exppřn 1n! qnq P FunpV 1r1sq.
Relations Q2 “ 0, divµQ “ 0 expand into the relations on operations (274,275).
85More explicitly, R1 has the form R1 “ řn 1n! xB1, λnpA1, . . . , A1qy ´ i~řn 1n! τnpA1, . . . , A1q
where the coefficient polylinear maps λn : ^nV 1 Ñ V 1, τn : ^nV 1 Ñ R are of degrees 1 ´ n and
´1´ n, respectively.
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(1) rooted trees (not necessarily binary),
(2) diagrams consisting of a cycle with several trees rooted in it,
(3) trees with root replaced by a vertex decorated with a quantum operation
qVn .
All the vertices, except for the root in the last case are decorated with the classical
operations lVn . The resulting effective action S
1 again satisfies the BF8 ansatz
(thus, the BF8 ansatz reproduces itself under BV pushforwards); one can read off
from it the induced (homotopy transferred) structure of a unimodular L8 algebra
on V 1.Lecture 27,
12/05/2016.
5.1.3. Geometric situation. Fix a manifold M with endowed a triangulation X and
fix a unimodular Lie algebra of coefficients g.
Non-abelian BF theory on M (most directly, in its canonical version (258))
can be viewed as the abstract BF theory associated to the dg Lie algebra of g-
valued differential forms on M , V “ Ω‚pM, gq “ Ω‚pMq b g, with differential
d : α b x ÞÑ dα b x and the Lie bracket rα b x, β b ys “ pα ^ βq b rx, ysg for
α, β P Ω‚pMq and x, y P g.
We want to apply the construction of effective action of Section 5.1.2 for the
complex of g-valued cellular cochains of the triangulation V 1 “ C‚pX, gq, viewed as
a subcomplex of V .
Induction data. The inclusion ι : V 1 ãÑ V is the extension by g-linearity
of the realization of the cochains of triangulation by Whitney elementary forms
[56], ι : C‚pXq „ÝÑ ΩWhitneypM,Xq Ă Ω‚pMq. Explicitly, for ∆N the standard N -
simplex with barycentric coordinates t0, . . . , tN ě 0 subject to t0`¨ ¨ ¨`tN “ 1, one
assigns to the k-dimensional face ri0 ¨ ¨ ¨ iks (the convex hull of vertices tvi0 , . . . , viku;
here vi “ p0, . . . , ti “ 1, . . . , 0q is the i-th vertex of the simplex) the elementary
Whitney form
(276) χi0¨¨¨ik :“
kÿ
j“0
p´1qjtijdti0 ^ ¨ ¨ ¨ydtij ¨ ¨ ¨ ^ dtik P Ωkp∆N q
Then we glue elementary Whitney forms over the simplices of X: for σ a k-simplex
of X, we construct a piecewise-linear k-form χσ on M , supported on the star of σ.
It is defined by χσ|σ1 “ χpσ
1q
σ for any simplex σ1 of X containing σ as a sub-simplex
(a face of arbitrary codimension). Here χ
pσ1q
σ is the elementary form on σ1 associated
to its face σ by formula (276). The R-span of the forms χσ is a subcomplex in the
space of piecewise-linear continuous86 forms on M , which we call Ω‚WhitneypM,Xq.
This complex is isomorphic to C‚pXq, with the isomorphism given by the map
(277) ι : eσ ÞÑ χσ
where eσ is the basis cochain associated to the simplex σ. In particular, the map
(277) intertwines the cellular coboundary operator in C‚pXq and the de Rham
operator on forms.
We also have a projection p : V  V 1 coming from the extension by g-linearity
of the Poinare´ integration map p : Ω‚pMq Ñ C‚pXq which integrates a form over
86They are continuous in the sense that the pullbacks to the simplices σ are well-defined,
however the components of the form in the normal direction to a simplex may have a discontinuity.
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the simplices of X:
(278) p : α ÞÑ
ÿ
σĂX
ˆż
σ
α
˙
¨ eσ
for any α P Ω‚pMq. It is easy to see that p is a chain map and that p ˝ ι “ idC‚pXq.
The latter property amounts to the fact that the form (276) is a volume form of
total volume 1 on the face ri0 ¨ ¨ ¨ iks and integrates to zero on all other faces of ∆N
(in fact, it vanishes identically on all faces not containing the face ri0 ¨ ¨ ¨ iks).
Finally, we have a chain homotopy K : V ‚ Ñ V ‚´1 coming by extension by g-
linearity of the Dupont’s chain homotopy Ω‚pMq Ñ Ω‚´1pMq [20, 25]. The latter
is glued out of Dupont’s operators on standard simplices. On ∆N , one first defines
the dilation (or “homothety”) maps
hj : r0, 1s ˆ∆N Ñ ∆N(279)
pu; t0, . . . , tN q ÞÑ put0, . . . , 1´ u` utj , . . . , utN q
Map hj pulls the points of ∆
N towards j-th vertex vj by the factor u: if u “ 0, all
points go to vj , whereas if u “ 1, hj does not move the points. Next, one defines
the maps
φj “ pi˚hj˚ : Ω‚p∆N q Ñ Ω‚´1p∆N q
Here pi : r0, 1s ˆ ∆N Ñ ∆N is the projection to the second factor and pi˚ stands
for fiber integration. Map φj is the chain homotopy between the identity and
evaluation at j-th vertex for the forms on ∆N . Finally, one defines the operator
Kp∆
N q : Ω‚p∆N q Ñ Ω‚´1p∆N q(280)
α ÞÑ
N´1ÿ
k“0
ÿ
0ďi0ă¨¨¨ăikďN
χi0¨¨¨ik ^ hik ¨ ¨ ¨hi0α
Next one assembles this operators on individual simplices of X into the operator
K : Ω‚pMq Ñ Ω‚´1pMq by setting pKαq|σ “ Kpσqpα|σq. The resulting operator
satisfies the properties
(281) dK `Kd “ id´ ι ˝ p, K2 “ 0, Kι “ 0, pK “ 0
See [25] for the proof on ∆N (the respective properties on M follow from consistency
of Dupont’s operator with simplicial face maps).
Effective theory on a triangulation. Thus, we have an induction data triple
(cf. Definition 5.1)
V “ Ω‚pM, gq pι,p,Kqù V 1 “ C‚pX, gq
given by Whitney elementary forms, Poincare´ integration map and Dupont’s chain
homotopy operator. This data allows us to define the effective theory, induced
from the continuum BF theory (regarded as the BV package associated to the
dgLa Ω‚pV, gq via the construction of Section 5.1.1) on the space
FX “ F 1 “ C‚pX, gqr1s ‘ C´‚pX, g˚qr´2s
parameterized by the superfields
AX “
ÿ
σĂX
eσA
σ, BX “
ÿ
σĂX
Bσe
σ
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Here Aσ is a g-valued coordinate on (the cochain part of) FX of ghost number
1´|σ| and Bσ is a g˚-valued coordinate on (the chain part of) FX of ghost number
´2` |σ|; we denote by |σ| the dimension of the simplex σ.
The effective action SX is defined by the BV pushforward construction (270),
which is in this case a functional integral. Its stationary phase evaluation leads
to the expansion (271). Due to the way the gauge-fixing data pι, p,Kq is assem-
bled local induction data for the simplices of X, the values of Feynman diagrams
contributing to SX also split into local contributions of individual simplices. This
leads to the splitting of SX into universal local building blocks S¯σ corresponding to
the simplices σ of X:
(282) SXpAX , BXq “
ÿ
σĂX
S¯σpAX |σ , Bσq
Here AX |σ “
ř
σ1Ăσ eσ1Aσ
1
. The local building blocks S¯σ depend only on the di-
mension of the simplex σ and do not depend on the combinatorics of X beyond
the simplex σ itself. To find the building block for an N -simplex, one computes
the Feynman diagrams of Section 5.1.2 for a standard simplex ∆N , using the Whit-
ney/Poincare´/Dupont induction data on ∆N , and subtracts the contributions of
positive-codimension faces of ∆N , setting
S¯∆N :“ S∆N ´
ÿ
σĂ∆N ,σ‰∆N
S¯σ
Here we understand that we work by induction in the simplex dimension N .
Local building blocks.
‚ For a 0-simplex r0s (we understand 0 as the vertex label), we have
(283) S¯r0s “ 12
A
Br0s, rAr0s, Ar0ss
E
Here the field component Ar0s takes values in g and Br0s is in g˚, and the
ghost numbers are: ghAr0s “ 1, ghBr0s “ ´2. The only contributing
diagram is .
‚ For a 1-simplex r01s
r0s r1s
r01s
(with 0 and 1 the labels of the two vertices and r01s the label of the top
cell), we have
(284) S¯r01s “
B
Br01s,
„
Ar01s,
Ar0s `Ar1s
2

` FprAr01s, ‚sq ˝ pAr1s ´Ar0sq
F
´
´ i~ tr gGprAr01s, ‚sq
Here we introduced two functions
Fpxq “ x
2
coth
x
2
“
8ÿ
k“0
B2k
p2kq!x
2k “ 1` x
2
12
´ x
4
720
` ¨ ¨ ¨ ,
Gpxq “ log
ˆ
2
x
sinh
x
2
˙
“
8ÿ
k“1
B2k
p2kq ¨ p2kq!x
2k “ x
2
2 ¨ 12 ´
x4
4 ¨ 720 ` ¨ ¨ ¨
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where B0 “ 1, B1 “ ´ 12 , B2 “ 16 , B3 “ 0, B4 “ ´ 130 , . . . are Bernoulli
numbers. Here the contributing diagrams are “branches” with 2k`1 leaves
and “wheels” with 2k leaves
(285) ,
plus the two simple diagrams (272). Explicit computation of these diagrams
[38, 39], using Dupont’s operator on 1-simplex, leads to the result above
with the Bernoulli numbers.
‚ For a simplex ∆N of general dimension the building block has the following
structure:
(286)
S¯∆N “
ÿ
kě1
ÿ
Γ0
ÿ
e1,...,ekĂ∆N
1
|AutpΓ0q|CΓ0;e1,...,ek xB∆N , JacobiΓ0pA
e1 , . . . , Aekqy´
´ i~
ÿ
kě2
ÿ
Γ1
ÿ
e1,...,ekĂ∆N
1
|AutpΓ1q|CΓ1;e1,...,ek JacobiΓ1pA
e1 , . . . , Aekq
Here we are summing over binary rooted trees Γ0 with k ě 1 leaves colored
by sub-simplices e1, . . . , ek of ∆
N and over trivalent 1-loop graphs (of the
type , i.e., a collection of binary trees with roots on the cycle),
with k ě 2 leaves also colored by sub-simplices e1, . . . , ek of ∆N . For
a tree Γ0, JacobiΓ0 : g
bk Ñ g stands for the nested commutator in g
with nesting prescribed by the combinatorics of the tree Γ0. Likewise,
JacobiΓ1 : g
bk Ñ R stands for the trace over g of a nested commutator
prescribed by the graph Γ1 (e.g., for a wheel with k spikes, as in (285), we
have JacobiΓ1pAe1 , . . . , Aekq “ tr grAe1 , rAe2 , ¨ ¨ ¨ rAek , ‚s ¨ ¨ ¨ ss). Coefficients
CΓ0;e1,...,ek , CΓ1;e1,...,ek are certain real
87 structure constants depending on
the dimension of the simplex N , on the graph Γ and on the combinatorics
of the k-tuple of sub-simplices e1, . . . , ek of ∆
N . For example, from explicit
computation of Feynman diagrams [38, 39], we have
C
¨˚
˝
e3
e1
e2
‹˛‚“ # ˘ |e1|! |e2|! |e3|!p|e1|`|e2|`1q¨pN`2q!
0
, C
¨˚
˝
e2e1
‹˛‚“ " ˘ 1pN`1q2pN`2q
0
where the sign and the vanishing/nonvanishing of the structure constant
depends on the combinatorics of the tuple of sub-simplices in ∆N .
Remark 5.5. One can assemble the building blocks (286) using (282) for X any
simplicial complex (not necessarily a triangulation of a manifold) and the result
will be a solution of quantum master equation. This corresponds to replacing the
de Rham algebra Ω‚pM, gq in the construction of the theory from which we induce
87 Structure constants for trees Γ0 are rational by construction. Also, all structure constants
can be made rational within the approach of [15], see Remark 5.6, i.e. by applying a canonical
transformation with a local generator to the action SX .
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the action on X, with Sullivan’s cdga of piecewise-polynomial forms on X, tensored
with g. We call the BV package pFX , SXq the simplicial (or cellular) BF theory.
Remark 5.6. Direct computation of Feynman diagrams for a simplex ∆N with
N ě 2 is rather difficult, especially in the case of 1-loop diagrams (in particular,
the latter are infinite-dimensional supertraces which need be regularized appropri-
ately). One shortcut is to compute only the tree diagrams directly and derive the
values of 1-loop diagrams by imposing the quantum master equation on S∆N . An
altogether different approach was developed in [15]: rather than obtaining the the-
ory on a triangulation X as a BV pushforward from the continuum theory, one
may ask whether a collection of structure constants C exists such that the building
blocks defined by the formula (286), when summed up over simplices of an arbi-
trary simplicial complex X as in (282), yield a solution SX of the quantum master
equation. The theorem of [15] (Theorem 8.6) ensures that the answer is positive88
and, in the appropriate sense, unique (up to canonical transformations with gen-
erators satisfying an ansatz similar to (282,286)).89 Moreover, in this approach
Dupont’s chain homotopy and Whitney forms are not needed and one may allow
X to be an arbitrary regular cellular complex, with no restriction on cells being
simplices. In this case the structure constants C of the building block S¯e for e Ă X
a cell can be chosen to depend only on the combinatorial type of the cell (i.e. on
the combinatorial type of the cellular decomposition of the closure e¯ induced from
X). Also, in this approach, for a fixed Riemannian manifold M endowed with a
sequence of cellular decompositions Xn of maximal cell diameter going to zero as
nÑ8, the cellular actions SXn converge to the continuum action (256,258) in the
limit nÑ8.
Effective theory on cohomology. Having constructed the cellular theory
pFX , SXq on a triangulation/cellular decomposition X of M , we can proceed further
and induce the effective theory corresponding to the cohomology V 1 “ H‚pM, gq
viewed as a subcomplex in V “ C‚pX, gq, using again the construction of Section
5.1.2, Remark 5.4. The result is a BV package pFH‚ , SH‚q (which we call the effec-
tive BF theory “on cohomology” of M) with FH‚ “ H‚pM, gqr1s‘H´‚pM, g˚qr´2s
and with SH‚ satisfying the ansatz (273):
SH‚ “
ÿ
ně2
1
n!
A
b, lH
‚
n pa, . . . , aq
E
´ i~
ÿ
ně2
1
n!
qH
‚
n pa, . . . , aq
where we denoted a, b the superfields (260) for the theory on the level of cohomology.
Here the operations lH
‚
n : ^nH‚pM, gq Ñ H‚pM, gq and qH‚n : ^nH‚pM, gq Ñ R are
constructed using the Feynman diagram expansion (271) out of the cellular action
SX and endow the cohomology H
‚pM, gq with the structure of a unimodular L8
algebra (with zero differential l1 “ 0). In particular:
88The construction is by induction in skeleta of X. For a zero-skeleton, we have a solution of
quantum master equation given as a sum of terms (283). Going by induction from skk´1X to
skkX, we extend the solution of QME on pk´1q-skeleton to the k-skeleton by obstruction theory:
we first add the term bilinear in A and B, corresponding to the cellular coboundary operator
going from pk´ 1q-cells to the newly adjoined k-cells; then we successively correct for the error in
the QME by adding higher and higher correction terms to the action.
89To have uniqueness up to canonical transformations, one imposes two initial “conditions” on
the building blocks: the building blocks for 0-cells are fixed to be given by (283); the quadratic
part of SX mod ~ must be xBX , dAXy.
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‚ Operations lH‚n are the Lie-Massey operations on g-valued cohomology of
M .90 In the case of M simply connected, they contain the complete infor-
mation on the rational homotopy type of M . For M non-simply connected,
these operations define, via the deformation-theoretic model (as the homo-
topy Maurer-Cartan set)
ta P H1pM, gqrrss | řkě2 1k! lH‚k pa, . . . , aq “ 0u
a „ a`řkě1 1k! lH‚k`1pa, . . . , a, βq, β P H0pM, gqrrss
for the formal neighborhood of zero connection on the moduli space of flat
connections
MM,G – Homppi1pMq, Gq{G
‚ Operations qH‚n contain information on the singular behavior of Reidemeister-
Ray-Singer torsion τpM,∇q for a flat G-connection ∇ in the formal neigh-
borhood of zero connection in MM,G.
The unimodular L8 structure on cohomology H‚pM, gq is a stronger invariant
than just its classical L8 part.
Example 5.7. For the circle S1 and the Klein bottle KB, the cohomology (with
coefficients in R or in g) is isomorphic, with H0p´, gq “ g and H1p´, gq “ g. More-
over (choosing the coefficients to be g), they are isomorphic as graded Lie algebras
and as L8 algebras (operations lH
‚
ě3 vanish). However, they are distinguished by
the quantum operations qH
‚
n on cohomology. In terms of the effective actions on
cohomology, we have:
circle Klein Bottle
SH‚ “
@
B0,
1
2 rA0, A0s
D` @B1, rA1, A0sD´ SH‚ “ @B0, 12 rA0, A0sD` @B1, rA1, A0sD´
´i~ tr g log sinh
adpA1q
2
adpA1q
2
´i~ tr g log
´
adpA1q
2 coth
adpA1q
2
¯´1
where indices 0 and 1 pertain to the generator of zeroth and first cohomology of
the circle/Klein bottle.
If X is a triangulation (or a more general cellular decomposition) of M and X 1
is a cellular subdivision of X – in this case we say that X is an aggregation of X 1
– then one can construct the BV pushforward of the cellular action SX1 on FX1
to FX . The result is a canonical transformation of the cellular action SX . Thus,
cellular actions SX viewed modulo canonical transformations are compatible with
BV pushforwards along cellular aggregations. And, in turn, from every X one
can induce the effective action on cohomology SH‚ which, when viewed modulo
canonical transformations, is independent of X and independent on the induction
90 E.g., for α, β two closed forms on M and x, y P g we have lH‚2 pxbrαs, ybrβsq “ rx, ysbrα^βs
– the usual cup product of the cohomology classes rαs, rβs, tensored with the Lie bracket for g-
coefficients. For α, β, γ a triple of closed forms and x, y, z P g, we have lH‚3 px b rαs, y b rβs, z brγsq “ ˘rrx, ys, zs b pp´Kpα ^ βq ^ γq ` ¨ ¨ ¨ where ¨ ¨ ¨ are two similar terms which come from
simultaneous cyclic permutations of x, y, z and α, β, γ. Here p,K are maps from an arbitrarily
chosen induction triple Ω‚pMq pι,p,Kqù H‚pMq – in particular one may infer such a triple from
Hodge decomposition of forms on M associated to a choice of Riemannian metric. In case when
classes rαs, rβs, rγs have pairwise vanishing cup products, we have lH‚3 pxb rαs, y b rβs, z b rγsq ““rrx, ys, xs b ˘d´1pα^ βq ^ γ ` ¨ ¨ ¨ ‰ and the expression in brackets on the r.h.s. is a closed form,
and thus it is meaningful to take its cohomology class. The original reference on Lie-Massey
brackets is [45].
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data C‚pX, gq pι,p,Kqù H‚pM, gq necessary to define the gauge-fixing for the BV
pushforward to cohomology.
Schematically, for a fixed manifold M , we have the following picture of different
realizations of BF theory:
H‚pMq
M
X 1 X
Here we have three levels:
(1) The “upper” level – the continuumBF theory onM , with infinite-dimensional
space of fields, modelled on forms on M .
(2) The “middle” level – cellular BF theories associated to cellular decomposi-
tions X of M , with finite-dimensional fields modelled on cellular cochains.
Cellular actions SX are local – given as a sum over cells of local contribu-
tions. Considered modulo canonical transformations, cellular realizations
pFX , SXq are related by BV pushforwards along cellular aggregations.
(3) The “lower” level – the theory pFH‚ , SH‚q induced on cohomology of M .
On this level we obtain the invariants of M , while the locality disappears
completely.
In the picture above the dashed arrows represent path integrals (infinite-dimensional
BV pushforwards) while the solid arrows represent finite-dimensional BV pushfor-
wards.
One motivation for cellular BF theory is that it replaces the path integral com-
putation of the invariants induced on cohomology (from the continuum level) by
a coherent system of finite-dimensional integral formulae for same invariants (BV
pushforwards X Ñ H‚ for all possible X). Thus, ultimately, one may forget entirely
about the continuum level in the picture above.
5.1.4. Remarks.
Remark 5.8. One can fine tune the normalization of the reference Berezinian (263)
µX for the cellular BF theory in such a way that the expression
ZX “ µ1{2X e
i
~SX P Dens1{2pFXq
reproduces itself under BV pushforward cellular aggregations, modulo ∆-exact
terms: pPX1ÑXq˚ZX1 “ ZX `∆Xp¨ ¨ ¨ q. This property is achieved if we set
µ
1{2
X “
ź
σĂX
ξ|σ| ¨ |DAσ| 12 |DBσ| 12
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where
ξk :“ p2pi~q´ 14` 12kp´1qk´1pe´pii2 ~q 14` 12kp´1qk´1
Thus, the reference half-density on cellular fields is is the product of the standard
half-densities (built out of the reference volume element on g) for individual cells,
rescaled using local complex factors ξk. This nontrivial local rescaling of the stan-
dard cellular half-density can be thought of as a baby version of renormalization.
Then the BV pushforward to cohomology yields
(287) ZH‚ :“ pPXÑH‚q˚ZX “ ξH‚τpM, gqe i~SH‚
where ξH‚ “ śdimMk“0 pξkqdimHkpM,gq P C and τpM, gq P Dens1{2constpFH‚q –
DetH‚pM, gq{t˘1u is the Reidemeister torsion of M endowed with trivial con-
nection. We call the expression (287) the partition function.
Remark 5.9. One can twist the differential forms on M , cochains on X and the
cohomology by a background G-local system E (equivalently, a flat G-bundle).
The entire story goes through.91 In particular in the partition function ZH‚ , τ
becomes the Reidemeister torsion for a possibly non-trivial local system E and ξH‚
is expressed in terms of the Betti numbers of M twisted by E.
Remark 5.10. In the setting of arbitrary regular CW complexes (Remark 5.6), a
fundamental property of the cellular theory is simple-homotopy invariance, which in
particular implies invariance w.r.t. to cellular aggregations (which can be presented
as special simple-homotopy equivalences). The fundamental observation [15] is that
if X an elementary collapse of Y , then the BV pushforward of SY to X, along the
collapse, yields a canonical transformation of SX .
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This immediately implies that if X and X 1 are simple-homotopy equivalent CW
complexes (i.e. can be connected by a sequence of collapses and their inverses –
expansions), then the actions induced from X and X 1 on cohomology agree up to
a canonical transformation. Lecture 28,
12/07/2016.5.2. Perturbative Chern-Simons theory. We give a brief discussion of the per-
turbative Chern-Simons theory after Witten [58] (one-loop partition function) and
Axelrod-Singer [2, 3] (higher loop corrections).
Fix M a closed connected oriented 3-manifold and G a compact simple, simply
connected Lie group. Recall the Chern-Simons action functional
SCSpAq “
ż
M
tr
1
2
A^ dA` 1
6
A^ rA,As
91In particular the local building blocks (286) do not depend on the local system and they
are assembled into the cellular action SX again as in (282), however now AX |σ is defined using
the data of the local system, as
ř
σ1Ăσ eσ1AdEpσÐσ1qAσ
1
. Here we assume that the local system
is trivialized over the barycenters of the cells/simplices of X and Epσ Ð σ1q P G is the parallel
transport between the barycenters of σ1 and σ.
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on G-connections A P ConnM,G » Ω1pM, gq.
Idea (Witten, [58]): Consider the path integral over the space of connections
(288) ZpM,G; kq “
ż
ConnM,G
DA e ik2piSCSpAq
with k P Z the “level”.92 One expects the path integral to yield an invariant of the
3-manifold M under orientation preserving diffeomorphisms, since the integrand is
manifestly independent on geometric structures on M besides the orientation.
5.2.1. Perturbative contribution of an acyclic flat connection: one-loop part. We
want to evaluate the perturbative contribution of the (gauge orbit of) a flat connec-
tion A0 (cf. Theorem 4.5; here instead of using Faddeev-Popov formalism for gauge-
fixing, we employ AKSZ-BV formalism, which is equivalent to Faddeev-Popov in
the case of Chern-Simons theory). Assume that the flat connection A0 is acyclic.
93
We have
(289) ZpertpM,G; ~;A0q “
ż gauge´fixed, perturbative at a“0
Ω1pM,gq
Da e i~SCSpA0`aq
Here ~ is related to the level by ~ “ 2pik ; a is the fluctuation of the field A around
the fixed flat connection A0. Chern-Simons action evaluated on a connection close
to A0 yields
SCSpA0 ` aq “ SCSpA0q `
ż
M
tr
1
2
a^ dA0a` 16a^ ra, as
– the sum of a constant and a term which looks like the usual Chern-Simons action
evaluated on the fluctuation, but with the de Rham operator twisted by A0, denote
it SCSpA0; aq. One can extend the classical action SCSpA0; aq on Ω1pM, gq Q a to
a BV action, using the A0-twisted version of the AKSZ construction, which yields
the master action
SCS´AKSZpA0;raq “ ż
M
tr
1
2
ra^ dA0ra` 16ra^ rra,ras
on nonhomogeneous forms Ω‚pM, gqr1s Q ra. Thus, continuing (289), we have the
BV integral
(290) ZpertpM,G; ~;A0q “ e i~SCSpA0q
ż perturbative
LĂΩ‚pM,gqr1s
Dra e i~SCS´AKSZpA0;raq
where we choose the gauge-fixing Lagrangian L to be given by the “Lorentz gauge”
d˚ra “ 0, with d˚ the Hodge dual of the de Rham operator, corresponding to some
fixed metric g on M . Finally, perturbative (stationary phase) evaluation of the BV
92One requests integrality of k for the integrand in (288) to be invariant under gauge trans-
formations of connections, see Section 2.1.4. For the perturbative treatment of the Chern-Simons
path integral, integrality of k is irrelevant.
93I.e. that the cohomology of the twisted de Rham operator dA0 acting on Ω
‚pM, gq vanishes in
all degrees. Or, equivalently, that the gauge class rA0s PMM,G is an isolated point in the moduli
space of flat connections and corresponds to an irreducible local system. To treat the perturbation
theory around a non-acyclic flat connection, one needs the machinery of BV pushforwards, see [9].
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integral on the r.h.s. yields (cf. Theorem 4.5):
(291)
ZpertpM,G; ~;A0q “ e i~SCSpA0qloooomoooon
Z0´loop
¨ τpM,A0q 12 ¨ epii4 ψpA0,gqlooooooooooooomooooooooooooon
Z1´loop
¨ exp
˜ÿ
Γ
pi~q´χpΓq
|AutpΓq| ΦpΓq
¸
looooooooooooooomooooooooooooooon
Zě2´loop
Here
τpM,A0q “
3ź
p“1
pdetΩppM,gq∆ppqA0 q´
pp´1qp
2 P Rą0
is the Ray-Singer torsion; ∆ppq “ dA0dA˚0 ` dA˚0dA0 is the Laplacian acting on p-
forms, twisted by A0. Another object appearing in the r.h.s. of (291) is ψpA0, gq
– the Atiyah-Patodi-Singer eta invariant of the Dirac operator L´ :“ ˚dA0 ` dA0˚
acting on ΩoddpM, gq “ Ω1pM, gq ‘ Ω3pM, gq.94
Remark 5.11. It is instructive to write the r.h.s. of (290) as a Faddeev-Popov
integral:
(292) e
i
~SCSpA0q
ż
DaDcDc¯Dλ e i~
ş
M
tr p 12a^dA0a` 16a^ra,asq`λ d˚A0a`c¯ d
˚
A0
dA0`ac
“ e i~SCSpA0q
ż
DaDcDc¯Dλ e i~
´
1
2 xa`λ,L´pa`λqy`
A
˚c¯,∆p0qA0c
E
`ş
M
tr p 16a^ra,as`d˚A0 c¯^ra,csq
¯
where we understand the fields a, c, c¯, λ as g-valued forms of degrees 1, 0, 3, 3, re-
spectively, of ghost number 0, 1,´1, 0, respectively; xα, βy :“ ş
M
tr α ^ ˚β is the
Hodge inner product of g-valued forms. Computing the Gaussian part of the result,
we obtain (cf. Theorem 4.5)
e
i
~SCSpA0q ¨ pdetL´q´ 12 ¨ det ∆p0qA0 ¨ e
pii
4 signL´ ¨ pFeynman diagramsq
Here the determinants and the signature are understood in the sense of zeta-
regularization. Thus we precisely reproduced the formula (291). Note that the
square root of Ray-Singer torsion can indeed be written as τ1{2 “ pdetL´q´1{2 det ∆p0qA0 .
Cancelling metric dependence of 1-loop partition function (at the cost
of introducing framing dependence). Ray-Singer torsion is independent of the
choice of Riemannian metric g that we used for the gauge-fixing. However, the eta
invariant ψpA0, gq does depend on the metric. This dependence can be unerstood
from Atiyah-Patodi-Singer index theorem which implies [58] that the combination
(293)
pii
4
ψpA0, gq ` idimG
24
¨ 1
2pi
Sgravpg, φq
is a topological invariant (i.e. is independent on g). Here the “gravitational Chern-
Simons” term Sgrav is the Chern-Simons action evaluated on the Levi-Cˇivita con-
nection associated to the metric g. To make sense of the latter, one needs to fix a
trivialization (“framing”) φ : TM Ñ M ˆ R3 of the tangent bundle of M , consid-
ered up to homotopy of trivializations. A known fact that all connected orientable
3-manifolds have trivializable tangent bundle, i.e. framings do exist. Moreover, the
set of framings forms a Z-torsor. In particular, there is a local operation on M
94Recall that for a self-adjoint elliptic operator O : H Ñ H on a compact manifold, its APS
eta invariant is the zeta-regularized signature, η “ limsÑ0 řλ signpλq ¨ |λ|´s where the sum goes
over the eigenvalues λ of O.
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(changing the trivialization in a ball cut out of M) changing the framing by “one
unit”. Changing the framing φ by n units changes Sgrav by a multiple of n:
(294)
1
2pi
Sgravpg, φ` nq “ 1
2pi
Sgravpg, φq ` 2pi ¨ n
Denote by Zď1´loop the right hand side of (291) without the last term – we ignore
for the moment the contribution of Feynman graphs with ě 2 loops. Performing a
change of definition of partition function (a baby version of renormalization)
(295) Zď1´loop ÝÑ rZď1´loop :“ Zď1´loop ¨ e i dimG24 ¨ 12piSgravpg,φq
we obtain an expression where dependence on the metric is cancelled (due to metric
independence of (293)), at the cost of introducing a dependence on framing φ. The
latter is under control via (294). In particular, shift of the framing φ ÞÑ φ ` 1
induces the change rZď1´loop ÞÑ rZď1´loop ¨ e 2pii dimG24
Remark 5.12. Another consequence of Atiyah-Patodi-Singer theorem controls the
dependence of ψpA0, gq on the flat connection A0 via
(296)
pii
4
ψpA0, gq “ pii
4
dimGψ0pgq ` i c2pGq 1
2pi
SCSpA0q
where ψ0pgq is the eta invariant of the operator ˚d ` d˚ on ΩoddpMq (without
the twist by A0) and c2pGq is the value of the quadratic Casimir of G in adjoint
representation (the dual Coxeter number of the Lie algebra g). E.g., c2pSUpNqq “
N . Therefore, one can writerZď1´loop “ e ipk`c2pGqq2pi SCSpA0qτpM,A0q 12 epii4 dimGψ0pgq ¨ e i24 dimG2pi Sgravpg,φq
note that A0-dependence of the eta invariant got absorbed into the shift of the level
k of Chern-Simons theory by c2pGq.
5.2.2. Higher loop corrections, after Axelrod-Singer. Now we proceed to the cor-
rections to the perturbative Chern-Simons path integral in powers of ~ – the last
term in (291). Consider the operator
(297) K “ dA˚0∆´1A0 : Ω‚pM, gq Ñ Ω‚´1pM, gq
– the chain contraction for the twisted de Rham complex Ω‚pM, gq, dA0 arising from
Hodge-de Rham theory. It is an integral operator with certain integral kernel
η P Ω2pM ˆMzdiag, gb gq
given by a g b g-valued 2-form on M ˆM which is singular at the diagonal and
smooth away from the diagonal. The form η is the propagator for Chern-Simons
theory (or “Green’s function” or “parametrix”). The integral kernel property re-
lating K and η reads
Kα “
ż
Mp2q
tr η12 ^ αp2q “ pp1q˚ptr η ^ p2˚αq
for α P Ω‚pM, gq a test form and p1, p2 the projections from M ˆM to the first
and second factor (subscripts 1, 2 in the middle formula above also relate to the fist
and second factor in M ˆM); pp1q˚ is the fiber integral.
The crucial observation is that the singularity of η on the diagonal of M ˆM is
relatively mild: η extends to a smooth form on the compactification C2pMq given
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by a differential geometric blow-up of the diagonal of M ˆM which replaces the
diagonal with its tangent sphere bundle, diagÑ STdiag. Chain homotopy property
dA0K`KdA0 “ id implies that
(i) dη “ 0 with d the de Rham operator on C2pMq twisted by A0 on both copies
of M ;
(ii) fixing a point y P M and integrating the propagator over a 2-sphere in M
surrounding y, we get
ş
S2Qx ηpx, yq “ 1. Put another way, the pushforward
(fiber integral) of η restricted to BC2pMq “ STdiag along the projection
STdiagÑ diag is 1 (as the constant function on diag).
Fulton-MacPherson-Axelrod-Singer compactified configuration spaces.
For n ě 2, we have the open configuration space of n distinct ordered points on M ,
Copenn pMq “ tpx1, . . . , xnq PMn | xi ‰ xj for any i ‰ ju “Mnz YS diagS
where S “ ti1, . . . , iku runs over subsets of t1, . . . , nu with k ě 2 elements and
diagS “ tpx1, . . . , xnq | xi1 “ ¨ ¨ ¨ “ xiku Ă Mn is the diagonal in Mn corre-
sponding to S. Fulton-MacPherson-Axelrod-Singer compactification of the open
configuration space Copenn pMq consists in replacing all diagonals diagS in Mn with
their unit normal bundles NdiagS{R` (the differential geometric blow-ups of the di-
agonals; we also denote them BlpdiagSq). We denote this compactification CnpMq.
In particular, in CnpMq, the situation when k ě 2 points collapse together at a sin-
gle point gets endowed with the “zoomed-in” picture, containing the information
on the relative positions of the collapsing points, modulo scaling.
zoom in
center of mass
M
In particular, to every subset S Ă t1, . . . , nu with |S| ě 2 elements, there corre-
sponds a boundary stratum of the compactified configuration space,
(298) BSCnpMq “ BlpdiagSq » Cn´|S|`1pMq ˆ C |S|pR3q
where the reduced configuration space CkpR3q “ CkpR3q{R`˙R3 appearing in the
r.h.s. is the space of configurations of k points modulo translations and rescalings
(note that one can mod out translations by fixing the center of mass of the config-
uration to be at the origin of R3).95 Boundary strata corresponding to collapses of
pairs of points are called the “principal” boundary strata, while collapses of |S| ě 3
points correspond to the “hidden” boundary strata. The space CnpMq is a smooth
95 Another way to phrase (298) is to note that there is a canonical projection piS : BSCnpMq Ñ
Cn´|S|`1pMq which identifies all the points from S with the point of collapse x0 P M ; the fiber
of piS is the reduced configuration space of S points on the tangent space Tx0M , which can be
identified with C|S|pR3q if the trivialization of TM is fixed. Thus piS is a trivial fiber bundle with
fiber C|S|pR3q, but its trivialization depends on the trivialization of TM .
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3n-dimensional manifold with corners; the corners are described by nested collapses
of points on M .96
Feynman diagrams. In the last term of (291), we sum over connected 3-valent
graphs Γ without “short loops” – edges connecting a vertex to itself (whereas dou-
ble/triple edges between distinct vertices are allowed). Here are the first contribut-
ing graphs (all admissible graphs with 2 and 3 loops):
The weight of a graph Γ is given by the integral over the Fulton-MacPherson-
Axelrod-Singer configuration space of V points on M , where V is the number of
vertices:
(299) ΦpΓq “
ż
CV pMq
x
ľ
edges pv1,v2q
piv˚1v2η , σΓ ˝
â
vertices
fy
Here piv1v2 : CV pMq Ñ C2pMq is the map which forgets all points except the two;
f P pg˚qb3 is the structure tensor of the Lie algebra g and σΓ is the permutation of
half-edges corresponding to the graph Γ; x, y is the canonical pairing between gb2E
and pg˚qb3V (note that in a 3-valent graph the number of vertices and the number
of edges are related by 2E “ 3V ).
Finiteness. The crucial point is that the values of Feynman diagrams are given
by integrals (299) of smooth forms over compact manifolds (with corners), hence
they are finite numbers and there are no divergencies in the perturbative quantum
theory. This property is ultimately due to the tame short-distance behavior of the
propagator – the Hodge-theoretic homotopy inverse of the de Rham operator.
Dependence on the metric g. The propagator η and thus the Feynman
weights ΦpΓq depend on the chosen metric g on M ; it turns out that, when summed
over all admissible graphs, as in (291), the dependence on the metric g almost
cancels out.
Let gt, for t P r0, 1s, be a smooth family of Riemannian metrics on M and let ηt
be the respective family of propagators. An explicit calculation of the variation of
the propagator with respect to a variation of metric yields a coboundary
(300)
B
Btηt “ dξt
with d the total de Rham operator on Ω2pC2pMq, g b gq twisted by A0 and with
ξt P Ω1pC2pMq, g b gq a certain t-dependent 1-form. We can assemble ηt and ξt
into a composite objectrηt “ ηt ` dt ¨ ξt P Ω2pr0, 1s ˆ C2pMq, gb gq
which, by virtue of (300), satisfies dtotrηt “ 0 with dtot “ dt BBt ` d the total de
Rham operator, including the de Rham operator on the interval parameterizing
the family. Next, we can calculate the variation of the higher-loop part of the
perturbative partition function (291) as follows:
96It is instructive to check directly the dimension of the r.h.s. of (298) – it is 3pn´ |S| ` 1q `
p3|S| ´ 3 ´ 1q “ 3n ´ 1. Thus, it has the correct dimension to be a codimension 1 stratum of
CnpMq.
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(301) dt^ BBt Z
ě2´loop
t “
ÿ
Γ
pi~q´χpΓq
|AutpΓq| dt^
B
Bt ΦtpΓq
“
ÿ
Γ
pi~q´χpΓq
|AutpΓq|
ż
CV pMq
d x
ľ
edges
piv˚1v2rηt , σΓ ˝ â
vertices
fy
“
Stokes1
ÿ
Γ
ÿ
SĂt1,...,V u, |S|ě2
pi~q´χpΓq
|AutpΓq|
ż
BSCV pMq
x
ľ
edges
piv˚1v2rηt , σΓ ˝ â
vertices
fy
Here the subscript t in Zt,ΦtpΓq reminds that we use the propagator ηt; Γ runs over
all (possibly, disconnected) trivalent graphs. On the r.h.s. we have the following
terms:
(1) Collapses of pairs of vertices, |S| “ 2. If the two collapsing vertices are not
connected by an edge in Γ, the contribution vanishes by degree reasons: the
integrand is non-singular as the two points collide, therefore it is a pullback
of a smooth form on the base of the fiber bundle piS : CV pMq Ñ CV´1pMq
(cf. footnote 95) and hence is not a full-degree form on the total space.
On the other hand, contributions of collapses of pairs of vertices connected
by an edge (“collapses of edges”) cancel out when summed over trivalent
graphs Γ due to the “IHX relation” – vanishing of the sum of contributions
of any three graphs for which the stars of the collapsing edge have the
following form (and the rest of the graph is the same):
4
1 2
34
1 1 22
3 34
This is in turn a consequence of Jacobi identity in g.
(2) Collapses of ě 3 vertices, except the case when the collapsed subgraph of
Γ is an entire connected component of Γ. Their contribution vanishes by
Kontsevich’s vanishing lemmata [32].
(3) Collapse of all vertices of a connected subgraph of Γ at one point on M .
The contribution of this boundary stratum can be computed and can be
written in the form
(302) Zě2´loopt ¨ dt^ BBt pcΓpgq ¨ Sgravpgt, φqq
where cΓpgq is a universal numeric constant depending only on the combi-
natorics of the graph Γ and on the Lie algebra g.
This calculation implies that there exists a power series cp~q P ~Rrri~ss with uni-
versal coefficients depending only on g, such that the “renormalized” higher-loop
part of the partition function
(303) rZě2´loop :“ Zě2´loop ¨ eicp~qSgravpg,φq
is independent of the metric g (but depends on the framing φ). Finally, putting this
together with the discussion of Section 5.2.1, we obtain that the full renormalized
answer of perturbative Chern-Simons theory (near an acyclic flat connection A0)
is:
(304) rZpertpM,G, φ; ~;A0q “
152 PAVEL MNEV
“ e i~SCSpA0q ¨ τpM,A0q 12 ¨ epii4 ψpA0,gq ¨ exp
˜ÿ
Γ
pi~q´χpΓq
|AutpΓq| ΦpΓq
¸
¨ eic1p~qSgravpg,φq
with c1p~q :“ 2pi24 dimG` cp~q. It is independent on the metric but is dependent on
the framing of M . Dependence of the partition function of Chern-Simons theory
on framing is a nontrivial effect of quantization.
Remark 5.13. One can consider a finite-dimensional BV integral, based on a cyclic
dgLa, modelling the Chern-Simons path integral, see [9] (the construction is a cyclic
version of the abstract BF theory associated to dgLa and its BV pushforward to
a subcomplex, cf. Sections 5.1.1, 5.1.2). Independence of the result on the gauge-
fixing is a consequence of BV-Stokes’ theorem, but can also be proven directly on
the level of Feynman diagrams. The resulting diagrammatic proof is an algebraic
version of the argument above for the true Chern-Simons theory; however, we
see only contractions of edges of Feynman graphs, as in (1) above, which again
cancel out due to graph combinatorics and Jacobi identity. No analogs of situations
(2,3) show up in this finite dimensional/algebraic context. Therefore, one may
say that our naive initial expectation that the Chern-Simons path integral should
be independent of the Riemannian metric by BV-Stokes’ theorem (which is only
a theorem for finite-dimensional BV integrals) corresponds to the cancellation of
contributions of principal boundary strata of configuration spaces to the variation
of the path integral with the metric. Contributions of hidden boundary strata are
an essentially infinite-dimensional field-theoretic phenomenon, which in the Chern-
Simons case leads to the dependence of the result on the framing.
Remark 5.14. BV formalism is not necessary to construct the perturbative Chern-
Simons path integral (291) – one can obtain it purely using Faddeev-Popov method
for gauge-fixing (unlike, e.g. BF theory in dimension ě 4 or the Poisson sigma
model, where one is forced to use BV). However, BV (and, in particular, AKSZ)
perspective is helpful. E.g. the simple form of Feynman weights (299) corresponds
to the AKSZ origin of the theory. If we would split the propagator η, viewed as
a singular 2-form on M ˆM , into components η2,0 ` η1,1 ` η0,2 according to the
bi-degree of forms on the product, the Feynman weight (299) of the graph Γ splits
into parts corresponding to decorating the half-edges of Γ by degrees P t0, 1, 2u in
such a way that the sum of the two degrees for every edge is 2. In this way we
get the perturbative expansion of Faddeev-Popov integral (292), with half-edges
of degrees 0, 1, 2 corresponding to the fields c, a, dA˚0 c¯, respectively. This was the
perspective of the original papers [2, 3] and from that point of view the fact that
Feynman diagrams coming from Faddeev-Popov construction assemble into the
compact form (299) looks like a miracle. BV formalism and, in particular, AKSZ
construction of Chern-Simons theory explains this miracle.
Remark 5.15. One can construct the perturbative path integral for Chern-Simons
theory around a non-acyclic connection using the technology of BV pushforwards,
see [9]. The result, expressed as a sum over trivalent Feynman graphs with leaves
decorated by cohomology classes of M , yields a volume element on the moduli
space of flat connections on M ; the total volume of the moduli space with respect
to this volume element is the total Chern-Simons partition function. In this set-
ting a Stokes’ theorem argument on the compactified configuration space of points
on M is used to prove two statements: that a change of gauge-fixing induces a
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canonical transformation of the effective action on cohomology (which determines
in turn the volume element on the moduli space), and that the effective action
satisfies the quantum master equation. Generally, Stokes’ theorem arguments on
the configuration space, dealing directly with values of Feynman diagrams, are a
refined field-theoretic version of the BV-Stokes’ theorem, suited for perturbative
AKSZ theories. In particular, the same technology works in the Poisson sigma
model [33, 8]. Configuration space formalism can also be modified to allow source
manifolds with boundary [13] and pairs of manifold and a submanifold, correspond-
ing to enrichment of an AKSZ theory with observables supported on submanifolds,
cf. [16, 41].
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