Abstract. In this paper, we investigate the utility of providing users with the system's rationale in a mixed-initiative system for GUI customization. An evaluation comparing a version of the system with and without the rationale suggested that rationale is wanted by many users, leading to increased trust, understandability and predictability, but that not all users want or need the information.
Introduction
In recent years, substantial research efforts have been dedicated to finding ways to provide users with customized graphical user interfaces (GUIs) as a means of coping with the problem of increasing GUI complexity (e.g., [5, 14] ). Solutions can be divided into three categories: i) adaptive: the system customizes the interface (e.g., [6] ), ii) adaptable: the user customizes the interface (e.g. [14] ), or iii) mixed-initiative [10] : the system and user cooperate to customize the interface through a combination of automation and direct manipulation (e.g., [2] , [5, 15] ). In combining aspects of adaptive and adaptable interfaces, mixed-initiative approaches address a number of their common disadvantages. In particular, by automatically generating customization recommendations, a mixed-initiative approach addresses concerns with adaptable interfaces related to the fact that they require additional user effort [13] and that not all users make good customization decisions [1] . By letting users make the final decision on when and how to customize, the mixed-initiative approach addresses one of the main drawbacks in purely adaptive approaches -lack of user control [9] .
With a mixed-initiative approach, however, if users don't understand why and how the customization suggestions are generated, two potential disadvantages of adaptive interfaces remain: 1) lack of transparency, and 2) lack of predictability [9] . In this paper we explore whether both issues can be partially addressed by providing the user with access to the rationale underlying the customization suggestions. We investigate this concept within the MICA (Mixed-Initiative Customization Assistance) system, which provides support for GUI customization in Microsoft Word (MSWord) [2] . One of MICA's distinguishing traits is that its customization recommendations rely on a formal assessment of the performance savings, based on information on user expertise, task, and interface layout. MICA also includes an interface mechanism to explain its decision-making process to the user. A previous evaluation provided evidence that MICA's suggestions have a positive impact on task performance and that its mixed-initiative support is preferred to the purely-adaptable alternative [2] . The main contribution of this paper is a formal evaluation of MICA's rationale, which provides insight into the qualitative impact of including rationale within a mixedinitiative system for GUI customization.
There are numerous examples of adaptive or mixed-initiative systems that provide access to all or part of their rationale (e.g., [4, 16] ), but none that do so in the context of GUI customization. For example, inspectable student models allow users to view and sometimes edit their student model, which in turn gives them a sense of what causes the particular adaptive behaviour to occur (e.g., [4, 16] ). Provision of rationale has also been explored in recommender systems (e.g., [8] ) and in expert systems (e.g., see [11] ). Evaluations provide encouraging evidence that the rationale can increase transparency [16] , promote reflection [16] , and improve users' reactions to system recommendations [8] . If not properly designed, however, rationale can be difficult to use [4] , and can even lead to less favourable responses towards the system [8] .
Since, to our knowledge, there has been no work investigating rationale utility within mixed-initiative GUI customization systems, little is known about what information to include in the rationale, whether users want access to it, or how it will affect users' impressions of the system. We show that providing access to system rationale in this context has the potential to be beneficial for many users, but that impressions of its utility vary widely from user to user.
The MICA System
We begin by outlining MICA's mixed-initiative customization support. A more complete description can be found in [2] .
MICA, whose architecture is depicted in Fig. 1 , helps users customize within a twointerface version for Microsoft Word (MSWord) [14] . The two interfaces are: 1) the Full Interface (FI), which is the default full MSWord interface (Fig. 2, right) , and 2) the Personal Interface (PI), a feature-reduced version, containing only features that the user has chosen to add (Fig. 2, left) . A toggle button (circled in Fig. 2 ) allows the user to switch between interfaces. corresponding customization suggestions. To do so, the CSM relies on the User Model, which assesses the user's time performance given a particular PI. This assessment is done in cooperation with the Knowledge Base using a novel extension of a cognitive modelling technique known as GOMS analysis [3] . The performance assessment relies primarily on three factors. 1) Expected Usages: how often the user is expected to access each feature. 2) Expertise: the amount of time the user takes to locate each feature in the interface (users with lower expertise are likely to be more negatively impacted by excess functionality [1] ). 3) Interface Characteristics: detailed layout information on the FI and the PI currently under consideration, including the number of features present and where they are located.
It should be noted that Expected Usages and Expertise are not yet assessed on-line. Although there are techniques that could guide both types of assessments (e.g., [7] , [12] ), we felt that giving priority to investigating rationale utility would provide the most benefit to GUI customization research, despite a user model with some "black box" components. Fig. 3 shows MICA's mixed-initiative customization interface for adding features to the PI (a direct extension of the adaptable mechanism proposed in [14] ). The central part of Fig. 3 shows the dialogue box that pops up when the user initiates customization. MICA's recommended additions are made visually distinct within the menus and toolbars (by yellow highlighting or a yellow square). Users can accept the recommendations using any combination of three methods: 1) selecting features as in normal usage, 2) selecting from a list accessible through the "Show Add Recommendations" button, and 3) using the "Accept All" button.
MICA's Rationale
MICA's rationale component describes why the system is making recommendations and the relevant user-and interface-specific factors impacting its decision-making process. Presenting this rationale has the potential to provide valuable insight into how the system works; however, effectively communicating the information to the average user is a challenging design task, particularly since MICA's algorithm is relatively complex.
Since this is the first attempt at providing rationale in GUI customization research, we undertook an iterative design and evaluation process. During the evaluation of a previous version of MICA [2] , none of the study participants accessed the rationale spontaneously because of both usability and study methodology issues. We were, however, able to gather usability feedback by asking participants to view the rationale during post-session interviews, which we used to redesign the interface. Next, we pilot tested the new design with eight computer science graduate students. The pilot evaluation consisted of 30-minute interviews targeting issues such as: 1) wording clarity, 2) missing/unnecessary information, and 3) whether it was clear where to access, and how to navigate through the rationale. The pilot testing led to a number of improvements to the interface. One worth mentioning here is stressing that the rationale contains personalized information as opposed to canned text, because the pilot participants found this information most compelling. In the final interface resulting from the aforementioned iterative design process, users can access the rationale by clicking on the "More" button next to the line "Explain recommendations in terms of my personal information" (Fig. 3, bottom) . Once clicked, the dialogue box in Fig. 3 expands to include information on why and how the system makes recommendations. The "Why" component, displayed in Fig. 4 , indicates that the recommendations are based on time savings and provides an estimated savings per feature invocation (based on the User Model's performance assessment) should the user choose to accept all recommendations.
The "How" component is a simplified explanation of MICA's decision-making. The first screen, "How: Recommendations Factors," explains that MICA balances the three factors described in Section 2, with their names altered based on pilot feedback: 1) Usage Frequencies (i.e., Expected Usages), 2) Expertise, and 3) Interface Size (i.e., Interface Characteristics). Next, three screens describe each factor in greater detail (two are in Fig. 5 ).
The Usage Frequencies and Expertise screens also display the recommendations ranked according to the User Model assessments for that factor (e.g., Fig. 5 , top). To understand the utility of the rationale, we compared two versions of the MICA system: one with and one without the rationale. The goal was to better understand the qualitative impact of the rationale on users' attitudes toward the system. Based on user feedback from the previous informal studies, we anticipated large individual differences along this dimension. We did not, however, expect rationale to significantly impact customization decisions, since in our earlier study, participants already followed most of the system's recommendations (96%) for additions to the PI without accessing the rationale [2] . While there would be room for improvement in terms of following recommendations for deletion, previous work has shown users to be very reluctant to do so [2] , [14] . Therefore, we anticipated the most interesting findings to come from the qualitative data on user attitudes and preferences. Based on previous feedback, we expected that some users would appreciate the rationale and find it useful, while others would find it unnecessary. We wanted to better understand the reasons underlying different reactions, and the qualitative advantages and disadvantages of providing access to rationale information.
Evaluation

Method
Sixteen participants, recruited throughout the University of British Columbia campus, completed the experiment. The experiment was within subjects with two conditions: 1) Rationale, the MICA system with the rationale accessible (see Fig. 3 ) and 2) NoRationale, the system without the rationale. A within-subjects design was chosen to elicit direct comparative statements. To account for carry-over effects, version order (Rationale vs. No-Rationale) and task order (described below) were counterbalanced. In this section we briefly describe the experiment methodology, a direct extension of our previous methodology [2] . With this methodology, interacting with the rationale is not an explicit experimental task. Instead, the majority of the session is spent performing pre-assigned word-processing tasks with the target application, MSWord. Alternatively, we could have required users to interact with the rationale for a period of time, for example, by having them complete a worksheet or questionnaire based on information in the rationale (e.g., [4, 16] ). We chose to build on our previous methodology, as opposed to designing tasks specific to the rationale, because we felt that it would generate more realistic feedback about when and why users may access the system's rationale.
The experimental procedure was as follows. First, participants completed a detailed questionnaire designed to assess their expertise for each interface feature used in the experiment. The questionnaire results were used to initialize the "Expertise" portion of the User Model since, as discussed earlier, it cannot yet assess expertise on line. Participants then performed two tasks, one with each version of the system (Rationale and No-Rationale). Prior to each task, the appropriate system version was briefly demonstrated. After finishing the tasks, participants completed a post-questionnaire and were interviewed by the first author using a semi-structured interview format. A session typically lasted 3 hours, but ranged from 2 hours 45 minutes to 4 hours. We used a guided task structure [2] , where users were provided with a list of stepby-step instructions and a target final document. The guided tasks served two purposes: 1) they required a large number of menu selections (necessary for customization to be beneficial) while still being of reasonable length, and 2) they provided "Expected Usage" information for the User Model. We further motivated customization through task repetition and a small amount of deception. Each task was actually repeated three times, however, participants were told that the tasks would be repeated up to five times. If at the end of the second task repetition the participant had yet to customize, the experimenter asked her do so at a point of her own choosing during the third repetition. We did so in hopes of achieving a higher customization rate than in our previous experiment, which was 66% without prompting.
Our goal was to give participants as much autonomy as possible with respect to rationale usage; however, we did want participants to look at it. To balance these two objectives, we showed participants where to access the rationale during the initial interface demonstration and requested that the participants "look through the information at some point." Apart from this request, no prompting to look at the rationale was done during the experiment.
Main Measures
Our emphasis in the evaluation was on qualitative measures. The questionnaire gathered preference information. In particular, participants who viewed the rationale during the study were asked which version of the system they would choose to install (Overall Preference). The post questionnaire also asked participants to state which version they preferred, or whether they found the two equal, for the following five criteria: 1) agreeing with the system recommendations (Agreement); 2) trusting the system to make good recommendations (Trust); 3) understanding why the system was making specific recommendations (Specific Understandability); 4) understanding why the system was making recommendations in general (General Understandability), and 5) ability to predict future recommendations (Predictability). The interview gathered more detailed qualitative data on topics such as: 1) influence of study methodology on rationale viewing, 2) additional reasons for viewing (or not viewing) the rationale, 3) the impact of the "Why" component on motivation to accept recommendations, and 4) impressions of the utility of the "How" component.
In addition to qualitative measures, we report the time spent viewing the rationale and the percentage of add and delete recommendations followed in both conditions.
Results
Similar to our last experiment, 69% of participants (11/16) customized in both conditions without any prompting. Once prompted, the remaining 5 participants customized. Since separate analysis of those who were prompted versus those who were not failed to reveal any substantial differences, the remainder of the analysis includes data from all participants.
In the Rationale condition, 94% (15/16) of participants accessed the rationale. Of these participants, 47% (7/15) To analyze the qualitative data, the interviews were first transcribed. Next, detailed coding was done by the first author, based on thorough analysis of the interviews and questionnaires. We report themes and trends that emerged from this analysis, along with the number of participants whose statements matched the given theme or trend. Our intention was not to prove or disprove hypotheses through statistical analysis, which, given the anticipated diversity of opinions, would have required a much larger number of participants. Preference. Fig. 6 depicts the preference data both overall and for each of the individual criteria, and indicates that, in general, the preference data was mixed. When forced to choose, the majority of participants indicated that they would prefer to install the Rationale version (60%); however, the No-Rationale also had reasonable support (40%). For the individual criteria, participants were given the option of rating the two conditions "Equal." Having the rationale appeared to have the largest impact on both Specific and General Understandability, as well as the Predictability of the recommendations. While the Rationale version was preferred by some users for Agreement and Trust, the most popular response for these criteria was "Equal." Influence of Study Methodology on Rationale Viewing. To understand whether users looked at the rationale solely because of the request during interface demonstration, users were asked i) why they looked at the rationale, and ii) to comment on the role of the request. Out of the 15 users who viewed the rationale, 33% (5/15) said they were not influenced by the request. Another 20% (3/15) indicated that they were partially influenced by the request, but had additional reasons for accessing the rationale. The remaining 47% (7/15) said the request during interface demonstration was their sole reason for accessing the rationale. Just over half of these users (4/7) said that there would be circumstances where they would want the information, but that our particular study methodology did not provide the right motivating conditions. Finally, three users indicated that they had no interest in the rationale. Therefore, 80% (12/15) of the participants either i) viewed the rationale for reasons other than our particular study methodology or ii) could see circumstances outside of the study where they would want to view the rationale. Additional Reasons for Viewing or Not Viewing the Rationale. Three reasons were given for viewing the rationale by the 53% (8/15) that accessed it for reasons other than the request during interface demonstration. The first was general curiosity (3/8). The second was to have the recommendations explained (3/8), e.g.
, "if something is customizing it for you […] I want to have an understanding of why it is doing things."
The third reason was to have an aspect of the interface explained, such as an explanation of how the PI works (2/8).
The three users who were not interested in the rationale gave unique reasons for why not. One felt that the rationale is unnecessary in a mixed-initiative system, since she could follow the recommendations if she found them useful or customize on her own if she didn't. Another pointed to the fact that the rationale is embedded within a productivity application: "…when it comes to a program like Microsoft Word most of Table 1 . Reasons for finding the "How" component useful or not useful. Out of those who accessed the rationale, 93% (14/15) indicated that they actually read the "Why" component. Since its purpose is to illustrate the potential time savings that could result from accepting recommendations, we asked users to discuss whether or not this information was, in fact, motivating. Of these users, 43% (6/14) felt that the "Why" component motivated them to accept recommendations. Another 43% (6/14) were generally interested in having a PI that would save time, but were not motivated by the particular amount of time savings listed. They either felt that the amount of time savings was too small, or that its expression was unintuitive: "I couldn't relate it to the real world. It was like saying how fast you are driving in meters per second..." In this study, three users did delete features and did so after having viewed the rationale. For two of the three users, the time savings was a motivating factor. Effectiveness of Rationale: Usefulness of the "How" Information. Only 47% (7/15) of those who accessed the rationale indicated that they read the "How" component. To obtain as much feedback as possible, during the interview we asked all 16 users to read through the information and comment on its usefulness. After reading the information 62% (10/16) found it useful, including six of the seven users who read the information while customizing, however, 38% did not (6/16). Table 1 summarizes their reasons. The most popular reason for finding the information useful was gaining a better understanding of how the system makes recommendations or confirming their existing understanding. For those who didn't find the information useful, the majority indicated that it was unnecessary or "just common sense."
We also asked users to indicate which pieces of information, if any, were most or least useful. While participants responded favourably to the Expertise and Usage Frequencies factors, 50% (8/16) disliked the Interface Size factor. Many commented correctly that this factor wasn't as personalized, or that having a small interface was the point of customization. Participants didn't seem to understand that MICA balances this factor with both usage frequencies and expertise. This result is consistent with our pilot feedback, which indicated that users respond most favourably to information that is personalized. Impact on Recommendations Followed. To analyze the impact of the rationale on the percentage of recommendations followed, we ran repeated-measures ANOVA with Version (Rationale or No-Rationale) as the within-subjects factor. Version Order and Task Order were included as between-subjects controls.
As anticipated, the percentage of Add recommendations followed was similar in both conditions, with participants following 94.2% (sd: 21.6%) of the Add Recommendations in the Rationale condition, compared to 93.5% (sd: 9.0%) in the No-Rationale condition (F(1, 11) = 0.001, p = 0.982). In terms of Delete recommendations, three users did delete, leading to an average of 14.2% (sd: 34.3%) Delete recommendations followed in the Rationale condition compared to 7.2% (sd: 24.8%) in the No-Rationale, a difference which was also not statistically significant (F(1, 11) = 0.978, p = 0.334).
Another result of interest was a marginally-significant between-subjects order effect for the percentage of Add recommendations followed (F(1,11) = 3.990, p = 0.071). Participants who completed the Rationale condition first followed more Add recommendations overall (average: 99.1%, sd: 2.5%) than those who completed the Rationale condition second (average: 87.9%, sd: 14.3%). This order effect was anticipated; we expected knowledge that the system would make principled recommendations in the first condition to transfer to the second. This result suggests that the rationale may be most effective when viewed earlier rather than later and that frequent viewing isn't necessary.
Discussion
Our findings indicate that the majority of users prefer to have the rationale present, but that a non-insignificant group of users do not need or want the information. For some users, the rationale led to increased trust, understanding, predictability, and motivation to accept recommendations. Some users, however, felt that the rationale was just common sense, or was unnecessary in a mixed-initiative system or productivity application. Others expressed an inherent trust in the system. These findings may suggest that, contrary to previously stated guidelines [9] , transparency and predictability may not, in fact, be important to all users in all contexts. However, since some users found the rationale to be just common sense, it may be that our particular design did not always succeed in improving transparency and predictability.
In terms of rationale design, feedback from our iterative design and evaluation process suggests that the personalized aspects of the rationale should be emphasized when possible. In addition, since reactions to the rationale are mixed, the information should clearly visible for those who want it without disrupting those who don't, which was the approach taken here. Finally, we might see different reactions to more lightweight graphical representations of the rationale.
While the rationale was a motivating factor for two of the three users who deleted, and participants who viewed the information in the first condition tended to accept more add recommendations overall, the rationale had limited quantitative impact. Understanding whether the rationale could have a larger quantitative impact may require finding a target application where users are less likely to accept recommendations without the rationale, for reasons such as recommendations being contrary to expectations or a higher cost associated with accepting recommendations. Alternatively, it may be the laboratory environment that led to such high acceptance of recommendations. The rationale may have a larger impact in the field, where users might have lower levels of trust in the system.
