Absmct-We present a robotic walking aid capable of learning models of users' walking-related activities. Our walker is iostrumented to provide guidance to elderly pwple when navigating their environments; however, such guidance is dimcult lo provide without knowing what artivity a person is engaged in (e.g., where a person wan6 to go). The main contribution of this paper is an algorithm far learning models of users of the walker. These models are defined al multiple levels of abstractions, and learned fmm aetnal usage data using slalislid techniques. We demonstrale that our approach rurceeds in delermining the specific artivily in which a user engages when using the walker.
I. INTRODUCTION
Older adults with dementia often experience gait disturbances and spatial disorientation, affecting their mobility, wayfinding, and independence [3 I] , [321, [33] . Memory loss compounds these deficits, making day-to-day navigation from one place to another a recurring challenge in both familiar and unfamiliar environments [341. For many, physical activity is limited to walking indoors, often using an assistive device such as a walker and relying on others for guidance.
We present a robotic walker designed to provide guidance to elderly people who are cognitively or mentally frail and otherwise in danger of getting lost. To assist such people in their daily walking-related activities, it is beneficial for the walker to acquire a model of people's daily routines. Our walker does just this: by passively monitoring people's walking activities, it develops a hierarchical model of people's daily walking routines.
Our walkers extendcommercial walking aids, as shown in Figure 1 . Both proto-types are equipped with a laser-based navigation system for localization relative to a learned environment map, a display for providing directions to its users, a touch-based interface for receiving commands, and an active drive mechanism equipped with a clutch for switching between active and passive mode. The guidance provided by the walker is similar to car-based GPS systems, in that it informs individual users where to go when attempting to navigate to a target destination [IO] .
A key ability of our walker is that it learns models of peo- ple's motion behaviors. These models are acquired when the device is used with and without providing guidance. The model is defined at multiple levels of abstraction: It includes a representation of principled activities, topological locations through which a person may navigate, and low-level metric locations. A hierarchical hybrid semi Markov model ties together these multiple models into a single coherent mathematical framework. The parameters of the model are learned in a separate teach-in phase, in which a person (e.g., a caregiver) labels specific activities.
Experimental results illustrate that a highly accurate model is learned after only a few days of using the walker. In particular, we have found 100% accuracy in classification of activities when tested on independently collected data-for the duration of an entire testing day.
PRIOR WORK
The idea of building robotic walking aids is not new. Most existing robotic devices are active aids-meaning that they share control over motion with the user-and are aimed at obstacle avoidance and path navigation. There exist a number of wheelchair systems [14] I I] . The activity of discrete activities is also related to the rich literature of plan recognition [ 121. The work here is related, in that it acquires statistical models of behavior. However, it applies these techniques to a new and important domain. Further, our approach integrates learning of behaviors at multiple levels of abstraction, and it ties these together when analyzing high-level activities.
The specific mathematical models proposed here are hierarchical and mixed discrete-continuous. Within the realm of discrete statistical models, a more general class of hierarchical models were proposed in [22] , [8] , and learning algorithms were presented in [27] . The work here places an instance of this more general mathematical model in the context of a specific application; further, it extends it by a continuous component, as previously proposed for nonhierarchical models in [16] .
LEARNING MODELS OF USERS

A. Hiernrchical Srate Space
Our approach models activities at three levels: 2. The topological location of a person is determined based on a manually partitioned environment map into topological regions. Regions correspond to rooms, comdors, foyers, and so on. Each of these regions is given a unique identifier. The topological location at time t is denoted Pt.
The topological location is a function of the meuic location: pt = g(cut). Since we obtain accurate metric coordinates from our metric localizer, we trivially obtain topological locations as well. Figure 2 depicts a topological decomposition of the environment. While this decomposition was specified manually, algorithms exist for finding similar decompositions automatically [28] .
3.
The logical activity in which a person is engaged forms the most abstract level of our hierarchy. We distinguish two types of activities: Activities carried out in a single location (e.g., a person eating lunch), and activities that involves motion between multiple locations (e.g., walking from the dining hall hack to one's room). Each activity is given a unique identifier. The logical activity at timet will he denoted Y~. In the training phase, we assume the activity is provided (e.g., a caregiver manually labels the data sequence). During everyday operation, the activity is nor directly observable; thus, we need a statistical framework for estimating activity from sequences of locations.
Clearly, the state at each level changes over time. However, it does so at vastly different time scales. Changes at the metric location level occur continuously, and are reported back at a sample rate of ten Hertz. At the the topological level, changes occur much less frequently: It may take more than a minute for frail elderly people to move from one topological region to another. At the activity level, the change is even slower: An activity can easily persist for half an hour.
To accommodate these vastly different time scales, our approach utilizes different time indices for the different levels. At the lowest level, we use the regular fixed time interval provided by the Carmen software; time will be denoted by t. At the topological level, we will use the time index k. The variable k is incremented whenever the topological location changes. Finally, at the activity level we will use the time index s. 
B. The Hierarchical Probabilistic Semi Markov Model
Our generative orobabilistic model-which forms the baUnder this model, the probability of the data sequences B, C is then given by the following product:
Clearly, the probabilistic model has been designed carefully so as to model the essentials of activities of elderly people using our walker. For example, our model ignores the specific metric trajectory defined by the variables a; those are only used to calculate the topological region p. The reason for being oblivious to the specific trajectory is its dependence on a great number of factors. such as other people that might block the way. Our specific choice of temporal models-the time a person stays at a single topological location and the time-of-day an activity is initiated, are highly informative: The former allows us to identify activities in which a person stays in the same single topological location for extended periods of time (e.g. watching television). The latter helps us identify activities that occur at regularly scheduled times, such as eating lunch.
C. Learning The Model
The first two probabilities are defined over discrete spaces.
Hence, we use a Laplacian estimator for estimating these transition probabilities:
sis for the inferen& of activities from data-is defined through' the evolution of state over time. The first two of these distribution operate at the topological time resolution k , whereas P(P' I P, 7 ) is the the transition probability between toPological locations, conditioned on the activity y. This probabilistic function defines state transitions at the topological level.
P(6 I 8, Y) is the distribution Over durations spent in toPO-
logical regions 0, conditioned on the activity y. Hen+ 6 is a continuous variable. Notice that this distribution is defined over a continuous domain. p(y' I y) measures the transition probability for activities, modeled at the activity level.
P(@' I 0 , Y )
four conditional probability distributions that characterize 
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I y) is a time-of-day distribution for activities: the time of day at which an activity may be' the time.of. by removing the date infomation, The remaining probability distributions are definedovercontinuous values, but conditioned on discrete variables. Our approach represents these distributions by conditional Gaussian distributions: where N ( p , U ' ) denoted a Gaussian with mean p and variance uz. The mean and variance are obtained using the standard estimation equations:
These estimators generate the maximum likelihood Gaussians.
D. Inferring Activities
During everyday use, we cannot observe the activities y.
We are only given the set B of topological transitions, and the times at which y changes (e.g., detected by a person engaging or disengaging from the walker). p(6 I 0, y) and normalize. y renders the past and future conditionally independentwhich is the defining properly of Markov chains.
In other words, whenever an activity changes, it suffices to memorize the posterior distribution p ( 7 . I B[O; s]) over the activity at that time. Data gathered before that activity change carries no further information relative to the problem of estimating the current activity. This important characteristic of our approach (and Markov chains in general) is documented by the fact that (10) is indeed a recursion.
Unfortunately, activities change slowly. However, a similar Markov property can be exploited for the estimates between activity changes.
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This again lends itself nicely to a recursive implementation: While no activity change occurs, the posterior probability of each activity y is simply updated in proportion to the transition probabilities p(,& I p k -1, y) and the duration probabilitiesp(6k I P k , y).
The resulting algorithm is depicted in Table 1 . Notice that it is extremely simple: Whenever a state change is observed, the corresponding probability is multiplied into the posterior state estimate. once a posterior estimate of the activity has been obtained, it is straightforward to calculate the likelihood of the data sequence from Equation (1).
IV. RESULTS
We conducted a number of experiments to evaluate the ability of our approach to learn good predictive models of 7s.
8
' r its users. The model learning results were achieved on data collected over a four-day period with an individual user (a student). Figure 4 shows the testing environment, which covers three different floor levels in two different buildings connected by a walkway and two elevators. All results involve genuine motion. For learning, the guidance system was switched off to avoid the obvious bias asserted by the active guidance system. Within those four days, we collected more than 60,000 position data, from which we derived a total of 213 topological state transitions. The map was subdivided into 86 locations. It spanned three different buildings, and within these buildings a total of three different floors, which were accessed through three different sets of elevators. One of the days was withheld from the data to serve as independent testing data; all other data was used for training.
We found that our model predicted people's activity with 100% accuracy, for a total of 61 activities and topological location changes in the testing data. This result is illustrated in Figure 3 . Shown there is a sequence of 61 probability distributions over 9 possible activities. Each distribution is plotted as log-likelihood the brighter an activity, the more likely it is. The red line in this diagram depicts ground truth: clearly, the prediction of activities is remarkably accurate. This illustrates that the features chosen in our model are well-suited for modeling user activities.
Components of the learned model are visualized Figures 5 through 7. Figure 5 shows two examples of, topological transition tables for the conditional probability distribution p ( f l I 0 ,~) .
This distribution measures the probability that a person enters region p' from / 3 in activity y. As should be apparent from this graph, there is a huge diversity of transition functions. For the activity "at lunch," the person remains at a single location (the dining hall), whereas for the activity "returning from lunch" she traverses a number of regions in mostly fixed order. Figure 6 shows the wansition table between activities, that is, the learned probability distribution p(y' 1 y). Again, most activities occur in some sort of sequence, though not all. This remarkably deterministic behavior is a key reason for the high predictive accuracy of our approach. Finally, Figure 7 shows the.distribution for the time of day at which an activity is usually carried out. Here we find specific time dependence for a number of activities. This should come as little surprise. since certain activities (such as lunch-related activities) occur at about the same time every day. documented in [IO] . We essentially tested the walker with a number of elderly people, who by and large showed excitement for this new concept. An informal lab evaluation showed that pointing to the next topological region leads to more intuitive guidance than pointing in the direction of the final target location. In a previous related system [ZI], we found that the guidance can effectively deliver people at locations that they might otherwise be unable to find.
Our guidance activities were rather informal, and are mostly
V. CONCLUSION
We have presented a robotic walker designed to provide guidance to people, and that is able to learn models of people's walking activities. Our approach to learning this model is a hierarchical Markov model that operates at three different levels: A metric motion level at which location is described by metric coordinates, a topological motion level which uses topological regions as its basic element, and an activity level, at which a person's walking activities are logically subdivided into broader categories.
Our model is trained from labeled data. In particular, our approach learned transition probabilities for the two upper levels, and duration and time-of-day distributions. Once learned, it uses Bayesian filtering to determine the specific activity in which a person engages. We find after only a few testing days that our system predicts activities with 100% accuracy on an independent testing day.
While these results are encouraging, more needs to be done to turn this walker into a profitable guidance system. Most importantly, we plan to utilize the learned models in our guidance system, in the hope of providing the right guidance at the right time even if a person fails to specify the target location. This should now easily be possible, given The former acnvity Wkes place at a single location, whereas the latter involves a long walk back through a number of topalogical regions. On the mathematical side, we plan to employ techniques that can automatically segment time series, so as to improve our ability to detect activity change.
Despite these limitations, this paper presents the somewhat surprising result that walking activities can successfully he modeled using relatively little training data, and an appropriately equipped robotic walker.
