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Abstract
We show a non-existence result for some class of equivariant maps between
sphere bundles over tori. The notion of equivariant KO∗-degree is used in the
proof. As an application to Seiberg-Witten theory we have a new inequality
b+2 (X) ≥ −sign (X)/8 + c(X) + ε(X) for a connected closed oriented spin
4-manifold X with indefinite intersection form, where c(X) is a non-negative
integer determined by the quadruple cup product onH1(X;Z) and some maps
in KO-theory induced from the Albanese map of X, and where 1 ≤ ε(X) ≤ 3.
1 Introduction
Let R˜ be the 1-dimensional real line with the linear involution −1 and let R˜p =
R˜⊕p. The involution on R˜ then induces an involution on the n-dimensional
torus T˜ n = (R˜/Z)n, so it is a Real space [2]. Fix an non-negative integer
l. We denote by V0, W0 the product vector bundles T˜
n × R˜x, T˜ n × R˜x+l
respectively. The diagonal actions on V0, W0 give lifts of the involution.
Let V1 and W1 be symplectic vector bundles over the Real space T˜
n in the
sense of Dupont [11]; each of them is defined to be a complex vector bundle
together with an anti-linear lift of the involution such that its square is −1 on
each fiber. Since the symplectic action defines a quaternionic structure on the
fiber over a fixed point, the rank of symplectic vector bundles over T˜ n should
be even. We thus denote rankCV1 − rankCW1 = 2k.
Let Pin−(2) be the subgroup of Sp(1) generated by U(1) and j. Then the
quotient Pin−(2)/U(1) is isomorphic to {±1}, so we regard V0,W0 as Pin−(2)-
equivariant bundles. We define Pin−(2)-actions on V1, W1 by using complex
scalar multiplication and the symplectic action. Then our purpose of this
paper is to give a necessary condition for the existence of a Pin−(2)-equivariant
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fiber-preserving map from the sphere bundle S(V0 ⊕ V1) to the sphere bundle
S(W0 ⊕ W1), or equivalently the existence of a proper Pin−(2)-equivariant
fiber-preserving map from V0 ⊕ V1 to W0 ⊕W1, under some assumptions. To
state our main theorem we prepare some notations.
Let Ksp(T˜ n) be the Grothendieck group of symplectic vector bundles over
T˜ n, so we consider the difference [V1] − [W1] as an element in Ksp(T˜ n). We
now introduce a set of invariants to characterize it.
For each subset S ⊂ {1, · · · , n} we put R˜S = Map(S, R˜) and induce the
Real structure on R˜S from R˜. Then R˜S is isomorphic to R˜|S|, where |S| is
the the cardinal number of S. We also have the Real torus T˜ S = Map(S, T˜ 1),
which is isomorphic to T˜ |S|. Let πS : T˜ n → T˜ S be the projection and iS :
R˜S → T˜ S an open {±1}-equivariant embedding onto an open neighborhood of
the origin. Then, as we shall show later, the following map is an isomorphism:∑
S⊂{1,··· ,n}
π∗S(iS)! :
⊕
S
Ksp(R˜S)→ Ksp(T˜ n).
Thus [V1]− [W1] ∈ Ksp(T˜ n) is determined by the corresponding components
aS ∈ Ksp(R˜S). By the Bott periodicity theorem in Ksp-theory [11] (see also
Section 5) we see Ksp(R˜S) ∼= Z if |S| ≡ 0, 4 (mod 8), Ksp(R˜S) ∼= Z/2 if
|S| ≡ 2 or 3 (mod 8), and in the other cases Ksp(R˜S) = {0}.
In this paper we investigate the case aS = 0 for any nonempty set S with
|S| ≡ 0 mod 8. From now we assume it. Then the quantity aS for S with
|S| ≡ 0, 4 (mod 8), which we consider as an integer, can be detected by the
Chern character:
ch(V1)− ch(W1) = 2k +
∑
S⊂{1,··· ,n},|S|=4
aS
∧
i∈S
dξi ∈ H∗(T˜ n;Z), (1)
where (ξ1, · · · , ξn) is the coordinate of R˜n.
Let aS be the mod 2 reduction of aS , i.e. aS = aS (mod 2) ∈ Ksp(R˜S)⊗
Z/2 ∼= Z/2. Let X1, · · · ,Xn be indeterminates. For each S ⊂ {1, · · · , n} we
define an integer NS by the equation∏
|S|=2,3,4, aS 6=0
(1− 2
∏
i∈S
Xi) ≡
∑
S⊂{1,··· ,n}
NS
∏
i∈S
Xi mod I,
where I is the ideal generated by X2i −Xi (1 ≤ i ≤ n). Combinatorially NS
is the sum
NS =
∑
m≥0
N(S,m)(−2)m,
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where N(S,m) is the cardinal number of the set
{{S1, · · · , Sm} | |Si| = 2, 3 or 4, aSi 6= 0 (1 ≤ i ≤ m), S = S1 ∪ · · · ∪ Sm}.
For S with NS 6= 0 we denote by dS the maximal power in 2 which divides
NS .
Theorem 1. Assume l > 0 and aS = 0 for any nonempty set S with |S| ≡ 0
mod 8. Suppose there is a proper Pin−(2)-equivariant fiber-preserving map
from V0⊕V1 to W0⊕W1 which induces the identity on the base space T˜ n and
whose restriction to V0 is given by the standard linear inclusion R˜
x → R˜x+l.
If S ⊂ {1, · · · , n} satisfies |S| = even, NS 6= 0 then we have
l ≥ 2k + |S| − 2dS + ε(k + dS , l),
where
ε(d˜, l) =

3, d˜ ≡ 0 mod 4, l ≥ 4,
1, d˜ ≡ 0 mod 4, l < 4,
1, d˜ ≡ 1 mod 4,
2, d˜ ≡ 2 mod 4,
3, d˜ ≡ 3 mod 4.
We apply Theorem 1 to Seiberg-Witten theory [26] by using the argument
in [12]. Then we have the following theorem, which is our motivation. The
detail of the proof will be given in Section 10.
Let X be a connected closed oriented spin 4-manifold with indefinite inter-
section form. Let IndD be the index bundle of Dirac operators parameterized
by the Jacobian torus JX = H
1(X;R)/H1(X;Z). We induce an involution
on JX from the linear involution on H
1(X;R) and define a symplectic action
on IndD by the simultaneous action of the involution on JX and scalar mul-
tiplication by j ∈ H on the spinor bundle of X. Thus we consider IndD as
an element in Ksp(T˜ n). Take a basis x1, · · · , xn of H1(X;Z) (n = b1(X))
to identify JX with the Real torus T˜
n. From the above discussion we then
obtain the invariant aS ∈ KSp(R˜S) for each S ⊂ {1, · · · , n}.
When |S| = 4 the cohomological formula of the index theorem [6] shows
aS = ±〈
∏
i∈S
xi, [X]〉. (2)
When |S| = 2 or 3 we can describe aS by using the the Albanese map
ρ : X → T n = Hom(H1(X;Z),R/Z): The composition of the maps
Z ∼= KO|S|(RS) (iS)!→ KO|S|(T S) π
∗
S→ KO|S|(T n)
ρ∗→ KO|S|(X) i!→ KO|S|+4(pt) ∼= Z/2 (3)
is zero if and only if aS = 0, where i : X → pt is the constant map.
3
Theorem 2. Let X be a connected closed oriented spin 4-manifold with in-
definite intersection form. Let n = b1(X). Then for each S ⊂ {1, · · · , n} with
|S| even and NS 6= 0, we have
b+2 (X) ≥ −
sign (X)
8
+ |S| − 2dS + ε
(
−sign (X)
16
+ dS , b
+
2 (X)
)
.
We take S = ∅, then N∅ = 1, so we get the corollary below:
Corollary 3. Let X be a connected closed oriented spin 4-manifold with in-
definite intersection form. Then we have
b+2 (X) ≥ −
sign (X)
8
+ ε
(
−sign (X)
16
, b+2 (X)
)
.
Remark 4. Corollary 3 is a small improvement of the inequality obtained in
[12]. Such an improvement began in [13]. In the case when −sign (X)/16 ≡
2, 3 mod 4, Corollary 3 was first shown by N. Minami [21] and B. Schmidt
[23] independently, in which they destabilize a Pin−(2)-equivariant map to
appeal to a result by S. Stolz in [25], while our method is more direct. On
the other hand, inspired by D. Ruberman and S. Strle [22], we discussed its
improvement when b1(X) > 0 in [14]. Theorem 5, which will be given below,
includes both improvements.
To get a stronger inequality than Corollary 3 we need to compute dS for a
nonempty subset S, which includes calculation of some maps in KO-theory.
As discussed in [7], this cannot be detected by ordinary cohomology theory.
However we suggest a special case when we can avoid this calculation.
Let mT 4 be the connected sum of m-copies of the 4-dimensional torus
T 4 = (R/Z)4. If we take the standard basis of H4(T 4;Z), it is easy to see
rankH4(mT 4;Z) = 4m and N(Smax, 4m) = 1 for the maximal subset Smax =
{1, · · · , 4m}. Moreover since Smax cannot be written as Smax = S1∪ · · · ∪Sm′
(2 ≤ |Si| ≤ 4) with m′ < m, we see dSmax = m without calculating aS for S
which satisfies |S| = 2 or 3. Hence we get
Theorem 5. Let X be a connected closed oriented spin 4-manifold with indefi-
nite intersection form. If there is an injective homomorphism ι : H1(mT 4;Z)→
H1(X;Z) which satisfies
〈ι(x)ι(y)ι(z)ι(w), [X]〉 ≡ 〈xyzw, [mT 4]〉 mod 2
for any x, y, z, w ∈ H1(mT 4;Z), then we have
b+2 (X) ≥ −
sign (X)
8
+ 2m+ ε
(
−sign (X)
16
+m, b+2 (X)
)
.
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Corollary 6. Let X be a connected closed oriented spin 4-manifold with in-
definite intersection form. If X decomposes as X = X ′♯(mT 4) by a closed
4-manifold X ′ then the inequality 5m+ ε(−sign (X)/16 +m, b+2 (X) − 3m) −
sign (X)/8 ≤ b+2 (X) holds.
This paper is organized as follows: In Section 2 we introduce equivariant
KO∗-degree for G-equivariant fiber-preserving maps between spin G-vector
bundles for a compact Lie group G. In Section 3 we give some formulae for
the Euler class, which we need in our calculation. In Section 4 we discuss how
to calculate the product of elements in KO∗G(pt). In Section 5 we recall Real
K-theory and symplectic K-theory. Some relations between other K-theories
are also discussed. In Section 6, 7 we carry out calculations in our case. The
proof of Theorem 1 is given in Section 9, while we prove Theorem 2 in Section
10. We also show the equations (1), (2), (3) in Section 9 and 10.
2 Equivariant KO∗-degree
We first recall the equivariant KO∗-theoretic Bott class for spin bundles.
Let G be a compact Lie group. For a compact G-space B we let KOG(B),
KG(B) andKSpG(B) be the Grothendieck groups of real, complex and quater-
nionic G-vector bundles over B respectively. These definitions extend to a
locally compact G-space B in the usual way [24].
Suppose V is a real spin G-vector bundle over a compact G-space B, i.e. a
triple consisting of a real oriented G-vector bundle V , a spin structure Spin (V )
on the principal bundle SO(V ) of oriented orthonormal frames (for some G-
invariant Riemannian metric on V ), and a lift of the G-action on SO(V ) to
Spin (V ).
If rankV = 4k, the real spinor G-vector bundle S(V ) = S+(V )⊕S−(V ) is
formed from Spin (V ) and the irreducible Z/2-graded Cl(R4k)-representation
∆4k = ∆
+
4k ⊕ ∆−4k, where Cl(Rn) is the Clifford algebra (over R) of the
quadratic form −(x21+· · ·+x2n) onRn [5]. We follow [5, Section 6] to choose the
Z/2-grading of ∆4k. The Clifford multiplication then defines a G-equivariant
bundle map
c : V → Hom(S+(V ), S−(V )).
For each vector v ∈ V \ {0}, c(v) is an isomorphism.
Let V be as above with arbitrary rank. Let m be a non-negative integer
satisfying m + rankV ≡ 0 mod 8, and Rm the product bundle B × Rm.
Then V ⊕ Rm is naturally again a spin G-vector bundle via the inclusion
Spin (V ) ⊂ Spin (V ⊕Rm). The Bott class β(V ⊕Rm) is then an element of
KOG(V ⊕Rm) = KO−mG (V ) and defined by the triple
[(π∗S+(V ⊕Rm), π∗S−(V ⊕Rm), c)]. (4)
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where π : V → B is the projection. By using the Bott periodicity theo-
rem (or the Thom isomorphism theorem) in equivariant KO-theory [4], we
have the definition of KO∗G for positive ∗ and KO−mG (V ) is identified with
KOrankVG (V ) by this definition. With this identification we write
β(V ) ∈ KOrankVG (V )
for β(V ⊕Rm). Then the Bott periodicity theorem asserts KO∗G(V ) is a free
KO∗G(B)-module generated by β(V ). By the restriction of β(V ) to {0}⊕Rm,
we have the Euler class
e(V ) ∈ KOrankVG (B).
Let V be again as above with arbitrary rank. We next use a quaternionic
multiplication on ∆8k+4 compatible with the action of Cl(R8k+4), so we take
m′ to satisfy m′+rankV ≡ 4 mod 8. Then the bundle S+(V ⊕Rm′)⊕S−(V ⊕
Rm
′
) has a quaternionic G-structure and the Clifford multiplication c(v) for
each vector v ∈ V \ {0} is quaternionic linear. Thus the G-equivariant KSp∗-
theoretic Bott class βH(V ) ∈ KSprankV+4G (V ) is also defined by the triple
(4) together with quaternionic scalar multiplication, if we replace m by m′.
Note that multiplication by βH(R
4) sends β(V ) to βH(V ). However we use
the explicit construction of βH(V ) later.
Now we define KO∗G-degree for a proper G-equivariant fiber-preserving
map between spin G-vector bundles.
Suppose V and W are two spin G-vector bundles over a compact G-space
B. Let ϕ : V → W be a proper G-equivariant fiber-preserving map which
induces the identity on the base space B. The KO∗G-degree αϕ of ϕ is then
the element of KOrankW−rankVG (B) defined by the relation
αϕβ(V ) = ϕ
∗β(W ). (5)
Let G0 be a closed normal subgroup of G such that G0 acts trivially on B.
Let V0, W0 be spin G/G0-vector bundles, which we also regard spin G-vector
bundles. Let V1, W1 be spin G-vector bundles whose actions of G0 are free
outside the zeros.
Suppose we have decompositions V = V0 ⊕ V1 and W = W0 ⊕ W1 as
spin G-vector bundles. Then the fixed point sets of V and W for the G0-
actions are respectively V0 and W0, so we have a proper G/G0-equivariant
fiber-preserving map ϕ0 : V0 → W0 as a restriction of ϕ. Let αϕ0 be the
KO∗G/G0-degree of ϕ0:
αϕ0β(V0) = ϕ
∗
0β(W0). (6)
We regard KO∗G(B) as a KO
∗
G/G0
(B)-module. We immediately obtain the
following relations [8], [17].
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Lemma 7.
αϕ0e(V0) = e(W0) ∈ KO∗G/G0(B),
αϕe(V1) = e(W1)αϕ0 ∈ KO∗G(B).
Proof. Restrict (6) to B to obtain the first relation. Restrict (5) to V0 and
use (6) to obtain the second relation.
We want to apply this lemma to calculate the KO∗G-degree. To do so we
need to determine the Euler class and the product of elements in KO∗G(B).
In the next two sections we make preparations for it.
3 Some properties of the Euler class
This section consists of two observations on the Euler class. First we discuss
spin structures on complex or quaternionic G-vector bundles and the Euler
classes for them. Second we give a formula to calculate the Euler classes for
complex G-vector bundles coming from the Bott class for a complex represen-
tation of G. From now on we deal with operations between various equivariant
K-theories. Thus we begin by introducing notation. The following operations
are elementary:
1. Let V be a real G-vector bundle over B. Denote by cV = C ⊗R V
the complexification of V . This operation induces a homomorphism
c : KOG(B)→ KG(B).
2. Let V be a complex G-vector bundle over B. Denote by qV = H⊗C V
the quaternization of V . This operation induces a homomorphism q :
KG(B)→ KSpG(B).
3. Let V be a complex G-vector bundle over B. Denote by rV the restric-
tion of the scalars from C to R. We denote by r : KG(B) → KOG(B)
the induced homomorphism.
4. Let V be a quaternionic G-vector bundle over B. Denote by c′V the
restriction of the scalars from H to C. We denote by c′ : KSpG(B) →
KG(B) the induced homomorphism.
5. Let V be a complex G-vector bundle over B. Denote by tV = V the
complex conjugate of V . This operation induces a homomorphism t :
KG(B)→ KG(B).
6. Let V be a complex G-vector bundle over B. Since the action of G
commutes with the complex multiplication, V is naturally regarded as
a complex G × U(1)-vector bundle. We denote this complex G× U(1)-
vector bundle by bV . Let b : KG(B) → KG×U(1)(B) be the induced
homomorphism.
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7. Let V be a quaternionic G-vector bundle V over B. Since the action
of G commutes with the quaternionic multiplication, rc′V is naturally
regarded as a real G × Sp(1)-vector bundle. We denote this real G ×
Sp(1)-vector bundle by sV . Let i : U(1)→ Sp(1) be the inclusion. Then
it is obvious i∗sV = rbc′V . We let s : KSpG(B) → KOG×Sp(1)(B) be
the induced homomorphism.
Suppose V is a complex G-vector bundle over a compact G-space B. Let
Λ∗(V ) = Λeven(V )⊕ Λodd(V ) be the exterior power of V . Then in this paper
the KG-theoretic Bott class βC(V ) ∈ KG(V ) is the triple
[(π∗Λeven(V ), π∗Λodd(V ), α)],
where the bundle map
α : V → Hom(Λeven(V ),Λodd(V ))
is given by α(v) = v ∧ · − vy· [5]. The Euler class eC(V ) ∈ KG(B) is the
restriction to the zero.
Let detV denote the determinant bundle of a complex G-vector bundle
V . If detV has a square root det(V )1/2 as a complex G-line bundle then the
complex G-structure of V canonically induces a spin G-structure on the real
G-vector bundle rV (see [5]). Then the Bott class βC(V ) and the complexifi-
cation c(β(rV )) of the Bott class β(rV ) are related by
c(β(rV )) = det(V )−1/2βC(V ) ∈ KG(V ), (7)
so we have
c(e(rV )) = det(V )−1/2eC(V ) ∈ KG(B). (8)
The above argument is obviously applicable to quaternionic G-vector bun-
dles. However it is insufficient in our application, so we will give its refinement.
Let V be a quaternionic G-vector bundle over a compact G-space B with
rankHV = n. We first show that there is a natural spin G× Sp(1)-structure
on the real G × Sp(1)-vector bundle sV . Let Sp(V ) be the principal Sp(n)-
bundle of orthonormal frames for some G-invariant quaternionic metric on
V . The principal SO(4n)-bundle SO(sV ) is then G × Sp(1)-isomorphic to
(Sp(V )×Sp(1)×SO(4n))/(Sp(n)×Sp(1)), where the action of Sp(n)×Sp(1)
on SO(4n) is factoring through the homomorphism
Sp(n)× Sp(1)→ (Sp(n)× Sp(1))/{±1} → SO(4n).
The lift to Spin (4n) provides a spin G× Sp(1)-structure on sV .
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On the other hand there is also a natural spin G × U(1)-structure on
the real G×U(1)-vector bundle on rbc′V , since the principal SO(4n)-bundle
SO(rbc′V ) is G × U(1)-isomorphic to (Sp(V ) × U(1) × SO(4n))/(Sp(n) ×
U(1)) and the action of Sp(n) × U(1) on SO(4n) is factoring through the
homomorphism
Sp(n)× U(1)→ SU(2n)× U(1)→ (SU(2n)× U(1))/{±1} → SO(4n).
Let i : U(1)→ Sp(1) be the inclusion. Then from the above constructions
the spin G×U(1)-structure of i∗sV is obviously isomorphic to that of rbc′V .
Moreover under the canonical trivialization det c′V ∼= B × C2n(t) the spin
G× U(1)-structure of c′V is isomorphic to the one obtained from the square
root (det c′V )1/2 = B × Cn(t), where Cn(t) is the one-dimensional complex
representation of U(1) with weight n. Hence we use (8) to get
Proposition 8. Let V be a quaternionic G-vector bundle over B with rankHV =
n. Then we have
c(e(i∗sV )) = C−n(t)eC(bc′V ) ∈ KG×U(1)(B),
where i : U(1)→ Sp(1) is the inclusion.
Now we let V be a complex representation of G. Then the map α gives
an isomorphism between the product G-vector bundles V \ {0} × Λeven(V )
and V \ {0} × Λodd(V ). If we regard α as a trivialization of V × Λeven(V )
over V \ {0} then we obtain a complex G-vector bundle Vˆ + as an extension
of V × Λeven(V ) to the one-point compactification V ∪ {∞} of V , namely
the G-sphere. If we exchange Λeven(V ) for Λodd(V ) and replace α by α−1,
we obtain another complex G-vector bundle Vˆ − over V ∪ {∞}. Under the
canonical decomposition KG(V ∪ {∞}) ∼= KG({∞})⊕KG(V ) these G-vector
bundles satisfy
[Vˆ +] = [Λodd(V )] + βC(V ), [Vˆ
−] = [Λeven(V )]− βC(V ).
Definition 9. Let x0, x1, · · · , xn be indeterminates. We define a polynomial
µn(x0, x1, · · · , xn) by the identity:
µn(x0, x1, · · · , xn)
∏
1≤i≤n
(1− xi)
=
∏
S⊂{1,··· ,n},|S|:even
(1− x0
∏
i∈S
xi)−
∏
S⊂{1,··· ,n},|S|:odd
(1− x0
∏
i∈S
xi).
For instance µ1 = µ2 = −x0 and µ3 = −x0 + x30x1x2x3.
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Proposition 10. Let L1, · · · , Ln be complex 1-dimensional representations
of G and V = L1 ⊕ · · · ⊕ Ln. Let L0 be another complex 1-dimensional
representation of G. Then we have
eC(L0 ⊗ Vˆ +) = eC(L0 ⊗ Λodd(V )) + µn(L0, L1, · · · , Ln)βC(V ),
eC(L0 ⊗ Vˆ −) = eC(L0 ⊗ Λeven(V ))− µn(L0, L1, · · · , Ln)βC(V ).
Proof. We introduce an action of U(1)n+1 on Li via the i-th projection from
U(1)n+1 to U(1) and multiplication (0 ≤ i ≤ n). Since the action of G on
Li factors through a homomorphism G → U(1) → U(1)n+1, it is sufficient
to show our formula in KU(1)n+1(V ∪ {∞}). By the Bott periodicity theorem
KU(1)n+1(V ∪ {∞}) is freely generated by 1 and βC(V ) as a R(U(1)n+1)-
algebra, so we can write eC(L0 ⊗ Vˆ +) as
eC(L0 ⊗ Vˆ +) = αn + βnβC(V )
for some αn, βn ∈ R(U(1)n+1). Restricting this equation to ∞ and 0, we get
αn = eC(L0 ⊗ Λodd(V )),
βneC(V ) = eC(L0 ⊗ Λeven(V ))− eC(L0 ⊗ Λodd(V )).
Since the representation ring R(U(1)n+1) has no zero-divisor, we have βn =
µn(L0, L1, · · · , Ln). We can compute the Euler class eC(L0⊗ Vˆ −) in the same
way.
Here we suggest a method to calculate the polynomial µn(x, 1, · · · , 1),
which will be appeared in our application. Although we shall not need its
explicit form in it, it may be helpful in understanding this polynomial.
Definition 11. Let νn(x) be the polynomial defined by
νn(x) = −(1− x)2n−1sn−1(x), s0(x) = x/(1− x), sn(x) = xs′n−1(x).
Proposition 12. The identity µn(x, 1, · · · , 1) = νn(x) holds for any n.
We give a geometric proof although the identity is purely algebraic. Then
the above proposition is clearly equivalent to
Proposition 13. Suppose V is the trivial n-dimensional representation of G.
Let L be a complex 1-dimensional representation of G. Then we have
eC(L⊗ Vˆ +) = eC(L⊗ Λodd(V )) + νn(L)βC(V ),
eC(L⊗ Vˆ −) = eC(L⊗ Λeven(V ))− νn(L)βC(V ).
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Proof. We use some operations in K-theory (cf. [3]). Let λt[L ⊗ Vˆ +] =∑n
i=0 t
i[Λi(L⊗ Vˆ +)] ∈ 1 +KG(V ∪ {∞})[[t]]. Then we have
eC(L⊗ Vˆ +) = λ−1[L⊗ Vˆ +] = (λt[L⊗ Λodd(V )]λt[L⊗ βC(V )])|t=−1.
Let ψk be the Adams operation. We write W = L⊗ βC(V ). Then ψk(W ) =
knLkβC(V ) and the formal power series ψt(W ) =
∑∞
k=1 t
kψk(W ) is computed
as ψt(W ) = sn(tL)βC(V ) by using sn(x) = 1
nx+2nx2+ · · ·+ knxk + · · · . By
the Newton formula (cf. Chapter 13 of [16]), the differential equation
ψ−t(W ) = −tλ′t(W )/λt(W ), λ0(W ) = 1
determines λt(W ) uniquely, so we obtain λt(W ) = 1− sn−1(−tL)βC(V ).
By Proposition 10 the coefficient of βC(V ) must be −νn(L) for eC(L0 ⊗
Vˆ −).
4 Calculations of the products
Let G be a compact Lie group. For a real irreducible representation space V
of G, the ring EndG(V ) of the G-invariant endomorphisms is a field. We have
the following three cases.
• Real case: EndG(V ) ∼= R. We denote by IrR the set consisting of these
representations.
• Complex case: EndG(V ) ∼= C. We denote by IrC the set consisting of
these representations.
• Quaternionic case: EndG(V ) ∼= H. We denote by IrH the set consisting
of these representations.
Then any real representation W of Γ can be naturally decomposed as⊕
V ∈ IrF,F = R,C,H
V ⊗EndG(V ) HomG(V,W )
∼=−→ U.
Thus this decomposition still holds for a G-vector bundle W if the action of
G on the base space B is trivial. Hence, as shown by Segal [24], if we fix an
isomorphism EndG(V ) ∼= F for each V ∈ IrF and F = R,C,H, we have a
canonical decomposition:
KOqG(pt)
∼= ZIrR ⊗KOq(pt)⊕ ZIrC ⊗Kq(pt)⊕ ZIrH ⊗KSpq(pt), (9)
which extends to the case q > 0 by the Bott periodicity theorem.
We should remark that two different choices of isomorphisms EndG(V ) ∼=
F give different isomorphisms in (9) only when F = C. From now on we fix
an isomorphism EndG(V ) ∼= C for each V ∈ IrC.
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For our later use we fix generators of KOq(pt), Kq(pt) and KSpq(pt) in
the following way: Put
βR,8k = β(R
8k) ∈ KO8k(pt) ∼= Z,
βC,2k = βC(C
2k) ∈ K2k(pt) ∼= Z,
βH,8k+4 = βH(R
8k+4) ∈ KSp8k+4(pt) ∼= Z.
Then βR,8k+4 = rc
′βH,8k+4 and βH,8k = qcβR,8k are also generators of
KO8k+4(pt) ∼= Z and KSp8k(pt) ∼= Z respectively.
Let βR,8k+i ∈ KO8k+i(pt) ∼= Z/2 (i = 6, 7), βH,8k+i ∈ KSp8k+i(pt) ∼= Z/2
(i = 2, 3) be the generators.
Remark 14. In our convention we have the following relations (cf. [5]).
cβR,8k = βC,8k, cβR,8k+4 = 2βC,8k+4,
rβC,8k = 2βR,8k, rβC,8k+4 = βR,8k+4,
c′βH,8k+4 = βC,8k+4, c′βH,8k = 2βC,8k,
tβC,2k = (−1)kβC,2k,
βR,8k+6 = rβC,8k+6, βH,8k+2 = qβC,8k+2,
βH,8(k+1)+2 = βR,8k+6βH,4, βH,8(k+1)+3 = βR,8k+7βH,4,
βR,8(k+1)+6 = βR,8k+7βR,7, βH,8(k+1)+2 = βR,8k+7βH,3.
Let V ∈ IrF. If KFq(pt) is nontrivial, we define
[V ]q = [V ]βF,q ∈ ZIrF ⊗KFq(pt) ⊂ KOqG(pt), (10)
where KR = KO, KC = K and KH = KSp. Then by the decomposition
(9) any element in KOqG(pt) can be uniquely written as a linear combination
of [V ]q for V ∈ IrF with KFq(pt) nontrivial, where F = R,C or H. We
should note that
[V ]2 = [V ] qβC,2 = [c
′V ]βC,2 = [c′V ]2, if F = H,
[V ]6 = [V ] rβC,6 = [cV ]βC,6 = [cV ]6, if F = R.
We want to calculate the product
KOpG(pt)×KOqG(pt)→ KOp+qG (pt).
under the decomposition (9). To do so we use the canonical isomorphisms [1]:
i+ r + rc′i : ZIrR ⊕ ZIrC ⊕ ZIrH → RO(G),
ci+ i+ ti+ c′i : ZIrR ⊕ ZIrC ⊕ ZIrC ⊕ ZIrH → R(G), (11)
qci+ qi+ i : ZIrR ⊕ ZIrC ⊕ ZIrH → RSp(G),
where i : ZIrF → RF(G) is the inclusion and RR = RO, RC = R, RH =
RSp. Note that we used the fixed isomorphism EndG(V ) ∼= C for V ∈ IrC.
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Lemma 15. The complexification map c : KO2kG (pt) → K2kG (pt) ∼= R(G) is
given by
c[V ]2k = [V ] + (−1)k[tV ], V ∈ IrC,
c[V ]4 =
{
2[cV ], V ∈ IrR,
[c′V ], V ∈ IrH.
Moreover the kernel of c coincides with the torsion subgroup.
Proof. Let V ∈ IrF. When F = R or C, this easily follows from Remark 14.
When F = H, we use the fact that C⊗R ∆4 ∼= Λ∗(C2)⊗C H as Z/2-graded
C⊗RCl(R4)⊗RH-modules. (Compare the complex Spin (4)×Sp(1)-modules
coming from the inclusions Spin (4) ⊂ Cl(R4) and Sp(1) ⊂ H.) Then we
have c([V ]βH,4) = [c
′V ]βC,4. The second isomorphism in (11) guarantees the
kernel of c is in the torsion subgroup.
This lemma asserts when p+ q ≡ 0 (mod 4) the product can be computed
from the complex representation ring of G. The other cases can be computed
as follows:
We first note that the definition (10) obviously extends to any element
[V ] ∈ RF(G) by using the tensor product over F, thus we get an element
[V ]q ∈ KOqG(pt), if KFq(pt) is nontrivial. To decompose [V ]q according to
(9) we again use the isomorphisms (11).
Lemma 16. Let [V ] ∈ RF(G) be decomposed as
[V ] =

VR + rVC + rc
′VH, F = R,
cVR + VC + tV
′
C
+ c′VH, F = C,
qcVR + qVC + VH, F = H,
where VR ∈ ZIrR, VC, V ′C ∈ ZIrC, VH ∈ ZIrH. Then we have
[V ]2 =
{
[VC]2 − [V ′C]2 + [VH]2, F = C,
[VH]2, F = H,
[V ]3 = [VH]3, F = H,
[V ]6 =
{
[VR]6, F = R,
[VR]6 + [VC]6 − [V ′C]6, F = C,
[V ]7 = [VR]7, F = R.
Proof. From Remark 14 we see
[tV ′C]βC,2k = t([tV
′
C]βC,2k) = (−1)k[V ′C]2k ∈ KO2kG (pt),
[c′VH]βC,2 = [VH] qβC,2 = [VH]2 ∈ KO2G(pt),
[cVR]βC,6 = [VR] rβC,6 = [VR]6 ∈ KO6G(pt).
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Moreover since c′ : Ksp2(pt)→ K2(pt), c : KO6(pt)→ K6(pt) are obviously
the zero maps, we have
[qVC]βH,2 = [VC] c
′βH,2 = 0,
[rVC]βR,6 = [VC] cβR,6 = 0.
Then the identities for [V ]2 and [V ]6 immediately follow. The other cases are
trivial.
Lemma 17. Let V0 ∈ IrF0 and V1 ∈ IrF1 . Then the products [V0]0[V1]2,
[V0]0[V1]6, [V0]4[V1]2 and [V0]4[V1]6 are given by the tables below, where the
symbol ⊗ in the tables means the tensor product over C.
Table 1: [V0]0[V1]2
F1 = C F1 = H
F0 = R [cV0 ⊗ V1]2 [cV0 ⊗ c′V1]2
F0 = C [V0 ⊗ V1]2 [V0 ⊗ c′V1]2
F0 = H [c
′V0 ⊗ V1]2 [c′V0 ⊗ c′V1]2
Table 2: [V0]0[V1]6
F1 = R F1 = C
F0 = R [cV0 ⊗ cV1]6 [cV0 ⊗ V1]6
F0 = C [V0 ⊗ cV1]6 [V0 ⊗ V1]6
F0 = H [c
′V0 ⊗ cV1]6 [c′V0 ⊗ V1]6
Table 3: [V0]4[V1]2
F1 = C F1 = H
F0 = R 2[cV0 ⊗ V1]6 0
F0 = C [V0 ⊗ V1]6 + [tV0 ⊗ V1]6 0
F0 = H [c
′V0 ⊗ V1]6 [c′V0 ⊗ c′V1]6
Proof. Let F0 = F1 = R. Then
[V0]0[V1]6 = [V0 ⊗R V1] rβC,6 = [cV0 ⊗C cV1]βC,6 = [cV0 ⊗C cV1]6.
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Table 4: [V0]4[V1]6
F1 = R F1 = C
F0 = R 0 2[cV0 ⊗ V1]2
F0 = C 0 [V0 ⊗ V1]2 + [tV0 ⊗ V1]2
F0 = H [c
′V0 ⊗ cV1]2 [c′V0 ⊗ V1]2
The other cases in the tables of [V0]0[V1]2 and [V0]0[V1]6 also follow from the
relations βR,6 = rβC,6 and βH,2 = qβC,2 in Remark 14.
We next consider the tables of [V0]4[V1]2 and [V0]4[V1]6. Now fix the
canonical isomorphism Cl(R4) ⊗R Cl(R4k+2) ∼= Cl(R4k+6) as Z/2-graded
R-algebras [5].
Let F0 = R. Counting dimension shows
∆4 ⊗R Λ∗(C2k+1) ∼= Λ∗(C2k+3)⊕ Λ∗(C2k+3)
as Z/2-graded Cl(R4k+6) ⊗R C-modules. Thus, for instance if F1 = R, we
obtain
[V0]4[V1]6 = [cV0 ⊗C V1] 2rβC,10 = 0.
Let F0 = H. If we consider ∆4 as a Z/2-graded quaternionic Cl(R
4)-
module, we see
∆4 ⊗R Λ∗(C2k+1) ∼= H⊗C Λ∗(C2k+3)
as Z/2-gradedH⊗RCl(R4k+6)⊗RC-modules. (Compare the complex Sp(1)×
Spin (4k + 6)-modules coming from the inclusions Sp(1) ⊂ H and Spin (4k +
6) ⊂ Cl(R4k+6).) Thus, for instance if F1 = R, we obtain
[V0]4[V1]6 = [V0 ⊗R V1] qβC,10 = [c′V0 ⊗C cV1]βC,10 = [c′V0 ⊗C cV1]10,
where we induce an H-action on V0 ⊗R V1 from that on V0.
Let F0 = C. In this case we have
Λ∗((C′)2)⊗R Λ∗(C2k+1) ∼= C′ ⊗R Λ∗(R2)⊗R Λ∗(C2k+1)
∼= C′ ⊗R Λ∗(C2k+3) ∼= Λ∗(C2k+3)⊕ tΛ∗(C2k+3)
as Z/2-graded C′⊗RCl(R4k+6)⊗RC-modules, where C′ is a copy of C, and
where C acts on tΛ∗(C2k+3) via scalar multiplication on C, while C′ acts on
tΛ∗(C2k+3) via complex conjugation. Thus if we identify C′ with C by the
complex conjugation then the map
α : (C′)2 ⊕C2k+1 → Hom(Λeven(C2k+3),Λodd(C2k+3))
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defined in Section 2 is complex linear. However the complex conjugation on
(C′)2 is homotopic to the identity in SO((C′)2). (This fact can be also used
to show tβC,−4 = βC,−4.) Hence, for instance if F1 = C, we have
[V0]4[V1]4k+2 = [V0 ⊗C V1]βC,4k+6 + [tV0 ⊗C V1]βC,4k+6
= [V0 ⊗C V1]4k+6 + [tV0 ⊗C V1]4k+6.
The other cases also follow from the relations βR,6 = rβC,6 and βH,2 = qβC,2.
The only remaining nontrivial case to be calculated is
KO4k+3G (pt)×KOqG(pt)→ KO4k+3+qG (pt).
Lemma 18. Let V0 ∈ IrF0 and V1 ∈ IrF1 . Then the products [V0]3[V1]q
and [V0]7[V1]q are given by the tables below, where if F0 = F1 = H then
V0⊗HV1 is regarded as a real representation of G, and if (F0,F1) = (H,R) or
(F0,F1) = (R,H) then V0⊗R V1 is regarded as a quaternionic representation
of G.
Table 5: [V0]3[V1]q
F0 = H F1 = R F1 = C F1 = H
q = 0 [V0 ⊗R V1]3 [V0 ⊗R rV1]3 [V0 ⊗R rc′V1]3
q = 3 0 0 [V0 ⊗H V1]6
q = 4 0 0 [V0 ⊗H V1]7
q = 7 [V0 ⊗R V1]2 0 0
Table 6: [V0]7[V1]q
F0 = R F1 = R F1 = C F1 = H
q = 0 [V0 ⊗R V1]7 [V0 ⊗R rV1]7 [V0 ⊗R rc′V1]7
q = 3 0 0 [V0 ⊗R V1]2
q = 4 0 0 [V0 ⊗R V1]3
q = 7 [V0 ⊗R V1]6 0 0
Proof. We prove some in the tables and the others will be left to the reader.
Let F0 = R. Since βR,7βR,7 = βR,8+6, βR,7βH,4 = βH,8+3, and βR,7βH,3 =
βH,8+2 by Remark 14, if F1 = R then we have [V0]7[V1]7 = [V0 ⊗R V1]6, and
if F1 = H then we have [V0]7[V1]4 = [V0 ⊗R V1]3, [V0]7[V1]3 = [V0 ⊗R V1]2.
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Let F0 = H. We fix the canonical isomorphism Cl(R
4) ⊗R Cl(R4) ∼=
Cl(R8) as Z/2-graded real algebras and consider ∆4 as a Z/2-graded quater-
nionic Cl(R4)-module. Then we have
∆4 ⊗R ∆4 ∼= H⊗R ∆8
as Z/2-graded H⊗RCl(R8)⊗RH-modules, where H in the right hand side is
regarded as the quaternionic bimodule by multiplication from the both sides.
Thus if F1 = H, we have [V0]3[V1]4 = [V0⊗H V1]7 and [V0]3[V1]3 = [V0⊗H V1]6
since βR,7βR,7 = βR,8+6.
5 Real and symplectic K-theory
In this section we briefly review Real and symplecticK-theory. We also discuss
natural maps between other K-theories, which will be used to construct spin
Pin−(2)-vector bundles later.
Let B be a compact Real space, i.e. a compact space with involution.
By the definition in [2] a Real vector bundle V is a complex vector bundle
V together with an anti-linear lift of the involution with its square equal to
1. We let KR(B) be the Grothendieck group of Real vector bundles over
B. According to Dupont [11] a symplectic vector bundle V is defined to be
a complex vector bundle V together with an anti-linear lift of the involution
with its square equal to −1. We let Ksp(B) be the Grothendieck group
of symplectic vector bundles over B, so that KM(B) = KR(B) ⊕ Ksp(B)
becomes a Z/2-graded ring in the obvious way. These definitions then extend
to a locally compact Real space B in the usual way. In the following we denote
by −1 the involution on B and regard B as a {±1}-space.
1. Let V be a quaternionic {±1}-vector bundle over B. Then the simulta-
neous action of −1 and j ∈ H on V defines a symplectic structure on
V . We denote by σV this symplectic vector bundle. Thus we obtain a
natural homomorphism σ : KSp{±1}(B)→ Ksp(B).
2. Let V be a symplectic vector bundle V over B. From the symplectic
action and complex scalar multiplication on V we obtain a real Pin−(2)-
action on V . We denote by ϑV this real Pin−(2)-vector bundle. Then
we have a natural homomorphism ϑ : Ksp(B) → KOPin−(2)(B). Let
τ : Pin−(2) → {±1} × Sp(1) be the inclusion defined by τ(t) = (1, t)
and τ(j) = (−1, j). Then it is obvious τ∗sV = ϑσV for a quaternionic
{±1}-vector bundle V .
3. Let V be a symplectic vector bundle over B. If we ignore the symplectic
structure on V , we get a complex vector bundle over B, which we write
as κV . Then we obtain a natural homomorphism κ : Ksp(B)→ K(B).
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Remark 19. The groups KSp(B) and Ksp(B) are similar in notation. How-
ever the latter is defined only for a Real space B, and when the involution on
B is trivial KSp(B) is naturally isomorphic to Ksp(B).
LetRp,q = Rq⊕R˜p. We suppose p ≡ q (mod 8) and denote by βC(Rp,q) ∈
KR(Rp,q) the Bott class defined in [4]. Then the argument in [4, Theorem 6.3]
shows that multiplication by βC(R
p,q) induces an isomorphism KM(B) →
KM(B ×Rp,q).
Now we recall some results in [11]. Let βH(R˜
8k+4) ∈ KSp{±1}(R˜8k+4) be
the Bott class, so σβH(R˜
8k+4) ∈ Ksp(R˜8k+4). Then by the uniqueness (up to
grading) of the irreducible Z/2-graded module for the Real Clifford algebra as-
sociated to R8k,0 = R˜8k (see [2, Section 4]), we see the square (σβH(R˜
8k+4))2
coincides with βC(R
16k+8,0). Thus multiplication by σβH(R˜
8k+4) induces
isomorphisms
KR(B)→ Ksp(B × R˜8k+4), Ksp(B)→ KR(B × R˜8k+4).
Combining them with the periodicity isomorphisms
KR(B × R˜q) ∼= KR(B ×R8m,8m−q) ∼= KR(B ×R8m−q) ∼= KOq(B),
we have the following lemma [11]:
Lemma 20. The group Ksp(R˜n) is non-trivial only in the cases
Ksp(R˜8k) ∼= Ksp(R˜8k+4) ∼= Z, Ksp(R˜8k+2) ∼= Ksp(R˜8k+3) ∼= Z/2Z,
and they are respectively generated by
[H]βC(R
8k,0), σβH(R˜
8k+4), i∗8k+2σβH(R˜
8k+4), i∗8k+3σβH(R˜
8k+4),
where iq : R˜
q×{0} → R˜8k+4 (q = 8k+2, 8k+3) is the inclusion. In addition,
we have
κσβH(R˜
8k+4) = βC,8k+4.
6 Irreducible representations of Γ
In this section we list up some properties of real irreducible representations of
the group Γ obtained as a central extension of Pin−(2) by the group of order
2.
Definition 21. Let C4 = 〈j〉 be the cyclic group of order 4 generated by j.
We define an action of C4 on U(1) by j(t) = t
−1 and denote by G the semi-
product C4 ⋉ U(1). Then the quotient group G/{1, (j2,−1)} is isomorphic to
Pin−(2).
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We have the exact sequence
1→ U(1)→ Γ→ C4 → 1
and the center of Γ consists of the four elements {±1, (j2,±1)}. We write
t = (1, t), jp = (jp, 1) below.
Lemma 22. The real irreducible representations of Γ are classified as follows:
1. R: the trivial 1-dimensional representation, on which we have
t = j = id .
2. R˜: the non-trivial 1-dimensional representation, on which we have
t = id , j = −id .
3. C0: the 2-dimensional irreducible representation of C4, on which we
have
t = id , j =
√−1id ,
where we identify C with the complex numbers.
4. Dm (m ≥ 1): the 2-dimensional representation that satisfies
tr(t|Dm) = tm + t−m, tr(j|Dm) = 0, j2 = id .
5. Hm (m ≥ 1): the 4-dimensional representation that satisfies
tr(t|Hm) = 2(tm + t−m), tr(j|Hm) = 0, j2 = −id .
For m = 0 we define D0 and H0 to be
D0 := R⊕ R˜, H0 := C0 ⊕C0
so that the defining properties of Cm and Hm are still satisfied.
Lemma 23. 1. The real irreducible representations of Pin−(2) are R, R˜,D2n
and H2n−1 for (n ≥ 1).
2. The real irreducible representations of C4 are R, R˜ and C0.
Proof. The latter part is obvious. The former part is a consequence of the
following observation. The irreducible representation of Γ is that of Pin−(2)
if and only if the action of j2 coincides with that of −1 ∈ U(1).
For an irreducible representation space V , the ring EndΓ(V ) of the Γ-
invariant endomorphisms is a field. We have the following three cases.
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• Real case: EndΓ(V ) ∼= R for V = R, R˜ and Dk (k ≥ 1). We denote by
IrR the set consisting of these representations.
• Complex case: EndΓ(V ) ∼= C for V = C0. We denote by IrC the set
consisting of this representation.
• Quaternionic case: EndΓ(V ) ∼= H for V = Hk (k ≥ 1). We denote by
IrH the set consisting of these representations.
To obtain the decomposition (9) for Γ we need to fix an isomorphism
EndΓ(V ) ∼= C for each V ∈ IrC. In our case the only element in IrC is C0.
To fix an isomorphism EndΓ(C0) ∼= C we use the identification of C0 with
the complex numbers in the definition of C0. Then we have
Corollary 24. There are canonical isomorphisms
KO0Γ(pt)
∼= Z[R]⊕ Z[R˜]⊕
∞⊕
m=1
Z[Dm]⊕ Z[C0]⊕
∞⊕
n=1
Z[Hn],
KO2Γ(pt)
∼= Z[C0]2 ⊕
∞⊕
m=1
Z/2[Hm]2,
KO4Γ(pt)
∼= Z[R]4 ⊕ Z[R˜]4 ⊕
∞⊕
m=1
Z[Dm]4 ⊕ Z[C0]4 ⊕
∞⊕
n=1
Z[Hn]4,
KO6Γ(pt)
∼= Z/2[R]6 ⊕ Z/2[R˜]6 ⊕
∞⊕
m=1
Z/2[Dm]6 ⊕ Z[C0]6.
The following first two tables describe the tensor product of the irreducible
representations over R or C, from which we use Lemma 16, 17 to get the table
of the product of elements in KO∗Γ(pt) below.
Table 7: Tensor products over R
V0 V1 V0 ⊗R V1
R˜ R˜ R
R˜ rC0 rC0
R˜ Dm Dm
R˜ rc′Hm rc′Hm
rC0 rC0 2(R⊕ R˜)
rC0 Dm rc
′Hm
rC0 rc
′Hm 4Dm
Dm Dn D|n−m| ⊕Dn+m
Dm rc
′Hn rc′(H|n−m| ⊕Hn+m)
rc′Hm rc′Hn 4(D|n−m| ⊕Dn+m)
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Table 8: Tensor products over C
V0 V1 V0 ⊗C V1
cR˜ cR˜ cR
cR˜ C0 tC0
cR˜ tC0 C0
cR˜ cDm cDm
cR˜ c′Hm c′Hm
C0 C0 cR˜
tC0 C0 cR
C0 cDm c
′Hm
tC0 cDm c
′Hm
C0 c
′Hm 2cDm
tC0 c
′Hm 2cDm
cDm cDn c(D|n−m| ⊕Dn+m)
cDm c
′Hn c′(H|n−m| ⊕Hn+m)
c′Hm c′Hn c(D|n−m| ⊕Dn+m)
7 Calculations of the Euler classes
LetC(i) be the complex representation of C4 that satisfies tr(j|C(i)) = tr(j|C1)i.
Then the irreducible complex representation of C4 consists of C(0),C(1),C(2)
and C(3).
Definition 25. We put a spin C4-structure on R˜
2m = R˜⊕2m and a spin
Pin−(2)-structure on Hm1 = H
⊕m
1 in the following way:
• The representation C(1) gives a square root of the action C4 on C(2),
which induces a spin C4-structure on rC(2) = R˜
2.
• The Pin−(2)-action onH1 factors through the homomorphism Pin−(2) ⊂
Sp(1) = Spin (3) → SO(4). Hence the lift to Spin (4) gives a spin
Pin−(2)-structure on H1.
• We put a spin C4-structure on R˜2m and a spin Pin−(2)-structure on Hm1
as the direct sums of R˜2 and H1 respectively.
Then by the formulae (7), (8) we have
c(β(R˜2)) = [C(3)]βC(C(2)), c(e(R˜
2)) = [C(3)]− [C(1)].
Since KO2C4(pt)
∼= Z[C0]2, K2C4(pt) ∼= R(C4) and c[C0]2 = [C(1)]− [C(3)] by
Lemma 15, we use Table 9 to obtain
Lemma 26. Consider the above spin C4-structure on R˜
2m. Then we have
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Table 9: Table of [V0]p[V1]q
[V0]p [V1]q [V0]p[V1]q
[R] [C0]2 [C0]2
[R˜] [C0]2 −[C0]2
[C0] [C0]2 0
[Dn] [C0]2 [Hn]2
[Hn] [C0]2 0
[R] [Hm]2 [Hm]2
[R˜] [Hm]2 [Hm]2
[C0] [Hm]2 0
[Dn] [Hm]2 [H|n−m|]2 + [Hn+m]2
[C0]2 [C0]2 [R˜]4 − [R]4
[R]4 [Hm]4 2[Hm]
[R˜]4 [Hm]4 2[Hm]
[Hm]4 [Hn]4 4([D|n−m|] + [Dn+m])
[R]4 [R]4 4[R]
[R˜]4 [R˜]4 4[R]
[R]4 [R˜]4 4[R˜]
[R]4 [C0]2 2[C0]6
[R˜]4 [C0]2 −2[C0]6
[C0]4 [C0]2 0
[Dn]4 [C0]2 0
[Hn]4 [C0]2 0
[R]4 [C0]6 2[C0]2
[R˜]4 [C0]6 −2[C0]2
[C0]4 [C0]6 0
[Dn]4 [C0]6 0
[Hn]4 [C0]6 0
c(β(R˜2m)) = [C(3m)]βC(C
⊕m
(2) ), c(e(R˜
2m)) = ([C(3)]− [C(1)])m and
e(R˜2m) =

(−1)m/22m−1([R]2m − [R˜]2m) m ≡ 0 mod 4,
(−1)(m+1)/22m−1[C0]2m m ≡ 1 mod 4,
(−1)m/22m−2([R]2m − [R˜]2m) m ≡ 2 mod 4,
(−1)(m+1)/22m−1[C0]2m m ≡ 3 mod 4.
On the other hand the complexification of e(H1) is
c(e(H1)) = [Λ
even(c′H1)]− [Λodd(c′H1)] = 2[C(0)]− [c′H1],
by (8) and c : KO4Pin−(2)(pt)→ K4Pin−(2)(pt) is injective by Lemma 15, so we
obtain
Lemma 27. Consider the above spin Pin−(2)-structure on H˜m. Then we
have c(e(H1)) = 2[C(0)]− [c′H1] and
e(H1) = [R]4 − [H1]4,
e(H1)
2m = am[R] + bm[R˜] +
∑
1≤t<2m,even
(
4m
2m− t
)
[Dt]
− 1
2
∑
1≤t<2m,odd
(
4m
2m− t
)
[Ht] + [D2m],
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where the integers am, bm satisfy am − bm = 22m, am + bm =
(
4m
2m
)
.
Let Ĥ+(k) be the quaternionic {±1}-vector bundle over the {±1}-sphere
R˜8k+4 ∪ {∞} which is the extension of the product quaternionic {±1}-vector
bundle R˜8k+4 ×∆+8k+4 obtained by using the Clifford multiplication c as the
trivialization of R˜8k+4 × ∆+8k+4 over R˜8k+4 \ {0}. If we exchange ∆+8k+4 for
∆−8k+4 and replace c by c
−1 then we obtain another quaternionic {±1}-vector
bundle Ĥ−(k). These bundles then satisfy
[Ĥ+(k)] = [∆−8k+4] + βH(R˜
8k+4), [Ĥ−(k)] = [∆+8k+4]− βH(R˜8k+4)
as elements in KSp{±1}(R˜8k+4 ∪ {∞}) (see Section 3). As shown in Section
3, we have a natural spin {±1} × Sp(1)-structure on sĤ±(k), so we have a
spin Pin−(2)-structure on ϑσĤ±(k) = τ∗sĤ±(k). In the following the Euler
class e(ϑσĤ±(k)) ∈ KO24k+2Pin−(2)(R˜8k+4 ∪ {∞}) will be also denoted e(Ĥ±(k))
for simplicity.
Remark 28. In the above construction the group Pin−(2) was defined as the
subgroup of {±1} × Sp(1) generated by {1} × U(1) and (−1, j). However we
also used the symbol j ∈ Pin−(2) instead of (−1, j). To avoid confusion in
the rest of this section we denote by jH the element j ∈ H, while we denote
by j4 the element (−1, jH) ∈ Pin−(2). Thus C4 is the subgroup of Pin−(2)
generated by j4.
Lemma 29. Under the canonical decomposition KO2
4k+2
Pin−(2)(R˜
8k+4 ∪ {∞}) ∼=
KO2
4k+2
Pin−(2)({∞}) ⊕KO2
4k+2
Pin−(2)(R˜
8k+4) we have
e(Ĥ+(k)) = (−[R˜]e(H1))24k + γkβ(R˜8k+4),
e(Ĥ−(k)) = (−e(H1))24k − γkβ(R˜8k+4),
where γ0 = −[R˜], and γk ∈ KO4Pin−(2)(pt) (k ≥ 1) is in the subgroup gener-
ated by [R]4 + [R˜]4, [C0]4, [D2m]4 and [H2m−1]4 (m ≥ 1).
Proof. We first consider the action of the subgroup C4 in Pin
−(2). The ac-
tion of jH ∈ H then induces a complex {±1}-structure on the quaternionic
{±1}-structure on Ĥ+(k), so we denote by c′′Ĥ+(k) this complex {±1}-vector
bundle. Let iC4 : C4 → {±1} × U(1) be the inclusion derived from the in-
clusion τ : Pin−(2) → {±1} × Sp(1). Since the restriction c′∆8k+4 of the
scalars to C = R ⊕ jR is isomorphic to Λ∗(C4k+2) as Z/2-graded complex
Cl(R8k+4)-modules, we see i∗C4bc
′′Ĥ+(k) is isomorphic to C(1) ⊗ Vˆ + as com-
plex C4-vector bundles, where V = C
⊕4k+2
(2) and Vˆ
+ is the complex C4-vector
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bundle defined in Section 3. If we denote by jC4 : C4 → Pin−(2) the inclusion,
then from Proposition 8, 10 we obtain
j∗C4c(e(ϑσĤ
+(k)))
= [C(3)]
24keC(i
∗
C4bc
′′Ĥ+(k))
= [C(3)]
24k
(
eC(C(3))
24k+1 + µ4k+2(C(1),C(2), · · · ,C(2))βC(C⊕4k+2(2) )
)
=
(−[C(2)]eC(C(1) ⊕C(3)))24k + γ′kβC(C⊕4k+2(2) ),
where γ′0 = −1 and γ′k ∈ R(C4) is seen to satisfy tr(j4|γ′k) = 0 (k ≥ 1).
We next consider the action of the subgroup U(1). Let iU(1) : U(1) →
{±1}×U(1) be the inclusion. Then i∗U(1)bc′Ĥ+(k) is isomorphic to C1(t)⊗Vˆ +
as complex U(1)-vector bundles, where V = C0(t)
⊕4k+2. If we denote by
jU(1) : U(1)→ Pin−(2) the inclusion, we use Proposition 8 to get
j∗U(1)c(e(ϑσĤ
+(k))) = [C−1(t)]2
4k
eC(i
∗
U(1)bc
′Ĥ+(k))
= (−eC(C1(t)⊕C−1(t)))2
4k
+ γ′′kβC(C0(t)
⊕4k+2),
where γ′′0 = −1 and γ′′k ∈ KO4U(1)(pt).
Thus we conclude γ0 = −[R˜] by Lemma 26. When k ≥ 1, Lemma 15 can
be applied to show that the multiplicity of [R]4 in γk should be equal to that
of [R˜]4, since tr(j4|c(γn)) = tr(j4|γ′n) = 0. The calculation of the Euler class
e(Ĥ−(k)) is similar.
If we apply Proposition 13 in the above proof, we can compute the quantity
γk ∈ KO4Pin−(2)(pt) (k ≥ 1), thus the Euler classes e(Hˆ±(k)) inductively. As
mentioned in Section 3 we do not carry out it. However we need the following
corollary obtained from Lemma 29 together with Table 9 and Lemma 26.
Corollary 30.
e(R˜2)e(Ĥ±(0))2 = e(R˜2)e(H1)2 ∈ KO2Γ(R˜8k+4 ∪ {∞}),
e(R˜2)e(Ĥ±(k)) = e(R˜2)e(H1)2
4k ∈ KO2Γ(R˜8k+4 ∪ {∞}) (k ≥ 1).
8 KO∗Γ(T˜
n)
Let A be a Γ-space. Suppose the Γ-action is not free. We take a fixed point
a0 in A. Let S be a subset of {1, · · · , n}. Then the Γ-space AS = Map(S,A)
can be embedded Γ-equivariantly into An by the map
hS : A
S ∼=−→ {(x1, · · · , xn) ∈ An | xi = x0 (i 6∈ S)} ⊂ An.
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Let πS : A
n → AS be the projection. For a Γ-invariant open neighborhood U
around a0 in A we let iS : U
S → AS be the corresponding inclusion. For the
subset S = {1, · · · ,m} (m ≤ n) we write Am = AS , π = πS : An → Am and
h = hS : A
m → An for simplicity.
We recall that Pin−(2) acts on R˜ via the map Pin−(2) → {±1}, hence Γ
acts on R˜ via the projection Γ→ Pin−(2), by which the torus T˜ n = (R˜/Z)n
becomes a Γ-space. We now take a fixed point t0 in T˜
1 and consider the
following exact sequence
→ KOqΓ((T˜ n, T˜ n−1)× R˜p)
j∗→ KOqΓ(T˜ n × R˜p)
h∗→ KOqΓ(T˜ n−1 × R˜p)→,
where the first term isKOqΓ((T˜
n, T˜ n−1)×(R˜p∪{∞}, {∞})), which is identified
with KOqΓ(T˜
n−1 × R˜1+p) by excision. Then j∗ is identified with the push-
forward map i! : KO
q
Γ(T˜
n−1 × R˜1+p) → KOqΓ(T˜ n × R˜p) induced from a
Γ-open embedding i : R˜ → T˜ 1 onto a neighborhood of t0. Since π∗ give a
right-inverse of h∗, the sequence is split and we obtain an isomorphism
i! + π
∗ : KOqΓ(T˜
n−1 × R˜1+p)⊕KOqΓ(T˜ n−1 × R˜p)→ KOqΓ(T˜ n × R˜p).
By induction on the cardinal number |S| of S we see
Lemma 31. The following map is an isomorphism:∑
S⊂{1,··· ,n}
π∗S(iS)! :
⊕
S
KOqΓ(R˜
S × R˜p)→ KOqΓ(T˜ n × R˜p). (12)
Remark 32. It is easy to see the decomposition of (12) still holds when we
replace KOΓ by other K-groups as KSp{±1}, Ksp, KR and K. We shall also
use these isomorphisms later.
For each subset S ⊂ {1, · · · , n} we fix an identification S with {1, · · · , |S|}
as sets. Then it induces an identification R˜S with R˜|S|. If |S| is even, we
define the Bott class β(R˜S) ∈ KO|S|C4 (R˜S) ⊂ KO
|S|
Γ (R˜
S) to be β(R˜|S|) under
this identification. The Bott periodicity theorem then asserts that KOqΓ(R˜
S)
is freely generated by the Bott class β(R˜S) as a KO
q−|S|
Γ (pt)-algebra.
Let p be a non-negative integer and suppose |S| is even. Then by definition
we have
e(R˜p)β(R˜S) = i∗β(R˜p ⊕ R˜S) ∈ KOp+|S|Γ (R˜S) ⊂ KOp+|S|Γ (T˜ n),
where i : R˜S → R˜p ⊕ R˜S is the inclusion. More generally if p + |S| is even
then the right hand side is still defined, so we may write it as e(R˜p)β(R˜S).
Then one can immediately see the following product formula:
e(R˜p)β(R˜S)e(R˜p
′
)β(R˜S
′
) = e(R˜p+p
′+|S∩S′|)β(R˜S∪S
′
) (13)
for any subsets S, S′ ⊂ {1, · · · , n} and integers p, p′ ≥ 0 with |S|+ p, |S′|+ p′
even.
Remark 33. Even if p or |S| is not even it is possible to define β(R˜S) and
e(R˜p) separately so that the above two (equivariant) product formulae hold, if
one uses the notion of KO-group with local coefficients [10]. However in this
paper we do not introduce this notion, since the above definition is sufficient
in our calculation.
9 Proof of Theorem 1
Let l be a positive even integer. Let V0 = T˜
n × R˜x, W0 = T˜ n × R˜x+l be
the product bundles over T˜ n, and let V1, W1 be symplectic bundles over T˜
n.
We assume the difference [V1] − [W1] ∈ Ksp(T˜ n) satisfies the condition of
Theorem 1. Suppose we have a proper Pin−(2)-equivariant fiber-preserving
map ϕ : V0 ⊕W0 → V1 ⊕W1 which induces the identity on the base space
T˜ n and whose restriction ϕ0 : V0 → W0 is given by the standard inclusion
R˜x → R˜x+l.
We use the projection Γ → Pin−(2) to regard V1, W1 as Γ-equivariant
bundles. Let Γ0 = U(1) be the subgroup in Γ, so the quotient Γ/Γ0 is iso-
morphic to C4. Using the projections Γ → C4 → {±1} we regard V0, W0 as
C4-equivariant bundles, and also Γ-equivariant bundles. In this setting ϕ is a
Γ-equivariant map.
We first calculate KO∗C4 -degree αϕ0 of ϕ0. After stabilization by the iden-
tity map on T˜ n × R˜ if necessary, we may assume that x is even. Then
i∗β(R˜x+l) = β(R˜x)e(R˜l), and so we have
αϕ0 = e(R˜
l) ∈ KOlC4(pt).
We next calculate the KO∗Γ-degree αϕ ∈ KOl−4kΓ (T˜ n). In the decompo-
sition of Ksp(T˜ n) we take σβH(R˜
S) as a generator of Ksp(R˜S) ∼= Z when
|S| ≡ 4 (mod 8), by which we identify aS with an integer. On the other hand
when |S| ≡ 2, 3 (mod 8) we choose an integer aS as an lift of aS ∈ Z/2. Then
Lemma 20 implies that, after stabilization by the identity map on some sym-
plectic bundle over T˜ n, we may assume that the symplectic bundles V1, W1
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take of the form:
V1 = σH
y+A+k, A =
∑
|S|=8p+2, 8p+3, 8p+4,
|aS |24p,
W1 = σH
y ⊕
⊕
|S|=8p+4
π∗Sf
∗
S(σ(
|aS | times︷ ︸︸ ︷
Ĥǫ(S)(p)⊕ · · · ⊕ Ĥǫ(S)(p)))
⊕
⊕
|S|=8p+2, 8p+3
π∗Sf
∗
S i˜
∗
|S|(σ(
|aS | times︷ ︸︸ ︷
Ĥǫ(S)(p)⊕ · · · ⊕ Ĥǫ(S)(p))
where i˜q (q = 8p+2, 8p+ 3) is the extension of the inclusion iq : R˜
q × {0} →
R˜8p+4 to the one-point compactifications, and where fS : T
S → R˜S ∪ {∞} ∼=
R˜|S| ∪{∞} is a {±1}-equivariant map obtained by shrinking the complement
of a neighborhood of the fixed point (t0, · · · , t0) in T S to the one point {∞},
and where ǫ(S) =”+” when aS > 0, and ǫ(S) =”−” when aS < 0. By
Corollary 30 the second equation of Lemma 7 becomes
αϕe(H1)
y+A+k = e(R˜l)e(H1)
y+A−A1
∏
|S|=4, aS 6=0
π∗Sf
∗
Se(Ĥ
ǫ(S)(p))
×
∏
|S|=2,3, aS 6=0
π∗Sf
∗
S i˜
∗
|S|e(Ĥ
ǫ(S)(p)), (14)
where A1 is the cardinal number of subsets S satisfying |S| = 2, 3, 4 and
aS 6= 0.
Proposition 34. Let l be a positive even integer. Suppose αϕ ∈ KOl−4kΓ (T˜ n)
satisfies the equation (14). Let (αϕ)S ∈ KOl−4kΓ (R˜S) be the component of
αϕ ∈ KOl−4kΓ (T˜ n) in the decomposition of KOl−4kΓ (T˜ n). If |S| is even then
we have
(αϕ)S =

εNS2
l/2−k−|S|/2−1([R]d − [R˜]d)β(R˜S), d ≡ 0 mod 8,
εNS2
l/2−k−|S|/2−1([C0]d + (torsion))β(R˜S), d ≡ 2 mod 8,
εNS2
l/2−k−|S|/2−2([R]d − [R˜]d)β(R˜S), d ≡ 4 mod 8,
εNS2
l/2−k−|S|/2−1 ([C0]d + (torsion))) β(R˜S), d ≡ 6 mod 8,
where d = l− 4k−|S| and ε = ±1. Moreover if d ≡ 2 (mod 8) and l ≥ 4 then
(αϕ)S has no component in the torsion subgroup and NS2
l/2−k−|S|/2−2 is an
integer.
To prove this we use the following lemma:
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Lemma 35. Let c ≥ 0 be even, i ≥ 0 and d even. Suppose α ∈ KOd+2iΓ (R˜2i)
satisfy the equation
αe(H1)
c =
∑
0≤n<c+d/4
ane(H1)
ne(R˜4c+d−4n)β(R˜2i) ∈ KO4c+d+2iΓ (R˜2i),
where an ∈ Z (0 ≤ n < c+ d/4). Then we have
α =
∑
an(−1)c+d/4−n2c+d/2−n−1([R]d − [R˜]d)β(R˜2i), d ≡ 0 mod 8,∑
an(−1)c+d/4−n+1/22c+d/2−n−1 ([C0]d + (torsion)) β(R˜2i), d ≡ 2 mod 8,∑
an(−1)c+d/4−n2c+d/2−n−2([R]d − [R˜]d)β(R˜2i), d ≡ 4 mod 8,∑
an(−1)c+d/4−n+1/22c+d/2−n−1 ([C0]d + (torsion)) β(R˜2i), d ≡ 6 mod 8.
Moreover if d ≡ 2 (mod 8) and an = 0 for all n with c+d/4−1 < n then α has
no component in the torsion subgroup and
∑
an(−1)c+d/4−n+1/22c+d/2−n−2
is an integer.
Proof. From Lemma 26 we see the complexification c(α) ∈ Kd+2iΓ (pt) ∼= R(Γ)
satisfies
tr(j2|c(α)) = tr(t|c(α)) = 0, tr(j|c(α)) =
∑
an(−2i)2c+d/2−2n2n−c,
since c(e(H1)) = 2[C(0)] − [H1] and c(e(R˜2)) = [C(3)] − [C(1)]. This implies
c(α) is in the subgroup R(C4) and
c(α) =
∑
an([C(3)]− [C(1)])2c+d/2−2n([C(0)]− [C(2)])n−c.
Since the kernel of c : KOd+2iΓ (pt) → Kd+2iΓ (pt) is the torsion subgroup by
Lemma 15, we get the equation for α.
When d ≡ 2 (mod 8) Corollary 24 shows the torsion subgroup is generated
by [Hm]d (m ≥ 1). Suppose α has a nontrivial [Hm]d-component. Let m0
be the maximal of such m. Note [Hm0 ]d[Dc] = [H|m0−2c|]d + [H|m0+2c|]d. It
implies that αe(H1)c has a nontrivial [H|m0+2c|]d-component. On the other
hand if we assume an = 0 for all n with c + d/4 − 1 < n, then we see from
Lemma 26, 27 that∑
0≤n<c+d/4
ane(H1)
ne(R˜4c+d−4n) =
∑
n
an(−1)c+d/4−n+1/222c+d/2−n−1[C0]4c+d,
which is a contradiction.
Moreover if
∑
an(−1)c+d/4−n+1/22c+d/2−n−1 were odd,
αe(H1)
c =
∑
an(−1)c+d/4−n+1/222c+d/2−n−1[C0]4c+d + [H4c]4c+d,
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which is also a contradiction.
Proof of Proposition 34. We consider the right hand side of (14) on
S ⊂ {1, · · · , n}. Since −[R˜]e(R˜2) = e(R˜2), we use (13), Lemma 29 and
Corollary 30 to get the expansion:
ε
∑
S
∑
m≥0
N(S,m)e(H1)
y+A−me(R˜l+4m−|S|)β(R˜S),
where ε is 1 or −1. We may assume y is large enough and y +A+ k is even.
We then apply Lemma 35 for c = y + A + k ≥ 0, d = l − 4k − |S|, 2i =
|S|, n = y + A−m ≥ 0, an = N(S,m) and α = (αϕ)S . Since c + d/2 − n =
l/2−k−|S|/2+m, c+d/4−n = l/4−|S|/4+m ≥ l/4 > 0, and c+d/4−n ≥ 1
for l ≥ 4, we have the conclusion.
Now we prove Theorem 1. Suppose the inequality were not satisfied. Then
by the standard inclusion R˜x+l → R˜x+l+z for some z ≥ 0 we may assume
l = 2k+ |S| − 2dS + ε(k+ dS)− 1. Theorem 1 then immediately follows from
Proposition 34 in the cases other than k+dS ≡ 2 (mod 4), so we consider this
case. Let ψ : H1 → R˜3 be the Pin−(2)-equivariant map defined by ψ(q) = qiq¯,
where Pin−(2) acts on H1 by right multiplication. Then by considering the
direct sum ϕ ⊕ ψ. we have the inequality l + 3 ≥ 2(k + 1) + |S| − 2dS + 3,
since (k + 1) + dS ≡ 3 (mod 4). This completes the proof of Theorem 1.
The equation (1) in Introduction follows immediately since κσβH(R˜
4) =
βC(C
2) by Lemma 20 and
[V1]− [W1] = kσ[H] +
∑
S⊂{1,··· ,n},|S|=4
aSσβH(R˜
S) + (torsion) ∈ Ksp(T˜ n).
10 Proof of Theorem 2
Let X be a connected closed oriented spin 4-manifold with indefinite inter-
section form. Let k = −sign (X)/16 and l = b+(X) > 0. We write the spinor
bundle of X as S+(TX) ⊕ S−(TX) = S+ ⊕ S− for simplicity. Take a Rie-
mannian metric g on X. Then we consider the monopole equation [26] as the
map:
Φ˜ : V˜ = Ker (d∗ : Ω1 → Ω0)⊕ Γ(S+)→ W˜ = Ω+ ⊕H1(X;R) ⊕ Γ(S−),
(a, s) 7→ P (a, s) +Q(a, s),
where P is a linear map and Q is a quadratic form which are constructed as
follows: Let π : Ker (d∗ : Ω1 → Ω0) → H1(X;R) be the projection to the
harmonic part and D : Γ(S+) → Γ(S−) the Dirac operator of X. Then the
maps P and Q are defined to be
P (a, s) = (d+a, π(a),Ds), Q(a, s) = (q(s), 0, c(a)s),
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where q : S+ → Λ+ is the quadratic map formed from a nontrivial quadratic
Spin (4)-equivariant map ∆+4 → Λ+(R4).
We should remark that if we regard a as a U(1)-connection on the trivial
complex line bundle over X then the differential operator Da : Γ(S
+) →
Γ(S−) defined by Das = Ds + c(a)s is the Dirac operator twisted by a, and
d+a is the self-dual part F+a of the curvature of a.
The gauge symmetry of the monopole equation induces the following sym-
metry: Choose a base point x0 in X. Let ρ : X → Hom(H1(X;Z),R/Z)
be the Albanese map, which is given by x ∈ X → {ω → ∫ xx0 ω mod Z}. Let
ρˆ : H1(X;Z) → C∞(X,R/Z) be the adjoint map of ρ. Then the actions of
H1(X;Z) on Ω1,Γ(S+ ⊕ S−), Ω+ are respectively defined by
h · a = a+ h, h · s = e2π
√−1ρˆ(h)s, h · b = b for h ∈ H1(X;Z). (15)
We introduce the diagonal actions of H1(X;Z) on V˜ and W˜. Since the projec-
tion V˜ → H1(X;R) is H1(X;Z)-equivariant, it descends to the vector bundle
V = V˜/H1(X;Z) over the Jacobian torus JX = H1(X;R)/H1(X;Z) with
the decomposition V = V0 ⊕ V1 into the product real bundle V0 = JX × K
(K = Ker d∗∩H1(X;R)⊥) and a complex vector bundle V1 over JX with fiber
Γ(S+). Similarly we see the projection W˜ → H1(X;R) descends to the vector
bundle W = W˜/H1(X;Z) over JX with the decomposition W = W0 ⊕ W1
into the product real bundleW0 = JX ×Ω+ and a complex vector bundleW1
over JX with fiber Γ(S
−). Then Φ˜ induces a Γ-equivariant fiber-preserving
map
Φ : V0 ⊕ V1 →W0 ⊕W1.
We should note that the restriction Φ0 : V0 →W0 of Φ is given by the linear
injective map d+ : K → Ω+.
The compactness of the moduli space implies that the inverse image Φ−1(0)
of the zero section is compact.
Moreover the spin structure of X provides an extra symmetry [18], [26]:
The linear involution on Ω1, Ω+ and quaternionic scalar multiplication on
Γ(S±) induce Pin−(2)-actions on V˜ , W˜ via the projection Pin−(2)→ {±1} or
the inclusion Pin−(2)→ Sp(1), which respectively induce Pin−(2)-actions on
V, W, so that Φ is Pin−(2)-equivariant.
By a finite-dimensional approximation [9], [12], we get a proper Pin−(2)-
equivariant fiber-preserving map:
ϕ : V0 ⊕ V1 →W0 ⊕W1
such that (i) V0 = JX × R˜x, W0 = JX × R˜x+l for some x ≥ 0, (ii) ϕ induces
the identity on the base space JX , (iii) the restriction ϕ0 : V0 → W0 of ϕ is
given by the standard linear inclusion R˜x → R˜x+l, (iv) V1, W1 are symplectic
30
bundles over T˜ n whose difference [V1] − [W1] ∈ Ksp(T˜ n) is the index bundle
IndD of the family of Dirac operators parameterized by JX :
D : (H1(X;R) ⊕ Γ(S+))/H1(X;Z)→ (H1(X;R) ⊕ Γ(S−))/H1(X;Z),
[(a, s)] 7→ [(a,Das)].
We next calculate IndD by identifying it as the index bundle for a family
introduced by G. Lusztig [20]: We take a basis x1, · · · , xn of H1(X;Z), so that
JX is identified with the Real torus T˜
n = (R˜/Z)n. Let T n = Rn/Zn be n-
dimensional torus with the trivial involution. Let Zn×Zn act on Rn×R˜n×C
by
(z1, z2) · (r1, r2, c) = (r1 + z1, r2 + z2, e2π
√−1〈z1,r2〉c),
where 〈, 〉 is the standard inner product on Rn. The orbit space L = (Rn ×
R˜n×C)/(Zn×Zn) is then a Real line bundle over T n× T˜ n with the involution
−1 defined by
(−1) · [(r1, r2, c)] = [(r1,−r2, c¯)].
Put LX = (ρ × id T˜n)∗L. If we denote by π : X × T˜ n → T˜ n the projection,
we have a Z/2-graded symplectic bundle (π∗S+ ⊗ LX) ⊕ (π∗S− ⊗ LX) over
X × T˜ n and a symplectic family of Dirac operators
D
′ : Γ(π∗S+ ⊗ LX)→ Γ(π∗S− ⊗ LX)
parameterized by T˜ n. Then it may be obvious from the action (15) that
IndD = IndD′ ∈ Ksp(T˜ n).
Hence, as shown in [20] and [22], the cohomological formula of the index
theorem for families [6] indicates
ch(V1)− ch(W1) = 2k +
∑
S⊂{1,··· ,n},|S|=4
〈
∏
i∈S
xi, [X]〉
∧
i∈S
dξi.
The equation (2) then follows from (1) in Introduction.
We next describe how the map (3) in Introduction comes from the index
IndD. Recall that, under the identification R1,1 = C, βC(R
1,1) ∈ KR(R1,1)
is the Bott class βC(C) together with the involution given by complex conju-
gation [2]. Then it is easy to show
[L] =
∏
1≤q≤n
π∗{q}(i{q})!([C] + βC(R
{q},{q}))
=
∑
S⊂{1,··· ,n}
π∗S(iS)!βC(R
S,S) ∈ KR(T n × T˜ n), (16)
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where RS,S = Map(S,R1,1) and βC(R
S,S) ∈ KR(RS,S) is the Bott class
corresponding to βC(R
|S|,|S|) ∈ KR(R|S|,|S|) under the identification RS,S ∼=
R|S|,|S| for each S ⊂ {1, · · · , n}.
Since the symbol class of the Dirac operator D is just the Bott class
βH(TX) ∈ KSp(TX) = Ksp(TX), we use the index theorem for families
[7] (see also [19, Section 16]) to get
IndD = (i× id T˜n)!(ρ× id T˜n)∗[L] ∈ Ksp(T˜ n) ∼= KR−4(T˜ n),
where i : X → pt is the constant map. Substituting (16) for [L] and applying
the periodicity isomorphisms
KR(RS,S) ∼= KO|S|(RS), KR−4(R˜S) ∼= KO|S|+4(pt)
(see Section 5), we deduce that aS (|S| = 2 or 3) is zero if and only if the map
(3) is zero.
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