The estimation of the skewness parameter of the skew Normal Distribution (SND) using the information in a Ranked Set Sample (RSS) is considered. The estimators obtained are compared with respect to their counterparts using a Simple Random Sample (SRS). One main object is to study the unfavorable properties of some well-known estimators of the skewness parameter. Numerical comparisons among the estimators are conducted.
INTRODUCTION
Simple Random Sampling (SRS) is the basic sampling technique and most important one. In this method, the researcher selects n units randomly from the population of size N in such a way so that all subsets of size n elements have the same probability of being selected.
The ranked set sampling is an important method of sampling that can reduce cost and time. This method was proposed by McIntyre (1952) . It relies mainly on simple random sampling method in drawing the sample and judgment in ranking them. The procedure of RSS involves drawing McIntyre (1952) used RSS method for estimating mean yields in pasture. Takahasi and Wakimoto (1968) estimated the population mean based on RSS and found a basis for the theory of RSS. Samawi et al. (1996) introduced the extreme ranked set sampling (ERSS) method. Al-Saleh and Al-Kadiri (2000) introduced the double ranked set sampling method (DRSS), this method increases the efficiency of RSS without increasing the set size m ; which should be kept small. Al-Saleh and Muttlak (2000) considered Bayesian estimation using RSS method. Al-Saleh and Al-Omari (2002) introduced the multistage ranked set sampling (MSRSS) method as a generalization of DRSS method. The efficiency of estimators using RSS for all distributions is found to be between 1 and 
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Thus, MME of 
Approximate values of this probability are obtained based on simulation. To find this value we need to get random values from the skew normal distribution. For a given value of  , this is done by the following steps: To investigate how often this problem (MLE doesn't exist) occurs, we need to evaluate the quantity (1) The probability that the MLE of  is infinite is given by http://journals.uob.edu.bh 
is decreasing in n . We can conclude that if we feel that | |  is large, then we need a large sample to be able to estimate  using MLE. Based on the previous results obtained, the Skewness of the skew normal distribution depends on the Skewness parameter, and there are problems in estimating the Skewness parameter using MM or ML estimation. The problems can be roughly resolved by increasing the sample size whenever the Skewness parameter is believed to be large.
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Estimation of the Mean of the Skew Normal Based on SRS, RSS
Ranked set sampling is an important method of sampling that can reduce cost and time. This method was proposed by McIntyre (1952). It relies mainly on simple random sampling method in drawing the sample and judgment in ranking them. The following steps describe the RSS technique:
Step 1: Draw randomly m sets, every set consists of m units using simple random sampling method from the population.
Step 2: Judgmentally rank the m units within each set from lowest to largest with respect to a variable of interest.
Step 3: Choose the lowest ranked unit from the first set, and the second lowest ranked unit from the second set, continuing until choosing the largest ranked unit from the last set.
Step 4: Repeat, if necessary, the previous steps r times (cycles) to obtain a RSS of size 
Half Normal Distribution
In this section, we study the Half Normal Distribution (HND). We derive and study some properties of the MME estimators of the parameter  for HND based on SRS, RSS. 
Concluding Remarks
Different estimators of the skew parameter or a function of it were discussed and investigated based on the two sampling techniques SRS and RSS. It turned out that the estimators using RSS are more efficient than those using SRS. The half normal distribution is one extreme example of the skew normal; it is the limit of the skew normal when the skew parameter approaches   . Inference about this distribution is studied in some more details.
One main problem in estimating the skew parameter using usual estimation techniques (MME and MLE) is that the possibility of obtaining values of the estimator that are outside the accepted values of the parameter (infinite or imaginary values). The probability of such improper values is investigated.
