In Mandarin Chinese pitch is used to express both lexical meanings via tones and sentence-level meanings via pitch-accents raising the question of which information is processed first. While research with meaningful sentence materials suggested a general processing advantage of tone over pitch-accents, research on pure tones and nonce speech in pre-attentive processing found that the f0-shape led to timing and site processing differences. The current study reconciles these results by exploring whether the tone advantage found in meaningful speech materials is modulated by the f0-shape by establishing via a gating paradigm the relative timing of tone and pitch-accent identification. Target words containing static (T1) and dynamic (T2, T4) tones were embedded into meaningful sentences and were divided into 50 ms gates which were added incrementally either from the left-or right-edge of the target word. Results showed that dynamic targets had either a tone or pitch-accent advantage contingent on the direction of gate processing. In contrast, for static T1 targets, tone and pitch-accent were identified simultaneously regardless of the direction of gate processing. Altogether, these results indicate that the f0-shape, as defined by pitch dimensions of f0 and pitch range, mediates the timing of tone and pitch-accent identification in meaningful speech supporting highly interactive models of speech perception.
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I. INTRODUCTION
In languages like Mandarin Chinese, pitch or the rate of vocal fold vibration is used to express meanings at the wordand at the sentence-level. Lexical meanings are conveyed by tones and sentence-level meanings, such as focus, are expressed via pitch-accents. As a result, a single pitch contour may convey these two levels of meaning, raising the question of which information type, tone or pitch-accent, is processed first. Previous research addressing this question with meaningful sentence materials in Mandarin and Cantonese Chinese (e.g., Kung et al., 2014; Li et al., 2008; Yuan and Shih, 2004) found that in general, there is a processing advantage of tone over pitch-accents (Li et al., 2008) . For example, Li and colleagues (2008) found that the N400 elicited by tone violations appeared 90 ms earlier than that elicited by pitch-accent violations suggesting that lexical information is processed earlier than sentence-level information. These studies, however, did not explore whether differences in tonal shape, e.g., static versus dynamic contours, were a possible factor modulating the time-course of pitch processing. In contrast, research on non-sense pitch stimuli in pre-attentive processing found that timing and hemispheric lateralization differences were contingent on f0-shape, in particular to pitch dimensions such as changes in level and contour (e.g., Chandrasekaran et al., 2009; Gandour, 2006; Gu et al., 2013; Tsang et al., 2011; Wang et al., 2013) . Altogether, the above results led to the hypothesis explored in this study, namely, that f0-shape modulates the time-course of tone and pitch-accent processing in on-line, meaningful speech perception. In particular, we propose that in static contours like that of tone 1 (T1), tone and pitchaccent information will be processed simultaneously. However, in dynamic tones with an increasing (T2) or decreasing (T4) f0, there will be either a tone or a pitchaccent advantage. If this hypothesis is confirmed, it will have important implications for psycholinguistic accounts of the time course of information processing in Mandarin Chinese. The rationale that led to our hypothesis is explained in Secs. I A-I C. In Sec. I A, we describe the acoustic expression of focus and tone in Mandarin Chinese paying special attention to words and contexts containing the "one-form to many-meanings" mapping explored in our study. In Sec. I B, we review the literature that explored the time-course of tone and pitch-accents in meaningful speech materials in tonal languages as well as the research that addressed the perception of different tonal shapes in non-sense materials by tonal speakers. In Sec. I C, we argue how the research described in Sec. I B led to our hypothesis and how this hypothesis was operationalized in our study. high rising, low falling rising (or low dipping), and high falling in phonetic descriptions (Chen, 2003; Howie, 1976; Xu, 1999; Xu and Wang, 2001) . Changing the tone in a syllable like ma changes its lexical meaning, i.e., ma with T1, ma1, "妈" means "mother" and with T2, ma2, "麻" means "hemp" or "numb." These tones are further grouped with regard to their contour and level. According to their contour, these four tones are classified as static or dynamic (Xu and Sun, 2002; Xu and Wang, 2001) . In acoustic terms, the soundwave of static tones has a constant fundamental frequency (f0), i.e., cycles of the soundwave repeat at regular time intervals yielding a flat f0 like that of T1. In articulation, this constant f0 is related to a regular rate of vocal fold vibration, e.g., in Fig. 1 , vocal folds vibrate at 130 cycles per second during the entire production of ma. In dynamic tones, however, f0 either increases like in the rising T2, e.g., from 110 to 140 Hz in Fig. 1 , or decreases like in the falling T4, or both like in the falling-rising T3. Finally, according to their level, tones can be grouped into higher or lower registers. For example, as shown in Fig. 1 , T2 has a higher overall f0 than T3. These typologies are most accurate in describing tones produced in isolation or words in citation form. In running speech tones undergo tone-to-tone co-articulation effects (e.g., Xu, 1997 Xu, , 1999 Xu, , 2005 .
In addition to lexical meanings, pitch is also used in Chinese to express sentence-level meanings, such as broad and narrow focus (Chen, 2003; Xu, 2005) . While broad focus sentences respond to questions like "fa1sheng1 le shen2me shi4" "What happened?" and have no specific word under focus, narrow focus sentences highlight a single word or phrase (Birch and Clifton, 1995; Eady et al., 1986) . For example, the narrow focus sentence "chuang2 hen3 da4," "The bed is very big," where the word "bed" is in focus, responds to the question "shen2me hen3 da4" "What is very big?." Acoustically, "bed" is made perceptually salient by an expanded pitch range and an increased duration, which contrasts with the pitch range compression of post-focal words (Chen, 2003; Liu, 2009; Wang and Xu, 2011; Xu, 1999 Xu, , 2005 . Nevertheless, in other Chinese dialects, such as Taiwanese, Taiwan Mandarin, or Cantonese, narrow focus is conveyed mainly by the pitch range expansion of the word under focus bypassing the post-focal pitch compression (Chen et al., 2014; Xu, 2011; Xu et al., 2012) . The pitch range expansion of the word with narrow focus has been transcribed with a pitch-accent (Li, 2002; Peng and Beckman, 2003; Wong et al., 2005; Xu, 1999; Xu and Prom-on, 2014) . Despite pitch range expansion or compression due to focus or post-focus conditions, the contours of tones remain intact most of the time, preserving tone recognition (Connell et al., 1983; Li et al., 2008) .
To illustrate how tone preservation works across different tones and sentence intonations, we refer to Fig. 3 in Sec. II, which depicts the mean f0 trajectories for target words of our stimuli. Target words were spoken with static T1 and dynamic tones T2 and T4 in broad and narrow focus conditions. A comparison between the broad and narrow focus contours shows that narrow focus contours have an overall higher pitch. The pitch range expansion for T1 under narrow focus implies a similar f0 increment all along the tone, which in 3b, for example, approximates 90 Hz, i.e., the 260 Hz in broad focus increases to 350 Hz in narrow focus. However, when comparing the broad and narrow focus contours for dynamic T2 (3c and 3d), we see that the pitch range expansion of T2 affects the latter part of the tone. As shown in 3d, the initial 2 Hz difference between broad and narrow focus, i.e., in 228 and 230 Hz, respectively, increases to a 111 Hz difference toward the end, i.e., 256 and 367 Hz. Despite the different pitch range expansion implementations required by the expression of narrow focus, T1 and T2 still preserve their contours which are determined by their f0. A constant f0 produces the overall flat f0 contour of static T1 whereas a changing f0 yields the ascending f0 of dynamic T2. Therefore, although tone and pitch-accent are both realized through pitch, there is a division of labor between the pitch dimensions used to express tone and pitch-accent. While pitch-accents are realized by either the expansion or the compression of pitch range, tone is expressed by either a constant or changing f0. Because, within physical limitations, pitch range is independent from f0, it is possible to express the same tone, e.g., T1, with a pitch-accent as in narrow focus intonation and without a pitch-accent as in broad focus intonation allowing tone preservation across sentence intonations, such as broad and narrow focus.
In a few cases, however, the intonation-induced changes in f0 disrupt the perception of tone, as for example, at the end of questions (e.g., Kung et al., 2014; Ma et al., 2006; Ren et al., 2013; Yuan and Shih, 2004) . In Mandarin and Cantonese, question intonation is expressed by adding a boundary tone with an ascending f0 trajectory in the last syllable (Ma et al., 2006; Xu, 2005) . As a result, the lexical tone of the last syllable is co-articulated with the boundary tone which leads to specific perceptual difficulties. Behavioral evidence in Mandarin Chinese shows that T2 is the most difficult to perceive and T4 the easiest (e.g., Yuan and Shih, 2004) in this question-final position. In Cantonese, a language with six basic tones, including high level (55), high rising (25), mid level (33), low falling (21), low rising (23), and low level (22) (Ma et al., 2006) , tone 23 is misperceived as tone 25 while tone 55 is not (e.g., Ma et al., 2006) . This pattern of results indicates that tones with an ascending f0 contour are the most difficult to perceive when coarticulated with a high boundary tone suggesting that when both tone and intonation are expressed by the same pitch dimension, namely, an increasing f0, tone preservation becomes challenged.
To conclude, while in a few intonation contexts, such as the end of questions, tone preservation is challenged by intonation requirements, in most intonation contexts tone is preserved. Tone preservation becomes possible by expressing tone and intonation by means of different and independent pitch dimensions, i.e., f0 to express tone and pitch range to express the focal pitch-accent of narrow focus intonations. As explained in Sec. I B, it is in these intonation contexts where the time course of tone and intonation has been studied (Li et al., 2008) .
B. Time course of tone and intonation processing and the effects of tonal shape in pitch processing Li and colleagues (Li et al., 2008) examined the time course of tone and pitch-accent processing in meaningful sentences with contrastive focus intonation. They created 200 short discourses, such as those in (1), in order to examine the event-related potentials (ERPs) elicited by tone and pitch-accent violations. As shown in (1), Question 2 requires an answer with a narrow focus in the word hua1 "flowers" (3a) which is expressed with a pitch-accent that has an enlarged pitch range (underlined in the example). The intonation violations were created by misplacing a pitch-accent on Xiaoqin instead of hua (3c and 3d) and the tone violations contained a word minimal pair, i.e., hua4 "pictures" instead of hua1 "flowers" (3b and 3d). Results showed that tone and intonation violations elicited N400s of similar amplitudes but different latencies. The N400 elicited by tone violations appeared 90 ms earlier than that elicited by intonation violations.
(1) [Adapted from the Table II Li et al. considered two explanations for the earlier effect of tone as compared to pitch-accent, namely, a psychoacoustic account and a semantic account. The psychoacoustic account claims that the temporal profiles of the acoustic correlates of tone and pitch-accent are not identical, and these differences may have an effect on pitch perception. However, Li et al. regarded this account as unlikely based on earlier studies which argued that both tone and pitchaccent perception mainly depended on the higher part of the pitch contour (Liang, 1963; Wang et al., 2002) . The semantic account claims that the semantic nature of tone and pitch-accent is different because pitch-accent is mapped to higher-level post-lexical meanings whereas tone is mapped to lexical meanings. Li et al. relied on the semantic account to interpret their 90 ms tone advantage in N400 as a time advantage of lexical tone processing over sentence intonation processing.
Nevertheless, as Li et al. conceded, the psychoacoustic account cannot be dismissed completely before considering two methodological issues. First, this 90 ms tone processing advantage came from collapsing the critical words across the four tones possibly to reach the necessary large number of tokens required in ERP studies. As a result, the authors did not report the proportion of different tones for their critical words nor discuss any possible influence of tone identity on the time course of tone vs pitch-accent processing removing any possibility of capturing timing differences as a function of tonal shape, and therefore, leaving open the question of whether the observed tone advantage over intonation was modulated by tone shape. Second, the N400 component is a long latency component associated with semantic processing and contextual integration (e.g., Kutas and Hyllyard, 1980; Kutas and Federmeier, 2011) , denoting a higher level of cognition. In contrast, acoustic processing has been related to earlier ERP components such as mismatch negativity (MMN) in the 150-300 ms timeframe (e.g., Näätänen, 1992; Näätänen and Alho, 1995) , brainstem responses (e.g., Abrams and Kraus, 2014; Skoe and Kraus, 2010) , and midlatency components (e.g., Krishnan et al., 2014a; Krishnan et al., 2014b ; see also Bidelman et al., 2013 for an integrative analysis of subcortical and cortical components in vowel categorical perception). An alternative behavioral method that captures earlier timing differences requiring a relatively fewer number of tokens than ERP studies is a gating paradigm making it appropriate to explore the effect of different tone shapes into the time course of tone and intonation processing at earlier time windows.
In addition to the above methodological concerns, studies with non-sense speech materials highlight as well the importance of reconsidering the psychoacoustic account by providing clear evidence that f0-shape affects speech processing (e.g., Chandrasekaran et al., 2009; Krishnan et al., 2014b) . Tonal speakers are in general more sensitive to the difference between static and dynamic tones than non-tonal speakers in early acoustic, pre-attentive processing as shown by MMN (e.g., Chandrasekaran et al., 2009) and Cortical Pitch Response Components (e.g., Krishnan et al., 2014b) . Moreover, Chinese speakers processed f0 differently from pitch range in pre-attentive processing (Krishnan et al., 2014a; Tsang et al., 2011; Wang et al., 2013 ; but see also Ren et al., 2009) . For example, Tsang and colleagues (2011) showed that for Chinese speakers, these pitch dimensions relate to different ERPs. Changes of pitch range registered as differences in the amplitude and latency of MMN while changes in f0 correlated with latency differences in P3a (novelty P3). Additional evidence for the processing differences of f0 and pitch range comes from the whole scalp MMN study by Wang et al. (2013) . They found that Chinese speakers lateralized pitch range in the RH and processed it earlier than f0, which was lateralized in the LH.
Altogether, the above methodological challenges in research with meaningful materials and the consistent effects of tone shape in processing non-sense speech stimuli enhance the need to reconsider the psychoacoustic account in the timing of tone and intonation processing from a new perspective. To that end, we performed a gating experiment to compare the processing of tone and intonation in static and dynamic tone shapes across 50 ms windows.
C. Hypothesis and predictions
Given that there is consistent evidence that f0-shape as defined by the pitch dimensions of f0 and pitch range modulates the perception of non-sense short f0 stimuli in preattentive processing, the question arises of whether these effects of f0-shape could be observed in meaningful sentences. In particular, would f0-shape modulate the 90 ms processing advantage of tone over pitch-accent obtained by Li and colleagues (2008) in meaningful sentences? To answer this question, we designed a gating task with target words segmented in 50 ms gates which were incrementally added either from the right-edge or the left-edge of the word. Within the 50 ms resolution provided by the gate's length, we predicted that f0-shape would modulate the timing of tone and pitch-accent perception such that tone and pitchaccent would be perceived simultaneously in static tones like T1 and non-simultaneously in dynamic tones T2 and T4.
The rationale for this hypothesis stems from the different distribution of the acoustic cues to tone, i.e., f0, and pitch-accent, i.e., pitch range, along the f0 trajectory of static and dynamic tones. In static tones like T1, acoustic cues to the constant f0 that configures the flat f0 trajectory of T1 and the pitch range differences that distinguish an accented from an unaccented T1 are evenly distributed along the f0 trajectory. Thus, cues to the static shape of T1 and its pitch range should be available at each gate making possible a simultaneous perception of tone and intonation. However, for dynamic tones T2 and T4, acoustic cues to a changing f0 (either an increasing rate in T2 or a decreasing one in T4) and to a pitch range are available at different points of their f0 trajectory. As a result, we predict that in contrast to T1, the perception of tone and intonation in dynamic tones T2 and T4 will be non-simultaneous and it will be contingent on the availability of f0 and pitch range information along the f0 trajectory of the tones.
Those research questions have theoretical implications with regard to a more comprehensive understanding of the findings of Li et al. of the 90 ms tone advantage. With a gating task to tap into earlier windows of acoustic processing, results could reveal whether the temporal profiles of the acoustic correlates of tone and pitch-accent differ, and thus whether the 90 ms tone advantage could be interpreted by their purely semantic account.
II. METHODS

A. Participants
Forty native speakers of Mandarin Chinese were recruited for the experiment. The participants, born and raised in the People's Republic of China, were students at Nankai University of Tianjin, China at the time of testing. Thirtythree out of 40 participants reported their age [range: 18-25 yrs old, mean ¼ 20.27, and standard deviation (SD) ¼ 2.04].
Participants were all fully fluent in Mandarin Chinese, which they used in the university setting and the Nankai region. Thirty-two out of the 40 participants were instructed in Mandarin Chinese at the university setting, 7 were instructed in both Mandarin Chinese and English, and 1 reported being instructed only in English. Nevertheless, the 40 participants had learned Mandarin Chinese since they were about 5 or 6 yrs old in primary school. Moreover, 30 of the 40 participants also spoke Mandarin Chinese at home with their families and friends, while 10 out of the 40 participants spoke a local dialect. Each received $10 as compensation for their participation.
B. Materials
Since the goal of this experiment was to investigate the effect of tonal shape on the time course of tone and pitchaccent identification, materials included target words with different tones and pitch-accents embedded within a sentential context to resemble natural discourse interaction. Each experimental trial was a dialogue consisting of a written question by Interlocutor A, and a spoken response by Interlocutor B [see examples (2) and (3) below]. The target words were embedded within Interlocutor B's answer either at the beginning (2) or at the end (3) of sentence B. Target words were limited to mono-morphemic words to avoid possible effects of morpho-syntactic structures on focus realization (Xu, 2005 (Xu, , 2009 Xu and Wang, 2001 ). According to the Chinese database (Institute of Applied Linguistics, 2010), the frequency ranges of the target words for each tone (per-million proportions) were very similar, i.e., 9.8-244.1 for T1, 3.1-125.8 for T2, and 14.9-191.6 for T4. Moreover, target words had T1, T2, and T4 with narrow and broad focus pitch-accents, in eight different words yielding a total of 96 dialogues [3 tones With regard to the tone contrast, the target word in each dialogue could be two of the three tone possibilities so that its tone could not be predicted purely from the meaning of the question and the carrier sentence alone (see the Appendix). For example, in the carrier sentences of dialogues (2) and (3) above, i.e., "X are very beautiful" and "he is enjoying X," respectively, X has two tone possibilities, either hua1 ("flowers"), or hua4 ("pictures"). This manipulation ensured that participants had to rely on the f0 information of the target word in order to make decisions on tone identity. Moreover, T3 was not included in the critical items (only in the practice trials) because of two main reasons. First, T3 syllables can be realized with a voice quality change (into glottalization and creaky voice) when prominent (narrow-focused) introducing a confounding factor (Jin, 1996) . Second, tone-sandhi rules affect T3 (Chen, 2003) .
The pitch-accent contrast was contingent on the intonation of the answer. Questions could elicit an answer either with a broad focus intonation like (2Ba) or with a narrow focus intonation like in (3Ba). Correct answers with narrow focus intonation contained a word with a pitch-accent, i.e., hua4 or hua1, while correct answers with broad focus intonation did not have this pitch-accent.
All the response sentences were recorded in isolation in Mandarin Chinese, in a sound-attenuated chamber located at the Language Media Center at University of Pittsburgh by Z. W., a female native speaker of Mandarin Chinese. Sentences were recorded using Praat (Boersma and Weenink, 2016) with a sampling frequency of 44 100 Hz and then normalized by scaling mean intensities to 70 dB. Within each tone word minimal pair (see the Appendix), target words were then segmented based on spectrogram, oscillogram, and aural judgment, and combined with the same carrier sentence. The gates were located at the nearest zero crossings to avoid the artifactual pops at the ends. No ramping was applied. The number of the 50 ms gates varied according to word length ranging from 5 to 13 (mean ¼ 8.56; SD ¼ 1.92). For example, in dialogue (2), the same recording of the carrying sentence "X are beautiful," which was taken from a broad focus intonation, was combined with target words hua1, hua4, and accented hua1, and hua4 (hua4 and hua4 are depicted in Fig.  2 ). The reason for using the same recording was to avoid contextual variation that may have led to confounding factors, e. g., tone sandhi (Xu, 1997 (Xu, , 1999 (Xu, , 2005 and phrasing (Hirschberg, 2004) . Moreover, when participants listened to the gates of the target word followed by the carrying sentence taken from the broad focus condition, post-focal pitch range compression was avoided, preventing listeners from using post-focus compression as a cue to the identification of a pitch-accent. Therefore, it was ensured that the perception of FIG. 2. Two sample spectrograms (along with pitch tracks) for hua4 (a) and hua4 (b) target words combined with the carrier sentence (extracted from hua1), and with the spliced gate sections marked and labeled. a pitch-accent was based on the processing of the pitch range expansion in the target word itself.
C. Acoustic description of the target words: Duration and f0 contours It has been reported that different tones in Mandarin Chinese have inherently different lengths in both conversational and citation forms, with T4 being the shortest, T3 the longest, and T1 and T2 intermediate (e.g., Xu, 1997) . Moreover, longer durations were also observed in words with a focal pitch-accent (e.g., Xu, 1999) and in words at the end of sentences (e.g., Beckman and Edwards, 1991; Tseng et al., 2005) . These differences in duration were also observed in the target words of our experiment. In a threeway full-factorial analysis of variance, the significant main effects of FocusCondition [F(1,84) In order to ensure naturalness, the duration of target words was preserved so as not to distort the natural f0 contour of target words. Variation in duration was controlled for in the statistical analysis, which is described in Sec. III A.
The f0 trajectories of our stimuli are displayed in Fig. 3 . As predicted, f0 cues to tone and pitch range cues to pitchaccent were uniformly distributed in static T1 but not in dynamic T2 and T4. In 3b, the pitch values for T1 were kept close to a mean of 261 Hz (SD ¼ 17 Hz) along the entire word in broad focus and close to 357 Hz (SD ¼ 13 Hz) in narrow focus making f0 cues to tone and pitch range cues to pitchaccent equally available at any gate. In contrast to T1, the f0 trajectories for T2 (3c and 3d) show an initial descending trajectory of 23 Hz during the first 30% of the tone due to tone co-articulation that turns into an ascending trajectory typical of T2. This ascending trajectory is progressively steeper in narrow focus, with a difference of 40 Hz at 70% (broad focus ¼ 220 Hz, narrow focus ¼ 260 Hz) expanding to a 111 Hz difference toward the end (broad focus ¼ 256 Hz, narrow focus ¼ 367 Hz). Consequently, cues to tone-shape are available at the beginning of tone in the case that speakers compensate for co-articulation, while pitch range differences cuing a pitch-accent are available toward the end of the tone. Similar to T2, T4 pitch trajectories (3e and 3f) show an effect of tone co-articulation in the ascending trajectory at the first 40% of the tone which afterwards turns into the typical descending pitch trajectory of T4. Therefore, as in T2, cues to tone shape are available at the beginning of T4 if speakers compensate for co-articulation. In contrast to T2, pitch range differences cuing a pitch-accent in narrow focus are present all along the tone in T4 except at the end of the last gate where both trajectories meet (broad focus ¼ 273 Hz at 50% to 231 Hz at 70% to 206 Hz at 100%, narrow focus ¼ 368 Hz at 50% to 298 Hz at 70% to 195 Hz at 100%, with a difference of 95 Hz at 50% to 67 Hz at 70% to 11 Hz at 100%). Thus, in contrast to T2, the pitch range differences that cue a pitchaccent are available before the end of the tone.
Overall, the pitch trajectories in our stimuli corroborate our predictions that cues to tone and pitch-accent are evenly distributed in static T1 and unevenly distributed in dynamic T2 and T4. However, this uneven distribution is clearer in T2 than in T4. Consequently, if it becomes confirmed that the hypothesis that the timing of tone and pitch-accent identification is contingent on cue availability, tone and pitch-accent should be identified simultaneously in T1, and the tone/pitchaccent processing advantage due to uneven cue distribution should become more noticeable in T2 than in T4.
D. Procedure
The experimental task was run on the E-Prime 1.0 software (Psychology Software Tools, 2002, Pittsburgh, PA). Participants were recruited and tested in the Psychology Lab at Nankai University in China. They were seated comfortably in front of a computer wearing headphones through which experimental materials were presented at a comfortable volume.
During each trial, the computer screen presented in writing the dialogue between A and B. B's answer was shown except for the critical word, which was left blank with an underline indicating its position. In addition to its written form, sentence B was presented aurally using the gating paradigm (Grosjean, 1980 (Grosjean, , 1996 . At each successive pass, sentence B contained one more gate. Sentence-initial target words were segmented from the end of the word (right-toleft gate processing), and sentence-final target words (left-toright gate processing) were segmented from the beginning of the word. This decision was made in order to have two processing directions of the target words while eliminating at the same time the confounding factor of silence duration, which would have been difficult to avoid had sentence-initial target words been segmented from the beginning.
Participants were required to provide two buttonpressing responses per pass. First, participants were asked to decide depending on the experimental block which tone the target word was or decide whether the target word was correctly pitch-accented or not, which was explained to them as emphasis (Liu, 2009 ). Afterwards, participants indicated how confident they were on a 1-7 Likert Scale about their response for that trial.
Two lists were created, with one containing 48 sentences with sentence-initial target words, and the other containing 48 sentences with sentence-final target words. We orthogonally varied (1) whether participants first received the sentence-initial target word list or sentence-final target word list in the first block (i.e., the first half of the experiment), and (2) whether participants made decisions on tones in the first block and then made decisions on pitch-accents in the second block, or the other way around. Therefore, within a particular block, target words appeared in the same position (sentence-initial or sentence-final), and participants made the same kind of decision (either tone or pitch-accent). Those manipulations resulted in four scripts, to which participants were randomly assigned. The order of the trials within each block was randomized for each participant. Participants received four practice trials for tone and pitch-accent decisions, respectively, to get familiarized with the task procedure prior to the experimental blocks.
E. Statistics
Operationalization of the dependent variable
Because we are interested in the earliest point in the identification of tone and pitch-accent, the current study focused on analyzing the isolation points for target words in terms of tone and pitch-accent. The isolation point was defined as the number of gates from which participants did not change their subsequent guesses (Grosjean, 1980) . Although spoken word recognition may involve an early activation stage and a later recognition stage, this study focuses on the isolation point because there is no consensus on what confidence level reflects actual recognition (Grosjean, 1996) .
The isolation point was used to establish the value of the dependent variable LogPercentage.f0 which represented the amount of acoustic information in time that was needed by a participant to make a judgment on either the tone or pitchaccent of the target word, where no subsequent change was made to his/her guess. This variable was defined as a percentage by dividing the number of gates required for the isolation point by the total number of gates of the whole target word. For example, for the target word with a length of FIG. 3 . Mean f0 contours for target words in each tone category, utterance position, and focus condition. These contours were generated with ProsodyPro (Xu, 2013) on time-normalized sentences. Vertical lines are depicted indicating the mean isolation points for tone or pitch-accent in each tone category and utterance position. 300 ms, which is equal to 6 gates, if a participant correctly isolates the tone or pitch-accent response on the third gate, the percentage for this trial for the participant would be 3/6, which was 0.5. This percentage neutralizes the length effect of the target words that has been demonstrated (Grosjean, 1980) , resulting from varied length word by word.
Although research suggests that tonal target implementation starts from the beginning of the syllable in Mandarin (Xu, 2005 (Xu, , 2009 Xu and Wang, 2001 ), we established the starting point of acoustic information in reference to the onset of vocal fold vibration instead of segment onset because some of the target words used in our materials started with a voiceless consonant that did not convey f0 information (Jin, 1996) . Therefore, we calculated the dependent variable by dividing the number of gates counting from the gate where Praat started to show an f0 track by the total number of gates of the target word (also counting from the same gate where Praat started to show f0 measures). For normality considerations, the dependent variable was further log-transformed into LogPercentage.f0 based on the BoxCox transformation procedure that gave a lambda close to 1.
Models
To examine how tonal shape modulates the time course of tone vs pitch-accent processing, we conducted linear mixed-effects analysis in R (R Core Team, 2016) using the lme4 package (Bates et al., 2015) on the dependent variable LogPercentage.f0 which measured the log-transformed time proportion until the isolation point and was treated as Gaussian/normal. The fixed effects included two variables, namely, PitchShape (T1, T2, or T4), and Decision (whether the response referred to the tone or the pitch-accent of target word), and three covariates, namely, SeqDecision and SeqPosition which controlled for order of presentation, and Frequency. SeqDecision coded whether participants identified tone in the first block and pitch-accent in the second block, or the other way around. SeqPosition coded whether participants received sentences beginning with the target words in the first block and sentences ending with the target words in the second block, or the other way around. Frequency controlled for the frequency of the character of the target word obtained from the Contemporary Chinese Corpus (Institute of Applied Linguistics, 2010) containing 19 455 328 characters (including Chinese characters, letters, numbers, and punctuation), with a type count of 162 875 for words. The covariates, SeqDecision and SeqPosition, were sum-coded as À0.5 and 0.5, and Frequency was centered around the mean. Decision was dummy-coded, with tonedecision being the reference group. PitchShape was also dummy-coded, with T1 being the reference group. Since there is no a priori reason to directly compare participants' behavioral patterns on left-to-right and right-to-left directions of gate processing, separate models were run on sentences beginning with the target word (right-to-left gate processing) and those ending with the target word (left-to-right gate processing). The random effects for utterance-initial sentences included random intercepts for participants and carrier sentences. The random effects for utterance-final sentences included random intercepts for participants and carrier sentences, and random slopes of PitchShape for participants and of DecisionþPitchShapeþSeqDecisionþSeqPosition for carrier sentences. Final models chosen were those with the maximum random effect structures that were able to converge.
III. RESULTS
Trials with correct responses at and after the isolation point constituted 83.07% of the total observations. The number of errors varied as a function of the task. Participants were 70% accurate in identifying the pitch-accents and 96% accurate in identifying the tones. Their accuracy on the pitch-accent identifications further varied as a function of whether there was congruency between the focus elicitation by the question and whether there was a pitch-accent on the target word such that participants were much more accurate in the congruent situations (85%) than in the incongruent situations (54%). Trials with incorrect responses at and after the isolation point and trials for which the gate of the isolation point occurred prior to the f0 start gate (because a negative value or 0 could not be log-transformed) were excluded from the analysis. To address our research question of whether and how tonal shape modulates the timing of tone vs pitch-accent processing, the interaction between Decision and PitchShape is of the most interest. Including raw or log-transformed frequency of the target words did not change the results of processing patterns.
A. Results for right-to-left gate-processing target words
The statistical significance of these differences is illustrated in detail in Table I under Effects of interest. Among the three tones, the static T1 showed the smallest mean timing difference between tone and pitch-accent recognition (pitchaccent ¼ 25.108%, tone ¼ 24.463%, mean difference ¼ 0.645%), and the effect of Decision1 was not significant, such that tone was not recognized significantly earlier or later than pitchaccent for T1 words with a mean frequency. In contrast, an advantage of pitch-accent processing over tone accent was observed for both dynamic tones, i.e., T2 (pitch-accent ¼ 25.057%, tone ¼ 32.563%, mean difference ¼ 7.506%) and T4 (pitch-accent ¼ 32.336%, tone ¼ 36.458%, mean difference ¼ 4.122%). There was a significant interaction between Decision1 and PitchShape2, such that for T2 target words, pitch-accent was recognized significantly earlier than tone, but there was no interaction between Decision1 and PitchShape4, such that for T4 target words, pitch-accent was not recognized significantly earlier or later than tone, although there was a numerical (but not statistically significant) advantage of pitch-accent, as shown in Fig. 3 . Therefore, the timing between tone and pitch-accent identification depended on which particular tone the target word carried. Sentence intonation meanings conveyed by the pitch-accent and the lexical meanings conveyed by tone were processed simultaneously in the static T1 but not in the dynamic tones. In the dynamic tones there was a clear advantage of pitch-accent over tone which reached statistical significance in T2.
We also found a significant effect of PitchShape4 showing that for tone recognition, T4 words with a mean frequency were recognized significantly later than T1 words with a mean frequency. The effect of PitchShape2 was not significant, but the sign of the estimates for PitchShape2 suggested that T2 words with a mean frequency were recognized numerically (although not significantly) later than T1 words with a mean frequency. Those results suggested that in general, dynamic tones were identified slower than static tones.
With regard to the effects from the covariates, we found the participant group manipulations to be non-significant, as coded by SeqDecision1 and SeqPosition1, meaning that whichever group a participant was randomly assigned to did not affect how much of a word they needed in order to correctly isolate the tone of the target words. Neither the effect of Frequency nor its two-way and three-way interactions with the other variables were found. For example, the nonsignificant Decision1 by Frequency interaction indicated that, for T1 target words, with the increase in frequency, tone was still recognized no significantly earlier or later than pitch-accent. Similarly, the no interaction between PitchShape2 and Frequency, or between PitchShape4 and Frequency, showed that for T2 and T4 target words, tone was not recognized significantly earlier with the increase in frequency. Finally, the non-significant three-way interactions among Decision1, PitchShape2, and Frequency, or among Decision1, PitchShape4, and Frequency, indicated that for T2 and T4 target words, the time difference between tone recognition and pitch-accent recognition did not significantly increase or decrease with the increase in frequency.
B. Results for left-to-right gate-processing target words
The statistical significance of these differences is illustrated in detail in the Effects of interest section of Table II . Again, among the three tones, the static T1 showed the smallest mean timing difference between tone and pitch-accent recognition (pitch-accent ¼ 26.002%, tone ¼ 28.139%, mean difference ¼ 2.137%). This small difference did not reach statistical significance (Decision1: t ¼ À0.904, p ¼ 0.36838), confirming that tone was not recognized significantly earlier or later than pitch-accent for T1 words with a mean frequency. In contrast, in dynamic T2 and T4, tone was processed before pitch-accent (T2: 20.598% for tone and 40.576% for pitch-accent, with a mean difference of 19.978%; T4: 22.787% for tone and 29.142% for pitch-accent, with a mean difference of 6.355%). The significant interactions between Decision1 and PitchShape2, and between Decision1 and PitchShape4 corroborated that for T2 and T4 target words, pitch-accent was recognized significantly later than tone. Therefore, statistical analysis demonstrated that also in this gate processing direction, the timing between tone and pitchaccent depended on which particular tone was being processed. While pitch-accent and tone were processed simultaneously in T1, in the dynamic T2 and T4 there was a significant tone advantage over pitch-accent.
With regard to PitchShape, there was a significant effect of PitchShape2, and of PitchShape4 showing that both T2 and T4 was identified earlier than T1. Thus, there was no consistent evidence that the static T1 was processed earlier or later than dynamic tones.
With regard to the effects from the covariates, we found the participant group manipulations to be again not significant, as coded by SeqDecision and SeqPosition, meaning that whichever group a participant was randomly assigned to did not affect how much of a word they needed to correctly isolate the tone of the target words. We found no effect of Frequency, such that with the increase in frequency, T1 words' tone was not recognized significantly earlier or later. Although there was a marginally significant interaction between PitchShape2 and Frequency, there were no other two-way or three-way interactions with regard to Frequency replicating the results obtained in sentence initial position explained in Sec. III A, i.e., for T4 target words, tone was not recognized significantly earlier with the increase in frequency, and for T1, T2, and T4 words, the time difference between tone recognition and pitch-accent recognition did not significantly increase or decrease with the increase in frequency.
IV. DISCUSSION
Results answered affirmatively our research question, namely, tonal shape modulated the time-course of tone and pitch-accent identification. This modulation differed in static tones-where tone and pitch-accent were identified simultaneously-from that in dynamic tones-where there was an advantage of either tone or pitch-accent identification. As predicted, these timing differences were contingent on the availability of cues to tone and pitch-accent in our stimuli. Figure 3 illustrates this relationship between the timing of tone and pitch-accent identification, and the cue availability along the f0 trajectory by adding the isolation points of tone and pitch-accent (vertical lines) to the f0 trajectories of our stimuli.
This figure clearly illustrates that the timing differences between tone and pitch-accent identification are contingent on the availability of cues, i.e., a constant f0 for static tones, a changing one for dynamic tones, and a larger pitch range for accented tones, along the f0 trajectory. First, the distance between the isolation points of tone and pitch-accent is small in static T1 and visibly larger in dynamic T2 and T4 showing that within the time resolution of a 50 ms gate, tone and pitch-accent information are accessible simultaneously in T1 but not in T2 and T4. The simultaneous identification of tone and pitch-accent in T1 is related to the flat f0 trajectory of T1. As explained in Secs. I C and II C and illustrated in 3a and 3b, this flat f0 trajectory expresses the cues to tone and pitch-accent uniformly throughout the whole target word making these cues simultaneously available at any gate allowing speakers to process both types of information at the first available gate. In contrast, in dynamic tones (3c-3f), cues to tone and pitch-accent are expressed at different parts of the f0 trajectory preventing these cues from becoming available at the same gate. Consequently, the timing between tone and pitch-accent identification in dynamic tones is-at least in left-to-right processing-necessarily not simultaneous, and the timing difference in dynamic tones was larger than that in static tones.
Second, the non-simultaneous identification of tone and pitch-accent in dynamic T2 and T4 led to either a tone or a pitch-accent advantage contingent on the direction of gate processing providing further evidence that the timing between tone and pitch-accent was modulated by cue availability along the f0 trajectory. As described in Sec. II C, the asymmetrical distribution of cues to tone and pitch-accent was clear in the T2 target words of our stimuli (3c and 3d). While a changing f0 cued tone from the beginning of the f0 trajectory, the larger pitch range of the pitch-accented T2 was expressed by the end of the tone. Therefore, the obtained tone advantage over pitch-accent when processing gates from the beginning of the target word (left-to-right processing) together with the pitch-accent advantage when processing gates from the end of the target word (right-to-left processing) were clearly related to the availability to tone and pitch-accent cues along the f0 trajectory of T2.
In the T4 target words of our stimuli, as described in Sec. II C and illustrated in 3e and 3f, f0 cues were available at the beginning of the f0 trajectory while cues to pitchaccent were more distributed along the T4 trajectory, i.e., pitch range differences between the accented and unaccented T4 were available at the beginning and mid part of the f0 trajectories while they became attenuated at the last gate when the accented and un-accented T4 converged. Results showed a statistically significant advantage of tone over pitch-accent when processing gates from the beginning of the word (3f) ratifying that f0 cues to T4 were available at the beginning TABLE II. The estimate, standard error, t value, and p value for the fixed effects in the model summary for LogPercentage.f0 for left-to-right gate-processing target word. T1 is the reference condition for PitchShape, and tone is the reference condition for Decision. Note: Significance codes are *** for p values within 0-0.001, ** for 0.001-0.01, * for 0.01-0.05, . for 0.05-0. of the f0 trajectory. In this context, cues to pitch-accent were also available, and this may explain why the timing difference between tone and pitch-accent in T4 was smaller than that of T2, where no cues to pitch-accent were available at the beginning of the T2 word. Results for T4 also showed no pitch-accent advantage when processing gates from the end of the target word (3e), showing that the expression of pitchaccent at the end of the tone in T4 was not as clear as in T2. Overall, the tone and pitch-accent advantages found in dynamic tones T2 and T4 showed that as soon as f0 and pitch range were available to the participants, tone and pitchaccent were identified providing further support that the timing between tone and pitch-accent identification was mediated by the cue availability to tone and pitch-accent along the speech signal. Third, the tone advantage found in T2 and T4 when processing gates from the beginning of the target word (3d and 3f, respectively) illustrated that speakers compensated for coarticulation. Due to co-articulation, T2 starts with a descending f0 trajectory and T4 with an ascending one (Xu, 1997 (Xu, , 1999 . After these initial co-articulation effects, f0 trajectories start reaching for their respective targets, namely, an ascending f0 in T2 and a descending one in T4. Nevertheless, speakers recognized tone during the initial co-articulated part demonstrating that when doing tone identification tasks in natural sentence materials, they compensated for co-articulation as they were processing the f0 cues available in the speech signal. Thus, when doing tone identification, speakers employed their top-down knowledge of tone co-articulation in order to interpret as either T2 or T4 the f0 cues available in the unfolding speech signal.
In summary, the above patterns provide strong evidence in support of our hypotheses that f0-shape mediates the timing between tone and pitch-accent identification in Mandarin Chinese and provide support for the psychoacoustic account for the finding of the 90 ms tone advantage in Li et al. (2008) . Tone was identified as soon as f0 cues were available in the speech signal. Similarly, pitch-accents were identified as soon as pitch range differences between the accented tone and the unaccented tone were large enough. Thus, mapping an f0 trajectory to a lexical meaning or to a sentence intonation meaning occurred as soon as acoustic cues to tone and pitch-accent became available in the f0 trajectory. In the case of static T1, simultaneous cue availability of f0 and pitch range made possible the simultaneous identification of tone and intonation meanings. In the case of dynamic T2 and T4, the asymmetrical availability of cues to tone and pitchaccent determined whether an f0 trajectory was first mapped to a lexical meaning or a sentence-level meaning. Thus, cue availability in the speech signal modulated the timing between the access to lexical and post-lexical meanings.
Furthermore, our results on left-to-right processing target words qualified the psychoacoustic account for the 90 ms tone processing advantage over pitch-accent found by Li et al. (2008) . Since we found no timing difference for T1 but a tone processing advantage for T2 and T4, an overall tone processing advantage would reveal if the results were collapsed across different tones, as Li and colleagues did. We also found an effect of tonal shape on the timing between tone and pitch-accent identification, which can be explained by the fact that different tonal shapes made the acoustic cues to tone and intonation available at different points along the f0 contour. Our findings provided support for acoustic processing being a very bottom-up driven process: the timing of tone-intonation is determined by tone shape and acoustic cue availability. This process of acoustic processing occurred in roughly the first 100-150 ms, based on our isolation point results on tone and pitch identification. Later on in processing, around the time window of the N400, the overall 90 ms tone advantage in Li et al. (2008) could be due to either a purely semantic difference between tone and pitch-accent, or a combination of the semantic differences plus the earlier acoustic timing differences which may have carried over to the N400 time window. However, since Li et al. averaged across all tone shapes in reporting their findings, we cannot know whether the earlier acoustic timing differences based on f0-shape disappeared or not in the N400 time window. Because the temporal profiles of the acoustic correlates for tone and pitch-accent did not differ for T1 targets, a repetition of the N400 experiment of Li et al. focusing on the effect of tonal shape on the timing differences (comparing static T1 and dynamic T2 and T4 targets) could demonstrate whether the 90 ms tone advantage was purely semantic or not.
Finally, the modulation of tone and pitch-accent processing by pitch shape revealed two directions of information flow during pitch processing. First, participants' identification of tone or pitch-accents was contingent on the availability of f0 cues and pitch range cues in the speech signal revealing a bottom-up flow of information processing. At the same time, the identification of tone during the co-articulated part of the f0 trajectory showed that there was as well a top-down information flow because knowledge of Mandarin co-articulation patterns shaped the interpretation of the f0 information present in the acoustic signal. Altogether, these timing processing patterns between tone and pitch-accent together with the topdown and bottom-up information flows support a highly interactive model of pitch perception in line with connectionist models, e.g., TRACE (McClelland and Elman, 1986) and Shortlist (Norris, 1994; Norris and McQueen, 2008) , and neuroanatomy evidence (e.g., Escera and Malmierca, 2014; Heald and Nusbaum, 2014; Kraus and White-Schwoch, 2016) that highlight parallel and highly interconnected rather than sequential and linear processing.
The current study is not without limitations. With an aim to design meaningful dialogues, and due to the fact that it was extremely difficult to find an appropriate carrier sentence and an appropriate monosyllable that was meaningful for two tones, the experimental materials were as a result a little constrained in comparison to spontaneous speech. Experimental materials were also recorded by a single speaker, Z.W., because of her good diction, and the splicing of the target words in the gating paradigm introduced a certain amount of unnaturalness. Nevertheless, we strove to reduce unnaturalness by placing the boundaries at nearest zero-crossings and naive listeners could not distinguish natural from spliced sentences. Despite the care to reduce differences with spontaneous, natural speech, materials' manipulations required by the experiment design may have compromised the extent to which these results could be readily generalized to natural speech perception.
V. CONCLUSION
The results of this experiment demonstrate how f0-shape modulates the relative timing of tone and pitch-accent identification in meaningful speech materials. In broad and narrow focus sentences, tone and pitch-accent are expressed by independent pitch dimensions, namely, f0 and pitch range, respectively. Due to the uniform distribution of these pitch dimensions along the f0 trajectory of T1, target words of static T1 displayed simultaneous identification of tone and pitch-accent. In contrast, the non-uniform distribution of cues to tone and pitch-accent for dynamic tones led to the target words of T2 and T4 eliciting either a tone or a pitchaccent advantage depending on the direction of gate processing. The differential behaviors of static and dynamic tones thus illustrated that f0-shape modulated the relative timing of higher levels of lexical and semantic (and pragmatic) processing.
Our results thus demonstrated consistent involvement of bottom-up information flow during pitch processing. Participants depend on the availability of acoustic cues to tone and pitch-accent in the speech signal to map lexical and post-lexical meanings during the identification process. Our results on pitch processing, therefore, support a connectionist view on pitch perception, which contains highly interactive, interconnected, dynamic, and parallel processing of prelexical and post-lexical stages encouraging future research on connectionist models to include pitch in addition to segmental processing.
ACKNOWLEDGMENTS
Heartfelt thanks to Professor Qiang Li and Professor Wenli Liu from Nankai University in China who generously allowed us to use their lab to perform data collection and to all the students who participated in this study. This project was possible in part to the funds provided by the CRDF from the Office of the Vice Provost for Research at University of Pittsburgh awarded to M.O-L.
APPENDIX: TARGET WORDS AND THEIR CARRIER SENTENCES
T1 vs T2:
