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ABSTRACT
Learning-to-rank has been intensively studied and has shown significantly increasing values in a
wide range of domains, such as web search, recommender systems, dialogue systems, machine
translation, and even computational biology, to name a few. The performance of learning-to-rank
methods is commonly evaluated using rank-sensitive metrics, such as average precision (AP) and
normalized discounted cumulative gain (nDCG). Unfortunately, how to effectively optimize rank-
sensitive objectives is far from being resolved, which has been an open problem since the dawn of
learning-to-rank over a decade ago. In this paper, we introduce a simple yet effective framework for
directly optimizing information retrieval (IR) metrics. Specifically, we propose a novel twin-sigmoid
function for deriving the exact rank positions of documents during the optimization process instead
of using approximated rank positions or relying on the traditional sorting algorithms (e.g., Quicksort
[1]). Thanks to this, the rank positions are differentiable, enabling us to reformulate the widely used IR
metrics as differentiable ones and directly optimize them based on neural networks. Furthermore, by
carrying out an in-depth analysis of the gradients, we pinpoint the potential limitations inherent with
direct optimization of IR metrics based on the vanilla sigmoid. To break the limitations, we propose
different strategies by explicitly modifying the gradient computation. To validate the effectiveness of
the proposed framework for direct optimization of IR metrics, we conduct a series of experiments on
the widely used benchmark collection MSLRWEB30K. The experimental results demonstrate that:
(1) Direct metric optimization is a more appropriate choice than the commonly used surrogate loss
functions, such as ListMLE, ListNet and WassRank. (2) Regarding direct metric optimization, the
proposed methods significantly outperform the baseline approach ApproxNDCG. Compared with the
state-of-the-art tree-based approach LambdaMART, the proposed methods building upon a simple
feed-forward neural network, such as AP-type3 and nDCG-type3, can achieve comparable results.
Keywords Learning to rank · Direct metric optimization · Twin-sigmoid
1 Introduction
Learning-to-rank has been intensively studied and has shown great value in many fields, such as web search, dialogue
systems, and computational biology [2]. In this paper, we focus on the field of document retrieval. Following the
Cranfield experimental paradigm, a large number of queries are provided. Each query is associated with a set of
documents to be ranked, of which the standard relevance labels are also included. Each query-document pair is
represented through a feature vector. The desired scoring model (or function) assigns a score to each document, then
a ranked list of documents can be obtained by sorting the documents in descending order of scores. In general, the
ar
X
iv
:2
00
8.
13
37
3v
1 
 [c
s.I
R]
  3
1 A
ug
 20
20
arXiv Template A PREPRINT
document with the highest score is assigned a rank of 1. In other words, the rank position of a document represents its
relevance with respect to the query. The metrics, such as AP and nDCG [3], are adopted to measure the performance.
The information retrieval (IR) community has experienced a flourishing development of learning-to-rank methods, such
as pointwise methods, pairwise methods and listwise methods. The pointwise methods [4, 5, 6] transform the ranking
problem into a task of (ordinal) regression or classification on individual documents. The idea is natural and many
existing mature learning techniques on classification and regression can be directly deployed. A major problem is that
the pointwise methods are agnostic to the relevance-based order information among documents that are associated
with the same query. To make a step forward, the pairwise methods [7, 8, 9] were then proposed, which transform the
ranking problem into a task of pairwise classification. However, the loss functions merely consider the relative order
between two documents rather than the total order relationship among all documents associated with the same query.
Moreover, the number of document pairs per query may differ from query to query, thus the result can be biased in
favor of queries with more documents in the training data.
(a) The sigmoid function. (b) The derivative of sigmoid. (c) The twin-sigmoid function.
Figure 1: The plot for sigmoid and twin-sigmoid. (a) σ determines the shape (steepness) of the sigmoidal curve. (b) For
a larger σ, the derivative of sigmoid becomes quite steep. (c) For twin-sigmoid, σf controls its output. Its derivative is
computed in different ways, such as Eq-11, Eq-20 and Eq-21.
To overcome the shortcomings of the aforementioned two categories of ranking methods, the listwise methods
[10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20] appeal to the loss function that is defined over all documents associated with
the same query. The studies [17, 18, 15, 21] have demonstrated that the listwise approaches commonly show superior
performance over the other two categories of pointwise and pairwise. In this regard, the listwise methods can further be
grouped into two different sub-categories. The first sub-category ignores the IR metrics during the training process. The
hope is that the desired metric performance (e.g., nDCG) would in turn be maximized by minimizing some surrogate
loss functions. Examples include ListMLE [18] and WassRank [22]. The second sub-category aims to directly optimize
the IR metrics. This direction seems more straightforward and appealing, since what is used for performance evaluation
is exactly an IR metric. As widely known, the IR metrics, such as AP and nDCG, depend on the positions at which
documents are ranked. The rank information is commonly obtained via a traditional sorting algorithm (e.g., Quicksort
[1]). Unfortunately, the traditional sorting algorithms are inherently undifferentiable. In particular, when we make small
changes to the model parameters of a scoring function, the output scores will typically change smoothly. In contrast, the
ranks of documents will not change until the documents’ scores exceed one another. Hence the IR metrics will make
a discontinuous change. In other words, the IR metrics are non-smooth with respect to the model parameters, being
everywhere either flat (with zero gradient) or discontinuous. To overcome the aforementioned issues, many approaches
have been proposed to find differentiable surrogate losses that either are loosely related to or upper-bound ranking
metrics. We detail the typical approaches in Section 2. Despite the success achieved by the state-of-the-art methods,
there are some serious limitations. First, approximating the indicator with a vanilla sigmoid [15] or softmax [23] gives
rise to the following dilemma: Take the indicator approximation based on sigmoid [15] for example, as shown in Figure
1(a) and Figure 1(b), as α becomes larger, the sigmoid approximates the indicator more closely. But the gradient
becomes larger at the same time, which makes it hard to train the ranking model due to the potential issue of gradient
explosion. Second, the previous methods (e.g., [24, 25, 26, 12, 14, 13, 23, 19]) are limited to either one specific metric
or two. For a new metric, the upper-bound function or the method has to be designed again. Third, the metric scores
being used as optimization objectives in previous studies [10, 11, 12, 14, 13, 23, 15, 27] are approximations rather than
the real metric values. In a nutshell, it is still an open problem on how to effectively perform direct optimization of IR
metrics.
The aforementioned drawbacks motivate us to perform direct optimization of IR metrics in a novel way. Inspired by the
recent work [28, 29, 30] on learning with detached gradients, in this paper, we propose the novel twin-sigmoid function,
which consists of a forward component and a backward component. In particular, during the forward pass, the forward
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component is responsible for generating the output. During the backward pass, the backward component is responsible
for generating a meaningful training signal (e.g., gradient) for the preceding layers. Armed with twin-sigmoid, we can
obtain the rank positions of documents with respect to the same query given their predicted relevance scores. Thanks to
this, the rank positions are differentiable, enabling us to derive the differentiable reformulations of the widely used IR
metrics. The main contributions of this paper are summarized as follows:
(1) Instead of relying on a traditional sorting algorithm (e.g., Quicksort [1]) or using an approximated approach, we
propose a novel way to obtain the documents’ rank positions based on the newly proposed twin-sigmoid function.
Furthermore, we present the differentiable reformulations of the widely used IR metrics, including precision, AP, nDCG
and normalized expected reciprocal rank (nERR).
(2) Regarding the stochastic optimization of rank-sensitive metrics, we carry out an in-depth analysis of the gradients,
and pinpoint the potential limitations inherent with direct optimization of IR metrics based on the vanilla sigmoid. To
break the limitations, we propose different methods to modify the gradients by incorporating ground-truth labels and
virtual gradient.
(3) To validate the effectiveness of the proposed framework for direct optimization of IR metrics, we conduct a series of
experiments based on a benchmark dataset. Compared with the previous methods for direct optimization of IR metrics,
the proposed framework shows better performance. Compared to the state-of-the-art approach LambdaMART, the
performance of the proposed framework building upon a simple feed-forward neural network is also competitive. By
discussing the pros and cons of each method, we shed new light on the nature of direction optimization of IR metrics.
The remainder of the paper is structured as: In Section 2, we survey the prior studies on direct optimization of IR
metrics and neural ranking models. In Section 3, we give the mathematical formulation of the Cranfield learning-to-rank
framework. In Section 4, we present the differentiable reformulations of widely used IR metrics. In Section 5, we show
different ways for stochastic optimization of rank-sensitive metrics. A series of experiments are discussed in Section 6
and Section 7. We conclude the paper in Section 8.
2 Related Work
In this section, we detail the related work on direct optimization of IR metrics and neural ranking models.
Direct optimization of IR metrics has given rise to a body of studies that attempt to find differentiable surrogate losses
that either are loosely related to or upper-bound ranking metrics. The first group of methods [24, 25, 26, 12, 11, 31] try
to optimize the upper bounds of IR metrics as surrogate objective functions. For example, SVMmap [12] optimizes the
upper bound of 1−AP with respect to the predicted ranking. Structured SVM is adopted to iteratively optimize the
most violated constraints. The other metrics (e.g., nDCG) can be optimized in a similar way. However, the scalability
is hindered since the adopted cutting plane training algorithm requires a costly identification of the most violated
constraint. Xu and Li [11] use an exponential loss function to upper bound 1− AP and 1− nDCG. Following the
boosting strategy, they repeatedly construct weak rankers by re-weighting queries and a linear combination of the
weaker rankers are finally used for making predictions. Xu et al. [32] conducted a general analysis by categorizing
the commonly used upper-bounds into two types. Wang et al. [31] propose a probabilistic framework for approximate
metric optimization, and the Expectation-Maximization procedure is deployed to optimize metric-driven loss functions.
Instead of using upper bounds or approximations, the second group of methods [33, 34] resort to different optimization
techniques. For example, Tan et al. [33] used an iterative coordinate ascent method to optimize the nDCG metric. In
contrast, the third group of methods [14, 13, 23, 15, 27, 19, 35] use the smoothed IR metric as the optimization objective.
For example, the methods [19, 23, 14, 36] have been developed to optimize the expectation of a target evaluation metric.
Specifically, the SoftRank method by Taylor et al. [14] assumes that the relevance score of a document is governed
by a Gaussian distribution, which makes it possible to derive the rank distribution of a document. Based on the rank
distributions of documents associated with the same query, SoftRank optimizes the expectation of nDCG. The later
work by Guiver and Snelson [13] extend SoftRank by using Gaussian Process to express score uncertainties. Chapelle
and Wu [23] obtain the differentiable version of nDCG based on the smoothed indicator variable eij , which refers to
whether document i is ranked at the j-th position. Qin et al. [15] propose a typical framework for approximating IR
metrics. The recent work by Bruch et al. [37] also shows its effectiveness based on deep neural networks. In particular,
given the predicted score vector y obtained with the scoring function in response to a query, the rank position of the i-th
document is approximated as
pi−(i) = 1 +
∑
j:j 6=i
I{yij < 0} (1)
where yij = yi − yj . I{h} is the indicator, which is one if the condition h is true and zero otherwise. Furthermore, a
smooth approximation of Eq-1 is achieved by substituting the indicator with a sigmoid as follows:
I{yij < 0} ≈ σ(−yij , α) = 1
1 + exp(α · yij) (2)
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where α > 0 is a knob that controls to what extent the sigmoid fits the indicator.
It is noteworthy that the metric scores being used as optimization objectives within the aforementioned approaches
are approximations of the real metric scores. For example, Qin et al. [15] prove that the accuracy of their rank
approximation can be given as follows:
|pi−(y)− pi∗(y)| < |y| − 1
exp(δyα) + 1
(3)
where δy = minj:j 6=i |yij |, and pi∗(y) denotes the ground-truth ranks. Due to the inaccuracy of rank approximation,
the obtained metric scores deviate from the real values.
Neural ranking models refer to the recent ranking methods [38, 39, 40, 41, 42, 43] building upon neural networks.
For example, the ranking models, such as DSSM [38] and CDSSM [39], map both queries and documents into the
same semantic space based on deep neural networks. The relevance score between a query and a document is assumed
to be proportional to the cosine similarity between their corresponding vectors in the semantic space. The follow-up
studies [40, 41, 42, 43, 44] look into the inherent characteristics of information retrieval. The DRMM model by Guo et
al. [40] take into account more factors, such as query term importance, exact matching signals, and diverse matching
requirement. The methods like [41, 42, 43] first look at the local interactions between two texts, then design different
network architectures to learn more complicated interaction patterns for relevance matching. We refer the reader to
[45, 46] for an overview of neural ranking models. Recently, there are a number of studies [47, 48, 49] that explore how
to fine-tune the bidirectional encoder representations from transformers (BERT) model [50] to advance the ranking
performance, e.g., for the passage re-ranking task1 based on MS MARCO. In this work, we use the data collection
where the features of each query-document pair are prepared beforehand, and leave the exploration of using raw text
queries and documents as a future work.
3 Preliminaries
In this section, we introduce the general ranking framework following the Cranfield paradigm. We note that this
framework is the same as or generalizes the ones employed in prior studies [51].
3.1 Cranfield Learning-to-Rank
Let Q and D be the query space and the document space, respectively, we use Φ : Q×D → Z := Rd to denote the
mapping function for generating a feature vector for a document under a specific query context, where Z represents the
d-dimensional feature space. We use T := R≥0 to denote the space of the ground-truth labels each document receives.
Thus for each query, we have a list of document feature vectors x = (x1, ..., xm) ∈ X := Zm and a corresponding
list y∗ = (y∗1 , ..., y
∗
m) ∈ Y := T m of ground-truth labels. The subscript i like xi or y∗i denotes the i-position in the
list. In practice, we get independently and identically distributed (i.i.d) samples S = {(xj ,y∗j )}nj=1 from an unknown
joint distribution P (·, ·) over X × Y . We use f : x→ Rm parameterized by θ ∈ Θ to denote the real-valued scoring
function, which assigns each document a score. The scores of the documents associated with the same query, i.e.,
y = f(x) = (f(x1), f(x2), ..., f(xm)), are used to sort the documents.
A ranking pi on m items z = [z1, ..., zm] is defined as an injection pi : z 7→ {1, 2, ...,m}. Specifically, pi(i) / pi(zi)
yields the rank of the i-th item in the list, where we think of higher positions with smaller rank values as more favorable.
pi−1(r) yields the index of the item at rank r, and we have pi−1(pi(i)) = i / pi−1(pi(zi)) = i. Henceforth, we will use
pi(i) and pi(zi) interchangeably. We define the indexing operator JK as follows: the zero-offset indices within JK specify
the elements to access, for instance, zi = zJiK and [zi, zj , zk] = zJi, j, kK. Sorting in descending order on a list z is
defined as: sˇ(z) yields the sorted items such that sˇ(z)JjK is monotonically decreasing with the increasing of index j.
sˇ−1(z) yields the indices of the sorted items within the original list, and we have sˇ(z) = zJsˇ−1(z)K. Analogously, for
sorting in ascending order, we have sˆ(z) = zJsˆ−1(z)K. Assuming z = [1, 3, 5, 4], Table 1 illustrates how pi and sˆ work,
which are further used in Section 4.3 for deriving differentiable IR metrics.
We measure the loss of ranking documents for a query using f with the rank-sensitive loss functionR(f(x),y∗). The
goal is to learn the optimal scoring function over a hypothesis space F of ranking functions that can minimize the
expected risk as below:
min
f∈F
<(f) = min
f∈F
∫
X×Y
R(f(x),y∗)dP (x,y∗) (4)
1http://www.msmarco.org/leaders.aspx
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Table 1: Permutation and sorting.
z 1 3 5 4
pi(z) 4 3 1 2
sˆ(pi(z)) 1 2 3 4
sˆ−1(pi(z)) 2 3 1 0
zJsˆ−1(pi(z))K 5 4 3 1
Typically, <(f) is intractable to optimize directly and the joint distribution is unknown, we appeal to the empirical risk
minimization to approximate the expected risk, which is defined as follows:
min
f∈F
<˜(f ;S) = min
f∈F
1
n
n∑
j=1
R(f(xj),y∗j ) (5)
Given the above general framework, one can design various ranking methods by deploying different loss functions to
learn the parameters θ based on the training data. In the testing phase, the predicted ranking can be obtained efficiently
by sorting the testing documents in descending order of their individual relevance scores.
4 Differentiable IR Metrics
In this section, we first provide a brief description on the widely used IR metrics. Then we propose the novel twin-
sigmoid function, which enables to obtain the rank positions in a differentiable way. Finally, we show how to reformulate
the IR metrics so as to bridge the gap between stochastic optimization and rank-sensitive metrics.
4.1 Review on IR Metrics
Given the predictions y = f(x) and the corresponding ground-truth labels y∗, we use Y + = {i|y∗i > 0} and
Y − = {j|y∗j = 0} to represent the sets of relevant documents and non-relevant documents, respectively. We use
b∗ = I{y∗ > 0} with b∗j = I{y∗j > 0} to represent the binarized ground-truth, and the cumulative sum on b∗ is given
as B∗k =
∑k
j=1 b
∗
j . Based on the notation in Section 3.1, the scoring function f induces a ranking y¯ = sˇ(y). The
corresponding ground-truth labels are y∗∗ = y∗Jsˇ−1(y)K. Furthermore, we denote the binarized ground-truth labels as
b∗∗ = I{y∗∗ > 0} with b∗∗j = I{y∗∗j > 0}, and the cumulative sum on b∗∗ is given as B∗∗k =
∑k
j=1 b
∗∗
j . To evaluate
the effectiveness of a scoring function, a number of IR metrics have been proposed to emphasize the items that are
ranked at higher positions. In general, the IR metrics are computed based on the list of ground-truth labels y¯ induced by
f . For example, the binary-relevance IR metrics measure the performance of a specific ranking model based on b∗∗,
such as precision and AP. The graded-relevance IR metrics measure the performance of a specific ranking model based
on y∗∗, such as nDCG and ERR.
Precision@k measures the proportion of relevant documents retrieved at a given truncation position, which is defined
as:
Pre@k =
1
k
k∑
j=1
b∗∗j (6)
Here, k denotes the truncation position.
Different from Precision@k that does not take into account the position at which a document is ranked, Average
Precision (AP) is a rank-sensitive metric, which builds upon Precision as follows:
AP =
1
|Y +|
∑
j
b∗∗j × Pre@j (7)
Then Mean Average Precision (MAP) is defined as the mean of AP scores over a set of queries.
Normalized Discounted Cumulative Gain (nDCG) [3] is a graded-relevance rank-sensitive metric. The discounted
cumulative gain (DCG) of a ranked list is given as DCG@k =
∑k
j=1
2
y∗∗j −1
log2(j+1)
, where Gj = 2y
∗∗
j − 1 is usually
referred to as the gain value of the j-th document. We denote the maximum DCG value attained by the ideal ranking as
DCG∗, then normalizing DCG with DCG∗ gives nDCG as follows:
nDCG@k =
DCG@k
DCG∗@k
(8)
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Expected Reciprocal Rank (ERR) [52] is another popular graded-relevance rank-sensitive metric. Let Pr(j) be
the relevance probability of the document at rank j. In accordance with the gain function for nDCG, the relevance
probability is commonly calculated as Pr(j) = 2
y∗∗j −1
2max(y∗∗) . ERR interprets the relevance probability as the probability
that the user is satisfied with the document at a rank position. Thus the probability that the user is dissatisfied with the
documents at ranks from 1 to k is given as Disp(1, k) =
∏k
i=1(1− Pr(i)). ERR is then defined as
ERR@k =
k∑
j=1
Disp(1, j − 1) · Pr(j)
j
(9)
Let ERR∗ the maximum ERR value attained by the ideal ranking, we have the normalized ERR as follows:
nERR@k =
ERR@k
ERR∗@k
(10)
4.2 Rank Derivation
To address the aforementioned dilemma in Section-1, we propose the novel twin-sigmoid function (referred to as σ+).
As its name indicates, the twin sigmoid consists of two ordinary sigmoid functions. Specifically, the forward sigmoid
function σ+f (z, αf ) =
1
1+exp(−αf ·z) with a sufficient large scalar αf is responsible for generating the output, namely
σ+(z, αf , αb) = σ
+
f (z, αf ). The backward sigmoid function σ
+
b (z, αb) =
1
1+exp(−αb·z) with a small scalar αb is
responsible for generating the gradient for back-propagation, namely
∂σ+(z, αf , αb)
∂z
= αb · σ+b (z, αb) · [1− σ+b (z, αb)] (11)
For instance, the blue and green curves in Figure 1(c) show the output and derivative of the proposed twin-sigmoid,
respectively. A closer look at Figure 1(c) reveals that the twin-sigmoid has the following appealing properties: (1) The
forward sigmoid with a sufficiently large αf enables us to successfully mimic the indicator outputting either zero or
one. (2) The backward sigmoid provides us the flexibility of back-propagating small gradients sidestepping the issue
of gradient explosion. To further relieve the computational burden of twin-sigmoid, we omit the computation of the
forward sigmoid with αf →∞, and directly output one for a positive input, zero for a negative input, and 0.5 if the
input is zero.
Armed with twin-sigmoid, the rank position of the i-th document is given as
pi+(i) = 1 +
∑
j:j 6=i
1− σ+(yij , αf , αb) (12)
To overcome the impact of score ties on rank approximation with Eq-12, we appeal to the random shuffle flavored
strategy. Given the prediction y, we denote its pairwise comparison matrix as A = [yij ]. Let p be a random permutation
of integers from 1 to m, and pi is the i-th integer. We denote its pairwise comparison matrix as P = [pij ] with
pij = pi − pj . Finally, the binary matrix P¨ with P¨ij = I{pij > 0} is used. Specifically, for a non-diagonal zero
element yij of A, the output of σ+(yij) (which is 0.5) is further rectified as P¨ij2. In a nutshell, relying on the binarized
pairwise comparison matrix of a random permutation of distinct integers, we break tie predictions in y randomly.
To illustrate the effectiveness of rank prediction, we compare our proposed method pi+ against the method pi− in [15]
based on two synthetic datasets, which are drawn from a uniform distribution on the interval [0, 1). In particular, each
dataset consists of v1 vectors (denoted as {z}) and each vector consists of v2 values. Here v1 and v2 are used to mimic
the number of queries and the number of documents, respectively. We use the average L1 loss between the predicted
ranks and the ground-truth ranks to measure the accuracy, which is defined as L1(pi; {z}) = 1v1
∑
k |pi(zk)− pi∗(zk)|.
Table 2: The average L1 loss of pi− for rank approximation.
σ 1 10 100 1,000 10,000 100,000
(v1 = 100, v2 = 123) 2,866.94 350.25 68.36 16.45 2.20 0.23
(v1 = 100, v2 = 1000) 189,401.48 17,600.48 1,671.72 488.01 112.80 13.67
From Table 2, we can observe that: with a sufficiently large σ, the L1 loss of pi− for rank approximation is significantly
decreased. However, the derivative of the composing sigmoid in pi− would become quite large, which makes it hard
2In this work, the rectified value is obtained as: σ+(yij) + 0.5 if P¨ij is one, and σ+(yij)− 0.5 otherwise.
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Table 3: The average L1 loss of pi+ for rank approximation.
pi+ (v1 = 100, v2 = 123) (v1 = 100, v2 = 1000)
Eq-12 0 0.03
Eq-12 plus tie breaking 0 0
to perform stochastic optimization using neural networks. From Table 3, we can see that: armed with twin-sigmoid,
pi+ achieves significantly lower L1 loss, which results from the impact of score ties. By resorting to the strategy of tie
breaking, pi+ is able to obtain the correct ranks rather than approximation. This is also why we tried different activation
functions in the output layer in Section 7, where the differences between pi+ and pi− for direct metric optimization are
also demonstrated.
4.3 Differentiable Formulation of IR Metrics
Given the predictions y = f(x), the ranks of each document are given as r = pi+(y). Furthermore, we sort the
predicted ranks in ascending order, namely r¯ = sˆ(pi+(y)), the values of r¯ essentially are [1, 2, ...,m]. The corresponding
ground-truth labels will be y∗∗ = y∗[sˆ−1(pi+(y))]. In fact, y∗[sˆ−1(pi+(y))] and y∗[sˇ−1(y)] induce the same result. It
is noteworthy that the sorting operation has no impact on the differentiability of both r and r¯. When reformulating the
IR metrics, r¯ can be directly used as sequential differentiable ranks from 1 to m. Plugging the differentiable ranks r or
r¯ into the IR metrics in Section 4.1 yields their corresponding differentiable formulations.
Specifically, differentiable precision is formulated as follows:
P̂ re@k =
1
k
k∑
i=1
b∗∗i
i
r¯i
(13)
Note that the value of r¯i is i, but it is differentiable. Then we get the differentiable AP as follows:
ÂP =
1
|Y +|
m∑
k=1
b∗∗k
1
k
k∑
i=1
b∗∗i
i
r¯i
(14)
By replacing the numerical rank position with the differentiable rank prediction, the differentiable nDCG can be given
as:
n̂DCG =
1
DCG∗
∑
k
2y
∗
k − 1
log2(rk + 1)
(15)
Analogously, the differentiable nERR can be given as:
n̂ERR@k =
1
ERR∗@k
k∑
j=1
∏j−1
i=1 (1− 2
y∗∗i −1
2max(y∗∗) ) · 2
y∗∗j −1
2max(y∗∗)
r¯j
(16)
5 Stochastic Optimization of IR Metrics
In this section, by carrying out an in-depth analysis of the gradients, we first discover two potential limitations inherent
with the vanilla direct optimization of IR metrics. To break the limitations, then we propose different methods by
incorporating ground-truth labels and virtual gradient.
With the aforementioned reformulation, the widely used IR metrics become differentiable with respect to the parameters
θ of the scoring function. By defining the negative metric score as the ranking loss, one can appeal to many optimization
algorithms, such as mini-batch gradient descent for loss minimization. We denote this type of direct metric optimization
as type1. Using nDCG as an example, a closer look at Eq-15 reveals that the nDCG score (other metrics are the same)
is merely derived from relevant documents since the gain value of a non-relevant document is zero. For a specific query,
the predicted rank position of the document xi is ri = 1 +
∑
j:j 6=i 1− σ+(yij , αf , αb), the gradients of ri with respect
to the predictions of documents xi and xj the can be computed as
∂ri
∂yi
=
∑
j:j 6=i
−αb · σ+b (yij , αb) · [1− σ+b (yij , αb)] (17)
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∂ri
∂yj
= αb · σ+b (yij , αb) · [1− σ+b (yij , αb)] (18)
Assuming that the document xi is relevant, the gradients of the ranking loss (i.e., minus nDCG) w.r.t. the predictions yi
and yj through ri are
∂RnDCG(f(x),y∗)
∂yi
=
∑
k:y∗k>0
2y
∗
k − 1
DCG∗
· −1
(log2(rk + 1))
2
· 1
rk + 1
· ∂rk
∂yi
=
2y
∗
i − 1
DCG∗
· −1
(log2(ri + 1))
2
· 1
ri + 1
· ∂ri
∂yi
+
∑
k:k 6=i;y∗k>0
2y
∗
k − 1
DCG∗
· −1
(log2(rk + 1))
2
· 1
rk + 1
· ∂rk
∂yi
(19)
The above gradient is further back-propagated to update the parameters of the scoring function in a way like: θt =
θt−1 + η · ∇θRnDCG(f(x),y∗), where η is a positive learning rate.
Unfortunately, there are some potential problems inherent with direct optimization of IR metrics following Eq-19. First,
a closer look at Eq-19 reveals that: the relevant document xi always get forces from all other relevant documents {dk}
so as to tune the scoring function for yi − yk < 0. As a result, for highly relevant documents, this is not desirable
since we hope in each iteration the optimization direction is consistent with the ground-truth labels. We name it as
the problem of optimization inconsistency. To overcome this problem, we propose to modify the back-propagating
gradients of σ+ by incorporating the ground-truth labels as follows:
∂σ+(yij , αf , αb)
∂yij
= uij · αb · σ+b (yij , αb) · [1− σ+b (yij , αb)] (20)
where uij is a signal determined via ground-truth labels. Its value is 1 if y∗i > y
∗
j , 0 if y
∗
i = y
∗
j , and −1 if y∗i < y∗j . We
denote the type of direct metric optimization based on Eq-20 as type2.
Second, from Figure 1(b), we can observe that the gradient of a sigmoid function becomes larger when the absolute
value of the input approaches zero. The gradient decreases quickly when the absolute value of the input becomes
larger. Supposing that xi is a relevant document, and xj is a non-relevant document, the predictions yi and yj at a
certain optimization iteration have yi − yj  0. According to Figure 1(c), yi − yj  0 leads to a small gradient
that is close to 0. As a result, correcting the predictions yi and yj for better performance becomes difficult within the
current optimization iteration. This is again not desirable since we hope to quickly correct the wrongly ranked pairs in
each iteration. We name it as the problem of optimization difficulty. To overcome this problem, we further modify the
back-propagating gradients of σ+ as follows:
∂σ+(yij , αf , αb)
∂yij
=

2αb · [1− σ+b (yij , αb)] uij = 1
0 uij = 0
−2αb · σ+b (yij , αb) uij = −1
(21)
The motivation behind this modification is to overcome the aforementioned training difficulty by amplifying the training
signal. The red curve in Figure 1(c) plots the gradient variation with respect to αb = 1.0 and uij = 1.0. We denote the
type of direct metric optimization based on Eq-21 as type3.
The proposed methods for metric optimization are approximately smooth but not convex3, there may be many local
optima during training. Thus we used 5-fold cross validation strategy to report the average performance. We plan
to explore other global optimization methods in the future. Regarding the efficiency, at training time, the proposed
framework for direct metric optimization has the same time complexity as ApproxNDCG [15] and WassRank [22],
which is of order O(m2) for a single query. At test time, there is no difference from any other method, namely sorting
the documents in descending order of predicted scores.
6 Experimental Setup
In this section, we describe the experimental setup. We first introduce the data collection and the way of evaluation. We
then describe the configuration of each method to be evaluated.
3Given a large number of queries, the average IR metric becomes approximately smooth, which makes it possible to compute an
empirical gradient [53].
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6.1 Dataset
We used the benchmark dataset, MSLR-WEB30K, which is the largest one among the LETOR datasets. Each query-
document pair is represented with a feature vector. The ground truth is a multiple-level relevance judgment, which
takes 5 values from 0 (irrelevant) to 4 (perfectly relevant). The basic statistics are: the number of queries is 30, 295,
the number of documents is 3, 749, 144, the number of features is 136 and the average number of relevant documents
per query is 60. For more detailed information, e.g., the feature description, we refer readers to the overview paper
[54]. We use nDCG and MAP to measure the performance. We report the results with different cutoff values 1, 3, 5,
10 and 20 to show the performance of each method at different positions. As discussed in Section 4.1, different from
MAP that merely considers the rank position, nDCG takes into account both the rank position and the relevance level.
Thus nDCG is used as the main effectiveness measure in this work. We observe that the results in terms of nERR are
consistent with nDCG, which are not included due to space constraints.
We note that the previous studies [37, 55, 31] just used a single fold (i.e., Fold1) for the experimental evaluation. To
reduce the possible impact of overfitting on performance comparison, we use all the five folds and perform 5-fold cross
validation in this work. In particular, the dataset is randomly partitioned into five equal sized subsets. In each fold, three
subsets are used as the training data, the remaining two subsets are used as the validation data and the testing data,
respectively. We use the training data to learn the ranking model, use the validation data to select the hyper parameters
based on nDCG@5, and use the testing data for evaluation. Finally, we report the ranking performance based on the
averaged evaluation scores across five folds with 100 epochs.
6.2 Baselines and Model Configuration
In our experiments, a number of representative approaches are used as our baselines: (1) ListNet [17], ListMLE [18] and
WassRank [22] are adopted to represent the approaches that ignore evaluation metrics during the training process. (2)
LambdaMART [16] is empirically shown to be the state-of-the-art approach based on the technique of gradient boosting
decision tree (GBDT). In this work we use the implementation included in LightGBM [56], which is referred to as
LambdaMART(L). (3) ApproxNDCG [15] is adopted to represent the main baseline approach that directly optimizes an
evaluation metric for ranking. The recent work by Bruch et al. [37] showed its effectiveness based on neural networks
again. The other approaches [12, 14, 11] are not included since they underperform ApproxNDCG according to the
work by Qin et al. [15].
We implemented and trained all the proposed methods and baseline approaches (except LambdaMART) using PyTorch
v1.3, where one Nvidia Titan RTX GPU with 24 GB memory is used4. We used the L2 regularization with a decaying
rate of 1 × 10−3 and the Adam optimizer with a learning rate of 1 × 10−3. We used a simple 5-layer feed-forward
neural network, where the size of a hidden layer is set as 100. We adopted two types of activation functions ReLU and
CELU. We also explored whether to apply an activation function in the last layer or not. In total, we tried four different
architecture settings, which are referred to as R5, CE5, R4.L and CE4.L, respectively. As an example, R4.L refers to
that ReLU is used in the first four layers, and the last layer is linear without using any activation function. Given the raw
features per query-document pair, they are normalized using the z-score method at a query level. We further use batch
normalization between consecutive layers. For all the proposed methods and the baseline approaches based on neural
networks, we apply the same framework (e.g., the scoring function and the tuning strategy) except the component of
loss function. This enables us to conduct a fair comparison when investigating the impact of a specific component on
the performance.
For ListNet, the ranking loss is computed based on the top-1 approximation as in the original paper [17], namely
each element of the probability vector represents the probability of the corresponding document being ranked at the
top-1 position. For WassRank, the suggested parameter configuration by [22] is used. Following the recent studies
[37, 55], for ApproxNDCG, the parameter α is set as 10. According to [55], for LambdaMART(L), the parameters
are set as: learning rate is 0.05, num_leaves is 400, min_data_in_leaf is 50, and min_sum_hessian_in_leaf is set to
200. We use nDCG@5 to select the best models on validation sets by fixing early stopping round to 200 up to 1000
trees. For the proposed framework, we take Pre, AP, nDCG and nERR@10 as the optimization objectives, respectively.
According to the typek (k = 1, 2, 3) of metric optimization in Section 5, the methods are referred to as Pre-typek,
AP-typek, nDCG-typek and nERR@10-typek, respectively. During the optimization, αb are set as 1.0, and the tie
breaking strategy is deployed.
4We will release the source code to enable reproduction and extension of our work.
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7 Results and Analysis
In this section, we report the experimental results and conduct detailed analysis. Particularly, we want to show how
effective are the proposed methods by directly optimizing a specific evaluation metric and shed some light on why it is
able to achieve improved performance. In the following, we first compare the overall performance, and then examine
the training process of each method.
7.1 Overall Performance
In Table 4, Table 5, Table 6 and Table 7, we show the overall performance of the baseline approaches, and the proposed
methods, respectively. Within each table, the best result of each setting is indicated in bold, where the superscript ∗
indicates statistically significant difference when compared to the best result based on the Wilcoxon signed-rank test
with p < 0.01.
We first look at the performance of baseline approaches in Table 4. First, we can observe that LambdaMART(L)
achieves significantly better performance than other baseline approaches in terms of nDCG. The reasons are that:
The objective optimized by LambdaMART is a coarse upper bound of nDCG [31]. Benefiting from GBDT in the
form of an ensemble of weak prediction models and the algorithmic and engineering optimizations of LightGBM,
LambdaMART(L) shows more promising results. Compared with the other baseline approaches, ListMLE performs
the worst in terms of nDCG. On the contrary, ListMLE performs the best in terms of MAP. The main reasons are
that: (1) Though ListMLE has been proved to be consistent with permutation level 0-1 loss [18], it does not mean
consistency with nDCG. (2) ListMLE is defined in a top-down style that seems to reflect the position importance
in ranking. According to [57], the decomposition of probability in ListMLE is not unique due to the chain rule of
probability. Among the baseline approaches based on neural networks, ApproxNDCG performs the best in terms of
nDCG, which shows that approximating the target evaluation metric as the loss function is a more appropriate choice
than the surrogate loss functions used by ListMLE, ListNet and WassRank. Our observation is also consistent with the
results reported by [37].
We next look at the performance of the proposed methods of type1 for direct metric optimization in Table 5. We
can observe that Pre-type1, AP-type1 and nERR10-type1 show poor performance when compared with the baseline
approaches. We believe that this is primarily because of the aforementioned problems of optimization inconsistency
and optimization difficulty in Section 5. However, nDCG-type1 shows comparative performance to ApproxNDCG and
outperforms ListMLE, ListNet and WassRank. Note that the main difference between nDCG-type1 and ApproxNDCG
is the tuning knob α. To overcome the limitations underlying metric optimization of type1, we propose to explicitly
modify the gradient computation, i.e., Eq-20 and Eq-21. Table 6 and Table 7 describe the effectiveness of metric
optimization based on the type2 and type3 strategies, respectively. By comparing Table 5 and Table 6, we can find that
Pre-type2, AP-type2 and nERR10-type2 show improved performance, especially AP-type2. Therefore, incorporating
the indicator of ground-truth comparison result helps to improve metric optimization. Furthermore, from Table 7, we
can observe that Pre-type3, AP-type3, nERR10-type3 and nDCG-type3 show significantly improved performance,
especially compared with the corresponding performance in Table 5.
A joint look at Table 4, Table 5, Table 6 and Table 7 reveals that: (1) Compared with the baseline approaches that ignore
the evaluation metric during the optimization process, direct IR metric optimization based on the vanilla sigmoid is
able to obtain relatively better performance, such as ApproxNDCG and nDCG-type1. (2) However, there are inherent
limitations underlying the vanilla sigmoid due to its symmetric bell-curve gradient computation, namely optimization
inconsistency and optimization difficulty. Thanks to the proposed gradient modifications of type2 and type3, we can
overcome these limitations. The improved results in Table 6 and Table 7 echo the above analysis. (3) Intuitively,
compared with the optimization of precision and AP, direct optimization of nDCG should lead to better performance in
terms of nDCG. The results in Table 5 look consistent, while the results in Table 6 and Table 7 seem counterintuitive. A
reasonable explanation is that the effects of gradient modification (Eq-20 and Eq-21) on precision and AP are more
pronounced. (4) Regarding the activation function in the last layer, ReLU generally leads lower performance. This
is attributable to score ties when conducting pairwise comparisons for deriving the rank positions, because ReLU
performs a threshold operation that any input value less than zero is set to zero. Therefore, for direct metric optimization
based on either sigmoid or twin-sigmoid, careful examinations of the activation function in the last layer are highly
recommended.
7.2 Examination of Training Process
To well identify the differences between using a surrogate loss and direct metric optimization, it is useful to examine the
detailed optimization process. Specifically, we plot how the average loss on the train set varies as optimization progresses,
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Table 4: The performance of baseline approaches on MSLRWEB30K.
nDCG@1 nDCG@3 nDCG@5 nDCG@10 nDCG@20 MAP@1 MAP@3 MAP@5 MAP@10 MAP@20
ListMLE (CE5) 0.4637∗ 0.4474∗ 0.4507∗ 0.4668∗ 0.4881∗ 0.2888 0.2838 0.2839 0.2883 0.2947
ListNet (R4.L) 0.4665∗ 0.4495∗ 0.4534∗ 0.4708∗ 0.4942∗ 0.2710∗ 0.2620∗ 0.2620∗ 0.2666∗ 0.2751∗
ApproxNDCG (R4.L) 0.4768∗ 0.4538∗ 0.4554∗ 0.4691∗ 0.4890∗ 0.2829∗ 0.2757∗ 0.2754∗ 0.2779∗ 0.2832∗
WassRank (CE4.L) 0.4684∗ 0.4460∗ 0.4473∗ 0.4611∗ 0.4814∗ 0.2814∗ 0.2748∗ 0.2737∗ 0.2765∗ 0.2824∗
LambdaMART(L) 0.4933 0.4743 0.4776 0.4948 0.5166 0.2874 0.2829∗ 0.2835∗ 0.2879∗ 0.2941∗
Table 5: Direct optimization of precision, average precision, nERR@10 and nDCG based on the strategy type1.
nDCG@1 nDCG@3 nDCG@5 nDCG@10 nDCG@20 MAP@1 MAP@3 MAP@5 MAP@10 MAP@20
Pre-type1 (R4.L) 0.4440∗ 0.4302∗ 0.4363∗ 0.4535∗ 0.4753∗ 0.2863 0.2812 0.2821 0.2865 0.2932
AP-type1 (R4.L) 0.4424∗ 0.4288∗ 0.4337∗ 0.4499∗ 0.4713∗ 0.2866 0.2813 0.2816 0.2850 0.2909
nERR@10-type1 (R5) 0.4609∗ 0.4412∗ 0.4418∗ 0.4518∗ 0.4632∗ 0.2795∗ 0.2716∗ 0.2699∗ 0.2684∗ 0.2653∗
nDCG-type1 (R4.L) 0.4754 0.4556 0.4565 0.4705 0.4906 0.2811∗ 0.2757∗ 0.2751∗ 0.2775∗ 0.2834∗
Table 6: Direct optimization of precision, average precision, nERR@10 and nDCG based on the strategy type2.
nDCG@1 nDCG@3 nDCG@5 nDCG@10 nDCG@20 MAP@1 MAP@3 MAP@5 MAP@10 MAP@20
Pre-type2 (R4.L) 0.4741 0.4551 0.4587∗ 0.4764 0.4986 0.2841 0.2790 0.2801 0.2851 0.2920
AP-type2 (R5) 0.4764 0.4573 0.4606 0.4757 0.4954 0.2842 0.2791 0.2801 0.2843 0.2900
nERR@10-type2 (R5) 0.4694∗ 0.4455∗ 0.4451∗ 0.4557∗ 0.4685∗ 0.2795∗ 0.2717∗ 0.2702∗ 0.2705∗ 0.2698∗
nDCG-type2 (R4.L) 0.4753 0.4551∗ 0.4568∗ 0.4709 0.4916 0.2791∗ 0.2729∗ 0.2728∗ 0.2755∗ 0.2817∗
Table 7: Direct optimization of precision, average precision, nERR@10 and nDCG based on the strategy type3.
nDCG@1 nDCG@3 nDCG@5 nDCG@10 nDCG@20 MAP@1 MAP@3 MAP@5 MAP@10 MAP@20
Pre-type3 (R5) 0.4807∗ 0.4589∗ 0.4628 0.4800 0.5013 0.2852 0.2796 0.2807 0.2856 0.2919
AP-type3 (CE4.L) 0.4855 0.4630 0.4646 0.4805 0.5012 0.2849 0.2790 0.2789∗ 0.2832∗ 0.2887∗
nERR@10-type3 (CE5) 0.4834 0.4553∗ 0.4551∗ 0.4680∗ 0.4869∗ 0.2792∗ 0.2708∗ 0.2694∗ 0.2709∗ 0.2754∗
nDCG-type3 (CE4.L) 0.4833 0.4598∗ 0.4604∗ 0.4744∗ 0.4951∗ 0.2788∗ 0.2720∗ 0.2708∗ 0.2734∗ 0.2790∗
(a) WassRank. (b) ListNet. (c) ListMLE. (d) LambdaMART(L).
(e) ApproxNDCG. (f) nERR@10-type3. (g) AP-type3. (h) nDCG-type3.
Figure 2: How the performance (nDCG@5) on the validation and test sets varies as the optimization on the train set
progresses.
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as well as the performance in terms of nDCG@5 on the validation and test sets, where Fold-1 of MSLRWEB30K is
used. In Figure 2, the top row shows the plots of approaches that optimize a surrogate loss, such as WassRank, ListNet,
ListMLE. The bottom row shows the plots of methods that directly optimize a specific metric, such as ApproxNDCG,
nERR@10-type3, AP-type3 and nDCG-type3. Due to space limitation, not all the aforementioned methods in Section
7.1 are illustrated. In all plots, the horizontal axis represents the training iteration (epochs for methods based on
neural networks and trees for LambdaMART). For ApproxNDCG and the proposed methods that directly optimize a
metric, we show the corresponding metric value instead. Following the prior study [37], we plot the performance of
LambdaMART(L) in terms of nDCG@5 on the train, validation and test sets, since the gradients of LambdaMART are
designed based on some heuristic.
From Figure 2, we can observe that: (1) Surprisingly, the surrogate loss of WassRank correlates poorly to the evaluation
metric, which can not be discovered by merely checking the metric values (e.g., Table 4). In other words, a rather
competitive performance in terms of nDCG does not mean a good match between the surrogate loss and the desired
evaluation metric. For ListNet and ListMLE, the performance in terms of nDCG@5 on the validation and test sets is
improved as the surrogate loss decreases. However, the zigzag shape of the performance curve indicates relatively weak
consistency between the surrogate loss and the evaluation metric. This echoes the finding in prior study [51], which
proves that ListNet is not consistent with nDCG. LambdaMART(L) shows a sign of overfitting after ensembling a certain
number of decision trees (e.g., 300). (2) For the methods that directly optimize a specific metric, the performance in
terms of nDCG@5 on the validation and test sets is improved as the metric value (being optimized) increases. Compared
with ApproxNDCG, the performance curves of the proposed methods (nERR@10-type3, AP-type3 and nDCG-type3)
are more smooth. Overall, Figure 2 again demonstrates that direct metric optimization is a more appropriate choice than
the commonly used surrogate loss functions, such as ListMLE, ListNet and WassRank.
8 Conclusions
In this paper, we propose a simple yet effective framework for direct optimization of the widely used IR metrics.
The key idea is to use the newly proposed twin-sigmoid function to derive the rank positions of documents during
the optimization process. Thanks to the utilization of twin-sigmoid function, on one hand, it enables us to obtain
the exact rank position of each document rather than the approximated one. On the other hand, the rank positions
derived via twin-sigmoid are differentiable. Then we are able to derive the differentiable reformulations of the widely
used IR metrics, such as precision, AP, nERR and nDCG, which can be directly used as the optimization objectives.
Furthermore, by carrying out an in-depth analysis of the gradients, we pinpoint the potential limitations inherent with
the direct optimization of IR metrics based on vanilla sigmoid. To break the limitations, we propose different strategies
to modify the gradient computation. We have shown that the proposed framework leads to substantially improved
performance when compared to the previous ranking methods, such as ApproxNDCG, WassRank, ListMLE and ListNet.
Compared to the state-of-the-art tree-based approach LambdaMART, the performance of the proposed framework is
also comparable. We note that the tree-based model (e.g., LambdaMART) require extensive feature engineering to
handle textual features. In contrast, our method building upon neural networks can effectively handle sparse features
through embeddings. Also, our analysis indicates that the proposed framework for direction optimization of IR metrics
correlates well to the evaluation metric. Since ranking is a core step in a variety of applications, we believe that our
framework provides a new perspective for addressing problems of this kind.
For future work, first, we plan to further test the effectiveness of the proposed methods with more datasets across
multiple domains, such as Istella LETOR for learning-to-rank and CARS196 for metric learning. Moreover, in terms
of neural network design, we did not conduct an in-depth investigation on the impact of different neural architectures
due to the high-complex hyperparameter space. From an optimization perspective, there is no guarantee of optimality
for a pre-specified architecture like ours in this work. However we do note that the technique of neural architecture
search (NAS) [58] can be applied. There is some hope that incorporating NAS will make our proposed framework
more competitive, which avoids the effort in finding the right network architecture. Second, instead of using neural
networks, it is interesting to directly optimize the proposed differentiable reformulations of IR metrics based on gradient
boosting decision trees. Then a more fair comparison with LambdaMART(L) can be expected. Third, different from
LambdaMART, one potential strength of the proposed framework is the ability of allowing end-to-end direct metric
optimization, removing the need for handcrafted features. Therefore, the evaluation of using raw text queries and
documents ia also considered as a future work.
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A Sigmoid and The Proposed Twin-Sigmoid
The traditional sigmoid function is written as follows:
σ(z, α) =
1
1 + exp(−α · z) (22)
where the constant α > 0 controls how steep is the sigmoid. Its derivative is computed as:
∂σ(z, α)
∂z
= α · σ(z, α) · [1− σ(z, α)] (23)
The proposed twin-sigmoid function (referred to as σ+) consists of two ordinary sigmoid functions. The forward
sigmoid function (referred to as σ+f ) with a sufficient large scalar (denoted as αf ) is responsible for generating the
output, namely
σ+(z, αf , αb) = σ
+
f (z, αf ) =
1
1 + exp(−αf · z) (24)
The backward sigmoid function (referred to as σ+b ) with a small scalar (denoted as αb) is responsible for generating the
gradient for back-propagation, namely
σ+b (z, αb) =
1
1 + exp(−αb · z) (25)
∂σ+(z, αf , αb)
∂z
= αb · σ+b (z, αb) · [1− σ+b (z, αb)] (26)
B Gradients
In this section, we explain in full detail how the gradients are computed when optimizing the smoothed IR metrics
based on the stochastic gradient descent algorithm.
Given the differentiable formulation of predicted rank position ri = 1 +
∑
j:j 6=i 1− σ+(yij) for the document xi, we
have
∂ri
∂yi
=
∑
j:j 6=i
−αb · σ+b (yij) · [1− σ+b (yij)] (27)
∂ri
∂yj
= αb · σ+b (yij) · [1− σ+b (yij)] (28)
where σ+b denotes the backward sigmoid component of σ
+.
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For the metric of precision, the gradient with respect to the rank position is
∂P̂ re@k
∂r¯i
=
b∗∗i · i
k
· −1
(r¯i)2
= − b
∗∗
i
k · r¯i (29)
For the metric of AP, Eq-14 can be rewritten as
ÂP =
1
|Y +|
m∑
i=1
b∗∗i ·
i
r¯i
(
m∑
j=i
b∗∗j
j
) (30)
then we compute the gradient with respect to the rank position as
∂ÂP
∂r¯i
=
b∗∗i · i ·
∑m
j=i
b∗∗j
j
|Y +| ·
−1
(r¯i)2
= −
b∗∗i ·
∑m
j=i
b∗∗j
j
|Y +| ·
1
r¯i
(31)
For the metric of nDCG, the gradient with respect to the rank position is computed as
∂n̂DCG
∂rk
=
2y
∗
k − 1
DCG∗
· −1
(log2(rk + 1))
2
· 1
rk + 1
(32)
For the metric of nERR, the gradient with respect to the rank position is
∂n̂ERR@k
∂r¯j
=
1
ERR∗@k
·
j−1∏
i=1
(1− 2
y∗∗i − 1
2max(y∗∗)
)· 2
y∗∗j − 1
2max(y∗∗)
· −1
(r¯j)2
= −
∏j−1
i=1 (1− 2
y∗∗i −1
2max(y∗∗) ) · 2
y∗∗j −1
2max(y∗∗)
ERR∗@k
· 1
(r¯j)2
(33)
By viewing the negative metric score as the ranking loss, according to the chain rule, it is straightforward to compute
the gradients of the ranking loss.
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