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Abstract Code smells represent sub-optimal implementation choices applied
by developers when evolving software systems. The nagative impact of code
smells has been widely investigated in the past: besides developers’ produc-
tivity and ability to comprehend source code, researchers empirically showed
that the presence of code smells heavily impacts the change-proneness of the
affected classes. On the basis of these findings, in this paper we conjecture
that code smell-related information can be effectively exploited to improve
the performance of change prediction models, i.e., models having as goal that
of indicating to developers which classes are more likely to change in the future,
so that they may apply preventive maintenance actions. Specifically, we exploit
the so-called intensity index—a previously defined metric that captures the
severity of a code smell—and evaluate its contribution when added as addi-
tional feature in the context of three state of the art change prediction models
based on product, process, and developer-based features. We also compare the
performance achieved by the proposed model with the one of an alternative
technique that considers the previously defined antipattern metrics, namely a
set of indicators computed considering the history of code smells in files. Our
results report that (i) the prediction performance of the intensity-including
Gemma Catolino, Andrea De Lucia, Filomena Ferrucci
University of Salerno, Italy
E-mail: gcatolino@unisa.it, adelucia@unisa.it, fferrucci@unisa.it
Fabio Palomba
University of Zurich, Switzerland
E-mail: palomba@ifi.uzh.ch
Francesca Arcelli Fontana
University of Milano-Bicocca, Italy
E-mail: arcelli@disco.unimib.it
Andy Zaidman
Delft University of Technology, The Netherlands
E-mail: a.e.zaidman@tudelft.nl
ar
X
iv
:1
90
5.
10
88
9v
1 
 [c
s.S
E]
  2
6 M
ay
 20
19
2 Gemma Catolino et al.
models is statistically better than that of the baselines and (ii) the intensity
is a more powerful metric with respect to the alternative smell-related ones.
Nevertheless, we observed some complementarities between the set of change-
prone and non-change-prone classes correctly classified by the models relying
on intensity and antipattern metrics: for this reason, we devise and evaluate
a smell-aware combined change prediction model including product, process,
developer-based, and smell-related features. We show that this model has an
F-Measure that is up to 20% higher than the existing state-of-the art models.
Keywords Change Prediction · Code Smells · Empirical Study
1 Introduction
During software evolution, change is unavoidable. Indeed, software systems are
continuously modified in order to be adapted to changing needs, improved in
performance or maintainability, or fixed from potential bugs [58]. As a conse-
quence, they become more complex, possibly eroding the original design with
a subsequent reduction of their overall maintainability [88]. In this context,
predicting the source code components having a higher likelihood to change in
the future represents an important activity to allow developers to plan preven-
tive maintenance operations such as, e.g., refactoring [35] or peer-code reviews
[7].
For this reason, the research community proposed several approaches in
order to allow developers to control these changes [20, 27, 28, 38, 54, 59, 60,
94, 128]. Such approaches are based on the usage of machine learning models
exploiting several predictors that capture different characteristics of classes
i.e., structural, process, and developer-related features.
Despite the good performance shown by those existing models, recent
studies [52, 83] explored new factors contributing to the change-proneness
of classes, finding that it is strongly influenced by the presence of the so-called
bad code smells [35], i.e., sub-optimal design and/or implementation choices
applied by practitioners when developing a software system. Specifically, such
studies showed that smelly classes are significantly more likely to be the sub-
ject of changes than classes not affected by any design problem.
In this paper, we capture such findings and empirically investigate the ex-
tent to which smell-related information can be actually useful when considered
in the context of the prediction of change-prone classes: our conjecture is that
the addition of a measure of code smell severity can improve the performance
of existing change prediction models, as it may help in the correct assessment
of the change-proneness of classes. For severity, we mean a metric able to
quantify how much a certain code smell instance is harmful for the design of a
source code class. To test our conjecture, we (i) add the intensity index defined
by Arcelli Fontana et al. [32] in three state of the art change prediction mod-
els based on structural [128], process [27], and developer-related metrics [20]
and (ii) evaluate—on 43 releases of 14 large systems—how much such addition
improves the prediction capabilities of the baseline models. We then compare
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the performance of the intensity-including change prediction models with the
one achievable by exploiting alternative smell-related information such as the
antipattern metrics defined by Taba et al. [110], which are able to capture
historical information on code smell instances (e.g., the recurrence of a certain
instance over time). The results show that the addition of the intensity index
provides significant improvements in the performance of the baseline change
prediction models, with an increase of 10% in terms of F-Measure on average.
Furthermore, the intensity-including models work better than the models built
adding the alternative antipattern metrics, although these two types of infor-
mation are complementary, i.e., they correctly capture the change-proneness
of different change-prone smelly classes.
Given such a complementarity, we then further explore the possibility to
improve change prediction models by devising a smell-aware combined ap-
proach that mixes together the features of the experimented models, i.e.,
structural, process, developer-, and smell-related information, with the aim of
boosting the change-proneness prediction abilities. As a result, we discovered
that such a combined model is able to improve by up to 20% the performance
of the baseline approaches.
To sum up, the contributions of this paper are the following:
1. A large-scale empirical assessment of the role of the intensity index [32]
when predicting change-prone classes;
2. An empirical comparison between the capabilities of the intensity index
and the antipattern metrics defined by Taba et al. [110] in the context of
change prediction;
3. A novel smell-aware combined change prediction model, which has more
effective performance than the state of the art;
4. A replication package that includes all the raw data and working data sets
of our study [19].
Structure of the paper. Section 2 discusses the related literature on change
prediction models and code smell. Section 3 describes the design of the case
study aimed at evaluating the performance of the models, while Section 4
reports the results achieved. Section 5 discusses the threats to the validity
of our empirical study. Finally, Section 6 concludes the paper and outlines
directions for future work.
2 Related Work
Change-prone classes represent source code components that, for different rea-
sons, tend to change more often than others. This phenomenon has been widely
investigated by the research community [52, 68, 26, 14, 105, 83] with the aim
of studying the factors contributing to the change-proneness of classes. Among
all these studies, Khomh et al. [52] showed that the presence of sub-optimal
implementations in Java classes, i.e., code smells, has a strong impact on the
likelihood that such classes will be often modified by developers. The results
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were later confirmed by several studies in the field [22, 75, 83, 107], further
highlighting the relevance of code smells for change-proneness. Our work is
clearly based on these findings, and aims at providing additional evidence of
how code smells can be adopted in the context of prediction models having
the goal of identifying change-prone classes.
Keeping track of classes that are more prone to change can be relevant
for two main reasons: on the one hand, to create awareness among developers
about the fact that these classes tend to change frequently; on the other hand,
to highlight the presence of classes that might require preventive maintenance
actions (e.g., code review [7] or refactoring [35]) aimed at improving the quality
of the source code. In this regard, previous researchers heavily investigated
the feasibility of machine learning techniques for the identification of change-
prone classes [20, 27, 28, 38, 54, 59, 60, 94, 128]. In the following, we discuss
the advances achieved in the context of change prediction models. At the
same time, as this paper reports on the role of code smell intensity, we also
summarize the literature related to the detection and prioritization of code
smells.
2.1 Change Prediction Approaches
The most relevant body of knowledge related to change prediction techniques is
represented by the use of product and process metrics as independent variables
able to characterize the change-proneness of software artifacts [2, 6, 17, 59,
60, 61, 118, 128]. Specifically, Romano et al. [94] relied on code metrics for
predicting change-prone the so-called fat interfaces (i.e., poorly-cohesive Java
interfaces), while Eski et al. [28] proposed a model based on both CK and
QMOOD metrics [11] to estimate change-prone classes and to determine parts
of the source code that should be tested first and more deeply.
Conversely, Elish et al. [27] reported the potential usefulness of process
metrics for change prediction. In particular, they defined a set of evolution
metrics that describe the historical characteristics of software classes: for in-
stance, they defined metrics like the birth date of a class or the total amount
of changes applied in the past. As a result, their findings showed that a predic-
tion model based on those evolution metrics can overcome the performance of
structural-based techniques. These results were partially confirmed by Girba
et al. [38], who defined a tool that suggests change-prone code elements by
summarizing previous changes. In a small-scale empirical study involving two
systems, they observed that previous changes can effectively predict future
modifications.
More recently, Catolino et al. [20] empirically assessed the role of developer-
related factors in change prediction. To this aim, they studied the performance
of three developer-based prediction models relying on (i) entropy of develop-
ment process [45], (ii) number of developers working on a certain class [13],
and (iii) structural and semantic scattering of changes [24], showing that they
can be more accurate than models based on product or process metrics. Fur-
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thermore, they also defined a combined model which considers a mixture of
metrics and that has shown to be up to 22% more accurate than the previously
defined ones.
Our work builds upon the findings reported above. In particular, we study
to what extent the addition of information related to the presence and severity
of code smells can contribute to the performance of change prediction models
based on product, process, and developer-based metrics.
Another consistent part of the state of the art concerns with the use of
alternative methodologies to predict change-prone classes. For instance, the
combination of (i) dependencies mined from UML diagrams and code met-
rics [43, 44, 96, 99, 100], and (ii) genetic and learning algorithms [62, 64, 89]
have been proposed. Finally, some studies focused on the adoption of ensem-
ble techniques for change prediction [18, 47, 55, 63]. In particular, Malhotra
and Khanna [63] proposed a search-based solution to the problem, adopting
a Particle Swarm Optimization (PSO)-based classifier [47] for predicting the
change-proneness of classes. The study was conducted on five Android appli-
cation packages and the results encouraged the use of the adopted solution
for developing change prediction models. Kumar et al. [55] studied the cor-
relation between 62 software metrics and the likelihood of a class to change
in the future. Afterwards, they built a change prediction model considering
eight different machine learning algorithms and two ensemble techniques. The
results showed that with the application of feature selection techniques, the
change prediction models relying on ensemble classifiers can obtain better re-
sults. These results were partially contradicted by Catolino and Ferrucci [18],
who empirically compared the performance of three ensemble techniques (i.e.,
, Boosting, Random Forest, and Bagging) with the one of standard machine
learning classifiers (e.g., , Logistic Regression) on eight open source systems.
The key results of the study showed how ensemble techniques in some cases
perform better than standard machine learning approaches, however the dif-
ferences among them is generally small.
2.2 Code Smell Detection and Prioritization
Fowler defined “bad code smells” (shortly, “code smells” or simply “smells”)
as “symptoms of the presence of poor design or implementation choices ap-
plied during the development of a software system” [35]. Starting from there,
several researchers heavily investigated (i) how code smells evolve over time
[84, 86, 91, 119, 120, 121], (ii) the way developers perceive them [79, 111, 126],
and (iii) what is their impact on non-functional attributes of source code
[1, 36, 50, 52, 77, 83, 104, 125]. All these studies came up with a shared conclu-
sion: code smells negatively impact program comprehension, maintainability
of source code, and development costs. In the scope of this paper, the most rel-
evant empirical studies are those reported by Khomh et al. [52] and Palomba
et al. [83], who explicitly investigated the impact of code smells on software
change proneness. Both the studies reported that classes affected by design
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flaws tend to change more frequently than classes not affected by any code
smell. Moreover, refactoring practices notably help in keeping under control
the change-proneness of classes. These studies are clearly those that motivate
our work: indeed, following the findings on the influence of code smells, we be-
lieve that the addition of information coming from the analysis of the severity
of code smells can positively improves the performance of change prediction
models. As explained later in Section 5, we measure the intensity rather than
the simple presence/absence of smells because a severity metric can provide
us with a more fine-grained information on how much a design problem is
“dangerous” for a certain source code class.
Starting from the findings on the negative impact of code smells on source
code maintainability, the research community heavily focused on devising tech-
niques able to automatically detect code smells. Most of these approaches rely
on a two-step approach [51, 56, 65, 70, 72, 76, 117]: in the first one, a set of
structural code metrics are computed and compared against predefined thresh-
olds; in the second one, these metrics are combined using and/or operators in
order to define detection rules. If the logical relationships expressed in such
detection rules are violated, a code smell is identified. While these approaches
already have good performance, Arcelli Fontana et al. [34] and Aniche et al.
[3] proposed methods to further improve it by discarding false positive code
smell instances or tailoring the thresholds of code metrics, respectively.
Besides structural analysis, the use of alternative sources of information
for smell detection has been proposed. Ratiu et al. [93] and Palomba et al.
[78, 80] showed how historical information can be exploited for detecting code
smells. These approaches are particularly useful when dealing with design is-
sues arising because of evolution problems (e.g., how a hierarchy evolves over
time). On the other hand, Palomba et al. [82, 87] adopted Information Re-
trieval (IR) methods [8] to identify code smells characterized by promiscuous
responsibilities (Blob classes).
Furthermore, Arcelli Fontana et al. [5, 31] and Kessentini et al. [16, 48,
49, 97] used machine learning and search-based algorithms to discover code
smells, pointing out that a training set composed of one hundred instances
is sufficient to reach very high values of accuracy. Nevertheless, Di Nucci et
al. [25] recently showed that the performance of such techniques may vary
depending on the exploited dataset.
Finally, Morales et al. [71] proposed a developer-based approach that lever-
ages contextual information on the task a developer is currently working on to
recommend what are the smells that can be removed on the portion of source
code referring to the performed task.
In parallel with the definition of code smell detectors, several researchers
faced the problem of prioritizing code smell instances based on their harm-
fulness for the overall maintainability of a software project. Vidal et al. [123]
developed a semi-automated approach that recommends a ranking of code
smells based on (i) past component modifications (e.g., number of changes
during the system history), (ii) important modifiability scenarios, and (iii) rel-
evance of the kind of smell assigned by developers. In a follow-up work, the
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same authors introduced a new criteria for prioritizing groups of code anoma-
lies as indicators of architectural problems in evolving systems [122].
Lanza and Marinescu [56] proposed a metric-based rules approach in or-
der to detect code smells, or identify code problems called disharmonies. The
classes (or methods) that contain a high number of disharmonies are consid-
ered more critical. Marinescu [66] also presented the Flaw Impact Score, i.e., a
measure of criticality of code smells that considers (i) negative influence of a
code smell on coupling, cohesion, complexity, and encapsulation; (ii) granular-
ity, namely the type of component (method or a class) that a smell affects; and
(iii) severity, measured by one or more metrics analyzing the critical symptoms
of the smell.
Murphy-Hill and Black [73] introduced an interactive visualization envi-
ronment aimed at helping developers when assessing the harmfulness of code
smell instances. The idea behind the tool is to visualize classes like petals,
and an increase of code smell severity corresponded with an increased petal
size. Other studies exploited developers’ knowledge in order to assign a level of
severity with the aim to suggest relevant refactoring solutions [69], while Zhao
and Hayes [127] proposed a hierarchical approach to identify and prioritize
refactoring operations based on predicted improvement to the maintainability
of the software.
Besides the prioritization approaches mentioned above, more recently Ar-
celli Fontana and Zanoni [30] proposed the use of machine learning techniques
to predict code smell severity, reporting promising results. The same authors
also proposed JCodeOdor [32], a code smell detector that is able to assign a
level of severity by computing the so-called intensity index, i.e., the extent to
which a set of structural metrics computed on smelly classes exceed the prede-
fined thresholds: the higher the distance between the actual and the threshold
values the higher the severity of a code smell instance. As explained later in
the paper (Section 3), in the context of our study we adopt JCodeOdor since
it has been previously evaluated on the dataset we exploited, reporting a high
accuracy. This was therefore the best option we had to conduct our work.
3 Research Methodology
In this section, we report the empirical study definition and design that we
follow to test the contribution given by the addition of the code smell intensity
index to existing change prediction models.
3.1 Research Questions
The goal of the empirical study was to evaluate the contribution of the intensity
index in prediction models aimed at discovering change-prone classes, with the
purpose of improving the allocation of resources in preventive maintenance
task such as code inspection [7] or refactoring [35]. The quality focus is on the
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prediction performance of models that include code smell-related information
when compared to state of the art approaches, while the perspective is of
researchers, who want to evaluate the effectiveness of using information about
code smells when identifying change-prone components. More specifically, the
empirical investigation aimed at answering the following research questions:
– RQ1. To what extent does the intensity index improve the performance of
existing change prediction models?
– RQ2. How does the model including the intensity index as predictor com-
pare to a model built using antipattern metrics?
– RQ3. What is the gain provided by the intensity index to change prediction
models when compared to other predictors?
– RQ4. What is the performance of a combined change prediction model that
includes smell-related information?
As detailed in the next sections, the first research question (RQ1) aimed
at investigating the contribution given by the intensity index within change
prediction models built using different types of predictors, i.e., product, pro-
cess, and developer-related metrics. In RQ2 we empirically compared models
relying on two different types of smell-related information, i.e., the intensity
index [32] and the antipattern metrics proposed by Taba et al. [110]. RQ3
was concerned with a fine-grained analysis aimed at measuring the actual
gain provided by the addition of the intensity metric within different change
prediction models. Finally, RQ4 had the goal to assess the performance of
a change prediction model built using a combination between smell-related
information and other product, process, and developer-related features.
3.2 Context Selection
The context of the study was represented by a publicly available dataset com-
ing from the Promise repository [67], which consisted of 43 releases of 14
open source software systems. Table 1 reports (i) the name of the considered
projects, (ii) the number of releases for each of them, (iii) their size (min-max)
in terms of minimum and maximum number of classes and KLOCs across
the considered releases, (iv) the percentage (min-max) of change-prone classes
(identified as explained later), and (iv) the percentage (min-max) of classes
affected by design problems (detected as explained later). Their selection was
driven by our willingness to analyze projects having different application do-
mains and size in order to decrease threats to external validity [37, 106]. It
is important to remark that the use of the Promise dataset required some
additional effort in cleaning the data it contains: indeed, as reported by Shep-
perd et al. [101], such dataset may contain noise and/or erroneous entries that
possibly negatively influence the results. To account for this aspect, before
running our experiments we performed a data cleaning on the basis of the
algorithm proposed by Shepperd et al. [101], which consists of 13 corrections
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Table 1: Characteristics of the Software Projects in Our Dataset
System Releases Classes KLOCs % Change Cl. % Smelly Cl.
Apache Ant 5 83-813 20-204 24 11-16
Apache Camel 4 315-571 70-108 25 9-14
Apache Forrest 3 112-628 18-193 64 11-13
Apache Ivy 1 349 58 65 12
Apache Log4j 3 205-281 38-51 26 15-19
Apache Lucene 3 338-2,246 103-466 26 10-22
Apache Pbeans 2 121-509 13-55 37 21-25
Apache POI 4 129-278 68-124 22 15-19
Apache Synapse 3 249-317 117-136 26 13-17
Apache Tomcat 1 858 301 76 4
Apache Velocity 3 229-341 57-73 26 7-13
Apache Xalan 4 909 428 25 12-22
Apache Xerces 3 162-736 62-201 24 5-9
JEdit 5 228-520 39-166 23 14-22
able to remove identical features, features with conflicting or missing values,
etc. During this step, we removed 58 entries from the original dataset.
As for the code smells, our investigation copes with six types of design
problems, namely:
– God Class (a.k.a., Blob): A poorly cohesive class that implements different
responsibilities;
– Data Class: A class whose only purpose is holding data;
– Brain Method : A large method implementing more than one function, being
therefore poorly cohesive;
– Shotgun Surgery : A class where every change triggers many little changes
to several other classes;
– Dispersed Coupling : A class having too many relationships with other
classes of the project;
– Message Chains: A method containing a long chain of method calls.
The choice of focusing on these specific smells was driven by two main
aspects: (i) on the one hand, we took into account code smells characterizing
different design problems (e.g., excessive coupling vs poorly cohesive class-
es/methods) and having different granularities; (ii) on the other hand, as ex-
plained in the next section, we could rely on a reliable tool to properly identify
and compute their intensity in the classes of the exploited dataset.
3.3 RQ1 - The contribution of the Intensity Index
To answer our first research question, we needed to (i) identify code smells in
the subject projects and compute their intensity, and (ii) select a set of existing
change prediction models where to add the information on the intensity of
code smells. Furthermore, we proceeded with the training and testing of the
built change prediction models. The following subsections detail the process
conducted to perform such steps.
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Table 2: Code Smell Detection Strategies (the complete names of the metrics
are given in Table 3 and the explanation of the rules in Table 4)
Code Smells Detection Strategies: LABEL(n)→ LABEL has value n for that smell
God Class LOCNAMM ≥ HIGH(176) ∧ WMCNAMM ≥ MEAN(22) ∧ NOM-
NAMM ≥ HIGH(18) ∧ TCC ≤ LOW(0.33) ∧ ATFD ≥ MEAN(6)
Data Class WMCNAMM ≤ LOW(14) ∧ WOC ≤ LOW(0.33) ∧ NOAM ≥
MEAN(4) ∧ NOPA ≥ MEAN(3)
Brain Method (LOC ≥ HIGH(33) ∧ CYCLO ≥ HIGH(7) ∧ MAXNESTING ≥
HIGH(6)) ∨ (NOLV ≥ MEAN(6) ∧ ATLD ≥ MEAN(5))
Shotgun Surgery CC ≥ HIGH(5) ∧ CM ≥ HIGH(6) ∧ FANOUT ≥ LOW(3)
Dispersed Coupling CINT ≥ HIGH(8) ∧ CDISP ≥ HIGH(0.66)
Message Chains MaMCL ≥ MEAN(3) ∨ (NMCS ≥ MEAN(3) ∧ MeMCL ≥ LOW(2))
3.3.1 Code Smell Intensity Computation
To compute the severity of code smells in the context of our work we employed
JCodeOdor [32], a tool that is able to both identify code smells and assign
to them a degree of severity by computing the so-called intensity index. Such
an index is represented by a real number contained in the range [1, 10]. Before
reporting the detailed steps adopted by JCodeOdor to compute the intensity
index, it is worth remarking that our choice to use this tool was driven by two
observations. In the first place, JCodeOdor works with all the code smells
considered in our work: in literature it is the prioritization approach that deal
with the highest number of code smells (6 vs the 5 treated by Vidal et al.
[123]). Moreover, it is fully automated, meaning that it does not require any
human intervention while computing the intensity of code smells. Finally, it
is highly accurate: in a previous work by Palomba et al. [85] the tool was
empirically assessed on the same dataset adopted in our context, showing an
F-Measure of 80%. For these reasons, we believe that JCodeOdor was the
best option we had to conduct our study.
From a technical point of view, given the set of classes composing a certain
software system the tool performs two basic steps to compute the intensity of
code smells:
1. Detection Phase. Given a software system as input, the tool starts by de-
tecting code smells relying on the detection strategies reported in Table 2.
Basically, each strategy is represented by a logical composition of predi-
cates, and each predicate is based on an operator that compares a metric
with a threshold [56, 81]. Such detection strategies are similar to those
defined by Lanza and Marinescu [56], who used the set of code metrics
described in Table 3 to identify the six code smell types in our study. To
ease the comprehension of the detection approach, Table 4 describes the
rationale behind the use of each predicate of the detection strategies.
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Table 3: Metrics used for Code Smells Detection
Short Name Long Name Definition
ATFD Access To Foreign
Data
The number of attributes from unrelated classes be-
longing to the system, accessed directly or by invoking
accessor methods.
ATLD Access To Local
Data
The number of attributes declared by the current
classes accessed by the measured method directly or
by invoking accessor methods.
CC Changing Classes The number of classes in which the methods that call
the measured method are defined in.
CDISP Coupling Disper-
sion
The number of classes in which the operations called
from the measured operation are defined, divided by
CINT.
CINT Coupling Intensity The number of distinct operations called by the mea-
sured operation.
CM Changing Methods The number of distinct methods that call the mea-
sured method.
CYCLO McCabe Cyclo-
matic Complexity
The maximum number of linearly independent paths
in a method. A path is linear if there is no branch in
the execution flow of the corresponding code.
FANOUT Number of called classes.
LOC Lines Of Code The number of lines of code of an operation or of a
class, including blank lines and comments.
LOCNAMM Lines of Code
Without Acces-
sor or Mutator
Methods
The number of lines of code of a class, including blank
lines and comments and excluding accessor and muta-
tor methods and corresponding comments.
MaMCL Maximum Message
Chain Length
The maximum length of chained calls in a method.
MAXNESTING Maximum Nesting
Level
The maximum nesting level of control structures
within an operation.
MeMCL Mean Message
Chain Length
The average length of chained calls in a method.
NMCS Number of Mes-
sage Chain State-
ments
The number of different chained calls in a method.
NOAM Number Of Acces-
sor Methods
The number of accessor (getter and setter) methods of
a class.
NOLV Number Of Local
Variables
Number of local variables declared in a method. The
method’s parameters are considered local variables.
NOMNAMM Number of Not Ac-
cessor or Mutator
Methods
The number of methods defined locally in a class,
counting public as well as private methods, exclud-ing
accessor or mutator methods.
* NOMNAMM Number of Not Ac-
cessor or Mutator
Methods
The number of methods defined locally in a class,
counting public as well as private methods, excluding
accessor or mutator methods.
NOPA Number Of Public
Attributes
The number of public attributes of a class.
TCC Tight Class Cohe-
sion
The normalized ratio between the number of meth-
ods directly connected with other methods through
an instance variable and the total number of possi-
ble connections between methods. A direct connection
between two methods exists if both access the same in-
stance variable directly or indirectly through a method
call. TCC takes its value in the range [0,1].
WMCNAMM Weighted Methods
Count of Not Ac-
cessor or Mutator
Methods
The sum of complexity of the methods that are defined
in the class, and are not accessor or mutator meth-
ods. We compute the complexity with the Cyclomatic
Complexity metric (CYCLO).
WOC Weight Of Class The number of “functional” (i.e., non-abstract, non-
accessor, non-mutator) public methods divided by the
total number of public members.
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Table 4: Code Smell Detection Rationale and Details
Clause Rationale
G
o
d
C
la
ss
LOCNAMM ≥ HIGH Too much code. We use LOCNAMM instead of LOC, be-
cause getter and setter methods are often generated by the
IDE. A class that has getter and setter methods, and a class
that has not getter and setter methods, must have the same
“probability” to be detected as God Class.
WMCNAMM ≥ MEAN Too much work and complex. Each method has a minimum
cyclomatic complexity of one, hence also getter and setter
add cyclomatic complexity to the class. We decide to use a
complexity metric that excludes them from the computation.
NOMNAMM ≥ HIGH Implements a high number of functions. We exclude getter
and setter because we consider only the methods that effec-
tively implement functionality of the class.
TCC ≤ LOW Functions accomplish different tasks.
ATFD ≥ MEAN Uses many data from other classes.
D
a
ta
C
la
ss
WMCNAMM ≤ LOW Methods are not complex. Each method has a minimum cy-
clomatic complexity of one, hence also getter and setter add
cyclomatic complexity to the class. We decide to use a com-
plexity metric that exclude them from the computation.
WOC ≤ LOW The class offers few functionalities. This metrics is com-
puted as the number of functional (non-accessor) public
methods, divided by the total number of public methods.
A low value for the WOC metric means that the class offers
few functionalities.
NOAM ≥ MEAN The class has many accessor methods.
NOPA ≥ MEAN The class has many public attributes.
B
ra
in
M
et
h
o
d LOC ≥ HIGH Too much code.
CYCLO ≥ HIGH High functional complexity
MAXNESTING ≥ HIGH High functional complexity. Difficult to understand.
NOLV ≥ MEAN Difficult to understand. More the number of local variable,
more the method is difficult to understand.
ATLD ≥ MEAN Uses many of the data of the class. More the number of
attributes of the class the method uses, more the method is
difficult to understand.
S
h
o
t.
S
u
rg
. CC ≥ HIGH Many classes call the method.
CM ≥ HIGH Many methods to change.
FANOUT ≥ LOW The method is subject to being changed. If a method in-
teracts with other classes, it is not a trivial one. We use
the FANOUT metric to refer Shotgun Surgery only to those
methods that are more subject to be changed. We exclude
for example most of the getter and setter methods.
D
is
.
C
o
u
p
.
CINT ≥ HIGH The method calls too many other methods. With CINT met-
ric, we measure the number of distinct methods called from
the measured method.
CDISP ≥ HIGH Calls are dispersed in many classes. With CDISP metric,
we measure the dispersion of called methods: the number
of classes in which the methods called from the measured
method are defined in, divided by CINT.
M
es
s.
C
h
a
in
MaMCL ≥ MEAN Maximum Message Chain Length. A Message Chains has a
minimum length of two chained calls, because a single call is
trivial. We use the MaMCL metric to find out the methods
that have at least one chained call with a length greater than
the mean.
NMCS ≥ MEAN Number of Message Chain Statements. There can be more
Message Chain Statement: different chains of call. More the
number of Message Chain Statements, more the method is
interesting respect to Message Chains code smell.
MeMCL ≥ LOW Mean of Message Chain Length. We would find out non-
trivial Message Chains, so we need always to check against
the Message Chain Statement length.
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On the basis of these detection rules, a class/method of a project is marked
as smelly if one of the logical propositions shown in Table 2 is true, i.e.,
if the actual metrics computed on the class/method exceed the threshold
values defined in the detection strategy. It is worth pointing out that the
thresholds used by JCodeOdor were empirically calibrated on 74 systems
belonging to the Qualitas Corpus dataset [115] and are derived from the
statistical distribution of the metrics contained in the dataset [32, 33].
2. Intensity Computation. If a class/method is identified by the tool as smelly,
the actual value of a given metric used for the detection will exceed the
threshold value, and it will correspond to a percentile value on the metric
distribution placed between the threshold and the maximum observed value
of the metric in the system under analysis. The placement of the actual
metric value in that range represents the “exceeding amount” of a metric
with respect to the defined threshold. Such “exceeding amounts” are then
normalized in the range [1,10] using a min-max normalization process [116]:
specifically, this is a feature scaling technique where the values of a numeric
range are reduced to a scale between 1 and 10. To compute z, i.e., the
normalized value, the following formula is applied:
z = [
x−min(x)
max(x)−min(x) ] · 10 (1)
where min and max are the minimum and maximum values observed in
the distribution. This step allows to have the “exceeding amount” of each
metric in the same scale. To have a unique value representing the intensity
of the code smell affecting the class, the mean of the normalized “exceeding
amounts” is computed.
3.3.2 Selection of Basic Prediction Models
Our conjecture was concerned with the gain given by the addition of informa-
tion on the intensity of code smells within existing change prediction models.
To test such a conjecture, we needed to identify the state of the art techniques
where to add the intensity index: we selected three models based on product,
process, and developer-related metrics that were shown to be accurate in the
context of change prediction [20, 24, 27, 128].
Product Metrics-based Model. The first basic baseline is represented by
the change prediction model devised by Zhou et al. [128]. It is composed of
a set of metrics computed on the basis of the structural properties of source
code: these are cohesion (i.e., the Lack of Cohesion of Method — LCOM),
coupling (i.e., the Coupling Between Objects — CBO — and the Response for
a Class — RFC), and inheritance metrics (i.e., the Depth of Inheritance Tree
— DIT). To actually compute these metrics, we relied on a publicly available
tool originally developed by Spinellis [108]. In the following, we refer to this
model as SM, i.e., Structural Model.
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Table 5: Independent variables considered by Elish et al.
Acronym Metric
BOC Birth of a Class
FCH First Time Changes Introduced to a Class
FRCH Frequency of Changes
LCH Last Time Changes Introduced to a Class
WCD Weighted Change Density
WFR Weighted Frequency of Changes
TACH Total Amount of Changes
ATAF Aggregated Change Size Normalized by
Frequency of Change
CHD Change Density
LCA Last Change Amount
LCD Last Change Density
CSB Changes since the Birth
CSBS Changes since the Birth Normalized by
Size
ACDF Aggregated Change Density Normalized
by Frequency of Change
CHO Change Occurred
Process Metrics-based Model. In their study, Elish et al. [27] reported
that process metrics can be exploited as better predictors of change-proneness
with respect to structural metrics. For this reason, our second baseline was
the Evolution Model (EM) proposed by Elish et al. [27]. More specifically, this
model relies on the metrics shown in Table 5, which capture different aspects
of the evolution of classes, e.g., the weighted frequency of changes or the first
time changes introduced. To compute these metrics, we adopted the tool that
was previously developed by Catolino et al. [20]. In the following, we refer to
this model as PM, i.e., Process Model.
Developer-Related Model. In our previous work [20], we demonstrated
how developer-related factors can be exploited within change prediction mod-
els since they provide orthogonal information with respect to product and pro-
cess metrics that takes into account how developers perform modifications and
how complex the development process is. Among all the available developer-
based models developed in literature [13, 24, 45], in this paper we relied on the
Developer Changes Based Model (DCBM) devised by Di Nucci et al. [24], as
it was shown to be the most effective one in the context of change prediction.
Such a model uses as predictors the so-called structural and semantic scatter-
ing of the developers that worked on a code component in a given time period
α. Specifically, for each class c, the two metrics are computed as follows:
StrScatPredc,α =
∑
d∈developersc,α
StrScatd,α (2)
SemScatPredc,α =
∑
d∈developersc,α
SemScatd,α (3)
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where developersc,α represents the set of developers that worked on the class
c during a certain period α, and the functions StrScatd,α and SemScatd,α
return the structural and semantic scattering, respectively, of a developer d in
the time window α. Given the set CHd,α of classes changed by a developer d
during a certain period α, the formula of structural scattering of a developer
is:
StrScatd,α = |CHd,α| × average
∀ci,cj∈CHd,α
[dist(ci, cj)] (4)
where dist is the distance in number of packages from class ci to class cj . The
structural scattering is computed by applying the shortest path algorithm on
the graph representing the systems package structure. Regarding the semantic
scattering of a developer, it is based on the textual similarity of the classes
changed by a developer in a certain period α and it is computed as:
SemScatd,α = |CHd,α| × 1
average
∀ci,cj∈CHd,α
[sim(ci, cj)]
(5)
where the sim function returns the textual similarity between the classes ci
and cj according to the measurement performed using the Vector Space Model
(VSM) [9]. The metric ranges between zero (no textual similarity) and one
(the textual content of the two classes is identical). In our study, we set the
parameter α of the approach as the time window between two releases R − 1
and R, as done in previous work [85].
It is important to note that all the baseline models might be affected by
multi-collinearity [74], which occurs when two or more independent variables
are highly correlated and can be predicted one from the other, thus possibly
leading to a decrease of the prediction capabilities of the resulting model [102,
113]. For this reason, we decided to use the vif (variance inflation factors)
function [74] implemented in R1 to discard non-relevant variables. Vif is based
on the square of the multiple correlation coefficient resulting from regressing
a predictor variable against all other predictor variables. If a variable has
a strong linear relationship with at least one other variable, the correlation
coefficient would be close to 1, and VIF for that variable would be large. A
VIF greater than 10 is a signal that the model has a collinearity problem.
3.3.3 Dependent Variable
Our dependent variable is represented by the actual change-proneness of the
classes in our dataset. To compute it, we followed the guidelines provided by
Romano et al. [94], who considered a class as change-prone if, in a given time
period TW, it underwent a number of changes higher than the median of the
distribution of the number of changes experienced by all the classes of the
system. In particular, for each pair of commits (ci , ci+ 1) of TW we run
1 http://cran.r-project.org/web/packages/car/index.html
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Table 6: Changes extracted by ChangeDistiller while computing the
change-proneness. ‘X’ symbols indicate the types we considered in our study.
ChangeDistiller Our Study
Statement-level changes
Statement Ordering Change X
Statement Parent Change X
Statement Insert X
Statement Delete X
Statement Update X
Class-body changes
Insert attribute X
Delete attribute X
Declaration-part changes
Access modifier update X
Final modifier update X
Declaration-part changes
Increasing accessibility change X
Decreasing accessibility change X
Final Modified Insert X
Final Modified Delete X
Attribute declaration changes
Attribute type change X
Attribute renaming change X
Method declaration changes
Return type insert X
Return type delete X
Return type update X
Method renaming X
Parameter insert X
Parameter delete X
Parameter ordering change X
Parameter renaming X
Class declaration changes
Class renaming X
Parent class insert X
Parent class delete X
Parent class update X
ChangeDistiller [29], a tree differencing algorithm able to extract the fine-
grained code changes between ci and ci+ 1. Table 6 reports the entire list of
change types identified by the tool. As it is possible to observe, we considered
all of them while computing the number of changes. It is worth mentioning that
the tool ignores white space-related differences and documentation-related up-
dates: in this way, it only considers the changes actually applied on the source
code. More importantly, ChangeDistiller is able to identify rename refac-
toring operations: this means that we could handle cases where a class was
modified during the change history, thus not biasing the correct counting of
the number of changes. The dataset with the oracle is available on the online
appendix [19].
3.3.4 Experimented Machine Learning Models
Once we had defined dependent and independent variables of interest, we could
finally build machine learning models. As we were interested in understanding
and measuring the contribution given by the intensity within the three base-
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lines, we built two types of prediction models for each baseline: the first type
of model does not include the intensity index as predictor, thus relying on the
original features only; the second type of model that includes the intensity
index as an additional predictor. Using this procedure, we experimented with
6 different models, and we could control the actual amount of improvement
given by the intensity index with respect to the baselines (if any). It is worth
remarking that, for non-smelly classes, the intensity value is set to 0.
3.3.5 Classifier Selection
The final step of our prediction model construction methodology was con-
cerned with the selection of the best machine learning classifier able to dis-
tinguish change-prone and non-change-prone classes. The current literature
proposed several alternatives (e.g., Romano and Pinzger [94] adopted Support
Vector Machines [15], while Tsantalis et al. [118] relied on Logistic Regression
[57]), and thus there is not a bullet-proof solution that ensures the best over-
all performance. For this reason, in our work we experimented with different
classifiers, i.e., ADTree [124], Decision Table Majority [53], Logistic Regres-
sion [21], Multilayer Perceptron [95], Naive Bayes [46], and Simple Logistic
Regression[90]. To select the right classifier to use in our situation, we em-
pirically compared the results achieved when applying each classifier on each
experimented model on the software systems in our study. Overall, the best
results were obtained using the Simple Logistic Regression. In the remaining
of the paper, we only report the results obtained when using this classifier,
while a complete report of the performance of other classifiers is available in
our online appendix [19].
3.3.6 Validation Strategy
As for validation strategy we adopted 10-Fold Cross Validation [109]. This
methodology randomly partitions the data into 10 folds of equal size, applying
a stratified sampling. A single fold is used as test set, while the remaining ones
are used as training set. The process was repeated 10 times, using each time
a different fold as test set. Then, the model performances were reported using
the mean achieved over the ten runs. It is important to note that we repeated
the 10-fold validation 100 times (each time with a different seed) to cope with
the randomness arising from using different data splits [42].
3.3.7 Evaluation Metrics
To measure and compare the performance of the models, we started computing
two well-known metrics such as precision and recall [10], which are defined as
follow:
precision =
TP
TP + FP
recall =
TP
TP + TN
(6)
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where TP is the number of true positives, TN the number of true negatives,
and FP the number of false positives. In the second place, to have a unique
value representing the goodness of the model, we computed the F-Measure,
i.e., the harmonic mean of precision and recall:
F -Measure = 2 ∗ precision ∗ recall
precision+ recall
(7)
Moreover, we considered another indicator: the Area Under the ROC Curve
(AUC-ROC) metric. This measure quantifies the overall ability of a change
prediction model to discriminate between change-prone and non-change-prone
classes: the closer the AUC-ROC to 1 the higher the ability of the classifier,
while the closer the AUC-ROC to 0.5 the lower its accuracy. In other words,
this metric can quantity how rubust the model is when discriminating the two
binary classes.
In addition, we compared the performance achieved by the experimented
prediction models from a statistical point of view. As we performed compar-
isons over multiple datasets, we employed the Scott-Knott Effect Size Dif-
ference (ESD) test [112, 114], considering the AUC-ROC that the different
models obtained over the considered systems. This test represents an effect-
size aware variant of Scott-Knott test [98]: differently from the original one, it
(i) hierarchically clusters the set of treatment means into statistically distinct
groups, (ii) corrects the non-normal distribution of a dataset if needed, and (iii)
merges two statistically distinct groups in case their effect size—measured us-
ing Cliff’s Delta (or d) [39]—is negligible, so that the creation of trivial groups
is avoided. To perform the test, we relied on the implementation provided by
Tantithamthavorn et al. [114].
3.4 RQ2 - Comparison between Intensity Index and Antipattern Metrics
In RQ2 our goal was to compare the performance of change prediction models
relying on the intensity index against the one achieved by models exploiting
other existing smell-related metrics. In particular, the comparison was done
considering the so-called antipattern metrics, which were defined by Taba et
al. [110]: these are three metrics aimed at capturing different aspects related
to the maintainability of classes affected by code smells. More specifically:
– the Average Number of Antipatterns (ANA) computes how many code
smells there were in the previous releases of a class over the total number
of releases. This metric is based on the assumption that classes that have
been more prone to be smelly in the past are somehow more prone to be
smelly in the future;
– the Antipattern Complexity Metric (ACM) computes the entropy of
changes involving smelly classes. Such entropy refers to the one originally
defined by Hassan [45] in the context of defect prediction. The conjecture
behind its use relates to the fact that a more complex development process
might lead to the introduction of code smells;
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– the Antipattern Recurrence Length (ARL) measures the total number of
subsequent releases in which a class has been affected by a smell. This
metric relies on the same underlying conjecture as ANA, i.e., the more a
class has been smelly in the past the more it will be smelly in the future.
To compute these metrics, we employed the tool developed by Palomba
et al. [85]. Then, as done in the context of RQ1, we plugged the antipattern
metrics into the experimented baselines and assess the performance of the
resulting change prediction models using the same set of evaluation metrics
described in Section 3.3.7, i.e., F-Measure and AUC-ROC. Finally, we sta-
tistically compared such performance with the one obtained by the models
including the intensity index as predictor.
Besides the comparison in terms of evaluation metrics, we also analyzed
the extent to which the two types of models are complementary with respect
to the classification of change-prone classes. This was done with the aim of as-
sessing whether the two models, relying on different smell-related information,
can correctly identify the change-proneness of different classes. More formally,
let mint be the model built plugging in the intensity index; let mant be the
model built by considering the antipattern metrics, we computed the follow-
ing overlap metrics on the set of smelly and change-prone instances of each
system:
TPmint∩mant =
|TPmint ∩ TPmant |
|TPmint ∪ TPmant |
% (8)
TPmint\mant =
|TPmint \ TPmant |
|TPmint ∪ TPmant |
% (9)
TPmant\mint =
|TPmant \ TPmint |
|TPmant ∪ TPmint |
% (10)
where TPmint represents the set of change-prone classes correctly classified by
the prediction model mint, while TPmant is the set of change-prone classes cor-
rectly classified by the prediction model mant. The TPmint∩mant metric mea-
sures the overlap between the sets of true positives correctly identified by both
models mint and mant, TPmint\mant measures the percentage of change-prone
classes correctly classified by mint only and missed by mant, and TPmant\mint
measures the percentage of change-prone classes correctly classified by mant
only and missed by mint.
3.5 RQ3 - Gain Provided by the Intensity Index
In RQ3 we conducted a fine-grained investigation aimed at measuring how
important is the intensity index with respect to the other features (i.e., prod-
uct, process, developer-related, and antipattern metrics) composing the exper-
imented models. To this aim, we used an information gain algorithm [92] to
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quantify the gain provided by adding the intensity index in each prediction
model. In our context, this algorithm ranked the features of the models accord-
ing to their ability to predict the change-proneness of classes. More specifically,
let M be a change prediction model, let P = {p1, . . . , pn} be the set of predic-
tors composing M , an information gain algorithm [92] applies the following
formula to compute a measure which defines the difference in entropy from
before to after the set M is split on an attribute pi:
InfoGain(M,pi) = H(M)−H(M |pi) (11)
where the function H(M) indicates the entropy of the model that includes the
predictor pi, while the function H(M |pi) measures the entropy of the model
that does not include pi. Entropy is computed as follow:
H(M) = −
n∑
i=1
prob(pi) log2 prob(pi) (12)
From a more practical perspective, the algorithm quantifies how much un-
certainty in M was reduced after splitting M on predictor pi. In our work, we
employed the Gain Ratio Feature Evaluation algorithm [92] implemented in
the Weka toolkit [41], which ranks p1, . . . , pn in descending order based on
the contribution provided by pi to the decisions made by M . In particular,
the output of the algorithm is a ranked list in which the predictors having the
higher expected reduction in entropy are placed on the top. Using this pro-
cedure, we evaluated the relevance of the predictors in the change prediction
models experimented, possibly understanding whether the addition of the in-
tensity index gives a higher contribution with respect to the structural metrics
from which it is derived (i.e., metrics used for the detection of the smells) or
with respect the other metrics contained in the models.
3.6 RQ4 - Combining All Predictors and Smell-Related Information
As a final step of our study, we aimed to study the possibility to devise a com-
bined model able to mix together standard change-proneness predictors (i.e.,
structural, process, and developer-related metrics) and smell-related informa-
tion to achieve better prediction performance. To do it, we firstly put all the
independent variables considered in the study in a single dataset, thus putting
them all together. In the second place, we applied the variable removal proce-
dure based on the vif function (see Section 3.3.2 for details on this technique):
in this way, we were able to remove the independent variables that do not sig-
nificantly influence the performance of the combined model. Finally, we tested
the ability of the newly devised model using the same procedures and metrics
used in the context of RQ1, i.e., F-measure, AUC-ROC, and Brier score, and
statistically comparing the performance of the experimented models by means
of Scott-Knott ESD test.
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4 Analysis of the Results
Fig. 1: Overview of the value of F-measure among the models
Fig. 2: Overview of the value of AUC-ROC among the models
In this section we report and sum up the results of the presented research
questions, discussing the main findings of our study.
4.1 RQ1-RQ2: The performance of the intensity-including models and their
comparison with the state of the art
Before describing the results related to the contribution of the intensity index
in the three prediction models considered, we report the results of the feature
selection process aimed at avoiding multi-collinearity. According to the results
achieved using the vif function [74], we removed FCH, LCH, WFR, ATAF,
CHD, LCD, CSBS, and ACDF from the process-based model [27], while we
did not remove any variables from the other baselines.
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Figures 1 and 2 show the box plots reporting the distributions of F-Measure
and AUC-ROC achieved by the (i) basic models that do not include any smell-
related information - SM, PM, and DCBM, respectively; (ii) models including
the antipattern metrics - those having “+ Ant. Metrics” as suffix; and (iii)
models including the intensity index - those reporting “+ Int.” as suffix. Note
that for the sake of readability, we only report the distribution of F-Measure
rather than the distributions of precision and recall. Detailed results for those
metrics are available in our online appendix [19].
In the first place, looking at Figure 1, we can observe that the basic model
based on scattering metrics (i.e., DCBM) tends to perform better than models
built using structural and process metrics. Indeed, DCBM [24] has a median
F-Measure 5% and 13% higher than structural (67% vs 54%) and process (67%
vs 62%) models, respectively. On the one hand, this result confirms our previ-
ous findings on the power of the developer-related factors in change prediction
[20]; on the other hand, we can confirm the results achieved by Di Nucci et
al. [24] on the value of the scattering metrics for the prediction of problem-
atic classes. As for the role of the intensity index, we notice that with the
respect to the SM, PM and DCBM model, the intensity of code smells pro-
vides an additional useful information able to increase the ability of the model
in discovering change-prone code components. This is observable by looking
at the performance in Figures 1 and 2. In the following, we further discuss
our findings by reporting our results for each prediction model experimented,
comparing the intensity-including ones with the state of the art.
Contribution in Structural-based Models. The addition of the intensity
index within the SM model allows the model to reach a median F-Measure
of 60% and an AUC-ROC of 61%, respectively. When compared against the
antipattern metrics-including model, the intensity-including one still performs
better (i.e., +4% in terms of median F-Measure and +7% in terms of median
AUC-ROC).
Looking deeper into the results, we observed that the shapes of the box
plots for the intensity-including model appear less dispersed than the basic one,
meaning that the addition of the intensity index makes the performance of the
model better and more stable. For instance, considering the Apache-ant-1.3
project, the basic structural model reached 50% precision and 56% recall (F-
Measure=53%), while the model that includes the intensity index has a preci-
sion of 61% and a recall of 66% (F-Measure=63%), thus obtaining an improve-
ment of 10%. The same happens all the considered systems: we can therefore
claim that the performances of change prediction models strongly improve
when considering the intensity of code smells as additional independent vari-
able.
When considering the structural model that includes the antipattern met-
rics defined by Taba et al. [110], we notice that its performance is just slightly
better than the basic model in terms of F-Measure (56% vs 54%); more inter-
esting, the AUC-ROC of the “SM + Ant. Metrics” model is lower than the
basic one (53% vs 55%). From a practical perspective, these results tell us
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that the inclusion of the antipattern metrics only provides slight improvement
with respect to the number of actual change-prone classes identified, but at
the same time cannot provide benefits in the robustness of the classifications.
In the comparison between the SM + Ant. Metrics and the SM + Int.
models, we observe that the performance of the former is always lower than
the one achieved by the latter (considering the median of the distributions, -4%
of F-Measure and -8% of AUC-ROC). This indicates that the intensity index
can provide much higher benefits in change prediction than existing metrics
that capture other smell-related information. Nevertheless, in some cases the
antipattern metrics defined by Taba et al. [110] can give complementary infor-
mation with respect to the intensity index, opening the possibility to obtain
still better performance by considering both metric types. Our claim is sup-
ported by the overlap analysis shown in Table 7 and computed on the set of
change-prone and smelly classes correctly classified by the two models. While
43% of the instances are correctly classified by both the models, a consistent
portion of instances are classified only by SM + Int. model (35%) or by the
model using the antipattern metrics (22%). Consequently, this means that the
smell-related information taken into account by the SM + Int. and SM + Ant.
Metrics models are orthogonal and complement each other.
The observations made above were also confirmed from a statistical point of
view. Indeed, the intensity-including prediction model consistently appeared
in the top Scott-Knott ESD rank in terms of AUC-ROC, meaning that its
performance was statistically higher than the baselines in most of the cases
(40 projects out of 43).
Contribution in Process-based Models. Also in this case the addition
of the intensity index in the model defined by Elish et al. [27] improved its
performance with respect to the basic model (PM). Indeed, the overall median
value of F-Measure increased of 15%, i.e., F-Measure of PM + Int. is 77%
while that of PM is 62%. An interesting aspect to discuss in this case is
related to the ability of the intensity-including model to increase both precision
and recall with respect to the basic model. This is, for instance, the case
of Apache Ivy 2, where PM reaches 61% of precision and 49% of recall; by
adding the intensity index, the prediction model increases its performances to
76% (+15%) in terms of precision and 77% (+28%) of recall, demonstrating
that a better characterization of the classes having design problems can help
in obtaining more accurate predictions.
Looking at the baseline model that includes the antipattern metrics, we
notice that it provides improvements when compared to the basic one. How-
ever, such improvements are still minor in terms of F-Measure (64% vs 62%)
and thus we can confirm that the addition of the metrics proposed by Taba et
al. [110] does not provide a relevant boost in the performance of basic change
prediction models. Similarly, the model based on such metrics is never able
to outperform the performance of the intensity-including one, being up to
13% less performing. At the same time, it is worth reporting an interesting
complementarity between the set of change-prone and smelly classes correctly
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classified by “PM + Int.” and by the Basic + Ant. Metrics (see Table 7),
i.e., the two models correctly capture the change-proneness of different code
elements.
The statistical analyses confirmed the findings discussed above. Indeed, the
likelihood to be ranked at the top by the Scott-Knott ESD test is always higher
for the model including the intensity index. At the same time, the antipattern
metrics-including model was confirmed to provide a slight statistical benefits
than the basic one (they are ranked in the same cluster in 88% of the cases).
Contribution in Developer-Related Model. Finally, the results for this
type of model is similar to the one discussed above. Indeed, the addition of
the intensity in DCBM [24] allows the model to reach a median F-Measure of
75% and an AUC-ROC of 74%, respectively. When compared to the standard
model DCBM the intensity-including one performs better (i.e., +7% in terms
of median F-Measure and +6% in terms of median AUC-ROC). For instance, in
the Apache Synapse 1.2 project the “DCBM + Int.” obtains an F-Measure
and AUC-ROC 12% and 13%, respectively, higher than DCBM. The result
holds for all the systems in our dataset, meaning that the addition of the
intensity always provides improvements with respect to the baseline.
Comparing the performance of “DCBM + Int.” with the model that in-
cludes the antipattern metrics [110], we observe that the F-Measure of the
former is on average 6% higher than the latter; the better performance of the
intensity-including model is also confirmed when considering the AUC-ROC,
which is 4% higher. Nevertheless, also in this case we found some comple-
mentarities in the correct predictions done by these two models (see Table
7): indeed, only 44% of instances are correctly caught by both the models,
while 31% of them are only captured by “DCBM + Int.” and 25% only by
“DCBM + Ant. Metrics”. The Scott-Knott ESD test confirmed our obser-
vations. The likelihood of the intensity-including model to be ranked at the
top is always higher than the other models. At the same time, the antipat-
tern metrics-including models were confirmed to provide statistically better
performance than the basic models in 67% of the considered systems.
Table 7: Overlap analysis between the model including the intensity index and
the model including the antipattern metrics.
Models
Int. ∩ Int. \ Ant. \
Ant.% Ant.% Int.%
SM [128] 43 35 22
PM [27] 47 38 15
DCBM [24] 44 31 25
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RQ1 - To what extent does the intensity index improve the per-
formance of existing change prediction models? The addition of the
intensity index [85] as a predictor of change-prone components increases
the performance of the baseline change prediction models in terms of F-
Measure up to 10%.
RQ2 - How does the model including the intensity index as pre-
dictor compare to a model built using antipattern metrics? The
prediction models that include the antipattern metrics [110] only perform
slightly better than the basic models, while they have lower performance
than the intensity-including ones. However, we observed interesting com-
plementarities between the set of change-prone and smelly classes correctly
classified by the models that include intensity index and the models with
antipattern metrics, which highlight the possibility to achieve higher per-
formance through a combination of smell-related information.
4.2 RQ3: Analyzing the gain provided by the intensity index with respect to
other predictors
In this section we analyze the results of Gain Ratio Feature Evaluation al-
gorithm [92] in order to understand how important the predictors composing
the different models considered in this study are, with the aim to evaluate the
predictive power of the intensity index when compared to the other predictors.
Table 8 shows the gain provided by the different predictions employed in the
structural metrics-based change prediction model, while Table 9 reports the
results for the process-based model and Table 10 those for the DCBM model.
In particular, the tables report the ranking of the predictors based on their
importance within the individual models through the values of the mean and
the standard deviation (computed by considering the results obtained on the
single systems) of the expected reduction in entropy caused by partitioning the
prediction model according to a given predictor. In addition, we also provide
the likelihood of the predictor to be in the top-rank by the Scott-Knott ESD
test, i.e., the percentage of times a predictor was statistically better than
the others. The following subsections discuss our findings considering each
prediction model individually.
Gain Provided to Structural-based Models [128]. The results in Table 8
shows how Coupling Between Objects (CBO) is the metric having the highest
predictive power, with an average reduction of entropy of 0.66 and a standard
deviation of 0.09. The Scott-Knott ESD test statistically confirmed the im-
portance of the predictor, since the information gain given by the metric was
statistically higher than other metrics in 82% of the cases. It is worth noting
that this result is in line with previous findings in the field [12, 85, 128] which
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Table 8: Gain Provided by Each Metric To The SM Prediction Model.
Metric Mean St. Dev.
SK-ESD
Likelihood
CBO 0.66 0.09 82
RFC 0.61 0.05 77
Intensity 0.49 0.13 75
LOC 0.44 0.11 55
LCOM 0.43 0.12 51
Antipattern Complexity Metric 0.42 0.12 41
Antipattern Recurrence Length 0.31 0.05 32
Average Number of Antipatterns 0.22 0.10 21
DIT 0.13 0.02 3
showed the relevance of coupling information for the maintainability of soft-
ware classes. Looking at the ranking, we also noticed that Response For a Class
(RFC), Lines of Code (LOC), and Lack of Cohesion of Methods (LCOM3) ap-
pear to be relevant. On the one hand, this is still in line with previous findings
[12, 85, 128]. On the other hand, it is also important to note that our results
seem to reconsider the role of code size for assessing change prediction. In
particular, unlike the findings by Zhou et al. [128] on the confounding effect of
size, we discovered that LOC can be an important predictor to discriminate
change-prone classes. This may be due to the large dataset exploited in this
study, which allows a higher level of generalizability. The Scott-Knott ESD
test confirmed that these metrics are among the most powerful ones.
As for the variable of interest, i.e., the intensity index, we could observe
that it is the feature providing the third highest gain in terms of reduction
of entropy, as it has a value of Mean and Standard Deviation of 0.49 and
0.13, respectively. Looking at the results of the statistical test, we observed
that the intensity index is ranked on the top by the Scott-Knott ESD in 49%
of the cases, thus confirming the high predictive power of the metric. These
findings lead to two main observations. In the first place, the intensity index
is a relevant variable and for this reason can provide high benefits for the
prediction of change-prone classes (as also observed in RQ1). Secondly, and
perhaps more interesting, the intensity index can be more powerful than other
structural metrics from which it is derived: in other words, a metric mixing
together different structural aspects to measure how severe a code smell is
seems to be more meaningful than the individual metrics used to derive the
index.
As for the antipattern metrics, we observed that all of them appear to be
less relevant than the intensity index. Somehow, this confirms the results of
RQ2, where we showed that adding them to change prediction models results
in a limited improvement with respect to the baseline. At the same time, it is
worth noting that ACM (i.e., Antipattern Complexity Metric) may sometimes
provide a notable contribution. While the average gain is 0.42, the standard
deviation is 0.12: this means that the entropy reduction can be up to 0.54, as in
the case of the Apache-synapse-2.3. Thus, this result seems to suggest that
this metric has some potential for effectively predicting the change-proneness
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of classes. The other two antipattern metrics, i.e., Average Number of Antipat-
terns (ANA) and Antipattern Recurrence Length (ARL), instead, only provide
a partial contribution in the reduction of entropy of the model. Indeed, the
mean are 0.31 and 0.22, respectively, with a standard deviation that is never
above 0.1. The Scott-Knott ESD test statistically confirmed the findings: in-
deed, ACM was a top predictor in 41% of the datasets, as opposed to ANA
and ARL metrics which appeared as statistically more powerful than other
metrics only in 32% and 21% of the cases. Finally, Depth Inheritance Tree
was the less powerful metrics in the ranking, and the Scott-Knott ESD test
ranked it at the top in only 3% of the cases.
Table 9: Gain Provided by Each Metric To The PM Prediction Model.
Metric Mean St. Dev.
SK-ESD
Likelihood
BOC 0.56 0.05 75
FRCH 0.55 0.06 64
Intensity 0.44 0.08 61
WCD 0.42 0.11 55
Antipattern Complexity Metric 0.41 0.04 54
LCA 0.33 0.07 33
CHO 0.28 0.03 31
Antipattern Recurrence Length 0.24 0.05 25
Average Number of Antipatterns 0.09 0.03 2
CSB 0.07 0.01 1
TACH 0.02 0.01 1
Gain Provided to Process-based Models [27]. Regarding the process
metric-based model considered in this study, the results are similar to the
structural model. Indeed, from Table 9 it is evident that the intensity index
represents a good predictor; the value of the mean is 0.44 and it is a top pre-
dictors in 61% of the dataset. It appears to be the third most powerful feature
of the model, just behind the Birth of a Class and Frequency of Changes. On
the one hand, this ranking is pretty expected, as the top two features are those
which fundamentally characterize the notion of process-based change predic-
tion proposed by Elish et al. [27]. On the other hand, our findings report that
the intensity index can effectively complement the process metrics present in
the model, i.e., a structural-based indicator seems to be orthogonal with re-
spect to the other basic features. As for the antipattern metrics, also in this
case ACM turned to be a potentially good predictor in 54% of the dataset,
while ANA and ARL are top predictors only in 25% and 2% of the dataset,
respectively. At the bottom of the ranking there are other basic metrics like
Changes since the Birth and Total Amount of Changes: this confirms previ-
ous findings [20] reporting that the overall number of previous changes cannot
properly model the change-proneness of classes.
Gain Provided to Developer-related factors [24]. Looking at the ranking
of the features of the DCBM model, we can still confirm the results discussed
so far. Indeed, the intensity index is the second most relevant factor, just
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Table 10: Gain Provided by Each Metric To The DCBM Prediction Model.
Metric Mean St. Dev.
SK-ESD
Likelihood
Semantic Scattering 0.76 0.07 95
Intensity 0.74 0.05 94
Structural Scattering 0.72 0.05 91
Antipattern Complexity Metric 0.66 0.04 78
Antipattern Recurrence Length 0.31 0.02 44
Average Number of Antipatterns 0.11 0.03 21
behind the semantic scattering: its mean is 0.74, and the Scott-Knott ESD
test indicated the intensity index as top predictor in 94% of the dataset. It
is interesting to note that the index provides a higher contribution than the
structural scattering, meaning that the combination from which it is derived
can provide a higher entropy reduction with respect to a structural metric that
computes how far the classes touched by developers in a certain time window
are. Regarding the antipattern metrics, the results are similar to those of the
other models considered; the ACM provided a pretty high quantity of addi-
tional information to the model (mean=0.66), being ranked at top predictors
in 78% of the dataset. Instead, the means for ARL and ANA are notably lower
(0.31 and 0.11, respectively), appearing as the least important features.
As a more general observation, it is worth noting that the values of mean
information gain of both the intensity index and ACM are much higher (≈0.20
more) for this model when compared to the structural- and process metrics-
based models. This indicates that those metrics can provide a much higher
information than the other models: this can be due to the limited number of
features employed by this model, which makes the additional metrics more
useful to predict the change-proneness of classes.
All in all, we can confirm again that the intensity index provides a strong
information gain to all the change prediction models considered in the study,
together with ACM from the group of antipattern metrics. This possibly high-
lights how their combination could provide further improvements in the con-
text of change prediction.
RQ3 - What is the gain provided by the intensity index to change
prediction models when compared to other predictors? The inten-
sity index provides a notable information gain in all the considered pre-
diction models. At the same time, a metric of complexity of the change
process involving code smells seems to provide further additional informa-
tion, highlighting the possibility to obtain even better change prediction
performance when mixing different smell-related information.
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4.3 RQ4: The performance of the combined smell-aware bug prediction model
The results achieved in the previous research questions highlight the possibility
to build a combined change prediction model that takes into account smell-
related information besides the structural, process, and developer-related met-
rics. For this reason, in the context of RQ4, we assessed the feasibility of a
combined solution and evaluated its performance with respect to the results
achieved by the stand-alone models that only rely on structural, process, or
developer-related features. As explained in Section 3, to come up with the
combined model we firstly put together all the features of the considered mod-
els and then applied a feature selection algorithm to discard irrelevant fea-
tures. Starting from an initial set of 18 metrics, this procedure discarded DIT,
CSB, TACH, and ANA. Thus, the combined model comprises 14 metrics: be-
sides most of the basic structural, process, and developer-related predictors,
the model includes three smell-related metrics such as (i) intensity index, (ii)
ACM, and (iii) ARL.
Fig. 3: Overview of the value of F-Measure and AUC-ROC of the Combined
Model
Figure 3 shows the boxplots reporting the distributions of F-Measure and
AUC-ROC related to the smell-aware combined change prediction model. To
facilitate the comparison with the models exploited in the context of RQ1
and RQ2, we also report boxplots depicting the best models coming from our
previous analyses, i.e., SM + Int., PM + Int., and DCBM + Int.
Looking at the figures, it seems clear that the combined model has bet-
ter performances than all the baseline approaches that exploit individual fea-
tures. Indeed, the median F-Measure reaches 88%, meaning that it is 18%,
11%, and 13% more accurate than SM + Int., PM + Int., and DCBM + Int.,
respectively. These results hold when considering the AUC-ROC, where the
combined model was able to boost the performance at least 10% with respect
to the basic models that include the intensity. As an example, in the Apache
Xalan 2.5 project the best stand-alone model (the “SM + Int” in this case)
had an F-Measure close to 73%, while the mixture of features provided by the
combined model allowed to reach an F-Measure of 93%. As expected, the re-
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sults are statistically significant, as the devised smell-aware change prediction
model appeared in top Scott-Knott ESD rank in 98% of the cases.
On the one hand, these strong results confirm previous findings on the im-
portance to combine different predictors of source code maintainability [20, 23].
On the other hand, we can claim that smell-related information [85, 110] im-
proves the capabilities of change prediction models, allowing them to perform
much better than other existing models.
RQ4 - What is the performance of a combined change predic-
tion model that includes smell-related information? The devised
smell-aware change prediction model performs better than all the baseline
approaches considered in the paper, with an F-Measure up to 20%.
5 Threats to Validity
In this section we discuss possible threats affecting our results and how we
mitigated them.
5.1 Threats to Construct Validity
As for threats related to the relationship between theory and observation,
they are mainly related to the independent variables used and the dataset
exploited. As for the former, we selected state of the art change prediction
models based on a different set of basic features, i.e., structural, process, and
developer-related metrics, that capture different characteristics of source code.
The selection was mainly driven by recent results [20] that showed that the
considered models are (i) accurate in the detection of the change-proneness
of classes and (ii) complementary to each other, thus correctly identifying dif-
ferent sets of change-prone classes. All in all, this selection process allowed
us to test the contribution of smell-related information in different contexts.
As for the dataset, we relied on a publicly available source previously built
[85]. Of course, we cannot exclude possible imprecisions in the computation of
the dependent variable. Still in this category, we adopted JCodeOdor [32]
to identify code smells and assign to them a level of intensity. Our choice was
driven by previous results [85] that showed, on the same dataset, that this
tool has a high accuracy (i.e., F-Measure=80%). Despite this performance,
the tool still identifies 154 false positives and 94 false negatives among the 43
considered systems. To make the set of code smells as close as possible to the
ground truth, in our study we manually elaborated on the output of the tool
by (i) setting to zero the intensity index of the false positive instances, and (ii)
discarding the false negatives, i.e., the instances for which we could not assign
an intensity value. Since this manual process is not always feasible, we also
evaluated the effect of including false positive and false negative instances in
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the construction of the change prediction models. More specifically, we re-ran
the analyses performed in Section 3 and validated the performance of the ex-
perimented models when including the false positive instances using the same
metrics used to assess the performance of the other prediction models (i.e., F-
Measure and AUC-ROC). Our results report that these models always perform
better than other models that do not include any smell-related information,
while they are slightly less performing (-3% in terms of median F-Measure)
than those built discarding the false positive instances.
In the second place, we evaluated what is the impact of including false
negative instances. Their intensity index is, by definition, equal to zero: as a
consequence, they were considered in the same way as non-smelly classes. The
results of our analyses showed that the intensity-including models still produce
better results than those of the baselines, as they boosted their median F-
Measure of ≈4%. At the same time, we observed a decrement of 2% in terms of
F-Measure with respect to the performance obtained by the prediction models
built discarding false negatives.
As a final step, we also considered the case where both false positives and
false negatives are incorporated in the experimented models. Our findings re-
port that the Basic + Intensity models have a median F-Measure 2% lower
than the models where the false positive and false negative instances were fil-
tered out. At the same time, they were still better than basic models (median
F-Measure=+6%). Thus, we could conclude that a fully automatic code smell
detection process still provides better performance than existing change predic-
tion models. This result is, in our opinion, extremely valuable as it indicates
that practitioners can adopt automatic code smell detectors without the need
of manually investigating the candidates they give as output.
It is worth remarking that the choice of considering code smell severity
rather than the simple presence/absence of smells was driven by the conjec-
ture that the severity can give a more fine-grained information on how much a
design problem is harmful for a certain source code class. To verify this conjec-
ture, we conducted a further analysis aimed at establishing the performance
of the experimented models where considering a boolean value reporting the
presence of code smells rather than their intensity. As expected, our find-
ings reported that the models relying on the intensity were more powerful
than those based on the boolean indication of the smell presence. This fur-
ther confirms the idea behind this paper, i.e., code smell intensity can improve
change-proneness prediction.
Our observations might still have been threatened by the presence of a large
number of code smell co-occurrences [86, 125], which might have biased the
intensity level of the smelly classes of our dataset. To account for this aspect,
we measured the percentage of classes in our dataset affected by more than
one smell: we only found that 8% of the classes, on average, contained more
code smells. As a consequence, we can claim that the problem of co-occurrence
is rather limited in our study.
A further threat to construct validity relates to the dataset exploited in our
empirical study. In this regard, we rely on a publicly available oracles from the
32 Gemma Catolino et al.
PROMISE repository [67], however we performed some preliminary operations
to ensure data quality and robustness, by employing the data preprocessing
algorithm implementing the guidelines by Shepperd et al. [103] aimed at re-
moving noisy and/or erroneous data items.
5.2 Threats to Conclusion Validity
Threats to conclusion validity refer to the relation between treatment and
outcome. When evaluating the change prediction models we computed well-
established metrics such as F-Measure and AUC-ROC. Furthermore, we sta-
tistically verified the differences in the performance achieved by the different
experimented models using the Scott-Knott statistical test [98] and Cliff’s
Delta [40] for measuring the effect size. Moreover, we analyzed to what extent
the intensity index is important with respect to the other metrics by analyzing
the gain provided by the addition of the severity measure in the model. Finally,
to ensure that the experimented models did not suffer from multi-collinearity,
we adopted the variance inflation factors function [74] to discard non-relevant
variables from the considered features.
Still in this category there is a possible threat related to the validation
methodology exploited. As shown by Tantithamthavorn et al. [114], ten-fold
cross validation might provide unstable results because of the effect of random
splitting. To deal with this issue, we repeated the 10-fold cross validation
100 times: in this way, we drastically removed the bias due to the validation
strategy.
5.3 Threats to External Validity
Threats in this category mainly concern the generalization of results. In this
case we analyzed a large set of 43 releases of 14 software systems coming from
different application domains and with different characteristics (size, number
of classes, etc.). Another threat in this category regards the choice of the
baseline models. However, we evaluated the contribution of the smell-related
information in the context of change prediction models widely used in the
past [20, 27, 128] that take into account predictors of different nature, i.e., ,
product, process, and developer-related metrics. However, we are aware that
our study is based on systems developed in Java only, and therefore future
investigations aimed at corroborating our findings on a different set of systems
would be worthwhile.
6 Conclusion
Change-prone classes represent code components that tend to change more of-
ten, because of their importance for the business logic of a system or because
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not properly designed by developers. To help practitioners in keeping mainte-
nance and evolution activities under control, many change prediction models
have been defined in literature [20, 27, 128]. Following the findings of previous
studies [52, 83] reporting the impact of code smells on the change-proneness
of classes, in this paper we aimed at investigating the impact of smell-related
information for the prediction of change-prone classes. We first conducted a
large empirical study on 43 releases of 14 software systems and evaluated the
contribution of the intensity index proposed by Arcelli Fontana et al. [4] within
existing change prediction models based on structural- [128], process-[27], and
developer-related [24] metrics. We also compared the gain provided by the
intensity index with the one given by the so-called antipattern metrics [110],
i.e., metrics capturing historical aspects of code smells.
The results indicated how the addition of the intensity index as a predic-
tor of change-prone components increases the performance of baseline change
prediction models by an average of 10% in terms of F-Measure (RQ1). More-
over, the intensity index can boost the performance of such models more than
state of the art smell-related metrics such as those defined by Taba et al.
[110], even though we observed some complementarities between the models
exploiting different information on code smells(RQ2). Based on these results,
we built a combined smell-aware change prediction model that takes into ac-
count product, process, developer- and smell-related information(RQ4). The
key results showed how the combined model provides a consistent boost in
terms of F-Measure, which goes up to 20% more.
Our findings represent the main input for our future research agenda: we
first aim at further testing the usefulness of the devised model in an industrial
setting. Furthermore, we plan to perform a fine-grained analysis into the role
of each smell type independently on the change prediction power.
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