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1 Multi-Criteria ATSP 1 
.1 Asymmetric Traveling Salesman Problem
The asymmetric traveling salesman problem (ATSP) is one of the most fundamental problems in combinatorial optimization. An instance of ATSP is a directed complete graph G = (V, E) with edge weights w : E → N that satisfy the triangle inequality, i. e., w(a, c) ≤ w(a, b) + w(b, c) for all distinct vertices a, b, c ∈ V . The goal is to find a Hamiltonian cycle of minimum weight. The weight of a Hamiltonian cycle (or, more general, of a subset of E) is the sum of the weight if its edges.
A special case of ATSP is γ-ATSP for γ ∈ [ 1 2 , 1], which is ATSP restricted to instances that satisfy the γ-triangle inequality: w(a, c) ≤ γ · w(a, b) + w(b, c) for all distinct a, b, c ∈ V . For γ = 1, we obtain the usual triangle inequality, and ATSP and 1-ATSP are the same problem.
Since ATSP and γ-ATSP are NP-hard, we are in need of approximation algorithms. The currently best approximation algorithm for ATSP achieves an approximation ratio of 2 3 · log n, where n is the number of vertices of the instance [5] . (In this paper, log denotes the logarithm to base 2.) Multi-criteria γ-ATSP can be approximated within a constant factor for all γ ∈ [ 1 2 , 1), namely with an approximation ratio of min γ 3] . Cycle covers are an important tool for designing approximation algorithms for the traveling salesman problem. A cycle cover of a graph is a set of vertex-disjoint cycles such that every vertex is part of exactly one cycle. Hamiltonian cycles are special cases of cycle covers that consist of just one cycle. In contrast to Hamiltonian cycles, cycle covers of minimum weight can be computed efficiently using matching algorithms [1] .
Multi-Criteria Optimization
In many optimization problems, there is not only a single objective function, but there are several such functions. Consider, for instance, buying a car: We (probably) want to buy a cheap car that is fast and has a good gas mileage. How do we decide which car suits us best? With respect to any single criterion, making the decision is easy. But with multiple criteria involved, there is no natural notion of a best choice. The aim of multi-criteria optimization is to cope with this problem. To transfer the concept of a best choice to multi-criteria optimization, the notion of Pareto curves was introduced (cf. Ehrgott [4] ). A Pareto curve is a set of solutions that can be considered optimal.
To make this more precise, consider a k-criteria optimization problem with instances I, solutions sol(X) for every instance X ∈ I, and k weight functions w 1 , . . . , w k that map X ∈ I and Y ∈ sol(X) to N. Throughout this paper, our aim is to minimize the objective
for all i and w i (Y, X) < w i (Z, X) for at least one i. This means that Y is strictly preferable to Z. A Pareto curve of solutions contains all solutions that are not dominated by any other solution.
Unfortunately, Pareto curves cannot be computed efficiently in many cases: First, they are often of exponential size. Second, because of straightforward reductions from knapsack problems, they are NP-hard to compute. Thus, we have to be content with approximations to them.
For simpler notation, let w(Y, X) = (w 1 (Y, X), . . . , w k (Y, X)). We omit the instance X if it is clear from the context. Inequalities are meant component-wise. A set P ⊆ sol(X) of solutions is called an α-approximate Pareto curve for X ∈ I if the following holds: For every solution Z ∈ sol(X), there exists a Y ∈ P with w(Y ) ≤ αw(Z). We have α ≥ 1, and a 1-approximate Pareto curve is a Pareto curve. (This is not precisely true if there are several solutions whose objective values agree. This, however, is inconsequential in our case, and we will not elaborate here for the sake of simplicity.) Papadimitriou and Yannakakis [9] showed that (1 + ε)-approximate Pareto curves of size polynomial in the instance size and 1/ε exist. The technical requirement for their result is that the objective values of solutions in sol(X) are bounded from above by 2 p(N ) for some polynomial p, where N is the size of X. This is fulfilled in most natural optimization problems and in particular in our case.
We will briefly sketch the proof of their result since we will exploit it in our algorithm. Let X be any instance, let ε > 0, and consider any solution Y ∈ sol(X). For every
which is bounded by a polynomial q in the input size N and 1/ε. There are at most q k different ε-signatures, which is polynomial for fixed k. For every ℓ, we put one solution with that ε-signature into P if one exists. This yields a (1 + ε)-approximate Pareto curve: For every Z ∈ sol(X), either Z ∈ P or there is another solution Y ∈ P with the same ε-signature. Thus, w(Y ) ≤ (1 + ε) · w(X).
A fully polynomial time approximation scheme (FPTAS) for a multi-criteria optimization problem computes (1 + ε)-approximate Pareto curves in time polynomial in the size of the instance and 1/ε. Papadimitriou and Yannakakis [9] , based on a result of Mulmuley et al. [8] , showed that the multi-criteria minimum-weight matching problem admits a randomized FPTAS, i. e., the algorithm succeeds in computing a (1 + ε)-approximate Pareto curve with constant probability. The randomized FPTAS for matching can be extended to a randomized FPTAS for the multi-criteria cycle cover problem [7] .
Manthey and Ram [7] designed a randomized approximation algorithm for multi-criteria γ-ATSP, which achieves an approximation ratio of
For larger values of γ, and in particular for ATSP, the approximation ratio achieved by their algorithm can be arbitrarily bad.
New Results
We devise the first approximation algorithm for multi-criteria ATSP and γ-ATSP. Our algorithm achieves an approximation ratio of log n + ε for multi-criteria ATSP and a ratio of
Here, n is the number of vertices and ε can be made arbitrarily small. Our algorithm is randomized and its running-time is polynomial in the input size and 1/ε. To achieve a polynomial running-time, we devise a technique for "sparsifying" intermediate solutions since we would otherwise obtain approximate Pareto curves of super-polynomial size.
Approximation Algorithm
Algorithm 1 is an adaption to multi-criteria ATSP of the algorithm of Frieze et al. [6] . Therefore, we briefly describe their algorithm: We compute a cycle cover of minimum weight. If this cycle cover is already a Hamiltonian cycle, then we are done. Otherwise, we choose arbitrarily one vertex of every cycle. Then we proceed recursively on the subset of vertices thus chosen to obtain a cycle that contains all these vertices. The cycle cover plus this cycle form a Eulerian graph. We traverse the Eulerian cycle and take shortcuts whenever visiting vertices more than once.
The approximation ratio of log n follows from two observations: First, the weight of every cycle cover computed is bounded from above by the weight of the optimal Hamiltonian cycle. Second, we need at most log n recursive calls since in every recursive call we have at most half as many vertices as in the previous call.
Let us also explain how the algorithm achieves an approximation ratio of 1 1−γ for γ-ATSP and γ < 1 in case of a single objective function w [2] . Let H be a minimum-weight Hamiltonian cycle. Then we compute a cycle cover C 0 , select a vertex of every cycle of C 0 to obtain V 1 , compute a cycle cover C 1 on V 1 , and so on until, for some ℓ, the set H ℓ = C ℓ is a Hamiltonian cycle on V ℓ . For j = k − 1, k − 2, . . . , 0, we combine C j and H j+1 , traverse the Eulerian cycle thus obtained, and take shortcuts to obtain a Hamiltonian cycle H j on V j until we have a Hamiltonian cycle H 0 on V . We do this such that all edges of H j+1 are removed by these shortcuts. Let us quickly estimate the weight w(H 0 ) of our Hamiltonian cycle. We have w(C j ) ≤ w(H) for all j ∈ {0, . . . , ℓ}. By the γ-triangle inequality, we have w(H j ) ≤ w(C j ) + γ · w(H j+1 ) since all edges of H j+1 have been removed. Thus,
Algorithm 1 Approximation algorithm for multi-criteria ATSP and γ-ATSP. Input: complete graph G = (V, E) with n vertices, edge weights w : E → N satisfying the γ-triangle inequality, ε > 0, k ∈ N Output: approximate Pareto curve P TSP for multi-criteria γ-ATSP 1: ε ′ ← ε 2 / log 3 n; F ← ∅; j ← 1 2: compute a (1 + ε ′ )-approximate Pareto curve Q of cycle covers on V with a success probability of at least 1 − (2p log n) −1 (p is defined in Lemma 2) while there are π ′ , π ′′ ∈ P j with the same ε ′ -signature do 15:
remove one of them arbitrarily 16:
20:
while π ′ = (C ′′ , w ′′ , V ′′ , π ′′ ) = ⊥ do π ′ ← π ′′
23:
H ← H ′
24:
P TSP ← P TSP ∪ {H}
We generalize these ideas to multi-criteria and obtain Algorithm 1: Instead of a cycle cover, we compute an approximate Pareto curve of cycle covers. Then we iterate by computing approximate Pareto curves of cycle covers on vertex sets V ′ for every cycle cover C in the previous set. The set V ′ contains exactly one vertex of every cycle of C. Unfortunately, it can happen that we construct a super-polynomial number of solutions in this way. To cope with this, we remove some intermediate solutions if there are other intermediate solutions whose weight is close by. We call this process, which is done in lines 14 to 15 of Algorithm 1, sparsification. (We define the ε ′ -signature of π = (C ′ , w ′ , V ′ , π ′ ) to be the ε ′ -signature of w ′ .)
In lines 2 and 3 of Algorithm 1, an initial (1 + ε ′ )-approximate Pareto curve of cycle covers is computed. In the loop in lines 4 to 16, the algorithm computes iteratively Pareto curves of cycle covers. The set P j contains configurations π = (C ′ , w ′ , V ′ , π ′ ), where C ′ is a cycle cover on V ′ , π ′ is the predecessor configuration, and w ′ is the weight of C ′ plus the weight of its predecessor cycle covers, each weighted with an appropriate power of γ as in the analysis of the algorithm for a single objective function. If, in the course of this computation, we obtain Hamiltonian cycles, these are put into F (line 8). In lines 14 and 15, the sparsification takes place. Finally, in lines 17 to 24, Hamiltonian cycles are constructed from the cycle covers computed.
Let us now come to the analysis of the algorithm. The following theorem is the main result of this paper. It follows from Lemmas 2, 3, and 6 below.
Theorem 1. For every ε > 0, Algorithm 1 is a randomized (log n + ε)-approximation for multi-criteria ATSP and a randomized ( 1 1−γ + ε)-approximation for multi-criteria γ-ATSP. Its running-time is polynomial in the input size and 1/ε. We observe that for every j and every π = (C ′ , w ′ , V ′ , π ′ ) ∈ P j , we have |V ′ | ≤ n/2 j . For j = 0, this holds by construction (line 3). For j > 0 and π ′ = (C ′′ , V ′′ , w ′′ , π ′′ ) ∈ P j−1 , we have |V ′′ | ≤ n/2 j−1 by the induction hypothesis. Since every cycle involves at least two vertices, we have |V ′ | ≤ |V ′′ |/2 ≤ n/2 j .
This yields also that P j for j ≥ ⌊log n⌋ is empty: Assume that such a P j contained a (C,Ṽ ,w, π). Then |Ṽ | ≤ n/2 ⌊log n⌋ < 2. Thus, |Ṽ | ≤ 1. Let π = (C ′ , w ′ , V ′ , π ′ ), then this implies that (V ′ , C ′ ) had been connected. Thus, we would enter line 8 rather than lines 10 to 13, a contradiction.
Let us now analyze the running-time. After that, we examine the approximation performance and finally the success probability. Proof. Let N be the size of the instance at hand, and let p = p(N, 1/ε ′ ) be a two-variable polynomial that bounds the number of different ε ′ -signatures of solutions to instances of size at most N . We abbreviate "polynomial in the input size and 1/ε" simply by "polynomial." This is equivalent to "polynomial in the input size and 1/ε ′ " by the choice of ε ′ .
The approximate Pareto curves can be computed in polynomial time with the success probability of at least 1 − (2p log n) −1 by executing the randomized FPTAS ⌈log(2p log n)⌉ times. Thus, all operations can be implemented to run in polynomial time provided that the cardinalities of all finalized sets P j are bounded from above by a polynomial p for all j. Then, for some j in line 11 for, at most p (1+ε ′ )-approximate Pareto curves are constructed, each one in polynomial time.
For every ε ′ -signature and every j, the set P j contains at most one set with that specific ε ′ -signature. The lemma follows since the number p of ε ′ -signatures is bounded by a polynomial.
Let us now analyze the approximation ratio. First, we will assume that all randomized computations of (1 + ε ′ )-approximate cycle covers are successful. After that we analyze the probability that one of them fails. γ j = ⌊log n⌋ ≤ log n. Thus, we obtain the approximation ratios claimed in Theorem 1.
Proof. Let r = ⌊log n⌋−1 j=0 γ j , and letH be any Hamiltonian cycle on V . We have to show that the set P TSP of solutions computed by Algorithm 1 contains a Hamiltonian cycle H with w(H) ≤ (r + ε) · w(H). Claim 4. Let π = (C ′ , w ′ , V ′ , π ′ ) ∈ F. Then, in lines 17 to 24, a Hamiltonian cycle H is constructed from π with w(H) ≤ w ′ .
Proof. Assume that π ℓ = π for some ℓ and that π j = (C j , V j , w (j) , π j−1 ) for j ∈ {0, . . . , ℓ}.
In lines 17 to 24, we successively construct Hamiltonian cycles H j on V j from C j and H j+1 . We have w(H j ) ≤ w(C j ) + γ · w(H j+1 ) by the γ-triangle inequality. Thus,
What remains to be proved is that, for every Hamiltonian cycleH, there exists a π = (C ′ , w ′ , V ′ , π ′ ) in F such that w ′ ≤ (r + ε) · w(H).
Proof. We prove the claim by induction on ℓ. For ℓ = 0, the claim boils down to the existence of a (C ′ , w ′ , V ′ , ⊥) ∈ P 0 with w(C ′ ) ≤ (1 + ε ′ ) 1 · w(H). Such a C ′ exists because in line 2, a (1 + ε ′ )-approximate Pareto curve of cycle covers is computed. Now assume that the claim holds for ℓ − 1. If F contains a (C ′ , w ′ , π ′ ) that satisfies the claim for ℓ − 1, then we are done since ( 
. Let V ′ be the set of vertices constructed from π ′ in line 10, and letH ′ beH restricted to V ′ by taking shortcuts. By the triangle inequality, we have w(H ′ ) ≤ w(H). After line 11, Q contains a cycle cover
What remains to be analyzed is the sparsification in lines 14 to 15. If π ∈ P j after sparsification, we are done since
Otherwise, P ℓ contains aπ = (C ′ ,w ′ ,Ṽ ′ ,π ′ ) with the same ε ′ -signature as π. Thus,
andπ fulfills the requirements of the claim.
Let r be defined as in the proof of Lemma 3. By Claims 4 and 5, we obtain an approximation ratio of (1 + ε ′ ) ⌊log n⌋ · r since P ℓ is empty for ℓ ≥ ⌊log n⌋. What remains to be proved is that this is at most r + ε: r · (1 + ε ′ ) ⌊log n⌋ ≤ r · 1 + ε 2 log 3 n log n ≤ r · exp ε 2 log 2 n ≤ r · 1 + ε log n ≤ r + ε.
The first inequality follows from our choice of ε ′ . The second inequality holds since 1+ x y y ≤ exp(x). The third inequality holds because exp(x 2 ) ≤ 1 + x for x ∈ [0, 0.7] (we assume ε/ log n < 0.7 without loss of generality.) The fourth inequality holds since r ≤ log n.
Lemma 6. The probability that, in a run of Algorithm 1, in every execution of line 11 an ε ′ -approximate Pareto curve of cycle covers is successfully computed is at least 1/2.
Proof. Line 11 of Algorithm 1 is executed at most p · log n times. Each one of them is successful with a probability of at least 1 − (2p log n) −1 . Thus, the probability that all of them are successful is at least 1 − 1 2p · log n p·log n ≈ exp(−1/2) > 1/2.
To be precise, the probability is at least 1/2 for p · log n ≥ 2.
