The main purpose of our paper is to prove sharp Adams type inequalities in unbounded domains of R n for the Sobolev space and Vázquez (1985) [38] for polyharmonic operators and a symmetrization argument together with constructions of radial auxiliary functions, to the case when m is odd. Moreover, we offer a completely different but much simpler approach to prove the comparison principle using the power of Bessel potentials and the Riesz rearrangement (see Remarks 3.2 and 3.3). This approach is of independent interest and works for any differential operators with appropriate radial kernels. As corollaries of our main theorems, we will derive the Adams type inequalities in the case when n = 2m for all positive integer m by using different Sobolev norms.
The main purpose of our paper is to prove sharp Adams type inequalities in unbounded domains of R n for the Sobolev space [35] where such inequalities have been established for even integer m. We extend the main techniques of Ruf and Sani (in press) [35] , which are the combinations of the comparison principle of Talenti (1976) [36] and Trombetti and Vázquez (1985) [38] for polyharmonic operators and a symmetrization argument together with constructions of radial auxiliary functions, to the case when m is odd. Moreover, we offer a completely different but much simpler approach to prove the comparison principle using the power of Bessel potentials and the Riesz rearrangement (see Remarks 3.2 and 3.3) . This approach is of independent interest and works for any differential operators with appropriate radial kernels. As corollaries of our main theorems, we will derive the Adams type inequalities in the case when n = 2m for all positive integer m by using different Sobolev norms. © 2012 Elsevier Inc. All rights reserved.
Introduction
Let Ω ⊂ R n , n 2 be a bounded domain. The Sobolev embedding theorems say that W 
(Ω) L ∞ (Ω).
In this case, Judovič [40] , Pohožaev [33] and Trudinger [39] ✩ Research is partly supported by a US NSF grant DMS0901761.
independently showed that W for any β β n , any u ∈ W 1,n 0 (Ω) with Ω |∇u| n dx 1. Moreover, this constant β n is sharp in the meaning that if β > β n , then the above inequality can no longer hold with some c 0 independent of u.
Such an inequality is nowadays known as Moser-Trudinger type inequality.
Moser's result for first order derivatives was extended to high order derivatives by D.R. Adams [2] . Indeed, Adams found the sharp constants for higher order Moser The Adams inequality was also extended to compact Riemannian manifolds without boundary by Fontana [17] . The singular Moser-Trudinger inequalities and the singular Adams inequalities which are the combinations of the Hardy inequalities, Moser-Trudinger inequalities and Adams inequalities are also established in [5, 23] .
The Moser-Trudinger's inequality and Adams inequality play an essential role in geometric analysis and in the study of the exponential growth partial differential equations where, roughly speaking, the nonlinearity behaves like e α|u| n n−m as |u| → ∞. Here we mention Atkinson and Peletier [9] , Carleson and Chang [12] , Adimurthi et al. [3] [4] [5] [6] [7] [8] , de Figueiredo, Miyagaki and Ruf [14] , J.M. do Ó [15, 16] , de Figueiredo, do Ó and Ruf [13] , Lam and Lu [20] [21] [22] , Y.X. Li et al. [25] [26] [27] , Lu and Yang [30, 31] and the references therein.
We notice that when Ω has infinite volume, the Moser-Trudinger's inequality and Adams inequality don't make sense since the left hand side is trivial. The sharp Moser-Trudinger type inequality for the first order derivatives in the case |Ω| = +∞ was obtained by B. Ruf [34] in dimension two and Y.X. Li and B. Ruf [28] in general dimension. In fact, such an inequality at the subcritical case was derived earlier by Cao [11] in dimension two and by Adachi and Tanaka in high dimensions [1] . Recently, Ruf and Sani [35] proved the Adams type inequality for higher derivatives of even orders when Ω has infinite volume. One of the main ideas in [35] is to use the comparison principle of Talenti [36] , and Trombetti and Vázquez [38] for polyharmonic operators. Indeed, Ruf and Sani proved the following Adams type inequality (see [35] ):
Theorem C. Let m be an even integer less than n. There exists a constant C m,n > 0 such that for any domain In the special case n = 2m and m an arbitrary positive integer, we can prove the following stronger result which is the second main theorem of this paper: 
Thus, as a consequence, we will be able to establish the third main theorem of this paper. In the special case n = 2m = 4k = 4, the above theorem was proved by Yang in [41] .
As a corollary of the above theorem, we have the following Adams type inequality with the standard Sobolev norm: [23] .
Finally, we should point out the techniques of Ruf-Sani and our current paper as well of using the Talenti [36] and Trombetti and Vázquez [38] comparison principle for polyharmonic operators and a symmetrization argument by constructing the auxiliary radial functions w are rather complicated and involved (see [35] and the proofs of our main theorems in this paper). Moreover, this argument cannot be extended to non-Euclidean settings due to the lack of symmetrization. Nevertheless, in our recent paper [24] , using a completely different but much simpler approach, we are able to establish a general Adams type inequality with the norm (τ I − ) 
Moreover, the constant β α,n,m is sharp in the sense that if we replace β α,n,m by any β > β α,n,m , then the supremum is infinity.
This theorem provides a complete generalization of the results in [35] to all positive integer m.
We notice that when m is even and α = 0, we recover Theorem C. In the case when m is odd, we get a new result since the norm we use in Theorem D is different than the one in Theorem 1.1. It is very interesting to note that the best constants of Adams type inequalities are different under different norms. Namely, the best constant is β 0,n,m in Theorem D and β(n, m) in Theorem 1.1. Our new method in [24] is without using the symmetrization argument, and therefore it is rather general and can be applied to prove sharp Moser-Trudinger and Adams inequalities in many different nonEuclidean settings where symmetrization property does not hold.
We organize this paper as follows: In Section 2, we provide some preliminaries. We build an iterated comparison in Section 3 and use it to prove the Adams type inequalities (Theorem 1.2, Theorem 1.3 and Theorem 1.4) for the case n = 2m = 4k, k ∈ N, namely when m is even in Section 4. Section 5 is devoted to proving Theorems 1.2, 1.3 and 1.4 when n = 2m = 4k + 2, namely when m is odd. In fact, we will first prove these theorems in the special case when n = 2m = 6. Then we will prove these theorems in the general case n = 2m = 2(2k + 1). Finally, the Adams type inequality when m is odd in general (Theorem 1.1) is proved in Section 6.
Preliminaries
In this section, we provide some preliminaries. For u ∈ W m,2 (R 2m ) with 1 p < ∞, we will denote by ∇ j u, j ∈ {1, 2, . . . ,m}, the j-th order gradient of u, namely
For m = 2k, k ∈ N, τ > 0, we have the following observations:
From the coefficients of x s in the identity 
From these observations, we have when m = 2k, k ∈ N: 
Proof. We just need to choose τ > 0 such that
Similarly, we can prove that
Thus, we have for m = 2k + 1, k ∈ N:
By (2.3) and (2.6), we get 
Proof. Again, we just need to choose τ > 0 such that
In the general case, we have the following result: We now introduce the Sobolev space of functions with homogeneous Navier boundary conditions:
Finally, we give some radial lemmas which will be used in our proofs (see [10, 18, 35] ):
for a.e. x ∈ R n , where σ n is the volume of the unit ball in R n .
for a.e. x ∈ R n .
An iterated comparison principle
In this section, we still denote by B R the set {x ∈ R n : |x| < R} and |B R | the Lebesgue measure of B R , namely |B R | = σ n R n where σ n is the volume of the unit ball in R n . Let u : B R → R be a measurable function. The distribution function of u is defined by
The decreasing rearrangement of u is defined by
and the spherically symmetric decreasing rearrangement of u by
We have that u # is the unique nonnegative integrable function which is radially symmetric, nonincreasing and has the same distribution function as |u|.
Let τ > 0 and u be a weak solution of
where f ∈ L 2n n+2 (B R ). We have the following result that can be found in [38] :
Now, we consider the problem
Due to the radial symmetry of the equation, the unique solution v of (3.3) is radially symmetric and we have We now apply the comparison principle of Talenti [36] and Trombetti and Vázquez [38] for polyharmonic operators (see [35] ). Let u ∈ W 2k,2 (B R ) be a weak solution of
where f ∈ L 2n n+2 (B R ). If we consider the problem Proof. Since equations in (3.4) and (3.5) are considered with homogeneous Navier boundary conditions, they may be rewritten as second order systems: Without loss of generality, we may assume that u i+1 0. In fact, let u i+1 be a weak solution of
then the maximum principle implies that u i+1 0 and
Since u i+1 is a nonnegative weak solution of (P (i + 1)) and v i+1 is a nonnegative weak solution of (Q (i + 1)) then by Proposition 3.1 we have
Using the induction hypotheses, we get that
By maximum principle, we have that y 0 which is the desired result. 2
From the above proposition, we have the following corollary: 
Remark 3.2. Another way to get the inequality (3.6) is to use the Riesz rearrangement inequality (see [29, Theorem 3.7]). Indeed, first, from (3.4) and (3.5), we rewrite u and v as convolutions of Bessel
We notice that L 1,α is the famous Bessel potential (see [24] for more details). Now, by the Riesz rearrangement inequality, we have
v dx. [35] that depends crucially on the case when m is a positive even integer number. Moreover, this argument of using the Riesz rearrangement works in more general settings, namely for any differential operators with appropriate radial kernels.
Remark 3.3. The argument in Remark 3.2 is available for arbitrary positive number m (including nonintegers). This method is significantly simpler than the comparison argument of Ruf and Sani

Proofs of Theorems 1.2, 1.3 and 1.4 when m is even
In this section, we will prove Theorem 1.2 in the case when m is even, namely, m = 2k, k ∈ N.
Furthermore this inequality is sharp, i.e., if β(2m, m) is replaced by any β > β(2m, m), then the supremum is
infinite.
without loss of generality, we can find a sequence of functions 
By the property of rearrangement, we have
and by Corollary 3.1, we get 
where R 0 depends only on τ and will be chosen later, we will prove that both I 1 and I 2 are bounded uniformly by a constant that depends only on τ .
Using Theorem B, we can estimate I 1 . Indeed, we just need to construct an auxiliary radial function
N (B R 0 ) with ∇ m w l 2 1 which increases the integral we are interested in. Such a function was constructed in [35] . For the completeness, we give the detail here. For each i ∈ {1, 2, . . . ,k − 1}
we define
We can check that (see [35] )
We have the following lemma whose proof can be found in [35] : 
Note that
Finally, note that 
dx is bounded by a constant depending only on τ .
Combining the above estimates and using Fatou's lemma, we can conclude that
When β > β 0 , it's easy to check that the sequence given by Ruf and Sani (see Proposition 6.2. in [35] ) will make our supremum blow up and we then complete the proof of Theorem 4. 
Furthermore, we can check that the sequence given by Ruf and Sani (see Proposition 6.2. in [35] ) will make the supremum in Theorem 1.3 become infinite and we complete the proof of Theo- For the convenience, first, we will prove Theorem 1.2 in the special case k = 1, i.e., we will prove that all τ > 0, there holds
where β 0 = β(6, 3).
Proof of Theorem 1.2 when
Again, by the density of
, there exists a sequence of functions u l ∈ C ∞ 0 (R 6 ):
and supp u l ⊂ B R l for any fixed l. Set f l := (− + τ I)u l and consider the problem
By the properties of rearrangement, we have
which implies
So, we have
By the comparison argument (Corollary 3.1), we have 
Now, write
where R 0 depends only on τ and will be chosen later. We will prove that both I 1 and I 2 are bounded uniformly by a constant that depends only on τ . First, we will prove that I 1 is bounded by a constant depending only on τ using Theorem B.
In order to do that, we will construct an auxiliary radial function w l such that w l ∈ W 
The way to construct this radial function w l is very similar to the case when m is even. Let
(B R 0 ). Similar to that in the proof of Lemma 4.1, and by a combination of Radial Lemmas 2.4 and 2.5, we can prove that for 0 < |x| R 0 (R 0 > 1), there exist a universal constant c > 0 and a positive constant d(R 0 ) depending only on R 0 such that
Indeed, we have
Note that for 0 < |x| R 0 (R 0 > 1), we have by Radial Lemma 2.4,
To estimate | v l (R 0 )|, we will use (5.1) and Radial Lemmas 2.4 and 2.5. Indeed, from (5.1), we get 
if we choose R 0 sufficiently large. Furthermore,
Thus by Theorem B, we have that I 1 is bounded by a constant depending only on τ . Moreover, we can choose a 0 = a 1 = a 2 = a 3 = 1 to get Theorem 1.4.
Proof of Theorem 1.2 when m
The idea to prove the Adams type inequality in this case is a combination of ideas in the previous subsection and ideas in Section 4.
Proof of Theorem 1.2 when
1.
By density arguments, we can find a sequence of functions
Such a v l does exist by Section 3 and Remark 3.1. Moreover, by the properties of rearrangement, we have
which leads to
Note that from (5.6) and the formula (2.7), we have
By Corollary 3.1, we get
Here, β 0 = β(2m, m).
Again, we write
where R 0 depends only on τ and will be chosen later. We will prove that both I 1 and I 2 are bounded uniformly by a constant that depends only on τ .
First, we will estimate I 2 . We choose R 0 [ 
,
We can check that
Combining the proofs when m is even in [35] and when m = 3, the Radial Lemmas 2.4, 2.5 and (5. by using Theorem B, we can conclude that I 1 is bounded by a constant depending only on n and m. Now, by the same argument as in [35] and noting that from (6.2) and Lemma 2. Again, when β > β(n, m), it is showed by Kozono, Sato and Wadade [19] that the supremum is infinite. In fact, the sequence of test functions which gives the sharpness of Adams' inequality in bounded domains in [2] gives also the sharpness of Adams' inequality in unbounded domains (see Proposition 6.2 in [35] ). 2
