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In time-correlated single-photon counting (TCSPC), photons that arrive during the detector and timing electronics
dead times are missed, causing distortion of the detection time distribution. Conventional wisdom holds that TCSPC
should be performed with detections in fewer than 5% of illumination cycles to avoid substantial distortion. This
requires attenuation and leads to longer acquisition times if the incident flux is too high. Through the example of rang-
ing with a single-photon lidar system, this work demonstrates that accurately modeling the sequence of detection times
as a Markov chain allows for measurements at much higher incident flux without attenuation. Our probabilistic model
is validated by the close match between the limiting distribution of the Markov chain and both simulated and exper-
imental data, so long as issues of calibration and afterpulsing are minimal. We propose an algorithm that corrects for
the distortion in detection histograms caused by dead times without assumptions on the form of the transient light
intensity. Our histogram correction yields substantially improved depth imaging performance, and modest additional
improvement is achieved with a parametric model assuming a single depth per pixel. We show results for depth and flux
estimation with up to 5 photoelectrons per illumination cycle on average, facilitating an increase in time efficiency of
more than two orders of magnitude. The use of identical TCSPC equipment in other fields suggests that our modeling
and histogram correction could likewise enable high-flux acquisitions in fluorescence lifetime microscopy or quantum
optics applications. © 2021 Optical Society of America under the terms of the OSA Open Access Publishing Agreement
https://doi.org/10.1364/OPTICA.403190
1. INTRODUCTION
Time-correlated single-photon counting (TCSPC) time stamps
individual photon detections with picosecond resolution, and it
has thus been used extensively in photon-starved applications such
as quantum communications, lidar depth mapping, fluorescence
lifetime imaging (FLIM), and non-line-of-sight imaging [1–7].
Through repeated illumination of a short laser pulse and detection
with detectors such as single-photon avalanche diodes (SPADs)
connected to fast timing electronics, TCSPC can be used to build
up a histogram of photon detection times relative to the illumina-
tion time that reveals transient optical phenomena. Single-photon
lidar (SPL) takes advantage of the sensitivity of TCSPC to indi-
vidual photons in order to produce accurate low-light depth and
reflectivity images from as little as one photon per laser position
[8–10], which is especially critical for long-range imaging [11–13].
However, not all targets in a lidar acquisition will reflect so little
light.
Strong ambient illumination or highly reflective targets may
cause much more than one photon to be incident on the detector
per illumination cycle. In atmospheric monitoring, for instance,
backscatter from aerosols over a wide range of altitudes results in
detection rates that vary over several orders of magnitude within
a single measurement [14]. Unfortunately, a dead time follows
each photon detection, during which additional incident photons
cannot be registered. Especially when the rate of photons incident
on the detector approaches or exceeds 1 per illumination, pho-
tons arriving during a dead time will be missed, and the detection
time histogram will be distorted as a result [15]. Crucially, both
SPADs and TCSPC timing electronics have independent dead
times, with durations td and te for the detector and electronics dead
times, respectively. A detection will cause both the detector and
electronics to be dead, and if td < te it is possible that a photon
arriving after the end of detector reset but before the electronics
reset causes a SPAD avalanche that is not registered by the elec-
tronics but that results in another detector dead time. The key
challenge is accurately modeling how the overlapping dead times
affect the probabilistic behavior of photon detection, so that dead
time distortions can be mitigated.
Existing approaches to handling dead times are inflexible,
incompatible with modern TCSPC systems and free-running
SPADs, or consider only one source of dead time. The conven-
tional approach is to keep the detection rate at most at 5% of the
illumination rate [16], requiring attenuation to ensure that the
probability of photons arriving during a dead time is negligible.
However, attenuation in order to handle strong signals unneces-
sarily throws away informative photons that could be detected,
increasing the number of illuminations required to sufficiently
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capture weak signals. Alternatively, the effects of dead time can
be avoided by setting td ≥ te and td to an integer multiple of the
illumination repetition period tr [17], but tr and td are generally
not free parameters, instead being determined by the equipment
or the required unambiguous range. Dead-time effects are simple
to describe and mitigate for classical TCSPC systems allowing a
single detection per illumination cycle, since detection times in
different illumination cycles are then statistically independent of
each other. Corrections can then be performed from the histogram
alone without requiring the actual detection time sequence to be
known [18] and can be combined with optimized attenuation to
achieve accurate range estimates at flux values significantly higher
than the conventional rule of thumb [19]. Desynchronizing the
detector start time with respect to the illumination can further
prevent classical pileup, especially when the ambient light is the
dominant source of photons [20]. Modern TCSPC systems with
free-running SPADs can detect multiple photons per illumination
cycle, and dead times in one cycle could cause missed photons in
a subsequent cycle, so a classical dead-time model only holds if
the contribution from ambient light and dark counts is negligible
and the signal response has finite duration [21,22], or if prior
information is known about the time of the signal response, so that
gating can be used [23]. Other dead-time corrections that allow for
multiple detections per cycle consider a single source of dead time
[20,24,25] and may assume gated operation that interrupts the
detection time distribution from reaching a steady state [26–30].
To the best knowledge of the authors, [31] is the only work aiming
to perform histogram correction that accounts for both td and
te without the assumption of synchronization. While that work
presents useful intuition for describing and correcting for dead
time, the probabilistic model is inexact and thus does not perform
well at very high photon flux.
In this work, we propose a method to perform ranging with
SPL at high flux without bias, which is achieved by exploiting the
intricate interplay among td, te, and tr and effectively mitigating the
effects of the dead times on photon detection time distributions.
We present a more comprehensive model of photon-counting
systems and establish the effect of the two sources of dead time on
the probability of photon detection when td < te ≤ tr ≤ 2td; results
for other combinations of (td, te, tr) with td < te can be derived in
a similar fashion. Lidar experiments validate our modeling and
demonstrate accurate depth estimation with photoelectron flux up
to two orders of magnitude greater than the conventional limit.
2. SINGLE-PHOTON-COUNTING OPERATION
In the coaxial SPL configuration shown in Fig. 1, both illumina-
tion and detection share an optical axis. A laser illumination pulse
passes through a polarizing beam splitter and is directed toward
one point in a scene by a pair of galvo mirrors. Light reflected back
from the scene reaches the SPAD after passing through a band-pass
filter at the illumination wavelength and a lens focusing light onto
the SPAD’s active area. An optional neutral-density filter may
also be inserted in the detector path to reduce the flux incident
on the detector. Time differences between photon detections and
the most recent laser illumination are recorded by electronics in a
TCSPC module and sent to a computer for processing. The fol-
lowing sections describe the basic operation of SPADs and TCSPC










Fig. 1. In a coaxial SPL configuration, the scene is illuminated by
a laser pulse (solid line) passing through a beamsplitter (BS) and raster
scanned via a pair of galvo mirrors. Photons reflected back from the scene
(dashed line) pass through a neutral-density (ND) filter and a band-pass
filter (BPF) tuned to the operating wavelength, before being focused
by a lens onto the SPAD. Time correlation between illuminations and
detections is performed by the TCSPC module, which streams data to the
control computer.
A. SPAD Detectors
SPADs are reverse-biased photodiodes biased above the breakdown
voltage with basic operation as follows [2,5,32–34]. When a pho-
ton hits a SPAD’s active area, a charge carrier (e.g., a photoelectron)
may be generated via the photoelectric effect. Due to the reverse
bias, generation of one carrier will further cause an avalanche of
carriers, resulting in a current that is detectable as a digital signal. In
order for the detection circuit to be sensitive to subsequent photon
arrivals and to protect the avalanche from damaging the diode,
the avalanche is quenched to reduce the bias below the breakdown
voltage. In the actively quenched and recharged detectors that
we assume in this work, the bias voltage is reset to its initial level
after a fixed hold-off time tho, and the duration of the hold-off
plus the reset is considered to be the detector dead time td. Not
all photons incident on the detector actually cause an avalanche
of electrons. The photon detection efficiency η ∈ [0, 1) is the
probability that a photon incident on the detector will cause a
detection event registered by the TCSPC system, which depends
on whether an incident photon generates a carrier and whether
that carrier initiates a detectable avalanche [35]. We assume the
SPAD bias voltage is sufficiently high that the avalanche triggering
probability is approximately unity, such that any photon con-
verted to a photoelectron would cause an avalanche so long as the
detector is not dead. Additionally, spurious avalanches occasion-
ally occur that are not due to incident light, such as primary dark
counts caused by thermal or tunneling-based carrier generation
[36–38] or secondary afterpulses resulting from charge carriers
trapped in semiconductor defect sites during an avalanche and
then “detrapped” after the SPAD has been reset [39,40]. Our
detection model considers the contributions from these sources to
be negligible.
B. TCSPC Timing Electronics
While the SPAD provides the single-photon sensitivity and fast
response, the precise timing is achieved using specialized TCSPC
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electronics. Classical TCSPC systems rely on an analog time-to-
amplitude converter (TAC) and operate based on a stopwatch
principle: a capacitor charges in the time between start and stop
signals, and the capacitor voltage is read out via a high-resolution
analog-to-digital converter (ADC) [2,41]. Importantly, TAC
operation limits recording to at most one detection event per cycle.
Modern TCSPC systems employ an alternative approach based on
time-to-digital converters (TDCs) that compute time differences
digitally [42]. TDCs enable a long measurement range, fast digital
readout, monolithic integration, and the “multi-stop” capability
of recording multiple events within one illumination cycle [43].
Due to speed limitations on digital-clock-based counters, many
modern TDC-based TCSPC systems combine a coarse counter
with finer timing that interpolates within clock cycles. The highest-
resolution TDCs, such as the HydraHarp 400 (PicoQuant) used
in this work, have historically required the fine interpolation to be
performed by an analog component similar to a TAC [44,45]. A
linear voltage ramp or pure sinusoid synchronized with the coarse
clock is sampled and processed to achieve 1 ps time bins, while still
maintaining the multi-stop and unlimited range capabilities of the
coarse counter. Because such precise measurements require the cir-
cuitry to have recovered between event recordings, the HydraHarp
enforces a dead time of around 80 ns [46]. Recent purely digi-
tal TDCs have much lower electronics dead times around 1 ns
[47,48], although there is typically a trade-off between the dead
time and minimum time bin duration. Still, the dead times of
newer detector architectures [3,49,50] have similarly declined, so
the relative dead-time durations remain important in determining
detection time sequences.
3. OCCURRENCE TIME DISTRIBUTIONS
We now consider the timing of photons incident on the SPAD
and the effects of the detector and electronics in determining
which photons are detected. The steps from photon generation to






Fig. 2. From photon generation to detection: (a) the incident light
intensity causes (b) the sequence of photons incident on the detector;
(c) incident photons generate photoelectron arrivals with probability η;
(d) photoelectrons cause an avalanche in the SPAD if they do not arrive
during a detector dead period; (e) avalanches are registered as detection
events if they do not occur during an electronics dead period.
A. Photoelectron Arrival Time Model
The light intensity incident on a detector [Fig. 2(a)] generates a
sequence of photon times described by a Poisson process [Fig. 2(b)]
[51,52]. We define those photons successfully converted to charge
carriers as photoelectron arrivals [Fig. 2(c)], which are likewise
described as a Poisson process since η < 1 simply results in a
Bernoulli thinning of the arrivals [52]. The Poisson process inten-
sity function λ(t) is periodic and inhomogeneous for TCSPC
due to the repeated illumination with period tr. It follows from
the properties of Poisson processes that the arrival times modulo
tr are independent and identically distributed (i.i.d.) random
variables on [0, tr) with probability density function (PDF) pro-
portional to λ(t). In general, the intensity is composed of two
parts: λ(t)= λs(t)+ λb(t), where λs(t) is the time-varying inten-
sity of a signal process, and λb(t) is the intensity due to background
(ambient light and dark counts), which is assumed to be a con-
stant λb. For SPL with a single surface per laser position, λs(t) is
described parametrically in one cycle as the scaled and time-shifted
illumination pulse λs(t)= αβηs (t − 2z/c ), where α ∈ [0, 1] is
the target reflectivity, combining attenuation effects due to object
reflectance, radial falloff, and view angle; β ∈ [0,∞) is a gain fac-
tor due to the optical illumination power; s (t) is the illumination
pulse shape normalized to be a valid PDF on [0, tr); z is the depth
of the target; and c is the speed of light. For other applications, s (t)
would be determined by other relevant parameters such as the fluo-
rescence lifetime in FLIM or additional reflections for multidepth
imaging. We refer to the quantities S :=
∫ tr
0 λs(t)dt , B := λbtr,
and3 :=
∫ tr
0 λ(t)dt = S + B as the signal flux, background flux,
and total flux, respectively, which represent the mean number of
photoelectrons generated by each process within one illumination
cycle. The flux could be considered equivalent to the detection rate
if there were no dead times. The signal-to-background ratio (SBR)
is S/B .
B. Detection Time PDF Derivation
The presence of detector and electronics dead times necessitates
distinction between the arrival and detection processes. Not all
photoelectrons that could cause a detector avalanche actually do,
since some of them arrive during the SPAD quenching or hold-
off period following a previous avalanche [Fig. 2(d)]. Likewise,
not all avalanches are registered as detection events by the timing
electronics because they occur during the dead time following a
previous detection event [Fig. 2(e)]. Consequently, the detection
process is not Poisson because the interdetection times are not
independent. In the following, we account for the dependence due
to dead times and show that the detection time sequence forms a
Markov chain, i.e., given the most recent detection time, the PDF
of the next detection time is independent of the previous detection
times. We note that the detection time sequence being a Markov
chain is specific to asynchronous systems operated in free-running
mode. Synchronous systems [2,18,19] and those operating with
range gates [23,26–30] or multiplexing detector elements [53–57]
introduce additional factors that control the photon detection
sequence. Still, we emphasize that, for any TCSPC system archi-
tecture, modeling the effect of dead times requires considering the
entire photon detection sequence, even if parameter estimates are
computed only from histograms of detection times.
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Fig. 3. For the absolute detection times, the three cases for fTi+1|Ti (ti+1|ti ) depend on y i , the time of the first arrival after the detector resets at ti + td.
(a) In the simplest case, if y i > ti + te, then the electronics have also reset at time y i , so ti+1 = y i . However, if y i ∈ [ti + td, ti + te), then a detector dead time
follows y i , and the next detection can be recorded no earlier than y i + td, resulting in two possibilities affecting the integration bounds in Eq. (1). (b) If the
next recorded time is ti+1 ∈ [ti + 2td, ti + td + te), then we also know y i must have occurred no later than ti+1 − td. (c) Otherwise, y i could have occurred at
any time in [ti + td, ti + te). For the relative detection times, different combinations of xi and xi+1 yield different expressions for f X i+1|X i (xi+1|xi ). For the
example of xi ∈A, both (d) and (e) are derived from (a), for which no unobserved photoelectron causes an additional dead time, and their expressions differ
only in that in (d) the earliest possible instance of xi+1 ∈A4 is an absolute detection time in the same cycle as xi , whereas in (e) the earliest possible instance
of xi+1 ∈A1 is an absolute detection time in the subsequent cycle. For both (f ) with xi+1 ∈A2 corresponding to the scenario in (b) and (g) with xi+1 ∈A3
corresponding to (c), the first instance of xi+1 may occur following an unobserved photoelectron at y i . These earliest instances are reflected in the integra-
tion bounds in Eq. (4).
1. AbsoluteDetection Times
We showed in previous work with free-running SPADs that if
td ≥ te, the sequence of detection times forms a Markov chain
whose limiting PDF describes the empirical detection time histo-
gram [24]. Although it is more complicated to account for both
the detector and timing electronics, we derive in Supplement 1,
Section 1 that the detection time sequence for td < te ≤ tr ≤ 2td
is also a Markov chain. Note that the derivation can be extended
to other (td, te, tr) combinations with td < te; we omit the details
for simplicity. Let {Ti }i∈N denote absolute detection times mea-
sured from the start of the experiment. We show in Supplement 1,
Section 1 that {Ti }i∈N is a Markov chain with transition probability
fTi+1|Ti (ti+1|ti )= g (ti , ti+1)I{ti+1 > ti + te }
+ g (ti , ti+1)
∫ ti+1−td
ti+td
h(y )dy I {ti + 2td < ti+1 ≤ ti + td + te}
+ g (ti , ti+1)
∫ ti+te
ti+td
h(y )dy I {ti+1 > ti + td + te} ,
(1)
where














Three distinct cases emerge for the distribution of Ti+1 given Ti ,
which are identified by the indicator functions I{. . .} in Eq. (1) and
illustrated in Figs. 3(a)–3(c). Here g (ti , ti+1) describes the prob-
ability of the next detection time ti+1 following the detector reset
after ti , and the terms in Eq. (1) integrating h(y ) account for the
possibility of a photon arriving at y i ∈ [ti + td, ti + te) and causing
an unregistered SPAD avalanche and subsequent detector dead
time. We note that [31] does not correctly derive the probability
of a photoelectron arriving after the detector dead time while the
electronics are still insensitive.
2. RelativeDetection Times
Let {X i }i∈N denote relative times measured with respect to the
most recent illumination [e.g., used to form a histogram over
[0, tr)]. Based on Eq. (1), we further show in Supplement 1,
Section 1 that {X i }i∈N is also a Markov chain. The expression for
the transition probability distribution changes slightly for different
combinations of xi and xi+1 due to the different domains of the
terms in Eq. (1) and how they interact with the modulo effect
of the repetition period tr. Specifically, for a particular detection
time xi in one cycle, [0, tr) is partitioned into regions related to
the first possible cycle during which xi+1 could occur in each
region; the transition probability also accounts for the possibility of
xi+1 occurring in those regions during subsequent cycles. Details
about the partition are illustrated in Supplement 1, Section 1,
and we present an example for the case xi ∈A= [0, tr − te) in
Fig. 3 to provide intuition about our derivation. As illustrated in
Figs. 3(d)–3(g), we partition the space of xi+1 into
A1 = [0, xi + 2td − tr), A2 = [xi + 2td − tr, xi + td + te − tr),
A3 = [xi + td + te − tr, xi + te), A4 = [xi + te, tr)
based on the three cases of the transition probability distribu-
tion for absolute detection times shown in Figs. 3(a)–3(c). As
detailed in Supplement 1, Section 1, we can partition the space
[0, tr)× [0, tr) for (xi , xi+1) into seven subsets, denoted by I1–I7,
and express the transition probability distribution for relative
detection times as
Research Article Vol. 8, No. 1 / January 2021 / Optica 34
f X i+1|X i (xi+1|xi )
=

a(xi )c 0(xi , xi+1), if (xi , xi+1) ∈ I1;
a(xi )c 1(xi , xi+1), if (xi , xi+1) ∈ I2;
a(xi )c 2(xi , xi+1), if (xi , xi+1) ∈ I3;
[a(xi )+ b(xi )] c 1(xi , xi+1), if (xi , xi+1) ∈ I4;
[a(xi )+ b(xi )] c 2(xi , xi+1), if (xi , xi+1) ∈ I5;
[a(xi )+ d1(xi , xi+1)] c 1(xi , xi+1), if (xi , xi+1) ∈ I6;


























The terms dependent on k reflect that the first possible occurrence
of xi+1 in a particular region may be zero, one, or two cycles after
the absolute time of a particular xi .
Since the Markov chain for the relative detection time sequence
is irreducible, recurrent, and aperiodic, there will be a unique
limiting distribution [58]. In other words, after enough photon
detections, the marginal PDF of the next photon detection time
will reach a steady state equal to the limiting distribution of the
Markov chain. Thus, computing the limiting distribution gives us
a useful approximation to the empirical PDF we get from forming
a histogram. Although this computation is difficult to perform
in closed form, we can compute an approximation as in [24] by
discretizing the state space into nb bins, forming the Markov
chain transition probability matrix P from Eq. (4) and computing
the discretized limiting distribution fD = fDP as the leading left
eigenvector of P.
C. Photoelectron Flux Estimation
The total number of photoelectron arrivals is a Poisson random
variable Ntot ∼ Poisson(nr3), where nr is the number of illumina-
tion cycles. Similarly, the number of arrivals in a background-only
calibration measurement (i.e., with the laser switched off ) is
Nb ∼ Poisson(nr B). The maximum likelihood (ML) estimator of
3 from the arrivals is 3̂AML = Ntot/nr; likewise, B̂AML = Nb/nr.
However, the Poisson detection process approximation only holds
at low flux, and errors from non-Poissonian statistics are incurred
if dead-time effects are present. Photoelectron flux estimates that
account for dead time typically assume a single source of dead time
and constant flux [24,59,60]. Rate estimation at high flux requires
not just the detection counts but their absolute time stamps as
well. Let Ui = Ti+1 − Ti for i ≥ 1 be the interdetection times. Let
the subsequence {Uik }k≥1 of {Ui }i≥1 contain all Uik s such that
Uik > td + te. Isbaner et al . suggest in [31] that the “useful” inter-
detection periods, defined as Rk = b(Uik − te − td )/tr c, were
distributed with an exponential decay that could be estimated
with a weighted least-squares fit. Similar to our flux estimator
in [24], we rigorously prove in Supplement 1, Section 2 that the
Rks are i.i.d. geometric random variables with probability mass
function P (Rk =m)= e−m3(1− e−3) for m = 0, 1, 2, . . .. The











where nidp is the number of useful interdetection periods.
The same estimator applies for background-only calibrations
as well. Finally, a signal flux estimate can be determined as
Ŝ =max{3̂DML − B̂DML, 0}. While reading out the full stream
of detection times may be too demanding for some TCSPC sys-
tems, such as those integrated in SPAD arrays, we note that Eq. (5)
requires only simple arithmetic in computing and accumulating
the useful interdetection periods, which can be updated for each
additional photon detection and could possibly be performed
on chip. Thus, a flux estimate could be output in addition to the
histogram, without ever storing the full detection sequence.
4. DETECTION TIME MODEL VALIDATION
A. Simulated Data
We first validate that the Markov chain limiting distribution is
a close approximation to the empirical distribution of detection
times by simulating a sequence of detections for which the param-
eters are known exactly. For each of the nr illumination cycles, a
sequence of incident photon times is first created by generating
Poisson random numbers of signal and background detections,
Ns ∼ Poisson(S) and Nb ∼ Poisson(B), and then drawing those
numbers of samples from the respective temporal distributions.
Next, the photoelectron arrival times are generated by selecting
from the incident times with probability η; note that we can skip
this step by assuming η= 1. Finally, starting with the first arrival,
the sequence of detection times is determined to be those photo-
electrons that arrive when neither the detector nor the electronics is
dead.
Figure 4 shows histograms of data simulated with nr = 5× 105
illuminations, tr = 100 ns, td = 50 ns, te = 80 ns, pulse width
σp = 0.5 ns, bin duration tbin = 50 ps, and with the time of
flight fixed at 2z/c = 75 ns. Overlaid on the histograms are the
PDFs of arrival times from which the photoelectron times were
generated; the PDFs predicted as the Markov chain limiting dis-
tributions including both td and te; and the predicted PDFs using
the model of [24], which only includes td. The S and B values
sum to3 5%, so the dead times clearly cause distortions in the
detection time histogram relative to the arrival time density. These
distortions are accurately captured in our model, which predicts
both the slight shift of the peak towards earlier detection times as
well as the particular shape of the low-probability ripple behavior.
Ignoring the effect of te prevents the previous model in [24] from
fully fitting the data, instead capturing only the dip following the
signal pulse in the detection time PDF.
B. Experimental Data
We next evaluate the correctness of our model with experimental
data from an actual TCSPC system. The SPL system implemented
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Fig. 4. Simulated results show that the Markov chain limiting distribution correctly predicts the detection time density when both detector and electron-
ics dead times are included. Plots are shown for detection times simulated with nr = 500000 illuminations, tr = 100 ns, td = 50 ns, te = 80 ns, pulse width
σp = 0.5 ns, tbin = 50 ps, and with the time of flight fixed at 2z/c = 75 ns. The results show that the method of [24], which ignores te, is less accurate as S
increases, whereas our updated model is accurate for all parameter values.
as in Fig. 1 uses a HydraHarp 400 TCSPC module (PicoQuant)
with dead time te ≈ 80 ns and a fast-gated SPAD detector module
(Micro Photon Devices), which has an adjustable hold-off time
between 48 ns and 1 µs. The illumination source, a pulsed diode
laser (PicoQuant LDH-series) at 640 nm and with full width at
half-maximum (FWHM) pulse duration around 100 ps, was
aimed at a Lambertian white target at a fixed distance of around
50 cm. A band-pass filter (Thorlabs FB-640-10) at the operat-
ing wavelength was mounted in front of the SPAD to reduce the
amount of incident ambient light. A distortion-free pulse shape
calibration was acquired using a neutral-density (ND) filter with
optical density (OD) 3.0, and high-flux measurements were
acquired with no attenuation (OD 0), while the hold-off time tho
was varied between 48 ns and 198 ns. In each case, we assumed that
td ≈ tho + 2 ns and te = 80 ns, and thus the dataset included cases
of both td < te and td > te. A high-flux dataset with the laser turned
off was acquired to serve as a background calibration.
The total 3̂HF and calibrated background B̂HF flux values
were estimated using the method proposed in Section 3.C. We
attempted to perform the same validation as with simulated data
using ŜHF = 3̂HF − B̂HF. However, the background calibration
B̂HF did not lead to a good fit between the measured histogram and
the predicted effects of dead time for the calibrated low-flux pulse
shape. Several factors not included in the acquisition model likely
contributed to errors in the calibration:
• Filter spectral response: The absorptive ND filters (ThorLabs
NEK01) used in the experimental measurements have a fairly
limited neutral region of 400–650 nm, so background outside of
this passband is attenuated by varying amounts, and the relative
attenuation of that background is not consistent for ND filters with
different OD values.
• Dark counts: Our modeling assumes all photons not due to
signal can be grouped into a homogeneous “background” process,
but attenuation of the incident flux only affects background counts
from ambient light, with no effect on dark counts. While the dark
count rate is often quite low for SPADs (on the order of 100 counts
per second for our device), for large attenuation factors applied
to the ambient light, extrapolation of the high-flux background
intensity from a low-flux measurement is not accurately computed.
• Afterpulsing: SPADs are typically held off long enough for
the probability of an afterpulse detection to be sufficiently small
and uncorrelated in time, so they simply appear as an increase in the
background as the flux increases [61]. As we note in Supplement 1,
Section 3, for shorter hold-off times, the afterpulse time correlation
Fig. 5. Results from experiments with high background intensity. Note that the laser power is kept fixed while the hold-off times are changed. Because of
inaccuracy in estimating the background flux, the values of B̃ were set to minimize the Kolmogorov–Smirnov statistic between the predicted and measured
PDFs, with Ŝ = 3̂HF − B̃ . The insets show in detail how the change in detection time histogram shape due to dead time is accurately predicted.
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with respect to the most recent avalanche time is non-negligible,
especially at high signal flux due to the periodicity of the signal
component.
Instead of using poorly calibrated background values, we
choose an approximate background value B̃ that minimizes the
Kolmogorov–Smirnov (KS) statistic, a measure of similarity
between the empirical and predicted cumulative distribution func-
tions (CDFs) ([62], Chapter 10.2). For a histogram h of length
nb = dtr /tbinewith n total detections, we define the j th element of






hi , j = 1, . . . , nb, (6)
and the predicted CDF given a calibrated signal pulse shape with
flux S and a uniform background with flux B as
F Dj (S, B)=
j∑
i=1
fDi (S, B), j = 1, . . . , nb, (7)
where fD is the limiting distribution computed as described in
Section 3.B.2. Then the approximate background flux B̃ is chosen









− B, B)|. (8)
Figure 5 shows the close match between the measured and
predicted PDFs for a variety of tho values. The insets in the plots
highlight how even the shapes of lower-probability regions of the
measured PDFs are predicted using our Markov chain analysis,
including the multiple jumps for td < te and the nearly distortion-
free special case when td is an integer multiple of tr as pointed out
by [17]. The plots emphasize how the effect of dead times on the
detection time distribution is sensitive to many parameters: td, te,
tr, S, and B . Additional acquisition data and flux estimates for each
hold-off time are found in Supplement 1, Section 3.
5. APPROXIMATE HISTOGRAM CORRECTION
The equality that relates the arrival intensity (unknown) and the
detection PDF (known up to some quantization and finite sample




p(y , x ; λ) f XD(y )dy , (9)
where p(y , x ; λ)= f X i+1|X i (x |y ) from Eq. (4), which is a func-
tion of the arrival intensity λ. Unfortunately, we do not obtain a
simplified equation as in [24]. Although it is still possible to derive
a gradient method directly from Eq. (9), computing the gradient is
tedious. Therefore, we use the fixed-point iteration method for the
estimation of λ(x ). Note from the expression of p(y , x ; λ) that
we can pull out a λ(x ) factor from the integral; see the c k factors
in Eq. (4). Then, by Eq. (9), we obtain the following fixed-point
equation ofλ:
λ(x )=
f XD(x )∫ tr
0 q(y , x ; λ) f XD(y )dy
, ∀x ∈ [0, tr), (10)
where q(y , x ; λ)= p(y , x ; λ)/λ(x ). Suppose now that we are










S = 2, B = 2
Ground truth Measurement (scaled) Proposed Isbaner
Fig. 6. Comparison of histogram correction approaches for sim-
ulations with td = 55 ns, te = 80 ns, and tr = 100 ns shows that our
proposed method exactly recovers the ground truth distribution, while the
method of Isbaner et al . [31] retains some of the distortions of the original
measurement.
a length-nb vector h. Starting with the initialization λ0 =3h for






where Q(λ) is the matrix representation of a discretization of
q(y , x ; λ),  denotes coordinate-wise division, and ε is a very
small number. It is worth mentioning that the algorithm in [31]
also uses the fixed-point iteration framework but is based on a dif-
ferent probabilistic model [i.e., the specific expression for Q(λt)].
We demonstrate in Fig. 6 and further in Supplement 1, Section
4 that our algorithm—using the correct probabilistic model—
accurately corrects a high-flux histogram acquisition affected by
dead time, whereas the approximate method in [31] does not.
6. RESULTS
We demonstrate the merit of our dead-time compensation
approach by forming point clouds combining depth and flux esti-
mates from single-photon lidar. We adjust the experimental setup
described in Section 4.B to have hold-off time tho = 48 ns, laser
power ≈ 4 mW, and illumination period tr = 100 ns. Detection
times were recorded for 160× 240 pixel raster scans of the indoor
mannequin scene shown in Fig. 7(a). Long, low-flux measure-
ments serving as a ground truth proxy were acquired for 0.1 s/pixel
with OD 3.0 attenuation. High-flux acquisitions were made with
an OD 0.1 ND filter.
Each depth estimate uses a pixelwise log-matched filter as
described in [25]. Depth estimates for pixels with no detections are
set to zero. Total flux estimates are displayed since the SBR is high
and the signal flux is uncertain due to unreliable background esti-
mation. Following the nomenclature of [24], the tested algorithms
are as follows:
• the conventional low-flux (LF) method matches the cali-
brated pulse shape fA to the low-flux histogram hLF and uses the
Poisson flux estimator 3̂AML;
• the naïve high-flux (HF) method ignores dead-time dis-
tortions by matching fA to the high-flux histogram hHF and uses
3̂AML;
• our proposed Markov chain histogram correction
(MCHC) applies the proposed flux estimator 3̂DML to estimate
3̂HF and corrects hHF via the method in Section 5 to match to fA;
and
• our proposed Markov chain–based PDF prediction
(MCPDF) estimates ŜHF and B̂HF to compute the dead-time
distorted distribution fD to match hHF.
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Fig. 7. 3D reconstructions of the foreground of the mannequin scene (a) highlight the advantage of modeling the detection time sequence as a Markov
chain. (b) A long acquisition without dead-time effects provides a ground truth proxy for quantitative comparison. The conventional approach in (c) and
(d) ensures a low-flux acquisition through attenuation but requires a greater number of illuminations nr to produce reasonable depth and flux estimates.
(e) Naively assuming no dead-time effects are present in high-flux data results in small depth and large flux estimation errors. (f ) Our proposed MCHC
histogram correction method results in accurate depth and flux estimates. (g) Our proposed MCPDF method produces accurate depth and flux estimates
more quickly, although approximate S and B values are required. Plotted dimensions are in meters, and the color bars correspond to flux estimates in photo-
electrons per illumination cycle.
The ground truth estimates use the same methods as LF but for
much longer acquisition times. Additional acquisition details can
be found in Supplement 1, Section 5.
MCPDF implementation ideally requires precise estimates for
S and B at each pixel to predict the dead-time-distorted PDF fD.
However, due to the inaccuracies in background intensity calibra-
tion as described in Section 4.B and the fact that the background
value changes for each pixel in a coaxial lidar system, obtaining
accurate B̂HF estimates for each pixel is a challenge. Fortunately,
as we demonstrated in [25], a rough estimate of S and B may
suffice, and the performance gain in terms of depth error is likely
to be relatively small after a certain level of accuracy in the S and B
estimates. We therefore follow a similar strategy here as proposed
in [25], where we compute 3̂HF for each pixel assuming a fixed
SBR of 9 (i.e., ŜHF = 0.93̂HF, B̂HF = 0.13̂HF), and we choose the
precomputed PDF fD for the nearest of eight quantized levels of
3̂HF.
The MCHC method is more convenient than MCPDF, in
the sense that it does not require background calibration. In fact,
our histogram correction algorithm makes no assumptions on
the parametric form of the transient information and would thus
be broadly applicable to multidepth lidar, fluorescence lifetime
estimation, etc. However, our current implementation of MCHC
is quite slow and memory demanding, mainly due to the compu-
tation and storage of the matrix Q(λt) at each iteration. We leave
the study of efficient implementation of MCHC—possibly via
general-purpose graphics processing units (GPUs)—for future
work.
Full point cloud results in Fig. 7 show depths overlaid with flux
estimates. Mean absolute error (MAE) values of the mannequin
depth estimates are computed with respect to the ground truth
estimate in Fig. 7(b). The results in Figs. 7(c) and 7(d) show typical
performance for pixelwise log-matched filter depth estimators as
described in [63]. For the low-flux acquisition in Fig. 7(c), few sig-
nal photons are detected, so the depth estimator is more sensitive
to background photons, which can lead to large errors. The LF
approach requires much longer acquisition times [e.g., nr= 105,
Fig. 7(d)] to detect enough signal photons and achieve reasonable
accuracy in depth estimation. In the high-flux acquisitions in
Figs. 7(e)–7(g), the maximum incident flux estimated at a pixel
is around 5 photoelectrons per illumination cycle, which is 100
times greater than the detection rate limit recommended by the 5%
rule of thumb. The unattenuated acquisition enables detection of
a large number of signal photons in only nr= 103 illuminations,
yielding much smaller errors than the LF method for the same
acquisition time, but also demonstrating the advantage of our
Markov chain-based modeling for measurements at such high flux.
The improvement of MCHC and MCPDF over HF corresponds
to mitigating the small shift of the pulse peak due to dead time. A
broader pulse would introduce a larger shift and even more distor-
tion. The advantage of our Markov chain modeling is also clearly
visible in the flux estimation, as conventional estimates saturate
and fail to represent large flux values. A further demonstration of
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this effect and additional performance quantification can be found
in Supplement 1, Section 5.
Comparing the proposed methods for this set of experiments
and with our current implementation, MCHC is more straightfor-
ward to implement than MCPDF as we mentioned above, whereas
the parametric signal model used for MCPDF enables a large
improvement in speed and a small improvement in accuracy over
MCHC. Specifically, to obtain the results shown here, MCHC
required 41.6 h with 12 parallel cores on an Intel Xeon Gold 6132
processor and 192 GB of memory, whereas MCPDF required only
8.4 s on a laptop with a 3.3 GHz Intel Core i5 CPU.
7. CONCLUSION
This work demonstrates that the conventional wisdom regarding
detection rates unduly limits acquisition speeds in TCSPC. While
detector and electronics dead times prevent detection time his-
tograms from being directly in proportion to the incident intensity
at high flux, we show that a surprising degree of accuracy can be
achieved by properly modeling the dead-time effects. Our prob-
abilistic modeling of photon detection in the presence of detector
and electronics dead times identified the photon detection time
sequence as a Markov chain, which was validated by showing that
the limiting distribution matches experimental histograms. We
introduced a flux estimator and histogram correction method,
which can be used to reconstruct the distribution of photon arrivals
from a high-flux acquisition. Our modeling and estimation meth-
ods are generally applicable to other fields using similar TCSPC
systems. For instance, our histogram correction method could be
directly applied to FLIM, and methods of estimating single- or
multi-exponential lifetimes could likewise be derived.
To illustrate our theoretical contributions, we demonstrate
their application in ranging with single-photon lidar, notably
achieving accurate depth imaging results with flux values up to two
orders of magnitude greater than the standard 5% rule. Accurate
estimation at high flux reduces the number of illuminations needed
for ranging, thereby removing barriers to high-speed acquisi-
tion and enabling possible deployment of single-photon lidar in
autonomous navigation and other real-time applications. Potential
directions for future work include reliable background calibration,
efficient implementation of our MCHC algorithm, and the incor-
poration of spatial regularization for even faster depth estimation
from fewer photon detections.
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