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Abstract
Wind energy is a rapidly expanding source of renewable energy, but wind
resources are highly intermittent. This makes increasing the level of wind
energy penetration in an overall energy portfolio challenging if power quality
and grid frequency is to be maintained. In a conventional power system, grid
frequency regulation is typically achieved by means of some form of active
power control (APC) of power generation plants. Active power control of plant
power output aims to maintain the power balance between generation and
consumption. Wind turbines have historically not participated in the active
power control and are therefore isolated from the grid using sophisticated
power electronics, increasing the cost of wind energy. Interest in studying
APC of wind turbines for grid frequency regulation has been revived recently.
Most of the proposed approaches either focus on single turbine, or overlook
the effect of APC strategies on actuator usage and mechanical loading of the
system. However, wind energy based power generation plants have an array of
wind turbines that interact with each other aerodynamically in a complicated
manner. In this work we introduce a new distributed APC strategy in which
a farm level controller optimally distributes the task of regulation to all the
wind turbines in a farm accounting for dynamic wake effects introduced due to
control actions of each of those wind turbines. An individual model predictive
controller at each wind turbine then tracks the power references passed on by
farm level controller, subject to mechanical loading constraints. The results
from this approach are compared with the greedy approach when the individual
wind turbines only optimize their own power production without consideration
of downstream neighbors. We then extend the idea of this hierarchical control
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to co-optimization of wind farms and battery energy storage for regulation,
and then for simultaneous wind farm layout and control design to exploit the
synergy between layout design and wind farm control.
We show that the regulation performance scores for the distributed APC ap-
proach are statistically significantly better than the greedy approach. We also
show that co-optimization of wind farm and battery energy storage provides
significantly superior performance over baseline, for a much smaller battery
capacity, providing a potentially significant cost saving. Finally, we show that
designing a layout with simultaneous consideration of control system design,
allows us harness synergistic relationships between layout and control. Capi-
talizing on these synergy mechanisms enables increased annualized wind farm
energy production.
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Chapter 1
Introduction
Wind energy is one of the fastest growing renewable sources of electricity in the
United States, with a 43% reduction in cost of electricity generated by wind
achieved within just four years between 2009–20131. Wind energy accounted
for roughly 60% of the renewable energy generation in the US by the end of
2014 (approximately 5% of overall enery production, refer to Fig. 1.1). With
the goal of enabling 20% wind energy in the US by year 2030 established by
the US Department of Energy (DOE) (US Department of Energy, 2008), this
is a very exciting time in wind energy research.
Wind-based energy production is generally achieved through large arrays
of wind turbines placed in a wind farm. Modern wind farms are large-scale
systems consisting of complex, dynamic sub-systems (wind turbines) with com-
plex intra-farm aerodynamic interactions. One DOE report (US Department
of Energy, 2012) cites that the under-performance rate of these wind farms
is currently as high as 20% in some cases. This presents a huge opportunity
for the development of technology to improve the performance of wind farms
and reduce the cost of wind power. There are multiple reasons for the current
under-performance of wind farms as identified in the DOE report, most im-
portant of which is the turbine-level control implementation, i.e., each wind
turbine employs its own local control without considering complex aerody-
namic interactions within farm. Turbines often do not share information with
each other, resulting in sub-optimal system-level performance. This suggests
that there is clearly a need to find solutions that account for intra-farm inter-
1http://www.awea.org/MediaCenter/pressrelease.aspx?ItemNumber=6044
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actions and are optimal at the farm level. Moreover, with higher penetration
of wind turbines in the energy market it is becoming increasingly imperative
for wind turbines to participate in the grid services to maintain power quality
and support grid frequency, rather than just being the source of supplementary
power.
In conventional power generation systems, this is achieved typically by con-
trolling the active power of the power plant. Active power control (APC) is the
control of power output of power plant to maintain the power balance between
generation and consumption. When power consumption momentarily exceeds
generation, the missing energy is supplied by the kinetic energy of the spinning
generator rotor. Reducing rotor kinetic energy slows down the generators, re-
ducing output power frequency. These generators are synchronous machines
designed to operate at a steady rotational speed, and the grid frequency is
directly influenced by generator frequency. Thus, reduction in generator rota-
tional speed causes a drop in grid frequency. Conversely, if power generation is
greater than the consumption, the grid frequency increases. Both the under-
generation and over-generation of power is detrimental to the grid and power
quality.
Power grid services are managed by an Independent System Operators (ISO)
(also know as Regional Transmission Organizations (RTO)), which are neutral
organizations formed at the recommendation of and regulated by the federal
energy regulatory commission (FERC). Figure 1.2 shows the main ISOs in
the US. The primary responsibilities of an ISO include the management and
control of the electric transmission grid, ensuring the safety and reliability of
the electric system, and providing open access to retail and wholesale markets
for supply in a state or region.
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Figure 1.2: Regional Transmission Organizations in US (Source: Federal
Energy Regulatory Commission)
An ISO typically runs three major market processes in the wholesale energy
markets as shown in Figure 1.3.
Day-ahead Market
ISO Market Processes
Real-time Market Ancillary Services
Figure 1.3: Select market processes run by ISO wholesale energy markets
The day-ahead market solicits the bids from power generators to meet the
forecast demand using a two-phase process. The first phase consists of filtering
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out bids that fail the basic bid requirements. In the second phase, the resid-
ual unit commitment process designates additional power plants that will be
needed for the next day—to compensate for deficits from the first phase—that
must be ready to generate electricity. Power compensation is based of bids and
geographical location of bids. For example, the California ISO employs a full
network search model, which analyzes the active transmission and generation
resources to find a minimum cost energy strategy to serve demand. The model
produces prices that show the cost of producing and delivering energy from
individual nodes, or locations on the grid where transmission lines and gen-
eration interconnect2. For example: For a demand in Minnesota, the power
generator in Illinois will not likely be picked because of transmission losses
that would increase the cost of energy.
The real-time market is typically a spot market in which utilities can buy
power to meet the last few increments of demand not covered in their day ahead
schedules. It is also the market that secures energy reserves, held ready and
available for ISO use if needed, and the energy needed to regulate transmission
line stability.
The ancillary services are energy resources used to help maintain grid sta-
bility and reliability at very short intervals of time. The following section
describes ancillary services in detail.
1.1 Ancillary Services in Electricity Markets
There are typically four types of ancillary services products in an electricity
market: regulation up, regulation down, spinning reserve, and non-spinning
reserve, as shown in Fig. 1.4. Regulation energy is used to control system
frequency, which must be maintained very narrowly around 60 Hz, and varies
as generators change their energy output. Resources providing regulation are
certified by the ISO and must respond to automatic control signals to increase
2https://www.caiso.com/market/Pages/MarketProcesses.aspx
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Synchronized Reserves
Peaking
Ancillary Services
Regulation
Generation SideDemand Side
Demand Response
Black Start Service
Figure 1.4: Select ancillary services in PJM electricity market
or decrease their operating levels depending upon the need.
Spinning reserve is standby capacity from generation units already con-
nected or synchronized to the grid and that can deliver their energy within
10 minutes when dispatched. Non-spinning reserve is capacity that can be
synchronized to the grid and ramped to a specified load within 10 minutes.
po
we
r
hour
Baseload Generation
Renewables Generation
Intermediate Load Generation
Peak Generation Need for Regulation
Figure 1.5: Power grid services
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1.2 Performance Based Regulation Service
The Federal Energy Regulatory Commission (FERC), which oversees the ISOs
in the United States, revised its regulations in 2011 to remedy potential un-
due discrimination in the procurement of frequency regulation in the organized
wholesale electric markets by order 7553. This order was issued in response
to certain practices of some ISOs that resulted in economically inefficient eco-
nomic dispatch of frequency regulation resources. To remedy these issues,
order 755 mandated that all ISOs must compensate frequency regulation re-
sources based on a performance score that reflects the quantity and quality of
frequency regulation service provided by a resource when the resource is fol-
lowing the dispatch signal accurately and quickly. The studies presented here
focus on one of the major ISOs within US that have implemented performance-
based compensation policies for frequency regulation, namely: PJM Intercon-
nection (an ISO in the eastern United States).
1.2.1 PJM Interconnection
In the PJM interconnection policy, each generating resource must pass a qual-
ification test before providing regulation services. This qualification score is
calculated on the basis of a 40 minute test (an example is shown in Fig. 1.6).
Moreover, to stay eligible as a regulation provider each participating resource
must maintain a historical performance score of 0.4 or above (on the scale of 0
to 1). The historical performance score is a rolling average score for 100 hours
during which resource was providing regulation. Failing to maintain an his-
torical score of 0.4 or above results in automatic dismissal of that generating
resource from the regulation market (Forward Market Operations, 2016). The
historical score is:
Sh =
αSq + βSo
100 , (1.1)
3http://www.ferc.gov/whats-new/comm-meet/2011/102011/E-28.pdf
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where Sq is the qualification performance score, So is the running performance
score calculated at regular intervals, β is the number of hours after qualifica-
tion, and α = 100− β. After 100 hours of actual performance scores α→ 0.
Once the generating resource is certified to provide regulation, the running
performance score for the resource is calculated every hour, and performance
payment is issued on the basis of this score. The PJM defines the aggre-
gated running performance score as a weighted sum of three different scores:
precision score (Sp), delay score (Sd), and correlation score (Sc).
The precision score is defined as:
Sp = 1− 1
n
n∑
k=1
|(k)|, (1.2)
(k) =
∣∣∣∣∣ r(k)− s(k)1
n
∑n
k=1 s(k)
∣∣∣∣∣ ,
where n is the number of samples in the signal, s(·) is the regulation signal
from the PJM, and r(·) is the response of participating resource. A typical
PJM regulation signal consists of two component signals: regA and regD,
as shown in Fig. 1.6. The regD and regA signals correspond to high and
low frequency regulation, respectively. A participating generation resource is
certified to provide regulation for only one of these component signals.
The correlation Sc and delay Sd scores are defined as:
Sd(i) =
∣∣∣∣n− in
∣∣∣∣
Sc(i) =
s(k : k + n)T r(k + i : k + n+ i)
s(k : k + n)T s(k : k + n)
(1.3)
where i is the signal vector index. The overall performance score to be
maximized is defined as the weighted sum of Sp, Sc, and Sd:
So = max
i=1:n
{wdSd(i) + wcSc(i)}+ wpSp (1.4)
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Figure 1.6: Typical normalized regD and regA signal from PJM
interconnection
where, wd = wc = wp = 13 are the weights assigned to each of the individual
scores. Here Sp quantifies regulation service precision, whereas Sc and Sd
quantify regulation service agility.
California ISO
Unlike the PJM interconnection, the CAISO evaluates only one accuracy Score
(So) for regulation service:
Sa = max
{
0, 1− 1
n
n∑
k=1
|(k)|
}
, (1.5)
where (k) =
∣∣∣∣∣ r(k)− s(k)1
n
∑n
k=1 s(k)
∣∣∣∣∣ , (1.6)
and t is the time horizon considered for the signal (typically 15 minutes), k is
the time step index sampled every 4 seconds, and n is number of steps (of 4
seconds) in the time horizon t.
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The work reported in this dissertation is focused primarily on the coordi-
nated control of wind farms to participate in ancillary services (specifically in
the frequency regulation) in the wholesale energy markets. We also develop
the algorithms for co-optimization of wind farms and energy storage for fre-
quency regulation. Finally, we extend our work to the combined wind farm
layout design and control to exploit synergy between the two.
This dissertation is structured as follows: we discuss wind turbine and bat-
tery energy storage models in Chapter 2, followed by discussion of wake mod-
els in Chapter 3. We cover the fundamentals of model predictive control and
co-design in Chapter 4 and 5, respectively. We then present three primary
research contributions of this dissertation: distributed APC of wind farms for
regulation in Chapter 6, co-optimization of wind farms and energy storage for
frequency regulation in Chapter 7, and combined wind farm layout and control
system design in Chapter 8. We finally conclude the dissertation and identify
future research directions in Chapter 9.
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Chapter 2
System Modeling
To perform wind farm control, we first need to identify the appropriate dy-
namic system models to be used in solving optimization problems. In this
chapter we look at the system models for two main components used in this
work: wind turbines and batteries.
2.1 Wind Turbine Dynamic Model
Control of wind energy systems involves manipulation of turbine variables such
as blade pitch angle β, generator resistance torque Mg, and yaw angle γ to
change the wind turbine performance as shown in Fig. 2.2. Control perfor-
mance objectives may include power maximization, control for load alleviation,
or some combination of these and other objectives. In the following discussion
we summarize briefly some of the state-of-the-art techniques in wind turbine
control.
Assume that wind turbine power output can be expressed as:
P = 12ρpiR
2Cp (λ, β, γ) (v − x˙T )3 , (2.1)
where λ = ΩR
v−x˙T is the blade tip speed ratio, x˙T is the fore-aft tower bend-
ing speed at the hub height, and v is the effective wind speed at the turbine
hub height (averaged over the rotor disc swept area). Ω is the rotor speed
(on the low-speed side of the gearbox, as shown in Fig. 2.1(b)), and Cp is
the aerodynamic turbine power coefficient that models how efficiently wind
11
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xT
Ω
β
(a) states
generator
side
low-speed
side
high-speed
⌘r
⌦
(b) drive-train
Figure 2.1: Wind turbine schematic
energy is converted to rotational mechanical energy. The contour plot of Cp
as a function of λ and β is shown in Fig. 2.4(b). The key concept behind
energy maximization via optimal control is to ensure that optimal power pro-
duction is maintained at each time step for current wind conditions. Based on
Eqn. (2.1), this is achieved by maintaining a maximum power coefficient Cp∗
for all wind speeds between cut-in1 and rated speeds. This can be viewed as
a control problem in which the blade pitch angle β, rotor speed Ω (in turn af-
fecting λ), and yaw angle γ are controlled to maintain optimal Cp. Blade pitch
control (Boukhezzar et al., 2007; Muljadi & Butterfield, 2001; Namik & Stol,
2011; Stotsky & Egardt, 2013) and yaw control modify the performance of the
system by affecting rotor aerodynamics directly, while controlling generator
torque affects aerodynamic performance indirectly by modulating rotor speed.
For a detailed review of all these methods, see Ref. (Bianchi et al., 2007).
1Cut-in speed is defined as the wind speed below which it is not economically feasible to
operate the wind turbine.
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The power coefficient, Cp, can be defined in two different ways. This enables
separation of the overall problem into two different levels for distributed opti-
mization, as will be seen in Chapter 6. This coefficient can be written in terms
of two distinct sets of input variables:
Cp (λ, β, γ) ≡ Cp (a, γ) , (2.2)
where a is the axial induction factor that is a proxy that quantifies the fraction
of energy extraction from the wind’s kinetic energy. For the power extraction
models derived from actuator disk theory to be valid, the axial induction factor
must be constrained within the range [0,0.5] (Bianchi et al., 2007, Ch. 2). The
response of Cp with respect to a and γ is shown as a contour plot in Fig. 2.4(a).
Successful implementation of these control techniques requires accurate mea-
surement of wind speed v, as tip speed ratio depends on it: λ = ΩR
v−x˙T .
Light detection and ranging (LIDAR) (Scholbrock et al., 2013) based wind
speed estimation is a promising strategy. An alternative control technique—
maximum power point tracking (MPPT)—does not rely on wind speed pre-
diction (Munteanu et al., 2008, pp. 76-77). In this approach the rotor speed
reference is modified by a variation ∆Ω that is based solely on a correspond-
ing change in power P . The sign of ∂P
∂Ω indicates the position of the operating
point with respect to the maximum of P (Ω). The rotor speed reference is
adjusted linearly with a rate proportional to this derivative as a strategy to
evolve the system toward optimum operation, where ∂P
∂Ω = 0. While this
method is easier to implement, it is known to produce significant load fluc-
tuations, shortening mechanical component lives. While all the above control
techniques are feedback based, many model predictive control (MPC) based
feedforward techniques have also been proposed for wind power maximiza-
tion (Burnham, 2009; Dang et al., 2009; Hovgaard et al., 2013; Kusiak et al.,
2010; Schlipf et al., 2013).
Unlike energy maximization strategies, APC seeks to control turbines to
follow a dispatch (power) signal. The first step in wind farm APC is to identify
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appropriate dynamic system models. To that end we begin by describing the
rotor subsystem dynamics as follows:
JΩ˙ = Mr (λ, β, γ)− Mg
ηr
, (2.3)
where Mr is the rotor torque generated by wind on the low-speed side of the
gear box, Mg (typically  Mr) is generator resistance torque (on high-speed
side of the gearbox) that can be controlled, ηr is the gear ratio and J is the
rotor inertia. The net torque (i.e., Mr − Mgηr ) dictates the rotor acceleration.
The rotor torque generated by the wind is given by:
Mr (λ, β, γ) =
1
2ρpiR
3Cp (λ, β, γ)
λ
(v − x˙T )2 . (2.4)
While the wind imparts angular momentum to the turbine rotor; it also induces
tower thrust forces that produce tower oscillations. The structural dynamics
of the tower subsystem are modeled as:
mTex¨T + cT x˙T + kTxT = Ft (λ, β, γ) , (2.5)
where cT is a damping coefficient and kT is the stiffness of the tower in fore-aft
bending mode. The thrust force on the tower, Ft, is defined as:
Ft (λ, β, γ) =
1
2ρpiR
2Ct (λ, β, γ) (v − x˙T )2 , (2.6)
where Ct is the aerodynamic thrust coefficient. It can be seen from Eqns.(2.4)
and (2.6) that both Cp and Ct are dependent on β and γ (among other vari-
ables). The actual (collective) blade pitch angle β is dictated by the dynamics
of the pitch subsystem, modeled here as:
β¨ + 2ζbωbβ˙ + ω2b (β − βc) = 0, (2.7)
where ζb is the damping ratio and ωb is the natural frequency of the blade pitch
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subsystem. The reference command βc is the independent control variable.
Similarly, the dynamics of the yaw subsystem are:
γ¨ + 2ζgωgβ˙ + ω2g (γ − γc) = 0, (2.8)
where ζg is the damping ratio and ωg is the natural frequency of the yaw
subsystem. The reference command γc is the independent control variable.
With the dynamics of the subsystem defined, we identify the states x(t) ∈
R7, outputs y(t) ∈ R4, control inputs u(t) ∈ R3, and disturbance w(t) ∈ R as:
x(t) =
[
Ω xT x˙T β β˙ γ γ˙
]T
y(t) =
[
Ω x˙T β β˙
]T
u(t) = [Mg βc γc]T
w(t) = v
(2.9)
The block diagram for the reduced order nonlinear wind turbine model com-
bining all these subsystems is shown in Fig. 2.2 with states (mechanical degrees
of freedom) shown in Fig. 2.1. Figure 2.3 shows the sensitivity of power out-
put (Eqn. 2.1) to fore-aft tower oscillation speed, x˙T for a fixed v. It can be
seen that if x˙T is not accounted for in power computations, output power is
overestimated significantly. The x˙T , on average, is observed to be 2-3% of
v in this work and in other similar studies (Kristalny et al. (2013); Schlipf
et al. (2013)). Ignoring x˙T could result in 6-9% power overestimation. This
demonstrates empirically the importance of including x˙T in the dynamic sys-
tem model. It also corroborates the justification given in Ref. Schlipf et al.
(2013) for using relative wind speed (v − x˙T ) instead of only wind speed (v),
in the reduced-order dynamic model.
Finally, the nonlinear state space equations for the wind turbine can be
written as:
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mTe x¨T + cT x˙T + kTxT = Ft
 ¨ + 2⇣g!g ˙ + !
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g (     c) = 0 P = 12⇢⇡R
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J⌦˙+
Mg
⌘r
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Figure 2.2: Reduced-order non-linear wind turbine model with different
subsystems
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P (without x˙T )
P (with x˙T )
Figure 2.3: Sensitivity of power output to state x˙T , for a fixed v = 10 m/s.
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x˙1 =
K
J
Cp
(
x1R
w−x3 , x4, x6
)
x1R
(w − x3)3 − u1
Jηr
x˙2 = x3
x˙3 = − cT
mTe
x3 − kT
mTe
x2
+ K
mTe
Ct
(
x1R
w − x3 , x4, x6
)
(w − x3)2
x˙4 = x5
x˙5 = −2ζbωbx5 − ω2b (x4 − u2)
x˙6 = x7
x˙7 = −2ζgωgx7 − ω2g (x6 − u3) ,
(2.10)
where K = 12ρpiR
2. Rewritten compactly, the model is:
x˙(t) = f(x(t),u(t), w(t))
y(t) = h(x(t),u(t), w(t))
(2.11)
The nomenclature for all the quantities in this model is included in Ta-
ble 2.1. It should be noted that the parameters of the reduced-order system
model presented here (such as component inertias, yaw and blade pitch sys-
tem time constants etc.) are well calibrated and experimentally validated on
a standard wind turbine. Throughout this work we base our studies on the
standard NREL 5MW wind turbine. References Jonkman et al. (2009), Bir &
Jonkman (2007) and Schlipf et al. (2013) describe in detail: 1) model param-
eters, 2) comprehensive model validation studies, 3) the effects of parameter
uncertainties on several outputs (including maximum rotor torque, Mr, tur-
bine power, and system frequency responses to wind with multiple turbulence
intensities), and 4) and parametric studies for variation in the power coeffi-
cient. Given the extensive analysis of this model available in the literature,
we can use the above system model with confidence for the design studies pre-
sented here. Finally, it should be noted that the proposed framework in this
research work is generic enough to be used with any standard-definition wind
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Table 2.1: Nomenclature for the turbine model
Quantity Description Unit
v effective wind speed averaged over rotor disc m/s
Ω rotor speed rad/s
xT tower fore-aft bending m
x˙T derivative of tower fore-aft bending m/s
β collective blade pitch angle rad
β˙ derivative of pitch angle rad/s
γ yaw angle rad
γ˙ derivative of yaw angle rad/s
Mg generator control torque N·m
βc pitch angle reference to pitch controller rad
γc yaw angle reference to yaw controller rad
ξb damping coefficient of pitch sub-system –
ωb damping coefficient of pitch sub-system –
ξg damping coefficient of yaw sub-system –
ωg damping coefficient of yaw sub-system –
ηr gear ratio between high- and low-speed of turbine –
turbine with well-defined and calibrated model parameters, and is not limited
to NREL 5MW wind turbine.
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Figure 2.5 illustrates the sensitivities of turbine power and power coefficient
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to several different quantities. Starting with Fig. 2.5 (i), we can see the per-
turbations in Cp have a sizeable impact on ∂P/∂v, especially as v increases.
Next, observing Fig. 2.5(ii), we can see that ∂P/∂Cp is constant for a given
v. This result is expected, given the linear dependence of P on Cp. It should
be noted, however, that the influence of perturbations in v on ∂P/∂Cp is sig-
nificant. Figure 2.5(iii) shows the response of ∂Cp/∂a for perturbations in
yaw angle, γ, and it can be seen that the effect of γ is very small on ∂Cp/∂a.
Finally, Fig. 2.5(iv) shows the influence of changes in axial induction factor, a,
on ∂Cp/∂γ. This effect is noticeable, with ∂Cp/∂γ = 0 at γ = 0, for all values
of a, as expected.
2.2 Battery Energy Storage Models
In this section we look at a Thevenin equivalent battery model, which is one
of the most popular models for model-based control system development. In-
terested readers are referred to He et al. (2011) and Salameh et al. (1992) for a
comprehensive review of battery models. Fig. 2.6 shows a simplistic Thevenin
equivalent dynamic battery model.
V0
Ri Ib
Ic
+
Vb
R
C
–
Vc –+
Figure 2.6: Thevenin model for the battery
In this model Vo is the no load voltage, Ri is the internal resistance, C is the
capacitance (that characterizes the charging and discharging of the battery),
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and R is the polarization resistance of the battery. The mathematical descrip-
tion of the battery system can be obtained using simple Kirchoff current and
voltage balance equations as follows:
Ic = C
dVc
dt
= CRd (Ib − Ic)
dt
Vb = V0 − Vc − IbRi
= V0 − (Ib − Ic)R− IbRi
= V0 − (R +Ri) Ib +RIc
(2.12)
After rearranging the terms we can derive the differential equation and power
output formula for the battery:
dIc
dt
= − 1
RC
Ic +
dIb
dt
Pb = VbIb = V0Ib − (R +Ri) I2b +RIcIb
(2.13)
Let us define the states, control input, and output of the the battery system
as:
xb1 = Ic
xb2 = Ib
xb3 =
∫
Ibdt
ub =
dIb
dt
y = Pb
(2.14)
Here the state xb3 can be interpreted as the proxy for battery state of charge
(SOC). With xb = [xb1,xb2,xb3]T , the state-space model for the battery can
be written as:
x˙b =

− 1
RC
0 0
0 0 0
0 1 0
xb +

1
1
0
ub = Abxb +Bbub, (2.15)
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and:
yb = xTb

0 R2 0
R
2 − (R +Ri) 0
0 0 0
xb + [0 V0 0]xb = xTb Qbxb + Cbxb. (2.16)
Typical constraints that are enforced during charging and discharging of the
battery are:
Il ≤ xb2 ≤ Iu, (2.17)
where Il and Iu are the minimum and maximum current that can be drawn
from the battery, respectively. Let q0 be initial battery SOC at the beginning
of the control operation, then the SOC q can be defined as:
q = q0 + xb3 (2.18)
To the avoid the deep discharge and over-charging of the battery, the following
constraint on the SOC is enforced:
(I − qu)Ibr ≤ q ≤ (1− ql)Ibr. (2.19)
Rewriting this constraint as a bound on xb3 produces:
(I − qu)Ibr − q0 ≤ xb3 ≤ (1− ql)Ibr − q0, (2.20)
where Ibr is the rated capacity of battery in Ah and 0 < ql < qu < 1, and
where SOC lower and upper bounds are ql and qu, respectively.
Effects of temperature on battery parameters and battery degradation due
to wear and tear, are ignored in this work.
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Chapter 3
Wind Farm Wake Modeling
Wind turbines are large dynamic systems that affect the performance of each
other through complex aerodynamic interactions. Wake modeling is a crucial
step in evaluating the performance of wind farms through formalization of
these aerodynamic interactions. To that end, we summarize briefly two specific
categories of wake models – control oriented and layout design oriented – that
are prevalent in the research community.
The baseline control oriented wake models often used in the existing research
studies, are static instantaneous wake models, i.e., the effects of changes in
control inputs – yaw angles and axial induction factors of the upstream tur-
bines – are instantaneously reflected in the wake speeds experienced by the
downstream turbines. In reality, due to large distance between two turbines,
significant amount of time is required for a wake from upstream turbine to
reach a downstream turbine. To address this gap, in this chapter we modify
the instantaneous wake models to capture this delayed wake effect, that is
critical to accurately evaluating control system performance.
3.1 Control-Oriented Wake Models
The control-oriented wake models are often simple algebraic models used to
the evaluate the effect of control actions on wake speeds in the farm. A review
of these wake models is presented in (Annoni et al., 2014). Some of the ear-
liest and most popular wake models include the Jensen model (Jensen, 1984;
Katic et al., 1986), extended Jensen model that includes yaw effects (Gebraad
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et al., 2014; Gebraad & van Wingerden, 2014; Torres et al., 2010). Other more
advanced and computationally expensive models include, full-fledged compu-
tational fluid dynamic solvers such as SOWFA1 that perform large eddy sim-
ulation of wind farms (Churchfield et al., 2012; Fleming et al., 2013). Finally
some hybrid approaches have also been proposed in which advanced com-
putational fluid dynamics (CFD) based large eddy simulation studies were
performed to fine-tune Jensen model to predict the wake deflection of a wind
turbine in yaw (Jimenez et al., 2010).
3.2 Layout Design Oriented Wake Models
The layout-oriented wake models, however, not exclusive from the control-
oriented wake models, are almost always static models. Layout-oriented wake
models also typically do not consider the effects due to yawing of wind turbines
(as they do not consider the control system). Some popular layout-oriented
wake models include static the Jensen model (Jensen, 1984; Turner et al.,
2014), Larsen model (Larsen, 1988), and the Frandsen model (Frandsen et al.,
2006). A summary of many of these models and their sensitivities to different
farm conditions such as wind speeds, land configuration, and installed capacity
can be found in Tong et al. (2015).
3.3 Baseline Wake Model
The control-oriented wake model used in this work is adopted from the model
detailed in (Gebraad & van Wingerden, 2014; Jensen, 1984; Katic et al., 1986;
Torres et al., 2010). Interested readers are referred to these and other works
cited in these references for details on the derivations of these formulae. In
the following subsections we summarize the wake model.
The fundamental utility of the wake model is to predict the effects on the
1Simulator fOr Wind Farm Applications
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Figure 3.1: Different wake zones downstream of a turbine
incoming wind speed of downstream turbine due to the control actions (typi-
cally yaw angle, axial induction) of upstream turbine. Thus, the first step of
the the wake model is to model the wake velocity profile at an axial distance
d downstream of the turbine i modeled as:
vw,i(d, r) = vi (1− 2aici(d, r)) , (3.1)
where ai is the axial induction factor of turbine i and ci(d, r) is the wake decay
coefficient:
ci(d, r) =

ci,1, if r ≤ Dw,i,1(d)2
ci,2, if Dw,i,1(d)2 < r ≤ Dw,i,2(d)2
ci,3, if Dw,i,2(d)2 < r ≤ Dw,i,3(d)2
0, if r > Dw,i,3(d)2 .
(3.2)
In the above expressions r is the lateral distance from wake center-line where
wake decay coefficient is being evaluated (as shown in Fig. 3.2). Here r is
defined in relation to yw,i, the y-offset of the wake center-line from x-axis
passing through the upstream turbine i, as shown in Fig. 3.1.
yw,i(d) =
∫ d
0
tan (ξi(s)) ds (3.3)
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Figure 3.2: Inter-turbine distance definition
Typically the y-offset includes a wake rotation component as well (Gebraad
& van Wingerden, 2014), which is not very significant and thus we ignore it
for this work. Here ξi(d) is the angle made by wake center-line with x-axis.
The free-stream velocity direction is assumed to be parallel to the x-axis for
derivation of these formulae.
The angle made by the wake center-line with x-axis as a function of down-
stream distance d from the hub is given by:
ξi(d) ≈ 2ai (1− ai) cos
2 (Γi) sin(Γi)(
1 + 2kdd
D
)2 (3.4)
where Γi is the yaw (misalignment) angle of turbine i. Finally, the wake zone
diameters, Dw,i,q(d), for q = 1, 2, 3 in Eqn. (3.2) at distance d downstream of
turbine i (as shown in Fig. 3.1), can be computed as:
Dw,i,q(d) = max (Di + 2keme,qd, 0) , (3.5)
where ke and me,q for q = 1, 2, 3 are wake expansion parameters that can
be obtained using empirical studies on a given terrain where wind farm is
located. The wake speed experienced by the downstream turbine is not only
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the combination of three wake zones (q = 1, 2, 3) from a single upstream
turbine, but also is the combination of all the wake zones of all the upstream
turbines for which the decay coefficients ci(d, r) are non-zero. To that end,
let us define the set Uj to consist of indices that refer to turbines upstream of
turbine j that influence its wind speed by creating wake. The sets Uj ∀ j =
1, 2, · · · , N form a time-varying directed graph that are functions of the axial
induction factor ai and wake angle Γi as will be seen shortly. To compute the
wake decay coefficient in Eqn. (3.2), we first need to compute the local wake
decay coefficient for each wake zone:
ci,q(d) =
(
Dj
Dj + 2kemv,q (Γi) d
)2
, (3.6)
where mv,q is an adjusted wake deflection parameter that applies a correction
factor to Mv,q—an empirically derived wake parameter—to account for yaw
misalignment of the turbine rotor with incoming wind speed. The adjusted
factor mv,q is defined as:
mv,q (Γi) =
Mv,q
cos (av + bvΓi)
. (3.7)
The effect of multiple wakes generated by upstream turbines i ∈ Uj is com-
bined to obtain the wind speed at turbine j as:
vj = v∞Xj, (3.8)
where Xj is the multiplier to the free stream velocity v∞ that accounts for
wind speed deficits δvi generated by upstream turbines i ∈ Uj. The multiplier
is defined as:
Xj = 1− 2
√ ∑
di<dj
(ai · δvi)2, (3.9)
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where:
δvi =
3∑
q=1
ci,q (dj − di)min
(
Aoi,j,q
Aj
, 1
)
, (3.10)
and where Aoi,j,q is the overlap area between the qth wake zone of upstream
turbine i and the rotor of turbine j, and Aj is rotor area of the turbine j.
The overlap areas can be computed easily once the wake zone diameters and
y-offset of wake centerline are known.
3.4 Augmented Wind Speed Prediction Model
The baseline control oriented wake model described in previous section is a
static instantaneous wake model, i.e., the effects of changes in yaw angles and
axial induction factors of the upstream turbines are instantaneously reflected
in the wake speeds experienced by the downstream turbines. In reality, due to
the large distance (of the order of three to ten turbine rotor diameters) between
two turbines, it takes a significant amount of time for a wake from upstream
turbine to reach a downstream turbine. To address this gap, in this section we
augment the instantaneous wake model with temporal information to capture
this delayed wake effect. Accounting for this delay is critical to accurately
evaluating control system performance, and, as will be demonstrated shortly,
can be achieved without incurring significant additional computational cost.
To that end, again consider the wake zone speed profiles downstream of the
turbine i at a distance d as:
vw,i,q(d) = vi (1− 2aici,q(d)) , (3.11)
for q = 1, 2, 3.
We now consider the time-delayed local wake decay coefficient for each zone
(instead of instantaneous as before), i.e., we model the delayed effect of yaw
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and axial induction on wake speeds:
ci,q(d) =
(
Dj
Dj + 2kemv,q (Γi (t− τi,q)) d
)2
, (3.12)
mv,q (Γi (t− τi,q)) = Mv,qcos (av + bvΓi (t− τi,q)) , (3.13)
where τi,q(d) is the time required for the qth wake zone from turbine i to travel
to turbine j located at a distance d downstream. This time is computed as:
τi,q(d) =
∫ d
0
(
1
vw,i,q(s) cos (ξi(s))
)
ds
≈
n∑
k=1
(
1
v¯w,i,q,k cos (ξi (sk))
)
∆sk
=
n∑
k=1
2 (sk − sk−1)
(vw,i,q (sk) + vw,i,q (sk−1)) cos (ξi (sk))
. (3.14)
where s0 = 0, sn = d, and sk > sk−1 are defined such that the distance d
downstream of turbine i is divided into n segments:
d =
n∑
k=0
∆sk =
n∑
k=0
sk − sk−1.
The average wake speed for segment k is defined as:
v¯w,i,q,k =
vw,i,q (sk) + vw,i,q (sk−1)
2 ,
where q = 1, 2, or 3. While the time-delayed wake effect is considered in (Ge-
braad & van Wingerden, 2014), their work considers an average time-delay for
all three wake zones. However, in reality, there is a significant difference in
arrival times of different wake zones at downstream turbines, thus in this work
we individually consider the time delays for all the wake zones.
The multiplier to the free stream velocity, Xj, is modified to reflect time-
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delayed wind speed deficits δvi,q(t) for each wake zone:
δvi,q(t) = ci,q (dj − di)min
(
Aoi,j,q(t)
Aj
, 1
)
, (3.15)
and,:
Xj(t) = 1− 2
√√√√√ ∑
di<dj
 3∑
q=1
ai (t− τi,q(dj − di)) δvi,q
2. (3.16)
Finally, the combined effect of multiple time-delayed wakes generated by tur-
bines i ∈ Uj upstream of the turbine j is obtained as:
vj(t) = v∞(t)Xj(t). (3.17)
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Chapter 4
Model Predictive Control
Model Predictive Control (MPC) is an iterative, finite-horizon optimal control
method for dynamic systems. As with any standard optimal control problem,
in MPC, an objective function is optimized by manipulating the control inputs,
subject to dynamics of the system, and other system constraints. The biggest
advantage of this iterative (repetitive) optimization strategy, is the ability to
feed back the actual state information at the end of the time horizon and
re-solve the optimization problem. In contrast, open-loop optimal control
techniques cannot compensate for error using real-time feedback. Secondly,
MPC by construction allows us to incorporate complex path constraints, which
are otherwise not possible to include in standard linear quadratic regulator
(LQR) like approaches. For a detailed treatment of MPC, readers are referred
to Borrelli et al. (2016), Cannon (2004), and Mayne et al. (2000). In this
chapter, we focus solely on the linear quadratic MPC involving linear system
dynamics and quadratic objective functions, as applicable to studies performed
in this work.
The MPC algorithm works as follows: At time tk, the current state of the
system x(tk) is observed (often via sensors) and optimal control policy is com-
puted (using some numerical minimization algorithm) for a finite time horizon
in the future — (tk, tk + th). For the notational convenience, let us call th the
‘solution horizon’. Only a few steps of the computed optimal control strat-
egy are implemented, then the system state is observed, and the optimization
problem is solved again starting from the new current system state, provid-
ing a new optimal control policy and new predicted state trajectories under
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the application of computed optimal control policy. Again, for convenience,
let us call this time horizon for which the control policy is implemented, the
‘action horizon’ and represent it by tr. Through the repetitive optimization
process, the solution horizon is continuously shifted forward, i.e., in the first
iteration the optimization problem is solved for horizon (tk, tk + th) and then
for (tk+tr, tk+tr+th), and so on. To that end, consider a standard continuous
time linear-quadratic optimal control formulation:
J = min
u(t)
p (x(tf )) +
∫ tf
0
q (x(t),u(t)) dt (4.1a)
subject to: x˙ (t) = Ax (t) +Bu (t) (4.1b)
x(t) ∈ X , u(t) ∈ U , (4.1c)
where Eqn. (4.1a) represents the objective function, Eqn. (4.1b) represents the
system dynamics, and X and U are the sets constraining states x and control
u, respectively. The continuous time optimization problem in Eqn. (4.1) is
then converted to a discrete time optimization problem to make it amenable
to MPC framework:
J∗k (x(tk)) = minu(tk→tk+N |tk)
p (x(tk+N |tk)) +
N−1∑
j=0
q (x(tk+j|tk),u(tk+j|tk))
subject to: x (tk+j+1|tk) = Adx (tk+j|tk) +Bdu (tk+j|tk) , for: j = 0, 1, 2 · · ·N − 1
x(tk+j|tk) ∈ X , u(tk+j) ∈ U for: j = 0, 1, 2 · · ·N − 1
x (tk+N |tk) ∈ Xf
x(tk|tk) = x(tk).
(4.2)
where the function Jk (x(tk)) defines the objective value computed for the
horizon from tk to tk+N with states x(tk) at time tk as the initial conditions.
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Table 4.1: Problem time horizons for MPC problem
Problem # start end use only until
1 0 th tr
2 tr tr + th tr + tr
... ... ... ...
The discrete dynamics of the system are described by:
x (tk+j+1|tk) = Adx (tk+j|tk) +Bdu (tk+j|tk) , for: j = 1, 2 · · ·N − 1, (4.3)
where x (tk+j+1|tk) denotes the discrete state prediction at time tk+j+1, for the
system with initial conditions x(tk). Such a discretization can be acheived
using any popular quadrature method such as Runge Kutta, the Trapezoidal
method or Zero-order hold for LTI systems (Betts, 2010; Biegler, 2007). The
variable N represents the number of discrete time points in the problem time
horizon. For example, the time horizon for the very first MPC problem begins
at tk = 0 and ends at tk+N = th. For the next iteration it begins at tk = tr
and ends at tk+N = th + tr. The time horizon continuously shifts in the future
with updated tk and tk+N as shown in Table 4.1.
There are two different numerical optimization approaches used for solving
MPC problems — the Sequential and Simultaneous method. These methods
are discussed in the following sections, but before discussing those, we first
look at one of the most useful techniques for converting continuous time system
dynamics to discrete time dynamics — zero-order hold discretization.
4.1 Zero-Order Hold Discretization
Consider a continuous time LTI system:
x˙(t) = Ax(t) +Bu(t), (4.4)
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where x(t) ∈ Rn, u(t) ∈ Rm, A ∈ Rn×n and B ∈ Rn×m. The closed-form
solution for this LTI system can be written as:
x(t) = eA(t−t0)x(t0) +
∫ t
t0
eA(t−τ)Bu(τ)dτ. (4.5)
Assuming tk = t0, tk+1 = t, and defining the sampling interval as T = tk+1−tk,
Eqn. (4.5) can be rewritten as:
x(tk+1) = eA(tk+1−tk)x(tk) +
∫ tk+1
tk
eA(tk+1−τ)Bu(τ)dτ (4.6)
x(tk+1) = eATx(tk) +
∫ tk+1
tk
eA(tk+1−τ)Bu(tk)dτ. (4.7)
If we further define τ ′ = tk+1 − τ , then we can write dτ = −dτ ′, and rewrite
the integral in Eqn. (4.7) as:
∫ tk+1
tk
eA(tk+1−τ)Bu(tk)dτ = −
∫ 0
T
eAτ
′
Bu(tk)dτ ′
=
∫ T
0
eAτ
′
Bdτ ′u(tk)
=
(∫ T
0
eAτBdτ
)
u(tk).
After substituting this integral back in the Eqn. 4.7, we get:
x(tk+1) =
(
eAT
)
︸ ︷︷ ︸
Ad
x(tk) +
(∫ T
0
eAτBdτ
)
︸ ︷︷ ︸
Bd
u(tk) (4.8)
x(tk+1) = Adx(tk) +Bdu(tk). (4.9)
Eqn. (4.9) is the discrete equivalent of the continuous time LTI system in
Eqn. (4.5), where Ad ∈ Rn×n, Bd ∈ Rn×m are the new system matrices in
discrete time.
35
4.2 Sequential Method — Linear Quadratic Case
The sequential method (a.k.a the single shooting method) for MPC follows
simulation-then-optimization approach. In this approach, only the discretized
control inputs are considered as optimization variables and the forward simu-
lation of a discrete dynamic model is performed to predict future states. The
predicted states are then used to compute the objective function (Betts, 2010;
Cannon, 2004). This process is described for linear-quadratic problems as
follows.
Let q (·) be the quadratic function of x(·) and u(·), and let xk = x(tk|tk).
The discrete system dynamics for each time step can then be written as:
x (tk+1|tk) = Adx (tk|tk) +Bdu (tk|tk)
x (tk+2|tk) = Adx (tk+1|tk) +Bdu (tk+1|tk)
= Ad{Adx (tk|tk) +Bdu (tk|tk)}+Bdu (tk+1|tk)
= A2dx (tk|tk) + AdBdu (tk+j|tk) +Bdu (tk+1|tk)
= A2dx (tk|tk) + [AdBd Bd]
 u (tk|tk)
u (tk+1|tk)
 .
(4.10)
By induction we can write:
x (tk+N |tk) = ANd x (tk|tk) +
[
AN−1d Bd A
N−2
d Bd . . . Bd
]

u (tk|tk)
u (tk+1|tk)
...
u (tk+N−1|tk)
 .
(4.11)
The set of equations in Eqn. (4.11) can be written compactly in matrix form
as:
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
x(tk|tk)
x(tk+1|tk)
x(tk+2|tk)
x(tk+3|tk)
...
x(tk+N |tk)

︸ ︷︷ ︸
Xk
=

I
Ad
A2d
A3d
...
ANd

︸ ︷︷ ︸
Sx
xk +

0 0 0 · · · 0
Bd 0 0 · · · 0
AdBd Bd 0 · · · 0
A2dBd AdBd Bd · · · 0
... ... ... . . . ...
AN−1d Bd A
N−2
d Bd · · · · · · Bd

︸ ︷︷ ︸
Su

u(tk|tk)
u(tk+1|tk)
u(tk+2|tk)
u(tk+3|tk)
...
u(tk+N−1|tk)

︸ ︷︷ ︸
Uk
Xk = Sxxk + SuUk.
(4.12)
After substituting Eqns. (4.18) and (4.22) into the objective function defined
in Eqn. (4.2), we can write:
Jk (U(tk)) =
N−1∑
j=0
x(tk+j|tk)TQx(tk+j|tk) + u(tk+j|tk)TRu(tk+j|tk)
= X(tk)T

Q 0 . . . 0
0 Q . . . 0
0 0 . . . ...
0 0 . . . Q

︸ ︷︷ ︸
Q¯
X(tk) + U(tk)T

R 0 . . . 0
0 R . . . 0
0 0 . . . ...
0 0 . . . R

︸ ︷︷ ︸
R¯
U(tk)
= X(tk)T Q¯X(tk) + U(tk)T R¯U(tk)
= (Sxx(tk|tk) + SuU(tk))T Q¯ (Sxx(tk|tk) + SuU(tk)) + U(tk)T R¯U(tk)
= (Sxx(tk|tk) + SuU(tk))T Q¯ (Sxx(tk|tk) + SuU(tk)) + U(tk)T R¯U(tk)
= U(tk)T
(
STu Q¯Su + R¯
)
︸ ︷︷ ︸
H
U(tk) + 2
(
x(tk|tk)TSTx Q¯Su
)
︸ ︷︷ ︸
qT
U(tk)
+ x(tk|tk)T
(
STx Q¯Sx
)
x(tk|tk)︸ ︷︷ ︸
c
= U(tk)THU(tk) + qTU(tk) + c.
(4.13)
For linear-quadratic problems, the constraints x(tk+j) ∈ X ⊂ Rn and
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u(tk+j) ∈ U ⊂ Rn are also linear in the form Axx(tk+j) ≤ bx and Auu(tk+j) ≤
bu, ∀ j, where Ax and Au are matrices of whose dimensions depend on the
number of constraints. Following the similar procedure as above, the con-
strains can also be written compactly as:
GU(tk) ≤ w + Exk, (4.14)
where:
G =

Au 0 . . . 0
0 Au . . . 0
... ... ... ...
0 0 . . . Au
0 0 . . . 0
AxBd 0 . . . 0
AxAdBd AxBd . . . 0
... ... ... ...
AxA
N−1
d Bd AxA
N−2
d Bd . . . AxBd

, (4.15)
E =

0
0
...
−Ax
−AxAd
−AxA2d
...
−AxANd

; w =

bu
bu
...
bu
bx
bx
...
bx

. (4.16)
Finally, the overall optimization problem for one time horizon starting at
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time tk can be written as:
J∗k = min
U(tk)
U(tk)THU(tk) + qTU(tk) + c
subject to: GU(tk) ≤ w + Exk.
(4.17)
The optimization argument of the sequential MPC approach is only the
control inputs for the time horizon, i.e., u (tk → tk+N−1).
The last term c in Eqn. (4.17) is constant, and can be omitted from objective
function as it does not affect the optimization. This large scale quadratic
program (QP) can now be solved using any standard QP solver.
4.3 Simultaneous Method — Linear Quadratic Case
In the simultaneous method, the optimization problem arguments are both
control inputs and system states (Biegler, 2007), i.e., simulation and optimiza-
tion are performed simultaneously. Even though the number of optimization
variables is larger for the simultaneous approach compared to the sequential
approach, it is often preferred because of important numerical advantages. The
sequential approach is often numerically challenging as it requires computation
of higher powers of system matrices (e.g., ANd in the case of the LTI systems).
This can be challenging, because for higher N , calculating the matrix ANd
becomes intractable very quickly, introducing numerical difficulties (Borrelli
et al., 2016). Moreover, the resulting Hessian and constraint Jacobians for
the simultaneous method are very sparse, allowing usage of very computa-
tionally efficient solution techniques (a fact that will be evident in subsequent
discussion).
Consider the quadratic objective function for the MPC problem:
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Jk (x(tk)) =
N∑
j=1
x(tk+j|tk)TQx(tk+j|tk) +
N−1∑
j=0
u(tk+j|tk)TRu(tk+j|tk)
= X(tk)T (IN×N ⊗Q)X(tk) + U(tk)T (IN×N ⊗R)U(tk)
= [X(tk) U(tk)]T
IN×N ⊗Q 0
0 IN×N ⊗R
X(tk)
U(tk)
 ,
(4.18)
where ⊗ is the Kronecker product and X(tk) =

x(tk+1|tk)
x(tk+2|tk)
...
x(tk+N |tk)
 and U(tk) =

u(tk|tk)
u(tk+1|tk)
...
u(tk+N−1|tk)
 .
Since the simulation is performed simultaneously with optimization, discrete
system dynamics must be enforced as equality constraints:
x (tk+1|tk) = Adx (tk|tk) +Bdu (tk|tk)
x (tk+2|tk) = Adx (tk+1|tk) +Bdu (tk+1|tk)
...
x (tk+N |tk) = Adx (tk+N−1|tk) +Bdu (tk+N−1|tk) .
(4.19)
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In compact form, these constraints can be written as:

I 0 0 · · · 0 −Bd 0 · · · 0
−Ad I 0 · · · 0 0 −Bd · · · 0
0 −Ad I · · · 0 0 0 · · · 0
... ... ... . . . ... ... ... . . . ...
0 0 · · · −Ad I 0 0 · · · −Bd

︸ ︷︷ ︸
Geq
X(tk)
U(tk)
 =

Adxk
0
0
...
0

︸ ︷︷ ︸
weq
.
It should be noted that Geq— although large in size — is very sparse. Fi-
nally, the linear inequality constraints of type Axx(tk+j) ≤ bx and Auu(tk+j) ≤
bu, ∀j, can also be written compactly as:
G
X(tk)
U(tk)
 ≤ w, (4.20)
where:
G =
IN×N ⊗ Ax 0
0 IN×N ⊗ Au
 , w =
1N ⊗ bx
1N ⊗ bu
 , (4.21)
and where IN×N is an identity matrix of dimension N × N and 1N is an
N -dimensional vector containing 1 in all its entries.
The overall optimization problem using the simultaneous method, for one
time horizon starting at time tk, can be written as:
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J∗k = max[X(tk) U(tk)]T
[X(tk) U(tk)]T
IN×N ⊗Q 0
0 IN×N ⊗R
X(tk)
U(tk)

subject to: Geq
X(tk)
U(tk)
 = weq
G
X(tk)
U(tk)
 ≤ w.
(4.22)
This large scale sparse quadratic program can be solved using any standard
QP solver. We use the simultaneous method for MPC extensively in this work
due to its computational efficiency.
4.4 Example: Model Predictive Control of a DC Motor
In this section we look at an example for application of model predictive control
based on a DC motor control (Bemporad & Mosca, 1998). Figure 4.1 shows
the schematic of DC motor connected to a load through a gear box. The
objective is to maintain the load position θL, at some reference angle θr, by
controlling the input voltage V .
The system states, control, and torque can be defined, respectively as, as:
x =
[
θL θ˙L θM θ˙M
]T
u = V
T =
[
kθ 0
kθ
ρ
0
]
x,
(4.23)
and the system dynamics can be written as:
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Table 4.2: DC Motor parameters
Parameter Symbol Value
Armature resitance R 20 ohm
Motor inertia JM 0.5 kgm2
Nominal load inertia JL 10 kgm2
Gear ratio ρ 20
Torsional rigidity of drive-train kθ 1280.2 Nm/rad
Motor viscous friction coefficient βM 0.1 Nms/rad
Load viscous friction coefficient βL 25 Nms/rad
Motor constant kT 10 Nm ohm/V
Figure 4.1: DC motor schematic
x˙ =

0 1 1 0
− kθ
JL
−βL
JL
kθ
ρJL
0
0 0 0 1
kθ
ρJM
0 − kθ
ρ2JM
−βM+k2T /R
JM

︸ ︷︷ ︸
A
x +

0
0
0
kT
RJM

︸ ︷︷ ︸
B
u (4.24)
where all the parameters in Eqn. (4.24) are defined in Table 4.2.
The quadratic objective function for maintaining the load position at θr, for
time horizon tf can be described as:
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J =
∫ tf
0
(θL(t)− θr)2 dt. (4.25)
It is also desired that the torsional torque must satisfy the constraint
|T | ≤ 78.54 Nm,
due to the finite shear strength of shaft material. Finally, the DC voltage
supply is also constrained within a range:
|V | ≤ 220 V.
The overall optimization problem can now be written as:
max
u(t)
∫ tf
0
(θL(t)− θr)2 dt (4.26)
subject to: x˙ = Ax +Bu (4.27)
|T | ≤ 78.54 (4.28)
|u| ≤ 220. (4.29)
To solve this optimization problem using MPC, the system dynamic model
is transformed from continuous-time to discrete-time, using a zero-order hold,
with a 0.02s sampling interval. The simultaneous method is used to solve the
optimization problem for final time of 10s. The solution horizon and action
horizon for each MPC problem are chosen to be 0.8s and 0.1s, respectively, and
the problem is solved to maintain a load position θL at pi/6 radian. It can be
seen in Fig. 4.2, that the MPC approach, after an initial smooth transient, is
perfectly able to maintain the desired load position while satisfying the system
constraints within the tolerance. The simultaneous MPC approach illustrated
in this example will be used extensively in subsequent chapters.
44
Figure 4.2: Optimal Load position, voltage, and torque trajectories for the
DC motor problem using MPC. Red lines in the V and T plots represent the
constraint bounds.
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Chapter 5
Co-design of Dynamic Systems
Optimal design of complex dynamic systems is typically an iterative process
involving plant and associated controller design. The strong interdependence
between plant and control design must be addressed to obtain system-optimal
solutions. This is especially true when the system performance is highly depen-
dent on physical design of system as well the control system it employs. This
can be achieved through integrated plant and control design (co-design) meth-
ods, which can lead to significant performance improvements over traditional
sequential methods (Allison et al., 2014; Allison & Herber, 2014; Deshmukh
& Allison, 2016; Fathy et al., 2001). Moreover, recent advances in co-design
can handle nonlinear dynamic, path, control, and plant constraints efficiently
(Allison et al., 2014; Allison & Herber, 2014; Herber, 2014) using open-loop
control (OLC) where no assumptions are made on control structure. Co-design
has been used traditionally in early-stage design studies where optimal plant
design and optimal control input trajectories are sought for a specified physical
system architecture.
OLC techniques used in co-design include both indirect methods (dynamic
programming (Bellman, 1957), Pontryagin’s maximum principle (Pontryagin
et al., 1962)) and direct methods (shooting (Allison & Herber, 2014), direct
transcription (Betts, 2010; Biegler, 2010; Ross & Karpenko, 2012)). In OLC,
optimal control trajectories are sought without assuming control architecture,
whereas closed-loop control (CLC) design requires specification of a control
structure (e.g., state/output feedback) that may implicitly limit performance
or ability to satisfy system constraints. While OLC provides important insights
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at early design stages, CLC is normally required for actual implementation to
provide stability, robustness, disturbance rejection, and other desirable proper-
ties of feedback systems (explaining the vast range of CLC methods, including
LQR/LQG (Athans, 1971), adaptive control (Astrom & Wittenmark, 2008),
and H∞ control (Zames, 1981)). CLC can produce optimal solutions if specific
(but potentially restrictive) conditions are met such as with LQR/LQG (linear
dynamics, quadratic objective, no path or plant constraints). The trade-offs
between OLC and CLC has motivated a few techniques such as model pre-
dictive control (MPC) (Mayne et al., 2000) and feedfoward control (Elliott &
Sutton, 1996).
Useful design insights can be extracted from optimal OLC solutions when
employing co-design. Since the resulting solutions have the optimal dynam-
ics, the desired natural dynamics of the system can emerge (Allison, 2013,
2014; Herber, 2014; Karkee & Steward, 2010; Mourik et al., 2009; Schaal &
Atkeson, 1993; Son & Lee, 2010). Furthermore, the resulting trajectories can
serve as a basis for developing implementable feedback control systems and
physical-system/architecture design if the OLC was used in early-stage design
(Herber, 2014; Karkee & Steward, 2010; Mourik et al., 2009; Schaal & Atke-
son, 1993; Son & Lee, 2010). Also, even if the resulting optimal OLC is not
implementable, co-design studies can reveal physical system designs that will
work best for active system performance.
Finally and perhaps most critically, OLC supports solution of sophisticated
co-design optimization problems that involve nonlinear dynamics, nonlinear
plant constraints, path constraints, hybrid dynamics, and other challenging
elements of realistic system design problems. OLC often is successful at cap-
turing complex control solutions beyond what is possible with traditional CLC
with assumed control architectures. Co-design based on CLC limits creative
plant design exploration at early design stages. While OLC is an important
tool for early studies, a significant gap exists between OLC and implementable
CLC. An ideal design framework will support identification of system-optimal
plant designs while supporting the development of CLC systems that yield
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approximately optimal system performance based on an understanding of how
a system should behave dynamically that is gained through early-stage OLC
co-design studies. In this chapter we include the examples, where co-design
has been very successful in providing system optimal solutions, by exploiting
the synergy between two design disciplines – plant and control design. In the
subsequent chapters we extend the idea of co-design to simultaneous wind farm
layout and control design.
5.1 Co-Design Formulations for Dynamic Systems
Effective implementation of the co-design process requires consideration of
several optimization problem formulations. An inherent feature of co-design is
that the optimization is performed with respect to plant design variables xp as
well as control trajectories u(t) (in case of OLC) to obtain optimal objective
- φ∗ (·). To that end, consider a canonical typical co-design problem:
min
xp,u(t)
φ (t, ξ(t),u(t),xp) (5.1a)
subject to: ξ˙ − f (t, ξ(t),u(t),xp) = 0 (5.1b)
C (t, ξ(t),u(t),xp) ≤ 0 (5.1c)
ϕ (t0, ξ(t0), tf , ξ(tf ),xp) ≤ 0, (5.1d)
where t is time and ξ(t) is the state trajectory vector (Herber, 2014). System
dynamics are enforced through the dynamic constraints in Eqn. (5.1b). The
path constraints C(·) are enforced through Eqn. (5.1c), and Eqn. (5.1d) rep-
resents the initial and final boundary conditions of the system to be designed.
With the formulation in place, additional solution considerations will be
discussed.
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5.1.1 Classifications of Information Horizons
OLC typically has been used on complete horizon systems where the environ-
ment is known completely for the time horizon. This, however, is a strong
assumption. Considering smaller horizons is more realistic. Here we discuss
additional information horizon cases that are appropriate for design of many
dynamic systems.
Complete Horizon
The control (either OLC or CLC) problem is solved with complete informa-
tion about environment (e.g., exogenous inputs, physical model). Examples
include robotic manipulator path planning (Allison, 2013) and space shuttle
reentry trajectory design (Betts, 2010). These problems are typically oﬄine
optimization problems.
Instantaneous
This class of problems deals with instantaneous control problem, where the
environment information is available only at the current instant of time. CLC
for tracking and regulation are well-known examples. With instantaneous in-
formation, providing an acceptable level of performance over the entire horizon
(such as satisfying path constraints) can be challenging.
Limited Horizon
This control problem is solved for only a small portion of the horizon. This so-
lution is repeated at regular intervals during operation. Some examples include
look ahead control of wind turbines (Scholbrock et al., 2013) and fuel optimal
hauling trucks or railways (Jiaxin & Howlett, 1993). MPC is an important
solution strategy since it can provide comparable performance to complete
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horizon solutions and the desirable stability and robustness properties of in-
stantaneous ones (Mayne et al., 2000). These problems can be solved as oﬄine
or online optimization problems. Limited horizon is a middle ground between
complete and instantaneous horizon problems.
5.1.2 Early-Stage Design Considerations
Utilizing co-design with OLCmaintains an unrestrictive (and potentially system-
optimal) formulation while performing these studies especially in early-stage
design. Conventional design strategies involve physical-system design without
complete consideration of the interaction between physical- and control-system
design, leading to suboptimal results.
Unstructured OLC can be used to replace selected components or interfaces
in a system to simplify early design studies. Electric subsystems may be ap-
proximated as OLC trajectories in mechatronic systems (Allison, 2013), partic-
ularly if fast electrical system dynamics support a direct mapping from OLC to
CLC with tracking. Another example is deciding between semi-active/active
control strategies vehicular suspsnesion design (Miller, 1988). At a fundamen-
tal level, OLC formulations can model idealized versions of these components
(e.g., constraints on power: P ≤ 0 for semi-active, P ∈ R for active) and
guide the selection process based on insights extracted from OLC results (e.g.,
Does the performance benefit of an active system outweigh the cost penalty
compared to a semi-active one?).
Another recent example from the literature involves power-take off (PTO)
design for a wave energy converter (WEC) that extracts (or inputs) power
through a force (Herber, 2014). Several WEC PTO types have been inves-
tigated, including linear generators, rotary electric machines, and hydraulics
systems, each of which have widely different dynamics. If the PTO type is
ignored at early design stages, and the force trajectory provided by the PTO
is optimized using OLC, important insights about how the system should be
operated can be extracted before some architecture decisions are made. These
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insights can then inform both physical and control architecture design deci-
sions. Distinct behaviors, such as latching (holding the WEC in place for a
short time), emerge via OLC studies. Physical- and control-system architec-
ture decisions can then be made to achieve the type of behavior exhibited in the
OLC co-design results (Herber, 2014). This strategy helps engineers develop
implementable systems that approach the fundamental maximum system per-
formance limit, and offers a path toward integrated mechatronic system design
processes than can be adopted in engineering practice.
Similarly, for the transition from computational models to fabricated plants,
structured studies addressing the common issues associated with reconfigura-
bility of the plant such as cost estimation and selection can be performed in a
complete way. Co-design with OLC enables the proper study of reconfigura-
bility of controlled dynamic systems.
Recent advances in co-design based on optimal OLC methods make possible
the design of systems that account fully for the interaction between physical-
and control-system design, including detailed and realistic physical-system de-
sign considerations (Allison et al., 2014; Deshmukh & Allison, 2016). These
methods are highly effective for early-stage design, generating physical sys-
tems with natural dynamics that interact with an active control system in a
way that yields maximal system performance. The associated optimal control
trajectories can lead to new insights, and help engineers discover what the
true physical system performance limits are without constraints imposed by
control architecture assumptions. These optimal control trajectories, however,
cannot be used directly in a control-system implementation.
Elements of optimal OLC may be used in realizable control systems. For
example, open-loop optimization can be repeated online based on feedback of
measured/estimated variables (Keerthi & Gilbert, 1988; Rahman & Palanki,
1996; Ross & Karpenko, 2012). Robustness may be improved using open-
loop multi-objective optimization that aims to improve nominal performance
and reduce variance (Nagy & Braatz, 2004). Alternatively, classical feedback
methods may be used in well-modeled regimes, but is complemented through
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the use of open-loop trajectories in poorly modeled regions (Kolter et al., 2010;
Kum et al., 2011).
While the above strategies enhance the utility of OLC in practice, in many
cases a feedback control architecture is required. There is a significant gap
that exists between the output of OLC co-design methods that are appro-
priate for early-stage design, and implementable control-system design. The
following discussion presents a first effort to formalize this gap in the context
of co-design and integrated system development, and presents a first approach
for addressing this gap. Several approaches may be used to extract CLC de-
signs from OLC co-design results with varying levels of rigor. Optimal OLC
trajectories may be analyzed for patterns, spectral properties, or other charac-
teristics that can guide control architecture development. Given sufficient data
from optimal control trajectories, system identification (Söderström & Stoica,
1989), trajectory matching strategies (Sarin et al., 2010) or symbolic regres-
sion for extracting laws from dynamic system data (Schmidt & Lipson, 2009,
2010), might be used to determine a CLC system design that approximates
OLC performance.
Bridging the gap between OLC and CLC in integrated dynamic system de-
sign is an opportunity to make possible new levels of design integration. The
existing co-design literature offers significant advancements in design integra-
tion between physical- and control-system design, capitalizing on synergy to
improve system performance, but does not by itself offer a means for integrated
design in a realistic system development process. Connecting co-design to CLC
architecture design is an important step toward incorporating co-design into
design practice, and toward a more comprehensive integrated design frame-
work for designing systems with new levels of performance in shorter time
periods.
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5.2 Co-Design Optimization
In this section we review two important co-design techniques, along with di-
rect transcription co-design formulations that support more comprehensive
treatment of physical design elements in co-design problems.
5.2.1 Nested Co-Design
Fathy et al. (2003) first proposed the nested co-design formulation, which was
later identified in Allison & Herber (2014) as a special case of the Multi-
disciplinary Design Feasible (MDF) formulation (Cramer et al., 1994). This
formulation incorporates two loops: an outer loop optimizes the plant design,
and an inner loop solves the optimal control problem for each plant design
tested by the outer loop as shown in Fig. 5.1.
Evaluating φ∗(·) requires solution of an inner-loop optimal control problem
for a given plant design xp. The plant design xp is specified by the outer
loop and is held fixed during the inner-loop solution. The inner loop finds the
optimal control design u∗(t) (and resultant optimal states ξ∗(t)) and returns
the corresponding objective function value. Plant design constraints (or path
constraints) C (·) are imposed in both loops to ensure system-level design feasi-
bility (Allison et al., 2014; Allison & Herber, 2014). The presence of inequality
path constraints in the inner loop problem motivates the use of ‘discretize–
then–optimize’ optimal control methods that can manage these constraints,
such as direct transcription, which is discussed later in this section.
5.2.2 Simultaneous Co-Design
An alternative co-design formulation solves for the plant and control design
variables simultaneously (Allison & Herber, 2014; Herber, 2014) as shown in
Fig. 5.2. This formulation accounts for all dynamic system interactions and
plant-control design coupling, resulting in a system-optimal design that is
53
min
u(t)
φ =M(tf , ξ(tf ),xp) +
tf∫
0
L(t, ξ(t),xp,u(t))dt
s. t.: C(t, ξ(t),xp,u(t)) ≤ 0
ϕ(t0, ξ(t0), tf , ξ(tf ),xp) ≤ 0
               ξ˙(t) − f(t, ξ(t), xp) +  Bu(t) = 0
min
xp
φ∗(xp)
s.t. : C(t, ξ∗(t),xp∗,u∗(t)) ≤ 0
xp⇠⇤(t),u⇤(t)
Outer Loop
Inner Loop
˙− f (t, ξ(t),u(t),xp) = 0
Figure 5.1: Nested co-design formulation
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min
xp,u(t)
  =M(tf , ⇠(tf ),xp) +
tfZ
0
L(t, ⇠(t),xp,u(t))dt
s. t.: C(t, ⇠(t),xp,u(t))  0
'(t0, ⇠(t0), tf , ⇠(tf ),xp)  0
⇠˙(t)  f(t, ⇠(t),xp) +Bu(t) = 0ξ˙ − f (t, ξ(t),u(t),xp) = 0
Figure 5.2: Simultaneous co-design formulation
often significantly better than conventional sequential (plant design followed
by control design) methods.
Please note that in all formulations above, an open-loop optimal control
strategy is used. This produces optimal control input trajectories and aids
investigation of ultimate system performance limits and tradeoffs. Open-loop
studies are appropriate for early-stage design studies, but in most cases do not
yield implementable feedback control system designs as discussed in previous
section.
5.2.3 Direct Transcription
Conventional optimal control methods based on Pontryagin’s Maximum Prin-
ciple (Pontryagin et al., 1962) take an ‘optimize–then–discretize’ approach,
where optimality conditions are applied to generate a boundary value problem
that in special cases leads to a closed-form solution, but in general requires
discretization and numerical solution to obtain optimal control trajectories.
Direct Transcription (DT) takes the inverse approach: the optimal control
problem is discretized first, and the resulting nonlinear program (NLP) is
solved using a standard NLP algorithm (Akesson et al., 2010; Betts, 2010;
Biegler, 2010). DT is a ‘discretize–then–optimize’ approach that transcribes
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an infinite–dimensional optimal control problem into a large sparse finite-
dimensional NLP. State and control trajectories trajectories are discretized
over a finite number of time intervals, and discretized representations of these
trajectories are part of the set of optimization variables. This DT approach is
favored in early-stage design since it can accommodate detailed nonlinear plant
and path constraints involving physical design variables, states, and control as
opposed to conventional PMP-based approach where inclusion of generalized
plant and path constraints is difficult to support (impossible in many cases,
such as LQR control design). Moreover, in most previous co-design studies
plant design has been highly simplified, often overlooking physical constraints
and the importance of design variable independence. This approach may lead
to unrealizable plant designs or system designs that do not fully exploit plant-
control design coupling. DT based co-design supports a balanced approach in
which plant and control are both given thorough treatment enabling engineers
to construct a formulation that is best for improving overall system utility (Al-
lison & Herber, 2014). With this motivation, we now describe in more detail
co-design approaches based on DT.
Let nt be the number of discrete time steps: t0, t1, . . . , tnt , and let ξ[ti] ∈
X be defined as the state vector and u[ti] ∈ U as the control input vector
at time ti. Now consider the differential constraint in Eqn. (5.1b): ξ˙(t) −
f(t, ξ(t),xp,Bu(t)) = 0. For the interval [ti, ti+1] it can be written as:
ξ[ti+1] = ξ[ti] +
∫ ti+1
ti
f(τ, ξ(τ),xp,u(τ))dτ. (5.2)
The discrete time version of Eqn. (5.2) can be obtained using any standard
numerical collocation method, such as implicit Runge-Kutta (IRK) methods
or Gaussian quadrature (Betts, 2010) as:
ξ[ti+1] ≈ ξ[ti] + hi
K∑
k=1
βkf (ξ[tk],xp,u[tk]) , (5.3)
where ti ≤ tk ≤ ti+1 (k = 1, 2, . . . , K) define the quadrature points, βk ∈ R
56
define weights at quadrature points, and hi is the ith interval length. Using
this quadrature, we enforce the discrete dynamics of the system through defect
constraints, that can be formulated as:
ζ[ti+1] = ξ[ti+1]− ξ[ti]− hi
K∑
k=1
βkf (ξ[tk],xp,u[tk]) = 0. (5.4)
The discretized states (Ξ) and control (U) matrices can be then written com-
pactly as:
Ξ =

ξ[t0]T
ξ[t1]T
...
ξ[tnt ]T
 =

ξ1[t0] ξ2[t0] · · · ξn[t0]
ξ1[t1] ξ2[t1] · · · ξn[t1]
... ... . . . ...
ξ1[tnt ] ξ2[tnt ] · · · ξn[tnt ]

(nt+1)×n
(5.5)
U =

u[t0]T
u[t1]T
...
u[tnt ]T
 =

u1[t0] u2[t0] · · · um[t0]
u1[t1] u2[t1] · · · um[t1]
... ... . . . ...
u1[tnt ] u2[tnt ] · · · um[tnt ]

(nt+1)×m
. (5.6)
With these discretized matrices and defect constraints, the co-design prob-
lem (Allison et al., 2014) can be formulated using DT as:
min
Ξ,xp,U
M(tf , ξ(tf ),xp) + γ (t,Ξ,xp,U) (5.7a)
s.t.: C(Ξ,xp,U) ≤ 0 (5.7b)
ϕ (t0, ξ[t0], tf , ξ[tf ]) ≤ 0 (5.7c)
ζ(Ξ,xp,U) = 0. (5.7d)
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where ζ(Ξ,xp,U) ∈ Rnt in Eqn. (5.7d) is the defect constraint vector con-
structed using Eqn. (5.3). When the defect constraints ζ(·) are satisfied by Ξ,
the discretized system state equations are satisfied. The function γ (t,Ξ,xp,U)
is the discrete approximation of Lagrange term in Eqn. (5.1). This discrete ap-
proximation can also be similarly obtained using any appropriate quadrature
method, as shown in Eqn. (5.8) below:
∫ tf
0
L (t, ξ(t),xp,u(t)) dt ≈ γ (t,Ξ,xp,U) =
nt∑
i=0
wiL (ti, ξ[ti],xp,u[ti]) (5.8)
where wi are the weights specific to the quadrature method used (refer to Her-
ber (2014) for further details). Two numerical examples with the structure of
co-design Eqn. (5.7) are solved using DT and are presented in the next section.
A trapezoidal quadrature method (Betts, 2010) is used for all the examples in
this chapter. The NLP defined in Eqn. (5.7) can be solved using the fmincon
function inMatlab R©. An important advantage of DT to emphasize here is its
parallel nature; all defect constraints are independent, enabling massively par-
allel implementations. In addition, increased defect constraint dimension has
a mild impact on solution expense compared to general NLPs due to problem
structure; through clever formulation and application of sparse finite differ-
ences the number of derivative function evaluations required to calculate NLP
sensitivities does not increase with nt (Betts, 2010).
5.3 Co-Design Example Case Studies
In this section we look at two co-design case studies: trailing-arm suspension
design and wind turbine design. The first case study begins with an early-stage
co-design problem that makes no assumptions regarding actuator or control-
system architecture for trailing-arm suspension. A sequence of problems is
solved, each informed by the results of the previous problem, moving toward
greater levels of system specificity, eventually resulting in an optimal system
design based on a detailed CLC architecture. Adding detail brings us closer
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to an implementable design, but constrains the design problem. This inhibits
flexible design exploration, and generally increases the difficulty of solving
design problems.
While the suspension case study is related to automotive design, an applica-
tion area very distinct from wind energy systems, it is included to demonstrate
important concepts regarding how co-design may fit within a larger systems
engineering process. The suspension case study illustrates the importance of
using a multi-step co-design approach. In early stages co-design problems en-
tail few assumptions, supporting broad design space exploration and flexible
investigation of design alternatives. As more is learned through early-stage
studies, assumptions can be removed and detail to problem formulation and
models added to move toward implementable designs. We also can use im-
proved starting designs based on the earlier studies, reducing the cost of solving
more detailed later-stage problems.
The second case study presents an individual wind turbine co-design study.
This demonstrates how using co-design allows engineers to exploit synergy
between plant and control design to achieve superior system performance. It
is also used to illustrate several important classes of co-design formulation.
5.3.1 Trailing-arm Suspension Design
The co-design process specified in the previous sections is applied to a trailing-
arm type suspension (shown in Fig. 5.3). The objectives are to 1) minimize the
sprung mass acceleration, z¨s, (i.e., improve passenger comfort) and 2) minimize
tire deflection, zus − z0, (improve road handling). The gray box in Fig. 5.3
indicates an unknown component in the system that we need to determine
through optimal OLC studies. The performance can be improved further by
optimizing the plant design variables: xp = [xp1, xp2, xp3, xp4, α,Klin] where xpi
and α are geometric variables, and Klin the stiffness of the physical spring that
is assumed to be linear. The 1D simplification is made accurate by modeling
geometric nonlinearities for both Ks(xp, ·) and the unknown component.
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Four linked co-design problems are solved using direct transcription with
trapezoidal collocation (Allison et al., 2014; Betts, 2010; Biegler, 2010; Her-
ber, 2014). Solution accuracy was verified using high-order simulation. The
insights from each problem inform the subsequent problem, with the final
study culminating in a realizable feedback controller. The differences in each
of the problems (termed P0 through P4)—additional structure on F (u) and
control bounds—are shown in Table 5.1. The underlying problem formulation
is:
min
xp,u(t)
Φ(xp, u(t)) =
∫ tF
0
(
r1ξ
2
1 + r2ξ˙24
)
dt (5.9a)
subject to: ξ˙ = A (xp, ξ) ξ + B1q + B2F (u) (5.9b)
Apxp ≤ 0 (5.9c)
xp ≥ 0 (5.9d)
where: A =

0 1 0 0
− Kt
Mus
− Ct
Mus
Ks(xp,ξ)
Mus
0
0 −1 0 1
0 0 −Ks(xp,ξ)
Ms
0
 (5.9e)
B1=

−1
Ct
Mus
0
0
,B2=

0
− 1
Mus
0
1
Ms
, ξ=

zus − z0
z˙us
zs − zus
z˙s
 (5.9f)
Ap =
1 0 0 −1 0 0
0 1 −1 0 0 0
 , q = z˙0. (5.9g)
The spring rate Ks is a nonlinear function of xp and states ξ. Mus,Ms, Ct,
and Kt are the unsprung mass, sprung mass, tire damping, and tire stiffness,
respectively. The road disturbance and disturbance velocity are z0 and z˙0.
The road data has an IRI of 7.37, corresponding to a maintained unpaved
road (Allison, 2008, p. 170).
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3 Active Suspension Case Study
In this section we introduce a new model for an active
suspension system, in fully reproducible detail, that includes a
model of important physical system design considerations in ad-
dition to a dynamic model of the suspension. Effort was made
to maintain linearity of system dynamics to preserve the use-
fulness of this model in other studies that are limited to linear
time-invariant systems.
Consider the quarter-car model of a vehicle suspension il-
lustrated in Fig. 4. The the sprung mass ms (325 kg) and the
unsprung mass mus (65 kg) vertical positions are given by zs and
zus, respectively. The system is excited by variations in road ele-
vation z0 as the vehicle travels at speed v.
v
ks cs
kt ct
z0
zus
zs
ms/4
mus/4
Figure 4: Quarter-car vehicle suspension model.
The passive dynamic response of this system can be charac-
terized by the following system of linear differential equations:
x˙ = Ax+
2664
 1
4ct
mus
0
0
3775 z˙0, (11)
where x =
2664
zus  z0
z˙us
zs  zus
z˙s
3775 and A=
26664
0 1 0 0
  4ktmus  
4(cs+ct )
mus
4ks
mus
4cs
mus
0  1 0 1
0 4csms  
4ks
ms
  4csms
37775
The tire and sprung mass spring stiffnesses are kt (232.5 ·103
N/m) and ks, respectively, and the tire and spring mass damp-
ing rates are ct and cs, respectively. Here we assume ct = 0.
This canonical model has been used as an example in numer-
ous design studies [34–36], including the design of active con-
trol systems [37–39], where an additional control input term Bu
is appended to Eqn. (11). Often ks and cs are treated as inde-
pendent design variables [36, 37, 40], but are in fact dependent
on geometric design and are subject to stress, fatigue, packaging,
thermal, and other constraints. Here we introduce an extension
to the basic quarter-car model that treats ks and cs as dependent
variables, and incorporates a plant model that computes stiffness
and damping coefficients as a function of independent geomet-
ric spring and damper design variables. The detailed spring and
damper models are presented, followed by a demonstration of
active suspension co-design using DT.
3.1 Spring Design
The vehicle suspension in this model utilizes a helical com-
pression spring with squared and ground ends (Fig. 5). The sus-
pension has a coil-over configuration; the coil spring surrounds
the damper and they share the same axis. The model presented
here is derived from [41]. See also [42] and [43] for alterna-
tive spring design optimization formulations. The independent
spring design variables here are the helix diameter D, wire diam-
eter d, spring pitch p, and the number of active coils Na, which
is relaxed to a continuous variable. These are components of the
complete vector of plant design variables xp, along with other
variables yet to be discussed. The formula for stiffness and a
collection of spring design constraints are presented below.
L0
p
D
d
Ls
Fs
Figure 5: Helical compression spring with squared ground ends.
The free length of the spring is L0 = pNa+2d, and the solid
height is Ls = d(Na+Q  1), where Q = 1.75 for squared and
ground ends. Fs is the axial force at the solid height, and the
spring constant is:
ks =
d4G
8D3Na
⇣
1+ 12C2
⌘ (12)
where G is the shear modulus (ASTM A401, G = 77.2 MPa),
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suspension system, in fully reprod cible detail, that includes a
model of important physical system design considerations in ad-
dition to a dynamic model of the suspension. Effort was made
to maintain linearity of syst m dynamics to preserve the use-
fulness of this model in other studies that are limited to linear
time-invariant systems.
Consider the quarter-car model of a vehicle suspension il-
lustrated in Fig. 4. The the sprung mass ms (325 kg) and the
unsprung mass mus (65 kg) vertical positions are given by zs and
zus, respectively. The system is excited by variations in road ele-
vation z0 as the vehicle travels at speed v.
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The tire and sprung mass spring stiffnesses are kt (232.5 ·103
N/m) and ks, respectively, and the tire and spring mass damp-
ing rates are ct and cs, respectively. Here we assume ct = 0.
This canonical model has been used as an example in numer-
ous design studies [34–36], including the design of active con-
trol systems [37–39], where an additional control input term Bu
is appended to Eqn. (11). Often ks and cs are treated as inde-
pendent design variabl s [36, 37, 40], but are in fact dependent
on geometric design and are subject to st ess, fatigue, packaging,
thermal, and other constraints. Here we introduce an extension
to the basic quarter-car model that treats ks and cs as dependent
variables, and incorporates a plant model that computes stiffness
and dam ing coefficients as a function of independent geomet-
ric spring and damper design variables. The detailed spring and
dampe models are presented followed by a emonstration of
active suspension co-design using DT.
3.1 Spring Design
The vehicle suspension in this model utilizes a h lical com-
pression spring with squared and ground ends (Fig. 5). The sus-
pension has a coil-over configuration; the coil spring surrounds
the damper and they share the same axis. The model presented
here is derived from [41]. See also [42] an [43] for alterna-
tive spring design optimization formulations. The independent
spring design variables here are the helix diameter D, wire diam-
eter d, spring pitch p, and the number of active coils Na, which
is relaxed to a continuous variable. These are components of the
complete vector of plant design variables xp, along with other
variables yet to be discussed. The formula for stiffness and a
collection of spring design constraints are presented below.
L0
p
D
d
Ls
Fs
Figure 5: Helical compression spring with squared ground ends.
The free length of the spring is L0 = pNa+2d, and the solid
height is Ls = d(Na+Q  1), where Q = 1.75 for squared and
ground ends. Fs is the axial force at the solid height, and the
spring constant is:
ks =
d4G
8D3Na
⇣
1+ 12C2
⌘ (12)
where G is the shear modulus (ASTM A401, G = 77.2 MPa),
5 Copyright c  2011 by ASME
Ms
Mu
3 Active Suspension Case Study
In this section we introduce a new model for an active
suspensi n system, in fully reproducible detail, that includes a
model of important physical system design considerations in ad-
dition to a dynamic model of the suspension. Effort was made
to maintain linearity of system dynamics to preserve the use-
fulness of this model in other studi s that are limited to linear
time-invariant systems.
Consider the quarter-car model of a vehicle suspension il-
lustrated in Fig. 4. The the sprung mass s (325 kg) and th
un rung mass mus (65 kg) vertical positions re given by zs and
zus, r spectively. The s tem is excited by variat ons in road ele
va z0 s the vehicle travels at speed v.
v
ks cs
kt ct
z0
zus
zs
ms/4
mus/4
Figure 4: Quarter-car vehicle suspension model.
The passive dynamic response of this system can be charac-
terized by the following system of linear differential equations:
x˙ = Ax+
2664
 1
4ct
mus
0
0
3775 z˙0, (11)
where x =
2664
zus  z0
z˙us
zs  zus
z˙s
3775 and A=
26664
0 1 0 0
  4ktmus  
4(cs+ct )
mus
4ks
mus
4cs
mus
0  1 0 1
0 4csms  
4ks
ms
  4csms
37775
The tire and sprung mass spring stiffnesses are kt (232.5 ·103
N/m) and ks, respectively, and the tire and spring mass damp-
ing rates are ct and cs, respectively. Here we assume ct = 0.
This canonical model has been used as an example in numer-
ous design studies [34–36], including the design of active con-
trol systems [37–39], where a additional control input term Bu
is appended to Eqn. (11). Often ks and cs are treated as inde-
pendent design variables [36, 37, 40], but are in fact depend nt
on geometric design and are subject to stress, fatigue, packaging,
thermal, and other constraints. Here we introduce an extension
to the basic quarter-car model that treats ks and cs as dependent
variables, and incorporates a plant model that computes stiffness
and damping coefficients as a function of independent geomet-
ric spring and damper design variables. The detailed spring and
dam er models are presented, followed by demonstr tio of
activ suspension co-design using DT.
3.1 Spring Design
The vehicle suspension in this model utilizes a helical com-
pression spring with squa ed and ground ends (Fig. 5). The sus-
pension has a coil-over configuration; the coil spring surrounds
the damper and they share the same axis. The model presen ed
here is derived from [41]. See also [42] and [43] for alterna-
tive spring design optimization formulations. The independent
spring design variables here are the helix diameter D, wire diam-
eter d, s pitch p, and the number of active coils Na, which
is relax d to a continuous variable. These are components of the
complete vector of plant design variables xp, along with other
variables yet to be discussed. The formula for stiffness and a
collection of spring design constraints are pres nted below.
L0
p
D
d
Ls
Fs
Figure 5: Helical compression spring with squared ground ends.
The free length of the spring is L0 = pNa+2d, and the solid
height is Ls = d(Na+Q  1), where Q = 1.75 for squared and
ground ends. Fs is the axial force at the solid height, and the
spring constant is:
ks =
d4G
8D3Na
⇣
1+ 12C2
⌘ (12)
where G is the shear modulus (ASTM A401, G = 77.2 MPa),
5 Copyright c  2011 by ASME
F
1 2
3
Active Suspension Case Study
In this section we intr duce a new
model for an active
suspension system, in fully reprodu ible detail, that i cludes a
model of impor a t p ysi al sys em desig
considerations in ad-
dition to a dynamic model of the suspe sion. Effort was made
to maintain linearity of system
dynamics to preserve the use-
fulness of this model in other studies that are li
ited to linear
time-invaria t systems.
Consider the quarter-car model of a vehicle suspension il-
lustrated in Fig. 4. The the sprung mass m
s (325 kg) and the
unsprung mass m
us (65 kg) vertical positions are given by zs and
zus , respectively. The sys em is excited by variations in road ele-
vation z0 as the vehicle travels at speed v.
v
k
s
c
s
k
t
c
t
z
0
z
us
z
s
m
s /4
m
us /4
Figure 4: Quarter-car vehicle suspension model.
The passive dynamic response of this system can be charac-
terized by the following system of linear differential equations:
x˙ = Ax+
2664  14ctm
us0
0
3775 z˙0 ,
(11)
where x =
2664 zus   z0z˙uszs   zusz˙s
3775 and A
=
26664 0 1
0
0
  4ktm
us   4(cs+ct )mus 4ksm
us 4csm
us
0
 1
0
1
0
4csm
s   4ksm
s   4csm
s
37775
The tire and sprung mass spring stiffnesses are kt (232.5 ·10 3
N/m) and ks , respectively, and the tire and spring mass damp-
ing rates are ct and cs , respectively. Here we assume ct =
0.
This canonical model has been used as an example in numer-
ous design studies [34–36], including the design of active con-
t ol ystems [37–39], where an additional control input term Bu
is appe ded to Eqn. (11). Often ks and cs are treated as inde-
pendent design variables [36, 37, 40], but are in fact dependent
on geometric design and are subject to stress, fatigue, packaging,
thermal, and other constraints. Here we introduce an extension
to the basic quarter-car model that treats ks and cs as dependent
variables, and incorporate
a plant model that computes stiffness
and damping coefficients as a function of independent geomet-
ric spri g an
damper design variables. The detailed spring and
damper models
re presented, followed by a demonstration of
active suspension co-design using DT.
3.1
Spring Design
Th
ehicle suspension in this model utilizes a helical com-
pression spring with squared and ground ends (Fig. 5). The sus-
pension has a coil-over configuration; the coil spring surrounds
the damper and they share the same axis. The model presented
here is derived from
[41]. See also [42] and [43] for alterna-
tive spring design optimization formulations. The independent
pring design variables here are the helix diameter D, wire diam-
eter d, spring pitch p, and the number of active coils N
a , which
is relaxed to a continuous variable. These are components of the
complete vector of plant design variables xp , along with other
variables yet to be discussed. The formula for stiffness and a
collection of spring design constraints are presented below.
L
0
p
D
d
L
s
F
s
Figure 5: Helical compression spring with squared ground ends.
The free length of the spring is L0 =
pN
a +2d, and the solid
height is Ls =
d(N
a +Q  1), where Q
= 1.75 for squared and
ground ends. Fs is the axial force at the solid height, and the
spring constant is:
ks =
d 4G
8D 3N
a
⇣
1+
12C 2
⌘
(12)
where G
is the shear modulus (ASTM
A401, G
=
77.2 MPa),
5
Copyright c  2011 by ASME
F
3
Active Suspensio
Case Study
In this section we introduce a new
model for an active
suspension system, in fully r producible d tail, that
clude
model of important physical s s
m design
onsiderations in ad-
dition to a dyna
ic model of th
suspension. Effort wa
made
to maintain linearity of sys em
dynamics to preserve th
use-
fulness of this model in other studies that are limited to linear
time-invariant systems.
Consider the quarter-car model of a vehicl
sus ension il-
lustrated in Fig. 4. The the sprung mass m
s (325 kg) and the
unsprung mass m
us (65 kg) vertical positions are given b
zs and
zus , respectively. The system is excited by variations n road ele-
vation z0 as the vehicle travels at speed v.
v
k
s
c
s
k
t
c
t
z
0
z
us
z
s
m
s /4
m
us /4
Figure 4: Quarter-car vehicle suspension model.
The passive dynami response
f this system can b
charac-
terized by the following system of linear differential equations:
x˙ = Ax+
2664  14ctm
us0
0
3775 z˙0 ,
(11)
where x =
2664 zus   z0z˙uszs   zusz˙s
3775 and A
=
26664 0 1
0
0
  4ktm
us   4(cs+ct )mus 4ksm
us 4csm
us
0
 1
0
1
0
4csm
s   4ksm
s   4csm
s
37775
The tire and sprung mass spring stiffnesses are kt (232.5 ·10 3
N/m) and ks , respectively, and the tire and spring mass damp-
ing rates are ct and cs , respectively. Here we assume ct =
0.
This canonical model has been used as an example in numer-
ous design studies [34–36], including the design of active con-
trol systems [37–39], where an additional control input term Bu
is appended to Eqn. (11). Often ks and cs are treated as inde-
pen ent design variables [36, 37, 40], but are in fact dependent
on g ometric design and are subject to stress, fatigue, packaging,
thermal, and oth r constraints. Here we introduce an extension
to the basic quarter-car model that treats ks and cs as dependent
variables, and incorporates a plant model that computes stiffness
nd damping coeffici nts as a function of independent geomet-
ric spring and damper design variables. The detailed spring and
damper models are presented, followed by a demonstration of
active suspension co-design using DT.
3.1
Spring Design
The vehicle suspension in this model utilizes a helical com-
pression spring with squared and ground ends (Fig. 5). The sus-
pension has a coil-over configuration; the coil spring surrounds
the damper and they share the same axis. The model presented
here is d rived from
[41]. See also [42] and [43] for alterna-
tiv
spring design optimization formulations. The independent
spring design variables here are the helix diameter D, wire diam-
eter d, spring pitch p, and the number of active coils N
a , which
is relaxed to a continuous variable. These are components of the
complete vector of plant design variables xp , alon
with other
variables yet to be discussed. The formula for stiffness and a
collection of spring design constraints are presented below.
L
0
p
D
d
L
s
F
s
Figure 5: Helical compression spring with squared ground ends.
The free length of the spring is L0 =
pN
a +2d, and the solid
height is Ls =
d(N
a +Q  1), where Q
= 1.75 for squared and
ground ends. Fs is the axial force at the solid height, and the
spring constant is:
ks =
d 4G
8D 3N
a
⇣
1+
12C 2
⌘
(12)
where G
is the shear modulus (ASTM
A401, G
=
77.2 MPa),
5
Copyright c  2011 by ASME
3 4
P < 0 I K⇠
1D simplification
xp4
xp1
xp2
xp3
Ks
Figure 5.3: Trailing-ar type susp sion hem tic.
z
0
,z
s
(m
)
 
 
−0.01
0
0.01
z0 zs: P0 zs: P1
z¨
s
(m
/
s2
)
 
 
−3
0
3
P0
P1
F
(u
)
(N
)
 
 
−700
0
700 P0
P1
z
0
,z
s
(m
)
 
 
−0.01
0
0.01
z0 zs: P2
z¨
s
(m
/
s2
)
 
 
−3
0
3
P2
F
(u
)
(N
)
 
 
−900
0
900 P2
t (s)
z
0
,z
s
(m
)
 
 
−0.01
0
0.05
0 1 2 3 4 5
z0 zs: P3 zs: P4
t (s)
z¨
s
(m
/
s2
)
 
 
−3
0
3
0 0.5 1 1.5 2
P3
P4
ξ4 − ξ2 (m/s)
F
(u
)
(N
)
 
 
−1200
0
1200
−0.5 −0.25 0 0.25 0.5
P3
P4
0A
0A
1A
1A
(c)
(b)
(a)
(f)
(e)
(d)
(i)
(h)
(g)
Figure 5.4: Solutions for each of the problems outlined in Table 5.1: (a)–(c)
demonstrate the sprung mass displacement vs. road disturbance, (d)–(f)
demonstrate the passenger comfort, and (g)–(i) demonstrate the resulting
optimal forces and velocities at the damper location (Deshmukh et al., 2015).
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The weights on road handling and passenger comfort objectives are r1 and
r2.
Problem 1 (P1) is solved first to obtain the actuator force trajectory that
minimizes φ∗(·). No assumptions are made yet on actuator structure or force
bounds (unrestricted OLC). The P1 solution serves as a benchmark for maxi-
mum system performance (see its minimal objective value φ∗(·) in Table 5.1).
The open-loop optimal actuator force trajectory obtained in P1 may be
realized using electric, pneumatic, or hydraulic actuators (Miller, 1988), which
make it an actively controlled suspension. These actuators typically have
prohibitively high power requirements that hinder their widespread use in
practice. An alternative is a semi-active suspension using magneto–rheological
(MR) damping (Jansen & Dyke, 2000). MR dampers can achieve comparable
performance (to active suspensions) with near-zero power consumption, and
are inherently BIBO stable (Du et al., 2005). To make an informed decision
on the active/semi-active actuator selection, P2 was solved assuming an ideal
semi-active actuator. This was accomplished by constraining the control force
such that the energy is always dissipated in the system, and assuming that we
can achieve any damper coefficient at a given velocity z˙s− z˙us. This structures
the OLC and force as F (u) = −u(t) · (z˙s − z˙us) , u(t) ≥ 0.
The φ∗(·) value for P2 is only ∼1.80× worse than for P1. Since an ideal
semi-active component has similar performance to the active system and pre-
viously mentioned advantages, this actuation strategy was chosen. Selection
and sizing of the specific semi-active actuator can also be guided by the P2
solution. Dampers are characterized typically by the performance in the ve-
locity vs. force space (which is shown in Figs. 5.4g–5.4i). Using the maximum
force from P2 (about 900 N) and regions of attained velocities and forces (see
Fig. 5.4h), we can quantify force demands required of the damper to produce
optimal semi-active system performance. Additionally, the sprung mass dis-
placement and road disturbance vs. time plots for all the problem are shown
in Figs. 5.4a–5.4c and sprung mass acceleration vs. time plots are shown in
Figs. 5.4d–5.4f.
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At this step, we select an MR damper sized using the P2 solution (specifi-
cally, a Lord 8041-1). The continuous current operation range for this damper
is 0A–1A, and it has a maximum stroke of 74 mm. The damper behavior was
then characterized in the laboratory to obtain the data needed to construct a
smooth surrogate model that estimates damper force as a function of damper
velocity and input current: F (I, z˙s − z˙us) (see Fig. 5.4i). MR damper use
is challenging due to its inherently hysteretic and nonlinear dynamics. P3
seeks the optimal OLC damper input current trajectory that is within satu-
ration bounds. The φ∗(·) value for P3 is about 2.57× worse than P2, which
can be expected since we are moving from an ideal damper to a highly struc-
tured MR damper model (constraining available force for given velocities).
This concludes study, yielding a specific damper architecture and knowledge
of maximum system performance.
Finally, in P4, we move toward a more realizable CLC based on a full-
state feedback controller with optimized gains, K. We assume that all the
states are measurable. Specifically, mass accelerations (z¨s, z¨us) are measured
using accelerometers, displacements (zus− z0, zs− zus) are obtained using lin-
ear encoders, and velocities (z˙s, z˙us) are estimated by integrating acceleration
trajectories.
A feedback control law is determined for damper input current: I(t), and a
path constraint was added to enforce damper saturation limits: 0 ≤ Kξ(t) ≤ 1.
At this final step, the φ∗(·) value for P4 is 2.08× worse than for P3. We
would then expect the φ∗(·) value for P4 to be closer to the optimal objective
for P3, but never better. A new architecture design (or different damper)
would need to be selected to surpass this performance limit and attempt to
arrive at the ideal performance points defined by φ∗(·) for P1 and for P2.
Lastly, for comparison, we also provide a solution to P0 in which we solve a
dynamic system design optimization problem with an idealized passive linear
damping coefficient as a design variable. The effective passive damping in the
system however is nonlinear due to kinematic nonlinearities of the system. The
idealized damper (P0) exhibits slightly better performance than P3 and P4 as
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expected. It should be noted however that such an idealized damper can not
be realized in practice.
The optimal objective function value φ∗(·) degrades as we move from P1
to P4 (Table 5.1). This is congruent with the intuition that as we gradually
add detail and refine the constraints and structure of the problem, we increase
the realism at the cost of performance degradation. However, the end result
of this process is an implementable control law (with corresponding system-
optimal physical design) that we know is only 9.70× worse than the maximum
performance predicted by the unstructured problem P1.
5.3.2 Wind Turbine Co–Design
The design of a wind turbine system in conceptual stages is fundamentally
multidisciplinary, requiring consideration of the structural design of tower,
blades and drive-train, as well as blade aerodynamic design. Traditionally, the
structural and aerodynamic design is done in tandem over multiple iterations
between the corresponding teams. However, the control system design has al-
ways been performed after the physical plant design is completed. As pointed
out in earlier sections, this sequential design strategy results in suboptimal sys-
tem designs. To improve system performance and economic competitiveness,
we propose the use of a novel co–design formulation that is truly multidisci-
plinary in nature, considering aero–servo–elastic interactions throughout the
design solution process. The end goal of this design optimization is to find
the optimal plant geometry and open-loop control strategy that maximizes
annualized energy production (AEP ).
Plant Design
As a first step, consider the problem of maximizing AEP only with respect
to plant design. Later we will introduce an optimal control formulation, and
then an integrated co-design problem formulation. The objective in the plant
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design optimization problem is to maximize the AEP while satisfying plant
constraints by choosing the appropriate blade and tower geometry.
max
xp
AEP (v(t), Pw(v))
subject to: Agxp ≤ 0
gp(ξ(t),xp) ≤ 0 (5.10)
0 < xl ≤ xp ≤ xu
where: ξ˙(t)− f(ξ(t),xp) = 0,
where xp is the plant design vector is defined as:
xp =[tw1, tw2, tw3, tw4, tw5, c1, c2, c3, c4, c5, th1, th2, th3,
Dh, Dr, Ht]T
and where individual elements of xp are defined as in Table 5.3. The AEP (·)
computation is defined as:
AEP = 8760×
∫ vo
vi
P (v)k
c
(
v
c
)k−1
e−(
v
c )
k
dv, (5.11)
where P (v) is the turbine power as defined in Eqn. (2.1), and p(v) is the
probability of wind speed v:
p(v) = k
c
(
v
c
)k−1
e−(
v
c )
k
, (5.12)
where v is the wind speed and k and c are Weibull distribution parameters.
TheAEP (·) here implicitly depends on xp through the power P (ref. Eqn. (2.1)).
Finally, ξ(t) are the system state trajectories that satisfy the the differential
equation ξ˙(t)− f(ξ(t),xp) = 0 which models the dynamics of the wind turbine
system, consisting of multiple bodies.
These multi-body dynamic equations are implemented in FAST, a software
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State Description
q1 Drive–train torsional compliance DOF
q2 Generator DOF
q3 First fore-aft tower bending-mode DOF
q4 First side–to–side tower bending–mode DOF
Table 5.2: Description of first 4 system states
tool developed by the National Renewable Energy Laboratory (NREL) for
evaluating aeroelastic wind turbine behavior (Jonkman & Buhl, 2005). FAST
relies internally on AeroDyn, an aerodynamic analysis module that predicts
aerodynamics loads acting on turbine blades due to incoming wind using Blade
Element Theory (Moriarty & Hansen, 2005). These loads are then utilized
within FAST for multi-body dynamic analysis.
The derivation of the equations used in FAST is based on the standard
Kane’s system of equations approach (Bajodah et al., 2005):
C(q, t)q¨ + f(q˙,q, t) = 0. (5.13)
After rearranging the terms in Eqn. (5.13) and defining ξ = [q q˙]T as the state
vector, we can write the system dynamics in the form: ξ˙(t)− f(ξ(t),xp) = 0.
Table 5.2 defines the first four states, qi. These states correspond to a simplified
set of mechanical degrees of freedom chosen for this case study. The remaining
four states are the time derivatives of first four.
The linear inequality constraints on xp are defined by the relation Agxp ≤ 0.
These linear constraints maintain a non-increasing blade pre-twist angle, chord
length, and thickness along the blade span. The last row of Ag is defined
to ensure that the rotor radius is smaller than the tower height at the hub
(ensuring no interference between blades and ground). The lower and upper
bounds on the plant design vector xp are xl and xu, respectively.
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Variable Description
twi i
th control point for blade pre–twist
angle along the blade span, for i = 1, 2 . . . 5.
ci i
th control point for chord length
angle along the blade span, for i = 1, 2 . . . 5.
thi i
th control point for thickness
angle along the blade span, for i = 1, 2 . . . 5.
Dh Hub diameter of the wind turbine blade
Dr Rotor diameter of the wind turbine
Ht Tower height at the hub.
Table 5.3: HAWT plant design vector description
Ag =

−1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 −1 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 −1 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 −1 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 −1 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 −1 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 −1 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 −1 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 −1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 −1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 −1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 12 −1

The nonlinear plant inequality constraints gp(·) ≤ 0 enforce limits on stress,
deflection, and natural frequencies. It should be noted here that these con-
straints depend both on plant design vector as well as system states (and hence
indirectly on control design).
As detailed in Table 5.3, three elements of blade geometry are defined: blade
pre-twist distribution along the span, chord distribution along the span, and
thickness along the span (Sale, 2010). Each of these geometric elements is
a function-valued quantity (value depends on position along the blade span).
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These functions are represented using Bézier curves (Zeid, 1991), which are
each parameterized using several control points. These control points are used
as the plant design variables for blade geometry. The Bézier curve for n + 1
control points can be defined mathematically as:
C(p) =
n∑
i=0
PiBi,n(p), (5.14)
where p ∈ [0, 1], Pi’s are the control points, and Bi,n(p) is a Bernstein
polynomial:
Bi,n(p) =
n!
i!(n− i)!p
i(1− p)n−i, i = 1, 2, . . . n. (5.15)
In addition to these control points, three control points for the blade circular
root are also defined. These control points are necessary to ensure a circu-
lar shape of the blade root where the blade connects to the rotor hub. The
blade geometry is divided into 30 segments along the blade span for aerody-
namic analysis and blade performance evaluation, providing moderate-fidelity
analysis.
Control Design
This subsection defines the problem of optimizing system performance with
respect to control design only. Here variable rotor speed control is used and
blade pitch is assumed to be fixed. The optimal control problem is to maxi-
mize AEP with respect to the generator torque trajectory Mg(t) over a given
finite time horizon (0 ≤ t ≤ tf ), subject to differential and algebraic con-
straints. Adjusting generator inputs can control generator torque, which in
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turn influences rotor speed. The optimal control formulation is:
max
u(t) = Mg(t)
AEP (v(t), Pw(v))
subject to: gp(ξ(t),xp∗) ≤ 0 (5.16)
‖λ(Ω(t), v(t))− λopt(Ω(t), v(t))‖ = 0.
where: ξ˙(t) = f(ξ(t),xp,u(t)),
where λ(·) = Ω(t)Rr/v(t) is the instantaneous tip–speed ratio, and Rr is the
blade length. The AEP (·) here depends on P (v) (ref. Eqn. 2.1), which in turn
depends on CP (·) that is affected by the control u(t). In other words, AEP (·)
depends on u(t). From Eqns. (5.10) and (5.16), the dependence of AEP (·) on
both xp and u(t) is clear.
The solution of Eqn. (5.16) is the open-loop optimal control strategy. The
second constraint above (‖ · ‖ = 0, where ‖ · ‖ is an l2 norm) ensures that
the actual tip-speed ratio λ(t) matches the steady-state optimal tip–speed
ratio λopt(t) over the full time horizon, resulting in attainment of steady-state
optimal power coefficient Cpopt(t). In other words, this constraint is satisfied
if a generator torque trajectory Mg(t) (the control input) is found that results
in a rotor speed Ω(t), that matches the optimal reference speed defined by
λopt(t).
This can be better understood by looking at the drive-train dynamics which
constitute a crucial part of overall system dynamics: ξ˙(t) = f(·). Assuming
a perfectly rigid drive-train, we can write the single mass dynamic model
(Boukhezzar et al., 2007; Jonkman & Buhl, 2005) as:
JtΩ˙r(t) = Mr(t)−BtΩ(t)− ηrMg(t) (5.17)
where: Jt = Jr + η2rJg
Bt = Br + η2rBg
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(xp, ξ,p)
ξ˙ = (xp, ξ,p)
g(xp, ξ) ≤ 0
P (·) AEP
Figure 5.5: Information flow in the co-design problem
where ηr is the drive-train gear ratio, Ω is the rotor speed, Jr, Jg, Br and Bg
are the rotor inertia, generator inertia, rotor damping, and generator damping
values, respectively. Wind flowing across the blades produces a torque on the
rotor Mr(·). This is resisted by the generator torque Mg(·). The torque due
to wind is:
Mr(t) =
1
2CQ(λ, β)ρpiRr
3v2
where CQ(λ, β) = CP (λ,β)λ is the torque coefficient. The difference between
rotor and generator torque (accounting for the drive-train ratio ηr), results in
angular acceleration or deceleration of the rotor, subject to damping Bt in the
drive-train system.
Co-Design Formulations
The individual plant and control design problems are defined above, and now
two different co-design formulations can be introduced: nested and simultane-
ous.
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Nested Formulation:
The outer-loop problem of nested formulation is:
max
xp
AEP∗(v(t), Pw(v))
s.t.: Agxp ≤ 0
gp(xp) ≤ 0 (5.18)
0 < xl ≤ xp ≤ xu.
For each candidate plant design xp considered during the outer-loop solution
process, the inner-loop problem is solved to identify the optimal control tra-
jectory u∗(t) = Mg∗(t) and the best possible system performance for each
candidate plant design AEP∗:
max
u(t) = Mg(t)
AEP (v(t), Pw(v))
subject to: gp(ξ(t),xp∗) ≤ 0 (5.19)
‖λ(Ω(t), v(t))− λopt(Ω(t), v(t))‖ = 0.
where: ξ˙(t) = f(ξ(t),xp,u(t)).
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Simultaneous Formulation:
Finally, the simultaneous co-design formulation is:
max
[xp,u(t)]
AEP (v(t), Pw(v))
subject to: Agxp ≤ 0
gp(ξ(t),xp) ≤ 0 (5.20)
‖λ(Ω(t), v(t))− λopt(t)(Ω(t), v(t))‖ = 0
0 < xl ≤ xp ≤ xu.
where: ξ˙(t) = f(ξ(t),xp,u(t)),
and where u(t) = Mg(t).
In this case study two operational modes of FAST (Jonkman & Buhl,
2005) are used: 1) Simulation mode: where the forward simulation of sys-
tem dynamics can be performed to obtain the evolution of state trajecto-
ries, and 2) Linearization mode: where the linearized time invariant (but
plant dependent) system matrices A(xp) and B(xp) are extracted from FAST.
The matrices A(·) and B(·) can be related to system dynamic equations as:
ξ˙(t) = f(ξ(t),xp,u(t)) ≈ A(xp) · ξ(t) + B(xp) · u(t).
The simulation mode is used in structural design portion of the sequential
design method (Eqn. 5.10). The linearization mode, however, is used in con-
junction with the inner loop optimal control problem of the nested co-design
approach (Eqn. 5.19) and the simultaneous co-design problem (Eqn. 5.20).
Figure 5.5 illustrates how FAST’s linearization mode is used in conjunction
with an optimization algorithm to solve the co-design problem. Design and
state variables (as operating points), as well as fixed model parameters p,
are passed to FAST from the optimization algorithm. FAST then returns the
power production as a function of wind speed and constraint function values.
Power production information is then used to compute the objective function
value, i.e. AEP .
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xp∗ Sequential Nested and Simultaneous
Dh (m) 1.81 2.33
Dr (m) 68.58 69.51
Ht (m) 76.87 76.66
tw − CP (deg) [13.72, 5.60, 1.40, -1.70, -5.14] [12.17, 3.99, -0.53, -3.51, -6.18]
c− CP (m) [1.38, 1.14, 0.66, 0.55, 0.14] [1.39, 1.19, 0.73, 0.68, 0.14]
th − CP (m) [0.11, 0.25, 0.48] [0.16, 0.48, 0.77]
AEP (kW·h) 2996.9 3231.5
% AEP Improvement – 8.03
Table 5.4: Optimal plant design vector and AEP resulting from each design
formulation
Once the system dynamic equations are obtained, Probs. (5.19) and (5.20)
are then transcribed to a nonlinear program (NLP) using the Direct Tran-
scription method explained in Section 5.2. The resulting NLP is then solved
using the interior-point algorithm of the fmincon solver in Matlab R©.
The AEP maximization problem was solved for each of the three formu-
lations: Sequential Design, Nested Co-Design, and Simultaneous Co-Design.
The results are reported in this section. The simulations were performed
for a wind speed profile based on a Weibull distribution with parameters:
k = 1.91, c = 6.80, and a mean wind speed of vmean = 6.03 m/s. Table 5.4
shows the optimal plant design vector xp∗ for each design formulation. AEP
for both co–design formulations is 3231.5 kWh (demonstrating mathematical
equivalence), whereas the sequential design formulation achieved only 2996.9
kWh. The co-design solution is 8.03% larger than the sequential design result,
which is a very significant increase (particularly for higher–capacity turbines).
This AEP increase can be attributed to the ability of co-design to capitalize
on the strong interdependence between plant and control design with respect
to AEP . The capability of identifying system-optimal solutions, and corre-
sponding performance improvements, motivate greater utilization of integrated
co-design methods in development of actively controlled engineering systems.
Plant design variables dictate turbine size, which has direct impact on en-
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ergy production capability (cf. Eqn. (5.11)), but structural constraints are
more challenging to satisfy for larger turbines. Co-design helps to balance
tradeoffs such as this to produce better system performance. Physical system
design is tailored to work in concert with control system dynamics, and control
systems can be designed in a way that makes satisfaction of physical design
requirements easier. For example, the optimal torque trajectory obtained via
co-design not only helps maintain an optimal tip speed ratio, but also helps to
keep structural deflections and stress more manageable. More specifically, the
co-design solution results in an overall deducting in rotor speed, which helps
reduce structural deflections. Because control design helped to ease plant con-
straint satisfaction, there was more flexibility in plant design, supporting the
design of a plant that helped to further improve AEP. These synergistic ef-
fects are only available when plant and control design coupling are considered
explicitly in a design strategy, as is the case with co-design.
Optimal geometric blade design is critically important for AEP improve-
ment as it influences power coefficient characteristics directly. This obser-
vation helps to further explain the effectiveness of co-design strategies. In
sequential design, AEP can only be improved by adjusting blade geometry
during plant design optimization. After plant optimization, the best result
that control optimization can achieve is to control rotor speed in a way such
that Cp(t) = Cp(λopt(t), β). In other words, the control optimization problem
is simply a trajectory matching problem. In contrast, when a co-design ap-
proach is used, there is an additional mechanism for increasing AEP . Travers-
ing both design spaces simultaneously allows us to adjust control design in a
way that makes possible the exploration of different plant designs with the
potential for higher AEP , as opposed to just funding a control design that en-
ables the turbine to match the optimal power coefficient trajectory. In other
words, in co-design, control design decisions are not just useful for matching
Cp(λopt(t), β), but also changing Cp(λopt(t), β) in a way that increases AEP by
providing more flexibility to plant design. Put another way, sequential design
approaches constrain the design space artificially by fixing plant design before
control design is considered, whereas co-design supports exploration of a much
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larger design space through simultaneous plant and control design.
The enhanced flexibility of plant design is observable in this case study.
The blade geometry for sequential and co-design approaches are fundamentally
different, as shown in Fig. 5.6 and Table 5.4. Co-design allows the optimization
algorithm to choose larger blade (34.76 m vs. 34.29 m for sequential design)
and chord lengths compared to sequential design (cf. Table 5.4). This results
in higher swept area, better aerodynamic performance, and a resulting increase
in AEP . Larger blades are made possible in co-design because adjustments
to control design make possible the satisfaction of structural constraints (in
addition to maintaining an optimal power coefficient).
The co-design solution provides both the optimal plant design and optimal
open-loop control (rotor speed) trajectories. This optimal speed trajectory can
be used as a guide to design an implementable closed-loop control system that
aims to produce approximately the same performance as with optimal open-
loop control. Bridging the gap between results generated by co-design with
DT and implementable closed-loop control system design is an important topic
for future work that will help position co-design methods as practical solutions
for integrated design in engineering practice.
With the discussion on single wind turbine co-design now complete, we move
on to the wind farm level studies in the next chapter.
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Chapter 6
Frequency Regulation using Wind Farms
With higher penetration of wind and other intermittent sources in the en-
ergy market, it is becoming increasingly important to develop more effective
strategies to maintain power quality and support auxiliary grid services, such
as grid frequency regulation. Frequency regulation service is a tool that re-
gional transmission organizations (RTOs) and independent system operators
(ISOs) use to balance supply and demand of electricity on the transmission
system, helping to maintain reliable and stable operations. In doing so, RTOs
and ISOs deploy a variety of resources to meet frequency regulation needs;
these resources differ in both their ramping ability—the ability to increase
or decrease their provision of frequency regulation service—and the accuracy
with which they can respond to the system operator dispatch signal. Energy
providers are compensated economically for providing frequency regulation
services.
In conventional power systems, frequency regulation is achieved typically via
some form of active power control. Active power control (APC) is the control
of power plant output to maintain the power balance between generation and
demand (i.e., the system operator’s dispatch signal). Both the under- and over-
generation of power is detrimental to grid power quality. Under-generation
can reduce grid frequency, while over-generation can increase it (Kirby, 2004).
Frequency regulation services are often provided by conventional gas turbine
power plants that stand by as spinning reserves for fast response. These plants
run at part load to ramp up or down as necessary to provide frequency regula-
tion. One important disadvantage of part load operation is that gas turbines
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are inefficient and produce more harmful emissions when run far from their
designed operating point (Kirby, 2004). This provides an environmental in-
centive for alternate frequency regulation strategies.
Wind turbines historically have not participated in active power control.
They are normally isolated from the grid using sophisticated power electron-
ics (Fox, 2007), increasing the cost of wind energy (Aho et al., 2012; Kirby,
2004). Some strategies exist in the research and patent literature that achieve
grid frequency regulation using wind turbine APC. Many APC strategies in
the patent literature are proprietary with very little publicly available imple-
mentation details (Morjaria, 2011; Nelson, 2011; Nyborg & Dalsgaard, 2011;
Yasugi, 2011), whereas most of the research literature is limited to single-
turbine frequency regulation (Ela, 2011; Jeong, 2011; Miller & Clark, 2010).
While single turbine frequency regulation studies are important to evaluate
wind turbine regulation capabilities, they can not reveal complete farm-level
frequency regulation behavior. In reality, wind turbines are often arranged in
large arrays with complex aerodynamic wake interactions between them. This
work aims to address this gap.
Modern APC serves two purposes:
1. Automatic frequency control, designed to emulate the inertial response
of generators
2. Power reference tracking, designed to emulate the secondary response of
generators, also known as automatic generational control
It is anticipated that increased penetration of variable-speed wind turbines
in the electricity grid will result in a reduction of the number of connected
conventional power plants. This will have two effects: 1) reducing available
conventional power plants (such as gas turbines) for frequency regulation, and
2) increased power variability. Thus, there are technical, economic, and envi-
ronmental incentives to enable regulation services by wind farms. It is already
well documented that variable-speed wind turbines are excellent at emulating
generator inertia and supporting primary frequency control (Erlich & Wilch,
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2010; Juankorena et al., 2009; Keung et al., 2009; Kirby, 2004; Morren et al.,
2006). The principal focus of this work is on enabling wind farms to provide
the secondary response or automatic generation control (purpose 2 above).
In this chapter, we propose a new two-level APC strategy where a farm level
dispatch planning algorithm optimally distributes the power coefficient refer-
ences to individual wind turbines, while accounting for farm level aerodynamic
interactions. Individuals turbines then optimally track the power coefficient
references subject to their operational constraints. The performance of the
two-level APC algorithm is evaluated using standard performance scores de-
fined by independent system operators (ISOs).
6.1 Distributed APC Problem Formulation
In this section, a distributed APC formulation is proposed that solves a two-
level frequency regulation problem (Fig. 6.1). This formulation consists of the
following two phases:
1. Dispatch Planning Phase: A farm level problem is solved to provide op-
timal power coefficient references corresponding to an optimal regulation
score.
2. Dispatch Control Phase: Individual turbine-level problems are solved
for the each of the n turbines to track the optimal power coefficient
references passed on by the dispatch planner. These problems are solved
using an optimal control strategy.
In the following subsections we present the detailed formulation for each phase.
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Cp (a1∗,Γ1∗) Cp (an∗,Γn∗)
v∞(t)
dispatch
planner
dispatch
controllers
ISO
Figure 6.1: Distributed control architecture
6.1.1 Dispatch Planning Phase
The goal in this phase is to maximize the regulation performance score for the
overall wind farm. The dispatch planning objective is defined as:
J =
∫ tf
0
So (r(t), s(t))2 dt (6.1)
where tf is the time horizon for the problem being solved, s(t) is reference
regulation (power) signal provided by ISO and r(t) is the farm power output
defined as:
r(t) =
n∑
i=1
Pi(t), (6.2)
where the power output of an individual turbine i is:
Pi = 2ρpiR2ai(t)(1− ai(t))2η cos(Γi(t))mv3i . (6.3)
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It can be seen from Eqn. (6.3) that turbine i power output is a direct function
of the axial induction factor ai, yaw angle Γi, and wind speed vi. The wind
speed at turbine i, however, is a function of axial induction factors and yaw
angles of upstream turbines, and this relationship is captured by the wake
model Eqn. (3.1–3.17). Let Γ = [Γ1(t), · · · ,Γn(t)] and a = [a1(t), · · · , an(t)].
In compact form the wake model can be written as:
vi(t) = g (v∞(t), a(t− τj),Γ(t− τj)) , ∀i, ∀j ∈ Ui (6.4)
where v∞(·) is the free stream wind speed at the entrance of the wind farm and
τj is the average time required for the wake to travel from upstream turbine
j to downstream turbine i. The overall optimization problem for the dispatch
planning phase can be written as:
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a∗(t),Γ∗(t) = argmax
a(t),Γ(t)
∫ tf
0
So (r(t), s(t))2 dt (6.5a)
s.t.: 0 ≤ ai(t) ≤ 0.5, ∀ i (6.5b)
Γl ≤ Γi ≤ Γu, ∀ i (6.5c)
where: r(t) =
n∑
i=1
Pi(t) (6.5d)
=
n∑
i=1
2ρpiR2ai(t)(1− ai(t))2η cos(Γi(t))mv3i (6.5e)
vi = g (v∞, a(t− τj),Γ(t− τj)) , ∀i, ∀j ∈ Ui. (6.5f)
The farm level Problem (6.5) is solved to obtain the optimal axial induction
factors a∗(t) and optimal yaw angles Γ∗(t) for all the turbines in the farm.
It should be noted that yaw angles Γi(t) in Eqn. (6.5) are the optimization
variables that are passed on as a references to dispatch controllers through the
power coefficients, and that the actual yaw angle for the corresponding turbine
is represented by the dynamic state γi(t) (as described in Eqn. (2.1)). To
solve the infinite-dimensional dispatch planning Problem (6.5) efficiently, we
construct an approximately equivalent finite-dimensional nonlinear program
(NLP) (Betts, 2010; Biegler, 2007). This includes using trapezoidal quadrature
to evaluate the integral in the objective function Eqn. (6.5a).
6.1.2 Dispatch Control Phase
In the dispatch control phase the individual controller on each turbine is tasked
with tracking the optimal power coefficients as shown in Fig. 6.1. The following
observation regarding the dependence structure of the power Cp and thrust Ct
coefficients is used in the dispatch controller implementation:
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Cp (λi, βi, γi) ≡ Cp (ai,Γi)
Ct (λi, βi, γi) ≡ Ct (ai,Γi)
(6.6)
As described in the above equations, the coefficients Cp and Ct can be defined
in two different ways. This enables separation of the overall problem into
dispatch planning and control problems. Once the dispatch planner solves
the regulation problem using Cp (ai,Γi) and Ct (ai,Γi) ∀ i, individual turbine
dispatch controllers solve the optimal tracking problem using Cp (λi, βi, γi) and
Ct (λi, βi, γi). That is, all n dispatch controllers try to minimize the objective:
min
Mg(t),βc(t),γc(t)
∫ tf
0
(Cp (λi, βi, γi)− Cp(ai∗,Γi∗))2 dt. (6.7)
The objective of the optimization problem in Eqn. (6.7) is to track the opti-
mal power coefficient reference determined by the dispatch planner Cp(ai∗,Γi∗).
This is done by manipulating the control variables: generator torque Mg(t),
blade pitch angle reference βc(t), and yaw angle reference γc(t). For notational
simplicity and brevity, the subscript i is dropped from the remaining formula-
tions and Cp (ai∗,Γi∗) is defined compactly as as C˜p(t). The complete dispatch
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controller optimization problem for turbine i then can be written as:
min
Mg(t),βc(t),γc(t)
∫ tf
0
(
Cp (λ, β, γ)− C˜p(t)
)2
dt (6.8a)
s.t.: Mr = JΩ˙ +
Mg
ηr
(6.8b)
Ft = mTex¨T + cT x˙T + kTxT (6.8c)
0 = β¨ + 2ζbωbβ˙ + ω2b (β − βc) (6.8d)
0 = γ¨ + 2ζgωgβ˙ + ω2g (γ − γc) (6.8e)
βL ≤ βc ≤ βU (6.8f)
γL ≤ γc ≤ γU (6.8g)
MgL ≤Mg ≤MgU (6.8h)
Ω ≤ 1.2Ωr (6.8i)
where: Ft =
1
2ρpiR
2Ct (λ, β, γ) (v − x˙T )2 (6.8j)
Mr =
1
2ρpiR
2Cp (λ, β, γ)
λ
(v − x˙T )2 (6.8k)
where Eqns. (6.8b–e) and Eqns. (6.8f–i) describe the turbine dynamics and
constraints, respectively. Using the state, control, and wind disturbance def-
initions from Eqn. (2.9), the problem defined in Eqn. (6.8) can be written
compactly as:
min
u(t)
∫ tf
0
(
Cp (x(t), w(t))− C˜p(t)
)2
dt (6.9a)
s. t.: x˙(t) = f(x(t), w(t)) + B¯u(t) (6.9b)
Axx(t) ≤ bx (6.9c)
Auu(t) ≤ bu. (6.9d)
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The matrices (Ax, Au) and vectors (bx, bu) provide an alternate representa-
tion of the constraints in Eqns. (6.8f–i). The system dynamics Eqns. (6.8b–e)
and (6.9b) are already affine in u(t) (B¯ ∈ R7×3). Efficient solution of the
dispatch controller problem Eqn. (6.9) is achieved by constructing an approxi-
mate quadratic program (QP). This involves temporal discretization, convert-
ing the system dynamics (differential) equations into algebraic equations via
collocation, and using numerical quadrature to evaluate the objective function
integral. Simultaneous methods for MPC (Section 4.3) are used to solve this
problem (Betts, 2010; Biegler, 2007; Borrelli et al., 2016). While the simultane-
ous strategy increases the number of optimization variables, the resulting QP is
sparse and well-structured. In addition, the simultaneous approach mitigates
numerical instabilities that often when using a sequential approach (Biegler,
2007), such as single shooting (simulation performed for each optimization
function evaluation).
We begin QP construction by first linearizing Cp (x(t), w(t)) in Eqn. (6.9a)
around a nominal point x(t0), w(t0) using a Taylor series approximation. This
allows us to approximate the objective function using a quadratic function of
states x(t). Let C¯p(x(t), w(t)) be the linearized approximation of Cp (x(t), w(t)):
C¯p(x(t), w(t)) ≈ Cp(x(t0), w(t0)) + C¯T (x(t)− x(t0))
+ W¯c(w(t)− w(t0))
= C¯Tx(t) + W¯cw(t)
−C¯Tx(t0) + CP (x(t0), w(t0))− W¯cw(t0)︸ ︷︷ ︸
c¯
= C¯Tx(t) + W¯cw(t) + c¯,
(6.10)
where C¯ ∈ R7, W¯c ∈ R, and c¯ ∈ R. The integral in the objective function in
Eqn. (6.9) can now be approximated using a numerical integration strategy
such as trapezoidal or implicit Runge-Kutta quadrature (Betts, 2010; Biegler,
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2010).
Jf =
∫ tf
0
(
Cp (x(t), w(t))− C˜p(t)
)2
dt
≈
M∑
k=1
hk
(
C¯P (x(tk), w(tk))− C˜P (tk)
)2
︸ ︷︷ ︸
Jk
(6.11)
whereM is the number of discretization time points, and hk are the weights
for the selected quadrature. The term Jk in Eqn. (6.11) that represents the
squared error at time tk can be simplified and written as:
Jk =
(
C¯p (x(tk), w(tk))− C˜p(tk)
)2
≈
C¯Tx(tk) + W¯cw(tk) + c¯− C˜p(tk)︸ ︷︷ ︸
b¯(tk)

2
(6.12)
=
(
C¯Tx(tk) + W¯cw(tk) + b¯(tk)
)2
.
After expanding the terms in the above expression, we get:
Jk =
(
C¯Tx(tk) + W¯cw(tk) + b¯(tk)
)2
= x(tk)T C¯C¯T︸ ︷︷ ︸
H
x(tk) +
(
W¯cw(tk) + b¯(tk)
)2
︸ ︷︷ ︸
p¯(tk)
+ 2
(
W¯cw(tk) + b¯(tk)
)
C¯T︸ ︷︷ ︸
q(tk)T
x(tk)
= x(tk)THx(tk) + q(tk)Tx(tk) + p¯(tk)
where H ∈ R7×7 and q (tk) ∈ R7. Finally, p¯(tk) ∈ R is not a function of x(tk),
so can be dropped from the objective function definition without changing the
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optimal solution:
Jf =
M∑
k=1
hkJk
=
M∑
k=1
hk
(
x(tk)THx(tk) + q(tk)Tx(tk)
)
.
In a compact form, above expression for objective function can be written as:
Jf = zT H¯z + q¯Tz,
where:
H¯ =

h1H 0 · · · 0 0 0 · · · 0
0 h2H · · · 0 0 0 · · · 0
...
... . . .
...
...
... · · · ...
0 0 · · · hMH 0 0 · · · 0
0 0 · · · 0 0 0 · · · 0
0 0 · · · 0 0 0 · · · 0
...
... . . .
...
...
... . . .
...
0 0 · · · 0 0 0 · · · 0

∈ R10M×10M
z =

x(t1)
x(t2)
...
x(tM )
u(t0)
u(t1)
...
u(tM−1)

∈ R10M , q¯ =

q(t1)
q(t2)
...
q(tM )
0
0
...
0

∈ R10M .
With the approximate quadratic objective function now defined, we can de-
scribe the constraints constructed via linearization and discretization of con-
tinuous LTI system dynamics given in Eqn. (6.9b). Consider the Jacobian
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linearization of the system dynamics about a nominal point x(t0), w(t0):
x˙(t) ≈ f(x(t0), w(t0)) + A¯(x(t)− x(t0))
+ B¯u(t) + W¯ (w(t)− w(t0))
= A¯x(t) + B¯u(t) + W¯w(t)
+ f(x(t0), w(t0))− A¯x(t0))− W¯w(t0)︸ ︷︷ ︸
f¯
= A¯x(t) + B¯u(t) + W¯w(t) + f¯ ,
where:
A¯ =

∂f1
∂x1
· · · ∂f1
∂x7... . . . ...
∂f7
∂x1
· · · ∂f7
∂x7
 ∈ R7×7, B¯ ∈ R7×3
W¯ =

∂f1
∂w...
∂f7
∂w
 ∈ R7, f¯ ∈ R7.
Here we use trapezoidal collocation for discretization as follows:
x(tk+1) = x(tk) +
∫ tk+1
tk
x˙(t)dt
≈ x(tk) + h2 (x˙(tk) + x˙(tk+1))
= x(tk) +
h
2
(
A¯x(tk) + B¯u(tk) + W¯w(tk) + f¯
+A¯x(tk+1) + B¯u(tk+1) + W¯w(tk+1) + f¯
)
=
(
I + h2 A¯
)
x(tk) +
h
2 B¯ (u(tk) + u(tk+1))
+ h2W¯ (w(tk) + w(tk+1)) +
h
2 A¯x(tk+1) + hf¯ ,
where h ∈ R+ is the trapezoidal quadrature step size. After rearranging terms,
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we obtain: (
I7×7 − h2 A¯
)
︸ ︷︷ ︸
A¯d−
x(tk+1)−
(
I7×7 +
h
2 A¯
)
︸ ︷︷ ︸
A¯d+
x(tk)
− h2 B¯︸︷︷︸
B¯d
(u(tk) + u(tk+1))
= h2W¯︸ ︷︷ ︸
W¯d
(w(tk) + w(tk+1)) + hf¯︸︷︷︸
f¯d
.
(6.13)
Next:
A¯d−x(tk+1)− A¯d+x(tk)− B¯du(tk)− B¯du(tk+1)
= W¯d (w(tk) + w(tk+1)) + f¯d.
(6.14)
Concatenating for each tk we obtain:
Aeqz = beq (6.15)
where:
Aeq =

A¯d− 0 0 · · · 0 −B¯d −B¯d · · · 0
−A¯d+ A¯d− 0 · · · 0 0 −B¯d · · · 0
0 −A¯d+ A¯d− · · · 0 0 0 · · · 0
...
...
... . . .
...
...
... . . .
...
0 0 · · · −A¯d+ A¯d− 0 0 · · · −B¯d

and where:
beq =

W¯d (w(t0) + w(t1)) + f¯d + A¯dx(t0)
W¯d (w(t1) + w(t2)) + f¯d
W¯d (w(t2) + w(t3)) + f¯d
...
W¯d (w(tM−1) + w(tM )) + f¯d

.
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Finally, the linear inequality constraint quantities are:
Aq =
IM×M ⊗ Ax 0
0 IM×M ⊗ Au

bq =
1M ⊗ bx
1M ⊗ bu

where ⊗ defines the Kronecker product and 1M ∈ RM is a vector with all
entries as 1 and IM×M is the identity matrix of dimensions M ×M .
The overall dispatch controller quadratic program (QP) for each turbine can
now be written as:
max
z
zT H¯z + q¯Tz
subject to: Aeqz = beq
Aqz ≤ bq
(6.16)
The problem Eqn. (6.16) is a large-scale (but sparse) QP that can be solved
very efficiently using a standard QP solver such as the Matlab R© quadprog
function or Gurobi R©.
6.2 Model Predictive Control for Distributed APC
We solve the dispatch planning and dispatch control problems repeatedly for
finite horizons using the model predictive control (MPC) framework shown in
Fig. 6.3. Here tph and tpr are defined as the dispatch planning solution horizon
and the action horizon, respectively. More specifically, each dispatch planning
problem is solved for the time horizon t0 to tph, and the optimal control actions
from the obtained solution are executed only from time t0 until time t0 + tpr
and rest of the solution for time t0 + tpr to t0 + tph is discarded. This solution
process is repeated after updating t0 = t0 + tpr.
The dispatch planning and dispatch control problems are solved at different
frequencies with different time horizons as shown in Fig. 6.3 (typically tch 
91
tph). For the dispatch control problem, tch and tcr are defined as the solution
horizon and action horizon, respectively. At the initial time t0 for each dispatch
control solution horizon, the linearization and QP creation process described
by Eqns. (6.6)–(6.16) is carried out in an automated manner, and the large-
scale QP Eqn. (6.16) is solved. Algorithm 1 describes this two-level iterative
distributed model predictive control process.
Algorithm 1: Distributed MPC algorithm for one dispatch planner
iteration starting at time t0
input : v∞(t), s(t)
output: r(t)
1 for t = t0 → t0 + tph do
2 dispatch planner: compute a∗(t),Γ∗(t)
3 estimate: vi(t) = g(v∞(t),a∗(t),Γ∗(t)); ∀i
4 foreach turbine i do
5 compute: C˜p(t)
6 dispatch controller: track Cp(x(t), w(t))→ C˜p(t)
7 re-estimate: vi(t) = g(v∞(t),x(t), w(t))
8 compute: Pi(t)
9 end
10 compute: r(t) = ∑i Pi(t)
11 evaluate: So(t)
12 update: t0 = t0 + tpr
13 end
tpr0
0 tpr
iter 1 iter 2
iter 1 iter 2
tph
tch
tph + tpr
tcr tch + tcr
Dispatch Controller
Dispatch Planner
Figure 6.3: Time horizons for MPC problems
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6.3 Case Study
The proposed two-level distributed MPC algorithm is applied to a case study
based on a wind farm consisting of six turbines arranged in two rows, as
illustrated in Fig. 6.4. Turbines in each row are separated axially by the
distance of five turbine rotor diameters (5D), which for this case study is 5D =
630 m. Each turbine is assumed to be an NREL 5MW turbine (Jonkman et al.,
2009) with physical parameters as detailed in Table 6.1. Wake parameters are
listed in Table 6.2. These wake parameters are obtained using high fidelity
computational fluid dynamic models (Jimenez et al., 2010), and are validated
against physical experiments.
T1
T2
T3
T6
T5
T4
5D
5D
3D
5D
5D
ξ
Γ
Figure 6.4: Wind turbine arrangement for the case study
The stochastic wind profiles used in this case study are simulated using
Risø Smooth Terrain spectral turbulence model (Højstrup, 1982; Olesen et al.,
1984) within the NREL TurbSim software (Jonkman, 2009). Three different
mean wind speeds were considered for the simulation – 9 m/s, 10 m/s and 11
m/s, with a turbulence intensity of 10%.
The overall time for the case study was chosen to be 450 seconds with solu-
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Table 6.1: NREL 5MW wind turbine parameters (Jonkman et al., 2009)
Parameter Symbol Value
Rated power pr 5 MW
Rated rotor speed Ωr 12.1 RPM
Rotor radius R 63 m
Hub height H 90 m
Gear-box ratio ηr 0.01031
Inertia (hub system) JH 115926 kgm2
Inertia (blade system) JB 11776047 kgm2
Inertia (generator system) JG 534.116 kgm2
Mass (tower) mT 347460 kg
Mass (hub) mH 56780 kg
Mass (blade) mB 177400 kg
Mass (nacelle) mN 240000 kg
Natural frequency (tower) ωT 0.32 Hz
Natural frequency (pitch system) ωb 2pi Hz
Natural frequency (yaw system) ωg 3 Hz
Damping ratio (structure) ζs 0.01
Damping ratio (pitch system) ζb 0.75
Damping ratio (yaw system) ζg 0.02
Optimal tip-speed ratio λopt 7.55
Optimal power coefficient Cpopt 0.482
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tion and action horizons for dispatch planning and dispatch control problems
as shown in Table 6.3.
Table 6.2: Wake parameters for case study (Gebraad et al., 2014; Gebraad &
van Wingerden, 2014)
parameter value
η 0.77
m 1.88
ke 0.065
Mv,1 0.5
Mv,2 1
Mv,3 5.5
av 5
bv 1.66
me,1 -0.5
me,2 0.22
me,3 1
To the authors’ best knowledge the research literature lacks a baseline farm-
level regulation strategy to use as a benchmark. A baseline result was gener-
ated for comparison using a greedy non-cooperative strategy. In this approach
each turbine controller seeks to maximize the performance of its individual
turbine, without regard to what may improve the overall farm performance.
A comparison between the results of this greedy strategy and the distributed
APC optimization method proposed here is presented in Figs. 6.8 and 6.9. It
can be seen from Fig. 6.10 that the regulation scores for proposed system-
optimal approach are significantly better than those for the greedy approach.
Table 6.3: MPC parameters for the case study
parameter value unit
tph 100 s
tpr 50 s
tch 50 s
tcr 10 s
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Table 6.4: Regulation performance scores for different mean wind speeds
with 10% turbulence intensity
Performance 9 m/s (10% turbulence) 11 m/s (10% turbulence)
Scores greedy optimal greedy optimal
Mean 0.57 0.79 0.48 0.79
Median 0.65 0.82 0.57 0.92
Maximum 0.82 0.99 0.81 0.99
Figure 6.10: Performance score comparison between two approaches; mean
wind speed: 10 m/s, turbulence: 10%
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Table 6.4 compares results for all three mean wind speeds.
This score improvement for optimal over greedy can be statistically quanti-
fied using a two-sample non-parametric significance test such as Kolmorgorov-
Smirnov (KS) test (Massey, 1951). The KS test may be used for hypothesis
testing because the performance scores do not follow a predefined parametric
distribution. To that end, the null and alternate hypotheses are defined as:
H0 : P (xo) = P (xg)
Ha : P (xo) > P (xg),
where xo and xg are the random variables corresponding the optimal and
greedy scores, respectively, and P (x) is the cumulative distribution function
(CDF) of a random variable x. The null hypothesis postulates that xg and
xo are drawn from the same distribution, whereas the alternate hypothesis
postulates that the CDF of the optimal scores is larger than for the greedy
scores. The significance level of 0.01 was chosen for this test, and a p-value of
6× 10−9  0.01 was observed. This indicates that the KS test rejects the null
hypothesis in favor of the alternative hypothesis, i.e., the CDF of xo is larger
than the CDF of xg. This validates the claim with 99% confidence that the
optimal strategy improves regulation scores compared to greedy scores.
Finally, Fig. 6.8 compares the power outputs from the greedy and system-
optimal approaches. As seen in Fig. 6.8(a), the greedy approach does not fol-
low the reference regulation signal very well. The distributed APC approach
(Fig. 6.8(b)), however, provides a much better reference tracking and thus
results in much better performance scores. It should also be noted that regu-
lation score in the greedy case is less than 0.4 for a significant portion of time,
which is grounds for dismissal from participation in regulation service. The
time periods when the optimal approach does not follow the reference signal
correspond very well to periods of very high or low wind speed magnitude.
With the discussion on distributed APC of wind farms complete, we now
explore the idea of improving regulation scores further, using co-optimization
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of wind farms and battery energy storage.
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Chapter 7
Frequency Regulation using Wind Farms with
BESS
Even though the wind farm does a satisfactory job of optimal regulation with
significantly higher performance scores than greedy approach, it is impossible
for it to maintain a good score in two situations: when wind speed speed is too
high or too low. This fact can be observed approximately during t ≈ 240s and
t ≈ 120s in the Fig. 6.8. This problem can be remedied by augmenting the
system with energy storage. We first look at the existing literature on energy
storage for supporting grid activities followed by description of our research
contribution.
Energy storage applications are typically categorized in two ways — high
power capacity and high energy capacity. Storage used for power applica-
tions usually has the capacity to store fairly modest amounts of energy per
kW of rated power output, that is dischargeable in a short duration. Notable
storage technologies well-suited to power applications include: capacitors, su-
perconducting magnet energy storage, and flywheels. Energy applications on
the other hand, are uses of storage requiring relatively large amounts of en-
ergy, often for discharge durations of many minutes to hours. Thus, storage
used for energy applications must have a much larger energy storage reservoir
than storage used for power applications. Storage technologies best suited for
energy applications include, compressed air energy storage (CAES), pumped
hydro, thermal energy storage, and most battery types.
Our focus in this work is primarily on the battery energy storage system
(BESS) for regulation. The idea of integrating BESS to smooth out the in-
termittent power produced by wind farms has been previously explored in the
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research community (Borowy & Salameh, 1997; DeBroe et al., 1999; Khalid &
Savkin, 2010; Teleke et al., 2010a,b, 2009). For example, Borowy & Salameh
(1997) analytically characterized and experimentally validated the dynamic
performance of stand-alone wind turbine coupled to a battery energy stor-
age system. Integration of battery with wind farms to track hourly power
set points using model predictive control while satisfying the state of charge
(SOC) constraints was proposed in Teleke et al. (2010a). Another similar
approach (Arulampalam et al., 2006) proposed a hybrid static compensator
based BESS control technique in the context of improving the stability and
power quality of fixed speed wind turbines. Finally, peak-power-only track-
ing for small wind turbines in battery charging applications was considered
in DeBroe et al. (1999).
An important consideration for successful integration of BESS with wind
farms, is the accurate modeling of the battery dynamics and estimation of
battery state of charge (SOC). The modeling and SOC estimation of a battery
is a challenging due to the inherent nonlinear behavior of the battery resulting
from underlying electrochemical processes. To that end, significant efforts have
been devoted in the BESS research community (Di Domenico et al., 2010; He
et al., 2011; Salameh et al., 1992).
In addition to the power smoothing, economic impacts of power dispatch
using BESS have also been considered in literature (Bathurst & Strbac, 2003;
Korpaas et al., 2003). In particular, Bathurst & Strbac (2003) proposed an
algorithm for optimum dispatch of an electrical energy storage, taking into
account the short-term power exchange and the expected imbalance penalties
of a wind farm, to minimize the cost of energy. Similarly, Korpaas et al.
(2003) used dynamic programming to obtain optimal energy exchange with
the market for a specified scheduling period, taking into account transmission
constraints. They also generalized their method to be used with any type of
energy storage and other intermittent energy resources than wind.
Some of the major assumptions in these works of using BESS for power
smoothing and power scheduling in electricity markets, is that the wind farms
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operate continuously at their rated power, or farm power is assumed to be
only a function wind speeds (ignoring effects of control and power coefficient
variation). However, this assumption is inaccurate, as demonstrated by results
in the previous chapter. In most existing studies involving wind farms and
BESS, the power (smoothing) control task is completely delegated to BESS.
This might result in higher wear and tear for turbine, reduce BESS life (since
it must manage power control alone). Moreover, sizing the BESS based on
maximum power demand (a worst case scenario) is very cost prohibitive.
To address these concerns, we propose a co-optimization of BESS and wind
farm for frequency regulation—where both wind farm and BESS in synergy—
to improve performance, using a significantly smaller BESS. This is in contrast
to Teleke et al. (2009), Teleke et al. (2010a), and Teleke et al. (2010b), where
they optimize the power only from BESS to provide residual, i.e., Ptotal−Pwind,
while assuming that the wind farm operates at rated power (which is in an
impractical assumption in most cases).
7.1 Frequency Regulation with Wind Farm and BESS
In this section we describe three different approaches by which a BESS can be
coupled with wind farms for regulation service: Sequential GF + OB (baseline
approach where greedy farm (GF) strategy (refer Chapter 6) is sequentially
followed by optimal BESS (OB) strategy), Sequential OF + OB (where optimal
farm (OF) strategy is sequentially followed by optimal BESS strategy), and
Simultaneous OF + OB (where simultaneous optimal farm and BESS strategy
is pursued). The general architecture for all three approaches is shown in
Fig. 7.1.
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T1
T2 · · · Tn−1
Tn
v∞(t) dispatch BESSplanner
dispatch
controllers
ISO
Figure 7.1: Distributed control architecture
7.1.1 Sequential: Greedy Farm and Optimal BESS
We begin by describing the baseline approach often used in the literature (Teleke
et al., 2010b, 2009), where the wind farm adopts a greedy strategy for regula-
tion and then an optimal BESS control strategy is used as shown in Fig. 7.2.
The signal s(t) is the reference signal from ISO, and rf (t) is the power output
of the wind farm using a greedy approach. The BESS is then tasked with
improving the regulation score by compensating for the deficit (or surplus)
signal s(t)− rf (t).
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+ISO
r(t)
rf (t)
Wind Farm BESS
rb⇤(t)
s(t)  rf (t)
s(t)
reference power
output power
Figure 7.2: Architecture for sequential greedy farm and optimal BESS
approach
In the case of the greedy farm solution, the turbines are always facing the
wind and the axial induction factor is maintained at 13 (corresponding to the
Cpcopt, cf. Fig. 2.4(a)):
aig(t) =
1
3 , ∀i, ∀t
Γig(t) = 0, ∀i, ∀t.
(7.1)
Concatenating all the turbines, we can form the greedy axial induction factor
and yaw angle vectors, respectively, as:
ag(t) = [a1g(t), . . . , ang(t)]T , ∀t
Γg(t) = [Γ1g(t), . . . ,Γng(t)]T , ∀t.
(7.2)
Using greedy inputs, the wake model is evaluated to obtain the wind speeds
and the output power of wind farm, respectively, as:
vi = g (v∞, ag(t),Γg(t)) , ∀i
rf (t) =
n∑
i=1
2ρpiR2aig(t)(1− aig(t))2η cos(Γig(t))mv3i .
(7.3)
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The power reference s(t)−rf (t) shown in Fig. 7.2 is now passed to the BESS,
which solves its optimal control (regulation) problem as:
ub∗(t) = argmax
ub(t)
∫ tf
0
So (r(t), s(t))2 dt (7.4a)
subject to: x˙b(t) = Abxb(t) +Bbub(t) (7.4b)
Ib ≤ xb2 ≤ Iu (7.4c)
(I − qu)Ibr − q0 ≤ xb3 ≤ (1− ql)Ibr − q0 (7.4d)
ul ≤ ub(t) ≤ uu (7.4e)
where: rb(t) = xb(t)TQbxb(t) + Cbxb(t) (7.4f)
r(t) = rb(t) + rf (t), (7.4g)
where rb(t) is the battery power output, xb(t) are the battery states, ub(t) is
the battery control input, and Eqns. (7.4c-e) are defined as described below.
Equation (7.4c) enforces the constraint on battery current during charging
and discharging:
Il ≤ xb2 ≤ Iu, (7.5)
where Il and Iu are the minimum and maximum current that can be drawn
from the battery, respectively.
Equation (7.4d) enforces the constraint on battery SOC, to the avoid the
deep discharge and over-charging of the battery:
(I − qu)Ibr − q0 ≤ xb3 ≤ (1− ql)Ibr − q0, (7.6)
where q0 is the initial battery SOC at the beginning of the control operation,
Ibr is the rated capacity of battery in Amp-hours (Ah), SOC lower and upper
bounds are ql and qu, respectively, and 0 < ql < qu < 1.
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Finally, Eqn. (7.4e) constraints battery control input within lower (ul) and
upper (uu) bounds. For a detailed description of BESS model please refer to
Chapter 2.
It should be noted that Eqn. (7.4) is purely an optimal BESS control prob-
lem.
7.1.2 Sequential: Optimal Farm and Optimal BESS
+ rb⇤(t)
r(t)s(t)
Wind Farm BESS
reference power
output power
ISO
s(t)  rf ⇤(t)
rf ⇤(t)
Figure 7.3: Architecture for sequential optimal farm and optimal BESS
approach
In this case, the optimal farm solution is first obtained as rf ∗(t), and the
residual s(t)− rf ∗(t) is passed on to BESS for optimal control.
The problem formulation for the optimal farm is exactly the same as the
optimal dispatch planning phase described in Chapter 6, where optimal axial
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induction factors and yaw angles are obtained as:
a∗(t),Γ∗(t) = argmax
a(t),Γ(t)
∫ tf
0
So (rf (t), s(t))2 dt
s.t.: 0 ≤ ai(t) ≤ 0.5, ∀ i
Γl ≤ Γi ≤ Γu, ∀ i
where: rf (t) =
n∑
i=1
Pi(t)
=
n∑
i=1
2ρpiR2ai(t)(1− ai(t))2η cos(Γi(t))mv3i
vi = g (v∞, a(t− τj),Γ(t− τj)) , ∀i, ∀j ∈ Ui.
(7.7)
Concatenating all turbines we can form the optimal axial induction factor
and yaw angle vectors, respectively, as:
a∗(t) = [a1∗(t), . . . , an∗(t)]T , ∀t
Γ∗(t) = [Γ1∗(t), . . . ,Γn∗(t)]T , ∀t.
(7.8)
Using these optimal inputs, the wake model is evaluated to obtain the wind
speeds and the output power of wind farm, respectively, as:
vi = g (v∞, a(t− τj),Γ(t− τj)) , ∀i, ∀j ∈ Ui
rf ∗(t) =
n∑
i=1
2ρpiR2ai∗(t)(1− ai∗(t))2η cos(Γi∗(t))mv3i
(7.9)
The power reference s(t) − rf ∗(t) shown in Fig. 7.3 is now passed to the
BESS, which solves its optimal control problem as:
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ub∗(t) = argmax
ub(t)
∫ tf
0
So (r(t), s(t))2 dt
subject to: x˙b(t) = Abxb(t) +Bbub(t)
Ib ≤ xb2 ≤ Iu
(I − qu)Ibr − q0 ≤ xb3 ≤ (1− ql)Ibr − q0
ul ≤ ub(t) ≤ uu
where: rb(t) = xb(t)TQbxb(t) + Cbxb(t)
r(t) = rb(t) + rf ∗(t)
(7.10)
Again, it should be noted that Eqn. (7.10) is purely an optimal BESS control
problem.
7.1.3 Simultaneous: Optimal Farm and Optimal BESS
In this approach, the wind farm and BESS are optimized together. This allows
optimizer to iterate over the optimization variables in a synergistic manner to
achieve system optimal solutions. Figure 7.4 shows this problem architecture.
The optimization variables include the wind farm control variables a(t), Γ(t),
as well as BESS control variable ub(t).
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+Wind Farm BESS
s(t) r⇤(t)
ISO
reference power
output power
Figure 7.4: Architecture for simultaneous optimal farm and optimal BESS
approach
The objective again is to maximize the regulation performance scores subject
to wind farm and battery constraints as described in Eqn. (7.11):
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a∗(t),Γ∗(t), ub∗(t) = argmax
a(t),Γ(t),ub(t)
∫ tf
0
So (r(t), s(t))2 dt
subject to: 0 ≤ ai(t) ≤ 0.5, ∀ i
Γl ≤ Γi(t) ≤ Γu, ∀ i
x˙b(t) = Abxb(t) +Bbub(t)
Ib ≤ xb2(t) ≤ Iu
(I − qu)Ibr − q0 ≤ xb3(t) ≤ (1− ql)Ibr − q0
ul ≤ ub(t) ≤ uu
where: vi = g (v∞, a(t),Γ(t)) , ∀ i
rb(t) = xb(t)TQbxb(t) + Cbxb(t)
r(t) =
n∑
i=1
Pi(t) + rb(t)
=
n∑
i=1
2ρpiR2ai(t)(1− ai(t))2η cos(Γi(t))mvi(t)3 + rb(t)
a(t) = [a1(t), . . . , an(t)]T , Γ(t) = [Γ1(t), . . . ,Γn(t)]T ,
(7.11)
where objective functions, constraints, optimization variables and parameters
of this problem are as defined in previous subsections. It should be noted that
Eqn. 7.11 is also optimal control problem, with both farm and battery control
inputs as optimization variables.
7.2 Solution Techniques
In this section we look at techniques for solving problems described in the
previous section, using numerical optimization.
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7.2.1 Standalone Battery Control
In this subsection we detail the solution technique for Prob. (7.4) and (7.10).
The problems are solved using standard nonlinear programming techniques by
first transforming the infinite dimensional optimal control Probs. (7.4) and
(7.10), to finite dimensional nonlinear programs using a quadrature methods
described in Chapter 5. To that end, let N be the number of discretization
time segments over the horizon [0, tf ]. We assume that time horizon starts at
time 0 seconds, without loss of generality, and that the proposed transcription
technique is equally valid for all the future time horizons of the MPC problem.
The discrete time objective function for regulation is:
J =
∫ tf
0
So (r(t), s(t))2 dt ≈ hk
N∑
k=0
So (r(tk), s(tk)) , (7.12)
where hk is the step size of quadrature at time tk. The system dynamics in
Eqns. (7.4) and (7.10) can be converted into defect constraints as follows. To
do that, first let us define the discrete time optimization variables to be:
zb =

xb(t1)
xb(t2)
...
xb(tN)
ub(t0)
ub(t1)
...
ub(tN)

. (7.13)
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The system dynamics:
x˙b(t) = Abxb(t) +Bbub(t),
can be rewritten as:
xb(tk+1) = xb(tk) +
∫ tk+1
tk
x˙b(t)dt
≈ xb(tk) + h2 (x˙b(tk) + x˙b(tk+1))
= xb(tk) +
h
2 (Abxb(tk) +Bbu(tk) + Abxb(tk+1) +Bbub(tk+1))
=
(
I + h2Ab
)
xb(tk) +
h
2Bb (ub(tk) + ub(tk+1)) +
h
2Abxb(tk+1),
(7.14)
where h ∈ R+ is the trapezoidal quadrature step size. After rearranging terms,
we obtain:(
I − h2Ab
)
︸ ︷︷ ︸
Ad−
xb(tk+1)−
(
I + h2Ab
)
︸ ︷︷ ︸
Ad+
xb(tk)− h2Bb︸ ︷︷ ︸
Bd
(ub(tk) + ub(tk+1)) = 0
(7.15)
Ad−xb(tk+1)− Ad+x(tk)− h2Bbub(tk)−
h
2Bbub(tk+1) = 0.
(7.16)
And concatenating for each tk we obtain:
Aeqzb = beq, (7.17)
where:
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Aeq =

Ad− 0 0 · · · 0 −h2Bb −h2Bb · · · 0
−Ad+ Ad− 0 · · · 0 0 −h2Bb · · · 0
0 −Ad+ Ad− · · · 0 0 0 · · · 0
... ... ... . . . ... ... ... . . . ...
0 0 · · · −Ad+ Ad− 0 0 · · · −h2Bb

and where:
beq =

Ad+xb(t0)
0
0
...
0

.
Finally, the constraints Ib ≤ xb2(t) ≤ Iu and (I − qu)Ibr − q0 ≤ xb3(t) ≤
(1− ql)Ibr − q0 can be compactly rewritten as:

0 −1 0
0 1 0
0 0 −1
0 0 1

︸ ︷︷ ︸
Ax
xb(tk) ≤

−Il
Iu
q0 − (I − qu)Ibr
(1− ql)Ibr − q0

︸ ︷︷ ︸
bx
.
And the constraints on the control ub(t), can be written as:
−1
1

︸ ︷︷ ︸
Au
ub(tk) ≤
−ul
uu

︸ ︷︷ ︸
bu
.
After concatenating for each tk, we can write the linear inequality constraints
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as:
Aqzb ≤ bq (7.18)
where Aq is a matrix, and bq is a vector of appropriate dimensions, defined as:
Aq =
IN×N ⊗ Ax 0
0 IN×N ⊗ Au

bq =
1N ⊗ bx
1N ⊗ bu
 ,
and where ⊗ defines the Kronecker product, 1N ∈ RN is a vector with all
entries as 1, and IN×N is the identity matrix of dimensions N×N . Finally, the
overall nonlinear optimization problem after combining Eqns. (7.12), (7.17),
and (7.18), can be written as:
J = max
zb
hk
N∑
k=0
So (r(tk), s(tk))
subject to: Aeqzb = beq
Aqzb ≤ bq
where: rb(tk) = xb(tk)TQbxb(tk) + Cbxb(tk), ∀k
r(tk) = rb(tk) + rf ∗(tk), ∀k
zb = [xb(t1), . . . ,xb(tN), ub(t0), . . . , ub(tN)]T .
(7.19)
Problem (7.19) is solved repetitively, as MPC problem, using sequential
quadratic programming algorithm in MATLAB optimization toolbox.
7.2.2 Simultaneous Wind Farm and Battery Control
In this subsection we detail the solution technique for Prob. (7.11). This
problem is again solved using standard nonlinear programming techniques by
first transforming an infinite dimensional optimal control Prob. (7.11), to a
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finite dimensional nonlinear program, using a quadrature method as described
in Chapter 5. The only difference here is, that the optimization vector contains
control inputs for farm as well as BESS. Let N be the number of discretization
time segments over the horizon [0, tf ]. As before, here we assume that the first
time horizon starts at time 0, without loss of generality, and this transcription
technique is equally valid for all future time horizons of the MPC problem.
The discrete time objective function for regulation is:
J =
∫ tf
0
So (r(t), s(t))2 dt ≈ hk
N∑
k=0
So (r(tk), s(tk)) , (7.20)
where hk is the step size of quadrature at time tk. The system dynamics in
Eqns. (7.11) can be converted into defect constraints, which is now described in
detail. First organize the discrete time optimization variables in the following
form:
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z =

a(t1)
a(t2)
...
a(tN)
Γ(t1)
Γ(t2)
...
Γ(tN)
xb(t1)
xb(t2)
...
xb(tN)
ub(t0)
ub(t1)
...
ub(tN)

. (7.21)
Here, only the battery dynamics are linear, hence, as before we use the linear
battery dynamics model:
x˙b(t) = Abxb(t) +Bbub(t),
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to form equality constraints using the trapezoidal rule:
xb(tk+1) = xb(tk) +
∫ tk+1
tk
x˙b(t)dt
≈ xb(tk) + h2 (x˙b(tk) + x˙b(tk+1))
= xb(tk) +
h
2 (Abxb(tk) +Bbu(tk) + Abxb(tk+1) +Bbub(tk+1))
=
(
I + h2Ab
)
xb(tk) +
h
2Bb (ub(tk) + ub(tk+1)) +
h
2Abxb(tk+1).
(7.22)
where h ∈ R+ is the trapezoidal quadrature step size. After rearranging the
terms, we obtain:(
I − h2Ab
)
︸ ︷︷ ︸
Ad−
xb(tk+1)−
(
I + h2Ab
)
︸ ︷︷ ︸
Ad+
xb(tk)− h2Bb︸ ︷︷ ︸
Bd
(ub(tk) + ub(tk+1)) = 0
(7.23)
Ad−xb(tk+1)− Ad+x(tk)− h2Bbub(tk)−
h
2Bbub(tk+1) = 0.
(7.24)
After concatenating for each tk we can define:
Aeqb =

Ad− 0 0 · · · 0 −h2Bb −h2Bb · · · 0
−Ad+ Ad− 0 · · · 0 0 −h2Bb · · · 0
0 −Ad+ Ad− · · · 0 0 0 · · · 0
... ... ... . . . ... ... ... . . . ...
0 0 · · · −Ad+ Ad− 0 0 · · · −h2Bb

.
Finally, the equality constraints for the overall optimization variable vector
z can be written as: [
0 Aeqb
]
︸ ︷︷ ︸
Aeq
z = beq, (7.25)
where 0 in above expression is a zero matrix of appropriate dimensions, corre-
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sponding to only the wind farm portion of z (i.e., corresponding to elements
[a(t1), a(t2), . . . , a(tN),Γ(t1),Γ(t2), . . . ,Γ(tN)]T ), where beq is defined as:
beq =

Ad+xb(t0)
0
0
...
0

,
and where xb(t0) is the initial battery state. The constraints on a(t) and Γ(t)
can be represented compactly as:

−1 0 . . . 0
1 0 . . . 0
0 −1 . . . 0
0 1 . . . 0
... ... . . . ...
0 0 . . . −1
0 0 . . . 1

︸ ︷︷ ︸
Aaf
a(tk) ≤

0
1/2
0
1/2
...
0
1/2

︸ ︷︷ ︸
baf

−1 0 . . . 0
1 0 . . . 0
0 −1 . . . 0
0 1 . . . 0
... ... . . . ...
0 0 . . . −1
0 0 . . . 1

︸ ︷︷ ︸
Agf
Γ(tk) ≤

Γl
Γu
Γl
Γu
...
Γl
Γu

︸ ︷︷ ︸
bgf
,
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where the number of columns in matrices Aaf and Agf is equal to the number
of wind turbines in the farm.
The battery constraints Ib ≤ xb2(t) ≤ Iu, and (I − qu)Ibr − q0 ≤ xb3(t) ≤
(1− ql)Ibr − q0 can be written compactly as:
0 −1 0
0 1 0
0 0 −1
0 0 1

︸ ︷︷ ︸
Axb
xb(tk) ≤

−Il
Iu
q0 − (I − qu)Ibr
(1− ql)Ibr − q0

︸ ︷︷ ︸
bxb
.
Lastly, the constraints on the control ub(t), can be written as:
−1
1

︸ ︷︷ ︸
Aub
ub(tk) ≤
−ul
uu

︸ ︷︷ ︸
bub
.
After concatenating for each tk, we can write the linear inequality constraints
as:
Aqz ≤ bq, (7.26)
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where:
Aq =

IN×N ⊗ Aaf 0 0 0
0 IN×N ⊗ Agf 0 0
0 0 IN×N ⊗ Axb 0
0 0 0 IN×N ⊗ Aub

bq =

1N ⊗ baf
1N ⊗ bgf
1N ⊗ bxb
1N ⊗ bub,
 ,
and where ⊗ defines the Kronecker product, 1N ∈ RN is a vector with all
entries as 1, and IN×N is the identity matrix of dimensions N×N . Finally, the
overall nonlinear optimization problem after combining Eqns. (7.20), (7.25)
and (7.26) can be written as:
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J = max
z
hk
N∑
k=0
So (r(tk), s(tk))
s.t.: Aeqz = beq
Aqz ≤ bq
where: r(tk) = rf (tk) + rb(tk)
rb(tk) = xb(tk)TQbxb(tk) + Cbxb(tk), ∀k
rf (tk) =
n∑
i=1
2ρpiR2ai(tk)(1− ai(tk))2η cos(Γi(tk))mvi(tk)3, ∀k
vi(tk) = g (v∞, a(tk),Γ(tk)) , ∀i, ∀k
z =

a(t1)
...
a(tN)
Γ(t1)
...
Γ(tN)
xb(t1)
...
xb(tN)
ub(t0)
...
ub(tN)

.
(7.27)
Problem (7.27) is solved using the sequential quadratic programming algo-
rithm in MATLAB optimization toolbox.
7.2.3 Wind Farm Dispatch Control Phase
Once Probs. (7.19) and (7.27) are solved, the optimal or greedy (depending
on the approach) a(t) and Γ(t), are passed on to the individual wind turbines
125
which solve a ‘dispatch controller’ optimization problem to track associated Cp
as detailed in the Chapter 6. Since the dispatch control formulation is exactly
same for both Chapter 6 and 7, we do not include it in this chapter for brevity.
7.3 Case Study
In this section we present a case-study on a wind farm with six NREL 5MW
turbines (Jonkman et al., 2009), with a layout illustrated in Fig. 7.5. This
wind farm is coupled with a BESS. Six different BESS capacities are considered
in each of the studies: 0.5 MWh, 1 MWh, 1.5 MWh, 2 MWh, 2.5 MWh, and 3
MWh. The physical parameters of the NREL 5MW wind turbine are included
in Table 6.1, and wake parameters are included in Table 6.2. It is assumed
that all the states of BESS as well as SOC, are easily observable.
T2
T1
T4
T3
T6
T5
45o5D
5D
5D
5D
3D + -
BESS
Figure 7.5: Wind turbine arrangement coupled with a battery in this case
study
We solve the regulation problem for time t = 0 to 450s, with tph = 100s,
tpr = 50s, tch = 50s, and tcr = 10s. The free stream wind speed profile
is simulated using Turbsim (Jonkman, 2009) for a mean speed of 10 m/s
with 10% turbulence intensity. Results from three different approaches are
presented and compared here for each of the six BESS capacities.
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Table 7.1: BESS (single cell) parameters for the case study adopted
from (Salameh et al., 1992), refer to Chapter 2 for battery model details
Parameter Value
R 0.00041
C 12195121
Ri 0.00188
V0 2.135
Ibr 500
Il -500
Iu 500
Figures 7.6, 7.7, and 7.8 show the box plot of regulation scores for baseline
(sequential GF + OB), sequential OF + OB, and simultaneous OF + OB
approaches, respectively, for six distinct BESS capacities. The simultaneous
OF + OB approach performs the best, followed by sequential OF + OB, and
sequential GF + OB. This is due to the fact that the greedy farm algorithm
itself performs poorly in regulation, so most of the burden of improving reg-
ulation score is borne by the optimal BESS controller, which has to improve
the regulation with stringent constraints on SOC and current rating.
It can be seen from Fig. 7.9, that our proposed approaches (sequential OF
+ OB and simultaneous OF + OB) perform significantly better than the base-
line strategy (sequential GF + OB) for all BESS capacities. It is also worth
pointing out that, in Fig. 7.9, the simultaneous OF + OB approach with a
BESS capacity of just 0.5 MWh, provides superior performance compared to
the baseline approach with 3 MWh (500% more) BESS capacity. This pro-
vides significant opportunity for cost saving, as the driver for cost is not only
BESS capacity but also the associated inverter system. The requirement of
higher power inverters to accommodate increased BESS capacity adds signif-
icant cost. The simultaneous OF + OB strategy permits us to charge and
discharge the BESS in synergy with the wind farm output, providing a system
optimal regulation score.
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0.5 1.0 1.5 2.0 2.5 3
0
0.1
0.2
0.3
0.4
0.5
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0.7
0.8
0.9
Figure 7.6: Box plot of regulation scores for the sequential GF + OB
approach for six distinct battery capacities
0.5 1.0 1.5 2.0 2.5 3
0.78
0.8
0.82
0.84
0.86
0.88
0.9
0.92
0.94
0.96
Figure 7.7: Box plot of regulation scores for the sequential OF + OB
approach for six distinct battery capacities
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0.5 1.0 1.5 2.0 2.5 3
0.8
0.85
0.9
0.95
Figure 7.8: Box plot of regulation scores for the simultaneous OF + OB
approach for six distinct battery capacities
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Chapter 8
Wind Farm Layout Co-Design
The performance of a wind farm depends not only on the control actions taken
by the individual wind turbines, but also the placement of wind turbines in
the farm. The wind turbine placement design problem (also known as wind
farm layout design problem), pertains to the placement of wind turbines in a
given area, to improve a performance objective (such as maximization of power
or minimization of cost of energy). Designers typically have to make multi-
ple decisions during the wind farm design, including but not limited to: type
of wind turbines, number of turbines, available land area, noise constraints,
transportation constraints, and maintenance constraints. For the layout de-
sign problem studied in this work, we assume that all the above decisions
regarding the wind farm have been made, and we focus primarily on the opti-
mal placement of the wind turbines in a pre-determined area. We also assume
that given area is flat, i.e., hubs of all the wind turbines in the farm are at the
same height.
Many aspects of wind farm layout design problem have been studied ex-
tensively in the design community. These example works include the investi-
gation of effects of wind farm output to wind conditions, land configuration,
and installed capacity for different wake models (Tong et al., 2015), usage of
the Jensen wake decay model to represent multi-turbine wake effects (Turner
et al., 2014), turbines with different rotor diameters(Chowdhury et al., 2010),
with varying wind conditions (Chowdhury et al., 2012, 2013), and inclusion
of landowner preference modeling (Chen & MacDonald, 2014). Most of these
studies include simplified static models, unlike the modified wake model de-
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scribed in Chapter 3. A few works also address this problem with a more
sophisticated CFD-based wake model such as SOWFA (Churchfield et al.,
2012; Fleming et al., 2013).
On the optimization methods side, research includes mixed integer opti-
mization (Kwong et al., 2014; Quan & Kim, 2016), multi-scenario decompo-
sition with complementarity constraints (Lu & Kim, 2014), pattern search
algorithms (DuPont & Cagan, 2012), and genetic algorithms (Grady et al.,
2005; Mosetti et al., 1994) for wind farm layout design.
All the above studies address important aspects of the layout design, how-
ever, they overlook another important aspect: the control system design. As
pointed out in the beginning of this chapter, the wind farm performance is
highly dependent on both the turbine placement and control actions of the
individual turbines. This is evident from the significant difference in perfor-
mance between sequential and simultaneous solution strategies. Thus, the
synergy between turbine placement and control should be accounted for when
designing the wind farm layout to realize the best possible system performance.
The task of layout design is very crucial for the overall economic outcome of
the wind farm. A poorly designed wind farm—with an optimal controller—will
not achieve the full system level optimal performance, and vice-versa. Thus,
in this chapter, we propose a novel layout design approach that includes con-
trol considerations to exploit this synergy between farm layout and control.
To the author’s best knowledge, formulation and solution of the layout design
problem with a comprehensive treatment of control system optimization (such
as in this work), is also a novel contribution.
In the following section we present a set of metrics that are used for eval-
uation for wind farm performance. We then use this metrics and propose a
novel layout design strategy that includes simultaneous consideration of con-
trol system, and compare the results with baseline design strategy that does
not account for control system.
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8.1 Annualized Energy Production
Annualized energy is the expected energy produced by a wind turbine, over a
year, at a given site experiencing stochastic and omnidirectional wind speeds.
To define the annualized energy production (AEP ), we first look at the wind
rose diagram of a given site as shown in Fig. 8.2. The color in each sector of
the diagram represents the magnitude of the wind in that direction, whereas
radial thickness of each color represents the frequency of the corresponding
wind magnitude. To compute the expected annualized energy production from
a wind farm, we have to account for the probability distribution of wind speeds
in each of the directions. To that end, let vci and vco be the cut-in1 and cut-
out2 wind speeds, respectively. Let p(vid) be the probability of wind magnitude
from direction d, i.e., vid. The AEP (in Wh) of a turbine i, at location (Xi, Yi),
can be calculated as:
8760
m∑
d=1
pd
∫ vco
vci
Pi(vid, Xi, Yi)p(vid)dv (8.1)
where Pi (vid, Xi, Yi) is the power output of the wind turbine for wind speed
vid, 8760 corresponds to number of hours in a 365 day calendar year, and m
is the number of wind speed directions considered for AEP calculation. The
AEP for whole farm consisting of n turbines can now be written as:
faep = 8760
n∑
i=1
m∑
k=1
pd
∫ vco
vci
Pi(vid, Xi, Yi)p(vid)dv. (8.2)
It should be noted that the AEP objective defined in Eqn. (8.2) is very
comprehensive, as it considers not only different wind speed distributions but
1Cut-in speed is the wind speed below which it is not economical to run the turbine
2Cut-out speed is the maximum wind speed at which turbine can be run without me-
chanical damage
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also different directions at the same time, providing a very realistic design
objective. To author’s best knowledge, this comprehensive treatment of AEP
for a wind farm, is also novel.
8.2 Layout Design with Control Considerations
With the AEP objective defined, we turn our attention to the layout design
problem. As described previously, to achieve system-optimal layout designs
we must solve a multidisciplinary optimization problem with control as one of
the discplines. To that end we propose a nested co-design (Allison & Herber,
2014) approach for the layout design problem in which the outer ‘layout plan-
ner’ loop algorithimically chooses the layout, and the inner ‘farm controller’
loop runs the optimal farm controller, accounting for farm-level wake inter-
actions. Nested co-design proposed here may be viewed as a special case of
MDF formulation (refer Chapter 5). One advantage of nested co-design is
the ability to use existing optimal control algorithms (e.g., Direct Transcrip-
tion) to solve the inner-loop ‘farm controller’ problem efficiently without the
added complexity of managing plant-design variables in inner-loop. These so-
lution algorithms are well-tailored to this particular class of problems, and can
solve the inner-loop problems efficiently and robustly. Moreover, the nested
approach also keeps the variable set sizes balanced across both the loops of
the problem, unlike the simultaneous approach, where the all variables form
a larger variable set, increasing the size of the problem. These are the mo-
tivations behind selecting the nested co-design formulations for the studies
presented here. This approach is illustrated in Fig. 8.1.
As shown in Fig. 8.1, let
(
Xk,Yk
)
be the kth iterate chosen by the ‘layout
planner’ optimization routine, where Xk ∈ Rn is the vector of the x-locations
and Yk ∈ Rn is the vector of y-locations of wind turbines, with n being number
of turbines to be placed in the farm. The iterate is then passed to the inner-
loop farm controller, for evaluation of the objective function, which internally
runs its own optimization routine to compute the optimal objective function
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Xk,Yk
Layout planner
max
X,Y
f∗ (X,Y)
Farm controller
f∗
(
Xk,Yk
)
Figure 8.1: Layout design with farm controller
for the candidate layout, i.e., it computes f∗
(
Xk,Yk
)
. This f∗ value is then
used as the maximization objective function for the layout planner.
The farm controller solves the optimal control problem accounting for com-
plex aerodynamic interactions, thus for each candidate farm layout the compre-
hensive wake model (as described in Chapter 3) is simulated for each iteration
of the farm controller. This can be mathematically written as:
vi = g
(
v∞, a(t),Γ(t),Xk,Yk
)
, ∀ i = 1, 2, . . . , n. (8.3)
8.2.1 Layout Design for AEP
The layout co-design problem for AEP accounts for multiple free-stream wind
speed profiles and directions (with different turbulence intensities). The con-
trol inputs to the ‘farm controller’ include the axial induction factors and
turbine yaw angles, for all the turbines in a farm. Since the turbines are al-
lowed to be yawed 360 degrees, the inter-turbine spacing constraints needs
to be enforced, which ensures that the Euclidean distance between locations
of any two turbines is always greater than the turbine rotor diameter. Let
X ∈ Rn, Y ∈ Rn be the x– and y–coordinates of the turbines within farm
boundaries, then the spacing constraints can be mathematically written as:
(Xi −Xj)2 + (Yi − Yj)2 ≥ D2, ∀ i, j and i 6= j, (8.4)
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where D is the turbine rotor diameter. Using AEP from Eqn. (8.2), and
spacing constraints from Eqn. 8.4, we define the layout co-design problem as:
max
X,Y
faep∗ (8.5a)
subject to: (Xi −Xj)2 + (Yi − Yj)2 ≥ D2, ∀ i, j, i 6= j (8.5b)
Xl ≤ Xi ≤ Xu,∀i (8.5c)
Yl ≤ Yi ≤ Yu, ∀i (8.5d)
where: (8.5e)
faep∗ = maxa(t),Γ(t) 8760
n∑
i=1
m∑
d=1
pd
∫ vco
vci
Pi(vid, Xi, Yi)p(vid)dv (8.5f)
subject to: 0 ≤ ai(t) ≤ 0.5, ∀ i (8.5g)
Γl ≤ Γi(t) ≤ Γu, ∀ i (8.5h)
where: vid = g (v∞,a(t),Γ(t),X,Y) , ∀ i (8.5i)
Pi(vid, ·, ·) = 2ρpiR2ai(t)(1− ai(t))2η cos(Γi(t))mv3id (8.5j)
a(t) = [a1(t), . . . , an(t)]T , Γ(t) = [Γ1(t), . . . ,Γn(t)]T
(8.5k)
X = [X1, X2, . . . , Xn]T ,Y = [Y1, Y2, . . . , Yn]T (8.5l)
and where vid is the wind speed in dth direction, and m is the number of wind
speed directions considered in layout design problem. In the above co-design
problem, each candidate layout (X,Y) is passed on to the ‘farm controller’
represented by Eqns. (8.5f)–(8.5l), which computes the optimal AEP for a
given candidate layout, and passes the faep∗ value back to layout planner outer
loop.
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8.2.2 Layout Design for Frequency Regulation
The layout design problem for regulation is very similar to that of for AEP ,
except AEP is replaced by regulation score for objective function. The ex-
pression for regulation score objective is described by:
freg =
m∑
d=1
pd
(∫ tf
0
So (rd(t), s(t),X,Y)2 dt
)
. (8.6)
The overall optimization problem with this objective function can be written
as:
max
X,Y
freg∗ (8.7a)
subject to: (Xi −Xj)2 + (Yi − Yj)2 ≥ D2, ∀ i, j, i 6= j (8.7b)
Xl ≤ Xi ≤ Xu,∀i (8.7c)
Yl ≤ Yi ≤ Yu, ∀i (8.7d)
where: (8.7e)
freg∗ = maxa(t),Γ(t)
m∑
d=1
pd
(∫ tf
0
So (rd(t), s(t),X,Y)2 dt
)
(8.7f)
subject to: 0 ≤ ai(t) ≤ 0.5, ∀ i (8.7g)
Γl ≤ Γi(t) ≤ Γu, ∀ i (8.7h)
where: vid = g (v∞,a(t),Γ(t),X,Y) , ∀ i (8.7i)
Pi(vid, ·, ·) = 2ρpiR2ai(t)(1− ai(t))2η cos(Γi(t))mv3id (8.7j)
rd(t) =
m∑
d=1
= Pi(vid, ·, ·) (8.7k)
a(t) = [a1(t), . . . , an(t)]T , Γ(t) = [Γ1(t), . . . ,Γn(t)]T
(8.7l)
X = [X1, X2, . . . , Xn]T ,Y = [Y1, Y2, . . . , Yn]T (8.7m)
where rd(t) is the power output of the farm for wind speed in direction d,
vid is the wind speed in dth direction, and m is the number of wind speed
directions considered in layout design problem. In the co-design Prob. (8.7),
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each candidate layout (X,Y) is passed on to the ‘farm controller’ represented
by Eqns. (8.7f)–(8.7l), which computes the optimal regulation score for a given
candidate layout, and passes the freg∗ value back to layout planner outer loop.
8.3 Solution Techniques
Similar to previous chapters, the layout co-design problem is also solved by
transcribing infinite dimensional problem into finite dimensional nonlinear pro-
gram. We describe only the solution technique for layout co-design for AEP
(Problem (8.5)), as the technique for layout co-design for regulation is iden-
tical, except the objective function. To that end, let N be the number of
discretization time segments over the horizon [0, tf ].
faep∗ = maxa(t),Γ(t) 8760
n∑
i=1
m∑
d=1
pd
∫ vco
vci
Pi(vid, Xi, Yi)p(vid)dv
≈ max
z
8760
n∑
i=1
m∑
d=1
pd
(
N∑
k=0
hkPi(vid(tk), Xi, Yi)p(vid(tk))
) (8.8)
where hk is the step size of quadrature at time tk, and the discrete time opti-
mization vector z for the farm controller is defined as:
z =

a(t0)
a(t1)
...
a(tN)
Γ(t0)
Γ(t1)
...
Γ(tN)

. (8.9)
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The inequality (box) constraints on a(t) and Γ(t), can be formulated as:

−1 0 . . . 0
1 0 . . . 0
0 −1 . . . 0
0 1 . . . 0
... ... . . . ...
0 0 . . . −1
0 0 . . . 1

︸ ︷︷ ︸
Aaf
a(tk) ≤

0
1/2
0
1/2
...
0
1/2

︸ ︷︷ ︸
baf

−1 0 . . . 0
1 0 . . . 0
0 −1 . . . 0
0 1 . . . 0
... ... . . . ...
0 0 . . . −1
0 0 . . . 1

︸ ︷︷ ︸
Agf
Γ(tk) ≤

Γl
Γu
Γl
Γu
...
Γl
Γu

︸ ︷︷ ︸
bgf
.
The number of columns in matrices Aaf and Agf is equal to number of wind
turbines in the farm. After concatenating for each tk, we can write the linear
inequality constraints as:
Aqz ≤ bq, (8.10)
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where:
Aq =
IN×N ⊗ Aaf 0
0 IN×N ⊗ Agf

bq =
1N ⊗ baf
1N ⊗ bgf
 ,
and where ⊗ defines the Kronecker product, 1N ∈ RN is a vector with all
entries as 1, and IN×N is the identity matrix of dimensions N × N . Finally,
the overall nonlinear optimization problem, after combining Eqns. (8.8) and
(8.10), can be written as:
max
X,Y
faep∗ (8.11a)
s.t.: (Xi −Xj)2 + (Yi − Yj)2 ≥ D2, ∀ i, j, i 6= j (8.11b)
Xl ≤ Xi ≤ Xu,∀i (8.11c)
Yl ≤ Yi ≤ Yu, ∀i (8.11d)
where: (8.11e)
faep∗ = maxz 8760
n∑
i=1
m∑
d=1
pd
(
N∑
k=0
hkPi(vid(tk), Xi, Yi)p(vid(tk))
)
(8.11f)
subject to: Aqz ≤ bq (8.11g)
where: vid(tk) = g (v∞, z,X,Y) , ∀i, ∀k (8.11h)
Pi(vid(tk), ·, ·) = 2ρpiR2ai(tk)(1− ai(tk))2η cos(Γi(tk))mvid(tk)3
(8.11i)
z = [a(t0), . . . ,a(tN ),Γ(t0), . . . ,Γ(tN )]T (8.11j)
X = [X1, X2, . . . , Xn]T ,Y = [Y1, Y2, . . . , Yn]T (8.11k)
Problem (8.11) is non-convex, so we solve it by starting from multiple ran-
dom initial points, and we choose the best solution. In other words, we use
sequential quadratic programming, a gradient-based optimization algorithm
(an efficient local solution method), via fmincon inMatlab, with multi-start
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strategy to solve Prob. (8.11), to increase confidence in (but not guarantee)
finding the global optimum. In this strategy we obtain multiple local op-
tima rapidly, and selecting the best solution. We should point out that these
local optima satisfy optimality conditions approximately within algorithm tol-
erance. Due to the inclusion of sophisticated wake models (with all three –
expansion, propagation and deflection capabilities), and wind speed simula-
tions based on complex spectral methods Jonkman (2009), it not possible to
derive optimality conditions analytically for this problem, necessitating the
use of approximate local solution methods. In solving engineering design op-
timization problems a near-ubiquitous tradeoff exists between including more
realistic formulations and models, versus making simplifying assumptions that
enable either analytical solution or guaranteed identification of global optima.
If enough simplifying assumptions are made, it may be possible in some prob-
lems to guarantee global optimality (with respect to problem formulation), but
the problem formulation may be so removed from the real engineering design
problem that the result had reduced practical importance. In this work we pur-
posefully adopt the strategy of incorporating more realistic formulations and
models than those used in previous layout problems, with the acknowledged
drawback of eliminating the possibility of guaranteeing global optimality. In
fact, this co-design study is the first of its kind, a core aspect of the intellectual
contribution presented here.
8.4 Case Study
In this section we present layout design case studies consisting of 8 and 12
NREL 5MW wind turbines (Jonkman et al., 2009). The physical parameters
of NREL 5MW wind turbines are included in Table 6.1, and wake parameters
are included in Table 6.2. The conventional layout design problem (without
control) is also solved and compared against layout co-design.
Figure 8.2 shows the wind rose diagram used for these studies, with higher
wind speed distribution predominantly in SW direction. The terrain is as-
141
sumed to be flat with identical hub heights for all wind turbines. The multi-
modal multi-directional wind speeds are simulated using NREL’s3 TurbSim
software (Jonkman, 2009). A Risø smooth terrain spectral model (Højstrup,
1982) in TurbSim is used to simulate the realistic wind speeds. Since this
wind speed model is inherently stochastic in nature, with spectral content and
modeled uncertainties close to that of realistic wind, it helps us improve con-
fidence in results with respect to uncertain wind speeds. Moreover, the use of
a sophisticated wind speed model along with a comprehensive wake model, in
the context of layout co-design, is also a novel contribution of this work.
Finally, it is also assumed that the number of turbines, type of turbines,
and land area are predetermined. The land for studies is assumed be square
(hence convex) in shape, with an area of 1000m × 1000m.
Figure 8.2: Wind rose diagram, colors represent the magnitude of wind speed
in m/s and thickness of a sector represents frequency of that wind speed
magnitude
Figures 8.3 and 8.4 show the layout designs for 8 wind turbines using the
3National Renewable Energy Laboratory
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conventional (without control) approach; the AEP for this case is 202.7 GWh,
whereas the AEP for co-design approach (Figs. 8.5 and 8.6) is 214.5 GWh
(which is 5.8% improvement over the conventional approach).
Figure 8.3: Solution in 2D for conventional (without control) layout design (8
turbines)
143
Figure 8.4: Solution in 3D for conventional (without control) layout design (8
turbines)
Figure 8.5: Solution in 2D for layout co-design (8 turbines)
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Figure 8.6: Solution in 3D for layout co-design (8 turbines)
Similarly Figs. 8.7 and 8.8 show the layout designs for 12 wind turbine case
study using the conventional (without control) approach. The AEP for this
case is 366.4 GWh, whereas the AEP for the co-design approach (Figs. 8.9
and 8.10), is 431.5 GWh (which is a 17.7% improvement over the conventional
approach). Such a performance improvement is very significant, given the
magnitude of energy generated by wind farm over the course of a year.
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Figure 8.7: Solution in 2D for conventional (without control) layout design
(12 turbines)
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Figure 8.8: Solution in 3D for conventional (without control) layout design
(12 turbines)
Figure 8.9: Solution in 2D for layout co-design (12 turbines)
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Figure 8.10: Solution in 3D for layout co-design (12 turbines)
Figures 8.11 and 8.12 show a uniform grid layout for 12 wind turbines. The
optimal farm controller is employed for this fixed uniform grid layout to help
evaluate the value of using co-design. The resulting AEP for this layout is
39.0 GWh, whereas the AEP for the co-design approach (Figs. 8.9 and 8.10)
is 431.5 GWh. This order-of-magnitude difference in AEP demonstrates that
optimal layout design is also extremely important along with optimal farm
control.
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Figure 8.11: Solution in 2D for uniform grid layout with optimal control (12
turbines)
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Figure 8.12: Solution in 3D for uniform grid layout with optimal control (12
turbines)
Finally, Fig. 8.13 shows a bar chart comparing the AEP s for layout de-
signs for 8 and 12 turbines using the two approaches. There is a significant
improvement in AEP (of 17.7% over conventional) for the 12 turbine case
compared to the 8 turbine case(of 5.8% over conventional). This is due to
the fact that as the number of turbines in the farm for a given area increases,
the wake effects are more dominant, and considering co-design allows us to
optimally control the expansion, propagation and deflection of yaw (refer to
the wake model presented in Chapter 3) to provide a synergistic benefit that
translates to higher AEP . Hence, the proposed approach is anticipated to be
very beneficial, especially for layouts with very stringent space limitations.
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Figure 8.13: Comparison between AEP for conventional layout design vs.
co-design for different number of wind turbines
8.4.1 Layout Design Comparisons for Different Objectives
In this section we look at the variation in the optimal layout due to change
in the performance objective. To that end, let us define a weighted objective
function:
fw = w1freg + w2fnormaep (8.12)
where w1 and w2 are the weights on regulation and AEP objective, respectively,
freg is the regulation objective function defined by Eqn. (8.6), and fnormaep is the
normalized version of the AEP objective defined by Eqn. (8.2). The normaliza-
tion constant is chosen such that both objectives in Eqn. (8.12) are the same
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order of magnitude. The following optimization problem is then solved for
different combinations of w1 and w2 to investigate how design should change
depending on how much importance is given to energy generation versus fre-
quency regulation.
max
X,Y
fw∗ (8.13a)
subject to: (Xi −Xj)2 + (Yi − Yj)2 ≥ D2, ∀ i, j, i 6= j (8.13b)
Xl ≤ Xi ≤ Xu, ∀i (8.13c)
Yl ≤ Yi ≤ Yu, ∀i (8.13d)
where: (8.13e)
fw∗ = maxa(t),Γ(t) w1freg + w2f
norm
aep (8.13f)
subject to: 0 ≤ ai(t) ≤ 0.5, ∀ i (8.13g)
Γl ≤ Γi(t) ≤ Γu, ∀ i (8.13h)
where: vid = g (v∞,a(t),Γ(t),X,Y) , ∀ i (8.13i)
Pi(vid, ·, ·) = 2ρpiR2ai(t)(1− ai(t))2η cos(Γi(t))mv3id
(8.13j)
rd(t) =
m∑
d=1
= Pi(vid, ·, ·) (8.13k)
a(t) = [a1(t), . . . , an(t)]T , Γ(t) = [Γ1(t), . . . ,Γn(t)]T
(8.13l)
X = [X1, X2, . . . , Xn]T ,Y = [Y1, Y2, . . . , Yn]T (8.13m)
The optimization Prob. (8.13) is solved for following sets of weights: {w1,w2}
- {0, 1}, {0.25, 0.75}, {0.5, 0.5}, {0.75, 0.25}, and {1, 0}, with the wind
rose distribution as shown in Fig. 8.2. Optimal farm layouts resulting from
this problem are shown in Fig. 8.14. It can be observed that by changing the
weights, w1 and w2, significantly different layouts are obtained. This demon-
strates examples of layouts designers should consider a priori based on how
often they plan to participate in energy sale or regulation, as each participa-
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tion is expected to result in different revenue opportunities. We acknowledge
that this study is simplified, as significant uncertainties exist in future wind
profiles, the actual balance between AEP and regulation objectives, and other
potentially relevant factors. Nevertheless, this initial study illustrates trends
in design changes based on this balance. Additional future studies should be
performed to analyze these layouts, and to identify and validate patterns that
could lead to general design principles for layout depending on anticipated
balance between energy production and regulation.
regulation
AEP
Figure 8.14: Layout design comparisons for different weights on AEP and
regulation using the combined objective function. Moving toward the lower
right results in greater emphasis on regulation performance. Increased
emphasis on energy production appears to result in two distinct bands of
turbines perpendicular to the prevailing wind direction (roughly southwest).
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8.4.2 Synergy Mechanisms
Based on results in the studies presented above, we have observed multiple
potential synergy mechanisms, i.e., specific mechanisms that can be exercised
only when integrated design methods are employed. By designing layout and
control simultaneously, we can use hypothesized synergy mechanisms to im-
prove overall system performance. Here we identify two specific candidate
synergy mechanisms, and test the existence of these mechanisms using addi-
tional quantitative studies.
When the control system is included with layout co-design, it allows us to
maximize the energy production by:
1. Optimally placing wind turbines in a farm,
2. Optimally controlling the farm, in turn, optimally manipulating the wake
to improve performance.
Optimal farm control for given a layout involves manipulating the control
variables — generator torque, blade pitch angle, and yaw angle, to influence
the deflection, expansion and propagation of wake. Wake deflection refers to
the lateral displacement of wake downstream of the turbine due to change
in turbine yaw angle, as shown in Fig. 8.15. Wake expansion corresponds to
the conical expansion of wake, and wake propagation refers to the reduced
wind speeds in the wake zone as shown in Fig. 8.16. Both the expansion
and propagation of wake can be controlled by manipulating generator torque
(hence rotor acceleration) and blade pitch angle.
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ΓFigure 8.15: Illustration of deflection synergy (S1)
Figure 8.16: Illustration of expansion and propagation synergy (S2)
We refer to 1) wake deflection and 2) wake expansion and propagation as
two distinct synergy mechanisms through which the power output (and thus
energy) of the farm can be influenced by manipulating control variables. We
conjecture that these synergy mechanisms allow us to improve AEP when us-
ing co-design compared to conventional layout design (without control design).
The benefits of co-design in achieving system optimal solutions has been well
documented (Allison et al., 2014; Allison & Herber, 2014; Fathy et al., 2003,
2001), however the quantification of synergy mechanisms, as presented here,
that allows co-design to improve system performance is a novel contribution.
To quantify the effects of these candidate synergy mechanisms, we selectively
turn off each of the synergy mechanisms and observe the effect of the other on
the performance. The results of this experiment are shown in Fig. 8.17. It can
seen from Fig. 8.17 that the standalone deflection synergy has marginal to no
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effect on AEP improvement, whereas the standalone effect of expansion and
propagation synergy has higher impact on AEP improvement. The combina-
tion of both synergy mechanisms has the highest impact on AEP improvement
(17.7%, corresponding to AEP of 431.5 GWh for the 12 turbine farm). With
respect to the problem formulation and test conditions, we can confirm the
existence and relative importance of these synergy mechanisms. Capitalizing
on these mechanisms to improve performance requires incorporation of control
system design into the solution strategy.
None S1 S2 S1+S2
synergy mechanism
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Figure 8.17: Effects of synergy mechanisms on the AEP of the 12-turbine
farm
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Chapter 9
Conclusions and Future Work
In this work we made three research contributions by proposing, implementing,
and validating empirically multiple novel optimization frameworks for integra-
tion of wind turbines and BESS into the power grid. Our first research contri-
bution proposed a distributed active power control algorithm, in which all wind
turbines in a farm work collectively toward maximizing the overall regulation
performance score, while accounting for intra-farm aerodynamic interactions
and individual turbine constraints. The optimal regulation performance scores
obtained from the proposed distributed APC approach are compared against
a greedy approach (where each wind turbine acts on its own), and the pro-
posed approach is shown to be better than the greedy approach with notable
statistical significance.
Next, we proposed an integrated wind farm and BESS approach for regu-
lation that further improves the system performance when compared to the
wind farm only case. We have shown empirically that our proposed approaches
perform significantly better than the baseline for all battery capacities. We
also showed that our simultaneous OF + OB approach, with BESS capacity
of 0.5 MWh, provides a superior performance when compared to the baseline
approach with a large 3 MWh (500% more) BESS capacity. This provides a
significant opportunity for cost saving, as the driver for energy storage cost is
not only BESS capacity but also the associated inverter system. The require-
ment of higher power inverters, along with an increase in BESS capacity, adds
significant unnecessary cost when comparing conventional strategies to our in-
tegrated approach. The simultaneous OF + OB strategy allows to charge and
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discharge the BESS in synergy with the wind farm output, thus providing a
system optimal regulation score.
Finally, in our last research contribution, we proposed a wind farm layout
co-design strategy to improve the AEP of wind farm by optimally designing
the layout with due consideration of the control system. The layout co-design
results with 8 and 12 turbines showed significant improvement in AEP (up
to 17.7%) over a conventional layout design approach. This is due to the fact
that as the number of turbines in a given area increases, the wake effects are
more dominant, and considering co-design allows us to control optimally the
expansion, propagation, and deflection of yaw to provide a synergistic benefit
that translates to higher AEP .
Wind farms are designed typically with the consideration of overall life-
cycle cost and energy production. A trade-off analysis between compensation
through energy sale versus frequency regulation could be performed as future
work. Results of such as study could help guide decisions regarding how to
balance bidding for frequency regulation versus energy sale to improve overall
farm revenue. Energy pricing, however, is very dynamic and location depen-
dent, increasing the difficulty of uncertainty associated with such a study. This
trade-off analysis, as well as strategies for managing uncertainty, is identified
here as future work. Moreover, variation in model parameters due to wear was
not accounted for in this work, and a future study could address parameter
uncertainties explicitly during optimization. Another future task could be to
identify, in real time, which turbines to use in regulation and which for energy
production. This problem could be formulated as an integer program.
In our second research contribution of integrating wind farms with BESS,
we have assumed that BESS can only be charged or discharged through its
connection to the wind farm, i.e., it is not allowed to source its energy from
grid. Future work could involve allowing purchase of energy from grid for
BESS charging. This would not only allows BESS charging at inexpensive
rates at opportune moments, but would also allows generation of additional
revenue by participating in demand response services.
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Finally, we acknowledge that in traditional co-design, further research is
necessary to close fully the gap between OLC trajectories and implementable
CLC. In the co-design paradigm, the choice of design variables directly mod-
ifies the system matrices, hence a deeper analysis of structural properties of
dynamic systems such as stability, controllability, and robustness under un-
certainties, in the context of co-design is necessary. In addition, formalizing
the trade-offs between system performance and implementability of each of
the design studies is desired. These important research tasks for co-design are
also identified as future work.
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