An efficient projection procedure is derived for use of orthogonal multiwavelets in the analysis of discrete data sequences. A family of simple prefilters corresponding to numerical quadrature evaluation of the projection integrals provides exact results for locally-polynomial data. The full approximation order of the multiwavelet basis can thus always be enabled. For nonpolynomial signals, the prefilters provide approximations to the coefficients of the multiwavelet series whose convergence accelerates quickly with increase in sampling rate.
I. Introduction
Wavelet bases containing more than one scaling and wavelet function promise advantages over the conventional single wavelet families, e.g., shorter support lengths and specific symmetry or antisymmetry [6] , [22] , [3] . In an orthonormal compact support multiwavelet basis, the set of scaling functions t ( ), = 1, 2, … n, form a vector-valued
which satisfies a two-scale (low-pass) refinement equation
with time-independent n × n coefficient matrices c k . The corresponding wavelets t ( ) obey a similar (high-pass) equation with n × n matrices d k ,
The squeezed and shifted versions of the scaling functions and wavelets are given by , j, k t
, j, k t
For sufficiently large maximum value j = J, a function f t ( ) may be expanded to a good approximation in the subspace V J spanned by the scaling functions on the scale 2
Equations (2) and (3) then allow recursive determination of the scaling function and wavelet coefficients at coarser scales in direct analogy to the single-wavelet case (n = 1). The accuracy of
In the single-wavelet case, n = 1, it is common to take J t − k ( )= J , k t ( ) so that the function f J t ( ) lies entirely in V J . This reduces Eq. (8) to
The MRA is then generated by applying the scalar wavelet c k and d k mirror filters directly to the input data (Mallat Algorithm [14] ).
The latter scheme does not, however, generalize straightforwardly for multiwavelets. For one thing, n input streams are needed to be processed by the n x n matrices, even though it is desired to use multiwavelet analysis for 1D signals. Different approaches are possible [23] . The repeated signal method uses the same input signal [cf, Eq. (9)] for each channel . This is a natural choice for preserving the inherent resolution of the data, but has n N scaling function coefficients as output. Such a redundancy can be avoided for N a multiple of n by splitting the signal into its polyphase components, each input channel being allocated one out of every n points. Critical sampling is thus maintained (there are N total multiscaling functions) at the expense of temporal resolution in each channel. These are two common choices, though others can be made.
No matter how the input sequence is divided, however, it is not automatically the case that iterative convolution with the c k 's and the d k 's leads to the lowpass and highpass behavior expected on the basis of scalar wavelet families. For example, one may consider the multiwavelet family constructed by Donovan, et al. [5] , [6] , (DGHM) (see also Strang and Strela [22] ). This family is of approximation order M = 2, where M is the number of vanishing moments of the wavelets,
i.e., all polynomials of degree < M are completely contained by the space V 0 consisting of the t ( ) and all of their integer translates [cf, Eq. (6)],
Thus, in the discrete case, one desires convolution of the DGHM d k 's with DC or linear-ramp signals to cause the resulting multiwavelet coefficient vectors to vanish, but this does not happen.
Instead, the initial data must generally be subjected to a prefiltering step [23] , [28] , [8] , [27] , [26] , [15] , [29] before application of the wavelet matrix filters. An individual initialization is usually needed for each channel .
Interpolation-based prefiltering [28] , [23] assumes that the signal belongs to the subspace V J of scaling functions on level J, so that Eq. (6) becomes an equality. Sampling at a rate of n times for each value of k (i = 0, 1, ..., n-1),
the linear equations are solved for the unknown coefficients y , J, k , and the wavelet and scaling function filters may then be applied to the y , J, k . For the DGHM multiwavelets, one may thus obtain a prefilter exact for constant and linear discrete signals (i.e., of approximation order 2), but which is not orthogonal (the associated postfilter to return to the time variable is not its transpose) [23] . Xia, et al. [28] , constructed modified prefilters aimed specifically at providing improved energy compaction in the DMWT, i.e., minimzing the energy in the bandpass components of the MRA. Hardin and Roach [8] determined orthogonal prefilters for the DGHM multiwavelets which faithfully preserved approximation order 2 (Lebrun and Vetterli observe that these do not preserve linear phase [12] ). A subsequent orthogonal approximation-order-1 prefilter by Xia [27] improves upon minimization of the energy in bandpass components, though it is non-maximally decimated (twice as many scaling functions as input points). Signal-adaptive prefilters have also been devised by Miller and Li [15] and by Xinxing and Licheng [29] .
A new approach introduced by Lebrun and Vetterli is to create balanced multiwavelets [12] whose hallmark is that they may be applied directly to a DC signal without prefiltering and still produce the correct channel outputs. This has been followed by higher-order balancing conditions which remove the need for prefiltering in linear and higher-polynomial signals [13] , [18] , [19] , [20] . Considering length-4 multiwavelet recursions, for example, let C be the matrix formed from submatrices c k ,
and
T the power vector of order p . Then the balancing conditions guaranteeing similar spectral response in each channel for order p ≤ M -1 can be stated as
that is, the u p are eigenvectors of C T with eigenvalues 2 -p . These conditions, additional to the vanishing wavelet moments, orthogonality, perfect reconstruction, and any symmetry or linear phase constraints, may be expressed in different ways. For example, Selesnick [18] has shown their equivalence to the vanishing of certain linear combinations of the transfer functions of the lowpass recursion. Lebrun and Vetterli [13] have shown their equivalence to an extra factorization of the lowpass refinement mask in analogy to the condition for zeros at π for scalar wavelet systems. For p = 0, the balancing amounts to the simple requirement t
∫ for each channel [13] ; for higher p, higher scaling function moments will be involved [18] . A number of new multiwavelets have been found obeying these conditions.
Balanced multiwavelets bear an analogy to scalar Coifman wavelets [2] , for which extra vanishing scaling function moment conditions in the definition of the wavelets lead to higher accuracy projection integrals using the one-point sampling of the Mallat algorithm. For the Coifman systems, the price is an approximate 50% increase in the wavelet and scaling function filter lengths. All other conditions being equal, multiwavelets with balance orders equal to their approximation orders will also have increased filter lengths. There is then a dichotomy between prefiltering and balancing. an alternative method which expands the signal in terms of an interpolating basis independent of the multiwavelets and therefore not necessarily restricted to a single subspace. Equation (7) using sinc interpolants for χ J would be an example of such an expansion (see, e.g., [1] and [30] ), but generalizations such as spline models are also used. Determination of the expansion coefficients in a multiscaling function basis requires evaluation of projections of the interpolating functions and solution of linear equations which are mixtures of matrix and convolution operations.
Critical sampling (one value of k corresponding to n input samples) is again used, this time with an assurance of existence of solutions to the equations. A particularly simple approximate method of solution of these equations is presented which may be used in lieu of exact solution.
In the current paper a particular interpolation-based projection prefilter method which has previously been used for orthogonal [11] and biorthogonal [10] scalar wavelet families is extended to multiwavelets. In common with the work of Vrhel and Aldroubi, no assumption is necessary that the input signal belongs to a specific multiscaling function subspace. Starting from Eq. (7), the functions χ J are chosen to be locally polynomial and to satisfy the cardinality In cases where the data can be regarded as samples of a continuous-time signal, the goal is to use the DMWT without excessive oversampling to accurately predict the exact expansion coefficients that would be calculated from the corresponding continuous-time multiwavelet series (MWS), cf., Eq. (6). As shown earlier for the scalar wavelet cases [11] , [10] , the choice of Lagrange polynomials is related to numerical quadrature calculation of the projection integrals [25] . From the standpoint of signals with nonzero projections outside of V J , there will naturally be some loss of energy involved in the restriction to V J , i.e., the discrete prefilters will not be strictly orthogonal within this subspace. While this may seem inconvenient, it is a natural consequence of attempting to fully utilize the function-approximation power of wavelets and multiwavelets. It should be noted that the MWS, Eq. (6), provides a postfilter to return to discrete
where the sum extends only over those values of k for which i − k ( ) is nonzero. Thus, given calculated coefficients y , J,k , the values of the multiscaling function at the integers provide the postfiltering. Perfect reconstruction is obtained for signals within V J , though not more generally.
As will be seen below, perfect reconstruction need not be a critical issue in the context of data compression.
The examples considered in this investigation use n = 2, nonmaximal decimation, and time-invariant prefilters. There is, however, a flexibility inherent in the use of Lagrange interpolants for expansion of the input signal. As in the work of Vrhel and Aldroubi [26] , an interpolation may be set up on an expanded scale (at the expense of some accuracy) in order to maintain critical sampling. A further flexibility arises from the fact that Lagrange polynomials allow interpolation between non-equally-spaced grid points. This provides the unique possibility of including grid irregularities, missed sample points, etc. The derivations to follow are kept general in order to accommodate such situations.
II. Lagrange Polynomials, Numerical Quadrature, and Multiwavelet Prefilters
A polynomial interpolation of the signal f t ( ) on a finest octave J can be generated from samples at times t q ,
using Lagrange polynomials [16] ,
Though not required, most applications will restrict the t q to have uniform spacing 2 − J . The functions f t ( ) and ˆ f J t ( ) are equal by construction at the positions t q ; if f t ( ) is a polynomial of order less than r, then they are equal everywhere. The projection of the interpolated signal onto a scaling function , J , k is evaluated by Taylor expansion of the Lagrange polynomials around
− J , with t c a shift to be chosen for convenience,
In the third line we have used Eq. (4) and a change of integration variable t → (t + k )/2 J . . The coefficients of the samples are
Equation (18) represents a quadrature expression [16] for the projection integral. The quadrature weights , q are given by linear combinations of terms which are products of parts L r , q p ( ) dependent only on the choice of sample points and m , p dependent only on the scaling functions.
To calculate the latter moments, the refinement Eq. (2) may be used:
where the readily-calculated discrete moments
have been introduced. Equation (21) represents a matrix generalization of the relation derived by Gopinath and Burrus [7] for single wavelet families. For p = 0 , it reduces to
i.e., m 0 must be an eigenvector of M 0 with eigenvalue 1 (see Chui and Lian [3] and Lebrun and Vetterli [12] ). While there are generally other eigenvalues, those are not of concern here.
Once the absolute normalization of m 0 is determined, all of the higher m p are determined by Eqs. (21) and (22).
III. DGHM Multiwavelets

A. Coefficients, Scaling Functions, and Moments
The DGHM [5] , [6] , [22] 
Using these in Eq. (22), it is found that
The eigenvalue 
B. Polynomial Reconstruction
There are two different order indexes to be distinguished. The quadrature order r is equal to the number of samples used in Eq. (16), and quadrature projections are exact for polynomials up to order r -1. As discussed above, the DGHM approximation order is M = 2, so that up-tolinear polynomials may be interpolated exactly by the scaling functions using Eq. For the linear case, small oscillations are present in the reconstructed signal for r = 1.
Furthermore, the reconstruction is quite sensitive to the precise choice of quadrature sample point. The poor interpolation, due to inaccurate projections, is completely mitigated for a two-or higher-point quadrature. Thus, for r = 3, the reconstruction is exact at all points away from the edges. This is true independent of our choice of quadrature points. For the quadratic case, the approximation order of the DGHM multiwavelets is exceeded.
Once again, however, the oscillations seen for r = 1 disappear for r = 3 where the quadratic projections are obtained exactly. The primary error at the simplest quadrature order thus comes from projection errors rather than the imperfect reconstruction of t 2 . For the higher-order quadrature, the maximum absolute error in the interior region is only 0.07.
IV. Chui-Lian Multiwavelets of Approximation Order 3
A. Scaling Functions and Moments
Chui and Lian [3] have presented a general study of orthonormal compact support multiwavelets satisfying symmetry and antisymmetry requirements. To determine the interplay of increasing r and J in determining MRA coefficients in a nontrivial example, we choose a damped and chirped sine wave,
used before for single biorthogonal wavelets [10] . This function is chosen to be aperiodic, nonpolynomial, and poorly-represented by integrally-spaced samples. Projections were calculated for 1, J , k and 2, J , k using r samples spaced by 2 -J and symmetrically distributed around (k + 3/2) 2 -J . For J > 0, the scaling function matrix recursion was then used iteratively to obtain the particular projection , 0 , 0 , f . The results shown in Table 3 are those for odd r. From inspection of the detailed calculations, the asymptotic error for even r is found to be
( ) , precisely as for the case of orthogonal wavelet systems [24, 25] . For odd r, the error is
As for the case of symmetric biorthogonal single wavelets [10] , this extra order of accuracy for odd r derives from the combination of the symmetries of the scaling functions and the symmetric distribution of sample points. The clear conclusion is that more accurate MRA coefficients may be obtained by increasing either r or J, but that higher r is especially advantageous for avoidance of excessive oversampling (high J ).
C. Line from Lena Image
For signal and image processing applications it is germane to consider a data sequence with sharp edges on the finest scale. Furthermore, there should be no recourse to an underlying continuous function or to higher-resolution sampling. We follow the example of Miller and Li [15] in using the 100 th line of the 256 x 256 Lena image. The version used here, from the Waterloo Bragzone database [9] , is displayed in Fig. 4a . We focus on the calculation of projections for J = 8 scaling functions possessing the same spacing as the data. As alluded to before, the presence of strong variations on this scale makes it unavoidable that the underlying continuous image slice (if it were available) would have components in the L 2 complement to V 8 .
It is not possible to determine any of the finer detail coefficients precisely in the absence of higher resolution. By the same token, the V 8 projections will necessarily contain errors.
Nevertheless, these errors can be decreased, if not eliminated, by varying the quadrature order.
For all of the scaling functions which do not overlap the boundaries, the prefilters may be used as before. Handling of the boundaries generally requires special considerations, e.g., symmetric extension [4] , [23] or modification of wavelets to a closed interval [4] or, as adopted here, cyclic periodization. The latter choice is made, for better or worse, solely due to the common use of periodization in applications.
Rather than examine the individual behavior of each of the calculated integrals, we consider the reconstruction resulting from the approximate V 8 projection using Eq. (6) . The discrepancy between the reconstruction and the original data at the sample points is expected to be sensitive to r. Figure 4b shows the reconstruction deficit for r = 1 using multiwavelets aligned so that the half-integers fall at sample points in order to gain the maximum order of accuracy.
(We are free to choose such an alignment by simple shift of the t q in Eq. (16) Beyond r = 9, there appears a slight increase in the reconstruction deficit which we attribute to having exceeded the useful range of the quadrature method. The interpretation we adopt is that the r = 9 values of the coefficients provide the best estimates we will obtain from this data alone, i.e., without increase in sampling.
In any case, the quality of the simple r = 1 calculations is clearly inadequate. This is confirmed by examining the interpolation of the MWS between data points as done before for the DGHM multiwavelets (Fig. 2) . Focusing on the gradual incline region shown in Fig. 5a , pronounced oscillations are found in the r = 1 interpolation which disappear for higher r. This is recognized as a failure of the r = 1 prefilter to correctly handle anything except nearly constant data. In contrast, r = 5 and r = 9 give very similar smooth interpolations through the data. Figure   5b demonstrates the MWS near a sharp edge in the Lena line. A Gibbs-like overshoot of the interpolation is naturally expected in this circumstance, but the r = 1 result is unreliable. The r = 5 and r = 9 cases are again similar, indicating greater convergence.
V. Comparison with other prefilters
A comparison is made here of the effectiveness of the numerical-quadrature prefilters and other nonadaptive prefilters recently given in the literature. We denote by XGHS the prefilter given by Xia, et al. [28] , in their Eqs. (3.28) and (3.29) with parameters given in Sect. IV of the subsequent paper by [27] . The new prefilter in the latter paper is denoted here by X. The orthogonal approximattion-order-2 prefilter given by Hardin and Roach [8] as choice A in their Table II is corresponding to different projection quadrature orders. and 3, respectively. For the symmetric Chui-Lian multiwavelets (CL3), the points are taken as the symmetrically-spaced sets {t q } = {k+3/2}, {k+1, k+2}, and {k+1/2, k+3/2, k+5/2}, etc. The prefilters/weights up to Q3 for DGHM and to Q5 for CL3 are given in Table 4 . The CL3 Q1 is the zero-order orthogonal prefilter discussed by Xia [27] for such symmetric-antisymmetric multiwavelet systems (see also Strela, et al. [23] ). Both XGHS and HR are maximally decimated, whereas X and Qr are not. As mentioned in the introduction, the flexibility of the Lagrange interpolation allows for maximal decimation schemes, but these are not pursued in the present investigation. Periodization is used in all cases here for the sake of consistency.
The interest since this correlates with effectiveness in compression algorithms. To accommodate the different numbers of initial basis elements, energy compaction is examined here at each step of the decompositions. This is defined for each step J -j, as in Xia, et al. [28] , by the ratio of the summed energies in the wavelet components to those in both the wavelet and scaling function components. For the DGHM cases, the HR prefilter is seen to provide energy compaction clearly superior to that of XGHS and, if one compares levels with the same sizes of scaling function subspace (i.e., a relative shift in j by 1), somewhat superior to that of X. For Q1, the old prefilter providing approximation order 1 for the DGHM family, results are poorer than for X. The 
situation is quite different for higher r, however, where the approximation order 2 for the DGHM family is fully enabled. The case Q2 is clearly the best in energy compaction of these nonadaptive DGHM prefilters. When one proceeds to the CL3 multiwavelets, it is found that better behavior is obtained, not surprising in light of the approximation order 3 possessed by this family. The prefilter Q2 again achieves the most energy compaction, though this does not fully accommodate approximation order 3.
Compression capabilities may be judged most directly by zeroing out different percentages of the wavelet components at the level j = 2, performing reconstruction, and postfiltering. This hard thresholding is carried out for compression ratios in the wavelet subspace of 2:1, 4:1, and 8:1. For orthogonal prefilters, the postfilter is just the conjugate. For the generally nonorthogonal quadrature prefilters, the postfilters are simply given by the values ---------------------------------------------------------------------------------------------------------------- of the scaling functions at the integers or half-integers, depending on the chosen alignment of the level J = 8 scaling functions with the input data points [cf., Eq. (6)]. The DGHM Qr cases are unusual in that only 2 has a nonzero value at any integer; that is, each of the three multiwavelet series sampled at the original sample points only contains contributions from the second component. Half of the components are therefore of no consequence for the reconstruction and could simply be ignored (unless we are interested in interpolation between input data points as was the case in Fig. 2 ). High quality results are obtained nevertheless, and, in fact, the Q1 or Q2 
Among the DGHM prefilters, HR at 4:1 and Q2 at 8:1 are comparable and give the greatest PSNR. The CL3 multiwavelets are found to give even better PSNR for r > 1, the case Q3 giving the highest value at 8:1 wavelet compression for the nonmaximally decimated prefilters or the comparable 4:1 compression for the maximally decimated prefilters.
VI. Conclusion
The use of Lagrange interpolants has been demonstrated to provide exact multiwavelet scaling function projections for polynomial signals. This is accomplished through a data prefiltering operation equivalent to numerical quadrature evaluation of the integrals. The polynomial order for which the projections are exact is allowed to exceed the approximation order of the multiwavelets family. The use of non-uniform sampling is also allowed in this framework. For non-polynomial synthetic data, the quadrature prefilters were demonstrated to strongly accelerate the convergence of the approximations with increase in sample rate.
Application was then made to a slice of an image with sharp edges, for which the prefiltering significantly diminished the errors in the projection and subsequent reconstruction. These prefilters are of low complexity and, if uniform sampling is used, are time-invariant and dataindependent. They also compare favorably to previous nonadaptive prefilters in energy compaction and PSNR under hard-thresholding compression.
As mentioned earlier, use of balanced multiwavelets or use of prefiltering for unbalanced multiwavelets represent two distinct means of utilizing the full approximation order. They are not mutually exclusive in all regards, however. Projection-based numerical-quadrature prefilters can also be derived for balanced multiwavelets. By their definition, one-point quadrature is expected to have error of order equal to the approximation order. Turning this around, weights for an r -point quadrature should simplify if r is less than or equal to the approximation order (cf., Eqs. (14)- (16) 
