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Abstract
This study considers the problem of periodic event-triggered (PET) cooperative output regulation for a class
of linear multi-agent systems. The advantage of the PET output regulation is that the data transmission
and triggered condition are only needed to be monitored at discrete sampling instants. It is assumed that
only a small number of agents can have access to the system matrix and states of the leader. Meanwhile, the
PET mechanism is considered not only in the communication between various agents, but also in the sensor-
to-controller and controller-to-actuator transmission channels for each agent. The above problem set-up will
bring some challenges to the controller design and stability analysis. Based on a novel PET distributed
observer, a PET dynamic output feedback control method is developed for each follower. Compared with
the existing works, our method can naturally exclude the Zeno behavior, and the inter-event time becomes
multiples of the sampling period. Furthermore, for every follower, the minimum inter-event time can be
determined a prior, and computed directly without the knowledge of the leader information. An example is
given to verify and illustrate the effectiveness of the new design scheme.
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1. Introduction
Cooperative control for multi-agent systems has attracted extensive attention because of its potential
applications [39, 29, 21, 19, 30] in multi-vehicle formation, wireless sensor network, electrical power sys-
tems etc. The cooperative control problem includes leaderless and leader-following consensus, containment,
rendezvous, formation etc. Various control strategies have been utilized for multi-agent systems, such as
adaptive control [18, 29, 41, 36], sliding mode control [33] and model predictive control.
The output regulation problem for multi-agent systems has recently drawn much interest from re-
searchers. The purpose of the regulation problem is to make the output of each follower track a class
of reference input and simultaneously handle the external disturbance [8]. The reference input and distur-
bance signals are generated by the exosystem or leader. In this sense, the output regulation problem is
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more general than the standard tracking problem [9, 17, 35]. Until now, many excellent results have been
proposed in this field [3, 7, 8, 22, 39]. For instance, in [6], based on a new adaptive distributed observer,
the cooperative output regulation problem for linear multi-agent systems was solved. [32] studied the semi-
global output feedback regulation problem for a class of nonlinear multi-agent systems with heterogeneous
relative degrees.
Most of the above works attempt to solve the output regulation problem under the assumption that all the
states can be transmitted continuously. However, continuous transmission can entail high communication
cost and energy consumption. As a solution to this issue, event-triggered control strategies have been
presented [10, 15, 16, 39]. The idea of event-triggered control is to transmit the data according to a well-
defined triggered condition. In this way, the communication burden can be reduced considerably.
Different types of event-triggered mechanisms [27] have been proposed such as continuous-time event-
triggered control, self-triggered control, dynamic event-triggered control etc. More recently, the periodic
event-triggered (PET) control strategy has become a hot topic [1, 26, 34, 38]. Compared with other event-
triggered mechanisms, the key feature of PET control is that the data transmission and the triggered
condition are only needed to be monitored at discrete sampling instants. This feature benefits control
systems in the following aspects: 1) It naturally rules out the Zeno behavior; 2) The inter-event times become
multiples of the sampling period. This can be very helpful for digital implementation, and scheduling of
many applications on a shared communication medium; 3) It is more practical in some engineering situations
where the states measurements are only available at periodic intervals due to the constraints on sensors and
network. 4) It can reduce the energy consumption for evaluating triggered conditions in contrast with
continuous-time event-triggered control. Nevertheless, to the best of our knowledge, no works have ever
considered the periodic event-triggered output regulation for multi-agent systems.
Motivated by the aforementioned idea, this paper will consider the PET cooperative output regulation
problem for a class of linear multi-agent systems. The problem is challenging due to the following reasons:
1) Only some of the followers have access to the system matrix or the states information of the leader;
2) The PET mechanism is considered not only in the communication between various agents, but also in
the sensor-to-controller and controller-to-actuator transmission channels for each agent; 3) Only the output
information of the followers is available for the controller design.
The above problem set up makes the existing output regulation methods [8, 12] infeasible. Moreover,
directly extending the distributed observer method [4, 5, 6, 23] to our case is not easy because of the PET
mechanism. In fact, PET control is more general than sampled data control. However, the sampled data
output regulation problem has not been fully investigated so far, not to mention PET output regulation.
This research gap makes stability analysis challenging.
Our work provides the following main contributions:
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• Novel PET distributed observers are formulated to estimate the system matrix and state information
of the leader;
• Using the estimated leader information, a new PET dynamic output feedback controller is designed
for each follower;
• Based on the skillful use of some matrix norm and Gronwall’s inequalities, we prove that the cooperative
output regulation problem is solvable by the proposed method.
• For each follower, the minimum inter-event time can be determined a prior and computed directly
without the knowledge of the leader information. Moreover, by decreasing the gains of the distributed
observer, the minimum inter-event time for the communication between various agents can be made
arbitrary long.
The organization of the paper is as follows. Problem formulation and preliminaries are given in Section
2. The proposed PET distributed observer and output feedback controller are presented in Section 3.
Simulations are conducted and presented in Section 4. Section 5 concludes the paper.
Notations. Given a matrix Xi ∈ Rni×m(i = 1, 2, ..., N), col(X1, X2, ..., XN ) = [XT1 XT2 ...XTN ]T. For
A ∈ Rn×m, vec(A) = col(A1, A2, ..., Am) where Ai ∈ Rn denotes the ith column of A. ||A||, ||A||F are the
2-norm and Frobenius-norm of matrix A.
2. Problem formulation and preliminaries
2.1. Problem formulation
Consider a multi-agent system consisting of N followers and 1 leader. The dynamic of the leader is given
by:
v˙ = Sv (1)
where v ∈ Rnv is the reference input and/or external disturbance with a positive integer nv. S is a given
system matrix.
The followers are given by the following linear system:
x˙i = Aixi +Biui + Eiv, (2)
ei = Cixi +Diui + Fiv, (3)
ymi = Cmixi +Dmiui + Fmiv (4)
where i ∈ {1, 2, ..., N}. xi ∈ Rni , ui ∈ Rnui , ei ∈ Rnei , ymi ∈ Rnyi are the system states, con-
trol effort, consensus error and measurement output respectively with positive integers ni, nui, nei, nyi.
Ai, Bi, Ci, Di, Ei, Fi, Cmi, Dmi, Fmi are the given system matrices.
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The communication for the multi-agent systems is represented by a directed graph G. Let G = (V, E)
where V = {1, 2, ..., N} denotes the set of vertices, E ⊆ V × V the set of edges. Let Ni represents the
neighbors of agent i, i.e., Ni = {j|j ∈ V|(j, i) ∈ E}. Define matrix W = [aij ] ∈ RN×N such that if (j, i) ∈ E
then aij = 1, otherwise aij = 0. Self-loop is not allowed, i.e., aii = 0 for i ∈ V. Define Laplacian matrix
as L = D −W with D = diag(d1, d2, ..., dN ) and di =
∑
j∈Ni aij(i ∈ V). For the information transmission
between the leader and followers, define ai0 such that if the followers are connected to the leader, then
ai0 = 1; otherwise ai0 = 0. Also let a0i = 0. Note that only a small portion of followers have access to the
leader.
Based on the above analysis, the cooperative output regulation problem is formulated as follows:
Problem 1. Given a multi-agent system (1)-(3) with its corresponding graph G, develop a PET distributed
control law for each follower such that
1) All the closed loop signals are bounded for all t ∈ [0,+∞); and,
2) The output regulation error satisfies lim
t→+∞||ei(t)|| = 0 or limt→+∞||ei(t)|| < Λ for ∀i ∈ {1, 2, ..., N} where
Λ is a small positive constant.
Remark 1. As we will see in Section 3, according to whether the PET mechanism is adopted for the
controller-to-actuator channel, the cooperative output regulation error will be regulated to exact zero or a
small neighborhood around the origin.
Remark 2. The regulation error in (3) can be seen as a generalization of the consensus error defined in
many literatures [12]. For instance, suppose the output of the followers is yi = Cixi. Then if one wants the
followers to track the leader, the consensus error may be defined as yi − v = Cixi − v. This is equivalent
to let Di = 0, Fi = −I in (3). In addition, note that the measurement output ymi in (4) may not equal to
the real output of the followers. For example, if the real output of the followers is yi = Cmixi + Dmiui.,
then the measurement output ymi in (4) indicates that the real output yi may be influenced by an external
disturbance Fmiv where v is generated by the exosystem v = Sv.
2.2. Preliminaries
In this subsection, we will introduce some basic assumptions and results for the cooperative output
regulation problem. It is divided into three parts.
1) Graph and leader
For the communication graph, we assume that:
Assumption 1. The graph containing the leader and N followers has a directed spanning tree with the
leader as the root.
Then we have the following result.
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Lemma 1. [6] Under Assumption 1, −H is a Hurwitz matrix with H , L+B and B , diag(a10, a20, ..., aN0).
For the leader (1), we assume
Assumption 2. The leader system is neutrally stable, i.e., the eigenvalues of S are semi-simple with zero
real parts.
Remark 3. Under the above assumption, we know that as long as the initial value v(0) is bounded, v(t) is
bounded on [0,+∞). Meanwhile, a wide class of signals, such as sine and step signals, can be generated by the
leader system (1). In addition, from [5], without loss of generality S can be selected to be a skew-symmetric
matrix such that ST = −S.
2) Followers
For linear system (3), we make the following assumptions.
Assumption 3. For i = 1, 2, ..., N , the system matrices satisfy:
1) (Ai, Bi) are stabilizable;
2) (Cmi, Ai) are detectable;
3) The following linear matrix equations admit a solution (Xi, Ui)
XiS = AiXi +BiUi + Ei,
0 = CiXi +DiUi + Fi. (5)
The above assumptions are standard in output regulation theory. Meanwhile, from [6], we know the
solution (Xi, Ui) can be solved adaptively. We briefly explain the idea as follows. Let χi = vec(col(Xi, Ui)),
βi = vec(col(Ei, Fi)),
Ai = ST 
 I 0
0 0
− I 
 Ai Bi
Ci Di
 ,
Aˆi(t) = SˆTi (t)
 I 0
0 0
− I 
 Ai Bi
Ci Di

where Aˆi(t), Sˆi(t) are time-varying matrices.
Then (5) can be written as:
Aiχi = βi.
Define χˆi with the adaptive law
˙ˆχi = −κAˆTi (Aˆiχˆi − βi) (6)
where κ > 0 is a positive design parameter.
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Meanwhile, define the adaptive solution Xˆi, Uˆi such that they have the same dimensions as Xi, Ui and
vec(col(Xˆi, Uˆi)) = χˆi. (7)
Then we have the following result [6].
Lemma 2. If S − Sˆi converges to zero exponentially, χi − χˆi and Xi − Xˆi, Ui − Uˆi will all converge to zero
exponentially.
3) Useful inequalities
Finally, we introduce some inequalities which will be used in the stability analysis.
Lemma 3. (Matrix norm inequalities) Given matrices A,B ∈ Rn×n, we have
1) ||eA+B − eA|| ≤ e||A||+||B||||B||;
2) ||A|| ≤ ||A||F ≤
√
n||A||;
3) ||eA|| ≤ e||A||.
Proof. 1) is from Lemma 1 in [37]. 2) and 3) can be proved using basic matrix theory.
Lemma 4. (Gronwall’s inequality) Given a real-valued function w(t) : [0,+∞)→ R such that
w(t) ≤ α+
∫ t
t0
βw(τ)dτ
for ∀t ∈ [t0,+∞) where α, β, t0 > 0 are positive constants. Then
w(t) ≤ αeβ(t−t0).
3. Main results
In this section, we will discuss the output regulation problem for linear multi-agent systems by (1)-(3).
The control scheme is shown in Fig. 1. For the communication between various agents, the controller of
agent i will send/receive the information to/from its neighbors based on the PET Mechanism A (PETM-
A). For the sensor-to-controller channel, the sensor will sample the output information from the plant and
transmit it to the controller by the PET Mechanism B (PETM-B). For the controller-to-actuator channel,
two different situations will be considered. We will first consider the situation where the transmission is
continuous, i.e., the switch in Fig. 1 is on node 1. Then, we will consider the case when the switch is on node
2, that is the control signal will be transmitted to the actuator based on the PET Mechanism C (PETM-C).
We can see that the PET mechanisms are not only used for the communication between various agents, but
also for the sensor-to-controller and controller-to-actuator channel in each agent.
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Figure 1: Control scheme.
The proposed controller is composed of two parts: a PET distributed observer and a PET control law.
The PET distributed observer is used to estimate the system matrix S and v of the leader based on PETM-
A. The control law will use the estimated information to generate the control signal according to PETM-B
and PETM-C.
Next, we will explain these two parts respectively.
Remark 4. Notably the above control scheme indicates that the PET mechanism is considered not only
in the communication between various agents, but also in the sensor-to-controller and controller-to-actuator
transmission channels for each agent. The motivation for considering this control scheme is that in some
situations the control of a single agent may require the network communication between the controller and
the sensor/actuator. A number of applications may involve the formation control of unmanned automobiles
where control of each automobile is based on network [40], the networked control of a group of UAVs based
on remote controllers/ground bases [11, 24], the cooperative control of robot manipulators etc.
3.1. PET distributed observer
Let 0 = t0 < t1 < · · · < tk < · · · denote the sampling time instants for the multi-agent systems where
tk , kT and T > 0 is the sampling period. Also define set ΩT = {t0, t1, ..., tk, ...}. On each time interval
[tk, tk+1), the distributed observer for agent i(i = 1, 2, ..., N) is designed as:
˙ˆ
Si = µ1
N∑
j=0
aij(Sˆj(t
j
l′)− Sˆi(til)), (8)
˙ˆvi = Sˆi(t
i
l)vˆi(t) + µ2
N∑
j=0
aij(vj(t, t
j
l′)− vi(t, til)) (9)
where µ1, µ2 > 0 are two positive parameters. Sˆ0(t) ≡ S,
vi(t, t
i
l) = e
Sˆi(t
i
l)(t−til)vˆi(t
i
l)(i = 1, ..., N) (10)
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and vˆ0(t) , v, v0(t, t0l ) , eS(t−t
0
l )vˆ0(t
0
l ) = v(t).
Note that 0 = ti0 < t
i
1 < · · · < til < · · · denote the event-triggered time instants. On time instant til,
agent i will send Sˆi(t
i
l) and vˆi(t
i
l) to its neighbors. The event-triggered time instants are determined by
PETM-A in Fig. 1 which is given by:
t
i
l+1 = inf{τ > til|τ ∈ ΩT , f iS(·) > 0, f iv(·) > 0} (11)
where
f iS(τ, t
i
l) = ||Sˆi(τ)− Sˆi(til)||F − ιSe−γSτ , (12)
f iv(τ, t
i
l) = ||vˆi(τ)− vi(τ, til)|| − ιve−γvτ (13)
with positive constants ιS , ιv, γS , γv > 0.
It can be seen that the set ΩiET , {ti0, ti1, ..., til, ...} ⊆ ΩT . Meanwhile, in the observer (8) and (9), with
a little abuse of notation, til and t
j
l′ denote the latest event-triggered time instants for agent i and j on
[tk, tk+1).
Then, we have the following result.
Theorem 1. Given a multi-agent system with the leader (1), then there exists a PET distributed observer
in the form of (8)-(11) such that S˜i , Sˆi − S and v˜i , vˆi − v(i = 1, 2, ..., N) converge to zero exponentially.
Proof. The proof is presented in Appendix A.
Remark 5. (8) can be expressed as
˙ˆ
Si = µ1
N∑
j=1
aij(Sˆj(t
j
l′)− Sˆi(til)) + ai0(Sˆ0(t0l′)− Sˆi(til)).
For those followers that have access to the leader, we have ai0 = 1. Then we define Sˆ0(t) , S. For those
followers that do not have access to the leader, ai0 = 0. Therefore, the term ai0(Sˆ0(t
j
l′)− Sˆi(til)) in the above
equation vanishes, which means the information of the leader is not used. Therefore, only a small number
of followers have access to the system matrix S of the leader. A similar idea can be found for (9).
It should be noted that the followers know their own system matrices. Specifically, (2)-(4) are regarded
as the system model of the followers. Therefore, each follower knows its own system matrices Ei, Fi and
Fmi. Also note that in some situations, Ei, Fi and Fmi can be regarded as the system matrices of the
leader. In these situations, we can revise the distributed observer (8) to estimate Ei, Fi and Fmi similarly.
Remark 6. According to Appendix A, one possible choice of the sampling period T is to satisfy
0 < T <
1
µmax (||PH||+ 1) ||H|| (14)
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where µmax = max{µ1, µ2}. P is design matrix such that PH+HTP = 2I. Note that P always exists due
to −H is Hurwitz. It is also noted that the selection of T is only dependent on the graph information not on
the matrix S. Moreover, we can see that when µ1 and µ2 are small enough, the sampling period T can be
arbitrary long. This implies that by decreasing the values of µ1 and µ2, the communication burden between
various agents can be reduced considerably.
Note that for PET control, the minimum inter-event time is equal to the sampling period. Hence, it can
be determined explicitly by (14).
Remark 7. Note that theoretically if µ1 and µ2 and T satisfy (14), Theorem 1 will hold. However, different
values of µ1, µ2 can result in different control performance. Herein, we give some guidelines for the selection
of µ1 and µ2. Basically, a larger µ1 and µ2 will result in a quicker estimation of the leader information S
and v. This may lead to a faster convergence rate for the multi-agent systems. However, µ1 and µ2 cannot
be selected to be too large mainly because of two factors. First, as stated in Remark 6, small µ1 and µ2 can
reduce the communication burden and energy consumption. Second, the convergence rate of the multi-agent
systems will not increase too much when µ1 and µ2 are sufficiently large. Moreover, when µ1 and µ2 are
large, the injection terms on the right hand side of the distributed observer (8), (9) may become large and
oscillate. This implies that more energy will be needed to realize the distributed observer.
3.2. PET control law when PETM-C is not invoked
In this section, we will design an output feedback controller for each follower i ∈ {1, 2, ..., N}. We assume
that the data transmission in the controller-to-actuator channel is continuous, i.e., PETM-C is not invoked.
The sampling instants for the output information are denoted as 0 = τ i0 < τ i1 < · · · < τ ip < · · · with
sampling period T i = τ ip+1 − τ ip. Note that τ ip can be different with the communication sampling instants
tk. Then during time interval [τ ip, τ ip+1), the output feedback controller is given by:
ui =ωi(t) (15)
ωi =Kixˆi + (Uˆi −KiXˆi)vˆi, (16)
˙ˆxi =Aixˆi +Biωi + Eivˆi
+ Li(Cmixˆi(τ
i
p) +Dmiωi(τ
i
p))
+ Li(ρiFivi(τ
i
p, t
i
l) + (1− σi)Fmivi(τ ip, til))
+ Liψi(τ
i
q) (17)
where
ψi(t) =σiFmivi(t, t
i
l)− ρiFivi(t, til)− ymi(t), (18)
vi(t, t
i
l) =e
Sˆi(t
i
l)(t−til)vˆi(t
i
l), (19)
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Uˆi, Xˆi are the adaptive solution for the regulator equation (5). It is determined by (6)-(7) where Sˆi is
obtained by the distributed observer. Ki, Li are selected such that Ai + BiKi and Ai + LiCmi are both
Hurwitz. σi, ρi are two non-negative design parameters.
0 = τ i0 < τ
i
1 < · · · < τ iq < · · · is the PET instants for agent i. On time instant τ iq, the sensor will
transmit ψi(τ iq) to the controller. They are determined by PETM-B in Fig. 1 which is described as:
τ ip+1 = inf{τ > τ iq|τ ∈ ΩT , f iψ(·) > 0} (20)
where
f iψ(τ, τ
i
q) = ||ψi(τ)− ψi(τ iq)|| − ιψe−γψτ (21)
with positive constants ιψ, γψ > 0.
Note that the designed controller (15)-(17) only uses the estimated information Sˆi, vˆi from the distributed
observer. This implies that the proposed control scheme satisfies the condition that only a small number of
followers have access to the leader information.
Based on the above analysis, we have the following result.
Theorem 2. Given a multi-agent system (1)-(3), then there exists a PET output feedback control law in the
form of (15)-(20) with PET distributed observer (8)-(11) such that Problem 1 is solved with lim
t→+∞||ei(t)|| = 0.
Proof. The proof is presented in Appendix C.
Remark 8. From Appendix C, we know one possible selection of sampling period T i is
0 <
||QiLiCmi||δ3(T i)
1− δ3(T i) < 1 (22)
where δ3(T i) is a K-class function such that δ3(T i) = T i||Ai + LiCmi||e||Ai||T i , Qi is a given matrix such
that Qi(Ai + LiCmi) + (Ai + LiCmi)TQi = −2I.
Note that since δ3(T i) is a K-class function, there must exist a positive T i such that (22) holds. In fact,
one can compute the Maximum Allowable Sampling Period for T i from (22). Meanwhile, similar to Remark
6, the minimum inter-event time for PET control can be determined by solving (22) numerically.
Remark 9. For the design parameters in the event-triggered mechanisms (12), (13) and (21), larger ιS , ιvιψ
and smaller γS , γvγψ indicate a larger threshold for the event-triggered mechanism. Hence, more communi-
cation burden could be reduced. However, for larger ιS , ιvιψ and smaller γS , γvγψ, the threshold values will
take more time to converge to zero. This indicates the convergence speed for the multi-agent systems may
become slower.
The selection of the design parameters σi and ρi in (17) is flexible. Basically they can be any positive
real numbers. However, different values of σi and ρi can result in different control performance and commu-
nication burden. Specifically, σi and ρi should be selected such that when t → +∞, ψi(t) can be as small
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as possible. For typical example, if ymi can be expressed as ymi = Cixi +Diui +Fmiv, then σi = ρi = 1. In
this case, by (3), we have
ψi(t) =Fmivi(t, t
i
l)− Fivi(t, til)− ymi(t)
=− (Cixi +Diui + Fiv)
+ (Fmi − Fi)
(
vi(t, t
i
l)− v
)
=− ei + (Fmi − Fi)
(
vi(t, t
i
l)− v
)
.
According to Theorems 1-2, we know
(
vi(t, t
i
l)− v
)
→ 0, ei → 0 as t → +∞. Therefore, we can conclude
that ψi → 0, as t→ +∞. Hence, ψi is minimized as t→ +∞.
Remark 10. From Fig. 1 and (18), we know PETM-B may need some information about the leader, i.e.,
vˆi(t
i
l) and Sˆi(t
i
l). This information can be transmitted by the controller. Note that the information vˆi(t
i
l)
and Sˆi(t
i
l) is not necessary for PETM-B since one can set σi = ρ = 0 (the single switch in Fig. 1 is off).
However, as stated in Remark 9, using this information, i.e., set σi = ρ = 1, the communication burden can
be reduced considerably. ,
One may wonder whether the communication burden between the controller and sensor may increase if
the controller sends some information to PETM-B. As described in Remark 6, we know the communication
burden for transmitting vˆi(t
i
l) and Sˆi(t
i
l) can be very small because the sampling time T can be made
arbitrary long by tuning the control parameters µ1 and µ2. Therefore, the overall communication burden
for the sensor-to-controller channel can still be reduced. In addition, there are several alternative ways to
remove the communication from the controller to the sensor. Please see Appendix E for details.
3.3. PET control law when PETM-C is invoked
Let us consider the case when the PET mechanism is used in the controller-to-actuator channel, i.e.,
PETM-C is invoked in Fig. 1. It is noted that since we consider a regulation problem, the tracking error
may not converge to exact zero because of the discrete transmission. This is a common case for a regulation
or tracking problem (see [20, 35]). In fact, the error will be regulated to an arbitrary small neighborhood
around the origin similar to [20].
Consider the following control law
ui(t) =ωi(ς
i
m), t ∈ [ςim, ςim+1) (23)
where ωi is described by (16)-(20) except the triggered function f iψ(τ, τ
i
q) is modified as:
f
i
ψ(τ, τ
i
q) = ||ψi(τ)− ψi(τ iq)|| −
(
ιψe
−γψτ + ιψ
)
(24)
with constants ιψ, ιψ, γψ ≥ 0.
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0 = ςi0 < ς
i
1 < · · · < ςim < · · · is the the PET instants for the controller-to-actuator channel. On time
instant ςim, the controller will transmit ωi(ς
i
m) to the actuator. They are described as:
ςim+1 = inf{τ > ςim|τ ∈ ΩT i , f iω(·) > 0} (25)
where
f iω(τ, ς
i
m) = ||ωi(τ)− ωi(ςim)|| −
(
ιωe
−γωτ + ιω
)
(26)
with constants ιω, ιω, γω ≥ 0.
Then, we have the following result.
Theorem 3. Given a multi-agent system (1)-(3), then there exists a PET output feedback control law in the
form of (23)-(25) with PET distributed observer (8)-(11) such that Problem 1 is solved with lim
t→+∞|ei(t)| < Λ.
Proof. The proof is presented in Appendix D.
Remark 11. From Appendix D, we know there exists a non-negative increasing function ϕ8(ιψ, ιω, T i) with
ϕ8(0, 0, 0) = 0 such that Λ ≤ ϕ8(ιψ, ιω, T i). This means that by decreasing the design parameters ιψ, ιω, T i,
the regulation error can be made arbitrary small. Meanwhile, from the event-triggered condition (25), we
can see when ιψ, ιω are small, the condition (25) may be easier to be triggered, thus resulting in more
frequent transmissions and higher communication burden. The detailed expression of ϕ8(ιψ, ιω, T i) is given
by (D.29) in Appendix D. Note that this estimation may be a little conservative in some situations. This
is a common phenomenon when using the Lyapunov function method (see the discussion in [25]). However,
the property of ϕ8(ιψ, ιω, T i) can give some insights on how the control parameters will influence the control
accuracy.
In addition, from (D.29) in Appendix D, we know when ιψ = 0, ιω = 0 and the signal v is a constant,
ϕ8(ιψ, ιω, T i) = 0. This means we can make the regulation error converge to exact zero for constant v.
Remark 12. According to Appendix D, the sampling period T i should simultaneously satisfy (22) and
0 <
||RiBiKi||δ4(T i)
1− δ4(T i) < 1 (27)
where δ4(T i) is a K-class function such that δ4(T i) = T i||Ai + BiKi||e||Ai||T i , Ri is a given matrix such
that Ri(Ai +BiKi) + (Ai +BiKi)TRi = −2I. Similar to Remarks 6 and 8, the minimum inter-event time
can be determined by solving (22) and (27) numerically.
Remark 13. It is noted that we have assumed the sampling time tk for the communication between different
agents have been synchronized as in [2, 14]. This can be achieved by using some time synchronization
methods such as [28, 31]. This is a common assumption in continuous time cooperative control. It should be
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also emphasized that the PET transmission between various agents, in sensor-to-controller and controller-
to-actuator channels are all asynchronous. Also note that the selection of the sampling period T could
rely on some global graph information. One can choose a small enough sampling period by considering
all the possible situations of the graph, or use some methods, e.g., [13], to estimate the graph information
distributedly. In addition, from the simulations, we can see that the proposed method is robust to the
variations of the sampling period.
4. Simulations
Consider a linear multi-agent system described by (1)-(3) with 4 followers. The system matrix of the
leader is S = col([0 1], [−1 0]). The dynamics of the followers are described as:
x˙i =
 0 1
0 δi
xi +
 0
1
ui,
ei = [1 0]xi + [−1 0]v,
ymi = [1 0]xi, i = 1, 2, 3, 4
where δ1 = −0.3, δ2 = −0.4, δ3 = −0.5, δ3 = −0.4. The underlying communication graph is depicted in Fig.
2. The considered system can describe a class of robotic systems [6]. The initial states are v(0) = [0.9−0.5]T,
x1(0) = [0.2 0.3]
T, x2(0) = [0.1 0.3]T, x3(0) = [0.5 0.6]T, x4(0) = [0.8 0.8]T. The control purpose is to regulate
ei to zero or a small neighborhood around the origin, i.e., make the output ymi of each follower track the
output y0 , [−1 0]v of the leader. The simulations are divided into two parts.
4.1. PETM-A and PETM-B are invoked, PETM-C is not invoked
We first consider the case when the controller-to-actuator channel is continuous.
4.1.1. Effectiveness of the proposed method
The PET distributed observer and output feedback controller are respectively given by (8)-(11) and (15)-
(20) with µ1 = µ2 = 3, ιS = ιv = 2, γS = γv = 1; Ki = [−5 − 5], Li = [−5 − 5], σi = ρi = 1(i = 1, 2, 3, 4),
κ = 30, ιψ = 2, γψ = 1. Based on (14) and (22), the sampling period is selected as T = T i = 0.01s(i =
1, 2, 3, 4). The control performance of the multi-agent systems is shown in Fig. 3. It can be seen that the
output of each follower quickly follows the output of the leader. Meanwhile, the regulation errors of the four
followers all converge to zero. This indicates that cooperative output regulation has been achieved.
Fig. 4(a) and Fig. 4(b) show the event-triggered instants for the communication between each agent
pair, and the sensor-to-controller transmission in each agent respectively. We observe many time intervals
which do not have data communication. This implies that the communication burden has been reduced
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considerably. Fig. 5 shows the inter-event time for the communication from agent 2 to agent 3, and
the sensor-to-controller transmission in agent 2. We can see that a minimum inter-event time has been
guaranteed. Moreover, all the inter-event times are multiples of sampling period. These results highlight
the advantages of the PET output regulation.
4.1.2. Discussions on the control parameters
We will give some discussions on how the control parameters will influence the control performance of
the multi-agent systems.
Fig. 6 shows the control performance of the multi-agent systems for different µ1, µ2. We can see that the
convergence speed increases a lot when the values of µ1, µ2 change from 1 to 2. However, the convergence
rate for µ1 = µ2 = 3 is slightly faster than that for µ1 = µ2 = 2. This verifies Remark 7 and shows
that when µ1, µ2 are too large, the convergence speed does not increase considerably. Therefore, µ1, µ2 are
recommended to be set between 2 and 3 for the simulation to save energy.
Tables 1-2 respectively show the event-triggered times for different values of ιS , ιvιψ and γS , γvγψ in
PETM-A and PETM-B. It can be clearly seen that the communication load is reduced when increasing
ιS , ιvιψ and decreasing γS , γvγψ. Fig. 7 demonstrates the control performance when ιS , ιvιψ and γS , γvγψ
take different values. We can see that a longer convergence time is needed for larger ιS , ιvιψ and smaller
γS , γvγψ. This verifies Remark 9.
Let us see how the parameters σi and ρi in (17) influence the performance of the multi-agent systems.
Fig. 8 shows the outputs of the four followers for different σi, ρi. We can see that the proposed controller
is robust to the variations of σi, ρi. The control performance is almost the same for different σi, ρi. This
implies that the selection of σi, ρi can be very flexible. Table 3 demonstrates the event-triggered times for
different σi, ρi. We can see that as stated in Remark 9, the communication burden is reduced considerably
when σi = ρi = 1. This also shows the advantages of the control scheme in Fig. 1 such that the controller
should send some information to PETM-B to further reduce the communication burden.
Finally, let us see how the selections of the sampling periods T and T i will influence the control perfor-
mance. As stated in Section 3.2, the sampling periods can be selected independently and be different from
one another. Fig. 9 shows the control performance of the multi-agent systems under different T, T i. We
can see that the multi-agent systems are robust to the variations of T, T i.
4.2. PETM-A, PETM-B and PETM-C are invoked
We assume that PETM-C is invoked in Fig. 1. The PET distributed observer and output feedback
controller are given by (8)-(11) and (23)-(25) with ιψ = ιω = 0.001, ιω = 2, γω = 1. The other control
parameters are the same as before. The regulation errors and control efforts are shown in Figs. 11-10. It
can be seen that the regulation error has converged to a small neighborhood around the origin. According
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Figure 2: Communication graph.
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Figure 3: Control performance when PETM-C is not invoked. (a) Measurement outputs of leader and 4 followers; (b) Output
regulation errors of 4 followers.
to (D.29) in Appendix D, we know the set Λ ≤ 0.43. This is accord with Fig. 10. Note that as stated in
Remark 11 the estimation of Λ by (D.29) is somewhat conservative. Nevertheless, it can provide guidelines
for the selections of the control parameters.
Fig. 11 shows the control performance under different ιψ, ιω. We observe that the regulation errors
all converge to a small neighborhood of the origin for all the cases. This verifies the robustness of the
proposed method. Meanwhile, Table 4 shows the regulation errors and event-triggered times for PETM-B
and PETM-C with different ιψ, ιω. We can see that larger ιψ, ιω can result in larger regulation errors but
small communication burden. This verifies Remark 11.
In addition, Fig. 12 demonstrates the control performance when S = ιψ = ιω = 0. In this case, v is a
constant signal. It can be seen that the regulation error converges to exact zero even though PETM-C is
invoked. This also verifies Remark 11.
Table 1: Event-triggered times for PETM-A under different ιS , ιv , γS , γv .
agent 1-2 1-3 2-4 3-4
ιS = ιv = 2, γS = γv = 1 18 18 26 25
ιS = ιv = 1, γS = γv = 2 30 30 37 37
ιS = ιv = 0.5, γS = γv = 2.5 79 79 120 94
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Figure 4: Event-triggered time instants. (a) Event-triggered time instants between each agent pair for PETM-A; (b) Event-
triggered time instants of each agent for PETM-B.
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Figure 5: Inter-event time. (a) Inter-event time for the communication between agent 2 and 3; (b) Inter-event time between
the sensor and controller in agent 2.
Table 2: Event-triggered times for PETM-B under different ιψ , γψ .
agent 1 2 3 4
ιψ = 3, γψ = 0.5 14 14 10 11
ιψ = 2, γψ = 1 27 26 20 24
ιψ = 0.5, γψ = 1 32 39 41 60
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Figure 6: Control performance for different µ1, µ2.
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Figure 7: Control performance for different event-triggered conditions. (a) Measurement outputs of leader and 4 followers;
(b) Output regulation errors of 4 followers. black dashed line: ιS = ιv = 2, γS = γv = 1, ιψ = 3, γψ = 0.5; red solid line:
ιS = ιv = 0.5, γS = γv = 2.5, ιψ = 0.5, γψ = 1.
Table 3: Event-triggered times for PETM-B under different σi, ρi.
σi, ρi 0 0.8 0.9 1.0 1.1 1.2
PETM-B 971 845 769 34 765 843
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Figure 8: Control performance for different σi, ρi.
0 5 10 15
time(s) (a)
-2
0
2
y
0
,
y
m
i
T = 0.01, T i = 0.02
T = 0.02, T i = 0.01
T = 0.02, T i = 0.04
T = 0.04, T i = 0.02
1 2 3 4
time(s) (b)
-1
0
1
y
0
,
y
m
i
Figure 9: Control performance for different sampling periods T, T i. (a) Measurement outputs of leader and 4 followers; (b)
Partial enlarged view of subfigure (a).
Table 4: Event-triggered times for PETM-B under different ιψ , ιω .
error PETM-B PETM-C
ιψ = ιω = 0 0.0008 286 1015
ιψ = ιω = 0.001 0.0013 17 984
ιψ = ιω = 0.01 0.0070 13 597
ιψ = ιω = 0.02 0.0132 12 366
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Figure 10: Control performance when PETM-C is invoked. (a) Output regulation errors of 4 followers; (b) Control efforts of 4
followers.
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Figure 11: Control performance for different ιψ , ιω when PETM-C is invoked. (a) Measurement outputs of leader and 4
followers; (b) Partial enlarged view of subfigure (a).
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Figure 12: Control performance when PETM-C is invoked and S = 0, ιψ = ιω = 0. (a) Measurement outputs of leader and 4
followers; (b) Output regulation errors of 4 followers.
5. Conclusions
In this paper, a new PET distributed observer and dynamic output feedback controller are proposed
to solve the cooperative output regulation problem. Only some of the followers can have access to the
leader information. Moreover, PET mechanisms are simultaneously considered in the communication among
different agents, sensor-to-controller and controller-to-actuator channels. Future works include considering
fully distributed PET output regulation problem under asynchronous sampled data.
Appendix A. Proof of Theorem 1
Proof. In the following let ci(i = 1, 2, ..., 16) denote some proper positive constants. ε represents an arbitrary
small positive constant. The proof is then divided into the following steps.
Step 1. We will find the relation between ||Sˆi(t)− Sˆi(tk)|| and ||Sˆi(t)− S||(i = 1, 2, ..., N).
Integrating (8) on time interval [tk, t) ⊆ [tk, tk+1), we get
Sˆi(t)− Sˆi(tk) = (t− tk)µ1
N∑
j=0
aij(Sˆj(t
j
l′)− Sˆj(til)). (A.1)
It follows that
Sˆ − Sˆ(tk) =− µ1(t− tk)(H I)(Sˆ(tl)− Sˆ(tk))
− µ1(t− tk)(H I)(Sˆ(tk)− Sˆ)
− µ1(t− tk)(H I)S˜ (A.2)
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where Sˆ , col(Sˆ1, Sˆ2, ..., SˆN ), Sˇ , col(S, S, ..., S), S˜ , Sˆ − Sˇ, Sˆ(tl) , col(Sˆ1(t1l′), Sˆ2(t2l′), ..., SˆN (tNl′ )).
Next, we transform (A.2) into a vector form. Denote S˜ = [s˜1 s˜2 ... s˜nv ], Sˆ(tk)−Sˆ = [∆sˆ1(tk) ∆sˆ2(tk) ...∆sˆnv (tk)]
and Sˆ(tl)− Sˆ(tk) = [∆sˆ1(tl) ∆sˆ2(tl) ...∆sˆnv (tl)] where s˜m,∆sˆm(tk),∆sˆm(tl)(m = 1, 2, ..., nv) ∈ RnvN×1 are
all column vectors. Then we have
∆sˆm(tk) = −µ1(t− tk)(H I)(∆sˆm(tl) + ∆sˆm(tk)− s˜m).
It follows that
||∆sˆm(tk)|| ≤ δ1(T )(||∆sˆm(tl)||+ ||∆sˆm(tk)||+ ||s˜m||)
where δ1(T ) is a K-class function such that
δ1(T ) = µ1T ||H I||. (A.3)
Therefore, there exists a small enough T such that δ1(T ) < 1. Then we obtain
||∆sˆm(tk)|| ≤ δS(T )||s˜m||+ δS(T )||∆sˆm(tl)||
where
δS(T ) =
δ1(T )
1− δ1(T ) . (A.4)
Finally, according to the event-triggered condition (11), we know
||∆sˆm(tk)|| ≤ δS(T )||s˜m||+ c1e−γStk . (A.5)
Step 2. We will show S˜i converges to zero exponentially.
Note that (8) can be transformed into
˙˜sm = −µ1(H I)(s˜m + ∆sˆm(tl) + ∆sˆm(tk))
for m = 1, 2, ..., nv.
Take the following Lyapunov function
Vm =
1
2
s˜Tm(P  I)s˜m
where P is a positive matrix such that PH +HTP = 2I. Note that P exists due to −H is Hurwitz from
Lemma 1.
Then, we get
V˙m =− µ1||s˜m||2 − µ1s˜Tm(PH I)(∆sˆm(tl) + ∆sˆm(tk)).
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Using Young’s inequality and (11), (A.5), we obtain
V˙m ≤− (µ1 − µ1||PH I||δS(T )− ε) ||s˜m||2
+ c2e
−2γStk . (A.6)
Therefore, when δS(T ) satisfies
δS(T ) <
1
||PH I|| , (A.7)
we have µ1−µ1||PH I||δS(T )− ε > 0. Then solving equation (A.6), we can obtain that Vm, s˜m, S˜ will all
converge to zero exponentially.
Combining (A.3), (A.4) and (A.7), note ||PH I|| = ||PH||, ||H I|| = ||H||, we know T should satisfy
T <
1
µ1 (||PH||+ 1) ||H|| . (A.8)
Step 3. We will show vˆ does not exhibit finite time escape, i.e., vˆ is bounded on a finite time interval
[0, t).
Let v∗i (t, tk, t
i
l) = e
Sˆi(t
i
l)(t−tk)vˆi(tk)(i = 1, 2, ..., N), then (9) can be written as:
˙ˆvi =Sˆi(t
i
l)vˆi(t) + µ2
N∑
j=0
aij(v
∗
j (t, tk, t
j
l′)− v∗i (t, tk, til))
+ µ2
N∑
j=0
aij(∆υj(t, tk, t
j
l′)−∆υi(t, tk, til)) (A.9)
where ∆υi(t, tk, t
i
l) = vi(t, t
i
l)− v∗i (t, tk, til).
Solving (A.9) on time interval [tk, tk+1), we have
vˆi(t) =v
∗
i (t, tk, t
i
l)− µ2(t− tk)
N∑
j=0
aijv
∗
i (t, tk, t
i
l)
+
N∑
j=0
µ2
∫ t
tk
aije
−Sˆi(til)(τ−t)v∗j (τ, tk, t
j
l′)dτ (A.10)
+ ∆υi
where
∆υi =
∫ t
tk
e−Sˆi(t
i
l)(τ−t)
µ2 N∑
j=0
aij(∆υj(τ)−∆υi(τ))
 dτ.
For the terms in (A.10), we have
µ2
∫ t
tk
aije
−Sˆi(til)(τ−t)v∗j (τ, tk, t
j
l′)dτ
=µ2(t− tk)aijv∗j (t, tk, tjl′) + µ2aijEij(t)v∗j (t, tk, tjl′) (A.11)
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where Eij(t) is a time-varying matrix such that
Eij(t) ,
∫ t
tk
(e−Sˆi(t
i
l)(τ−t) − e−Sˆj(tjl′ )(τ−t))eSˆj(tjl′ )(τ−t)dτ. (A.12)
Substituting (A.11) into (A.10), we have
vˆi(t) =v
∗
i (t, tk, t
i
l)
+ µ2(t− tk)
N∑
j=0
aij(v
∗
j (t, tk, t
j
l′)− v∗i (t, tk, til))
+ µ2
N∑
j=0
aijEij(t)v
∗
j (t, tk, t
j
l′)
+ ∆υi.
For i = 1, 2, ..., N , we have
vˆ − v∗(t, tk, tl)
=µ2(t− tk)(H I)(v∗(t, tk, tl)− vˇ) + µ2+ ∆υ (A.13)
where vˆ , col(vˆ1, vˆ2, ..., vˆN ), vˇ , col(v, v, ..., v),
v∗(t, tk, tl) , col(v∗1(t, tk, t
1
l′), v
∗
2(t, tk, t
2
l′), ..., v
∗
N (t, tk, t
N
l′ )),
 , col (1, 2..., N ) ,
∆υ , col (∆υ1,∆υ2, ...,∆υN )
with i =
∑N
j=0 aijEij(t)v
∗
j (t, tk, t
j
l′)(i = 1, 2, ..., N).
Note that for the elements in  and using Lemma 3,
||aijEij(t)v∗j (t, tk, tjl′)|| ≤ aij ||v∗j || · ||Eij(t)||. (A.14)
From (A.12) and Appendix B, we know ||Eij(t)|| converges to zero exponentially. Hence, using (A.14)
for , there exist positive constants c3, c4 such that
|||| ≤c3e−c4t||v∗(t, tk, tl)||. (A.15)
Meanwhile, according to Appendix B, we know there exist positive constants c5, c6 such that
||∆υ|| ≤c5e−c6t. (A.16)
Then using (A.15) and (A.16) for (A.13), we obtain:
||vˆ − v∗(t, tk, tl)|| ≤(δ2(T ) + µ2c3e−c4t)||v∗(t, tk, tl)||
+ δ2(T )||vˇ||+ c5e−c6t (A.17)
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where δ2(T ) is a K-class function such that
δ2(T ) = µ2T ||H I||. (A.18)
It follows that
||vˆ|| ≤ c7||v∗(t, tk, tl)||+ c8e−c9t + c10
≤ c7e||Sˆi(t
i
l)(t−tk)||vˆi(tk) + c8e−c9t + c10
It can be seen that vˆ will not exhibit finite time escape.
Step 4. We will find the relation between ||vˆ− v∗(t, tk, tl)|| and ||v˜|| , ||vˆ− vˇ||. Note that (A.13) can be
expressed as:
vˆ − v∗(t, tk, tl) =µ2(t− tk)(H I)(v∗(t, tk, tl)− vˆ)
+ µ2(t− tk)(H I)v˜ + µ2+ ∆υ
where v˜ , vˆ − vˇ.
Using (A.15) and (A.16), we have
||vˆ − v∗(t, tk, tl)||
≤(δ2(T ) + µ2c3e−µ1c4t)||v∗(t, tk, tl)− vˆ||
+ (δ2(T ) + µ2c3e
−c4t)||v˜||
+ µ2c3e
−c4t||vˇ||+ c5e−c6t. (A.19)
Next, define a set ΩL for the sampling instant tk which will be used in the following analysis.
By (A.17), we know if T is small enough, δ2(T ) < 1 is true. Thus, it can be concluded that there exists
a finite integer k1 such that for ∀t ∈ [tk, tk+1) with k ≥ k1, we have δ2(T ) +µ2c3e−c4t < 1 and µ2c3e−c4t < ε
where ε can be an arbitrary small constant.
Also note that according to Step 2, we know Sˆ converges to S exponentially. Therefore, there exist
positive constants c11, c12 such that ||Sd|| ≤ c11e−c12t where Sd(tl) = diag(Sˆ1(t1l′)−S, Sˆ1(t2l′)−S, ..., SˆN (tNl′ )−
S). This means that there exists a finite integer k2 such that for ∀t ∈ [tk, tk+1) with k ≥ k2, we have
||Sd|| ≤ c11e−c12t < ε where ε is an arbitrary small constant.
Then define the set ΩL as
ΩL , {tk|k ∈ N, k ≥ max(k1, k2)}.
Therefore, for ∀t ∈ [tk, tk+1) with tk, tk+1 ∈ ΩL, (A.19) can be written as:
||vˆ − v∗(t, tk, tl)|| ≤ δv(T )||v˜||+ c13e−c14t (A.20)
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where
δv(T ) =
(δ2(T ) + µ2c3e
−µ1c4t)
1− (δ2(T ) + µ2c3e−µ1c4t) . (A.21)
Step 5. We will show v˜i converges to zero exponentially.
We consider our analysis for t ∈ [tk, tk+1) with tk, tk+1 ∈ ΩL. Note that from Step 3), we know vˆi will
not exhibit finite time escape. Hence, for any finite k, vˆi is bounded on [tk, tk+1) .
By (9), we have
˙˜v =(I  S − µ2H I)v˜ + Sdv˜ + Sdvˇ
− µ2(H I)(v∗(t, tk, tl)− vˆ). (A.22)
Take the following Lyapunov function
Vv =
1
2
v˜T (P  I)v˜
where P is a positive matrix such that PH+HTP = 2I.
The derivative of Vv is computed as:
V˙v =v˜
T (P  I)(I  S − µ2H I)v˜
+ v˜T (P  I)Sdv˜ + v˜T (D  I)Sdvˇ
− v˜T (P  I)µ2(H I)(v∗(t, tk, tl)− vˆ).
Using (A.20), we have
V˙v ≤v˜T (P  S)v˜ − µ2λ||v˜||2
+ ||v˜||2||P  I|| · ||Sd||+ ||v˜|| · ||(P  I)Sdvˇ||
+ µ2||PH I|| · ||v˜|| (δv(T )||v˜||+ c13e−c14t) .
Note that due to S is a skew-symmetric matrix, (P S)T = P ST = −(P S). This means that P S is
also a skew-symmetric matrix. Hence, v˜T(PS)v˜ = 0. Also note that ||Sd|| ≤ c11e−c12t < ε for t ∈ [tk, tk+1)
with tk, tk+1 ∈ ΩL. Thus, by Young’s inequality, we obtain:
V˙v ≤− (µ2 − ||P  I||ε− µ2||PH I||δv(T )− ε) ||v˜||2
+ c15e
−2c12t + c16e−2c14t.
Hence, when
δv(T ) < µ2 (A.23)
we can obtain µ2 − ||D  I||ε − µ2||DH  I||δv(T ) − ε < 0. Then by solving the above equation, we can
show Vv, v˜ converge to zero exponentially. The proof is completed.
For the selection of T . Based on (A.18), (A.21), (A.23), (A.8) and note µ2c3e−c4t < ε, c11e−c12t < ε, we
know T should satisfy (14).
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Appendix B. Proposition 1
Proposition 1. ||Eij(t)||F in (A.12) and ||∆υ|| in (A.13) both converge to zero exponentially.
Proof. We first show ||Eij(t)||F converge to zero exponentially. Note that from Steps 1-2 in Appendix A, we
know S˜i converges to zero exponentially for ∀i = 1, 2, ..., N . Hence, Sˆi(tk), Sˆj(tk) are both bounded. Then
by Lemma 3, we have
||Eij(t)||
≤
∫ t
tk
||(e−Sˆj(tk)(τ−t) − e−Sˆi(tk)(τ−t))|| · ||eSˆj(tk)(τ−tk)||dτ
≤g1
∫ t
tk
||X(tk)(τ − t)||e||X(tk)(τ−t)||+||Y (tk)(τ−t)||dτ
where X(t) = Sˆj(t)− Sˆi(t), Y (t) = Sˆi(t), g1 > 0 is a positive constant.
Meanwhile, due to ||S˜|| converge to zero exponentially, there exist constants g2, g3 such that ||X|| ≤
g2e
−g3t. Hence, we have ||Eij(t)|| ≤ g4e−g5twhere g4, g5 > 0 are positive constants.
Next, we shall show ||∆υ|| converge to zero exponentially. Recalling (11) and the definitions of vi(t, til),
v∗i (t, tk, t
i
l), we have
||∆υi(t, tk, til)|| = ||vi(t, til)− v∗i (t, tk, til)||
= ||eSˆi(til)(t−til)vˆi(til)− eSˆi(t
i
l)(t−tk)vˆi(tk)||
≤ ||eSˆi(til)(t−tk)|| · ||eSˆi(til)(tk−til) − vˆi(tk)||
≤ g6e−g7t (B.1)
where g6, g7 > 0 are positive constants. Using the above equation for each element in ||∆υ||, the proof is
completed.
Appendix C. Proof of Theorem 2
Proof. The proof is divided into the following steps.
Step 1). We will find the relation between x˜i(t) and x˜i(τ ip) where x˜i , xˆi − xi.
Subtracting (3) from (17), we have
˙˜xi =Aix˜i + Eiv˜i
+ Li(Cmixˆi(τ
i
p) +Dmiui(τ
i
p))
+ Li(ρiFivi(t, t
i
l) + (1− σi)Fmivi(t, til) + ψi(τ ip))
+ Li(ψi(τ
i
q)− ψi(τ ip)). (C.1)
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Then using (18) for ψi(τ ip), we obtain
˙˜xi =Aix˜i + Eiv˜i + Li(Cmixˆi(τ
i
p) +Dmiui(τ
i
p))
+ Li(Fmivi(τ
i
p, t
i
l)− ym(τ ip))
+ Li(ψi(τ
i
q)− ψi(τ ip)). (C.2)
Adopting (3) for ym(τ ip), we have
˙˜xi =(Ai + LiCmi)x˜i + LiCmi
(
x˜i(τ
i
p)− x˜i
)
+ Eiv˜i + LiFmi
(
vi(τ
i
p, t
i
l)− v(τ ip)
)
+ Li
(
ψi(τ
i
q)− ψi(τ ip)
)
. (C.3)
Note that
vi(τ
i
p, t
i
l)− v(τ ip) =(vi(τ ip, til)− vˆi(τ ip) + vˆi(τ ip)− v(τ ip)).
From Theorem 1, we know vi(τ ip, t
i
l) − vˆi(τ ip) and vˆi(τ ip) − v(τ ip) will both converge to zero exponentially.
Hence, vi(τ ip, t
i
l)− v(τ ip) will converge to zero exponentially. Meanwhile, from Theorem 1 and (20) we know
v˜i and ψi(τ iq) − ψi(τ ip) will also converge to zero exponentially. Hence, we can conclude that there exist
positive constants c1, c2 such that
||Eiv˜i + LiFmi
(
vi(τ
i
p, t
i
l)− v(τ ip)
)
+Li
(
ψi(τ
i
q)− ψi(τ ip)
) || < c1e−c2t. (C.4)
Hence, integrating (C.3) on [τ ip, τ ip+1) we get
x˜i(t)− x˜i(τ ip) =
∫ t
τ ip
Ai
(
x˜i(τ)− x˜i(τ ip)
)
dτ
+ (t− τ ip)(Ai + LiCmi)x˜i(τ ip)
+
∫ t
τ ip
c1e
−c2τdτ. (C.5)
It follows that
||x˜i(t)− x˜i(τ ip)|| ≤
∫ t
τ ip
||Ai|| · ||x˜i(τ)− x˜i(τ ip)||dτ
+ T i||Ai + LiCmi|| · ||x˜i(τ ip)||
+ T ic1e−c2τ ip . (C.6)
By Gronwall’s inequality, we obtain
||x˜i(t)− x˜i(τ ip)|| ≤δ3(T i)||x˜i(τ ip)||
+ T ie||Ai||T ic1e−c2τ ip (C.7)
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where δ3(T i) is a K-class function such that
δ3(T i) = T i||Ai + LiCmi||e||Ai||T i .
When T i is small enough such that δ3(T i) < 1, then we have
||x˜i − x˜i(τ ip)|| ≤ δx˜(T i)||x˜i||+ c3e−c2t (C.8)
where c3 > 0 is a constant,
δx˜(T i) = δ3(T
i)
1− δ3(T i) . (C.9)
Step 2). We will show x˜i, ei converge to zero exponentially.
First, we demonstrate x˜i converge to zero exponentially. Note that Ai+LiCmi is a Hurwitz matrix, then
there exists a positive matrix Qi such that Qi(Ai + LiCmi) + (Ai + LiCmi)TQi = −2I. Then consider the
following Lyapunov function
Vx˜ =
1
2
x˜Ti Qix˜i.
From (C.3), the derivative of Vx˜ is given by:
V˙x˜ =− ||x˜i||2 + x˜Ti QiLiCmi
(
x˜i(τ
i
p)− x˜i
)
+ x˜Ti Qi
(
Eiv˜i + LiFmi
(
vi(τ
i
p, t
i
l)− v(τ ip)
))
+ x˜Ti QiLi(ψi(τ
i
q)− ψi(τ ip)). (C.10)
Using (C.7) and (C.4), we get
V˙x˜ ≤− (1− ||QiLiCmi||δx˜(T i)− ε)||x˜i||2 + c4e−2c2t
where ε is an arbitrary small constant, c4 is a positive constant.
Therefore, when
||QiLiCmi||δx˜(T i) < 1
then we can conclude that x˜i will converge to zero exponentially.
Next, we will prove ei converge to zero exponentially. Consider the following coordinate transformation
xi = xi −Xiv and ui = ui − Uiv. Then based on (5), (3) is expressed as:
x˙i =Ai(xi +Xiv) +Bi(ui + Uiv) + Eiv −XiSv
=Axi +Bui, (C.11)
ei =Ci(xi +Xiv) +Di(ui + Uiv) + Fiv
=Cixi +Diui. (C.12)
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By (15), ui is expressed as:
ui =Kixˆi + (Uˆi −KiXˆi)vˆi − Uiv
=Kixi +Kix˜i + (U˜i −KiX˜i)vˆi + (Ui −KiXi)v˜i.
Then (C.11) is written as:
x˙i =(Ai +BiKi)xi
+Kix˜i + (U˜i −KiX˜i)vˆi + (Ui −KiXi)v˜i.
Note that x˜i, v˜i, X˜i, U˜i all converge to zero exponentially, and Ai +BiKi is a Hurwitz matrix. Thus, xi will
converge to zero exponentially. Then ei will converge to zero exponentially. The proof is completed.
Appendix D. Proof of Theorem 3
Proof. In the following let ci(i = 1, 2, ..., 15) denote some proper positive constants. ϕi(ιψ, ιω, T i)(i =
1, 2, ..., 8) denote some non-negative increasing functions with ϕi(0, 0, 0) = 0. ε represents an arbitrary small
positive constant. The proof is then divided into the following steps.
Step 1). We will find the relation between x˜i(t) and x˜i(τ ip).
Using (24) and Theorem 1, we can obtain that
||Eiv˜i + LiFmi
(
vi(τ
i
p, t
i
l)− v(τ ip)
)
+Li
(
ψi(τ
i
q)− ψi(τ ip)
) || < c1e−c2t + ||Li||ιψ. (D.1)
Then by following the line of Step 1) in the proof of Theorem 2 and using the above inequality, we get
||x˜i(t)− x˜i(τ ip)|| ≤δ3(T i)||x˜i(τ ip)||+ T ie||Ai||T
i
c1e
−c2τ ip
+ T i||Li||ιψe||Ai||T i . (D.2)
Then when T i is small enough, we have
||x˜i − x˜i(τ ip)|| ≤δx˜(T i)||x˜i||+ c3e−c2t + ϕ1(·) (D.3)
where
ϕ1(ιψ, ιω, T i) = T
i||Li||ιψe||Ai||T i
1− δ3(T i) . (D.4)
Step 2). We will show x˜i will converge to a small neighborhood of origin.
Consider the Lyapunov function Vx˜ = 12 x˜
T
i Qix˜i. Based on (C.10), (D.3), (24) and Theorem 1, we obtain
V˙x˜ ≤− ||x˜i||2 + ||QiLiCmi||δx˜(T i)||x˜i||2
+ ||x˜i|| · ||QiLiCmi||ϕ1(T i, ιψ) + ||x˜i|| · ||QiLi||ιψ
+ ||x˜i||c4e−c5t.
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By Young’s inequality, we have
V˙x˜ ≤− (1− ||QiLiCmi||δx˜(T i)− ζ1 − ε)||x˜i||2
+ c6e
−2c5t + ϕ2. (D.5)
where ζ1 is a positive design parameter, ||QiLiCmi||δx˜(T i) + ζ1 + ε < 1 and
ϕ2(ιψ, ιω, T i) =
(||QiLiCmi||ϕ1(T i, ιψ) + ||QiLi||ιψ)2
4ζ1
. (D.6)
Note that
λmin(Q)||x˜i||2
2
≤ Vx˜ ≤ λmax(Q)||x˜i||
2
2
. (D.7)
Therefore, (D.5) can be expressed as:
V˙x˜ ≤− (1− ||QiLiCmi||δx˜(T i)− ζ1 − ε) 2Vx˜
λmax(Q)
+ c6e
−2c5t + ϕ2. (D.8)
By solving the above inequality, we can conclude that
Vx˜ ≤ c7e−c8t+ λmax(Q)ϕ2
2(1− ||QiLiCmi||δx˜(T i)− ζ1 − ε) . (D.9)
Using (D.7), we have
||x˜i|| ≤ 2c7e
−c8t
λmin(Q)
+ ϕ3 (D.10)
where
ϕ3 =
λmax(Q)ϕ2
λmin(Q) (1− ||QiLiCmi||δx˜(T i)− ζ1 − ε) . (D.11)
This shows that x˜i will converge to a small neighborhood of origin.
Step 3). We will find the relation between xi and xi(τ ip).
Using (23) and (16), ui is expressed as:
ui =ωi(τ
i
p) + ωi(ς
i
m)− ωi(τ ip)
=Kixˆi(τ
i
p) + (Uˆi(τ
i
p)−KiXˆi(τ ip))vˆi(τ ip)− Uiv
+ ωi(ς
i
m)− ωi(τ ip)
=Kixi(τ
i
p) + Ui (D.12)
where
Ui =Kix˜i(τ ip) + (U˜i(τ ip)−KiX˜i(τ ip))vˆi(τ ip)
+(Ui −KiXi)v˜i(τ ip) + Ui(v(τ ip)− v(t))
+(ωi(ς
i
m)− ωi(τ ip)).
30
Substituting the above equation into (C.11), we obtain
x˙i =Aixi +BiKixi(τ
i
p) +BiUi (D.13)
Note that there exists a non-negative constant ζ2 such that
||v(τ ip)− v(t)|| ≤ ζ2T i (D.14)
where ζ2 = 0 when v(t) is a constant signal.
Meanwhile, v˜i, X˜i, U˜i all converge to zero exponentially. Then by (D.10) and (25), we conclude that
||Ui|| ≤ c9e−c10t + ϕ4(ιψ, ιω, T i). (D.15)
where
ϕ4(ιψ, ιω, T i) = ||Kiϕ3||+ ιω + ||Uiζ2T i||. (D.16)
Using this for (D.13) and by Gronwall’s inequality, we obtain
||xi − xi(τ ip)|| ≤δ4(T i)||xi(τ ip)||+ T ie||Ai||T
i
c9e
−c10τ ip
+ T ie||Ai||T iϕ4(ιψ, ιω, T i) (D.17)
where
δ4(T i) = T i||Ai +BiKi||e||Ai||T i . (D.18)
Then when T i is small enough, we have
||xi − xi(τ ip)|| ≤ δx(T i)||xi||+ c11e−c12t + ϕ5 (D.19)
where
δx(T i) = δ4(T
i)
1− δ4(T i) , (D.20)
ϕ5 =
T ie||Ai||T iϕ4(ιψ, ιω, T i)
1− δ4(T i) . (D.21)
Step 4). We will show xi, ei converge to a small neighborhood of origin.
Consider
Vx =
1
2
xTi Rixi
where Ri is a positive matrix such that Ri(Ai +BiKi) + (Ai +BiKi)TRi = 2I.
Then using (D.13),
V˙x =− ||xi||2 + xTi RiBiKi(xi(τ ip)− xi) + xTi RiUi.
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By (D.19), (D.15) and Young’s inequality, we get
V˙x ≤− (1− ||RiBiKi||δx(T i)− ζ3 − ε)||xi||2
+ c13e
−c14t + ϕ6(ιψ, ιω, T i). (D.22)
where ζ3 is a positive design parameter, ||RiBiKi||δx(T i) + ζ3 + ε < 1 and
ϕ6(ιψ, ιω, T i) = (||RiBiKiϕ5||+ ||Riϕ4||)
2
4ζ3
. (D.23)
Note that
λmin(Ri)||xi||2
2
≤ Vx ≤ λmax(Ri)||xi||
2
2
. (D.24)
Therefore, (D.22) can be expressed as:
V˙x ≤− (1− ||RiBiKi||δx(T i)− ζ3 − ε) 2Vx
λmax(Ri)
+ c13e
−c14t + ϕ6(ιψ, ιω, T i). (D.25)
By solving the above equation, we obtain
||xi|| ≤c15e−c16t + ϕ7(ιψ, ιω, T i) (D.26)
where
ϕ7 =
λmax(Ri)ϕ6
λmin(Ri) (1− ||RiBiKi||δx(T i)− ζ3 − ε) . (D.27)
This means that ||xi|| will converge to a small neighborhood around origin.
Finally, noting (C.12), (D.12) and (D.15), we can conclude that
||ei|| ≤c17e−c18t + ϕ8(ιψ, ιω, T i) (D.28)
where
ϕ8(ιψ, ιω, T i) = ||Ci +DiKi||ϕ7 + ||DiKi||ϕ3. (D.29)
Therefore, we know lim
t→+∞|ei(t)| < Λ ≤ ϕ8(ιψ, ιω, T
i) where ϕ8(ιψ, ιω, T i) is an increasing function with
ϕ8(0, 0, 0) = 0. This completes the proof.
ϕ8(ιψ, ιω, T i) can be computed by using the values of ϕi(ιψ, ιω, T i)(i = 1, 2, ..., 7) in (D.4), (D.6), (D.11),
(D.16), (D.21), (D.23), (D.27). In addition, from (D.14) we know ζ2 = 0 when v(t) is a constant signal.
Using this, we can conclude that ϕ8(ιψ, ιω, T i) = 0 if ιψ = 0, ιω = 0 and the signal v is a constant. This
implies that we can make the regulation error converge to exact zero for constant v even if PETM-C is
invoked.
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Figure E.13: Modified control scheme.
Appendix E. Additional discussions
There are several ways to remove the communication from controller to sensor. One simple way is to
modify the event-triggered condition (20) into
τ ip+1 = inf{τ > τ iq|τ ∈ ΩT , f iψ(·) > 0} (E.1)
where
f iψ(τ, τ
i
q) = ||ymi(τ)− ymi(τ iq)|| − ιψe−γψτ − ιψ (E.2)
with positive constants ιψ, γψ, ιψ > 0. Then, the communication burden can be reduced be increasing the
constant ιψ with a sacrifice of the control accuracy. That is the regulation error ei(t) converges to an
arbitrary small neighborhood around origin.
Another way it to utilize the event-triggered control scheme shown in Fig. E.13 instead of Fig. 1. We can
see that the sensor in each agent sends/receives the information to/from its neighbors. Then the information
vˆi(t
i
l), Sˆi(t
i
l) can be directly used for PETM-B. Thus, the controller does not need to send information to the
sensor. However, the computational burden may increase for the sensor side since the distributed observer
should be implemented in the sensor side to generate vˆi(t
i
l), Sˆi(t
i
l).
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