Axial flux motor design is normally depended on a designer's experience to adjust design parameters, which is vague and complex, for example, torque density and torque ripple are two key factors of a motor to restrain its development, since torque density dominates a motor's volume and weight, while torque ripple determines its stability. Therefore, a general optimizations methodology is required in its design process. To realize this purpose, this paper proposes a general multi-objective optimization methodology for practical motor design. In detail, this methodology is based on Support Vector Machine-Chaotic Cultural Differential Evolution(SVM-CCDE) algorithm for both maximizing the torque density and minimizing the torque ripple, and Yokeless And Segmented Armature(YASA) motor of an electric vehicle(EV) considering practical constraints is presented as a typical example since it is a special topology of axial flux motor(AFM). A comparative analysis is presented in the paper to demonstrate the proposed method's advanced features. Finally, the effectiveness of the optimization method is verified by finite element analysis (FEA) via Ansys software, the results well agree the analyses and further validate the proposed method. The proposed method is a potential feasible solution to improve the EV's motor design in the coming future.
I. INTRODUCTION
In comparison with the conventional radial flux machine (RFM), the axial flux machine (AFM) exhibits many distinguished advantages such as high torque density, short axial length, and high efficiency. Due to the construction and geometry, the AFM represents 3-D electromagnetic problems, which increased the difficulty of the design, analysis, and optimization process [1] , [2] .
The optimized design of the AFM can be regard as a highly complex nonlinear, multivariable, constrained and The associate editor coordinating the review of this manuscript and approving it for publication was Huiling Chen . high-dimensional engineering planning problem. The traditional optimization method is the direct search method. The direct search method achieves the optimal design of the motor by directly selecting the appropriate optimization design parameters, but the disadvantage is that it is difficult to estimate the mutual influence of the design parameters and it can only perform single-objective optimization. In recent years, with the rapid development of artificial intelligence algorithms, some new global optimization algorithms such as simulated annealing algorithm, genetic algorithm and tabu search algorithm have been researched and been applied in motor optimization design. Their search ability is much better than traditional optimization algorithm [3] .
When the optimization algorithm is used to optimize the design of the motor, it is necessary to establish a mathematical model between optimization target and optimization parameters as the optimization objective function. The traditional method of establishing mathematical model of objective function has been calculated by finite element analysis (FEA) [4] . By considering the multi-objectives and various design variables at the same time will dramatically increase the time to design the motor due to the use of at FEA every analysis, especially when the 3D FEA is carried out.
To solve this problem, many experts and scholars proposed their own method. One is using the analytical method (AM) based on Maxwell equation to analyze the motor's performance [5] - [8] . The mathematical model obtained by the AM is fast but inaccurate because of the assumed ideal conditions. The other is using the magnetic equivalent circuit (MEC) method to predict the performance of motor [2] , [9] - [11] . The MEC is faster than FEA and its accuracy is acceptable. It generally only adapts to a specific structure, so it has poor practicability.
Therefore, a general optimizations methodology is required in AFM design process. To realize this purpose, this paper proposes a general multi-objective optimization methodology for practical motor design.
SVM is a machine learning method based on statistical learning theory and structural risk minimization principle [12] . It has nonlinear processing capability and high-dimensional processing capability, which is suitable for the optimized design of the AFM. In this paper, SVM is used to establish the mathematical model between targets and variables. Then, the established mathematical model is used as the evaluate function. Compared to above methods, SVM can be considered as a fast yet accurate method, and easily used in various structure AFMs. The chaotic culture differential evolution algorithm (CCDE) is easier to jump out of local optimum and avoid premature convergence. So, a general SVM-CCDE multiobjective optimization methodology for AFM is presented.
There are many different topologies of AFM. The Yokeless And Segmented Armature (YASA) machine is a new type of AFM that shows great improvement in torque density and efficiency which make it very suitable for the EV application [13] , [14] . This topology comprises two external rotors and an inner stator which consists of many independent stator segments. The structure of YASA machine is shown in Figure 1 . Due to its special structure, the YASA motor's performance should be analyzed by 3D FEA, which increase the difficulty of the analysis. In this paper, the YASA motor is presented as a typical example of AFM to carry out the multi-objective optimization.
The structure of this paper is as follow: Section 2 gives a briefly introduction about the YASA motor's structure and main design parameters. Section 3 introduces the main principle of the SVM and CCDE, then uses SVM to establish mathematical model between optimization target and motor parameters as the evaluate function, and uses CCDE algorithm to maximize the torque density and minimize the torque ripple of the YASA motor. Section 4 compares the optimized design to original design, and uses the FEA to verify the accuracy and effectiveness of the SVM-CCDE method.
II. STRUCTURE AND MAIN PARAMETERS OF THE YASA MOTOR
The YASA is a double-rotor, single-stator slotted configuration. The stator having coils wound on stator bars is placed in the middle of motor with the construction of yokeless and segmented armature, which are enclosed by an annular stator housing that extends between the air-gap. As shown in the Figure 1 , the stator housing comprises two mating clamshells and each clamshell is molded from reinforced plastics and interconnected through one or more intermediate components optionally. Due to its special shape, the stator could be very difficult to produce if it is stacked by the laminated electrical steel sheets. In comparison with the laminated electrical steel sheets, SMC materials can be pressed into any shape easily with almost no remnant and it suits 3D flux applications with anisotropy. In this paper, stator is manufactured from SMC materials. The rotors having permanent magnets are placed symmetrically on two sides of stator, and the permanent magnet poles are arranged alternately with N pole and S pole and mounted on the surface of each rotor back iron. Table 1 lists the main design parameters of the YASA axial flux permanent magnet motor [15] . 
III. SVM-CCDE ALGORITHM IN MOTOR DESIGN A. SUPPORT VECTOR MACHINE REGRESSION
In the multi-objective optimization design of motor, the function of optimization target is often a complex multivariable nonlinear function, and its specific expression is difficult to get. Therefore, SVM is used for non-parametric estimation, and then the function is approximated and a mathematical model is established.
The basic idea of the SVM regression algorithm is to map a nonlinear feature space to a higher dimensional linear feature space through a certain mapping, and then find the optimal regression hyperplane to minimize its structural risk. The process of SVM is shown below:
2) According to the principle of minimum complexity and minimum error, the regression problem is transformed into the convex quadratic optimization problem of equation (1):
where ε is an acceptable regression prediction error, ξ i , ξ * i are lost functions that can deal with the data unsatisfied with the (1) flexibly. c is a penalty parameter, Control the degree of punishment beyond the error ε.
The dual form of (2) is obtained by Lagrange transformation and solved:
By solving equation (2) can obtain thatᾱ ( * ) =
. Where α and α * are the Lagrange operator, and the point which correspond to is the support vector. (x i , x j ) is the inner product of data vectors in high dimensional space. K (x i , x j ) is the kernel function, which can receive data vectors in low-dimensional space to obtain inner product of high-dimensional space data vectors.
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4) In summary, the regression prediction function is obtained:
In this paper, the radial basis function (RBF) is selected as the kernel function. It can be expressed by (5):
where g is the width parameter of the RBF, controls the radial range of the function.
B. CCDE ALGORITHM
The chaotic culture differential evolution algorithm (CCDE) is based on differential evolution algorithm and cultural algorithm, and embeds in chaotic strategy, which makes the algorithm easier to jump out of local optimum and avoid premature convergence.
1) CULTURAL ALGORITHM
The main feature of the cultural algorithm is to use the prior knowledge and the knowledge gained in the evolution process to guide the search process [16] . The basic framework is shown in Figure 2 : Cultural algorithm mainly includes two evolutionary spaces, population space and belief space. In the evolution process, the population space selects experiment knowledge by using the accept function and stores it in the belief space. Individuals in the population space evolved under the guidance of population knowledge with the influence function. The belief space gains individual experience, and then update the population knowledge with the help of the update function.
2) DIFFERENTIAL EVOLUTION ALGORITHM
The differential evolution algorithm includes three operators, which are mutation, crossover and selection [17] . Firstly, set the population size to be N p and the number of individual decision variables to be n. 
where F is the scale factor. 
where rand() is a uniform random number between [0, 1]; C r is the crossover probability between [0, 1]; j is a random integer between [1, n] .
c: SELECT OPERATOR
Compare the fitness values of the parents and the test individuals, and the better ones enter the next generation population.
3) PARAMETER CHAOTIC DYNAMIC ADJUSTMENT STRATEGY
The optimization performance of the differential evolution algorithm is mainly determined by the scale factor F and the crossover probability C r . In order to get the optimal solution to the problem, we need to get the appropriate algorithm parameters. Due to the ergodicity and arbitrariness of the chaotic map, it is beneficial to avoid the evolutionary algorithm falling into premature convergence. Therefore, this paper adopts a differential evolution algorithm with the chaotic dynamic modulating strategy. F and C r can be obtained through Tent chaotic mapping, making the algorithm more likely to jump out of local optimum [18] . The specific implementation process is:
where F 0 ∈ (0, 1), F 0 / ∈ 1/4, 1/2, 2/3, 3/4}; g = 1, 2, · · · , g max .
IV. MULTI-OBJECTIVE OPTIMIZATION DESIGN OF YASA MOTOR
In this paper, the torque density and torque ripple of the YASA motor are chosen to be the optimization target. The torque ripple can be calculated as below:
Since the outer diameter of the stator and the ratio of inner and outer diameter has a great influence on the output torque, and the air gap length has a huge impact on the air gap magnetic density. Also, the shape of the permanent magnet is an important factor affecting the waveform of the air gap magnetic density and also has a great influence on torque ripple, so the outer diameter of stator D o , ratio of inner and outer diameter k d , air gap length g, magnet polearc coefficient α p , permanent magnet length l pm and magnetic pole skew angle γ are selected for the optimization variables with certain design restrictions. These were determined from engineering judgment and experimentation, and the specific problems are listed in Table 2 . 
A. SAMPLE SPACE ESTABLISHMENT
The orthogonal design method is used to select a representative combination for testing. Using the FEA to analyze the torque density and torque ripple value under different combinations. The results are shown in Table 3 .
B. SUPPORT VECTOR MACHINE REGRESSION
The sample space established in Table 3 is used as the training set to train the SVM model, and the main parameters of the SVM model, the penalty ratio and the kernel function parameters, are reasonably selected for different objective functions, and the SVM fitting model is obtained. The SVM model is used to fit the original sample space, and the predicted and actual values of torque ripple and torque density are obtained respectively, Figure 3 and Figure 4 .
C. MULTI-OBJECTIVE OPTIMIZATION
Under the circumstance of keeping the output torque of the YASA motor nearly invariable, using the SVM regression model as the objective function, and two optimization target of the YASA motor are optimally achieved by a reasonable combination of the six optimized variables. After the multi-objective optimization is done, Pareto optimal set is obtained.
It can be seen from Figure 5 that the variation trend of the optimized target torque ripple and the torque density is opposite to the required change trend. The torque ripple takes a smaller value while the torque density is smaller, and when the torque ripple takes a larger value, the torque density is also large. In actual motor design, the optimal design parameters can be selected based on the preference of the optimization target. 
D. FINITE ELEMENT SIMULATION VERIFICATION
One of the solutions of the Pareto optimal set is chosen as the optimal design. It can be represented by the red 'o' in the Figure 6 . Using the 3D FEA to analyze the optimal design, the torque result compared with the original design as shown in Figure 6 . The optimal design compared with original design is shown in Table 4 . As shown in Table 4 , the predicted value of the SVM regression model is very close to the value calculated by the 3D-FEA. While the output torque is almost invariable, the torque ripple is reduced from 3.12% to 2.59%, torque density is increased from 0.0376N.m/cm 3 to 0.4055N.m/cm 3 . At the meantime, the volume of the YASA motor also reduce.
V. CONCLUSION
In this paper, a novel multi-objective optimization method-SVM-CCDE is proposed. It uses the SVM to establish the mathematical model of target function and uses CCDE to optimize AFM design. A YASA motor is used as an example to verify the accuracy and the effectiveness of the method. The torque ripple and torque density of YASA motor are chosen as the optimization targets. Outer diameter of stator, ratio of inner to outer diameter, magnet pole-arc coefficient, permanent magnet length, magnet skew angle, and air gap length are selected as the optimization variables. Compared with the original design, the optimized design's torque density is larger than it, and torque ripple is smaller than it. Besides the 3D FEA simulation results show the accuracy of SVM-CCDE. The SVM-CCDE method provides a new idea for motor structural parameter optimization.
