Abstract-Interest in hybrid methods that combine artificial neural networks (ANNs) and evolutionary algorithms (EAs) has grown in the last few years, due to their robustness and ability to design networks by setting initial weight values, by searching the architecture and the learning rule and parameters. However, papers describing the way genetic operators are tested to determine their effectiveness are scarce; moreover, few researchers publish the most suitable values of these operator parameters to solve a given problem. This paper presents an exhaustive analysis of the G-Prop method, and the different parameters the method requires (population size, selection rate, initial weight range, number of training epochs, etc.) are determined. The paper also the discusses the influence of the application of genetic operators on the precision (classification ability or error) and network size in classification problems. When making a detailed statistical analysis of the influence of each parameter, the designer should pay most attention to the parameter presenting values that are statistically most significant. The significance and relative importance of the parameters with respect to the results obtained, as well as suitable values for each, were obtained using ANalysis Of the VAriance (ANOVA). Experiments show the significance of parameters concerning the neural network and learning in the hybrid methods. Combining evolutionary algorithms and neural network learning methods can lead to better results than using those methods alone. Moreover, making the network initial weights evolve is an important factor in the process. The parameters found using this method were used to compare the G-Prop method both to itself with other parameter settings, and to other published methods.
This paper includes an exhaustive analysis of the G-Prop method [1] [2] [3] , designed to determine the learning rate, the initial weights, and a suitable hidden-layer size of multilayer perceptrons (MLPs), setting the parameters that the method requires. The genetic operators designed are evaluated using classification problems.
In G-Prop, we make use of the capabilities of two classes of algorithms: the ability of EA to find a solution close to the global optimum, and the ability of the quickpropagation (QP) algorithm to tune a solution and to reach the nearest local minimum by means of local search from the solution found by the EA. Instead of using a preestablished topology, the population is initialized with different hidden layer sizes, with specific operators designed to modify them during evolution. We used mutation, multipoint crossover, addition, elimination, and QP training as the variation operators. Thus, the EA searches and optimizes the architecture (number of hidden units), the initial weight settings for that architecture, and the learning rate for that net.
The main advantage of G-Prop is that no MLP parameters have to be set by hand (except the number of training epochs to evaluate the population individuals, since, depending on the problem, a higher or lower value will be necessary; this aspect is studied in the present paper). Obviously, the EA constants (some of them concerning the initial population, and others concerning the genetic operators) need to be set. This algorithm has been presented in previous articles, and applied to different kinds of problems [1] [2] [3] . This paper is intended to comprise a more exhaustive study and to enable general conclusions to be drawn.
Genetic algorithm users adjust the main design parameters of an EA (crossover probability, mutation probability, population size, number of generations, and selection rate) by hand [7] , [8] . The decision as to which values are best is usually made in terms of the most common values or experimental formulas given in the bibliography, or by trial and error [9] , [10] . Nevertheless, it is very important to know which parameter values involved in the design of an EA have the greatest influence on its behavior and performance. When making a detailed statistical analysis of the influence of each parameter, the designer should pay most attention to the parameter providing the values that are statistically most significant.
The goal of this paper, thus, is to gain a better insight into the most relevant aspects of EA design, to achieve a better implementation of the elemental operations.
The results obtained could be generalized to other neurogenetic algorithms, and even to other kind of hybrid algorithms.
In order to determine the most important parameters (in the sense of their influence on the results), and to establish the most suitable values for such parameters (thus obtaining an optimal operation), the ANalysis Of the VAriance (ANOVA) [11] , [12] statistical method was used. This statistical tool, based on the analysis of the mean variance, is widely used.
The theory and methodology of ANOVA was mainly developed by Fisher during the 1920s [11] , [12] . ANOVA examines the effects of one, two, or more quantitative or qualitative variables (called factors) on one quantitative response. ANOVA is useful in a range of disciplines when it is suspected that one or more factors might affect a response. ANOVA is essentially a method of analyzing the variance to which a response is subject, dividing it into the various components corresponding to the sources of variation, which can be identified.
The ANOVA method allows us to determine whether a change in the responses is due to a change in a factor or due to a random effect. Thus, it is possible to determine the variables with greatest effect on the method that is being evaluated.
The basic assumptions made to apply this statistics tool satisfactorily [4] , [5] are that the observations obtained should
• be mutually independent;
• be distributed according to a normal distribution;
• all have the same variance ; • have averages that can be expressed as a linear combination of certain unknown parameters. These ANOVA assumptions must be verified by studying the residuals [6] in order to detect discrepancies between the experimental data and the output of the model. The assumptions of the model are fulfilled when the residuals vary in a random way. Therefore, the statistical analysis in Section IV-B was performed after a preliminary inspection of the residuals, which although not described in the present paper, show the correctness of the model applied.
As an example, assume a single case in which two factors affect the outcome of the experiment. We denote the value observed by ( ; ) when the first factor is at the th level and the second at the th level. It is assumed that the two factors do not act independently and, therefore, that there exists an interaction between them. In this case, the observations fit the following equation: (1) where is the fixed effect that is common to all the populations, is the effect associated with the th level of the first factor, and is the effect associated with the th level of the second factor. The term denotes the joint effect of the presence of level of the first factor and level of the second one; this term, therefore, is named the interaction term. The term is the influence on the result of everything that could not be assigned, or of random factors.
With ANOVA, we test a null hypothesis that all of the population means are equal against the alternative hypothesis that there is at least one mean that is not equal to the others. We find the sample mean and variance for each level (value) of the main factor. Using these values, we obtain two different estimates of the population variance. The first one is obtained by finding the sample variance of the sample means from the overall mean. This variance is referred to as the variance among the means. The second estimate of the population variance is found by using a weighted average of the sample variances. This variance is called the variance within the means.
The estimations ANOVA offers are based on the value of statistical (2) where is the sum of the squares of the observations according to the levels (values) of all the factors and is the sum of the squares according to each level, both of which are divided by the number of degrees of freedom (DF).
Once calculated, is compared with the -Snedecor distribution [13] , [14] with the appropriate number of degrees of freedom, to obtain a significance value (Sig. Level). If this level is lower than 0.05, then the influence of the factor is statistically significant at the confidence level of 95%.
Besides the ANOVA method, the statistical analysis tool ANalysis Of Mean (ANOM) is used. This technique uses the average values for each parameter level (value) and the main effect (on the responses) plots, to decide the most suitable values for each parameter.
In those cases where it is only necessary to evaluate the difference of means between two groups, statistical t-Student tests are used, as these can be used even on small samples. This method calculates a value that represents the error probability if the null hypothesis is accepted, that is, the error probability supposing that there is no difference between the levels of the observations in the population.
The rest of this paper is structured as follows: Section II presents a comprehensive review of the approaches found in the bibliography to describe different application parameters and determine the most suitable values for these parameters. Section III describes the G-Prop algorithm and the proposed genetic operators. Section IV contains an exhaustive analysis of the method, showing how the selection percentage is determined, and evaluates the proposed genetic operators, using classification problems. We study the evolution of the precision (classification ability or error) and network size, and compare the results obtained with those available in the bibliography. Finally, a brief conclusion is presented in Section VI.
II. STATE-OF-THE-ART
If an EA is to be used, components such as genetic operators, selection and replacement mechanisms, and the initial population must first be chosen. The parameters of some of these elements (mutation probability, selection and replacement rate, or the population size) determine the way they operate and influence the results obtained. Obtaining suitable values for the parameters is an expensive, time-consuming, and laborious task.
One of the most common ways of setting these parameters is by hand, after intensive experimentation with different values [15] . An alternative is to use an EA that acts as a "meta-evolutionary algorithm" to optimize the EA parameters. The idea is to run a higher level EA that searches for a good set of parameters for a lower level EA [10] , [16] . The cited authors search for an optimal and general set of parameters to solve a wide range of optimization problems.
However, as some authors remark, solving specific problems requires specific parameter value sets [17] [18] [19] and, as Harik [20] claims, nobody knows the "optimal" parameter settings for an arbitrary real-world problem. So, establishing the optimal and general set of parameters is a difficult problem.
Other researchers have proposed determining a good set of EA parameters by analogy, making a theoretical analysis [21] [22] [23] [24] [25] [26] [27] [28] . Establishing parameters by analogy means using suitable sets of parameters to solve similar problems. However, they do not explain how to measure similarity between problems. Neither is a clear protocol proposed for situations when the similarity between problems implies that most suitable sets of parameters are also similar [18] , [19] .
Finally, some authors have proposed practical approaches that eliminate the need for parameter search in GA [20] . In these works, a set of parameters is found, but instead of finding them by means of intense experimentation, the parameter settings are backed up by a theoretical work, meaning that these settings are robust.
III. EA USED IN THE G-PROP METHOD
The complete description of the method and the results obtained using classification problems have been presented elsewhere [1] [2] [3] , and so this section only presents a brief description of the method and its components.
The algorithm is specified in the following pseudocode.
1. Generate the initial population with MLPs with random weight values in a specified range and random hidden layer sizes.
2. Repeat for n generations:
(a) Evaluate the new MLP's (individuals): train them using the training set and obtain their fitness according to the number of correct classifications on the validation set and the network size (number of weights).
(b) Select the s best individuals in the population, according to their fitness, to mate using the genetic operators to obtain the new individuals.
(c) Replace the s worst individuals in the population by the new ones. 3. Use the best individual found to obtain the testing error using the test set.
A. Selection Algorithm
A steady-state [29] algorithm was used because it was empirically found to be faster at obtaining solutions than other selection algorithms, making a more exhaustive exploration of the search space [30] .
For each generation, the best individuals of the population, those whose fitness is highest, are chosen to mate, using the genetic operators. The offspring replace the worst individuals of the current generation.
B. EA Population
In G-Prop, an individual is a complete MLP with a hidden layer. An EA needs the individuals of the population to be encoded as chromosomes to be handled by the genetic operators of the EA. But G-Prop uses neither binary nor real encoding [31] (representation of the networks in a binary or real number string) nor indirect coding [32] ; instead, the initial parameters of the network (initial weights and learning constants) are evolved using specific genetic operators, such as mutation, crossover, addition, and elimination of hidden neurons and the training (QP) operator, which act on the MLP data structure [1] [2] [3] .
C. Genetic Operators
The genetic operators act directly on the ANN object (instead of performing neuron-level evolution [33] ), but only initial weights and the learning constant are subject to evolution, not the weights obtained after training.
In order to calculate the fitness, a clone of the MLP is created, and, thus, the initial weights remain unchanged in the original MLP.
Weight changes in the training phase are not saved back into the individual's "genetic code" (the data structure that represents the individual), but rather when the training operator is used. In this case, changes are saved back into the individual genetic code that remains in the population.
When a genetic operator changes an MLP, it considers each hidden neuron (and its input and output weights) as a "gene," so that, if two MLPs are crossed, complete hidden layer neurons are interchanged (and weights to and from it are treated as one unit), as proposed in [34] [35] [36] .
Five operators were designed to evolve MLPs. Due to the way the genetic operators are applied, an operator application priority must be specified to the EA, so that with each generation, before applying the genetic operators, all operator priorities are normalized, dividing them by the accumulated total priority to obtain the operator application probability. Thus, if all operator priority is equal to one, and five operators are used, then operator probabilities will be 20%. In this way, the percentage of offspring generated using each genetic operator is specified to the method.
1) Mutation:
This operator randomly changes the weights of certain neurons, depending on the application percentage.
This operator resembles that of Montana and Davis [37] and the algorithm presented by Kinnebrock in [38] . The latter proposed applying a mutation operator after each presentation of the training data set (after each training epoch). The present modifications consist of changing the neural-network weights (the percentage of weights being given by the mutation probability) adding a small random number uniformly distributed in a specified interval (the limits of which are established later).
Mutation also affects the learning rate, which is modified by adding a small random number that follows uniform distribution in a specified interval (established in Section IV-B).
2) Crossover: This operator performs two point crossover between two MLPs to produce two new MLPs. The hidden layer neurons are a mixture of those of the two parents: some of the hidden neurons, together with the in and out connections from each parent, make up one offspring, and the remaining hidden neurons comprise the other.
Finally, the learning rate is swapped between the two nets. Some researchers [39] , [40] propose avoiding the use of crossover operators in ANN optimization problems, since the distributed way the network "stores information" makes it difficult to decide what is the "building block" that must be interchanged between the networks. It has been claimed that the way the operator works greatly changes the network, and that it acts as a "macromutation" operator. In Section IV-B, we test whether the operator acts by recombining MLP "building blocks" or on the contrary, its effect is that of a macromutation. Its effectiveness within the G-Prop method is then verified.
If the method works in a similar way whatever the application rate, this indicates that this operator causes macromutations that make the method explore the search space more widely (introducing diversity into the EA population).
3) Training: This operator is used to improve the individual MLP through a local search (applying QP), as suggested in [37] and [41] , who proposed applying backpropagation (BP) as a variation operator that tunes an ANN.
QP was chosen as the gradient descent method for MLP training, as opposed to others (e.g., RPROP [42] , [43] and the Delta-Bar-Delta rule [44] ) due to its higher training speed and its ability to avoid local optima. With QP, only the learning rate must be optimized, although whatever training algorithm used, the learning rate must be optimized in the same way.
When it is applied, the operator takes an MLP that is trained for a specified number of epochs, and returns it, with the trained weights, to the population. QP is an adaptive learning rate adjustment method. Therefore, when it is applied, the MLP learning rate changes and remains modified in the population.
This could called a Lamarckian strategy [45] , since the characteristics acquired during the individual's life stay in the "genetic code" so that the offspring can inherit its characteristics. Everything an individual learns during its life remains in the population. Thus, the offspring generated have the classification ability of their parents, in addition to that obtained during their lives.
4) Adding Hidden Neurons:
This operator and the following one (elimination) attempt to solve one of the main problems of BP and its variants: the difficulty of guessing the number of hidden layer neurons. By adding hidden neurons, it is not necessary to set the size of the EA search space.
This operator is intended to perform incremental design: it starts with a small structure and increments it, if necessary, by adding new hidden units. Now, however, there arises the dilemma of overfitting: small networks generalize well, but are slow at learning, whereas big networks learn fast (needing fewer training epochs to obtain similar precision), but generalize badly [46] , [47] . The way to obtain good generalization ability is to use the smallest network that can learn the input data efficiently [48] [49] [50] .
For this reason, this operator is combined with the following one. In addition, it is compensated with the component of the fitness function that penalizes the network size.
5) Removing Hidden Neurons:
When applied, this operator removes a hidden layer neuron. This operator is intended to perform decremental ANN design: it prunes certain nodes and, if this is performed properly, obtains better generalization results and a smaller network [51] , [52] , [47] . This means, to a certain extent, that the networks are prevented from growing too much and reaching an excessive size.
The operator works in the following way: the unit to be removed is chosen taking into account the accumulated error on all the training patterns (according to the BP algorithm). This can be seen as a Lamarckian strategy [45] (like the one used in Section III-C3), since it makes use of information about the network to carry out directed elimination of a hidden unit after training.
IV. EVALUATION
In this section, the ANOVA statistical tool is applied to determine whether the influence of a change in the parameter values (factors) is significant in the obtained error and/or size (responses), to establish the most suitable value for these parameters (to obtain good solutions as fast as possible), and to decide whether the element operation (genetic operator, selector, etc.) is as expected. In most of the cases, the goal is to obtain the smallest generalization error, while keeping the size as small as possible.
In previous studies, G-Prop was applied to solve different problems [1] [2] [3] . In these studies, parameter values were obtained heuristically; after many simulations a set of values called "by default" was obtained (same genetic operator application priority, 100 generations, 100 training epochs, etc (see [1] [2] [3] for details). In this paper, our aim is to find the "best" set of parameters using robust statistical tools.
By these means, we seek to determine an adequate value for the following EA parameters.
• Number of EA generations: or number of evaluation-reproduction-replacement cycles to search for new solutions. As more generations are used, a better solution is more likely be reached. However, computation time increases, and so a compromise is necessary. • Population size: although a large population implies greater diversity and a higher probability of finding a good solution, the candidate solution evaluation phase is time consuming, and so a small population is desirable (providing a good solution).
• Initialization weight range: researchers have proposed different values for this parameter [53] [54] [55] [56] [57] [58] , and so it is desirable to establish a suitable range. Depending on the initial point of the space search, determined by the set of weights, better or worse solutions are obtained [53] . • Selection rate: this parameter establishes the number of individuals the genetic operators are applied to, in order to generate the offspring for the succeeding generation. This parameter is important, because it establishes the number of new individuals generated each generation, and requiring more or less time to obtain good results.
• Genetic operators application priority: the genetic operators must be evaluated to verify that they work as expected. Thus, an application priority must be determined for each operator and also, for the mutation operator, the mutation probability, the weight mutation range and the learning constant mutation range.
• Number of training epochs: when evaluating an MLP, a copy of the individual in the population is obtained, so that after training (for this number of epochs) the trained weights are not saved back to the population. Once trained, the fitness function value is obtained using the validation set. The more epochs used, the better the results obtained; however, since the individual (MLP) evaluation is the most expensive (time-consuming) phase and depends directly on the number of epochs, it is necessary to establish a suitable value to minimize computation time while keeping errors low. In order to evaluate the above parameters related to the population and the genetic operators, we used the pattern classification problem called "Glass." This problem, proposed by Prechelt in [59] and used by Grönroos in [60] , consists of classifying different types of glass. The results of a chemical analysis of glass splinters (percentage content of eight different elements) together with an index of refraction, are used to classify the sample as either float-processed or nonfloat-processed building windows, vehicle windows, containers, tableware, or head lamps. This task was motivated by forensic needs in criminal investigation. The dataset was created based on the glass problem dataset from the UCI repository of machine learning databases. The dataset contains 214 instances. Each sample has nine attributes plus the class attribute: refractive index, sodium, magnesium, aluminum, silicon, potassium, calcium, barium, iron, and the class attribute (type of glass). The Glass1a set was used for the present experiments because this is the set (among three proposed by Prechelt in [59] ) used by Grönroos in [60] , which is later used for comparison.
A. Experimental Setup
This section describes in detail the set of tests carried out to obtain the necessary data to apply the ANOVA method and, thus, to determine the most suitable parameter values.
We intend to determine if the influence of a change in a parameter value is significant in the error and/or ANN size obtained. We also wish to establish the most suitable parameter values, to obtain good solutions as fast as possible, and to determine whether the elements (genetic operator, fitness function, etc.) work as expected.
The number of parameters to evaluate is high: three related to the initial population, five to determine the number of individuals generated using each operator, and four to define the behavior of the genetic operators.
Thus, to avoid making a high number of simulations (each parameter is evaluated at three or four different levels), the ANOVA method is applied grouping the parameters as follows.
• A set of simulations to determine the effect of the genetic operator application priorities. Table I shows the different levels used to evaluate these parameters. After making the 1024 simulations (five operators with four levels each) that represent all the possible combinations, ANOVA will be applied to determine the effect of the genetic operator application priorities on the error and network size. ANOM is then used to determine the most suitable parameter value.
• The mutation operator takes as parameters the mutation rate (mutation probability), that indicates the percentage of weights that will be mutated (see Section III-C1); also the range of generation of random numbers that will be added to the weight values to mutate them (weight mutation range), and range of generation of random numbers that will be added to the learning constant value to mutate it (learning constant mutation range). Therefore, a set of simulations (once the most suitable values for the operator application priorities have been established) will be carried out to determine the most suitable parameter values that control how the mutation operator works. Table II shows the different levels used to evaluate these parameters: The value 0.005 for weight mutation range (for example) means the random numbers added to the weight values to mutate them are in the interval [ 0.005,0.005].
As in the first experiment, ANOVA is used to determine whether the effect of these parameters on the error and size obtained is statistically significant, the most suitable value is determined using the ANOM tool.
• Once the values for the optimal operation of the genetic operators are established, a set of simulations to evaluate the parameters related to the initial population (initial population size, initial weight generation range and selection rate) will be carried out. • Finally, once the values for all the above parameters have been obtained, the number of generations of the EA and the number of training epochs for the evaluation of each MLP when fitness is calculated are evaluated. Table IV shows the proposed levels to evaluate these parameters: As in previous cases, ANOVA is used to determine whether the effect of these parameters on the error and size obtained is statistically significant; the most suitable value is determined using the ANOM tool.
B. Statistical Study Using ANOVA for the EA Parameters
The results obtained using ANOVA for each of the above experiment are considered to determine their importance and the most suitable parameter value. The figures shown in the tables are those given by the Minitab [61] program (used to apply ANOVA and ANOM methods). In order to show results as obtained using the statistical tools, the errors and standard deviations do not appear in tables in the standard form.
The ANOVA table shows, for each factor, the number of DF, the sum of squares (Sum of Squares), the mean of the squares (Mean Square), the value of the statistical and its significance level (Sig. Level); if the latter is smaller than 0.05, then the factor effect is statistically significant at the level of confidence of 95%. These significant factors and their significance levels are highlighted in boldface in the tables.
1) Evaluation of Genetic Operator Application Priorities:
The first experiment consisted of determining the importance of the genetic operator application priorities (which act as factors to apply ANOVA). Thus, 1024 simulations were carried out, corresponding to all the possible combinations of application of the four levels for each of the five operators (see Table I ), to obtain the error and network size for each combination. The ANOVA results, for the error and size, are given in Tables V and VI.
The ANOVA analysis shows how the training operator application priority (trn) influences both the error and the network size obtained, which indicates that changes in this parameter influence the results significantly. This relation is not so clear for the other parameters, although according to ANOM Tables VII-XI, where the errors are shown as the normalized mean squared error (NMSE) for each level, and the sizes are measured as the number of weights of the network or number of parameters), different levels of application are associated with higher or lower errors and sizes.
As can be seen in the ANOM tables (see also their effects graphs and Fig. 1 ), the greatest effects are those of the training operator priority, whereas the eliminating hidden neurons operator effects are the smallest. Moreover, as the mutation operator application priority increases, the average error and network size decrease. As the crossover operator application priority increases, the average error and size also increase, which suggests that this operator does not have beneficial effects on the evolution, but rather acts as a macromutation operator, causing great changes (changing the search-space area, see Section III-CII). This confirms results presented by other researchers [62] , [63] .
As far as size is concerned, the elimination operator works as expected, obtaining lower sizes when its application priority increases (obtaining, at the time, worse error results, since the elimination of hidden neurons can lead to network degradation). Moreover, the average size increases as the application priority of the adding neurons operator increases. At the same time, the error obtained is smaller (only with a suitable number of hidden layer neurons will the MLP learn correctly [46] , [47] ).
The intensive use of the training operator (applying QP as a genetic operator to carry out local search) increases the average error and network size, due to the loss of diversity associated with a high application level, which has a negative effect on the behavior of the EA. This loss of diversity occurs because improvements introduced by the local search impede evolution, overriding size changes introduced by other operators with training-operator changes. Fig. 1(a) and 1(b) shows the effects of the genetic operators application priorities on (a) the error and (b) size. A common scale is used for these graphs in order to highlight influences that could not be shown in Tables VII-XI. Taking into account these graphs and how the method performs when an operator is used with priority 0.0, the mutation and addition could be termed the most important operators, because when they are used with low priority the error increases, but when the other operators are used with low priority the error is not so great. In this sense, the training and crossover operators are the least important.
2) Evaluation of the Mutation Operator Application Parameters:
The second experiment consisted of determining the mutation operator application parameter effects (the mutation probability, weight mutation range, and learning constant mutation range acts as factors to apply ANOVA). Thus, 64 simulations were carried out, corresponding to all the possible combinations of application of the four levels for each of the three parameters (Table II) , obtaining the error and network size for each combination. 
TABLE X ANOM TABLE (TOP) FOR THE DIFFERENT LEVELS OF THE ELIMINATION OPERATOR APPLICATION PRIORITY, BOTTOM-LEFT) AND SIZE (BOTTOM-RIGHT)
ANOVA results, for the error and size, are given in Tables XII  and XIII. ANOVA analysis shows that the learning constant mutation range has a greater effect on the error, which indicates that changes in this parameter significantly influence the results. It is not possible to affirm that the other parameters affect the responses.
Tables XIV-XVI show the ANOM results (error obtained as the NMSE and the size measured in number of weights or parameters, together with the effects graphs) for these three parameters. Fig. 2(a) and 2(b) shows the effects of the mutation operator application parameters on (a) the error and (b) size. A common scale is used for these graphs in order to highlight influences that could not be shown in Tables XIV-XVI.  Tables XIV-XVI and Fig. 2 show that learning constant mutation range parameter effects are higher than those of the other parameters, while mutation probability effects are the least evident. As the mutation probability increases, so does the error obtained, due to the fact that large changes may lead to network disruption. Furthermore, a small mutation probability provokes a large error, because the operator does not make the necessary changes to improve the set of weights.
As far as size is concerned, no parameter has a decisive effect on the network size obtained.
The most suitable mutation range is the medium level: neither small values (which would lead to low diversity), nor high XI  ANOM TABLE (TOP) FOR THE DIFFERENT LEVELS OF THE TRAINING OPERATOR APPLICATION PRIORITY, AND ITS EFFECTS ON THE ERROR  (BOTTOM-LEFT) values (which would cause weight saturation when training with backpropagation).
3) Evaluation of the Initial Population Parameters:
We determined the importance of the initial population parameters: (Table III) , to obtain the error and network size for each combination. ANOVA results, for the error and size, are given in Tables XVII and XVIII.
ANOVA analysis shows that a higher initial weight range and selection rate increases the error obtained. Thus, changes in these parameters significantly affect the results. Such a relation was not found for the population size, although according to the ANOM table (Table XIX) , there is a clear relation between population size, the obtained error, and the network size.
The ANOM results for the population parameters (obtained error as NMSE and the size measured in number of weights or parameters) are shown in Tables XIX-Table XXI (and their  effects graphs) . Fig. 3 (a) and 3(b) shows the effects of the population parameters on (a) the error and (b) size. A common scale is used for these graphs to highlight influences that could not be shown in Tables XIX-XXI. Tables XIX-XXI and Fig. 3 show that the initial weight range and selection rate effects are greater than those of the population size. Moreover, as the population size increases, the average error and network size decrease. This is due to the fact that the higher the population size, the higher the probability of finding good solutions.
Nevertheless, if the selection rate increases too much, the creation (and replacement) of many new individuals in each generation of the EA will introduce too much diversity into the population, and then both the error and the network size increase (the EA becomes a random search algorithm).
The most suitable initial weight range, according to the analysis, is an interval close to [ 0.05,0.05], which would be in agreement with the results presented by Fernández and Hernández in [57] and [58] . Furthermore, this is in accordance with the low value obtained for the weight mutation range: initial weights are small in the first generation (the initial weight range is small) and they are changed smoothly by the EA.
4) Evaluation of the Number of Generations and Number of Training Epochs:
A further objective of this study was to determine the effects of the number of generations and the number of training epochs (which act as factors when fitness is calculated) on the error and network size (responses). Both parameters directly affect computation time, increasing it as their values increase, and so it is advisable to use the lowest possible level for both parameters, compatible with obtaining good results. Sixteen simulations were carried out, corresponding to all the possible combinations of application of the four levels for each of these parameters (Table IV) , to obtain the error and network size for each combination.
The ANOVA results for the error and size are shown in Tables XXII and XXIII.
ANOVA analysis shows that both parameters significantly affect the error obtained, although the effect of the number of training epochs (significant at the confidence level of 99%) is greater than that of the number of generations (significant at the confidence level of 90%). Nevertheless, neither parameter produces a statistically significant effect on network size.
The ANOM results (obtained error as NMSE and the size measured in number of weights or parameters) for the number of generations and the number of training epochs are shown in Tables XXIV and XXV. Fig. 4(a) and 4(b) shows the effects of the number of generations and training epochs on (a) the error and (b) size. A common scale is used for these graphs in order to highlight influences that could not be shown in Tables XXIV and XXV. As expected (Tables XXIV and XXV and Fig. 4 ), increasing the value of both parameters reduces average errors: as the number of generations increases, good solutions are more likely to be found; and the higher the number of training epochs to calculate the fitness, the better the results obtained. The variation obtained by changing the number of training epochs is more significant, and so the number of training epochs should be increased for optimal results.
Nevertheless, the effect of these parameters on network size is not so clear, although as the number of generations grow, the number of times the addition operator is applied increases, and the average network size will grows. It is advisable to apply the addition operator with a higher application priority than the elimination operator.
5) Conclusions:
With regard to the experiments that determine the genetic operators application, ANOVA analysis shows how the training operator application priority (QP) and the learning constant mutation range have the greatest effect on the error and size obtained. Application of the ANOM tool shows that the higher the mutation operator application priority, the lower the average error and size obtained. Moreover, the higher the crossover operator application priority, the higher the average error and size obtained (this operator acts as a macromutation operator). With respect to the mutation operator, as the mutation probability is higher, the obtained error grows, because excessively large changes may lead to disruption of the neural network, while changes which are too small can lead to modifications that do not improve the weight set. The TABLE XIV  ANOM TABLE (TOP) FOR THE DIFFERENT LEVELS OF THE MUTATION PROBABILITY, AND ITS EFFECTS ON THE ERROR (BOTTOM-LEFT) AND SIZE (BOTTOM-RIGHT)   TABLE XV  ANOM TABLE (TOP) FOR THE DIFFERENT LEVELS OF THE WEIGHT MUTATION RANGE, AND ITS EFFECTS ON THE ERROR  (BOTTOM-LEFT) AND SIZE (BOTTOM-RIGHT) adding and eliminating operators work as expected, increasing or decreasing the average network size as their application priority is increased or reduced. ANOVA analysis of the experimental data concerning the initial population parameters shows that the initial weight range and the selection rate have a statistically significant effect on the error obtained. The ANOM study shows that as the population size grows, both the error and network size decrease.
For the third set of experimental results (studying the number of generations and number of training epochs), the ANOVA analysis shows that both parameters significantly affect the error obtained (the higher the value of these parameters, the lower the error obtained).
As ANOVA analysis shows, parameters related to the training operator application (priority and number of training epochs), or to the learning constant changes, cause modifications that are statistically significant, whereas this cannot be said for other parameters (which are not statistically significant at a low level of confidence).
The fact that parameters which control the MLP without acting on the EA significantly affect the outcome of the algorithm indicates that these parameters are even more important in the hybrid method (contrary to the opinion of some researchers, who have proposed using only genetic algorithms (GAs) to train MLP, without using gradient information [38] , [64] [65] [66] [67] ). This consideration justifies our target of trying to optimize all TABLE XVI  ANOM TABLE (TOP) FOR THE DIFFERENT LEVELS OF THE LEARNING CONSTANT MUTATION RANGE, AND ITS EFFECTS ON THE ERROR  (BOTTOM-LEFT) the parameters of the MLP with the EA, thus avoiding the need to determine any one of them by hand, since these have been
shown to be the most important (they produce large variations in the results when small changes in the parameters are made). Even if the quantitative results obtained do not hold for any problem or any ANN, the qualitative results will probably be the same: the parameters related to the ANN have the greatest influence on error, and influence on error, determined by ANOM for all the parameters, will increase or decrease in roughly the same way.
C. Comparison of Results Obtained With Those Presented by Other Authors
The results of the above analysis are shown in Table XXVI . Of course, depending on the difficulty of the problem, the number of generations and the population size needed for greater diversity should be higher or lower.
In order to determine whether the parameter values obtained are the most suitable, a set of 50 simulations was preformed to solve the Glass1a classification problem.
The t-Student statistical tests were used to check the validity of the results obtained (average and standard deviation), and to test whether differences among them were significant. Table XXVII shows the evaluation results of G-Prop (using the proposed parameter values), for the Glass1a problem, and compares them with those obtained using QP, those presented by Prechelt [59] and those presented by Grönroos [60] . This table shows the average classification error on the test set, the network size (measured as number of weights or number of parameters), the error and size corresponding to the individual that obtained a smaller error, and the network size of the smallest individual (and its error).
The results presented in Table XXVII corresponding to the error and network size were verified using t-Student statistical tests; significant differences were found at the confidence level of 80%. The significance level obtained is not the usual one (a confidence level of 95% or 99% is usually reported) due to the high variance of the results obtained by Prechelt and Grönroos. Nevertheless, differences are significant at the confidence level of 99% between the G-Prop configurations and in the case of network size. Table XXVII shows that the G-Prop method is competitive for the classification error, with respect to the other methods. Grön-roos [60] , with a GA that used Kitano codification to evolve ANN, obtained a classification ability of 32 5; Prechelt [59] , using RPROP, obtained 33 5; G-Prop obtains a similar or better classification error.
For network size, G-Prop obtain better results (182 33) than the methods of other authors (350 for the methods used by Prechelt [59] and Grönroos [60] ).
The G-Prop configuration that uses the parameter values established in this study obtains better results in classification ability and network size, which demonstrates the validity of the analysis.
The best classification error was obtained with the smallest size, with no tradeoff between the two, unlike previous parameter settings (the best error, 28.3019, does not match the best size, 150). Moreover, the results of this parameter setting are evident in the much smaller size of resulting ANN, with the new average of 182, compared to the previous best value of 214.
V. APPLICATION OF G-PROP TO REAL-WORLD PROBLEMS
In Section IV, the G-Prop method was statistically analyzed with regard to its ability to design MLP on a benchmark problem.
In this section the method is applied to a real-world pattern classification problem widely used in the bibliography, to verify that the values obtained in the above analysis are suitable to solve other problems (even if they are not the optimal set for such problems). Another significant consideration is the cost: due to the application cost of ANOVA (computation time and subsequent analysis), it is better to study a particular problem than to attempt to apply it to all possible problems. Furthermore, due to the "no free lunch" theorem [68] , there is probably no such a thing as a single parameter setting that is ideal for all problems.
The tests used to assess the accuracy (error obtained) of a method must be chosen carefully, because some (synthetic problems, also called "toy problems") are not suitable for certain capacities of the BP algorithm, such as generalization [69] . Our opinion, along with Prechelt [59] , is that to test an algorithm, at least two real-world problems should be used.
In these problems, the division between classes is not as clear as it is in synthetic problems. The dispersion of samples within a single class is also greater, due to the noise [70] . In any case, the application of an algorithm to real-world problems is the way to test its ability and limitations.
For this reason, we used a pattern classification problem that deals with the analysis of biomedical images (DNA Helicases), proposed and initially studied by Marabini et al. [71] and Fernández et al. [72] . This has been used in various studies to test the classification ability of different methods [71] [72] [73] [74] .
DNA Helicases are enzymes used in the replication, repair and recombination of DNA. All the species in Nature probably contain a set of helicases, which are employed in most DNA metabolism processes. In spite of its important role, there is little knowledge on its structure.
The goal of the classification is to study the structure of a representative hexametric helicase: the large T antigen of Simian Virus 40 [71] , [72] . When observed in the electron microscope, large T antigen preparations mainly show either a characteristic roughly circular view with a stain penetrating region in the center or top view, or a view with a rectangular shape or side view (see Fig. 5 ).
To asses the ability of the method, 1817 examples were obtained from microscope images of the T antigen of Simian Virus 40. This initial set was classified by hand, obtaining 741 examples of type 0 (side view) and 1076 of type 1 (top view).
Each example is a microscope image with 50 50 pixels and eight levels of gray. Therefore, each particle is represented by a vector of 2500 components, too large for a neural network. Thus, a preprocessing of the data is carried out. The simplest way to do this is by averaging the image by blocks, reducing the resolution to 10 10 pixels. Each example consists of 25 inputs (the 25 blocks of the image to be classified), and the output, where zero is side view and one is top view.
This training set has been used in papers cited at the beginning of this section to classify images of the T antigen of Simian Virus 40. The set consists of 197 examples, divided into the training set (78 examples), validating set (60), and testing set (59) .
To apply this problem, 50 simulations were carried out, the validity of the results presented (average and standard deviation) and significant differences between them were verified by means of t-Student statistical tests. TABLE XXI  ANOM TABLE (TOP) FOR THE DIFFERENT LEVELS OF THE SELECTION RATE, AND ITS EFFECTS ON THE ERROR (BOTTOM-LEFT) torial quantization method, proposed by Kohonen, LVQ [75] ). This table shows the average error on the test set, the average network size measured as number of weights or parameters, the error and the size corresponding to the individual with the smaller error over all simulations, and the size of the smallest individual (and its error). The results (error and network size) obtained using G-Prop, as well as those presented by Castillo et al. [74] and by Merelo et al. [73] , were verified using t-Student statistical tests; differences between them are significant to the level of 95% and 99%, except for the comparison between SA-Prop and G-Prop , where differences are significant at the level of 90%. Table XXVIII shows that G-Prop in its different configurations obtains better results (classification error) than other methods: using G-LVQ [73] the best result is ; SA-Prop [74] obtains a classification error of ; whereas any configuration of G-Prop obtains a smaller error.
As far as the network size is concerned, G-Prop obtains bigger networks ( parameters) than those obtained with G-LVQ (57 parameters). As in the previous test, the average size in this case is better than the best size in G-Prop ; moreover, error and size are optimized at the same time.
The configuration that uses the parameter value set obtained in this study obtains better results in classification ability as well as in network size. This demonstrates the validity of the analysis made. It also shows how a careful analysis of parameter values can lead to significant improvements in the quantities optimized (error and network size) and the elimination of the tradeoff between the two.
VI. DISCUSSION AND CONCLUSION
This paper presents an analysis of the parameters of G-Prop, an algorithm to train MLP based on EA and BP, that automatically establishes the values for the parameters of the MLP (initial weights, hidden layer size, and learning rate), thus avoiding the task of setting these parameters by hand.
This method evolves the learning rate, initial weights and hidden layer size, applying specific genetic operators. These operators modify the MLP by changing their size (number of hidden layer neurons), certain weight values or the learning rate, combining two networks, or tuning an MLP by means of local search (QP).
A rigorous, detailed study of each part of the hybrid method has been carried out, establishing the most suitable value for each parameter, using statistical tools such as ANOVA, ANOM, and t-Student tests. The influence of parameter values on the error and sizes obtained was determined, and the most suitable value for such parameters to achieve good solutions was obtained and tested. It was also verified that the genetic operators worked as expected.
Due to the high number of parameters involved in the evaluation, and to avoid the execution of a high number of simula -TABLE XXV  ANOM TABLE (TOP) FOR THE DIFFERENT LEVELS OF THE NUMBER OF TRAINING EPOCHS, AND THEIR EFFECTS ON THE ERROR  (BOTTOM-LEFT) tions (each parameter was evaluated with three or four values), ANOVA was applied in four steps:
• first, to a set of simulations to evaluate the effect of the application priorities of the genetic operators; • second, to a set of simulations to determine the most suitable values for the mutation operator parameters; • subsequently, the parameters related to the initial population (population size, generation range of the initial weights, and selection rate) were evaluated; • finally, the number of generations of the EA and the number of training epochs for the evaluation of each MLP (when calculating its fitness) were evaluated. For each set of experiments, ANOVA was applied to determine whether the effect of these parameters on the obtained error and size was statistically significant, and the ANOM tool was used to obtain the most suitable value.
Taking into account the set of experiments and the ANOVA statistical analysis, it was found that those parameters that act directly on the MLP (the training operator application priority and the learning constant mutation range) have greater effects on the error and size obtained. Moreover, two parameters related to the initial population, initial weights generation range and selection percentage, influence the results obtained. As expected, the selection percentage and the number of training epochs were statistically significant. This is especially important since these parameters determine the computation time required. Although these were the parameters that most significantly affected the results, after the application of the ANOM tool and the observation of the main effects plots, it was apparent that a higher mutation operator application led to better results concerning the error as well as the size; the crossover operator, on the other hand, acts as a macromutation. With respect to the addition and elimination operators, they acted as expected, increasing or reducing the final average size as their application rate was increased.
The fact that parameters directly related to the MLP and not to the EA have significant effects indicates that such parameters are even more important in the hybrid method (on the contrary to the claims of some researchers, who use only a GA to train MLPs). This justifies our aim of optimizing all the parameters of the MLP by means of the EA, avoiding the task of setting them by hand. Such parameters are the most important, and small changes may produce large variations in the results.
The algorithm is robust: it is not oversensitive to the values of most parameters, and works well with the default values. Moreover, the values shown in Table XXVI are suitable to solve other problems, except those concerning the population size, number of generations, and the number of training epochs to obtain the fitness. In these cases, a complex problem needs higher values, whereas easy problems can be solved with lower values (requiring less computation time).
This analysis could help other authors to evaluate their methods (whether hybrid or not) and even to determine the most suitable value for majority of the parameters needed by these methods. It would be of interest to make a similar analysis of other hybrid algorithms (for example, optimization of RBF by means of EA [76] , or hybrid fuzzy-evolutionary algorithms) to determine whether the conclusions obtained here are of general application. This paper proposes a methodology so that other authors may rigorously analyze their methods and the results obtained in their research.
A further question of interest is that, in cases where evaluation is expensive and running the algorithms takes a long time, ANOVA analysis might be as effective as, and much faster, than a second level EA for parameter optimization [10] .
Finally, although the analysis presented in this paper is based on establishing the values for a set of parameters (before the execution of the method), as future work, it would be of interest to control the value of these parameters during execution [17] , [77] [78] [79] [80] [81] [82] [83] . This would avoid the need to carry out a large number of simulations and a statistical analysis. The use of such control techniques would produce a suitable solution for execution of the EA, while simultaneously obtaining the best set of parameter values.
