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ABSTRACT
As a fast-developing analytical technique for separation, purification,
identification and quantification of components in a mixture, high performance liquid
chromatography (HPLC) has been widely used in various fields including biology, food,
environment, pharmacy and so on. As a critical part in the HPLC system, the detector
with the feature of high sensitivity, universal detection and gradient-elution compatibility
is highly desired. In this dissertation, two types of radio-frequency (RF) sensors for
HPLC gradient applications are presented: a tunable interferometer (TIM) and a modified
square ring loaded resonator (SRLR). For the TIM-based sensor, the sensitivity is
evaluated by measuring a few common chemicals in DI water at multiple frequencies
from 0.98 GHz to 7.09 GHz. Less than 84 ppm limit of detection (LOD) is demonstrated.
An algorithm is provided and used to obtain sample dielectric permittivity at each
frequency point. When connected to a commercial HPLC system and injected with a 10
μL aliquot of 10000 ppm caffeine DI-water solution, the sensor yields a signal-to-noise
ratio (SNR) up to 10 under isocratic and gradient elution operations. Furthermore, the
sensor demonstrates a capability to quantify co-eluted vitamin E succinate (VES) and
vitamin D3 (VD3). For the SRLR-based sensor, where a transmission line and a ring are
electrically shorted with a center gap, the detection linearity is characterized by
measuring water-caffeine samples from 0.77 ppm to 1000 ppm when connected to the
HPLC system. A 0.231 ppm limit of detection (LOD) is achieved, revealing a comparable
sensitivity with commercial ultraviolet (UV) detectors. The compatibility of the proposed
sensor to gradient elution is also demonstrated.
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Besides, this work presents a method for the measurement of liquid permittivity
without using liquid reference materials or calibration standards. The method uses a
single transmission line and a single microfluidic channel which intercepts the line twice.
As a result, two transmission line segments are formed with channel sections to measure
liquid samples. By choosing a 2:1 ratio for the two line segment lengths, closed-form
formulas are provided to calculate line propagation constants directly from measured Sparameters. Then, sample permittivity values are obtained. A coplanar waveguide is built
and tested with de-ionized water, methanol, ethanol and 2-propanol from 0.1 GHz to 9
GHz. The obtained performance agrees with simulation results. The obtained sample
permittivity values agree with commonly accepted values.
Radiofrequency (RF) non-thermal (NT) bio-effects have been a subject of debate
and attracted significant interests due to the potential health risks or beneficial
applications. A miniature transverse electro-magnetic (TEM) device is designed for
broadband investigation of RF NT effects on Saccharomyces cerevisiae growth, a
common yeast species. The frequency-dependent yeast permittivity, obtained by
measuring the difference between the medium and yeast in the medium, was used to
select the applied RF frequencies, i.e., 1.0 MHz, 3.162 MHz, 10 MHz and 905 MHz. The
results showed that the RF field at 3.162 MHz reduced yeast growth rates by 11.7%;
however, the RF fields at 1.0 MHz and 10 MHz enhanced cell growth rates by 16.2% and
4.3%, respectively. In contrast, the RF field at 905 MHz had no effect on the growth
rates.
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CHAPTER ONE
INTRODUCTION
High performance liquid chromatography (HPLC), a popular analytical technique
for separation, purification, identification and quantification of components in a mixture,
has been widely used in various fields including biology, food, environment, pharmacy
and so on. As the critical part of HPLC system, many kinds of detectors are developed for
different applications. Refractive index (RI) [1.1], [1.2] detectors are universal and
nondestructive. They are often used to detect analytes that lack strong chromophores for
ultraviolet (UV) absorption or fluorescent emission in HPLC [1.3], UHPLC [1.4], [1.5],
2D HPLC [1.6] and portable HPLC operations [1.7]. Nevertheless, RI detectors don’t
work for gradient LC elution, and their limit-of-detection (LOD) is orders of magnitude
higher than that of UV and fluorescent detectors. As a result, evaporative light scattering
detectors (ELSDs) [1.8] and corona charged aerosol detectors (CADs) [1.9] are more
attractive due to their lower LODs and capability for gradient-elution measurements.
Unfortunately, ELSDs and CADs are restricted by the volatility and thermos-sensitivity
of the mobile phase and analytes [1.10]. Thus, careful detector optimizations are
necessary therein. As an alternative, mass spectrometers (MSs) [1.11], which are
universal and extremely sensitive, are used. However, MS detectors are destructive and
expensive. They also require significant training to operate. Recently, a microring
resonator (MR) based RI detector [1.12] was proposed. The large MR dynamic range
(DR) enables RI detection under gradient HPLC elution. It is predicted that effective
control will allow real-time correction of thermal drift. Furthermore, if the MR can
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maintain its high-quality factor in the presence of sample solutions, highly sensitive RI
detections can be achieved. Nevertheless, these characteristics still need to be
demonstrated. Therefore, it is of great interest to develop new universal LC detectors that
can overcome the aforementioned limitations [1.13].
Radio-frequency (RF) sensors, featured with low cost, label-free, universal
detection and ease of integration, have been continuously developed for various
microfluidic applications, such as measuring cells in suspension [1.14]-[1.16], microscale
particle characterization [1.17], [1.18], bio-chemicals concentration monitoring [1.19][1.21], compositional analysis of mixture [1.22], [1.23], measuring flow rate [1.24],
[1.25], gas/liquid flow quality monitoring [1.26], [1.27] and charactering dielectric
property of different liquids [1.28]-[1.31]. These applications strongly emphasize on the
sensitivity of sensors. Additionally, the sample solvents in some applications, such as
gradient elution in HPLC, can vary in a wide range of dielectric property. However, the
current RF/microwave sensors have not been demonstrated with high sensitivity and
dynamic range to work for HPLC system, especially under gradient elution. Therefore,
it’s of great interest to develop a RF/microwave sensor with high sensitivity and large
dynamic range for HPLC applications.
There are two major categories of RF/microwave microfluidic sensors: (i)
transmission-line (TL) based sensors and (ii) resonator-based sensors. The TL-based
sensors support broadband measurement, so that they are often used as broadband
dielectric spectrometry (DS) for LUTs [1.32]-[1.35]. When compared to the TL-based
sensors, resonator-based sensors operate in narrow bands and usually achieve more
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accurate measurements due to the confined electrical fields in sensing zone. Therefore,
the resonator-based sensors with high sensitivity and resolution are more preferred
candidates for minute sample detection. In [1.36], a novel microstrip split-ring resonator
(SRR) with two gaps is proposed to be a promising method for measuring fluidic velocity
and interrogating multiphase flow. However, the sensitivity is limited at high permittivity
due to the depolarization effects. A whispering-gallery-mode resonator is designed in
[1.37] for liquids complex permittivity measurement in nanoliter volumes. However, the
non-planar geometry limits the capability for lab-on-chip integration. A half-wavelength
planar resonator integrated with an active feedback loop technique is proposed in [1.38]
to boost the quality factor in the aquatic environment. But the sensitivity for microfluidic
applications still needs to be demonstrated. The sensors in [1.39]–[1.42] are made of
cavity resonators for the high-accuracy fluid samples profiling at microwave frequencies.
Unfortunately the involved complex design, modeling and construction are not desired
for the researchers.
Recently, some methods/techniques have been proposed to enhance the resonator
sensitivity. A metamaterial-infused resonator is proposed in [1.43] to improve the
coupling level, which results in enhanced sensitivity and linearity for high-permittivity
liquids. In [1.31], a microwave sensor made of a transmission line loaded with parallelconnected series LC resonator is proposed to incorporate just one capacitor as sensing
element in resonant structure. Thus the sensitivity can be improved without existence of
distributed capacitors. In [1.44]-[1.46], a splitter/combiner configuration loaded with a
pair of resonators is proposed to resist cross sensitivities caused by external factors, such
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as temperature, moisture variations and so on. Some shape modifications in SRRs [1.47][1.50] are proposed to enhance the electrical field intensity for a higher sensitivity.
In Chapter II of this dissertation, we propose and demonstrate a RF/microwave
flow detector technique that is promising to address RI detector difficulties discussed
above. The detector is based on our previous work on RF/microwave interferometers
(IMs) [1.23], [1.51]-[1.58]. In this study, an electronically tunable interferometer (TIM)
is developed and demonstrated for HPLC measurements under isocratic and gradient
elution operations. We also show the quantification of co-eluted vitamin E succinate
(VES) and vitamin D3 (VD3).
In Chapter III, a dual-mode microwave microfluidic sensor based on a modified
square ring loaded resonator (SRLR) is proposed. The perturbation introduced by the
LUTs results in two degeneration modes, so that the resonant properties are fully
exploited. By carefully tuning the gap size, the sensitivity for different permittivity ranges
can be optimized and improved accordingly. The proposed resonator design, its
equivalent circuit analysis and full-wave simulation verifications are provided. Then the
microfluidic sensor based on the proposed resonator is built and verified by measuring
water-methanol mixture. In addition, the sensor is connected in series with a commercial
HPLC system for the caffeine and sucrose detection test under both isocratic and gradient
elution.
In addition, as a powerful dielectric spectroscopy (DS) method [1.59] for realtime and in-situ measurement of liquids, RF/microwave microfluidics quantifying the
small volume or minute property change of liquid-under-test (LUT) demands accurate
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removal of the effects of measurement cables, connectors and test fixtures as well as
operation uncertainties, such as drifts. As a result, calibration procedures with standard
components or reference liquids are often necessary. However, the use of standard
components requires multiple connection-disconnection operations, which could result in
significant measurement uncertainties [1.60] that could be especially important for small
volume samples. The single-connection method [1.61] addresses the multi-connection
issue, but multiple reference materials, such as air and water, are needed. As a result,
measurement accuracy depends on reference quality [1.62]. In addition to measurement
complications and costs, the need for reference materials or standard calibration
components makes it difficult for real-time and in-situ applications, such as inline process
monitoring where reference materials are not available or the calibration operation is
cumbersome. Therefore, self and auto-calibration methods are desired.
In Chapter IV, a single-line, single-channel and single-connection (SSS) method
to measure the dielectric permittivity of liquids with a transmission-line microfluidic
device is proposed. No reference liquid is needed for measurement calibration. Closedform formulas are provided to calculate LUT permittivity values from S-parameters.
Thus, the issues associated with current methods discussed above are addressed. A
microfluidic device based on a coplanar waveguide (CPW) is built to verify the proposed
method by measuring a few well-studied liquids, including de-ionized (DI) water,
methanol, ethanol and 2-propanol (IPA).
Except for detecting and characterizing analytes in liquid chromatography (LC)
applications, the RF/microwave devices can also be used to explore RF/microwave non-
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thermal (NT) effects on potential health risks or beneficial applications. In Chapter V, a
simple and scalable device in conjunction with broadband dielectric spectroscopy is
presented to systematically investigate RF NT effects on S. cerevisiae growth, as this
species has broad industrial applications as baker’s and brewer’s yeast [1.63]. A striplinebased TEM device was designed with a cutoff frequency higher than 10 GHz. An
analysis of permittivity-difference between the medium and the medium with yeast was
used to determine the RF frequency of interest. The effect of RF/microwave on yeast
growth at different frequencies was examined. The results were compared with those
from two identical reference devices. One reference device was placed in the same
incubator (i.e., at the same temperature) as the test device, but without RF power. The
second reference device was placed in a different incubator that had a 1 °C higher
temperature.
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CHAPTER TWO
RF/MICROWAVE FLOW DETECTOR
ULTILIZING INTERFEROMETER FOR HPLC
2.1 High Performance Liquid Chromatography (HPLC)
High performance liquid chromatography (HPLC), which also referred to as high
pressure liquid chromatography, is an important analytical method for separation,
qualification and identification of components in the compounds. Fig. 2.1 shows a
typical schematic of modern HPLC system, which consists of the pump system, injector,
column, detector and PC. The analyte sample is injected through the injector. Then the
pump system delivers the pressurized carrier solution, which is usually a binary mixture
(A:B), together with the analyte sample to the column. For isocratic elution, the volume
ratio of A:B is constant while for gradient elution, the ratio is time-varying. The carrier
solution (A:B) is also called mobile phase and the solid absorbent material in the column
is called stationary phase. When flowing through the column, components in the analyte
sample interacts differently with the stationary phase, resulting different elution time to
flow out of the column. The separated components will pass through the detector and the
data will be collected, processed and visualized by the PC. Detectors are of great
importance in various applications as the final element in HPLC system. However, they
inevitably have limitations [2.1] that come from the detecting principles in nature. Hence
a careful consideration on the detector choice and optimization on HPLC peripheral
configuration is necessary.
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Fig. 2.1 Schematic of modern high performance liquid chromatography (HPLC) system.

In modern HPLC, gradient elution is required by many important applications for
a high-efficiency separation and sharp-peak response. Consequently, detectors, like
fluorescence (FL) detector and UV&DAD detector have attracted many attentions due to
the gradient-compatible feature and high sensitivity (the minimum detectable quantity
ranges from pg to ng). They work well with gradients because the components in eluent
(e.g. methanol, acetonitrile) are nonfluorescent and transparent to the UV or visible light,
which conversely means that these detectors will fail to detect such organic components.
Except that, some common materials like carbohydrates and fatty acids are also out of the
detection range. Therefore, people proposed the concept of indirect detection to
overcome the limits of the aforementioned detectors. For instance, the glucose after
derivatization [2.2] will be marked by an external indicator, which is detectable by the
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UV or FL detector. However, the method destruct the analyte of interest and will
significantly increase the complexity of the analyte preparation.
The need for universal detectors led to the development of refractive index-based
(RI) detector, evaporative light scattering detector (ELSD), corona charged
aerosol detector (CAD) and so on. Therein, ELSD and CAD, proposed in 1970s [2.3] and
2002 [2.4], respectively, have a better sensitivity than the RI detector and can be operate
under gradient elution. During operation, they both involve the process of nebulizing a
liquid stream into a gas stream and evaporating the droplets, which unfortunately imposes
the potential requirements on mobile phase & analyte volatility and thermosensitivity
[2.5]. As a result, a careful detector optimization is necessary for each analyte and these
detectors are essentially “semi-universal” rather than the claimed “universal”. RI detector
is a real universal technique, but the low sensitivity and the incompatibility of gradient
elution significantly limit its applications. Some efforts have been made to release the
limitations. For instance, the interferometric-based method [2.6] is adopted to enhance
the sensitivity. The methods like continuously adjusting the laser interrogation angle to
the mobile phase composition [2.7] and adopting chip-integrated microring resonator
arrays [2.8] as detector are proposed to allow for gradient elution. However, a significant
improvement with simple modification is still desired for the refractometers.

2.2 Interferometer-Based Detector Design and Operation
Although there already exists many kinds of detectors, the sensors using
microwave stimulus are rarely adopted with HPLC technique. In fact, microwave sensors
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naturally universal owing to the dielectric-sensitive feature. The unique dielectric
spectrum [2.9]-[2.11] corresponding to some molecular mechanisms of importance
makes the microwave sensor a promising technique owning the potential selectivity. In
the literature, many kinds of microwave sensors have been developed and applied to flow
analysis [2.12]-[2.14], providing a rich background and firmed foundation. However, few
of them is reported to operate with HPLC, not mentioning gradient separation technique.
The small dynamic range and low sensitivity are the major obstacles.
The interferometer (IM) [2.15]-[2.23] is reported to have a very high sensitivity
by differentiating the transmission signals in SUT and reference branch, where the two
signals are out of phase at some frequencies. After initial balance being built, the
consequential imbalance caused by the dielectric property change of the sample can be
detected easily. When comes to the sensing element, the simple structure of IM allows a
convenient integration of the most advanced microwave components (e.g. resonators,
filters, etc.) from the literature. As reported, the IM has been successfully applied to the
detection of materials like methanol, DNA or GUV in a minute quantity and volume
[2.15], [2.22].
In this study, a microwave flow detector based on an electronically tunable
interferometer (TIM) is developed and demonstrated for HPLC measurements under
isocratic and gradient elution operations. Fig. 2.2 illustrates a schematic of the microwave
flow detector, which includes a TIM, a vector network analyzer (VNA), and a PC-based
control-data-process (CDP) unit. Among them, the MIM and CDP are the key elements.
The tunable MIM is built with two power dividers (PDs) and two signal flow branches.
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The flow cell forms the sample-under-test (SUT) branch while the tuning branch has a
digital tunable attenuator (DTA) and a phase shifter. The basic MIM working principle is
described in previous work [2.15]-[2.23]. The introduction of DTA and computer control
are essential for the proposed HPLC measurements.

Fig. 2.2 Outline of the RF/microwave flow detector.

In Fig. 2.2, before SUT flows through the detector, the phase shifter is tuned so
the electrical length difference between the SUT branch and the tuning branch is (2n+1)π
at a specified frequency f0, where n is an integer representing the working frequency
harmonic number. When n=0, the TIM works at its fundamental frequency. At f0, the
transmission scattering parameter |S21| reaches a minimum value, as shown by the solid
blue curve in Fig. 2.2. Then the DTA is tuned to achieve the desired initial |S21|min at f0.
When SUT flows through the flow cell, its bulk permittivity, which is different from that
of carrier solutions, will induce both frequency and magnitude changes, as illustrated in
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Fig. 2.2. Frequency shift (∆f) and magnitude change (∆|S21|min) are both SUT indicators.
Fig. 2.3 demonstrates the time-domain response of the microwave flow detector when
frequency shift (∆f) is SUT indicator. If ∆|S21|min is recorded as signal, the measurement
sensitivity, i.e. ∆|S21|min/ΔSUT, increases when initial |S21|min decreases. For the
calculation, ΔSUT is the change of SUT properties, such as chemical concentration,
dielectric permittivity, and volume. On the other hand, initial |S21|min does not affect
sensitivity ∆f/ΔSUT if ΔSUT is small. Nevertheless, lower initial |S21|min will always
produce better sensitivity.

Fig. 2.3 Time-domain response of TIM when frequency shift (∆f) is SUT indicator.

Under gradient elution operation, however, mobile phase properties are constantly
changing. As a result, TIM outputs also have significant changes, as illustrated in Fig.
2.4(a). Corresponding ∆f and ∆|S21|min easily overwhelm those from analytes. Moreover,
increased |S21|min degrades system sensitivity. This is similar to the situation of RI
detectors. Additionally, there are |S21|min and f0 drifts when there is no SUT and the
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system is under an isocratic elution. These drifts will complicate the microwave
measurements. Therefore, a manually TIM, which was the focus of our previous work,
does not apply for HPLC application. Besides, our previous polydimethylsiloxane
(PDMS) channels can only sustain low pressure.
The proposed TIM in Fig. 2.2 utilizes a DTA to keep |S21|min unchanged in real
time, as illustrated in Fig. 2.4(b). Thus, system sensitivity is maintained, and DTA
readings can be used to replace ∆|S21|min as SUT indicator.

Fig. 2.4 An illustration of IM responses under gradient HPLC elution for (a) conventional
IM and (b) TIM.
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Flow cell is the essential sensing component in TIM. Fig. 2.5(a) shows a picture
of the flow cell that is constructed with poly(methylmethacrylate) [2.24] (PMMA) plates
and a metallic microstrip line. Liquid samples pass through the gap between the upper
signal line and the bottom metal ground, as shown in Fig. 2.5(b) and (c). The microstrip
structure establishes a strong interaction between the liquid sample and the
electromagnetic (EM) field [2.25], as illustrated in Fig. 2.5(b). In the fabrication, PMMA
and copper are chosen for convenience.

(a)

(b)

(c)

Fig. 2.5 (a) A picture of the flow cell with l=5 mm. (b) An illustration of the transverse
electromagnetic (EM) fields of the microstrip line. (c) The dimensions of the sensing
zone: w1= w2= h1= 250 μm, h2= 2 mm, ε*PMMA= 3.4-j0.0034.
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The sensing zone of the flow cell is 5 mm long with a 250×250 µm2 cross
section. In our experiments, no leakage or damage was observed. Fig. 2.6 shows the
measured broadband S-parameters (i.e. microwave transmission and reflection signal) of
the flow cell with air filling, which agrees well with the simulation results. The minor
discrepancy may come from fabrication inaccuracy and assembly error.

Fig. 2.6 Simulated and measured S-parameter amplitudes of the microstrip-line based
flow cell.

2.3 Sample Permittivity Extraction
In our previous work, no attenuator data is available in data processing. Thus, two
calibration liquids are needed to obtain sample permittivity, i.e. ε*SUT(f)= ε'SUT(f)- ε''SUT(f),
from S-parameter measurements [2.15], [2.16]. With DTA readings in Fig. 2.2, the
permittivity extraction procedure can be simplified [2.12], [2.26], [2.27].
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Start from the transmission signal (i.e. S21) of the TIM in Fig. 2.2
S 21 = K1∗exp (− j

2π f l ∗
2π f ∗
Pf (α )]
ε eff ) + K 2∗exp[− j
c
c

(2.1)

where f is frequency, l the length of the sensing zone, and c the speed of light (3×108
m/s). Parameters K1* and K2* are frequency-dependent complex coefficients, which
describe the contributions of all the TIM components in SUT and tuning branches,
respectively, except the flow cell and DTA. These parameters need to be identified. The
effective complex permittivity ε*eff in eq. (2.1) is determined by liquid property (ε*liq) and
flow cell geometry in Fig. 2.5(c). Conformal mapping (CM) method [2.28], [2.29] can be
used to build a model to calculate ε*eff for the structure in Fig. 2.5(c). Thus, ε*eff can be
expressed as
∗
∗
ε=
qε liq
+ C∗
eff

(2.2)

where q is the filling factor of liquid sample and C* a complex constant. They are
calculated to be 0.6465 and 1.1991-j0.0012, respectively, for the geometry in Fig. 2.5(c).
For parameter Pf∗ (α ) in eq. (2.1), where α is DTA setting value for attenuation
tuning, it describes the DTA effects on the transmitted signal at frequency f. To
obtain Pf∗ (α ) , measured DTA S21 is fitted to a transmission function, exp[ − j

2π f
c

Pf∗ (α )] ,

by use of a 4th-order polynomial regression fit (PRF) method (i.e.
Pf∗ (α ) =k0 + k1α + k2α 2 + k3α 3 + k4α 4 ). Fig. 2.7 shows the measured and PRF-fitted DTA

transmission function at three typical measurement frequencies in our experiments. The
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correlation coefficients R2 are typically higher than 0.9916 and 0.9934 for magnitude and
phase, respectively, which indicate a tight fit.

Fig. 2.7 Measured and PRF-fitted DTA transmission function ( exp[ − j

2π f
c

Pf∗ (α )] ) vs

DTA setting value (i.e. α ) at f = 0.98 GHz, 3.7 GHz and 7.09 GHz.

Before an SUT flows through the detector, the channel is filled with a reference
liquid (ε*ref). Then the flow detector is initialized and the DTA is automatically tuned to
α 0 for a desired |S21|min at the measurement frequency f0. From eq. (2.1), the phase and

magnitude of S21 can be written as

phase :

2π f 0
∗
∗
[−lK1 + lK2 − l Re( ε eff
, ref ) + Re( Pf 0 (α 0 ))] = (2n + 1)π
c

(2.3)

2π f 0l
2π f 0
∗
∗
Im( ε eff
Im( Pf∗0 (α 0 ))]
, ref )] ≈ K 2 exp[
c
c

(2.4)

mag.: K1∗ exp[
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respectively, with
K i∗ K i∗ exp ( − j
=

2π f 0
c

lK ) . Note that the right-hand term in eq. (2.3) can
i

be positive or negative, which depends on the length difference between the SUT and
tuning branches. For convenience, we use positive sign here to reflect the actual
condition in our TIM.
When the SUT with permittivity ε*SUT flows through the detector, the measured
S21 phase and magnitude at fSUT are also described by eqs. (2.3-2.4). Therefore, the
permittivity change caused by the analyte can be obtained from the following equations
∗
∗
∗
∗
[ Re( ε eff
=
, ref ) − Re( ε eff , SUT )]l − Re( Pf 0 (α 0 )) + Re( Pf 0 (α SUT ))

(2n + 1)c 1
1
(
− )
2
f SUT f 0

[ f 0 Im( ε eff∗ , ref ) − f SUT Im( ε eff∗ , SUT )]l =
f 0 Im( Pf∗ (α 0 )) − f SUT Im( Pf∗ (α SUT ))
0

0

(2.5)
(2.6)

Obviously, the relative changes of frequency, ∆f= fSUT-f0, and DTA setting value,
∆α= α SUT − α 0 , are dominated by the complex permittivity change. When ε*ref is known,

ε*SUT can be obtained through the procedure in Fig. 2.8.

Fig. 2.8 Steps for Permittivity Extraction
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The above derivations assume small permittivity perturbations that cause
negligible distortions of the EM fields in Fig. 2.5(b). So reflection effects and the
dispersion of TIM components are not considered. To validate the permittivity-extraction
method and characterize the proposed flow detector, well-characterized analytes are
measured in the experiments section (Section 2.5). The information about materials,
pretreatment, instrumentation and data analysis method for the experiment is provided in
Section 2.4.
Co-elution is a bothersome problem in HPLC measurements. Methods proposed
to solve the problem include optimizing mobile phase [2.33], exploiting derivative
spectrum [2.34], [2.35] and using 2D-LC techniques [2.36]. Published methods [2.9],
[2.11], [2.37] show the possibility of quantifying chemical components in a mixture
through multi-frequency measurements since different chemicals have different dielectric
properties with different frequency dependences.
Based on the methods34-37, the response of our microwave detector, i.e. Δf, is
determined by SUT property
i
∆f ~ ε eff − ε e ~ ∑ F i (ε SUT
− εe )

(2.7)

where Fi is the molar (weight or volume) fraction of the i th component, and subscripts
eff and e refer to the effective permittivity of the mixture and environment permittivity
(i.e. mobile phase in HPLC), respectively. Assume interaction among SUT molecules can
be ignored, a linear model can be used to describe Δf as

=
∆f

∑a
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i
f

F i + bif

(2.8)

where ɑif and bif are the parameters of linear regression curves at a specific measurement
frequency f. Then, it is possible to obtain the concentration of each chemical component
in a mixture.

2.4 Experiment Consideration
Materials. All chemicals were purchased from Sigma-Aldrich (America). They
include deionized (DI) water, methanol, ethanol and 2-isopanol (IPA) solutions, D (+)glucose, caffeine, acetic acid (Sigma), d-alpha-tocopheryl acid succinate (vitamin E
succinate (VES)) and cholecalciferol (vitamin D3 (VD3)).
Pretreatment. Methanol, ethanol and 2-isopanol (IPA) DI-water solutions were
prepared with different molar fractions from χ=0.00005 to 0.1. To prepare 100 ppm
glucose DI-water solution, 1 mg glucose was dissolved in 10 mL DI water. Caffeine DIwater solutions at 10000 ppm and 100 ppm concentrations were also prepared. So were
VES ethanol solutions at 1000 ppm and 500 ppm as well as VD3 ethanol solutions at
1000 ppm, 500 ppm and 250 ppm concentrations. Furthermore, 20 µl 1000ppm VES was
mixed with 20 µl 1000ppm, 500ppm and 250ppm VD3 solutions separately to prepare
three mixture solutions with different VD3:VES concentration ratio at 1:1, 1:2 and 1:4.
Instrumentation. The vector network analyzer (VNA) in Fig. 2.2 is a Planar
804/1 from Copper Mountain Technologies. The TIM was designed and assembled in
this work with the flow cell discussed above. The rest of the TIM are commercial
components, including the DTA with an approximately 0.0005 dB/step resolution and a
5-10 ms switching time. Both the DTA and VNA provide API and USB interfaces for
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user control. The measurement frequency was determined by the TIM setup. If not
otherwise stated, the measurement frequencies were 0.98 GHz, 1.67 GHz, 2.36 GHz, 3.04
GHz, 3.70 GHz, 4.37 GHz, 5.05 GHz, 5.70 GHz, 6.47 GHz and 7.09 GHz.
Under “stop-flow” mode [2.26], two programmable single syringe pumps (NE1010) were used to fill and replace the liquids in the flow cell. The measurements were
conducted by repeatedly cycling through reference liquids, sample liquids and then
reference liquids again. Measurement data was collected when the liquids stopped
flowing in the flow cell. For all the following measurements, pure DI water was used as
reference liquid.
Under HPLC elution mode. The reverse HPLC-UV system consists of an SCL10A VP controller, an FCV-10AL VP degasser, an LC-10AD VP pump, a manual
injector and an SPD-M10A manual DAD detector from Shimadzu Corporation
(Shimadzu Co, North America). Eluents were separated by a Gemini C18 column (4.6
250 mm, 5 µm particle, Phenomenex, North America). HPLC-grade DI water and
methanol were used as mobile phase A and B, respectively. For caffeine detection
measurements, the isocratic elution was performed at a ratio of 40:60 (B:A) while the
gradient elution started from 20:80 (B:A), reached 55:45 and then went back to 20:80.
For co-elution tests, acetic acid solution was added to both mobile phases A and B in a
volume fraction of 0.2%. An isocratic elution at a ratio of 100:0 (B:A) was used to
separate the VES and VD3. Table 2.1 summarizes all the mobile phase programs. Unless
otherwise indicated, the injection volume was 10 μL and the flow rate was set to 0.3
mL/min.
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Mobile Phase

TABLE 2.1
HPLC ELUTION PROGRAM
Elution mode Flow Rate
Isocratic
0.3 mL/min
Gradient

0.3 mL/min

Isocratic
(co-elution)

0.3 mL/min

DI water (A)
Methanol (B)

DI water+0.2% acetic acid (A)
Methanol+0.2% acetic acid (B)

Time
/

B:A
40:60

0 min
6 min
10 min
14 min
20 min
/

20:80
40:60
55:45
40:60
20:80
100:0

Data Analysis. All data processing was performed on a Matlab platform after
data acquisition. The relative changes of frequency (∆f= fSUT-f0) and DTA setting value
(∆ɑ= ɑSUT-ɑ0) were plotted immediately for real-time monitoring. The maximum sample
rate is 20 Hz for single frequency measurements. The sample rate is inversely
proportional to the number of frequencies in multi-channel measurements. SavitzkyGolay filtering function is adopted to remove short-term interference and improve the
signal-to-noise ratio (SNR) without greatly distorting the signal. When long-term drift
occurs, baseline correction (BC) function is used to help remove the drift by assuming
that the drift is linear with time. Fig. 2.9 shows an example of the process. The SNR is
defined as the ratio of the averaged signal height to the peak-to-peak noise level.
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Fig. 2.9 An example of data processing of ∆f and ∆ɑ extraction, including the filtering
function and baseline correction (BC).

2.5 Flow Detector Characterization
Limit of Detection (LOD). To characterize the LOD of the microwave flow
detector in Fig. 2.2, methanol, ethanol, and IPA DI-water solutions at χ=0.00005 as well
as glucose and caffeine DI-water solutions at 100 ppm concentrations were measured at
3.70 GHz under “stop-flow” mode. According to the obtained ∆f level, the LOD for each
analyte was estimated by considering an SNR=3. The results are listed in Table 2.2.
Corresponding minimum detectable quantity (MDQ) was also calculated by considering
the sensing zone volume. It shows that the microwave detector can measure alcoholwater mixtures at a concentration χ=0.00005, which is 100 times lower than the reported
results [2.30]-[2.32]. For all the measured analytes, the LOD is below 100 ppm and MDQ
less than 30 ng.
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Analyte
Methanol
Ethanol
IPA
Caffeine
Glucose

TABLE 2.2
THE DETECTION LIMIT FOR VARIOUS ANALYTES
Measured
Estimated
LOD (ppm)
concentration (ppm)
89.7 (χ=0.00005)
54.5
129.0 (χ=0.00005)
82.9
168.3 (χ=0.00005)
84.1
100.0
71.4
100.0
83.4

MDQ
(ng)
17.0
25.9
26.3
22.3
26.1

Detection Precision & Linearity. The detection precision was determined by
measuring the relative standard deviation (RSD) of five successive injections of
methanol, ethanol, and IPA samples at a concentration of χ=0.0005, as summarized in
Table 2.3. The measurements were conducted under the “stop-flow” mode. The results
show that the RSD of ∆f is less than 6.68% from 0.98 GHz to 5.70 GHz, but increases to
more than 13.41% at higher frequencies. The deterioration may come from increased
dispersions of the commercial components in the TIM, as well as reduced system
stability. Nevertheless, the repeatability of the measurements is reasonable.
Linearity was examined by measuring methanol, ethanol and IPA DI-water
solutions at 5 different concentrations from χ=0.0005 to 0.05 under “stop-flow” mode.
The parameters of the linear regression curves are summarized in Table 2.3. The
correlation coefficients R2 for each linear regression line are higher than 0.9988,
indicating that ∆f is highly linear to the concentration. Yet, different ɑ values indicate that
the three alcohol analytes have different concentration dependences at the same
microwave frequency.
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Alcohol

Methanol

Ethanol

IPA

TABLE 2.3
LINEARITY AND REPEATABILITY OF THE PROPOSED MICROWAVE DETECTOR
MEASUREMENTS ON METHANOL, ETHANOL AND IPA
Measurement
frequency
(GHz)

Regression equationa, ∆f = ax + b

2

a

b

R

0.98
1.67
2.36
3.04
3.70
4.37
5.05
5.70
6.47
7.09

63718
63813
86137
103318
184073
117936
315200
361156
125291
92454

17.993
15.281
-2.435
-23.513
-17.38
-16.2
-38.519
7.779
20.682
3.797

0.9999
0.9999
0.9999
0.9999
1
0.9999
1
1
0.9999
1

0.98
1.67
2.36
3.04
3.70
4.37
5.05
5.70
6.47
7.09

108479
116389
148227
183668
313583
231955
541492
641253
221388
164724

-19.817
-61.375
-53.383
-112.51
-134.14
-224.9
-193.13
-283.53
-40.246
-49.065

1
0.9997
0.9999
0.9994
0.9997
0.9988
0.9997
0.9996
0.9997
0.9996

0.98
1.67
2.36
3.04
3.70
4.37
5.05
5.70
6.47
7.09

170769
186914
254694
315563
514349
392401
857774
1034952
330049
274454

-20.107
-88.078
-179.92
-265.66
-210.76
-395.69
-219.03
-468.58
66.082
-165.66

0.9999
0.9998
0.9996
0.9994
0.9998
0.9991
0.9999
0.9998
0.9998
0.9997

Linear
range (χ)

0.0005-0.05

0.0005-0.05

0.0005-0.05

Repeatability at χ= 0.0005

∆f ± SD (KHz)

RSD (%)b

39.57 ± 1.6
38.15 ± 1.28
46.08 ± 2
49.06 ± 1.31
87.68 ± 2.94
58.87 ± 3.3
147.56 ± 5.8
191.19 ± 7.14
49.24 ± 7.28
53.48 ± 8.15

4.04
3.36
4.34
2.67
3.35
5.61
3.93
3.73
14.78
15.24

57.19 ± 1.72
56.93 ± 1.56
72.06 ± 2.43
105.11 ± 3.02
189.68 ± 6.62
108.06 ± 7.22
353.38 ± 7.63
402.51 ± 12.89
190.17 ± 25.5
128.81 ± 28.98

3.01
2.74
3.37
2.88
3.49
6.68
2.16
3.20
13.41
22.50

77.78 ± 2.35
85.04 ± 3
94.65 ± 4.33
118.45 ± 4.5
218.58 ± 4.39
145.09 ± 3.92
394.66 ± 7.33
450.44 ± 12.89
139.1 ± 21.65
109.28 ± 29.58

3.02
3.53
4.57
3.8
2.01
2.7
1.86
3.20
15.56
27.07

a

relative frequency shift equation, where ∆f is the frequency shift (KHz) and x is the molar fraction (χ) of the analytes.

b

RSD (%)=(SD/mean) × 100.

Frequency Dependent Permittivity (FDP). Fig. 2.10 shows the relative changes
of frequency (∆f) and DTA value (∆ɑ) for the alcohol SUTs discussed above. The
spectrums of the three kinds of samples are similar but still differentiable at the same
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molar fraction. It is reasonable to expect a more distinctive spectrum when other kinds of
materials with significantly different relaxation characteristics are measured. Yet, the
results show that multi-frequency measurements could enable partial selectivity of the
microwave flow detector.
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Fig. 2.10 The ∆f and ∆ɑ spectrums of (a-b) methanol, (c-d) ethanol- and (e-f) IPA in DI
water. Along the arrow direction, concentrations are increased from χ=0.0005 to 0.1.

Fig. 2.11shows the calculated FDP of alcohol samples. The results agree well
with reported values38-40. The relative differences, defined as

Cal.-Ref.
Ref.

×100% ,

are less

than ± 5% . Larger differences are observed for samples with higher concentrations,
possibly due to larger deviations from small perturbation assumptions for our algorithm
in Chart 1. From the measured noise level (∆fnoise), it is estimated that a resolution of
2×10-3 and 3×10-4, calculated as

∆f noise ⋅ ∆ε
, is achievable for ε'SUT and ε''SUT,
∆f

respectively.
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Fig. 2.11 The measured permittivity of alcohol-water mixtures and a comparison with
reported values [2.30]-[2.32] (a) Methanol, (b) Ethanol, and (c) IPA. Along the arrow
direction, sample concentrations are increased from χ=0.005 to 0.1. The methods in Fig.
2.8 were used to obtain the measured permittivity.

2.6 HPLC Test
HPLC-Compatibility Validation. Under isocratic elution, a 10 μL aliquot of
10000 ppm caffeine DI-water solution was analyzed. The 40% methanol DI-water
solution was used as mobile phase (Table 2.1).
Our flow detector was connected to the C18 column and followed by the DAD
detector. The |S21|min point in Fig. 2.2 was monitored in real time. Fig. 2.12 depicts the
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real-time shift of three measurement frequencies. After data processing, the signals of
solvent and caffeine are well differentiated at 8.2 min and 13.9 min, respectively. The
SNR of the caffeine signals after data processing is larger than 4. Fig. 2.13 shows the
comparison with DAD Absorption curves.

Fig. 2.12 Microwave detection of 10000 ppm caffeine DI-water solution under isocratic
elution.

35

Fig. 2.13 Microwave detection of 10000 ppm caffeine DI-water solution under isocratic
elution. DAD results are included for comparison.

Several gradient elution tests with 10 μL DI water were performed at 1.67 GHz,
3.70 GHz and 5.05 GHz to verify the gradient-elution repeatability of the flow detector.
The gradient elution program is provided in Table 2.1. Fig. 2.14 shows that the results are
highly reproducible with indistinguishable deviations. The RSD of peak height and area
is within 0.3% and 0.28%, respectively. Then a 10 μL aliquot of 10000 ppm caffeine DIwater solution was injected and measured under the same condition. Since the signal of
the caffeine sample was orders of magnitude smaller than that of the mobile phase in a
gradient elution, the curves with DI-water injection were subtracted from the ones with
caffeine injection. Then the signals of caffeine sample were clearly obtained in Fig. 2.15,
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which shows that the developed microwave detector function properly under gradient
HPLC elution even though the SNR needs significant improvements.

Fig. 2.14 Repeatability tests under gradient elution with a 10 uL DI-water injection. DAD
results are included for comparison.

Fig. 2.15 Microwave detection of 10000 ppm caffeine DI-water solution under gradient
elution by subtracting the results of DI-water injection. DAD results are included for
comparison.
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Co-elution Quantitation. Vitamin E succinate (VES) and vitamin D3 (VD3)
samples were measured under isocratic elution with 100% methanol and 0.2% acetic acid
(Table 2.1). In this elution, the retention times of VES and VD3 are almost identical.
First, 500 ppm, 250 ppm and 125 ppm VD3 samples, as well as 500 ppm VES
sample, were measured at three frequencies to obtain the linear regression model for
VD3. As a demonstration, Fig. 2.16 shows the results for 500 ppm VD3 sample from our
microwave detector and the DAD. After that, the prepared VD3 and VES mixtures with
different concentration ratio were measured under the same condition. Table 2.4
summarizes the ∆f response of our detector. Based on VD3 results from 125 ppm to 500
ppm, the linear regression model at each frequency can be obtained, as listed in Table
2.5. Since the R2 at 3.70 GHz is 1, which indicates a highly linear relationship between ∆f
and concentration, we use the model at 3.70 GHz to calculate VD3 concentration in tested
mixtures. The calculated results are compared with the preset values as shown in Table
2.6, which shows less than 15.1% relative discrepancies. Measurement inaccuracy and
interactions between VD3 and VES are two possible reasons for errors since the linear
model assumes no-interactions between SUT molecules. Nevertheless, the results show
that the microwave detector has the potential to identify co-eluted chemical components
even though more tests are necessary.
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Fig. 2.16 Microwave detection of 500 ppm VD3 ethanol solution at three measurement
frequencies. DAD results are included for comparison.
TABLE 2.4
A SUMMARY OF VD3 AND VES CO-ELUTION MEASUREMENT
Sample
concentration
∆f (KHz)
(ppm)
1.67 GHz 3.70 GHz 5.02 GHz
VES
VD3
VD3
VD3
VD3:VES
VD3:VES
VD3:VES

500
500
250
125
500 : 500
250 : 500
125 : 500

7.75
12.27
6.23
2.75
20.09
14.49
10.49

10.90
16.71
8.35
4.13
27.78
20.49
15.55

15.94
19.31
10.46
5.37
34.49
25.08
19.85

TABLE 2.5

Sample

VD3
VD3
VD3
a

THE LINEARY REGRESSION MODEL OF VD3
Measurement Regression equationa,
Frequency
∆f=ɑx+b
(GHZ)
ɑ
b
1.67
0.0252
-0.27
3.70
0.0335
-0.05
5.02
0.0369
0.945

R2
0.9987
1
0.9987

relative frequency shift equation, where ∆f is the frequency shift (KHz) and x is the concentration (ppm) of the samples.
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TABLE 2.6
THE CACULATED VD3 CONCENTRATION IN THE VD3 AND VES
MIXTURE SAMPLES AT 3.70 GHZ
Sample
Preset
Calculated
VD3
Fraction
Recovery
(ppm : ppm)
(%)
(ppm: ppm)
VD3:VES
VD3:VES
VD3:VES

500 : 500
250 : 500
125 : 500

505.37 : 500
287.76 : 500
140.30 : 500

101.07%
115.10%
112.24%

Similar to RI detectors, the proposed microwave flow detector technique in Fig.
2.2 measures the bulk permittivity of samples, hence, it is universal. Like in RI
measurements, temperature variations will certainly affect system operation. But the CDP
unit can be further developed to address issues associated with the slow thermal process.
Due to noise and dilution effects in HPLC elution, the demonstrated HPLC measurement
SNR is fairly low even though the LOD in Table 2.2 is reasonable. New developments,
such as using longer microstrip lines, slow wave structures and resonators as well as
minimizing noise, are necessary for the non-destructive microwave technique to fully
address the challenges of universal HPLC detectors.
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CHAPTER THREE
A DUAL-MODE MICROWAVE RESONATOR
FOR LIQUID CHROMATOGRAPHY APPLICATIONS
3.1 Microwave Microfluidic Sensor
Microwave sensors, featured with low cost, label-free detection and ease of
integration, have been continuously developed for various microfluidic applications,
such as measuring flow rate [3.1], [3.2] and cells in suspension [3.3]-[3.5], characterizing
micro particles [3.6], [3.7] and liquid dielectric properties [3.8]-[3.11], monitoring biochemical concentrations [3.12]-[3.14] and gas/liquid quality [3.15], [3.16], and analyzing
mixture compositions [3.17], [3.18]. But the development of microwave detectors, along
with radiofrequency (RF) and refractive index (RI) detectors, for HPLC (High
Performance Liquid Chromatography) gradient elution applications has been
unsuccessful so far. Gradient elution is the main operation mode of HPLC, which is
considered the third most used chemistry instrument. A major issue there is the carrier
solution composition varies with time. Corresponding dielectric property variations
overwhelm microwave as well as RF and RI signals. In [3.19], we showed an
interferometer-based microwave sensor which operated reasonably well under gradient
HPLC elution conditions. The results show that microwave techniques are promising for
universal HPLC detector applications and to address the issues associated with
evaporative light scattering detectors (ELSDs), which are considered a universal method
and more popular than mass spectroscopy. Nevertheless, the obtained microwave
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sensitivity, a 71.4 ppm LOD for caffeine detection, needs significant improvement for
practical applications.
A simple microstrip transmission line (TL) was used in [3.19] with broadband
operation capabilities similar to other TL-based dielectric spectroscopy sensors [3.20]3.23]. For high sensitivity, narrow-band resonators are well-known for concentrated
electrical fields in the sensing zone and higher signal-to-noise ratio (SNR). Numerous
resonator related work has been published. For instance, a novel microstrip split-ring
resonator (SRR) with two gaps is proposed for measuring fluidic velocity and
interrogating multiphase flow in [3.24]. However, the sensitivity is limited at high
permittivity due to the depolarization effects. A whispering-gallery-mode resonator is
designed in [3.25] for liquid complex permittivity measurement in nanoliter volumes. But
the non-planar geometry limits the capability for lab-on-chip integration. A halfwavelength planar resonator integrated with an active feedback loop technique is
proposed in [3.26] to boost the quality factor in the aquatic environment. Yet the
sensitivity for microfluidic applications still needs to be demonstrated. The sensors in
[27-30] are made of cavity resonators for the high-accuracy fluid profiling at microwave
frequencies. Unfortunately, the complex design, modeling and construction are not
desired.
Recently, some methods/techniques have been proposed to enhance the resonator
sensitivity. A metamaterial-infused resonator is proposed in [3.31] to improve the
coupling level, which results in enhanced sensitivity and linearity for high-permittivity
liquids. In [3.18], a microwave sensor made of a transmission line loaded with parallel-
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connected series LC resonator is proposed. Just one capacitor is incorporated as sensing
element in the resonant structure. Thus, the sensitivity can be improved without using
distributed capacitors. In [3.32]-[3.34], a splitter/combiner configuration loaded with a
pair of resonators is proposed to resist cross sensitivities caused by external factors, such
as temperature and moisture variations. Some shape modifications in SRRs [3.35]-[3.38]
are proposed to enhance the electrical field intensity for higher sensitivity.
In this work, we propose a dual-mode microwave microfluidic sensor based on a
modified square ring loaded resonator (SRLR). The perturbation introduced by the liquidunder-test (LUT) results in separation of two degeneration modes, so that the resonant
properties are fully exploited. By carefully tuning the gap size, the sensitivity for
different permittivity ranges can be optimized and improved accordingly. The paper is
arranged as the following. Section II describes the proposed resonator design, its
equivalent circuit analysis and full-wave simulation verifications. Section III shows a
microfluidic sensor based on the proposed resonator and the measurement results of
water-methanol mixture. In addition, the sensor is connected in series with a commercial
HPLC system for caffeine and sucrose detections under both isocratic and gradient
elution. Section IV are discussions and conclusions.

3.2 Dual-Mode Ring-Based Resonator Design
Figure 3.1 shows a schematic of the proposed sensor, in which a microstrip line
and a rectangular ring are electrically shorted with a gap at the center. A microfluidic
channel is placed above the gap. A vector network analyzer (VNA) is used for
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measurements. The introduction of LUT splits the degenerating resonance modes at f1 and
f2. The presence of analyte in flow will cause simultaneous f1 and f2 shifts in opposite
directions, thus, contributing to sensor sensitivity enhancement.

Fig. 3.1 The schematic of a dual-mode microwave microfluidic sensor based on a
modified SRLR.

Fig. 3.2 shows the equivalent circuit model of the proposed resonator with Zi and
θi, the characteristic impedance and electrical length of corresponding TL sections in Fig.
1. The center gap can be modeled as a π-network of edge slot capacitances (Cgap and Cend),
as plotted in Fig. 3.2(a), which are affected by LUT. Under even- or odd-mode excitations,
the symmetrical plane in Fig. 3.2(a) behaves as a perfect magnetic wall or a perfect
electric wall, respectively. The bisection of the odd-mode and even-mode excitation
equivalent circuit are in Fig. 3.2(b-c), where YS and YE/YO represent the corresponding
input admittances from left and right sides of the bisection network under even-/odd-
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mode excitations. Based on even-odd analysis [3.39]-[3.41], the resonant condition for
even-mode excitation in Fig. 3.2(b) can be derived as
Im(YS + Y E ) =
0

(3.1)

Z S + jZ 0 tan θ S
Z S ( Z 0 + jZ S tan θ S )

(3.2)

where

YS =

1
Z2
θ2


 1 + Z tan θ1 cot 2 1 + ωC Z tan θ3 
end 3
1

−j
+
YE =
θ
 Z tan θ − Z cot 2 Z tan θ − 1 
3
3
1
2
 1
ωCend 
2

(3.3)

Z0 is the system characteristic impedance, and ω is radian frequency. Similarly, the
resonant condition for odd-mode excitation in Fig. 3.2(c) can be written as
Im(YS + Y O ) =
0

(3.4)

where

1


Z2
θ2
 1 − Z tan θ1 tan 2 1 + ω (2C + C ) Z tan θ3 
3
gap
end
1

−j
+
YO =
1
 Z tan θ + Z tan θ 2 Z tan θ −

3
3
1
2
 1
ω (2Cgap + Cend ) 
2


(3.5)

By substituting eq. (3.2) and (3.3) (or eq. (3.2) and (3.5)) into eq. (3.1) (or eq. (3.4)), the
resonant frequency of even (or odd) modes can be determined. The multiple transmission
line dimension parameters and the gap size provide the flexibility for design. Therein, the
Cgap and Cend are both affected by the dielectric layers [3.42], indicating that the resonant
modes, determined by eq. (3.1)-(3.5), can be indicators for dielectric property of LUTs.
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The two-frequency difference between the resonant modes, as shown in Fig. 3.1, are
expressed as

∆f =

f1 − f 2

(3.6)

Therefore, the sensitivity can be defined as [3.18]

S=

∂∆f
∂ε

(3.7)

where ∆ε is the variation in the permittivity of LUTs loaded on the resonator.

Symmetrical Plane
Port 1

Z1 , θ1

Z 2 ,θ 2

Z s ,θ s

Cgap

Z 3 ,θ3
Cend

Z1 , θ1

Z s ,θ s

Port 2

Z 3 ,θ3
Cend

(a)

YS

YE

Z1 , θ1

Z 2 ,θ 2 / 2

Z S ,θ S

YS

YO

Z1 , θ1

Z S ,θ S

Z 3 ,θ3
Cend

Z 3 ,θ3
Cend

(b)

Z 2 ,θ 2 / 2

2Cgap

(c)

Fig. 3.2 (a) The equivalent circuit of the modified SRLR-based resonator. (b) Even-mode
excitation equivalent circuit of the resonator. (c) Odd-mode excitation equivalent circuit of
the resonator.
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Full-wave Simulations. Full-wave simulations using HFSS (High Frequency
Structure Simulator) are conducted for the SRLR-based resonator, shown in Fig. 3.3(a-b).
The resonator dimensions are summarized in Table 3.1.

L1
m

w1

PMMA

L2
w3

h1

w4
w2

n

wchannel

Microfluidic
Channel

h2

(a)

t
g
Quartz

(b)

Fig. 3.3 (a) A top view of the proposed SRLR-based resonator layout for HFSS simulation
and fabrication. (b) The cross section view along dash line mn in (a). The dimension of the
resonator chip is 18mm×30mm.
TABLE 3.1
PARAMETERS OF THE SRLR-BASED RESONATOR
Parameter

Symbol

Value

Metal layer
Thickness
Gap Size
Channel Height
Channel Width
LUT Relative
Permittivity
Substrate Thickness
(Quartz)
Resonator Dimension

t

240 nm

g
h1
wchannel
ɛLUT

10/30/50/90 μm
250 μm
250 μm
unknown

h2

1 mm

w1
w2
w3
w4
L1
L2

2.2 mm
2.2 mm
3 mm
2.5 mm
8.7 mm
9 mm
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Fig. 3.4 shows LUT permittivity effects on resonant modes when the gap size is 90
μm. It’s noteworthy that the two degeneration modes don’t split until the LUT permittivity
is larger than 20. When the permittivity increases from 30 to 80, f1 decreases while the f2
increases, resulting an increasing frequency difference ∆f. Fig. 3.5 shows ∆f vs. LUT
permittivity for different gap sizes from 10 μm to 90 μm. It is shown that all the simulated
nonlinear curves have an ε' threshold value, after which there is a sharp ∆f slope,
indicating a high sensitivity. The sensitivity gradually decreases along the increasing ε'.
The “threshold” permittivity is determined by the gap size, which determines at what ε' the
two degeneration modes start to split. These features enable the proposed resonator to be
optimized for various applications for different dielectric liquids. It’s noteworthy that
under gradient elution in HPLC applications, the analytes usually elute out by low watervolume mobile phase, i.e. low-permittivity solution. Therefore, the capability to sustain
high sensitivity performance under low permittivity makes this design a promising sensor
for minute sample detection under gradient elution.

Fig. 3.4 Demonstration of LUT permittivity effects on the degeneration modes when the
gap size is 90 μm. The tangent loss (tanδ) of LUT is always 0.055.
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Fig. 3.5 Frequency distance between the two degeneration modes for different gap sizes
from 10 μm to 90 μm.

3.3 Ring-Based Resonator Characterization
The sensors with gap size of 10 μm, 30 μm and 90 μm, are built to verify the
proposed sensor. The resonators are fabricated with standard microfabrication techniques
on a 1-mm-thick quartz wafer. A 200-nm-thick copper film is deposited on a 20-nm-thick
Ti adhesion layer to form the resonator structure. Another 20-nm-thick Ti is deposited on
the copper layer. The dimensions of the loaded ring structure are provided in Table 3.1.
Fig. 3.6 are the microfluidic channel parts and a picture of the assembled sensor, where the
resonator chip is bonded to the PMMA microfluidic part by using UV glue. The female
tapered fittings drilled in the metal parts allow an easy connection to the HPLC system. A
vector network analyzer (VNA) operating from 100 KHz to 8 GHz is used to measure the
S parameters.
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(a)

(b)

Fig. 3.6 (a) Microfludic channel parts for holding the resonator chip and connecting to
HPLC system. (b) A picture of the assembled sensor.

Water-methanol Mixtures Measurements. Some water-methanol mixtures with
water volume fractions from 0% to 100% are prepared to characterize sensors’ broadband
performance. Corresponding to the increasing water volume fraction, the calculated ε'
increases from 27 to 78 [3.43]. A programmable single syringe pumps (NE-1010) is used
to fill the liquids in the microfluidic channel. Fig. 3.7 shows the measured broadband S21
performance of the sensor with a 90-μm gap for these water-methanol mixtures. The shifts
of resonating frequencies (f1, f2) agrees well with the simulated results in Fig. 3.4.
Similarly, the sensors with gaps of 10 μm and 30 μm are also measured, and the frequency
differences (∆f= f2- f1) are plotted in Fig. 3.8. For the sensor with a 90-μm gap, the
sensitivity at 40% water-methanol is estimated as 50 MHz/∆ε'. Table 3.2 summarizes the
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performance of some published resonator-based sensors. It shows that our proposed sensor
has high sensitivity.

Fig. 3.7 The measured S21 of the sensor with a 90-μm gap for various water-methanol
mixtures from 100 KHz to 8GHz. The water volume fraction varies from 0% to 100%.

Fig. 3.8 Measured frequency distance between the two degeneration modes for different
sensors with gap sizes of 10 μm, 30 μm and 90 μm.
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TABLE 3.2
COMPARISON OF THE RESONATING-BASED MICROFLUDIC SENSORS
Resonating
Q factor
Ref.
Sensitivity
Volume
Year
Frequency
(sample)
[3.44] 5.28 MHz/∆ε' 2.1 GHz
27 (water) 462 nL
2014
[3.45] 0.57 MHz/∆ε' 5.85 GHz
191 (water) Immersed in 2015
solution
[3.46] 5.25 MHz/∆ε' 2 GHz
525 (air)
61 nL
2017
[3.16] 0.66 MHz/∆ε' 2.3 GHz
47 (water) 589 nL
2018
[3.47] 14.25
2.1 GHz
48 (air)
2 μL
2019
MHz/∆ε'
[3.18] 8.7 MHz/∆ε'
1.91 GHz
26 (water) 390 nL
2019
This
90-μm gap:
f1=1.4 GHz
Q1=46.9
137.5 nL
2020
work 50 MHz/∆ε'
f2=5.16 GHz
Q2=26.4
at 40% water(water)
methanol

3.4 HPLC Test
Caffeine and sucrose in DI-water solutions are prepared with different
concentrations for HPLC measurements. The sensor system, as illustrated in Fig. 3.1, is
connected in series with the reverse HPLC-UV system Ultimate 3000, which consists of a
pump system, an auto-sampler, a column compartment and a various wavelength UV
detector from Thermo Fisher Scientific. Eluents are separated by an EVO C18 column (4.6
× 250 mm, 5 µm particle, Kiretex, North America). HPLC-grade methanol and DI water
are used as mobile phase A and B, respectively. For caffeine and sucrose detection
measurements, the isocratic elution is performed at a ratio of 60:40 or 40:60 (A:B) while
the gradient elution starts from 15:85 (A:B), reached 85:15 and then goes back to 15:85.
The injection volume is 100 μL. Table 3.3 summarizes the mobile phase programs.
Considering the real-time in-situ HPLC measurements on minute analyte, the single
resonating-frequency monitoring method [3.48] is used for a high data-acquisition rate.
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The first odd-mode resonating frequency f1 is selected due to the stronger interaction
between the electrical field and analytes when compared to the even-mode one. The
sensor with the 10-μm gap is selected for demonstration. A data-acquisition rate of 20 Hz
is achieved.
TABLE 3.3
HPLC ELUTION PROGRAM
Mobile Phase

Methanol (A)
DI water (B)

Analyte

Elution Mode

Flow Rate

Time

A:B

Caffeine
Sucrose
Caffeine

Isocratic
Isocratic
Gradient

0.2 mL/min
0.6 mL/min
0.2 mL/min

20 min
10 min
0 min
6 min
12 min
18 min
24 min

60:40
40:60
15:85
50:50
85:15
50:50
15:85

To examine the sensitivity of the sensor, the water-caffeine samples with
concentrations from 0.77 ppm to 1000 ppm are measured under isocratic elution. Figure
3.9 shows the measured responses of the commercial UV detector and the proposed
sensor, respectively, where the retention time of caffeine is at ~13.9 min. The solvent of
analytes that will not be trapped by the column is eluted out firstly at ~ 11.2 min. The
parameters of fitting polynomial regression curve for signal heights are summarized in
Table 3.4. The correlation coefficients R2 for the polynomial regression line is 0.9874,
indicating a good agreement to the measured one. Besides, the limit of detection (LOD)
for caffeine can be estimated by considering an SNR of 3. The estimated LOD of the
sensor on caffeine is 0.231 ppm. According to the injection volume, the minimum
detectable quantity (MDQ) is calculated to be 23.1 ng. When compared to the UV detector
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results, where the LOD is estimated to be 0.03 ppm, the proposed sensor is ~8 times less
sensitive. In addition, Fig. 3.10 shows the measured results of water-sucrose at the
concentration of 1000 ppm and 20000 ppm, respectively. The solvent and caffeine are
eluted at ~3.4min and ~4 min, respectively. The signal peak of 1000 ppm water-sucrose in
the UV detector is overwhelmed by the noise while being clearly detected in the proposed
microwave sensor. The proposed sensor demonstrates a higher sensitivity than the UV
detector on sucrose detection. For the analytes that lack strong chromophores of UV
absorption, the proposed sensor can be used as an alternative universal detection
technique, and it demonstrates a superior sensitivity than ELSD and RI detectors [3.49].

(a)

(b)

Fig. 3.9 The measured responses of (a) UV detector and (b) the proposed sensor for watercaffeine samples from 0.77 ppm to 1000 ppm. The inset in (b) zooms in the signal peak
from 13.4 to 14.4 min for DI water, 0.77 ppm and 4.7 ppm water-caffeine samples.
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TABLE 3.4
SENSITIVITY OF THE PROPOSED MICROWAVE SENSOR MEASUREMENTS
ON WATER-CAFFEINE
Concentration (x: ppm)

0

0.77

Signal Height (∆|S21|)
Polynomial Regression
R2
Noise (∆|S21|)
LOD (ppm)
MDQ (ng)

0
0.0004 0.001
0.0024 0.0048
∆|S21|=0.0004x3-0.0034x2+0.0084x-0.0057
0.9874
0.00004
0.231
23.1

(a)

(b)
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4.7

27.8

166.7

1000
0.0166

Fig. 3.10 The proposed sensor detection of (a) 1000 ppm and (b) 20000 ppm watersucrose samples under isocratic elution. UV detector result is included for comparison.

To verify the gradient-elution repeatability of the proposed sensor, three gradient
elution tests with 100 μL blank injection (DI water) are performed at 1.65 GHz. The
gradient elution program is provided in Table 3.3. Figure 3.11 shows that the results are
highly reproducible with indistinguishable deviations. The relative standard deviation
(RSD) of gradient peak height and area is within 0.38% and 0.15%, respectively. Then a
100 μL aliquot of 1000 ppm water-caffeine is injected and measured under the same
condition. Since the signal of the caffeine sample is orders of magnitude smaller than
gradient baseline, the curves with blank injection are subtracted from the ones with
caffeine injection. Then the signal of caffeine sample is clearly obtained in Figure 3.12,
which shows that the developed microwave sensor functions properly under gradient
HPLC elution. The signal height is 0.0232. It’s noteworthy that the SNR is deteriorated
when compared to the isocratic case. It’s mainly caused by larger baseline noise.
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Fig. 3.11 Repeatability tests under gradient elution with a 100 μL DI water injection. The
deviations between the tests are within the line thickness. The inset zooms in the gradient
baseline between 25 min and 26.5 min.

Fig. 3.12 The proposed sensor detection of 1000 ppm water-caffeine sample under
gradient elution by subtracting the results of DI-water injection. UV detector result is
included for comparison.
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The proposed resonator is shown to achieve a high sensitivity over a wide LUT
permittivity range. Similar to the optical microring resonator arrays proposed in [3.50], the
wide detection dynamic range allows microwave SRLR sensor to work under gradient
elution. The sensitivities on caffeine detection under gradient elution are comparable to
that of RI detectors under isocratic elution.
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CHAPTER FOUR
A SINGLE-LINE SINGLE-CHANNEL METHOD
FOR THE CHARACTERIZATION OF DIELECTRIC LIQUIDS
4.1 Microwave Microfludics Calibration Methods
Microwave microfluidics is promising to be a powerful dielectric spectroscopy
method [4.1] for real-time and in-situ measurement of liquids. In addition to significantly
reducing sample volumes in traditional dielectric spectroscopy applications, such as
studying the structure and dynamics of protein [4.2] and polymer [4.3], measuring cells in
suspension [4.4], developing drugs [4.5], characterizing petroleum fluids [4.6] and
biodiesel [4.7], evaluating food [4.8] and beverage quality [4.9], and analyzing
biopharmaceutical processes [4.10], the method can enable inline operations, such as
monitoring liquids and particle-suspensions. Nevertheless, the small volume or minute
property change of liquid-under-test (LUT) demands accurate removal of the effects of
measurement cables, connectors and test fixtures as well as operation uncertainties, such
as drifts. As a result, calibration procedures with standard components or reference
liquids are often necessary.
Thru-Reflect-Line (TRL) [4.11], [4.12] is considered the most accurate calibration
method and it only requires the single Line standard that has an accurate characteristic
impedance. The multiline method [4.13] uses redundant Line standards to minimize the
effects of random errors, including variations from Line fabrications. Thus, calibration
accuracy and bandwidth are improved over single Line TRL method [4.14]. These
methods, among others, have been adopted for microwave microfluidics applications
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[4.14]-[4.17]. However, the use of standard components requires multiple connectiondisconnection operations, which could result in significant measurement uncertainties
[4.18] that could be especially important for small volume samples. The singleconnection method [4.19] addresses the multi-connection issue, but multiple reference
materials, such as air and water, are needed. As a result, measurement accuracy depends
on reference quality [4.16]. In addition to measurement complications and costs, the need
for reference materials or standard calibration components makes it difficult for real-time
and in-situ applications, such as inline process monitoring where reference materials are
not available or the calibration operation is cumbersome. Therefore, self and autocalibration methods are desired.
There are a few reported self-calibration methods or “calibration-independent”
methods. The one in [4.20] does not use reference liquids and calibration standards. But
ignored reflection in the reported work could limit measurement accuracy. The use of a
sample-well also complicates measurement operation. The single-length method [4.21]
uses a single measurement fixture to avoid additional parasitic elements that would
produce errors in multi-line or multi-length efforts [4.22]. Nevertheless, the method
requires a reasonable initial guess of the sample dielectric constant for root-searching
algorithm to work. The guess may be difficult when measuring unknown liquids. The
calibration-independent methods [4.23], [4.24] use either air as a reference material or the
material-under-test for self-reference. But multiline or repeated connection-disconnection
operations are needed therein.
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In this work, we propose a single-line, single-channel and single-connection
(SSS) method to measure the dielectric permittivity of liquids with a transmission-line
microfluidic device. No reference liquid is needed for measurement calibration. Closedform formulas are provided to calculate LUT permittivity values from S-parameters.
Thus, the issues associated with current methods discussed above are addressed.

4.2 Single-Line, Single-Channel, Single-Connection (SSS) Method
Fig. 4.1(a) shows a schematic of the proposed method, in which the single
microfluidic channel crosses a straight transmission line, a coplanar waveguide (CPW),
twice. The width of Seg. I is twice the width of Seg. II. During LUT measurements, the
transmission line experiences three different states. Before LUT reaches the CPW at Seg.
I, air fills both transmission line Segs. I and II. The second state is when LUT fills Seg. I
section but not II. The third state is when LUT fills both segments. Scattering parameters
for the three states can be recorded in single-connection measurements while the VNA
performs measurement operations continuously. The meandering channel provides or
enables a time delay necessary for the measurement of the second and third states in the
process.

(a)
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(b)
Fig. 4.1 (a) The schematic of a CPW based microfluidic device for liquid sample
characterization. The Left and Right networks include all the connections between vector
network analyzer (VNA) ports and Segs. I and II. The center section isolates Segs. I and
II. It also provides or enables a time delay needed for VNA measurements and data
recording. (b) A model of the CPW device in (a) for 2-port S-parameter analysis.

Fig. 4.1(b) shows a model of the device in Fig. 4.1(a) with ABCD matrices
describe the line segments. For Segs. I and II sections, their ABCD matrices are:

M I ( II )

 cosh(γ I ( II ) LI ( II ) )
Z I ( II ) sinh(γ I ( II ) LI ( II ) ) 

=  1
I ( II ) I ( II )
I ( II ) I ( II )
sinh(γ L )
cosh(γ L ) 
 Z I ( II )


(4.1)

where LI = 2LII = L. The two CPW sections have the same cross section geometry, thus
identical propagation constant, γI =γII=γ=α+jβ, and characteristic impedance ZI=ZII=Z
when air or LUT fills both sections and when LUT is at the same temperature as the
system in Fig. 4.1(a). The overall ABCD matrix of the 2-port network is

M Left M iI M Center M iII M Right = M i

(4.2)

where subscript i denotes one of the three states. To be specific, the measured scattering
parameters of the device in three states can be described as the following:
1) Both Seg. I and Seg. II are full of air.
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I
II
M Left M air
M Center M air
M Right = M 1

(4.3)

2) Seg. I is filled with LUT while Seg. II with air.
I
II
M Left M liquid
M Center M air
M Right = M 2

(4.4)

3) Both segments are full of LUT.
I
II
M Left M liquid
M Center M liquid
M Right = M 3

(4.5)

Multiply matrix M1 (M2) by the inverse matrix of M2 (M3), we btain
I
I
M Left M air
( M liquid
) −1 ( M Left ) −1 = M 1M 2−1
I
II
II
I
M Center ) M air
M Center ) −1 = M 2 M 3−1
( M Left M liquid
( M liquid
) −1 ( M Left M liquid

(4.6)
(4.7)

I
I
II
II
Notice that M 1M 2−1 ( M 2 M 3−1 ) and M air
( M liquid
) −1 ( M air
( M liquid
) −1 ) are similar matrices.

According to trace matrix theory, we can obtain:
I
I
( M 1M 2−1 ) Tr ( M air
( M liquid
) −1 )
A Tr
=
=

= 2 cosh(γ air L) cosh(γ liquid L) − (

Z
Z air
+ liquid ) sinh(γ air L) sinh(γ liquid L)
Z liquid
Z air

(4.8)

II
II
( M 2 M 3−1 ) Tr ( M air
( M liquid
) −1 )
B Tr
=
=

= 2 cosh(γ air

Remove the term (

Z
Z
L
L
L
L
) cosh(γ liquid ) − ( air + liquid ) sinh(γ air ) sinh(γ liquid )
Z liquid
Z air
2
2
2
2

(4.9)

Z liquid
Z air
) in eqs. (4.8) and (4.9) by using the sums of arguments
+
Z liquid
Z air

rule of hyperbolic function, we can obtain:
4 cosh 2 (γ liquid

L
L
L
L
) − 4 B cosh(γ air ) cosh(γ liquid ) + A + 4 cosh 2 (γ air ) − 2 =
0
2
2
2
2
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(4.10)

Since cosh(γ air

L
) can be calculated with eq. (4.15) when device dimensions and air
2

permittivity are known, eq. (4.10) can be considered as a quadratic equation of
cosh(γ liquid

L
) . We can have:
2

cosh(γ liquid ,1

cosh(γ liquid ,2

L
)=
2
L
)=
2

B cosh(γ air

B cosh(γ air

L
L
) − ( B 2 − 4) cosh 2 (γ air ) − A + 2
2
2
2
L
L
) + ( B 2 − 4) cosh 2 (γ air ) − A + 2
2
2
2

(4.11)

(4.12)

Thus, the transmission-line propagation constants can be obtained from the measured Sparameters in three states with the following formulas:

1,2
cosh −1[
γ liquid
,1

1,2
γ liquid
,2

cosh −1[

B cosh(γ air

B cosh(γ air

L
L
) − ( B 2 − 4) cosh 2 (γ air ) − A + 2
2
2
2
]⋅
2
L
L
L
) + ( B 2 − 4) cosh 2 (γ air ) − A + 2
2
2
2
]⋅
2
L

(4.13)

(4.14)

where A and B are trace constants specified in the appendix. γ1 and γ2 are two eigenvalue
solutions from cosh(γ liquid

L
) . They describe an incident and a reflected wave with
2

γ 1 = −γ 2 . Furthermore, the physically meaningful propagation constant needs to be
1,2
1,2
identified from γ liquid
,1 and γ liquid ,2 . Similar to the technique described in [4.25], some

educated, but often obvious, rules can be exploited from the obtained |α| and |β|. For a
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reasonable γ solution, its αliquid is expected to be larger than αair and have the same sign as
βliquid at each frequency point.
With the obtained γ values, LUT permittivity can be obtained by use of geometry
and material specific models. Many of which are available in literature, such as the
following one [4.26]:
2π f
γ=
αc + j
c

2π f
ε eff =
αc + j
c

qε1 + C0

(4.15)

where c is the speed of light in vacuum, εeff is the effective permittivity, ε1 is the relative
permittivity of LUT, and q and C0 are constants that can be derived from conformal
mapping (CM) [4.27], [4.28] or single layer reduction [4.29] techniques. Conductor loss
[4.26], [4.30] (αc) can also be considered for better accuracy. Nevertheless, the
limitations of the chosen model will carry over to the proposed SSS method. For instance,
CM analysis deals with DC fields, which are only approximations for the primary modes
of CPW and microstrip lines. Partial capacitance method assumes the electric field lines
are parallel to the surface of each dielectric layer [4.28]. As a result, the accuracy of eq.
(15) deteriorates at higher frequencies. Additionally, the quasi-closed form equation
[4.30] for conductor loss assumes a metal thickness larger than its skin depth, which may
not be valid at low frequencies.

4.3 Algorithm Evaluation
S-parameters from ADS (Advanced Design System) and HFSS (High Frequency
Structure Simulator) simulations are obtained to evaluate the obtained γ formula in eqs.
(4.13) and (4.14). For ADS simulation, the model in Fig. 4.1(b) is used. For Segs. I and II,
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they have a substrate permittivity, εsub,ADS, equal to the effective permittivity of the test
structure presented in Section III. The values of εsub,ADS are calculated with the following
formula [4.26],
= 2ε eff −=
ε sub , ADS
1 0.9874ε1 + 2.8140 − j 0.0004

(4.16)

where εeff is obtained as in eq. (4.15) with q=0.4937 and C0=1.9070-j0.0002, which are
comparable with the values in [4.14]. Since DI water permittivity is frequency dependent,
ε1 can be approximated by use of polynomial fitting. Then, the dielectric parameters for
Substrate 1 (DI water) are
1.225 ×10−40 f 4 + 7.889 ×10−30 f 3 − 2.84 ×10−19 f 2 + 4.641×10−11 f + 82.2001
εr =

(4.17)

Tan θ = 1.372 ×10−43 f 4 − 1.875 ×10−32 f 3 + 4.444 ×10−24 f 2 + 5.265 ×10−11 f + 7.562 ×10−6 (4.18)

For Substrate 2 (air), we have

ε r = 3.8020

(4.19)

Tan θ = 0.0001

(4.20)

As shown in Fig. 4.2, five groups of simulations are conducted from 100 MHz to
10 GHz. Groups 1-3 provide the S-parameters of the three states. Groups 4-5 generate
cosh(γ air

L
) and γ liquid , ADS , respectively, for comparison with results from eqs. (4.13) and
2

(14). Simple CPWs, CPW 1 and CPW 5 with estimated lengths, are used to represent the
Left Network and Right Network in Fig. 4.1 even though coaxial cables, cable connectors
and cable-to-CPW transition sections are included in the experimental setup (Section
4.4). Such simplified representation, as well as corresponding ADS simulation analysis, is
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possible since the effects of these networks will be cancelled as shown in the matrix
trace-based derivation above.

Fig. 4.2 Five groups of ADS simulation. The parameters for CPW 1, CPW 3 and CPW 5
are not given since their effects will be cancelled. The parameters of CPWs 2 and 4 are
defined in Fig. 4.5(b).

1,2
With the S-parameters in simulations 1-4, propagation constant γ liquid
,1(2) is

calculated from eqs. (4.13) and (4.14). For L= 200 μm and L= 10 mm, respectively, the
obtained results are shown in Fig. 4.3 for DI water. At each frequency points, two
solutions (absolute values) exist. Nevertheless, at the lowest frequencies, the solution that
has αliquid larger than αair and with αliquid of the same sign as βliquid is chosen. For the
next frequencies, the solutions that produce a smooth and continuous contour are
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reasonable [4.25]. It shows that the calculated |γ| agrees well with the ADS-simulated |γ|
in group 5 of Fig. 4.2. Similar results are obtained for other materials, including
methanol, ethanol and 2-propanol (IPA). The capability to determine the correct solution
is valuable especially when the LUT property has unexpected frequency dependence or
the measurement CPWs are electrically long (Figs. 4.3(c) and (d)), such as at millimeter
wave and terahertz frequencies where estimates of LUT permittivity values could be
more difficult than judging which solution to choose.

(a)

(b)

(c)

(d)
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Fig. 4.3 The calculated and ADS simulated broadband propagation constant. Absolute (a)
real and (b) imaginary part for L= 200 μm. Absolute (c) real and (d) imaginary part for
L= 10 mm. The graphs in the dashed rectangular from 100 MHz to 1 GHz are zoomed in
the insets.

Full-wave HFSS simulations between 100 MHz and 10 GHz are also performed
for the experimental device in Section 4.4 to further validate eqs. (4.13) and (4.14).
Propagation constant γ is calculated with S-parameters from HFSS simulations and
compared with γ from HFSS simulations. Various combinations of arbitrary ε' and ε''
parameters are used to obtain the results in Fig. 4.4. It is shown that the relative errors are
smaller than 5.64%, which indicates reasonable agreement over a wide permittivity
range.

(a)

(b)
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(c)

(d)

Fig. 4.4 A comparison of the propagation constants obtained from eqs. (4.13), (4.14) and
HFSS simulation. (a) Real and (b) imaginary part of γ for ε' from 1 to 80 while ε'' =0. (c)
Real and (d) imaginary part of γ for ε'' from 0.1 to 40 while ε'=1.

The method in Fig. 4.1 uses air as a reference material for liquid permittivity
extraction, similar to the methods in [4.21]. Thus, the accuracy of air permittivity values
is important. It is well-known that temperature, pressure and humidity all affect εair,
which could cause measurement errors. Fortunately, the relative permittivity of air
changes little, e.g. approximately 10-4 when temperature increases by 100 ˚C and under 1atm pressure [4.31]. Thus, εair =1.0006 is a good approximation for most of microfluidic
applications.
Coplanar waveguide (CPW) is used in Fig. 4.1 and the discussions above. But
the equations to calculate γ from measured S-parameters are applicable to any type of
transmission lines even though different transmission lines have different models to
extract LUT permittivity from γ. Additionally, a straight microfluidic channel can be used
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with a meandering transmission line. Therefore, different variants of the device can be
exploited for different applications.

4.4 Experimental Measurements
A coplanar waveguide (CPW) with two microfluidic channels, Fig. 4.5, is built to
verify the proposed method. The use of two separate channels in Fig. 4.5(a) provides
flexibility in experiment. Besides, the two microfluidic channels are connected together
with a capillary tube to form a one-channel device for single-channel and singleconnection measurement demonstration without the need for liquid reference materials or
calibration standards. In addition to conventional applications, it is quite suitable for realtime and in-situ liquid monitoring. A few commonly used liquids, i.e. de-ionized (DI)
water, methanol, ethanol and 2-propanol (IPA) from Sigma-Aldrich (US), are measured.

(a)

(b)

(c)
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Fig. 4.5 (a) Top view of the CPW fluidic sensor. (b) Cross-section view of Segs. I and II.
(c) A picture of the device under test with the two channels in (a) connected in series.

Device Fabrication. The microwave microfluidic device is fabricated with
standard microfabrication techniques on a 700-μm-thick quartz wafer. A 200-nm-thick
gold film was deposited on a 20-nm-thick Ti adhesion layer to form a CPW structure.
Another 20-nm-thick Ti is deposited on the gold layer for bonding to
polydimethylsiloxane (PDMS) microfluidic channels. A nanometer layer of titanium
dioxide will form upon Ti exposure to air. Nevertheless, the thin oxide film protects Ti
metal from further oxidation and makes it slow to react with water and air in ambient
temperature as well as resistant to dissolution [4.32]. However, the titanium dioxide is not
compatible with strong acids and the thin oxide film may affect LUT permittivity
measurement accuracy. The microfluidic channels are placed perpendicular to
transmission line. Fig. 4.5(b) shows the cross section of the device. Table 4.1 summarizes
the device parameters. The corresponding values of q and C0 in eq. (4.15) are already
provided above. The sensor is settled on a brass holder, as shown in Fig. 4.5(c), for a
better resistance to mechanical vibration and parasitic modes. A VNA is used to measure
the 2-port S parameters from 100 MHz to 9 GHz.
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TABLE 4.1
PARAMETERS OF THE CPW SENSOR STRUCTURE
Parameter

Symbol

Value

Metal layer thickness
CPW dimension
Seg. I length
Seg. II length
Channel height
LUT relative permittivity
Substrate thickness (Quartz)
Quartz relative permittivity
PDMS layer height
PDMS relative permittivity[4.21]

t
g/w/g
L
L/2
h1
ɛ1
h2
ɛ2
h3
ɛ3

200 nm
5/40/5 μm
200 μm
100 μm
100 μm
unknown
700 μm
3.78
3 mm
2.77-j0.035

LUT Measurement: Two Separate Channels. For each of the sample liquids,
i.e. DI water, methanol, ethanol and IPA, the S-parameters of the three states are obtained
by measuring them separately, instead of single-channel measurements. Each
measurement is repeated three times. The measured data are then processed by use of eqs.
(4.13) and (4.14) in Section 4.2 to obtain γliquid. The complex permittivity of the LUT is
obtained from eq. (4.15). Fig. 4.6 shows the obtained ε*liquid. The results agree with ColeCole model [4.33]-[4.36] reasonably well. The calculated correlation coefficients R2
[4.37], summarized in Table 4.2, further confirm the agreement since R2 are higher than
0.937 for both real and imaginary permittivity components. Besides, the average relative
errors (AREs) of the LUT permittivity are lower than 7.28%. ARE is defined as

ARE
=

1
N

N

∑
i =1

ε iMeasured − ε ireference
× 100%
ε ireference

(4.21)

to describe spectrum accuracy [4.38], where N is the number of measured frequency
points over the spectrum.
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(a)

(b)

(c)

(d)

Fig. 4.6 The measured complex permittivity compared with the values from Cole-Cole
model [4.33]-[4.36]: (a) IPA, (b) ethanol, (c) methanol, and (d) DI water. To obtain the
absolute permittivity values of each LUT, air permittivity is εair=1.0006.

TABLE 4.2
ACCURACY OF THE SEPARATE-CHANNEL MEASUREMENT
LUT

ε ''

ε'
R2

ARE

R2

ARE

IPA
Ethanol
Methanol

0.996
0.998
0.999

3.31%
4.15%
3.67%

0.946
0.937
0.943

5.06%
6.15%
6.87%

DI water

0.999

3.80%

0.959

7.28%
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LUT Measurement: A Single Channel. The two microfluidic channels in Fig.
4.5(c) are connected together with a silicone tubing to form a single channel. The 100
mm long tubing has a 0.51 mm inner diameter and provides approximately 60 seconds
delay time. The S-parameter data of the three states are then obtained in singleconnection measurements, without VNA calibration. Furthermore, two different liquids,
i.e. DI water and IPA, are measured successively. The obtained S parameters, such as S21
magnitude, are plotted in Fig. 4.7. Fig. 4.7(b) shows |S21| vs. time at 2 GHz. The five
phases of different channel conditions are clearly shown. By using the proposed method,
the permittivity of DI water can be extracted from Phase I to Phase III with air as
reference. Then the permittivity of IPA can be extracted from Phase III to Phase X by
considering DI water as a reference material. Fig. 4.8 shows the extracted ε*liquid, which
agrees with results from Cole-Cole model [4.35], [4.36]. Table 4.3 shows that the
correlation coefficients R2 are higher than 0.948 and the AREs are lower than 7.11% for
both LUTs. The measurement accuracy is comparable with the results in Table 4.2.

(a)

(b)
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Fig. 4.7 Measured |S21| of DI water and IPA in succession: (a) from 100 MHz to 9 GHz,
(b) at 2 GHz, along the blue arrow in (a).

(a)

(b)

Fig. 4.8 Measured complex permittivity compared with Cole-Cole model values [4.35],
[4.36]: (a) DI water (b) IPA. For the permittivity extraction of DI water, the reference
material is air. While for the IPA, the reference material is the measured DI water.

TABLE 4.3
ACCURACY OF THE SINGLE-CHANNEL MEASUREMENT
LUT

ε ''

ε'
R2

ARE

R2

DI water

0.995

3.31%

0.966

7.11%

IPA

0.992

3.15%

0.948

4.99%

ARE

Measurement Error Consideration. Since the matrix trace-based technique
depends on the difference between the measurements, longer Segs. I and II in Fig. 4.1
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and higher measurement frequencies are expected to achieve better accuracies [4.22].
This agrees with the results shown in Fig. 4.8. Additionally, the length ratio (LR) of the
two fluidic segments along the wave propagation direction is L : L/2 for eqs. (4.13) and
(4.14). Deviations from this ratio will affect measurement accuracy. Such deviations
could come from process variation in device fabrication even though the variation is
often very small [4.39]. To quantify the effects, the CPW device in Fig. 4.5 is modeled in
HFSS and simulated with different LR deviations by changing Seg. I length. For each LR
deviation case, the three transmission line states are simulated from 100 MHz to 10 GHz
with ε*liquid=40-j8, which is arbitrarily chosen. Then following the proposed measurement
method, the calculated propagation constants for different LR deviations are compared to
those from HFSS simulations. Fig. 4.9 shows the results of two LR cases. The relative
error spectrum is also plotted. Obviously, the ARE of calculated propagation constants
increases when LR deviation increases. Nevertheless, the errors are likely tolerable since
micro fabrication techniques can achieve highly precise dimension ratio.

(a)

(b)
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Fig. 4.9 The calculated broadband propagation constants based on the proposed
calibration method for different LR deviations: (a) real and (b) imaginary part of γ.

The accuracy of γ in eqs. (4.13)-(4.15) can be affected by other factors. First,
inaccurate CPW and microfluidic channel dimensions, which are estimated to be within
0.08 μm [4.22] and can cause a maximum 0.91% error in effective air permittivity
calculation. Second, the uncertainty of PDMS dielectric property, e.g. a 1% permittivity
error [4.21]. But it only causes 0.007% error when estimating the effective permittivity of
air filled channel. The very small error is due to a very small PDMS filling factor,
estimated to be approximately 0.0063 from CM theory. Third, the inherent limitations of
CM and partial capacitances methods, as discussed in Section 4.2.
Compared with the single length or the single channel method [4.21], the
proposed SSS method yields an analytical formula for direct calculation of propagation
constant without the need to estimate LUT permittivity values over the measured
frequency range. This is especially advantageous for measuring unknown LUTs in
addition to reduced computing efforts. Compared with the single connection method
[4.19], no additional reference liquids are needed for calibrations. Table 4.4 summarizes
the comparison between the presented method in this work and other comparable
approaches.
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TABLE 4.4
THE COMPARISON OF SELECTED METHODS FOR LIQUID PERMITTIVITY CHARCTERIZATION
Ref.

Calibration
Standard

Reference
Liquid

SingleConnection

Frequency Range

Single Line
TRL
Multiline
TRL
Not
Required

Not
Required
Not
Required
DI water
and saline
solutions
Not
Required
Not
Required
Not
Required

No

400 MHz-35 GHz

No

45 MHz-40 GHz

Yes

100 MHz-110 GHz

Yes
Yes

2 GHz-7.5 GHz
(discrete frequencies)
100 MHz-40 GHz

Yes

100 MHz-9 GHz

[4.14]
[4.15]
[4.19]
[4.20]

Not
Required
Not
Required
Not
Required

[4.21]
This
work
a

c

Relative error (RE)= ε iMeasured − ε ireference
. b
×100% =
|Serr |
reference
εi

=
|Serr |

N =2

∑S

i , j =1

SCC
ij

− SijTRL

2

N =2

∑S

i , j =1

ij

− SijModel

2

Method for
Permittivity
Extraction
Finite-element
Simulation
Finite-element
Simulation
Finite-element
Simulation
CM Model
Newton-Raphson
Algorithm
CM Model

Accuracy

Sample
Volume

a

RE<3%

<3 μL

b

|Serr| <~0.08

*

c

|Serr| <-30dB

*

12 nL
3 nL

0.0097( ∆ε '' )
@ ε '' = 20.99
Not provided

54 nL

ARE <7.28%

**

d

76.6 μL
20.4 μL

describes the difference between the measured and modeled S-parameters.

where S TRL is microfluidic-multiline TRL corrected S-parameters and S SCC is multistate single-connection corrected Sij
ij

d
Maximum error. *Active fluid volume of CPW device for the channel section above center conductor and gaps [4.15]. **The 20.4
parameters.
μL sample volume includes the volume of the meandering silicon tubing. The active fluid volume in our measurement is 1.5 nL (100-μm channel
height, 300-μm channel length and 50-μm channel width above center conductor and gaps). Thus, for nL sample measurements, the length of the
meandering channel needs to be significantly reduced, e.g. to hundreds of micrometers or less. Fluid flow or VNA measurement time can be
manipulated accordingly.

References
[4.1] U. Kaatze and Y. Feldman, "Broadband dielectric spectrometry of liquids and
biosystems," Meas. Sci. Technol., vol. 17, no. 12, pp. R17-R35, Dec. 2005.
[4.2] A. Oleinikova, P. Sasisanker, and H. Weingartner, “What can really be learned from
dielectric spectroscopy of protein solutions? A case study of ribonuclease A,” J. Phys.
Chem. B, vol. 108, pp. 8467-8474, May 2004.
[4.3] F. Bordi, C. Cametti, and R. H. Colby, “Dielectric spectroscopy and conductivity of
polyelectrolyte solutions,” J. Phys., Condensed Matter, vol. 16, no. 49, pp. R1423R1463, Nov. 2004.
[4.4] K. Heileman, J. Daoud, and M. Tabrizian, “Dielectric spectroscopy as a viable
biosensing tool for cell and tissue characterization and analysis,” Biosensors Bioelectron.,
vol. 49, pp. 348-59, Nov. 2013.

87

[4.5] Z. Wojnarowska, P. Wlodarczyk, K. Kaminski, K. Grzybowska, L. Hawelek, and
M. Paluch, "On the kinetics of tautomerism in drugs: new application of broadband
dielectric spectroscopy," J. Chem. Phys., vol. 133, p. 094507, Sep. 2010.
[4.6] L. Goual and A. Firoozabadi, "Measuring asphaltenes and resins, and dipole
moment in petroleum fluids," AIChE Journal, vol. 48, no. 11, pp. 2646-2663, Apr. 2002.
[4.7] S. D. Romano and P. A. Sorichetti, Dielectric spectroscopy in biodiesel production
and characterization. Springer Science & Business Media, 2010.
[4.8] S. N. Jha, K. Narsaiah, A. L. Basediya, R. Sharma, P. Jaiswal, R. Kumar, and R.
Bhardwaj, “Measurement techniques and application of electrical properties for
nondestructive quality evaluation of foods—A review,” J. Food Sci. Technol., vol. 48,
no. 4, pp. 387-411, Aug. 2011.
[4.9] W. Guo, X. Zhu, H. Liu, R. Yue, and S. Wang, “Effects of milk concentration and
freshness on microwave dielectric properties,” J. Food Eng., vol. 99, no. 3, pp. 344-350,
Aug. 2010.
[4.10] C. Justice, A. Brix, D. Freimark, M. Kraume, P. Pfromm, B. Eichenmueller, and P.
Czermak, “Process control in cell culture technology using dielectric spectroscopy,”
Biotechnol. Adv., vol. 29, no. 4, pp. 391-401, Jul. 2011.
[4.11] G. F. Engen and C. A. Hoer, “‘Thru-reflect-line’: An improved technique for
calibrating the dual six-port automatic network analyzer,” IEEE Microw. Theory Tech.,
vol. MTT-27, no. 12, pp. 987-993, Dec. 1979.
[4.12] H. J. Eul and B. Schiek, “A generalized theory and new calibration procedures for
network analyzer self-calibration,” IEEE Trans. Microw. Theory Techn., vol. 39, no. 4,
pp. 724-731, Apr. 1991.
[4.13] R. B. Marks, “A multiline method of network analyzer calibration,” IEEE Trans.
Microw. Theory Techn., vol. 39, no. 7, pp. 1205-1215, Jul. 1991.
[4.14] K. Grenier, D. Dubuc, P. E. Poleni, M. Kumemura, H. Toshiyoshi, T. Fujii, and H.
Fujita, “Integrated broadband microwave and microfluidic sensor dedicated to
bioengineering,” IEEE Trans. Microw. Theory Techn., vol. 57, no. 12, pp. 3246-3253,
Dec. 2009.
[4.15] J. C. Booth, N. D. Orloff, J. Mateu, M. Janezic, M. Rinehart, and J. A. Beall,
“Quantitative permittivity measurements of nanoliter liquid in microfluidic channels to
40 GHz,” IEEE Trans. Instrum. Meas., vol. 59, no. 12, pp. 3279-3288, Dec. 2010.

88

[4.16] N. M. née Haase, G. Fuge, H. K. Trieu, A.-P. Zeng, and A. F. Jacob, “Miniaturized
transmission-line sensor for broadband dielectric characterization of biological liquids
and cell suspensions,” IEEE Trans. Microw. Theory Techn., vol. 63, no. 10, pp. 30263033, Oct. 2015.
[4.17] C. A. E. Little, N. D. Orloff, I. E. Hanemann, C. J. Long, V. M. Bright, and J. C.
Booth, “Modeling electrical double-layer effects for microfluidic impedance
spectroscopy from 100 kHz to 110 GHz,” Lab Chip, vol. 17, no. 15, pp. 2674-2681, Jul.
2017.
[4.18] D. F. Williams, J. C. M. Wang, and U. Arz, “An optimal vector-network analyzer
calibration algorithm,” IEEE Trans. Microw. Theory Techn., vol. 51, no. 12, pp. 23912401, Dec. 2003.
[4.19] X. Ma, N. D. Orloff, C. A. E. Little, C. J. Long, I. E. Hanemann, S. Liu, J. Mateu,
J. C. Booth, and J. C. M. Hwang, “A multistate single-connection calibration for
microwave microfluidics,” IEEE Trans. Microw. Theory Techn., vol. 66, no. 2, pp. 10991107, Feb. 2018.
[4.20] Y. Cui, and P. Wang, “Auto-tuning and self-calibration of high sensitivity radio
frequency interferometers,” IEEE Microw. Wireless Compon. Lett., vol. 26, no. 11, pp.
957-959, Nov. 2016.
[4.21] N. J. Farcich, J. Salonen, and P. M. Asbeck, “Single-length method used to
determine the dielectric constant of polydimethylsiloxane,” IEEE Trans. Microw. Theory
Techn., vol. 56, no. 12, pp. 2963-2971, Dec. 2008.
[4.22] S. Liu, N. D. Orloff, C. A. E. Little, W. Zhao, J. C. Booth, D. F. Williams, I.
Ocket, D. M. M.-P. Schreurs, and B. Nauwelaers, “Hybrid characterization of nanolitre
dielectric fluids in a single microfluidic channel up to 110 GHz,” IEEE Trans. Microw.
Theory Techn., vol. 65, no. 12, pp. 5063-5073, Dec. 2017.
[4.23] C. Zhao, Q. Jiang, and S. Jing, “Calibration-independent and position-insensitive
transmission/reflection method for permittivity measurement with one sample in coaxial
line,” IEEE Trans. Electromagn. Compat., vol. 53, no. 3, pp. 684-689, Aug. 2011.
[4.24] U. C. Hasar, “Calibration-independent method for complex permittivity
determination of liquid and granular materials,” Electron. Lett., vol. 44, no. 9, pp. 585586, Apr. 2008.
[4.25] J. A. Reynoso-Hernández, C. F. Estrada-Maldonado, T. Parra, K. Grenier, and J.
Graffeuil, “An improved method for estimation of the wave propagation constant in
broadband uniform millimeter wave transmission line,” Microwave Opt. Technol. Lett.,
no. 4, pp. 268-271, Aug. 1999.

89

[4.26] R. N. Simons, Coplanar Waveguide Circuits, Components, and Systems. New
York: Wiley-IEEE Press, 2001.
[4.27] B. Kang, C. Jeiwon, C. Changyul, and K. Youngwoo, “Nondestructive
measurement of complex permittivity and permeability using multilayered coplanar
waveguide structures,” IEEE Microw. Wireless Compon. Lett., vol. 15, no. 5, pp. 381383, May 2005.
[4.28] Y. Cui and P. Wang, “The design and operation of ultra-sensitive and tunable
radio-frequency interferometers,” IEEE Trans. Microw. Theory Techn., vol. 62, no. 12,
pp. 3172-3182, Dec. 2014.
[4.29] A.K. Verma, Nasimuddin and E.K. Sharma, “Analysis and circuit model of a
multilayer semiconductor slow-wave microstrip line,” IEE Proc.-Microw. Antennas
Propag., vol. 151, no. 5, pp. 411-449, Oct. 2004.
[4.30] C. L. Holloway and E. F. Kuester, “A Quasi-Closed Form Expression for the
Conductor Loss of CPW Lines, with an Investigation of Edge Shape Effects,” IEEE
Trans. Microwave Theory Techn., Vol. 43, No. 12, pp. 2695-2701, Dec. 1995.
[4.31] J. H. Kang, S. Park, and S. Cho, "A Relative Permittivity-Based Air Pressure
Sensor Using Standard CMOS Process," IEEE Sens. J. vol. 17, no. 12, pp. 3892-3899,
Jun. 2017.
[4.32] J. C. Hoogvliet and W. P. van Bennekom, “Gold thin-film electrodes: An EQCM
study of the influence of chromium and titanium adhesion layers on the response,”
Electrochim. Acta., vol. 47, no. 4, pp. 599-611, Nov. 2001.
[4.33] T. Sato, A. Chiba, and R. Nozaki, “Hydrophobic hydration and molecular
association in methanol–water mixtures studied by microwave dielectric analysis,” J.
Chem. Phys., vol, 112, no. 6, pp. 2924-2932, Feb. 2000.
[4.34] T. Sato, A. Chiba, and R. Nozaki, “Dynamical aspects of mixing schemes in
ethanol–water mixtures in terms of the excess partial molar activation free energy,
enthalpy, and entropy of the dielectric relaxation process,” J. Chem. Phys., vol, 110, no.
5, pp. 2508-2521, Feb. 1999.
[4.35] T. Sato, and R. Buchner, “The cooperative dynamics of the H-bond system in 2propanol/water mixtures: Steric hindrance effects of nonpolar head group,” J. Chem.
Phys., vol, 119, no. 20, pp. 10789-10800, Nov. 2003.
[4.36] R. Buchner, J. Barthel, and J. Stauber, “The dielectric relaxation of water between
0 °C and 35 °C,” Chem. Phys. Lett., vol. 306, nos. 1–2, pp.57–63,Jun.1999.

90

[4.37] D. Ye, W. Wang, D. Moline, M. S. Islam, F. Chen, and P. Wang, “A microwave
flow detector for gradient elution liquid chromatography,” Anal. Chem., vol. 89, no. 20,
pp. 10761-10768, Sep. 2017.
[4.38] H. Elmajid, J. Terhzaz, H. Ammor, Mo. Chaïbi, and A. M. Sánchez, "Application
of the Mode Matching Technique to Determine the Complex Permittivity of Each Layer
for a Bi-Layer Dielectric Material at Microwave Frequency", Int. J. Antennas Propag.,
vol. 5, no. 3, pp. 162-168, Jun 2015.
[4.39] H. Hussein , G. Bourbon, P. Le Moal, Y. Haddab, P. Lutz “Mechanical stop
mechanism for overcoming MEMS fabrication tolerances” J. Micromech. Microeng., vol.
27, no. 1, p. 017001, Nov. 2016.

91

CHAPTER FIVE
RADIOFREQUENCY NON-THERMAL EFFECT ON THE
GROWTH OF SACCHAROMYCES CEREVISIAE
5.1 Radiofrequency Non-Thermal (NT) Effect
NON-thermal (NT) radiofrequency (RF) effects on biological cells are of great
interest. It is essential for understanding potential RF health risks, such as RF-induced
cancer [5.1]-[5.3], neuropsychiatric disorder [5.4], [5.5], fertility impairment [5.6], [5.7],
and alteration in tissue, protein and DNA molecules [5.8]-[5.11]. Nevertheless, reports on
RF NT bio-effects have been conflicting, despite extensive efforts. For instance, an
increase of glial fibrillary acidic protein (GFAP) expression in rat brain was observed
after a GSM (Global System for Mobile Communication) exposure at 900 MHz by using
a loop antenna [5.12]. On the other hand, no effect was observed in rat brain after an
exposure to 900 MHz GSM by using a transverse electromagnetic mode (TEM) device
[5.13]. The characterization of field uniformity for different RF devices could be critical
in order to reproduce and compare the similar experiments. Besides, the potential thermal
effects were not controlled or isolated therein. The effects of continuous-wave (CW), 900
MHz GSM and 1950 MHz UMTS (Universal Mobile Telecommunications System)
signals on resting electroencephalogram were tested and compared [5.14]. No significant
changes and differences are observed, indicating no modulation effects (frequency,
power, pulse, etc.) on cells. Nonetheless, enhanced electroencephalogram alpha activity
with GSM but not with UMTS modulation was observed [5.15]. Common to these
experimental efforts is the lack of a reliable biological cell-RF interaction model to
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explain the observations. To build such as model, a method to investigate cell-RF
interactions systematically and reliably is needed. In this work, we report our efforts on
such a method.
The uncertain non-thermal RF effects on cells has been explored for potential
beneficial applications, such as enhanced cell growth. A 905 MHz GSM modulation
signal was examined for its effects on the growth of different Saccharomyces cerevisiae
strains with a gigahertz TEM device [5.16]. Significant reduction or no obvious change
of growth rates, depended on cell species/strain, were observed. Furthermore, it was
observed that the growth rate enhancement of S. cerevisiae under 900 MHz RF exposure
depended on the input power level [5.17]. Additionally, low-power microwave exposure
at 1800 MHz and 2100 MHz on S. cerevisiae was observed to either enhance or inhibit
cell growth rate depending on the frequency and power [5.18]. Yet, temperature control
was not reported in these studies. Furthermore, the selection of RF parameters, such as
frequency, was speculative. Addressing these issues would help clarify RF-cell
interactions and facilitate the exploration of RF NT effect applications.
In this work, we present a simple and scalable device in conjunction with
broadband dielectric spectroscopy to systematically investigate RF NT effects on S.
cerevisiae growth, as this species has broad industrial applications as baker’s and
brewer’s yeast [5.19]. A stripline-based TEM device was designed with a cutoff
frequency higher than 10 GHz. An analysis of permittivity-difference between the
medium and the medium with yeast was used to determine the RF frequency of interest.
The effect of RF/microwave on yeast growth was examined. The results were compared
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with those from two identical reference devices. One reference device was placed in the
same incubator (i.e., at the same temperature) as the test device, but without RF power.
The second reference device was placed in a different incubator that had a 1 °C higher
temperature.

5.2 TEM Device Design
To achieve a uniform field distribution in RF-cell interaction regions and over a
broad frequency range for systematic RF-cell interaction investigation, we used the
simple transvers electromagnetic mode (TEM) device shown in Fig. 5.1. The symmetrical
TEM device has multiple sections: two grounded coplanar waveguides (GCPWs), two
transition sections, and the center stripline. The TEM device consists four parts, Fig.
5.1(a). The ground, made of brass, also serves as a fixture frame for the RF connectors.
The substrate consists of two identical chambers that were made from a biocompatible
3D-printing material Med610, Figs. 5.1(b) and (c). The chambers hold yeast in culture
medium for the RF effect investigations. For the electrodes, the four rectangular pieces
made of copper are soldered to the ground to form a grounded plane for the TEM device.
The center electrode connected to the curved transition sections is the signal line and is
sandwiched by the two chambers. The brass cover mechanically and electrically shield
the culture chambers during RF exposure experiments. Figs. 5.1(b) and (c) show the top
view of the TEM device and the cross section of the structure, respectively. The cover in
Fig. 5.1(b) is omitted only for better visualization. The center electrode and the ground
form a stripline structure to support TEM-mode wave propagation. The volume of each
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chamber is 240 μL (lc× wc× dc). Fig. 1(d) shows a side view of the signal line of the
whole TEM device. The electrode width quadratically changes from 250 μm to 10 mm,
which allows a GCPW-to-stripline transition to maintain low reflection and insertion loss
[5.20]. The TEM device in millimeter size has a high excitation frequency for the higherorder modes, thus easily achieving a broadband performance up to gigahertz.

(a)

(b)

(c)

(d)
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Fig. 5.1 (a) An illustration of the proposed TEM device. (b) Top view of the TEM device.
(c) Cross-section view along the AA' in (b). (d) Cross-section view of center electrode
along the BB' in (b). L= 50 mm, W= 25 mm, w1= 250 μm, g1= 170 μm, tc= 0.5 mm, lc=
10 mm, wc= 3 mm, dc= 8 mm, d1= 12 mm, d2= 3.5 mm, w2= 250 μm, w3= 10 mm, L1= 7.5
mm, L2= 12 mm, L3= 11 mm.

The device in Fig. 5.1 was modeled and simulated with HFSS (High Frequency
Structure Simulator). Broadband measurements were conducted to validate the design.
Fig. 5.2 compares the simulated and measured S-parameters from 100 KHz to 3.0 GHz
when the chambers were empty or filled with 240-μL de-ionized (DI) water. The
dielectric property of the DI water was used for simulation was imported from the work
described in [5.21]. For both cases, the measured S-parameters agreed well with the
simulated results. At a frequency below 500 MHz and from 2.2 GHz to 2.7 GHz, the
return loss was lower than -10 dB, indicating a good match for the conditions.
Furthermore, the insertion loss over the measured frequency range was always lower than
-5.0 dB, thus verifying the transition structure design.
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(a)

(b)

Fig. 5.2 The comparison between the simulated and measured S-parameters from 100
KHz to 3 GHz when the chambers in Fig. 1 are (a) empty and (b) filled with DI water.

To better understand the electromagnetic field distribution in the TEM device,
Fig. 5.3(a) shows the electric (E) and magnetic (H) field within the stripline structure
when the chambers are empty. The TEM-mode wave propagates along the Z direction.
When the source power is set to 1.0 mW, the E intensity along particular reference lines
(RLs), shown in Fig. 5.3(a), is obtained, and the results at several frequencies below 1.0
GHz, which are plotted in Figs. 3(b) and (c), respectively. These plots show that the
electric field intensity at each frequency along Y- and Z-direction RLs has a variation less
than ± 6.9% and ± 16.9%, respectively. The Z-dependent variation is further reduced in
actual operation where source 1 and 2 of the VNA are used alternately in time. These
simulations revealed a relatively homogeneous field distribution within the culture
chambers at frequencies below 1.0 GHz. It’s noteworthy that the dielectric discontinuity
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between the electrodes, especially when a sample is inserted, can cause electromagnetic
field distortion. Nonetheless, the influence of the sample can be evaluated by modeling
the field before and after sample placement [5.22], [5.23]. To achieve uniform field at
gigahertz, some TEM devices make use of resonance at higher-order mode, which can
destroy the TEM mode [5.24]. The proposed TEM device has millimeter dimensions
which results in an estimated cutoff frequency of 12.5 GHz for TE10, usually the first
higher-order mode [5.24]. Therefore, the TEM device can operate in gigahertz range with
a uniform TEM field thoughout the small chamber, while capable of supporting cell
growth.

(a)

(b)

(c)
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Fig. 5.3 Field distribution of the TEM device and simulation results. (a) Illustration of the
E and H filed distribution within the stripline structure. (b) The simulated electrical field
intensity on a Z-direction RL at X= 2 mm, Y= 7.5 mm, and (c) on a Y-direction RL at X=
2 mm, Z= 5.5mm. The chamber is empty and the frequency ranges from 1.0 MHz to 1
GHz.

5.3 Permittivity Analysis for RF Frequency Selection
Since the dielectric property, i.e., ε(f)=ε'(f)-jε''(f), of cells indicates cell interaction
with the applied RF fields, we used broadband measurement of bulk cultures to obtain
cell ε(f) to guide the RF frequency selections. In this work, a method based on the singlelength/single-connection calibration technique [5.25], [5.26] was used to obtain the
permittivity difference between the culture medium and the medium containing the yeast
cells. The basic algorithm is given below.
First, the RF wave propagation through the device in Fig. 5.1(a) can be expressed
as a cascaded ABCD matrix:

AXB = M

(5.1)

where X represents the center stipline network and M is the measured system ABCD
matrix. Matrices A and B are for the left and right networks that include all the
connections between the vector network analyzer (VNA) ports and the center network X.
When TEM-mode wave propagates through the stripline, and X can be expressed as
 cosh(γ L) Z sinh(γ L) 

X =1
 sinh(γ L) cosh(γ L) 
 Z
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(5.2)

where γ is complex propagation constant, L is the length of stripline that is equal to lc (10
mm), and Z is the characteristic impedance inversely proportional to γ. After measuring
the culture medium and medium containing yeast cells, we can obtain eq. (5.3) [5.25],
which is given by

2cosh(γ 1 L) cosh(γ 2 L) − (

γ1 γ 2
+ )sinh(γ 1 L)sinh(γ 2 L) =
Tr ( M 1M 2−1 )
γ 2 γ1

(5.3)

where subscripts 1 and 2 denote culture medium and medium containing yeast. Tr(M1M21

) is a constant obtained by calculating the trace of matrix M1M2-1. When the dielectric

property of two materials are similar, such as culture medium vs the medium containing
the low-density yeast cells, eq. (5.3) can be simplified to

2cosh[(γ 1 − γ 2 ) L] =
Tr ( M 1M 2−1 )

(5.4)

Thus, the propagation constant difference between the culture medium and the medium
containing yeast can be obtained and correlated to the permittivity difference:

ω
ω
γ 1 − γ 2 j ( ε eff ,1 − ε eff ,2 )  j (ε1 − ε 2 )
=
c
c

(5.5)

The complex propagation can be expressed as

γ=
αc + j

ω
c

ε eff =
αc + j

ω
c

qε + C0

(5.6)

where q and C0 are constants that can be derived from conformal mapping (CM) [5.27] or
single layer reduction [5.28] techniques, and αc is the conductor loss. So the measured
propagation difference between two materials can be written as

ω
γ=
j ( qε1 + C0 − qε 2 + C0 )
1 −γ2
c
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(5.7)

Assume that the minor difference between their permittivity is ε1-ε2=∆. By using Taylor
series, the eq. (5.7) can be modified to

q∆
ω
j
γ1 − γ 2 =
c 2 qε1 + C0

(5.8)

(γ 1 − γ 2 )c
 (ε1 − ε 2 )
jω

(5.9)

K is defined as

=
K

where ω is RF radian frequency, c is light velocity, and subscript eff represents effective
permittivity. To determine the applied RF frequencies, the K factor was examined in a
broad band to determine the minimum and maximum values, which indicated the
minimum and maximum permittivity change due to the yeast.

5.4 Experimental Measurments
Yeast Preparation. S. cerevisiae were purchased from Lesaffre Yeast
Corporation in Milwaukee, WI, under the commercial name of RED STAR Active Dry
Yeast. The stock cultures were stored frozen in 30% glycerol and yeast extract peptone
dextrose (YPD) at -80 °C. YPD was prepared as described in [5.29] and contained 10 g/L
yeast extract and 20 g/L peptone without glucose. Cell stocks (1 mL) were thawed for 10
min at room temperature, then added to 50 mL YPD medium in a 250 mL shake flask.
Cultures were grown in an orbital shaker and agitated at 250 rpm overnight
(approximately 24 h). Prior to applying RF fields, 5 mL of the overnight culture was
added to 50 mL fresh YPD medium and cultured at 250 rpm and 30 °C for 1 hour. This
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sub-culturing process ensured that the yeast were in the exponential growth phase during
the experiment. After removing 2 mL of the yeast culture for the initial RF experiments,
the remaining culture was cultured for an additional 23 hours. The second overnight
cultures were diluted in fresh YPD medium and cultured for 1 hour prior to subsequent
RF experiments.
Yeast concentrations were determined by measuring optical density (OD) at 600
nm (Spectronic 30 Genesys, ThermoFisher). To obtain OD, a 200 μL aliquot of the
culture was diluted with 800 μL DI water to obtain an absorbance reading, where the
linear range is 0–0.25 absorbance units. To calculate the OD, the absorbance was
multipled by the dilution factor (5-fold in this case). A 1 mL aliquot of DI water was used
to blank the spectrophotometer. For the yeast cultures in YPD, a 1.0 OD value
corresponded to 5.9 million cells/mL. Growth rates (µ) of the yeast cultures were
determined by

ln(
μ=

Vi +1ODi +1
)
Vi ODi
ti +1 − ti

(5.10)

where V represents culture volume and subscripts i and i+1 correspond to the times
before and after experiment, respectively.
RF Frequency Selection. Broadband measurements of the culture medium and
the medium containing yeasts were conducted from 100 KHz to 1 GHz. The measured
cell density of the initial yeast culture was 0.36 OD. The RF exposure frequencies are
determined from the permittivity analysis based on the algorithm described in Section
5.3. Fig. 5.4 plots both real and imaginary part of the K factor defined in eq. (5.9) that is
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proportional to the permittivity difference between the YPD medium and medium
containing yeast. These results agreed with the calculated permittivity difference of yeast
cultures with various conductivities, where α-/β-dispersion is dominant lower/larger than
1.0 MHz [5.30]. It has been reported that the relaxation processes during the yeast
division cycle is located at frequencies higher than 1.0 MHz [5.31]. Therefore, the
measured K factors at frequencies higher than 1.0 MHz were specifically examined
despite the signals below 1.0 MHz being larger. The plot inset on Fig. 5.4 highlights the
frequencies between 100 KHz and 20 MHz, where the real part of the K factor revealed a
dispersion profile that agreed with the description in literature [5.32]. The imaginary-part
dispersion profile was not obvious due to the suppression by low-frequency conductivity.
Accordingly, the 1.0 MHz, 3.162MHz, and 10 MHz frequencies corresponded to the
largest negative Real(K), zero and largest positive Real(K), respectively, which are
highlighted in the plot inset on Fig. 5.4. These frequencies were selected to treat the yeast
cultures. Additionally, the frequency 905 MHz was selected for examination, as it
allowed comparison with other RF published results at the GSM band.
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Fig. 5.4 The calculated K spectrum from 100 kHz to 1.0 GHz. The real and imaginary
parts of K correspond to that of permittivity difference between the medium and the
medium containing yeast. The measured cell density of the yeast cultures was initially
0.36 OD. The inset plots the zoom-in area between 100 KHz and 20 MHz. The four
selected frequencies for RF exposure are highlighted by the dashed lines on the graphs.

RF Exposure Experiment. Three identical TEM devices with identical yeast
cultures were used in each experiment to examine RF field effects on yeast growth. A
350 μL aliquot of yeast culture is divided equally and put into the two chambers of each
TEM device (175 μL per chamber). In RF-exposure group, one TEM device is connected
to a VNA with -20 dBm continuous-wave RF power and placed in an incubator under 0
rpm and 30 °C for 4 hours; In non-RF group, the second device is placed in the same
incubator, but without RF injection; In thermal control group, the third one also has no
RF fields and is in an incubator with 1 °C higher temperature. The experiments at each
frequency are conducted at least 6 times. Additionally, single-frequency S parameters are
recorded to estimate the average specific absorption rate (SAR) of the yeast culture
[5.32]-[5.35]

SAR =

P( Re + Te − R f − T f )
m

(5.11)

where P is incident power, m is the mass of cultures, and R and T represent reflected and
transmitted power fraction factor, respectively. The subscripts e and f refer to empty and
full channel conditions. A thermometer with a resolution of 0.1 °C was used to measure
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sample temperatures before and after experiment to characterize the temperature
variation. The initial concentration of yeast cultures was always within 0.33-0.39 OD. In
order to eliminate the effects from unrepeatable culturing conditions, such as temperature
or initial OD variation, the growth rate of each group was normalized with respect to the
non-RF group in each experiment, which is defined as

=
∆μ

μ

μ

i
Non-RF
i

×100%

(5.12)

where subscript i refers to different experiment. It’s notable that sample liquid evaporated
during the experiment, which can affect the growth rate calculation. To address the
problem, the weights before and after RF exposure experiment were measured and
processed to calculate volume change (Vi+1-Vi) for eq. (5.10) by assuming the evaporated
liquid had a density of 1 mg/μL. An average of 34.6 μL volume reduction was observed
after treatment.
Results. At each frequency of interest, i.e., 1.0 MHz, 3.162 MHz, 10 MHz, and
905 MHz, the growth rates are summarized and plotted in Fig. 5.5. The error bar of the
growth rates for each group are also presented. The measured temperature variation
before and after experiment is always negligible, which agrees with the estimation that
the temperature increase due to RF exposure is less than 0.002 °C [5.36]. While the
temperature variation between different experiments, as shown in Fig. 5.5, is majorly due
to the incubator temperature uncertainty (±0.2 °C). The p-values between RF-exposure
groups and non-RF groups are presented, indicating a statistically significant difference at
1.0 MHz, 3.162 MHz and 10 MHz (p ≤ 0.05) while not at 905 MHz (p > 0.05). The
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growth rates that are normalized by corresponding non-RF group are plotted in Fig. 5.6.
It shows that when compared to the non-RF groups, RF exposure at 3.162 MHz reduces
S. cerevisiae growth rate by 11.7%, while the growth rate increased by 16.2% and 4.3%
at 1.0 MHz and 10 MHz, respectively. At 905 MHz, the growth rate difference from the
non-RF reference groups is smaller than the measurement uncertainties. Therefore, the
RF exposure at 905 MHz has no obvious NT bio-effects on S. cerevisiae growth. The
growth rate of the thermal control group is 12.4% higher due to 1 °C higher incubation
temperature, while the larger growth rate variation may come from possible larger
temperature variation between the two incubators.
It’s noteworthy that the RF exposure at 1 MHz introduced 3.83% higher growth
rate at 1 °C lower incubation temperature when compared to the thermal control groups.
Together with the observation at 3.162 MHz, these results indicate a standout RF bioeffect over the thermal effect. Besides, the frequency-dependent RF bio-effects with a
high reproducibility are little likely due to experiment uncertainties. Therefore, the
existence of RF non-thermal bio-effects between 1.0 MHz to 10 MHz can be verified.
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Fig. 5.5 Yeast growth rate under different conditions. The p-value was calculated to
compare the growth rates in each group to that in the non-RF groups.

Fig. 5.6 Normalized yeast growth rates. The non-RF-treated cultures was used as the
standard growth rate and was ~0.218 h-1.
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The viability of yeasts after RF exposure are not measured since the uncertainties
caused by the needed dilution steps could significantly distort the obtained results.
Nevertheless, the average SAR at each frequency is <0.0024W/kg, which is calculated
from eq. (5.11) with the measured S parameters. The SAR values are significantly lower
than safe limit of 1.6 W/kg and expected to have little chance to thermally kill yeast cells.
When compared with published results [5.37]-[5.39], summarized in Table I, this
work provides a promising method to explore NT RF-biological interactions reliably and
systematically, including modulated RF fields and pulsed EM waves. Nevertheless, the
obtained TEM device needs further improvements to better help RF NT bio-effect
studies. For instance, the device in Fig. 5.1(a) needs to be extended for high frequency
operations, where NT effects are also of interest. At higher frequencies, the use of
alternating power injection at port 1 and 2 of the TEM device has more clear advantages
in providing uniform fields along wave propagation direction. Larger culture chambers
are needed in order to obtain sufficient sample for viability examination or observe single
cells under microscope. Furthermore, the device needs to scale up dramatically while
maintaining a high enough cutoff frequency for higher-order modes if the design is to be
exploited for production purposes. The RF frequency selection approach, which is based
on broadband permittivity measurement, needs further examination with other types of
cells or under different culture conditions. In addition, the biological mechanism
underlying the RF-cell interactions needs to be identified and modeled to explain the
observed frequency dependence in Figs. 5.5 and 5.6.
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TABLE 5.1
RF/MICROWAVE TO EFFECT ON YEAST GROWTH RATES
Ref.

Exposure
System

Frequency

Modulation

SAR

Pulse
Signal in
GSM
No
No

0.12 W/kg

Temperature
effects
evaluated
No

0.12 W/kg
Not Specified

No
No

Effects

[5.16]

Gigahertz
TEM

905 MHz

[5.17]
[5.18]

TEM
TEM

900 MHz
1800 MHz
2100 MHz

[5.37]

Rectangular
Waveguide

2.45 GHz

No

1000-1600 W/kg

No

[5.38]

Backward
Wave
Oscillator
Horn Antennas

200-350 GHz

No

Not Specified

No

41.68241.710 GHz
1.0 MHz,
3.162 MHz,
10 MHz and
905 MHz

No

0.8-1.33 W/kg

No

No effects.

No

<0.0024 W/kg

Yes

The growth rates were
increased by the 1.0 and 10
MHz exposures (p < 0.05),
decreased by the 3.162 MHz
exposure (p < 0.05), whereas
the 905 MHz exposure had no
effect (p > 0.05).

[5.39]
This
work

TEM
(GCPWStripline)

The growth rate was either
reduced or not changed and was
yeast strains dependent.
The growth rate was increased.
The growth rate was either
reduced or increased depending
on power level.
The growth rate was increased
and was microwave dose
intensity and time dependent.
The growth rate was increased
at 341 GHz.
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CHAPTER SIX
CONCLUSION

In Chapter Two, a microwave flow detector technique based on a tunable
microwave interferometer is proposed and investigated for HPLC detector applications.
An algorithm is presented to quantify sample permittivity from measured scattering
parameters. In “stop-flow” measurements of a few different analytes, the detector
demonstrates less than100 ppm concentration limit of detection and 30 ng minimum
detectable quantity. The obtained sample permittivity values agree with published results
with less than 5% discrepancies. When connected to a commercial HPLC system under
isocratic and gradient elution, an injection of 10 μL 10000 ppm caffeine DI-water
solution was successfully detected at different measurement frequencies. Under isocratic
HPLC elution, the concentration levels of VD3 in VES and VD3 mixtures were retrieved
with relative discrepancies of less than 15.1%. The results show partial selectivity for LC
detections. Nevertheless, more work is required to minimize noise and improve
measurement sensitivity and stability.
In Chapter Three, based on a square ring loaded resonator (SRLR), a microwave
sensor technique is proposed and investigated for HPLC detector applications. The
sensitivity for different dielectric liquids can be optimized by tuning the gap size of the
ring. In static-flow measurements of water-methanol mixtures at different volume
fractions, the proposed sensor achieves a sensitivity of 50 MHz/Δε' at 40% watermethanol when the distance between two resonating modes is used as signal indicator.
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When connected to a commercial HPLC system under isocratic elution, the watercaffeine samples from 0.77 ppm to 1000 ppm are successfully detected by monitoring at
a single frequency. Besides, the water-sucrose samples at 1000 ppm and 20000 ppm,
whose signals are weak in UV detector, are measured with the proposed sensor. Under
gradient elution, the water-caffeine at 1000 ppm is successfully detected with a higher
signal peak while smaller SNR than that under isocratic elution. Similar to the optical
microring resonator arrays proposed in [6.1], the wide detection dynamic range allows
microwave SRLR sensor to work under gradient elution. The sensitivities on caffeine
detection under gradient elution are comparable to that of RI detectors under isocratic
elution.
In Chapter Four, a simple method is presented to quantitatively and accurately
measure the complex permittivity of liquids with microwave transmission-line fluidic
devices without using reference liquids or other calibration standards. The devices have
two microfluidic channel sections that are different only in length and at a length ratio of
2:1. A single connection is needed to determine the scattering parameters of the devices
at three states, i.e. both channels are filled with air, one channel is filled with LUT, and
both channels are filled with LUT. Explicit formulas are provided for the calculation of
signal propagation constants along the transmission line sections where LUT is measured.
A CPW device is built and integrated with PDMS microfluidic channels for the
measurements of IPA, methanol, ethanol and DI water from 0.1 GHz to 9 GHz.
Simulation results agree with measurement results, and the obtained LUT permittivity
agrees with commonly accepted values well.
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In Chapter Five, a stripline-based TEM device was designed to explore the RF
non-thermal bio-effects on S. cerevisiae growth. A VNA was used as continuous-wave
signal source with an output power of -20 dBm, thus, significantly reducing the heating
effects. In order to find out the frequencies where strong RF-biomaterial interaction may
occur, an algorithm is presented to compare the frequency-dependent permittivity
between medium and the medium containing low-density yeast. Accordingly, the
frequencies of 1.0 MHz, 3.162 MHz, 10 MHz and 905 MHz are selected and different
bio-effects were observed: 3.162 MHz RF exposure has a negative effect on the growth
rate while 1.0 MHz and 10 MHz has positive effects, and 905 MHz had no effects. The
observations verified the RF NT bio-effects and the algorithm for frequency
determination. More work is needed to further develop the proposed method and
understand RF-cell non-thermal interactions.
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