Introduction
Vision is a complicated process that requires numerous components of the human eye and brain to work together. The initial step of this fascinating and powerful sense is carried out in the retina of the eye. Specifically, the photore- 
Wavelet transform and multiresolution processing
the construction of wavelet bases and efficient algorithms for its computation. The main characteristic of wavelets (if compared to other transformations) is the possibility to provide a multi-resolution analysis of the image in the form of coefficient matrices. Strong arguments for the use of multiresolution decomposition can be found in psycho-visual research, which offers evidence that the human visual system processes the images in a multi-scale way [Garcia et al. 2000b] . Moreover, wavelets provide a spatial and a frequential decomposition of an image at the same time.
Wavelets are also very flexible: several bases exist, and one can choose the basis which is more suitable for a given application. This is still an open problem, and upto now only experimental considerations rule the choice of a wavelet form. However the choice of an appropriate basis can be very helpful.
The wavelet transforms are transforms that are localized in the scale and in time as well (where the Fourier transform is only localized in frequency, never giving any information about where in space or time the frequency happens).
The frequency (similar in that sense to Fourier -related transforms) is derived from the scale. Wavelets, as basis functions, are scaled and convolved with the functions that are analyzed all along the time axis [Goswami & Chan 1999] . 
Continuous wavelet transform
where the variables a and b represent the parameters for dilations and translations respectively in the time axis.
The term dilation or scale in the wavelet analysis is similar to the scale used in maps. As in the case of maps, high scales correspond to a non-detailed global view (of the signal), and low scales correspond to a detailed view. Similarly, in terms of frequency, low frequencies (high scales) correspond to a global information of a signal (that usually spans the entire signal), whereas high frequencies (low scales) correspond to a detailed information of the hidden pattern in the signal (that usually lasts a relatively short time). The term translation or shift is related to the location of the wavelet, as the wavelet is shifted through the signal. This term, obviously, corresponds to time information in the transform domain. 
by substituting equation 6.2.1 in equation 6.2.2 we get
The inverse transform to reconstruct f (t) from W (a, b) is mathematically represented by Step by step process of CWT
If the signal has a spectral component that corresponds to the current value of a (which is 1 in this case), the product of the wavelet with the signal at the location where this spectral component exists gives a relatively large value. If the spectral component that corresponds to the current value of a is not present in the signal, the product value will be relatively small, or zero.
The signal in Figure 6 .2 has spectral components comparable to the window's width at a = 1 around t = 100ms [Polikar 1999] , [Polikar et al. 2001] . 
Discrete wavelet transforms
When the input functions f (t) as well as the wavelet parameters a and b given in equation 6.2.1 are represented in discrete form, the transformation is commonly referred to as the discrete wavelet transform (DWT) of the signal 
In general, wavelet coefficients for function f (t) is given by
and hence for dyadic decomposition, the wavelet coefficients can be derived accordingly as
This allows us to reconstruct the signal f (t) from the discrete wavelet coefficient as
The transform shown in Eq. 6.2.8 is called wavelet series, which is analogous to Fourier series. This is often called the discrete time wavelet transform (DTWT). For digital signal or image processing applications executed by digital computer, the input signal f (t) needs to be discrete in nature because of the digital sampling of the original data. When the input function f (t) as well as the wavelet parameters a and b are represented in discrete form, the transformation is referred to as discrete wavelet transform (DWT) of signal f (t) [Rao & Bopardikar 1998 ], [Mallat 1989 ]. More effective implementation of DWT is achieved using subband coding. The following section gives detailed discussion of subband coding.
Subband coding and multi-resolution analysis
In this section subband coding -a more effective and efficient algorithm used to compute DWT, along with their properties is discussed. Although the discretized continuous wavelet transform given in the above sections enables us the computation of the continuous wavelet transform by computers, it is not a true discrete transform. As a matter of fact, the wavelet series is simply a sampled version of the CWT, and the information it provides is highly redun- 
A half band lowpass filter removes all frequencies that are above half of the highest frequency in the signal. The unit of frequency is of particular importance at this time. In discrete signals, frequency is expressed in terms of radians. Accordingly, the sampling frequency of the signal is equal to 2π radians in terms of radial frequency. Therefore, the highest frequency component that exists in a signal will be π radians, if the signal is sampled at Nyquist's rate (which is twice the maximum frequency that exists in the signal); that is, the Nyquist's rate corresponds to π rad/s in the discrete frequency domain.
After passing the signal through a half band lowpass filter, half of the samples can be eliminated according to the Nyquist's rule, since the signal now has a highest frequency of π/2 radians instead of π radians. Simply discarding every alternate sample will subsample the signal by two, and the signal will then have half the number of samples. The scale of the signal is now doubled.
Note that the lowpass filtering removes the high frequency information, but leaves the scale unchanged. Only the subsampling process changes the scale.
Resolution, on the other hand, is related to the amount of information in the signal, and therefore, it is affected by the filtering operations. Half band lowpass filtering removes half of the frequencies, which can be interpreted as losing half of the information. Therefore, the resolution is halved after the filtering operation. Note, however, the subsampling operation after filtering does not affect the resolution, since removing half of the spectral components from the signal makes half the number of samples redundant anyway. Half the samples can be discarded without any loss of information. In summary, the lowpass filtering halves the resolution, but leaves the scale unchanged.
The signal is then subsampled by 2 since half of the number of samples is redundant. This doubles the scale. 
Wavelet decomposition
The discrete wavelet transform (DWT) has become a very versatile tool for signal processing after Mallat [Mallat 1989 ] proposed the multiresolution representation of signals based on wavelet decomposition. The advantage of the DWT over Fourier transformation is that it performs multiresolution analysis of signals with localization both in time and frequency, popularly known as time and frequency localization. As a result, the DWT decomposes a digital signal into different subband so that the lower-frequency subbands have finer frequency resolution and coarser time resolution compared to higher-frequency subbands. Hence DWT is increasingly used for signal and image analysis.
There are two major wavelet decomposition approaches for signal and image analysis. The following subsection throws light on these approaches. 
Classical wavelet decomposition (CWD)
In classical wavelet decomposition, the image is split into an approximation and details images. The approximation is then split itself into a second-level approximation and details. For n-level decomposition, the signal is decomposed in the following way [Garcia et al. 2000b ]: 
Wavelet packet decomposition (WPD)
Wavelet Packet Decomposition(WPD), sometimes known as just Wavelet Packets (WP) is a wavelet transform where the signal is passed though more number of filters than the DWT. In the DWT, each level is calculated by passing the previous approximation coefficients though a highpass and lowpass filters
Wavelet Based Artificial Light Receptor Model for Human Face Recognition
(ref. figure 6 .6). However in the WPD, both the detail and approximation coefficients are decomposed. Figure 6 .8 shows the process of WPD. 
Artificial light receptors for face recognition
Vision is a complicated process that requires numerous components of the human eye and brain to work together. The initial step of this fascinating and powerful sense is carried out in the retina of the eye. Specifically, the photore- The elements from these coefficient matrices are subjected to simple statistical operations and the results are organized in such a fashion similar to the ar- rangements of rods and cones in retina giving compact and meaningful feature vectors. Figure 6 .12 shows the block diagram for the face recognition system using wavelet based Artificial Light Receptor (ALR) feature extraction model. Let A k represents this approximation matrix at decomposition level k, which can be written as:
Feature extraction process
Then, the cone component of ALR Feature Vector, V C , is given by, Let B b represents this first coefficient matrix at the best decomposition level b, which can be written as: 
Then the rod component of the ALR Feature Vector, V R , is given by,
where p is the number of rows in the best level coefficient matrix and ∪ { * } represent concatenation operation.
In the 3rd stage we combined V C and V R to form the final ALR Feature Vector
where < C, R > is an ordered pair and ∪ { * } represent concatenation operation.
Simulation experiment and results
This section describes the details of the simulation experiments conducted for computing ALR feature vector for face recognition. As described in the previous section the ALR feature vector is computed from wavelet cones and wavelet rods. To compute the wavelet cone, the face image is decomposed in to to 5th level using CWD recursively. This level is determined experimentally as given in Table 6 .1 by conducting classification experiments using k-NN classifier and a subset of AT&T face image database.
Feature vectors of representative samples had been generated from the database at different decomposition levels, and these feature vectors were subjected to classification using kNN classifier -comparatively faster classification algorithm with lesser accuracy. Table 6 .1 gives the classification results on this representative subset using kNN classifier.
Analysis of Table 6 .1 shows that feature vector generated at resolution level 5 is better than feature vectors at other resolution levels. This analysis lead us to decide the features at resolution level 5 is optimal for recognition. As the wavelet cone feature component is of size 12 ( see Table 6 .2 for details ) and wavelet rod component is 28, the estimated ALR Feature Vector dimension is constraint to forty.
We have used db1 wavelet for the implementation of ALR model. This is also determined experimentally by trial error method, conducting recognition experiments using various wavelets at 5 th level of decomposition on a subset From the analysis of Table 6 .3, it is evident that wavelet db1 is the most promising one among the used wavelets. 
