INTRODUCTION
The 3x+1 problem (also called the Syracuse problem or the Collatz problem) is defined by a sequence of natural numbers, generated conditionally by x n+1 = 1 2 x n if x n is even, and x n+1 = 1 2 (3x n + 1) if x n is odd. A famous conjecture says that for all natural numbers x 0 finally the cycle (1, 2) appears. A formal proof is lacking so far in spite of various approaches to the problem [10] , [12] , [25] . Recently Simons and de Weger [23] proved the non-existence of m-cycles (m ≤ 75) and their approach appears to be generalizable to problems that are similar to the 3x + 1 problem. This article is structured as follows:
• We first analyze in Section 2 the main line of the approach of Simons and de Weger to the 3x+1 problem, to see where the special character of the 3x + 1 problem is utilized and how this can be generalized. We discuss the behaviour of convergents and post-transcendence conditions.
• Secondly, in Sections 3 and 4 we discuss simple generalizations with binary conditions, i.e. the 3x + q, px + 1 and the px + q problem with GCD(p, q) = 1.
• Thirdly, in Sections 5 and 6 we discuss generalizations with ternary (and higher) conditions, i.e. sequences generated by x i+1 = (p j x i +q j )/d if x i ≡ r i (mod d).
• In Section 7 we discuss the Roelants problem [19] . Let p k be the kth prime. Now a sequence is defined by x n+1 = x n /p j while x n ≡ 0 (mod p j ) for j = 1, . . . , k, and x n+1 = (p k+1 x n + 1)/2 else.
• We conclude with general findings and theoretical and computational limitations of the presented approach. Throughout this section the quantities Λ = (K + L) log 2 − K log 3 and δ = log 2 3 play an important role. To exclude the trivial m-cycle (1, 2, 1, 2, . . .) we assume that x i ≥ x 0 > X 0 > 2, where X 0 is a lower bound from exterior computations [17] , [20] . Note that x i is the ith number and x i is the ith local minimum in a hypothetical cycle.
THE APPROACH OF SIMONS AND DE WEGER TO THE

Main line of the approach. Simons and de
Weger's approach to proving the non-existence of m-cycles for m ≤ 75 contains the following steps. See [23] for a formal proof.
1. Derivation of an upper bound for Λ in terms of the local minima x i in a cycle (a) Definition of increasing and decreasing subsequences and choice of an appropriate expression for numbers in subsequences. An odd number x 0 can be written as a 0 2 k 0 − 1, which leads to an increasing subsequence of k 0 odd numbers. Then the first even number is a 0 3 k 0 − 1.
(b) Derivation of chain equations between subsequences, resulting in a diophantine matrix equation for the coefficients of such expressions. The chain equation from the ith decreasing subsequence with l i elements to the (i + 1)th increasing subsequence with k i+1 elements is (a i 3 k i − 1)/2 l i = a i+1 2 k i+1 − 1. All chain equations together result in a diophantine system in the coefficients a i , An integer solution for the coefficients a i is a necessary and sufficient condition for the existence of an m-cycle.
(c) Derivation of an inequality for Λ. From the chain equation we find
Taking the product over all i = 0, 1, . . . , m − 1, and using the cyclicity, we get
Applying log(1 + x) < x to each term in the product, we obtain 
Derivation of an upper bound for Λ in terms of K and m
(a) Derivation of a lower bound for the maximal x i in a cycle in terms of K and m. From x i > 2 it follows that x i > a i 2 k i −1 . For the maximal x i in a cycle we find (3) [max(
Consequently, max(x i ) > 2 K/m−1 .
(b) Chaining of magnitudes of local minima in an m-cycle. Based on the chain equation −3 k i a i + 2 k i+1 +l i a i+1 = 2 l i − 1, it can be proved that local minima are approximately of the same size. In particular, x i+1 < 2 δ−1 x δ i for i = 0, . . . , m − 1. This last inequality can be rewritten as (4) x For large K this upper bound is smaller than 1/K 2+ε so according to Roth's lemma [8] there are, for fixed m, a finite number of solutions of (6) . For an effective search of these solutions an operational (lower and) upper bound for K is required.
3. Derivation of a lower bound for K as a function of m. From (2) a lower bound for K can be derived that applies to specific m-cycles. We have a generalization of a lemma of Crandall [3] . Lemma 1. Let p n /q n be the nth convergent to δ. Suppose there exists an m-cycle with K odd and L even numbers
Proof. Since x i ≥ x 0 > X 0 we find, according to (2),
Assume K < q n+1 . From elementary number theory (implicit result of the proof of Theorem 182 of [7] ) it follows that
which contradicts (7).
From distributed computations [17] it is known that for the 3x + 1 problem X 0 > 2.5 · 2 60 > 2.88 · 10 18 . Lemma 1 implies that if m ≤ 100 then q 31 + q 32 < 1.2 · 10 16 < (log 2)X 0 /m [23] and consequently K > 6.2 · 10 13 · m.
Inserting these values into (7) leads to δK < K + L < (δ + 8 · 10 −34 )K, thus (K + L)/K must be a (very) good approximation of δ.
4.
Derivation of an upper bound for K as a function of m (a) Application of transcendence theory. From (6) it follows that Λ is exponentially small as a function of K. Transcendence theory (originally a theorem of Baker [1] , later refined by Laurent, Mignotte and Nesterenko [13] ) states that Λ, being a linear form in logarithms, cannot be too small as a function of K once it is positive. The best result today is due to Rhin [18] : (9) Λ > e −13.3(0.46057+log K) .
(b) Confronting lower and upper bound for Λ. Estimates (6) and (9) provide an upper bound for K. Let x = K 3 (m) be the largest solution of
Then K < K 3 (m).
5.
Upper bound reduction. Let x = K 1 (m) be the largest solution of
Then from elementary number theory, if K ≥ K 1 then (K + L)/K must be a convergent of the continued fraction expansion of δ. For convergents we have (12) log 2 (a n+1 + 2)q n < Λ < log 2 (a n+1 )q n .
From [23] we know that the partial quotients satisfy a n ≤ 55 for n ≤ 229. Note that for m ∼ 500 we have K 3 (m) ≃ 10 106 < q 229 ≃ 10 114 . For larger values of (n, m) a similar analysis applies. Let x = K 2 (m) be the largest solution of
Hence two feasible intervals remain for K: 
Beyond the transcendence conditions for a solution. If m ≥ 76 the lattice basis reduction algorithm yields K, L values that satisfy the necessary condition for the existence of an m-cycle. Let (K, L, m, X 0 ) be a quadruple that passes the conditions of transcendence theory. Then in theory all the partitions (k 0 , k 1 , . . . , k m−1 ) must be checked for the existence of integer solutions for a i . A weaker (necessary) check is the condition a i ≥ 1. Simons [21] showed (no formal proof) that min(a i ) = 1/d is maximal for non-integer values of k i and integer values for l i defined by 2 k i+1 +1 − 3 k i = d and l i = 1 for i = 0, . . . , m − 2 and l m−1 = L − (m − 1), where d is a constant depending on (K, L, m, X 0 ). He further proves that for (almost) each rounding of k i to integer values at least one a i decreases. By calculating d and checking d > 1 the non-existence of certain (not all) m-cycles for m ≥ 76 can be proved.
Remarks.
We presented a somewhat modified approach compared to the approach in [23] .
1. We use a sharper generalization of Crandall's lemma which results in a larger (stronger) lower bound K 0 .
2. We use a weaker formulation for the lower bound for x i which results in a larger (weaker) upper bound K 3 . 3. We use a simpler (weaker) upper bound reduction analysis from K 3 (m)
to K 2 (m) which is valid for m < 500. 4. From the condition a i ≥ 1 we can eliminate (some) hypothetical solutions that pass the transcendence conditions. 5. As will become clear later (see Lemma 13) , px + q sequences can generate extra conditions for the cycle length of hypothetical m-cycles. These conditions are ineffective for the 3x + 1 problem.
3. THE 3x + q PROBLEM 3.1. Introduction. The 3x+q problem is defined by a sequence, generated conditionally by x n+1 = 1 2 x n if x n is even, and x n+1 = 1 2 (3x n +q) if x n is odd. If q is composite and r | q then each cycle of the 3x + r (px + r) problem corresponds to a cycle of the 3x + q (px + q) problem. We therefore restrict ourselves to sequences with q = 1 or q ≥ 5 prime and GCD(x i , q) = 1. Lagarias [11] calls such cycles primitive and formulates two conjectures. Let C prim (q) be the number of primitive cycles. Then C prim (q) ≥ 1 and C prim (q) < ∞. Lagarias gives the following numerical results for primitive cycles of the 3x+q problem with cycle length K+L starting with minimal x 0 .
Smallest element and cycle length for the 3x + q problem 1  1  2  5  1  3  7  5  4  11  1  6  13  1  4  17  1  7  19  5  11  23  5  5  29  1  5  31 13  23  37 19  6  41  1  20  43  1  11  47  5  18  53 103  29  59  1 We computed the values of K and L for those examples to find that always 2 K+L − 3 K ≡ 0 (mod q), e.g. the 3x + 31 problem has the 6-cycle (13 . . . 17 . . . 53 . . . 79 . . . 67 . . . 29 . . .), with K = 12 and L = 11. We have 2 23 − 3 12 = 31 · 191 · 1327. In the rest of this section we will assume that x i ≥ x 0 > X 0 = 10 6 > mq for ease of analysis.
3.
2. An upper bound for Λ 1. Derivation of an upper bound for Λ in terms of the numbers in a cycle (a) Definition of increasing and decreasing subsequences and choice of an appropriate expression for numbers in subsequences. An odd number can be written as x 0 = a 0 2 k 0 − q. Consequently, the next number is a 0 2 k 0 3 − q. After an increasing subsequence of k 0 odd numbers the first appearing even number is a 0 3 k 0 − q, which is the beginning of a decreasing subsequence.
(b) Derivation of chain equations between subsequences, resulting in a diophantine matrix equation for the coefficients of such expressions. The chain equation from the ith decreasing subsequence with l i elements to the (i + 1)th increasing subsequence with k i+1 elements is (a i 3 k i − q)/2 l i = a i+1 2 k i+1 − q. All chain equations together result in a diophantine system in the coefficients a i . A necessary and sufficient condition for the existence of an m-cycle is the existence of a solution (a i , k i , l i ) of the diophantine system of equations
(c) Derivation of an inequality for Λ. Multiplication of all ratios a i+1 /a i leads to an inequality for Λ:
2. Derivation of an upper bound for Λ in terms of K and m (a) Derivation of a lower bound for the maximal x i in a cycle in terms of K and m. Since 2x i > x i + q = a i 2 k i , for the maximal x i in a cycle we find (17) [max(
(b) Chaining of magnitudes of minima in a cycle. We have y i = a i 3 k i − q and thus
(c) Approximation of the upper bound for Λ. This last inequality can be rewritten as (18) x
from which we derive (taking into account that the worst case appears if
Substitution of these results into (16) leads to a lower bound for Λ in terms of K and m:
Note that this is a generalization of (6).
3.3.
A lower bound and upper bound for K. Because of the numerator q in (16), we find, similar to Lemma 1:
with n being the maximum index for which q n + q n+1 ≤ log 2 · X 0 qm .
Proof. Assume K < q n+1 . Then from elementary number theory we have
which contradicts (16) .
Applying this, for each m, with the maximal n that satisfies the condition, we find that the lower bound K 0 is a stepwise decreasing function of m and q.
Corollary 3. For q = 5 we have:
Corollary 4. For q = 97 we have:
Since Λ (for the 3x + q problem) does not depend on q, inequality (9) applies and we have:
is a decreasing function of m that tends to a constant (independent of X 0 and for q ≤ 97 independent of q) limit value 5.576 as m → ∞.
(22)
K 3 -bounds for the 3x + q problem Thus, for fixed q and fixed m, the 3x + q problem has a finite number of m-cycles. If K 0 (m, q) ≥ K 3 (m, q) then m-cycles cannot exist. Note that K 0 (m, q) heavily depends on X 0 and that K 3 (m, q) is an increasing function of m and q. Hence m-cycles may exist for large(r) values of m and q. Let m + be the largest value of m for which K 0 (m, q) ≥ K 3 (m, q). We calculated Corollaries 3, 4 and table (22) for q ≤ 97 to find that m + = 6 for q = 5, 7, m + = 3 for q = 11, 13 and m + = 2 for q = 17, . . . , 97.
Upper bound reduction.
We now use a continued fraction argument as described earlier. Let x = K 1 (m, q) be the largest solution of (23) 2
is a decreasing function of m that tends to a constant (independent of X 0 and for q ≤ 97 independent of q) limit value 0.419 as m → ∞.
is a decreasing function of m that tends to a constant (independent of X 0 and marginally q-dependent) limit value ≃ 2 as m → ∞. The reduction factor from K 3 to K 2 is c 2 /c 3 ≃ 0.12.
(25) We calculated m * (q), the largest value for which K 0 (m, q) > K 2 (m, q), to find 
Condition (27) relaxes for increasing m. We found for m = 10 that the following hypothetical solutions satisfy these necessary conditions (27) and (28) for the existence of m-cycles: As a result we have Lemma 7. The 3x + q problem with 5 ≤ q ≤ 97 has for m ≤ 10 and x i > X 0 no m-cycles besides hypothetically those listed in table (29).
3.6. Numerical results for m-cycles. For the 3x + q problem we calculated all m-cycles with minimal element x 0 ≤ X 0 . This computation on a 2.66 Mhz processor took about 50 CPU seconds per q-value.
(30)
Number of m-cycles, cycle length, m and minimal element in cycle q n c (cycle length, m, x min ) 2. Condition (27) relaxes for increasing m. As an example we found for q = 5 and m = 16 hypothetical pairs ranging from (15601, 9126) to (379744, 222136).
3. For the 3x + 11 problem we have 2 6 − 3 2 = 55 = 0 (mod 11) and x 0 = (3 2 − 2 2 )/5 = 1. As a result of Lemma 18 (see next section) we find the cycle (1, 7, 16, 8, 4, 2) . This explains the numerical observation in the introduction of this section. Lemma 13 "facilitates" the existence of cycles for large values of q, e.g. the 3x + 17389 problem has 61 cycles with cycle lengths 46, 92 and 138, while the 3x + 17393 problem has just one cycle with cycle length 898. The occurrence of many cycles with the same length is explained by m variance, e.g. when for the 3x + 13 problem K = 5, L = 3, there (skipping all permutations) can exist one 1-cycle, four 2-cycles (k 0 = 1,
4. Corollary 19 (see next section) provides a necessary and sufficient condition for the existence of a 1-cycle with length k + l. If (and only if)
is an integer then the 3x+q problem has a 1-cycle with minimal element x 0 . If q is a Tijdeman prime that can be written as q = 2 v −3 w with v > 2, then the 3x + q problem has a primitive 1-cycle. The first such primes are: 5, 7, 23, 29, 31, 37, 47, 61, 101, 127, 229, . . .. If q is a non-Tijdeman prime, then the 3x + q problem can have a primitive 1-cycle. E.g. the 3x + 59 problem has the 1-cycle (133, 229, 373, 589, 913, 1399, 2128, . . . , 266).
5. Matthews [15] and others studied sequences generated conditionally by x n+1 = 1 2 x n +q 1 if x n is even, and x n+1 = (3x n + q 2 )/2 if x n is odd, where q 1 and q 2 are large primes. Via a linear transformation y n = x n − 2q 1 these sequences are equivalent to 3x + q sequences with q prime or composite.
4. THE px + q PROBLEM 4.1. Introduction. This problem is defined by a sequence, generated conditionally by x n+1 = 1 2 x n if x n is even, and x n+1 = 1 2 (px n + q) if x n is odd. The px + q problem is analyzed by Crandall [3] and Matthews [15] . Without loss of generality we restrict ourselves to the case where p ≥ 5 (prime), q = 1 or q ≥ 3 (prime) and p = q. In contrast with the 3x + q problem the px + q problem has in general (empirical observation, no formal proof) divergent trajectories. Either none or all of the numbers x i in any trajectory (including a hypothetical cycle) must satisfy x i ≡ 0 (mod q). Cycles with GCD(x i , q) = 1 are called primitive.
The px + q problem is a non-trivial generalization of the 3x + q problem, because there do not exist a and r such that if
.
If (and only if)
In this section the quantities
play an important role. Note that Λ is defined differently compared to the 3x + q problem. We further assume that x i ≥ x 0 > X 0 = 10 6 > mq for ease of analysis.
An upper bound for Λ
Derivation of an upper bound for Λ in terms of the numbers in a cycle
(a) Definition of increasing and decreasing subsequences and choice of an appropriate expression for numbers in subsequences. Let a 0 and k 0 satisfy (p − 2)x 0 = a 0 2 k 0 − q. Consequently, for the px + q problem an odd number x 0 can be written as
, which is also an (odd) integer by induction. After an increasing subsequence of k 0 odd numbers the first appearing even number is (a 0 p k 0 − q)/(p − 2), which is the beginning of a decreasing subsequence.
(b) Derivation of chain equations between subsequences, resulting in a diophantine matrix equation for the coefficients of such expressions. For the px + q problem the chain equation from the ith decreasing subsequence with l i elements to the (i + 1)th increasing subsequence with k i+1 elements is (a i p k i − q)/2 l i = a i+1 2 k i+1 − q. All chain equations together result in a diophantine system in the coefficients a i . A necessary and sufficient condition for the existence of an m-cycle is the existence of a solution (a i , k i , l i ) of the diophantine system of equations
(c) Derivation of an inequality for Λ. For the px + q problem this inequality follows from multiplication of all ratios a i+1 /a i and this leads to an inequality for Λ which is
2. Derivation of an upper bound for Λ in terms of K and m (a) Derivation of a lower bound for the maximal local minimum in a cycle in terms of K and m. Based on the expression (p − 2)x i = a i 2 k i − q we find a lower bound for the maximal x i :
(b) Chaining of magnitudes of minima in a cycle. For the px + q problem we have (p − 2)y i = a i p k i − q and thus
(c) Approximation of the upper bound for Λ. This last inequality can be rewritten as
Substitution of these results into (32) leads to an upper bound for Λ in terms of K and m:
Note that for p = 3 (hence ̺ = δ) this upper bound is equivalent to (20).
4.3.
A lower and upper bound for K. With ̺ substituted for δ a lemma similar to Lemma 2 supplies a lower bound K ≥ K 0 (m, q) for the px + q problem.
Lemma 9. K ≥ K 0 (m, p, q) = q n+1 with n being the maximum index for which
which contradicts (32).
Let p and q be fixed. Applying this, for each m, with the maximal n that satisfies the condition, we find that the lower bound K 0 is a stepwise decreasing function of m, p and q.
Corollary 10. For p = 5 and q = 1 we have:
• If 2 ≤ m ≤ 11 then K ≥ q 11 = 97 879.
• If 12 ≤ m ≤ 21 then K ≥ q 10 = 76 573.
• If 22 ≤ m ≤ 61 then K ≥ q 9 = 21 306.
• If 62 ≤ m ≤ 97 then K ≥ q 8 = 12 655.
• If 98 ≤ m ≤ 164 then K ≥ q 7 = 8 651.
• If 165 ≤ m ≤ 447 then K ≥ q 6 = 4 004.
Corollary 11. For p = 11 and q = 19 we have:
Lemma 5 is based on the lower bound of Rhin, which applies to Λ = (K + L) log 2 − K log 3 only. For the px + q problem we have Λ = (K + L) · log 2 − K log p. Then the best result for approximating Λ is from Laurent et al. [13] . We apply Corollaire 2 which reads (37) log |Λ| ≥ −24.34D
Since X 0 > mq from (32) we find the inequality ̺K < K + L < ̺K + 1/log 2 and thus 
Laurent's upper bound is weaker than Rhin's. Let
is a decreasing function of m that tends for fixed p to a constant (independent of X 0 and practically independent of q) limit value as m → ∞. Indeed, we find (40) Thus, for fixed p, q, m, the px+q problem has a finite number of m-cycles. Proof. Suppose a primitive m-cycle exists. Then by definition
Since (p, q) = 1 and x 0 = 0 (mod q) the lemma is proved.
For the 5x + q problem we checked for m = 7 and q = 7, . . . , 19 in the interval (K 0 , K 2 ) the conditions (32) and (28) 
Note that the 1-cycles for the 5x+3, 5x+11, 7x+1 and 11x+5 problems are trivial (they all start with x 0 = 1).
4.7.
Existence conditions for m-cycles. Similar to a lemma of Davison [4] , the existence of 1-cycles for the px + q problem follows from Lemma 18. A necessary and sufficient condition for the existence of a (non-)primitive 1-cycle for the px + q problem is the existence of positive integers k, l and r (odd ) such that 2 k+l − p k = qr and the existence of an odd integer x 0 such that
Proof. Assume that 2 k+l − p k = qr and x 0 = (p k − 2 k )/(p − 2)r is an odd number. Then the general solution of x i = (px i−1 + q)/2 is (44)
For i < k, x i is an odd number. For i = k we find (45)
Thus there exists a 1-cycle with k odd and l even elements and with x 0 as minimal element. Now assume that a 1-cycle exists with k odd and l even elements. Let x 0 be the smallest odd element of the cycle. Since there are k odd elements x 0 , . . . , x k−1 followed by an even element x k , from the chain equation we have
from which it follows that 2 k+l − p k = qr. Further we have
Since (p − 2)x 0 = a2 k − q we find that
= qr. Hence we have Corollary 19. There exists a primitive 1-cycle with minimal element x 0 if and only if
and GCD(x 0 , q) = 1.
Corollary 20. If for the px + q problem there exists a solution of the equation 2 k+l − p k = q, then there exists a (non-)primitive 1-cycle with
Consider as an example the 11x + 7 problem. We have 2 7 − 11 2 = 7, hence k = 2, l = 5 and x 0 = (11 2 − 2 2 ) · 7/(11 − 2) · 7 = 13. We find the 1-cycle (13, 75, 416, 208, 104, 52, 26). For primes 5 ≤ p ≤ 97 we computed the minimal values for q (prime) for which 2 k+l − p k = q has a solution with k ≥ 2. (All solutions of this equation in k and l can be found from an inequality for Λ = (k + l) log 2 − k log p.) 4.8. Remarks. 1. The 1-cycle (1, 2) of the 3x + 1 problem has as a natural generalization the 1-cycle (1, 2 l , . . . , 2) of the px + 1 problem if p is a Mersenne prime p = 2 l+1 − 1. For the px + q problem with p + q = 2 n we call 1-cycles starting with x 0 = 1 trivial.
2. In the table above, px + q problems with a trivial 1-cycle, e.g. the 5x + 3, 13x + 3 and the 13x + 19 problems are excluded. It remains possible that for a smaller value of q a primitive 1-cycle exists, e.g. the 7x+5 problem has a 1-cycle with cycle length 6 and minimal element x 0 = 3. Note that if a primitive 1-cycle exists, there also exist primitive m-cycles, the argument being the same as in Remark 3 of Section 3.
3. Table ( 43) shows cycles with "small" cycle lengths and "small" elements only. However, the 5x + 37 problem has a 61-cycle with cycle length 235 and elements in the interval (109, 1 950 748 496).
4. Lemmas 18 and 13 hold for arbitrary odd primes p and q with p = q. Hence they explain the numerical results of Lagarias and those listed in tables (30) and (43).
5. Lemma 13 is meaningless for the px+1 problem, which in general does not have cycles. A possible explanation is the small value of the numerator (q = 1) in the upper bound for Λ and the "relatively" large ratio p/q. Together they lead to a sharp lower bound K 0 . The "space" below K 0 for which the number-theoretic approximation does not apply is then too small for the existence of cycles with small cycle length. Matthews [15] argues that p ≥ 5 is the main reason for divergent behaviour and the non-existence of cycles. This section however gives counterexamples against this argument.
6. Belaga and Mignotte [2] study the 3x + q problem and they define for B (= e Λ ) = 2 K+L − 3 K a set of numbers {A} defined by
They prove that a primitive cycle starting with x 0 exists if and only if there is an element A which satisfies x 0 B = qA. This lemma follows from the system (15) as a necessary and sufficient condition for the existence of an m-cycle, as our Lemma 18 and Corollary 19, which apply to the px + q problem, follow from the system (31).
THE INVERSE COLLATZ PROBLEM
5.1. Introduction. The inverse Collatz problem (see Guy [6] ) is defined by:
Such a sequence is also called a permutation sequence because each number has, in contrast with the original Collatz problem, exactly one predecessor. If plays an important role. We assume that x i ≥ x 0 > X 0 > 40m + 2 for ease of analysis.
An upper bound for Λ
Derivation of an upper bound for Λ in terms of the numbers x i in a cycle
(a) Definition of increasing and decreasing subsequences and choice of an appropriate expression for numbers in subsequences. For the inverse Collatz problem an even number can be written as a2 k , which leads to k − 1 even successors. Then the first odd number is a3 k . Odd numbers can be written as b4 l ± 1, which leads to (at least) l − 2 odd successors. The next successor is b3 l ± 1 and (depending on the parity of b) can be even or odd. In the last case the decreasing subsequence continues.
(b) Derivation of chain equations between (sub-)subsequences, resulting in a diophantine matrix equation for the coefficients of such expressions. For the inverse Collatz problem the chain equation from the ith increasing subsequence with k i even elements to the (i +1)th decreasing subsequence is a i 3 k i = b i0 4 l i0 ± 1. The chain equation from a decreasing sub-subsequence to the next decreasing sub-subsequence is b ij 3 l ij ±1 = b i,j+1 4 l i,j+1 ∓1. The chain equation from a decreasing subsequence to the next increasing subsequence is b ij 3 l ij ± 1 = a i+1 3 k i+1 . Let j k , k = 0, . . . , m − 1, be the number of subsubsequences in the kth decreasing subsequence. Then all chain equations together result in a diophantine system in the coefficients a i and b ij
. . .
where A is the matrix
An integer solution for the coefficients is a necessary and sufficient condition for the existence of an m-cycle.
(c) Derivation of an inequality for Λ. For the inverse Collatz problem this inequality cannot be derived directly from the chain equations. First, a generalized chain equation linking the coefficients a i and a i+1 must be derived. For the chain equations from a i to a i+1 there are four possible configurations. The decreasing subsequence can start and end with an odd number ≡ ±1 (mod 4). We will analyze the two cases that the decreasing subsequence starts with an odd number ≡ 1 (mod 4). Then the corresponding j i chain equations can be rewritten as
Multiplication of these equations leads to either
In the first case we find that the right hand side product (RHS) of (49) and (50) satisfies
In the second case we find
So in both cases we have the inequality
This inequality can be proved in a similar way if the decreasing subsequence starts with an odd number ≡ −1 (mod 4). Multiplication over i leads to the inequality (54)
Taking logs leads to an inequality for Λ = (K + L) log 3 − (K + 2L) log 2:
Derivation of an upper bound for Λ in terms of K and m
(a) Derivation of a lower bound for the maximal local minimum in a cycle in terms of K and m. Based on the expression for the local minima x i = a i 2 k i we find a lower bound 2 K/m for the maximal local minimum in a cycle.
(b) Chaining of magnitudes of minima in an cycle. For i = 0, . . . , m − 1 we find
≤ bx (56) x
, from which we derive (taking into account that the worst case appears if
Substitution of these results into (55) leads to an upper bound for Λ in terms of K and m:
In a similar way we find a lower bound for Λ and together this leads to
5.3.
A lower bound and an upper bound for K. Suppose there exists an m-cycle with K odd numbers and L even numbers with x 0 > X 0 . Let p n /q n be the nth convergent to δ. Similar to Lemma 1 we have
Proof. Since x i ≥ x 0 > X 0 we find, according to (55),
which contradicts (60).
Since X 0 > 40m + 2 we have |Λ| < 1/20 from (60). We find
Thus 2K > L and 3K > K + L ≥ q n+1 . Applying this, for each m, with the maximal n that satisfies the condition, we find that the lower bound K 0 (m) is a stepwise decreasing function of m.
Corollary 22.
• If m ≤ 2 then 3K > q 13 = 190 537.
• If m = 3 then 3K > q 12 = 111 202.
• If 4 ≤ m ≤ 6 then 3K > q 11 = 79 335.
• If 7 ≤ m ≤ 14 then 3K > q 10 = 31 867.
• If 15 ≤ m ≤ 42 then 3K > q 9 = 15 601.
• If 43 ≤ m ≤ 712 then 3K > q 8 = 665.
Rhin's lemma applies with absolute values, thus |Λ| > e −13.3(0.46057+log K) . Inequality (59) gives an upper bound
Let x = K 3 (m) be the largest solution of
is a decreasing function of m that tends to a constant (independent of X 0 ) limit value 5.576 as m → ∞. Combining the lower bound from Corollary 22 and the upper bound from table (62) shows that a hypothetical m-cycle with x i > X 0 has m ≥ 7.
Upper bound reduction.
We calculated K 1 and K 2 from the continued fraction argument. Up to K 3 (10) = 155399.8 the champion partial quotient is a = 23. Let x = K 2 (m) be the largest solution of
is a decreasing function of m that tends to a constant (independent of X 0 ) limit value as m → ∞. The reduction factor from K 3 to K 2 is c 2 /c 3 ≃ 0.1. Combining the lower bound from Corollary 22 and the upper bound from table (64), we find that if the inverse Collatz problem has an m-cycle with x i > X 0 then m > 9. 1), (2, 3) , (4, 6, 9, 7, 5) and (44, 66, 99, 74, 111, 83, 62, 93, 70, 105, 79, 59 ).
Numerical results for
5.6. Remarks. 1. Our results are sharper than the results of [6] . 2. Because for the inverse Collatz problem each x i has only one predecessor, limit cycles with m ≤ 9 cannot exist when a divergent trajectory has ≥ 10 pairs of increasing and decreasing subsequences.
3. The asymptotic argument for divergence, namely that the average multiplication factor of the inverse Collatz sequence is 3 4 /2 6 ≃ 1.26, looses its value because divergent trajectories (also) depart from ∞.
4. Our theoretical approach cannot exclude the existence of m-cycles for m ≥ 10 with minimal element x 0 ≤ X 0 because the lower and upper bounds of (55) 
THE GENERALIZED COLLATZ PROBLEM
6.1. Introduction. Such sequences of integers x n are introduced among others by Matthews [15] and defined by the conditional recurrence relation
where p i , r i (i = 0, . . . , q − 1) and q satisfy (p i , q) = 1, r i ≡ i (mod q).
Note that (q − p i )r i ∈ Z but r i ∈ Q. Depending on the sign of p i − q, this recurrence relation generates an increasing or decreasing subsequence, so a 1-cycle may consist of an arbitrary number of increasing subsequences followed by an arbitrary number of decreasing subsequences. We will derive an upper bound in terms of the numbers in a cycle for Λ (which is a linear form in logarithms that depends on the actual m-cycle) for a 1-cycle and sketch the general approach for an m-cycle, where appropriate. For ease of analysis, we assume x n ≥ x 0 > X 0 > max(r i , mq).
An upper bound for Λ
Derivation of an upper bound for Λ in terms of the numbers in a cycle
(a) Let the 1-cycle start with the minimal element x 0 ≡ i (mod q). Then a subsequence starts with x 0 = a i q k i + r i . Because r i ∈ Q also a ∈ Q to ensure x 0 ∈ Z. The k i th successor is a i p k i i + r i , which can be rewritten as a j q k j + r j .
(b) The corresponding chain equation can be written as
Multiplication of all chain equations leads to 
where the left hand product runs over all terms with r i − r j negative and the right hand product runs over all terms with r i − r j positive. Taking logs leads to an inequality for Λ. 
(b) Chaining of magnitudes of numbers in a cycle. Let the (minimal) start element of an increasing subsequence be x i and the maximal element be y i . If a i = 1 then x i = y
i for increasing subsequences. If the increasing part of a 1-cycle contains v increasing subsequences and β = max(β i ) then x i ≥ (y i+v−1 ) β v . For a decreasing subsequence from y i to x i+1 we have
If the decreasing part of a 1-cycle contains w decreasing subsequences and r = max(p j /q) we have x i+1 ≤ r w y i . From a local minimum x i to the next local minimum x i+1 we have
(c) Approximation of the upper bound for Λ. Similar to the approach for px + q problem these expressions can be substituted into (68). So it is possible (though not straightforward due to the variety in rest values mod q) to derive an upper bound for Λ in terms of K and m.
6.3. A lower bound and upper bound for K. The (generalized) lemma of Crandall is no longer applicable, since it depends on the condition that Λ = A log u + B log v. A (trivial) lower bound for K can be established from exhaustive search of small solutions for K. Since Λ is in general a linear form in ≥ 3 logarithms, also the sharp lower bounds for two logarithms from Rhin and Laurent et al. are no longer applicable. Baker's original result and later refinements for more than two logarithms remain applicable to find an upper bound for K. Upper bound reduction based on convergents fails, since it requires a linear form in two logarithms, but lattice basis reduction algorithms (e.g. the L 3 -algorithm [24, p. 41]) remain applicable. So a lower bound and an upper bound for K can be derived and as a consequence for fixed m the number of hypothetical cycles is bounded.
6.4. Theoretical and numerical results for cycles 6.4.1. Introduction. Instead of analyzing the general case (which is complex because of the variety in p i , r i and q) we discuss two examples of Matthews [15] . The first example is a classical generalized Collatz problem. The second example is a special case where (if we only consider cycles) degeneration to a binary conditioned "px + q" problem occurs.
6.4.2.
A Collatz problem with four conditions. As a first example we discuss a sequence generated by
Matthews conjectures that there exist 16 cycles with starting values in the range (−750, 5127). In our definition we have r 0 = 0, r 1 = −3, r 2 = 2 and r 3 = etc. Our approach leads to Λ = A log 2 + B log 3 + C log 5 + D log 17 and can in principle be used to exclude m-cycles up to any fixed upper bound for m. Because of the absence of simple upper bound reduction methods, we leave this example for future research.
6.4.3.
A Collatz problem with three (two) conditions. As a second example we analyze the existence of m-cycles for a "tantalizing" problem of
which has for x 0 > 0 many divergent trajectories and for x i < 0 two cycles (−1) and (−2, −4). In our definition we have p 0 = 6, r 0 = 0, p 1 = 7, r 1 = 1/2, p 2 = 3, r 2 = 1. So formally this problem does not meet our definition (65), because (p 0 , q) = q = 1. Note, however, that the equation
has as result that a hypothetical m-cycle only contains numbers which are = 0 (mod 3). By considering such cycles the requirements of (65) are satisfied.
1.
A lower bound for K. Because of the restriction to x i = 0 (mod 3), we can find, similar to Lemma 2, a lower bound K > K 0 (m) = q n+1 with for q n the maximum value such that q n + q n+1 ≤ (log 3)2X 0 /m. Again we found that the lower bound K 0 (m) is a stepwise decreasing function of m.
Corollary 24.
• If m = 1 then K > q 10 = 439 341.
• If m = 2 then K > q 9 = 330 356.
• If 3 ≤ m ≤ 9 then K > q 8 = 108 985.
• If 10 ≤ m ≤ 309 then K > q 7 = 3 401.
2. An upper bound for Λ. Recall that x 0 = x 0 . A number x 0 ≡ 1 (mod 3) can be written as 2x
A similar argument applies to x i (the ith local minimum). If b i is eliminated we find the chain equation
from which it follows that the coefficients a i must satisfy the diophantine system
The ith chain equation can be rewritten as
Multiplication (with indices taken mod 3) and taking logs leads to an inequality for Λ = K log 7 − (K + L) log 3,
For the maximal x i we have
Further we find (with ̺ = log 3 7)
. This last inequality can be rewritten as
Substitution of these results into (73) leads to a lower bound for Λ in terms of K and m:
3.
A lower bound for Λ. Since Λ = K log 7−(K +L) log 3, the best result for approximating Λ is from Laurent et al. [13] . We apply Corollaire 2 with D = 1, b ′ = (K + L)/log A 2 + K/log A 1 , log A 1 = log 3 and log A 2 = 7. Since Λ > 0 we have K + L < ̺K and thus b ′ < 1.8K. Substitution into (37) leads to
Lemma 25. Let x = K 3 (m) be the largest solution of
is a decreasing function of m that tends to a constant (independent of X 0 ) limit value 0.294 as m → ∞. We calculated K 1 and K 2 from the continued fraction argument. Up to K 3 (10) = 3.59 · 10 7 the champion partial quotient is a = 32. Let x = K 2 (m) be the largest solution of
is a decreasing function of m that tends to a constant (independent of X 0 ) limit value as m → ∞. The reduction factor from K 3 to K 2 is c 2 /c 3 ≃ 1/100m. 2. Recently Farkas [5] analyzed new variants of the Collatz problem. Consider a sequence of natural numbers conditionally generated by
In [22] isomorphy between sequences is defined (isomorphic sequences share cycle behaviour) and it is shown that (some) Farkas sequences are isomorphic to the 3x + 1 sequence.
2.
Derivation of chain equations. Note that for the last type x 1 is a multiple of 3 and that x 2 > x 0 , which gives rise to a chain equation. Adjustment of the definition of the recurrence relation for numbers = 0 (mod 6) overcomes this ambiguity. As a consequence, a simple 1-cycle has only one unknown coefficient and there are no chain equations.
3. Derivation of an inequality for Λ (a) Let x 0 = a2 2r 3 s − 1 with r > 0 and s > 0. Then x r = a3 s 5 r − 1, which is even and not a multiple of 3. A simple 1-cycle exists if
If a solution exists then
from which a necessary condition for Λ follows:
(b) Let x 0 = a2 2r+1 3 s − 1 with r > 0 and s > 0. Then x r = 2a3 s 5 r − 1, x r+1 = a3 s 5 r+1 − 2 and x r+2 = (a3 s 5 r+2 − 9)/2, which may be even and is a multiple of 3. A simple 1-cycle exists if
If a solution exists (with s = 1, hence q = 1) then
(87) 0 < (p + 2r + 2) log 2 + log 3 − (r + 2) log 5 < 1
If a solution exists (with s ≥ 2, hence q = 2) then
(88) 0 < (p + 2r + 2) log 2 + 2 log 3 − (r + 2) log 5 In all cases we find a general necessary condition for Λ:
(95) 0 < |A 1 log 2 + A 2 log 3 − A 3 log 5| < 1 a2 r 3 s < b x 0 where A i > 0 depends on p, q, r, s as defined above.
7.3. A lower and an upper bound for K. The generalized theorem of Crandall cannot be used for finding an effective lower bound, so only brute force calculations remain. Transcendence theory supplies a (weak) upper bound (probably K 3 ∼ m 3 max(̺ i ) m ). There is no simple upper bound reduction method, but lattice basis reduction algorithms remain applicable. As for the first example of the generalized Collatz problem we leave this problem for future research.
7.4. Remarks. Any specific 1-cycle for the R 2 problem can be analyzed in a similar way, but any such 1-cycle requires a new matrix of chain equations. For the general R p k problem there seems to be no appropriate expression for numbers in a hypothetical cycle, which supports analysis of all m-cycles for fixed m. This clearly demonstrates one of the limits of our approach. The similarity in the equations for Λ for the R 2 problem suggests that for an m-cycle of the general R p k problem for Λ = |A 1 log 2 + · · · + A k−1 log p k−1 − A k log p k | an inequality of the type 0 < Λ < b/x i holds. An expression for the maximal local minimum in a cycle can be found in a similar way as for the px + q problem. So we conjecture that our approach can in principle be applied to find m-cycles for the Roelants problem.
CONCLUSIONS
8.1. General. For all these generalized Syracuse sequences a general approach applies.
1. Brute force computation gives lower bounds for K and x i and may reveal some cycles below those bounds. These lower bounds are necessary for the number-theoretic analysis to exclude other cycles. 2. Based on a non-trivial "appropriate" expression for numbers in a possible m-cycle above those bounds, an upper bound for Λ = A i log p i in terms of K and m is derived. Such expression depends on the type of generalization. Combination of this upper bound with a lower bound from transcendence theory leads to an upper bound K 3 for K. This guarantees a finite number of m-cycles for any fixed m. 3. If Λ is a linear form in two logarithms then elementary number theory gives a lower bound K 0 . In this case there exist an upper bound reduction to K 2 based on convergents and an efficient search technique in an interval (K 1 , K 2 ) with K 0 < K 1 < K 2 < K 3 . 4. If Λ = A log x + B log y + · · · + C log z then derivation of an upper bound for Λ for given m-cycles remains feasible. The efficient search techniques from elementary number theory collapse. Lattice reduction basis techniques remain applicable. 5. For the 3x + q problem a heuristic argument excludes the existence of divergent trajectories and we have an efficient algorithm for finding all m-cycles for any fixed m. Here K 1 seems positively related to q and defines the "space" for small cycles. This explains why for large q in general non-trivial cycles exist. 6. For the px + q problem in general divergent trajectories exist. However, also for the px + q problem this approach supplies an efficient algorithm for finding all m-cycles for any fixed m. Again K 1 seems positively related to q and defines the "space" for small cycles. This explains (partly) why the px + 1 problem has in general no non-trivial cycles, and the px+q problem with p < q exceptionally has non-trivial cycles.
7. For the 3x + q problem and the px + q problem additional conditions for the existence of m-cycles follow from elementary number theory (residue class ring arithmetic). 8. For other generalizations derivation of the structure of 1-cycles (and m-cycles) remains feasible. The derivation of the diophantine system for the coefficients a i and the subsequent exclusion of m-cycles may become numerically (very) complex.
Limitations of the approach
8.2.1. Dependence on the appropriate expression for x i . Crucial in our approach is the derivation of an expression for Λ as a linear form in logarithms. This expression follows from the expression for x i and the chain equations for a specific m-cycle. As a result our approach fails for generalizations such as the "real" 3x + 1 problem (introduced by Konstadinidis [9] ) defined by x i = x i /2 if ⌊x i ⌋ is even, and x i+1 = (3x i + 1)/2 if ⌊x i ⌋ is odd. Trajectories of this problem are bounded (heuristic argument, no formal proof) and must end in a limit cycle, but an "appropriate" expression for x i cannot be found. Konstadinidis proves without using transcendence theory that cycles of the "real" 3x + 1 problem are integer cycles.
8.2.2.
The dependence on brute force computation. Brute force computation plays an important role as an incubator for our approach. The upper bound K 3 theoretically depends (practically does not depend) on the value X 0 (e.g. once X 0 > mq for the px + q problem). The lower bound K 0 heavily depends on X 0 via Crandall's generalized lemma. For an efficient search we need K 0 ≈ K 1 . The post-transcendence analysis of a i ≥ 1 explicitly depends on X 0 . The bounds K 3 and K 1 increase with m. To analyze the existence of m-cycles up to an upper bound m ≤ M thus requires a certain value of X 0 that increases with M . So the application range of the approach directly depends on X 0 .
