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SCATTERING FROM LOCAL DEFORMATIONS OF A SEMITRANSPARENT PLANE
CLAUDIO CACCIAPUOTI, DAVIDE FERMI, AND ANDREA POSILICANO
Abstract. We study scattering for the couple (AF , A0) of Schro¨dinger operators in L
2(R3) formally defined
as A0 = −∆ + α δpi0 and AF = −∆+ α δpiF , α > 0, where δpiF is the Dirac δ-distribution supported on the
deformed plane given by the graph of the compactly supported, Lipschitz continuous function F : R2 → R and
pi0 is the undeformed plane corresponding to the choice F ≡ 0. We provide a Limiting Absorption Principle,
show asymptotic completeness of the wave operators and give a representation formula for the corresponding
Scattering Matrix SF (λ). Moreover we show that, as F → 0, ‖SF (λ) − 1‖
2
B(L2(S2)) = O
(∫
R2
dx|F (x)|γ
)
,
0 < γ < 1.
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1. Introduction
In this paper we are concerned with self-adjoint Schro¨dinger operators in L2(R3) formally defined as
AF = −∆+ α δpiF , α > 0 , (1.1)
where δpiF is the Dirac δ-distribution supported on the surface πF := {x ≡ (x1,x‖) ∈ R3 |x1 = F (x‖)},
where F : R2 → R is such that:
F ∈ C0,10 (R2), i.e., F has compact support and is Lipschitz continuous.
For the rigorous definitions of these self-adjoint operators we refer to Section 3 below; here we only notice
that the functions in their self-adjointness domain have to satisfy semitransparent boundary conditions of
the kind [∂nf ]piF = α f ↾piF , where [∂nf ]piF denotes the jump of the normal derivative across the surface πF .
The spectral properties of these operators, mainly presence and estimates on the number of their bound
states below the essential spectrum (whenever α < 0), have been studied in many papers (see, e.g., [12, 14]
and references therein for the 2D case, where the support of the perturbation is a deformed line; [17] for
the 3D case; and the very recent survey [13]). Much less is known regarding their scattering theory: the
2D case has been studied in the paper [15], where existence and completeness of the wave operators have
been provided (see also [16] for similar results in 3D in a setting in which the singular potential is supported
on a curve) and the scattering matrix was studied (whenever α < 0) for the negative part (−α2/4, 0)
of the spectrum; in this case the scattering problem is essentially one-dimensional in the sense that it is
described by a 2× 2 matrix of reflection and transmission amplitudes. Here we are instead concerned with
the more involved 3D case and we provide a comprehensive scattering analysis for the case of repulsive
interaction α > 0, from a Limiting Absorption Principle, through existence and asymptotic completeness
of the wave operators, to a representation formula for the scattering matrix on the half line (0,+∞) minus
the (possibly empty) discrete subset of embedded eigenvalues. Since the singular potential α δpiF does not
vanish at infinity, one cannot expect existence of the wave operators for the scattering couple (AF , A∅) (here
and below A∅ denotes the free Schro¨dinger operator) and so, as for the 2D case in [15], we consider here
the scattering couple (AF , A0), where A0 formally corresponds to A0 = −∆ + α δpi0 and δpi0 is the Dirac
δ-distribution supported on the plane π0 := {x ≡ (x1,x‖) ∈ R3 |x1 = 0}, i.e. A0 corresponds to AF with
F ≡ 0. Whereas we follow the same strategy as in [24] and [22], due to A0 6= A∅ and to the unboundedness
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of the obstacles, here, with respect to the results provided in [24, Subsection 6.4] and [22, Subsection 5.4],
more work is needed and the proofs are, for the most, different and more elaborate.
After supplying some preliminary material in Section 2, we introduce in Section 3 the rigorous definition
of the self-adjoint operators AF by providing their resolvent through a Kre˘ın’s type formula expressed in
terms of the free resolvent (i.e. the resolvent of A∅) (see Theorem 3.4). Let us remark here that the operator
AF could be equivalently defined by quadratic form methods (see, e.g., [4, 9, 18] and references therein);
however, in order to study the Limiting Absorption Principle (LAP for short) and the Scattering Matrix,
one needs a convenient resolvent formula. One more important remark about our use of resolvent formulae
is the following: proceeding as in [15], one could try to provide a resolvent formula of AF expressed directly
in terms of A0; however this would imply the use of trace (evaluation) operators in the operator domain of
A0, and these are less well-behaved than in the Sobolev space H
2(R3), the self-adjointness domain of A∅
(in particular is not clear what should be the correct trace space). Moreover, such an approach can lead,
even in the case of a smooth deformation F , to singular perturbations of A0 supported on not Lipschitz
sets. Therefore we prefer to work with the difference of the two Kre˘ın’s formulae, one for AF and the other
one for A0, both expressed in terms of the free resolvent. This suffices, in Section 4, for the proof of LAP
for AF (see Theorem 4.13), obtained after providing LAP for the operator A0 (see Proposition 4.2) and by
building on some abstract results by Renger (see [30] and [31]).
Then, in Section 5, by a careful analysis of the difference of the two resolvent for AF and A0, we obtain a
Kre˘ın’s type formula for the resolvent of AF which contains only the resolvent of A0 and trace maps on the
(compact) support of the deformation F (see Theorem 5.1); such resolvent formula resembles the one used
in [15].
LAP proved in Section 4 and the formula for the resolvents difference from Section 5 are the starting point
of our analysis of the scattering theory. In Section 6, using the same approach as in Section 5, we prove
existence and asymptotic completeness of the wave operators associated to the scattering couple (AF , A0)
(see Theorem 6.1). In Section 7, following the same kind of reasoning as in [22, Sec. 4] (see also [23, Rem.
5.7]), using this latter resolvent formula, Birman-Yafaev stationary scattering theory and the Kato-Birman
invariance principle, we obtain a representation formula for the Scattering Matrix SF (λ) of the scattering
couple (AF , A0) for any energy λ ∈ (0,+∞)\σ+p (AF ), where σ+p (AF ) is the (possibly empty) discrete set
of embedded eigenvalues (see Theorem 7.1 and Corollary 7.2). Finally, see Theorem 7.7, using such a
representation formula, we provide an estimate, in operator norm, on the difference SF (λ)−1; in particular,
as the deformation F → 0, one gets
‖SF (λ)− 1‖2B(L2(S2)) = O
(∫
R2
dx‖ |F (x‖)|γ
)
, 0 < γ < 1 .
The paper is concluded with a technical appendix containing the proof of the LAP for the self-adjoint
operator corresponding to the Laplacian with a δ-interaction in one dimension.
2. Notation and preliminaries
• We denote by ∆ the distributional Laplacian on D′(R3).
• We denote by A∅ the free (positive) Laplacian on R3; this is the self-adjoint operator
A∅ : H
2(R3) ⊂ L2(R3)→ L2(R3) , A∅f := −∆f , (2.1)
with purely absolutely continuous spectrum σ(A∅) = σac(A∅) = [0,+∞). The corresponding free resolvent
operator is
R∅(z) := (A∅ − z)−1 : L2(R3)→ H2(R3) z ∈ C\[0,+∞) . (2.2)
• For any pair X,Y of Banach spaces, we denote the Banach space of bounded linear operators from X
to Y with B(X,Y ) and set B(X) = B(X,X); the two-sided ideal of compact operators is S∞(X,Y )
(S∞(X) = S∞(X,X)).
• For any complex number z ∈ C\[0,+∞) we define its square root with the branch cut such that Im√z > 0.
3• In order to avoid the appearance of cumbersome expressions we shall use the following short-hand notation,
for any pair of real numbers B1, B2 ∈ R:
B1 6c B2 ⇔ B1 6 const. B2 , for some finite constant const. > 0 .
2.1. Test functions and distributions. For k ∈ {1, 2, 3, ...}, we consider the vector space D(Rk) of
smooth, compactly supported functions f : Rk → C and equip this space with the well known inductive
limit topology. The topological dual space D′(Rk) is the space of Schwartz distributions on Rk. Unless
otherwise stated, all derivatives considered in the sequel are to be understood in the sense of distributions.
2.2. Sobolev spaces. Let us now introduce Sobolev spaces on Rk of L2 type, of both integer and fractional
order.
The Sobolev space of positive integer order n ∈ N is the Hilbert space
Hn(Rk) := {f ∈ D′(Rk) | ∂αf ∈ L2(Rk) for all α ∈ Nk, |α| 6 n} ,
endowed with the standard inner product
〈f |g〉Hn(Rk) :=
∑
α∈Nk, |α|6n
〈∂αf |∂αg〉L2(Rk)
which induces the norm ‖f‖Hn(Rk) :=
√
〈f |f〉Hn(Rk). Of course, H0(Rk) = L2(Rk).
For any r ∈ [0,+∞)\N, let us denote with [r] its integer part and put ρ := r − [r]. The Sobolev space of
fractional order r is
Hr(Rk) :=
{
f ∈ D′(Rk)
∣∣∣ ∂αf ∈ L2(Rk) for α ∈ Nk, |α| 6 [r] , and∫
Rk×Rk
dx dy
|∂αf(x)− ∂αf(y)|2
|x− y|k+2ρ < +∞ for α ∈ N
k, |α| = [r]
}
;
this is also a complex Hilbert space with the inner product
〈f |g〉Hr(Rk) := 〈f |g〉H[r](Rk)
+
∑
α∈Nk,|α|=[r]
∫
Rk×Rk
dx dy
(∂αf(x)− ∂αf(y)) (∂αg(x)− ∂αg(y))
|x− y|k+2ρ ,
(2.3)
inducing the norm ‖f‖Hr(Rk) :=
√
〈f |f〉Hr(Rk) .
As well known, for any r ∈ [0,+∞), the space Hr(Rk) coincides with the Banach space obtained by
taking the closure of D(Rk) with respect to the norm ‖ · ‖Hr(Rk). We denote with H−r(Rk) its topological
dual; so, each f ∈ H−r(Rk) is a continuous linear form on Hr(Rk) and, by restriction to D(Rk), it can be
identified with a distribution on Rk.
In some of the forthcoming proofs, we will also use the well-known equivalent norm on the Sobolev spaces
Hr(Rk) (r ∈ R) defined by standard functional calculus in terms of real powers of the operator (1 − ∆k)
(∆k is the free Laplacian on R
k) as follows:
|||f |||Hr(Rk) := ‖(1−∆k)r/2f‖L2(Rk) . (2.4)
Of course, using the distributional Fourier transform F : D′(Rk) → D′(Rk), normalized so as to be unitary
with respect to the inner product of L2(Rk), the above norm can be re-expressed as
|||f |||Hr(Rk) = ‖(1 + |k|2)r/2 Ff‖L2(Rk) . (2.5)
It is a well-known fact that the norm (2.4) is equivalent to the norm introduced previously on Hr(Rk)
for any r ∈ R. More explicitly, this means that for any f ∈ Hr(Rk) there holds true the following chain of
inequalities
|||f |||Hr(Rk) 6c ‖f‖Hr(Rk) 6c |||f |||Hr(Rk) . (2.6)
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2.3. Sobolev spaces on domains. Whenever Ω ⊆ Rk is an open set with a Lipschitz boundary, we define
Hs(Ω) := {f ∈ D′(Ω) | ∃f˜ ∈ Hs(Rk) such that f˜ ↾Ω = f}
and
Hs
Ω
(Rk) := {f ∈ Hs(Rk) | suppf ⊆ Ω} .
2.4. Basic results on Sobolev spaces.
Remark 2.1. In what follows we shall often use without further notice the continuous Sobolev embedding
Hs(Rk) →֒ Hr(Rk) for s > r; in particular to infer that given an operator O : Hr(Rk)→ Hr′(Rk′) then:
i) If O ∈ B(Hr(Rk),Hr′(Rk′)) then O ∈ B(Hs(Rk),Hs′(Rk′)) for all r 6 s, and s′ 6 r′;
ii) If O ∈ Sp(Hr(Rk),Hr′(Rk′)) then O ∈ Sp(Hs(Rk),Hs′(Rk′)) for all r 6 s, s′ 6 r′, and 1 6 p 6 +∞.
A similar remark holds true when dealing with the embedding between weighted Sobolev spaces, see Section
2.6.
Lemma 2.2. Let h, k ∈ {1, 2, 3, ...} and consider the vector spaces D(Rh) ⊗ D(Rk) (where ⊗ indicates the
algebraic tensor product), D(Rh× Rk) and Hr(Rh× Rk). Then, the following inclusions hold true for all
r ∈ R:
D(Rh)⊗D(Rk) ⊂ D(Rh× Rk) ⊂ Hr(Rh× Rk) .
Moreover, the sets on the l.h.s. of the above inclusions are dense subspaces of the topological vector spaces
on the r.h.s., assuming the latter are endowed with their natural topologies.
Proof. The thesis is a just restatement of known results. For the proof of the first inclusion, see, e.g., [8, p.
74, Prop. 6.1] or [35, p. 409, Th. 39.2]; for the proof of the second inclusion, see [8, p. 182, Th. 13.2] or
[34, p. 107, Prop. 13.1]. 
Lemma 2.3. Let h, k ∈ {1, 2, 3, ...} and r > 0. Then, there hold the following continuous embeddings:
Hr(Rh+k) →֒ Hrh(Rh)⊗Hrk(Rk) for all rk + rh 6 r ; (2.7)
Hrh(Rh)⊗Hrk(Rk) →֒ Hmin(rh,rk)(Rh+k) for all rk, rh > 0 . (2.8)
Proof. Consider the norms introduced in Eq. (2.4). To prove both statements (2.7) and (2.8) it suffices to
recall that these norms are equivalent to the standard norms on Hr(Rk) and to notice that they fulfil the
elementary inequalities reported hereafter for any factorized function of the form f = uh ⊗ uk ∈ D(Rh) ⊗
D(Rk).
On the one hand, noting that (1 + |qh|2 + |qk|2)r > (1 + |qh|2 + |qk|2)rh(1 + |qh|2 + |qk|2)rk > (1 +
|qh|2)rh(1 + |qk|2)rk for r > 0 and rh + rk 6 r, we have
|||f |||2Hr(Rh+k) =
∫
Rh×Rk
dqhdqk (1 + |qh|2 + |qk|2)r |(Fuh)(qh)|2 |(Fuk)(qk)|2
>
∫
Rh×Rk
dqh dqk (1 + |qh|2)rh(1 + |qk|2)rk |(Fuh)(qh)|2 |(Fuk)(qk)|2
= |||uh|||2Hrh (Rh) |||uk|||2Hrk (Rk) = |||uh⊗uk|||2Hrh (Rh)⊗Hrk (Rk) .
On the other hand, for any r, rh, rk > 0 one can use the trivial estimates (1 + |qh|2 + |qk|2) 6 (1 +
|qh|2)(1 + |qk|2) and min(rh, rk) 6 rh, min(rh, rk) 6 rk to obtain the following chain of inequalities:
|||f |||2
Hmin(rh,rk)(Rh+k)
=
∫
Rh×Rk
dqh dqk (1 + |qh|2 + |qk|2)min(rh,rk) |(Fuh)(qh)|2 |(Fuk)(qk)|2
6
∫
Rh×Rk
dqh dqk (1 + |qh|2)rh(1 + |qk|2)rk |(Fuh)(qh)|2 |(Fuk)(qk)|2
= |||uh|||2Hrh (Rh) |||uk|||2Hrk (Rk) = |||uh⊗uk|||2Hrh (Rh)⊗Hrk (Rk) .
5The above bounds suffice to infer the claims stated in Eq.s (2.7) and (2.8), by standard density arguments
(see also the previous Lemma 2.2). 
2.5. Sobolev spaces on the boundary and trace operators. Let us consider the space R3 and indicate
with boldface letters x = (x1, x2, x3) a set of Cartesian coordinates on it. We consider the plane
π0 := {x ∈ R3 |x1 = 0} ,
and refer to it as the “flat” or the “non-deformed” plane. We write x‖ = (x2, x3) for the coordinates induced
by the set of coordinates x on π0, which allow to naturally identify the latter with R
2.
For F ∈ C0,10 (R2), as in our assumptions, we write suppF for the support of F and consider the surface
πF := {x ∈ R3 |x1 = F (x‖)} ,
which is referred to as the “deformed” plane. Needless to say, the two planes π0 and πF coincide when
F = 0. Besides, let us remark that, similarly to π0, the plane πF can also be identified with R
2 considering
the change of coordinates
(x1,x‖) 7→ (y1,y‖) := (x1 − F (x‖),x‖) .
Correspondingly, one has an isomorphism IF of H
r(R3) into itself for any order r ∈ R such that |r| 6 1 (see
[19, Sec. 1.3.3] or [25, Ch. 3]), defined by IF f(x
1,x‖) = f(x1 + F (x‖),x‖).
To proceed, let us consider the map τ0 : D(R3)→ D(R2) defined by
(τ0f)(x‖) := f(0,x‖) ,
i.e. the evaluation of smooth functions on the plane π0. As well known [20], this map can be uniquely
extended to a surjective, continuous operator τ0 : H
r+1/2(R3)→ Hr(R2) for all r > 0.
We shall also use the map τF : D(R3)→ D(R2) defined by
(τF f)(x‖) := f(F (x‖),x‖) ,
i.e. the evaluation of smooth functions on the surface πF .
Remark 2.4. Noticing that (τF f)(x‖) = (τ0IF f)(x‖), we infer that this map can be uniquely extended to a
surjective, continuous operator
τF ∈ B(Hr+1/2(R3),Hr(R2)) for all r ∈ (0, 1/2] ;
see also, e.g., [25, Th. 3.37].
The operators τ0, τF are commonly referred to as traces on the planes π0, πF . Considering then the C
0,1
open domains
Ω±F := {x ∈ R3 |x1 > ±F (x‖)} ,
the trace operator τF can be extended to the larger spaces
Hr(R3\πF ) := Hr(Ω−F )⊕Hr(Ω+F ) for r ∈ (0, 1)
by setting
τF : H
r+1/2(Ω−F )⊕Hr+1/2(Ω+F )→ Hr(R2) , τF (f− ⊕ f+) :=
1
2
(τ−F f− + τ
+
F f+) ,
where
τ±F ∈ B(Hr+1/2(Ω±F ),Hr(R2)) for r ∈ (0, 1)
are the lateral traces defined as the unique bounded extensions of the evaluation maps
τ±F f(x‖) := limε↓0
f(F (x‖)± ε,x‖) , f ∈ Hr+1/2(Ω±F ) ∩ C(Ω±F ) .
In terms of the above lateral traces, for later convenience we introduce the notations
f ↾pi±F
:= τ±F f , f ↾piF := τF f , [f ]piF := τ
+
F f − τ−F f , (2.9)
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2.6. Weighted Sobolev spaces. For any k ∈ N and w ∈ L1loc(Rk, [0,+∞)), we consider the weighted
Sobolev-type spaces of integer order n ∈ {0, 1, 2, ...} defined as
Hnw(R
k) :=
{
f ∈ D′(Rk) ∣∣ ‖f‖2Hnw(Rk) < +∞} ,
‖f‖2Hnw(Rk) :=
∑
|α|6n
∫
Rk
dx w(x)
∣∣(∂αf)(x)∣∣2 ; (2.10)
in particular, for n = 0 we set
H0w(R
k) ≡ L2w(Rk) :=
{
f ∈ D′(Rk) ∣∣ ‖f‖2L2w(Rk) < +∞} ,
‖f‖2L2w(Rk) :=
∫
Rk
dx w(x) |f(x)|2 .
For any θ ∈ (0, 1), we define the analogous fractional order spaces by complex interpolation putting
Hn+θw (R
k) := [Hnw(R
k),Hn+1w (R
k)]θ . (2.11)
In passing, let us remark that the non-weighted fractional Sobolev spaces introduced in subsection 2.2
could be equivalently characterized by complex interpolation, via a relation analogous to (2.11). To be more
precise, there holds Hn+θ(Rk) = [Hn(Rk),Hn+1(Rk)]θ; of course, this identity must be understood in the
sense that the usual topology on Hn+θ(Rk) descending from the inner product (2.3) is equivalent to (though,
different from) the natural interpolation topology on [Hn(Rk),Hn+1(Rk)]θ.
Now, let us assume that 1/w ∈ L1loc(Rk, [0,+∞)) is an admissible weight as well; then, for any r > 0 we
introduce the weighted space of negative order −r in terms of the standard L2-duality setting
H−rw (R
k) :=
(
Hr1/w(R
k)
)′
. (2.12)
Taking into account the latter position and [7, p. 98, Cor. 4.5.2], it can be readily inferred that a relation
analogous to Eq. (2.11) does indeed hold true for any n ∈ Z and all θ ∈ (0, 1).
Our analysis involves, in particular, the weights ws1(x
1) := (1 + |x1|2)s1 on R, ws‖(x‖) := (1 + |x‖|2)s‖ on
R
2 and their tensor product ws1,s‖(x
1,x‖) := ws1(x1)ws‖(x‖) on R
3, for suitable s1, s‖ ∈ R. For any r ∈ R,
we indicate the corresponding weighted spaces with the short-hand notations
Hrs1(R) ≡ Hrws1(R) , H
r
s‖
(R2) ≡ Hrws‖(R
2) , Hrs1,s‖(R
3) ≡ Hrws1,s‖(R
3) ;
moreover, noting the elementary identity 1/ws1 = w−s1 and the related analogues for ws‖ and ws1,s‖, from
Eq. (2.12) we infer the duality relations
H−r−s1(R) =
(
Hrs1(R)
)′
, H−r−s‖(R
2) =
(
Hrs‖(R
2)
)′
,
H−r−s1,−s‖(R
3) =
(
Hrs1,s‖(R
3)
)′
.
(2.13)
Before proceeding, let us mention that all the weighted spaces considered above are indeed Hilbert spaces,
endowed with the corresponding natural inner products. For any given pair H1,H2 of these spaces, we
regard the tensor product H1 ⊗H2 as a Hilbert space itself, equipped with the usual inner product defined
on factorized elements and extended to the whole space by linearity.
In the forthcoming Lemma 2.5 we collect a number of results providing a more explicit characterization
of the weighted spaces described previously; these results will be employed systematically in the derivation
of the subsequent developments, in particular in Section 4 for the proof of the LAP.
Lemma 2.5. The following statements i)− iv) hold true.
i) Assume that s1, s‖> 0; then, for all r ∈ R the following embeddings define continuous maps:
Hrs1(R) →֒ Hr(R) , Hrs‖(R2) →֒ Hr(R2) , Hrs1,s‖(Rr) →֒ Hr(R3) .
7ii) Let s1, s‖∈ R and consider the multiplication operators
Is1 : D′(R)→ D′(R) , u1 7→ w1/2s1 u1 , Is‖ : D′(R2)→ D′(R2) , u‖ 7→ w1/2s‖ u‖ ,
Is1,s‖ : D′(R3)→ D′(R3) , f 7→ w1/2s1,s‖f .
(2.14)
For any r ∈ R, these operators define by restriction the isomorphism of Banach spaces
Is1 : H
r
s1(R)→ Hr(R), Is‖ : Hrs‖(R2)→ Hr(R2), Is1,s‖ : Hrs1,s‖(R3)→ Hr(R3).
iii) Let s1, s‖∈ R; then, for all r, r′ ∈ R with r > r′ the following embeddings define continuous maps:
Hrs1(R) →֒ Hr
′
s1(R) , H
r
s‖
(R2) →֒ Hr′s‖(R2) , Hrs1,s‖(R3) →֒ Hr
′
s1,s‖
(R3) .
iv) Let s1, s‖∈ R; then, for all r1, r‖> 0 the following embedding defines a continuous map:
Hr1s1(R)⊗H
r‖
s‖(R
2) →֒ Hmin(r1,r‖)s1,s‖ (R3) .
Proof. In the following we discuss separately the proofs of items i)−iv). Concerning items i)−iii), as examples
we derive the corresponding statements involving the space Hr1s1(R); the analogous claims regarding H
r
s‖
(R2)
and Hrs1,s‖(R
3) can be inferred by similar arguments.
i) For s1 > 0 and r = n ∈ {0, 1, 2, ...}, it can be easily checked by direct inspection that ‖u1‖2Hn−s1(R) 6
‖u1‖2Hn(R) 6 ‖u1‖2Hns1(R), which proves that H
n
s1(R) →֒ Hn(R) and Hn(R) →֒ Hn−s1(R). Recalling our
position (2.11) and its dual analogue, from here we infer by interpolation that Hrs1(R) →֒ Hr(R) and
Hr(R) →֒ Hr−s1(R) for all r > 0. The first of these relations proves the thesis for r > 0. On the other
hand, on account of the duality relation in Eq. (2.13), the second relation allow us to infer that Hrs1 =
(H−r−s1(R))
′ →֒ (H−r(R))′ = Hr(R) for r 6 0, which completes the proof.
ii) First of all, let us remark that for any s1∈ R the map Is1 defined in Eq. (2.14) is invertible, with inverse
given by I−1s1 = I−s1.
Next, let n ∈ {0, 1, 2, ...}. It can be checked by direct inspection that the weight w1/2s1 = ws1/2 on R fulfills
the conditions of [36, p. 263, Def. 6.1] and that u1 7→ ‖w1/2s1 u1‖2Hn(R) determines a norm on Hns1(R) which
is equivalent to that of Eq. (2.10) (compare with [36, p. 267, Eq. (6.18)]); so, from [36, p. 267, Th. 6.9]
it follows that Hns1(R) = F
n
2,2(R, w
1/2
s1 ), where F
r
2,2(R, w
1/2
s1 ) are the weighted Triebel-Lizorkin spaces defined
according to [36, p. 264, Def. 6.3]. Due to our position (2.13), the latter identity and [32, p. 244, Eq.
(7)] yield in addition the dual relation H−ns1 (R) = F
−n
2,2 (R, w
1/2
s1 ), again for n ∈ {0, 1, 2, ...}. Furthermore, let
us recall that Hr(R) = F r2,2(R, 1) ≡ F r2,2(R) for any r ∈ R (see, e.g., [36, p. 3, Eq. (1.8)]). On the other
hand, [36, p. 265, Th. 6.5] states that the map F r2,2(R, w
1/2
s1 )→ F r2,2(R), u1 7→ w1/2s1 u1 is an isomorphism of
Banach spaces for all r ∈ R. In view of the facts mentioned previously, the latter result allows us to infer
that the map
(
Is1↾H
r
s1(R)
)
: Hrs1(R)→ Hr(R) is a Banach isomorphism for all r ∈ Z. Then, the analogous
statement for arbitrary r ∈ R follows by interpolation from [21, p. 46, Th. 2.1.6], recalling our definition
(2.11) and its dual counterpart.
iii) The previously proven item ii) implies that Hrs1(R) is isomorphic to H
r(R) for any r ∈ R. Then the
thesis follows straightforwardly from the standard Sobolev embedding Hr(R) →֒ Hr′(R), holding true for
r > r′.
iv) Again, due to item ii) we know that Hr1s1(R), H
r‖
s‖(R
2) and H
min(r1,r‖)
s1,s‖ (R
3) are respectively isomorphic to
Hr1(R), Hr‖(R2) and Hmin(r1,r‖)(R3). On the other hand, Eq. (2.8) of Lemma 2.3 allows us to infer that
Hr1(R)⊗Hr‖(R2) is continuously embedded into Hmin(r1,r‖)(R3) for any r1, r‖> 0. Altogether, the previous
arguments yield the thesis. 
The subsequent Lemmata 2.6 and 2.7, characterize the free resolvent operator R∅(z) and the trace τF on
the plane πF as bounded maps on the weighted spaces under analysis.
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Lemma 2.6. Let s1, s‖∈ R and r ∈ R. Then, for all z ∈ C\[0,+∞) there holds
R∅(z) ∈ B(Hrs1,s‖(R3),Hr+2s1,s‖(R3)) . (2.15)
Proof. First of all, let us notice that by [29, p. 170, Lem. 1] we have R∅(z) ∈ B(L2s1,s‖(R3)) for all
s1, s‖ ∈ R; from here it can be inferred that R∅(z) ∈ B(L2s1,s‖(R3),H2s1,s‖(R3)), using arguments similar to
those described in the proof of Th. 4.2 in [24]. This yields the thesis for r = 0; then, proceeding by induction
it can be inferred by similar arguments that Eq. (2.15) holds true as well for all r = 2n with n ∈ {0, 1, 2, ...}.
To proceed let us remark that R∅(z) = R∅(z)
∗, where ∗ indicates the adjoint with respect to the usual
L2-duality; thus, recalling the basic relation (2.13) we obtain R∅(z) ∈ B(H−2n−2−s1,−s‖(R3),H−2n−s1,−s‖(R3)) for all
n ∈ {0, 1, 2, ...}, which is equivalent to Eq. (2.15) for r = −2n after the obvious replacement (s1 , s‖) →
(−s1,−s‖).
Finally, notice that our definition (2.11) and its dual counter part yield the interpolation identity
[H2ns1,s‖(R
3),H2n+2s1,s‖ (R
3)]θ = H
2n+2θ
s1,s‖
(R3) for any θ ∈ (0, 1) and all n ∈ Z;
then, from [21, p. 46, Th. 2.1.6] we can conclude that the thesis stated in Eq. (2.15) holds true for arbitrary
r ∈ R by interpolation. 
Lemma 2.7. Let s1, s‖ ∈ R, r ∈ (0, 1/2]. Then, the evaluation map τF : D(R3) → D(R2), (τF f)(x‖) :=
f(F (x‖),x‖) (see subsection 2.5) can be uniquely extended to a continuous operator
τF ∈ B(Hr+1/2s1,s‖ (R3),Hrs‖(R2)) .
Proof. In order to avoid misunderstandings, throughout the present proof we shall temporarily indicate with
τˆF the usual trace operator introduced in Remark 2.4, mapping H
r+1/2(R3) into Hr(R2) for r ∈ (0, 1/2]. It
can be checked by elementary computations that on D(R3) we have
τF = I
−1
s‖
W (F )s1 τˆF Is1,s‖ , (2.16)
where Is‖, Is1,s‖ are the Banach isomorphisms introduced in item ii) of Lemma 2.5 and W
(F )
s1 indicates the
multiplication operator defined by (W
(F )
s1 u‖)(x‖) := w
−1/2
s1 (F (x‖))u‖(x‖).
Taking into account the identity (2.16) and the fact that D(R3) is a dense subset of Hr+1/2s1,s‖ (R3), the
thesis follows as soon as we can prove that W
(F )
s1 ∈ B(Hr(R2)) for r ∈ (0, 1/2]. On the other hand, due to
our assumption F ∈ C0,10 (R2), we have w−1/2s1 (F (·)) ∈ C0,1b (R2) (i.e. w−1/2s1 (F (·)) is Lipschitz continuous and
uniformly bounded); by [2, p. 13, Th. 1.9.2], this suffices to infer that W
(F )
s1 is indeed a bounded multiplier
in Hr(R2) for all r ∈ (0, 1) (hence, in particular, for r ∈ (0, 1/2]), which yields the thesis in view of the
previous considerations. 
Remark 2.8. The proof of Lemma 2.7 can be easily generalized to cases where F fulfills stronger regularity
assumptions. In particular, for F = 0 one readily obtains
τ0 ∈ B(Hr+1/2s1,s‖ (R3),Hrs‖(R2)) for all r > 0 .
3. Schro¨dinger operators A0 and AF , and their resolvents
In this section we give a rigorous definition of the operators A0 and AF and obtain a Kre˘ın’s type formula
for their resolvents. We remark that a rigorous definition of the operators A0 and AF can also be obtained,
more directly, starting from the associated quadratic form, see, e.g., [4, 9, 18]. However, since we shall
extensively use Kre˘ın’s type resolvent formulae, we prefer to use them also to characterize the domain and
action of the operators A0 and AF .
We consider first the case in which the interaction is supported on the surface πF , and give several
definitions and results. The corresponding definitions for the plane π0 are simply obtained by setting
F = 0; obviously, all the results obtained for generic F ∈ C0,10 (R) remain true. Indeed, in the flat case, by
9exploiting the factorized structure of R3, several quantities can be explicitly computed and some results can
be improved. We pursue this goal at the end of the section.
Remark 3.1. It is a well known fact (see also Lemma 2.6) that
R∅(z) ∈ B(Hr(R3),Hr+2(R3)) for all r ∈ R ,
where R∅(z) is the resolvent of the free Laplacian (see Eq.s (2.1) (2.2)).
3.1. Resolvent and rigorous definition of AF . Next, we introduce several families of operators defined
by means of the trace operator τF and the free resolvent R∅(z).
Taking into account Remarks 2.4 and 3.1, we define the operator
G˘F (z) := τFR∅(z) : L
2(R3)→ H1/2(R2) with z ∈ C\[0,+∞) , (3.1)
which admits a unique continuous extension
G˘F (z) ∈ B(Hr−3/2(R3),Hr(R2)) for r ∈ (0, 1/2] .
The corresponding adjoint (meant in the sense of the Sobolev duality H−r(Rk) = (Hr(Rk))′) with conju-
gate spectral parameter is the single layer operator
GF (z) := (τFR∅(z))
∗ : H−1/2(R2)→ L2(R3) with z ∈ C\[0,+∞) ,
which admits a unique continuous extension
GF (z) ∈ B(H−r(R2),H3/2−r(R3)) for r ∈ (0, 1/2] . (3.2)
Next, taking into account Eq. (3.2), we consider the trace of the single layer operator
MF (z) := τFGF (z) ,
so that
MF (z) ∈ B(H−1/2(R2),H1/2(R2)). (3.3)
The Sobolev indices in the latter claim are fixed by the restriction r ∈ (0, 1/2] in Eq. (3.2), and by the fact
that it must be 1− r ∈ (0, 1/2] as well. Let us notice that with respect to the H−1/2(R2)-H1/2(R2) duality
induced by the L2(R2) scalar product, one has
MF (z)
∗ = (τFR∅(z)τ∗F )
∗ =MF (z¯) . (3.4)
Remark 3.2. Notice that the result in Eq. (3.3) can be improved whenever F is smooth: in this case
MF (z) ∈ B(Hr−1/2(R2),Hr+1/2(R2)) for any r ∈ R (see, e.g., [28, Prop. 13]).
For any given α > 0, we define the operator
ΓF (z) :=
(
1 + αMF (z)
)
. (3.5)
The following lemma guarantees the invertibility of the operator ΓF (z) for z far away from the real
positive axis. Indeed, in view of [11, Th. 2.19], one has that Γ−1F (z) ∈ B(Hr(R2)) for all |r| < 1/2 and
z ∈ C\[0,+∞), see Theorem 3.4 and Remark 3.5 below.
Lemma 3.3. Let dz := infλ∈[0,+∞) |λ− z|. Then there exists z0 ∈ C\[0,+∞) such that
Γ−1F (z) ∈ B(Hr(R2)) for all |r| < 1/2 and z ∈ C such that dz > dz0 . (3.6)
Proof. We start with the proof of the following statement: for any ε ∈ (0, 1/2), and z ∈ C\[0,+∞), on has
‖MF (z)‖B(H−1/2+ε(R2),H1/2−ε(R2)) 6c d−εz
(
dz := inf
λ∈[0,+∞)
|λ− z|
)
. (3.7)
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Recall that τF ∈ B(Hr+1/2(R3),Hr(R2)) for all r ∈ (0, 1/2], which suffices to infer τ∗F ∈ B(H−r(R2),H−r−1/2(R3))
as well. From the identity MF (z) = τFR∅(z)τ
∗
F we obtain the bound
‖MF (z)‖B(H−r+ε(R2),H1−r−ε(R2))
6 ‖τF ‖B(H3/2−r−ε(R3),H1−r−ε(R2))×
× ‖R∅(z)‖B(H−r−1/2+ε(R3),H3/2−r−ε(R3))‖τ∗F ‖B(H−r+ε(R2),H−r−1/2+ε(R3)) .
Where we used 1− r− ε ∈ (0, 1/2] and r− ε ∈ (0, 1/2]. Then, the thesis follows as soon as we can show the
norm bound
‖R∅(z)‖B(H−r−1/2+ε(R3),H3/2−r−ε(R3)) 6c
1
dεz
. (3.8)
Let us fix arbitrarily f ∈ H−r−1/2+ε(R3) and notice that, using the equivalent Sobolev norm (2.4) (see also
Eq. (2.5)), we have
‖R∅(z)f‖2H3/2−r−ε(R3) 6c ‖(1 −∆)(3/2−r−ε)/2R∅(z)f‖2L2(R3)
=
∫
R3
dk
(1 + |k|2)3/2−r−ε∣∣|k|2 − z∣∣2 |(Ff)(k)|2 .
Then, using the elementary estimates ||k|2 − z| > dz and
sup
k∈R3
(
(1 + |k|2)3/2−r−ε(1 + |k|2)r+1/2−ε∣∣|k|2 − z∣∣2
)
6 sup
k∈R3
(
(1 + |k|2)2−2ε∣∣|k|2 − z∣∣2−2εd2εz
)
6c
1
d2εz
and making reference to the relations contained in Eq.s (2.4)-(2.6), we obtain
‖R∅(z)f‖2H3/2−r−ε(R3) 6c
1
d2εz
∫
R3
dk (1 + |k|2)−r−1/2+ε |(Ff)(k)|2
6c
1
d2εz
‖f‖2
H−r−1/2+ε(R3)
;
in view of the arbitrariness of f ∈ H−r−1/2+ε(R3), the above bound proves the statement (3.8), whence
(3.7).
To prove claim (3.6), we note first that, by continuous Sobolev embedding,
‖MF (z)‖B(Hr(R2)) 6c ‖MF (z)‖B(H−1/2+ε(R2),H1/2−ε(R2)) 6c
1
dεz
for any r ∈ (−1/2, 1/2), and ε ∈ (0, 1/2) such that −1/2+ε 6 r 6 1/2−ε. Hence, ‖MF (z)‖B(Hr(R2)) 6c 1/dεz
for all r ∈ (−1/2, 1/2) and ε ∈ (0, 1/2 − |r|). As a consequence, for r ∈ (−1/2, 1/2), ΓF (z) ∈ B(Hr(R2))
has bounded inverse for any z such that dz > α
1/ε. 
We note that
(u,ΓF (z) v)H−1/2(R2),H1/2(R2) = (v,ΓF (z¯)u)H−1/2(R2),H1/2(R2) ,
with u, v ∈ H−1/2(R2), and where (·, ·)X′,X denotes the duality product between X and its dual X ′, which
follows immediately from the identity MF (z)
∗ =MF (z¯). Moreover, for all z, w ∈ C\[0,+∞), on has
α−1ΓF (z)− α−1ΓF (w) = (z − w) G˘F (w)GF (z) . (3.9)
To prove the latter identity, note that
G˘F (z) − G˘F (w) = τF
(
R∅(z)−R∅(w)
)
=(z − w) τFR∅(z)R∅(w) = (z − w) G˘F (z)R∅(w) .
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By taking the adjoint (in z¯ and w¯) it follows that GF (z)−GF (w) = (z − w)R∅(w)GF (z). Hence,
MF (z) −MF (w) = τF
(
GF (z)−GF (w)
)
= (z − w) G˘F (w)GF (z) ,
from which Identity (3.9) readily follows.
By Lemma 3.3, [27, Th. 2.1] and [11, Th. 2.19], we have the following
Theorem 3.4. There holds
Γ−1F (z) ∈ B(Hr(R2)) for all |r| < 1/2 and z ∈ C\[0,+∞) , (3.10)
and the bounded linear operator
RF (z) := R∅(z)− αGF (z) Γ−1F (z) G˘F (z) with z ∈ C\[0,+∞) (3.11)
is the resolvent of the self-adjoint operator AF which coincides with A∅ on H
2(R3\πF ) and which is defined
by
Dom(AF ) :=
{
f ∈ L2(R3) ∣∣ f = fz − αGF (z) Γ−1F (z) τF fz , fz ∈ H2(R3)}
(AF − z)f := (A∅ − z)fz .
Remark 3.5. Few comments on the proof of Theorem 3.4 are in order. By Lemma 3.3 and [27, Th. 2.1]
one has that RF (z), given in Eq. (3.11), is the resolvent of the operator AF for dz large enough. Hence,
[11, Th. 2.19], together with Eq. (3.9) and the fact that ΓF (z)
∗ = ΓF (z¯) (see Eq. (3.4) and (3.5)) implies
that ΓF (z) is invertible for all z ∈ ρ(A∅) ∩ ρ(AF ), where ρ(A∅) and ρ(AF ) denote the resolvent set of A∅
and AF respectively. That ρ(A∅) ∩ ρ(AF ) ⊆ C\[0,+∞) is a consequence of Remark 3.6 below. Indeed, we
shall prove that σ(AF ) = σ(A∅) = [0,+∞), hence ρ(A∅) ∩ ρ(AF ) = C\[0,+∞), see Remark 6.2.
With f given as in Dom(AF ) one has
τF f = τF fz − αMF (z)Γ−1F (z)τF fz = αΓ−1F (z)τF fz .
Moreover, indicating with n the unit vector normal to the surface πF pointing to the right and with ∂n
the derivative in the direction normal to πF , using the notations introduced in Eq. (2.9) one has
[∂nf ]piF = −α [∂nGF (z) Γ−1F (z) τF fz]piF .
Since [∂nGF (z)u]piF = −u (see, e.g., [25]), the operator AF can be also characterized as
Dom(AF ) =
{
f ∈ H2(R3\πF )
∣∣ f ↾pi+F = f ↾pi−F = f ↾piF , [∂nf ]piF = α f ↾piF } ,
AF f = −∆f ∀x ∈ R3\πF and f ∈ Dom(AF ) .
The operator AF corresponds to the singular perturbation of the free Laplacian formally written as in
Eq. (1.1), and given by a delta-type potential of strength α supported on the surface πF .
Remark 3.6. By the definition of MF (z) one has that, for all λ > 0
(u,MF (−λ)u)L2(R2) = (τ∗Fu,R∅(−λ) τ∗Fu)H−1(R3),H1(R3) > 0,
because R∅(−λ) is a positive definite operator. Hence,
‖u‖L2(R2)‖(1 + αMF (−λ))u‖L2(R2) >
(
u, (1 + αMF (−λ))u
)
L2(R2)
> ‖u‖2L2(R2),
which in turn implies that the inverse Γ−1F (−λ) = (1 + αMF (−λ))−1 is a well-defined and bounded operator
in L2(R2) for all λ > 0. This argument, together with the fact that for λ > 0 the operators R∅(−λ),
GF (−λ), and G˘F (−λ) are bounded in L2(Rk) (k = 2, 3), allows us to infer that RF (−λ) ∈ B(L2(R3)) and
σ(AF ) ⊆ [0,+∞).
12 CLAUDIO CACCIAPUOTI, DAVIDE FERMI, AND ANDREA POSILICANO
3.2. Resolvent and rigorous definition of A0. Obviously, all the results stated in the previous section
hold true for the case F = 0 as well. In particular, by Theorem 3.4, the operator
Γ0(z) = 1 + αM0(z)
is certainly invertible in Hr(R2) for all |r| 6 1/2 and z ∈ C\[0,+∞) (indeed it admits a bounded inverse
for all r ∈ R, see Lemma 3.8 below). Hence, the operator R0(z) is well defined and it is the resolvent of the
self-adjoint operator
Dom(A0) =
{
f ∈ H2(R3\π0)
∣∣ f ↾pi+0 = f ↾pi−0 = f ↾pi0 , [∂nf ]pi0 = α f ↾pi0 } ,
where we used the notations of Eq. (2.9), ∂n denotes the derivative in the direction normal to the plane π0,
(∂nf)↾pi±0
≡ (∂x1f)↾x1=0± ;
A0f = −∆f ∀x ∈ R3\π0 and f ∈ Dom(A0) .
Remark 3.7. Explicitly R0(z) reads
R0(z) := R∅(z)− αG0(z) Γ−10 (z) G˘0(z) , (3.12)
and it is a bounded operator for all z ∈ C\[0,+∞).
Before proceeding further let us point out some special properties of the operators G˘0(z), G0(z), and
M0(z). For all r > 0, since τ0 : H
r+1/2(R3)→ Hr(R2), we have
G˘0(z) ∈ B(Hr−3/2(R3),Hr(R2)) , G0(z) ∈ B(H−r(R2),H3/2−r(R3)) .
Moreover let us recall a fact which was proven in [10]; namely that there holds true the identity
M0(z) =
i
2
(z +∆‖)−1/2 ∈ B(L2(R2)) for any z ∈ C\[0,+∞) .
In view of the above result, it appears that M0(z) sends H
r(R2) continuously into Hr+1(R2) for any r ∈ R;
in turn, this allows to infer a stronger version of the statement in Eq. (3.10) in the particular case F = 0:
Remark 3.8. For any z ∈ C\[0,+∞) and any r ∈ R, Γ−10 (z) ∈ B(Hr(R2)). To see that this is indeed the
case, let u ∈ Hr(R2); then, using the equivalent Fourier norm on Hr(R2), one obtains
‖Γ−10 (z)u‖2Hr(R2) 6c
∫
R2
dk‖ (1 + |k‖|2)r
∣∣∣∣∣∣
√
|k‖|2 − z
α
2 +
√
|k‖|2 − z
∣∣∣∣∣∣
2
|(Fu)(k‖)|2 .
Note that for all α > 0 and all z ∈ C\[0,+∞), the map
(0,+∞) ∋ k 7→
∣∣∣∣∣
√
k2 − z
α
2 +
√
k2 − z
∣∣∣∣∣
2
is bounded. This and the previous bound suffice to infer the claim.
Remark 3.9. The operator A0 can be equivalently represented as
A0 = A
(1)
0 ⊗ 1‖ + 11 ⊗A(‖)0 , (3.13)
where 11, 1‖ indicate, respectively, the identity operators on L2(R), L2(R2), and
A
(1)
0 := − ∂x1x1 : DomA(1)0 ⊂ L2(R)→ L2(R) , (3.14)
DomA
(1)
0 := {u∈H1(R)∩H2(R\{0}) |u′(0+)− u′(0−) = αu(0)} , (3.15)
A
(‖)
0 := −∆‖ : H2(R2)→ L2(R2) .
In other words, A
(1)
0 denotes the self-adjoint operator on L
2(R) corresponding to the formal expression
“− ∂x1x1 + α δ{x1=0}” (see [3, Th. 3.1.1]) and A(‖)0 is the free Laplacian on the plane π0. We recall that
13
σ(A
(‖)
0 ) = σac(A
(‖)
0 ) = [0,+∞) and that, for α > 0, one has σ(A(1)0 ) = σac(A(1)0 ) = [0,+∞) (see [3, Th.
3.1.4]). Hence,
σ(A0) = σac(A0) = [0,+∞) .
3.3. A formula for the difference of the resolvents. We conclude this section by pointing out the
following basic identity:
RF (z)−R0(z) = −α
[
G0(z) Γ
−1
0 (z)
(
G˘F (z)− G˘0(z)
)
+
(
GF (z)−G0(z)
)
Γ−1F (z) G˘F (z) +G0(z)
(
Γ−1F (z)− Γ−10 (z)
)
G˘F (z)
]
,
(3.16)
which can be easily derived from Eq.s (3.11) and (3.12) by addition and subtraction of identical terms.
4. The limiting absorption principle
In the present section we derive Limiting Absorption Principles (LAPs) for the resolvent operators R0(z)
and RF (z); more precisely, we show that, for any λ ∈ (0,+∞), the limits ε ↓ 0 of R0(λ± iε) and RF (λ± iε)
determine bounded operators on suitable functional spaces (namely, on weighted Sobolev spaces, see Section
2.6). The results obtained here will be employed in the forthcoming Sections 6 and 7, concerning respectively
the existence and completeness of the wave operators and the scattering matrix associated to the couple
(AF , A0).
Our approach mainly consists of the following two steps: first, we derive LAP for R0(z), starting from
simpler lower dimensional operators and employing a result of Ben-Artzi and Devinatz [5] (see also [6])
about sums of tensor products; then, we determine an analogous result for RF (z), using some abstract
perturbation techniques of Renger [30].
4.1. The limiting absorption principle for R0(z). Let us consider the unperturbed resolvent R0(z) and
the corresponding self-adjoint operator A0.
We recall that the operator A0 is factorized as A0 = A
(1)
0 ⊗ 1‖ + 11 ⊗ A(‖)0 , see Remark 3.9. For any
z ∈ C\[0,+∞) we consider the resolvent operators
R
(1)
0 (z) := (A
(1)
0 − z)−1 : L2(R)→ DomA(1)0
and
R
(‖)
0 (z) := (A
(‖)
0 − z)−1 : L2(R2)→ H2(R2) .
The result of Ben-Artzi and Devinatz we refer to is Th. 3.8 in [5] which, in our setting, grants the validity
of LAP for the operator A0 in the factorized form (3.13) mentioned above. The cited theorem of [5] is
here employed by setting H1 := A
(‖), H2 := A(1), Λ := (−∞, 0], and U = (0,+∞). The corresponding
hypotheses on H1 and H2 appear to be fulfilled, respectively, in consequence of the results reported in [5,
Example 2.2] and of Theorem 4.1 below.
Theorem 4.1. Assume that θ ∈ (0, 1/2) and let s1> 1/2. Then, for any λ ∈ (0,+∞), the limits
R
(1),±
0 (λ) := lim
ε↓0
R
(1)
0 (λ± iε)
exist in B(L2s1(R),H
1+θ
−s1 (R)) and the convergence is uniform in any compact subset K ⊂ (0,+∞).
The proof of the latter theorem is based on a series of explicit estimates and it is rather lengthy; for this
reason we postpone it to A.
Using the previous Theorem 4.1 and some known results of Agmon [1], and of Ben-Artzi and Devinatz
[5] we can infer the following Proposition.
Proposition 4.2 (LAP for A0). Assume that θ ∈ (0, 1/2) and let σ1, σ‖> 1/2 . Then, for any λ ∈ (0,+∞),
the limits
R±0 (λ) := lim
ε↓0
R0(λ± iε) (4.1)
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exist in B(L2σ1,σ‖(R
3),H1+θ−σ1,−σ‖(R
3)) and the convergence is uniform in any compact subset K ⊂ (0,+∞);
in particular,
R±0 (λ) ∈ B(L2σ1,σ‖(R3), L2−σ1,−σ‖(R3)) .
Proof. Let us consider the representation (3.13) of A0 as a sum of tensor products involving the reduced
operators A
(1)
0 and A
(‖)
0 . Recall that Theorem 4.1 gives LAP for the resolvent operator R
(1)
0 (z) . More-
over, let us mention the following analogous result for the resolvent R
(‖)
0 (z) (see [1, Sec. 4]; see also [5,
Prop. 5.1]): for all σ‖ > 1/2 and for any λ ∈ (0,+∞), the limits R(‖),±0 (λ) := limε↓0R(‖)0 (λ ± iε) exist in
B(L2σ‖(R
2),H2−σ‖(R
2)). Then, noting the elementary identity L2σ1(R) ⊗ L2σ‖(R2) = L2σ1,σ‖(R3) and that the
tensor product of Hilbert spaces H1+θ−σ1(R)⊗H2−σ‖(R) is continuously embedded into H1+θ−σ1,−σ‖(R) on account
of item iv) of Lemma 2.5, the thesis follows straightforwardly from [5, Th. 3.8] (recall the remarks at the
beginning of this section). As we remarked in the introduction to this section, the cited theorem of [5] is here
employed setting H1 := A
(‖), H2 := A(1), Λ := (−∞, 0], and U = (0,+∞); the corresponding hypotheses
on H1 and H2 are fulfilled, respectively, in consequence of the results in [5, Example 2.2] and in Theorem
4.1. 
4.2. The limiting absorption principle for RF (z). As previously anticipated, we now proceed to derive
LAP for the resolvent RF (z); to this purpose, we start from the analogous result for R0(z) determined in
the previous subsection and use an abstract perturbation method of Renger [30]. More precisely, we want
to use Th. 7 of [30] (see also Prop. 10 of the same paper). To this aim we must check that the operators
A0 and AF satisfy Hypotheses 1, 8, and 9 of [30]; adapted to our setting those read:
• Hypothesis 1 of [30]. The operators A0 and AF are self-adjoint and semibounded (which is certainly
true). There exists a constant cR ∈ R such that for all z ∈ C with Re z < cR, there holds R0(z) ∈
B(L2σ1,σ‖(R
3)) and RF (z) ∈ B(L2σ1,σ‖(R3)).
• Hypothesis 8 of [30]. For all λ ∈ (0,+∞), R±0 (λ) := limε↓0R0(λ ± iε) exist and are continuous
in B(L2σ1,σ‖(R
3), L2−σ1,−σ‖(R
3)). Moreover, for each compact subset K of (0,+∞) there exists a
constant cK > 0 such that for all λ ∈ K and all f ∈ L22σ1,2σ‖(R3) with R+0 (λ)f = R−0 (λ)f , there
holds ‖R±0 (λ) f‖L2(R3) 6c ‖f‖L22σ1,2σ‖(R3).
• Hypothesis 9 of [30]. There exists a constant cE ∈ R such that for all µ < cE and for some γ > 0,
there holds
RF (µ)−R0(µ) ∈ S∞(L2(R3), L22σ1+γ,2σ‖+γ(R3)) .
Here σ1 and σ‖ are some suitable indices for the weights in the Sobolev spaces.
The forthcoming Proposition 4.5 (see also Remark 4.6) proves Hypothesis 1; Propositions 4.2 and 4.12
prove Hypothesis 8, and Proposition 4.9 proves Hypothesis 9. They are later employed, together with Th.
7 of [30], in the proof of Theorem 4.13 (were the allowed values of the indices σ1 and σ‖ are explicitly given).
Lemma 4.3. Let s1, s‖∈ R, r ∈ (0, 1/2]. Then, for all z ∈ C\[0,+∞), there hold:
G˘F (z) ∈ B(Hr−3/2s1,s‖ (R3),Hrs‖(R2)) ; (4.2)
GF (z) ∈ B(H−rs‖ (R2),H3/2−rs1,s‖ (R3)) . (4.3)
Proof. Recall that G˘F (z) = τFR∅(z) by definition (see Eq. (3.1)); then, the statement in Eq. (4.2) follows
readily from Lemmata 2.6 and 2.7. The analogous claim in Eq. (4.3) can be derived by simple duality
arguments recalling Eq. (2.12) and the basic relation GF (z) = G˘F (z)
∗. 
The following lemma adapts the result of Lemma 3.3 (in particular of Eq. (3.6)) to weighted Sobolev
spaces.
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Lemma 4.4. Let s‖∈ R and |r| < 1/2. Then there exists z0 ∈ C\[0,+∞) such that
Γ−1F (z) ∈ B(Hrs‖(R2)) for all z ∈ C such that dz > dz0 . (4.4)
Proof. Let us first recall that for |r| < 1/2 and z away from the positive real axis (dz > dz0) the map
ΓF (z) : H
r(R2)→ Hr(R2) is bounded, invertible and can be expressed as ΓF (z) = 1 + αMF (z) in terms of
the operator MF (z) = τF GF (z) (see Lemma 3.3).
Keeping in mind the definition of MF (z), by Lemmata 2.7 and 4.3 we get MF (z) ∈ B(H−1/2s‖ (R2),H1/2s‖ (R2))
for all s‖∈ R; so, in particular, by item iii) of Lemma 2.5 (see also Remark 2.1) we haveMF (z) ∈ B(Hrs‖(R2))
for all |r| 6 1/2. This implies that ΓF (z) ∈ B(Hrs‖(R2)), under the same assumptions on r and s‖.
Next, let s‖ > 0 and |r| < 1/2 and notice that Hrs‖(R2) ⊂ Hr(R2) by item i) of Lemma 2.5; then, the
previous considerations and the bounded inverse theorem yield the thesis (4.4).
On the other hand, for s‖< 0 the analogous statement can be derived by the usual duality arguments noting
that ΓF (z) = ΓF (z)
∗. 
Proposition 4.5. [Check of Hypothesis 1 of [30]] Assume that η, η′ > 0 and let s1, s‖ ∈ R. Then there
exists z0 ∈ C\[0,+∞) such that RF (z) ∈ B
(
H
η−3/2
s1,s‖ (R
3),H
1/2+η
s1,s‖ (R
3)∩H3/2−η′s1,s‖ (R3)
)
for all z ∈ C such that
dz > dz0 . In particular there holds
RF (z) ∈ B(L2s1,s‖(R3)) for all z ∈ C such that dz > dz0 .
Proof. Consider the Kre˘ın’s type relation (3.11) for RF (z); then, the thesis follows from a straightforward
application of Lemmata 2.5, 2.6, 4.3 and 4.4. 
Remark 4.6. In view of the facts pointed out in Remark 2.8, it appears that the results stated in Lemmata
4.3 and 4.4 can be easily generalized under stronger hypotheses on F . In particular, for F = 0 we have
G˘0(z) ∈ B(Hr−3/2s1,s‖ (R3),Hrs‖(R2)) and G0(z) ∈ B(H−rs‖ (R2),H3/2−rs1,s‖ (R3))
for all r > 0,
Γ−10 (z) ∈ B(Hrs‖(R2)) for all r ∈ R and z ∈ C\[0,+∞) .
Of course, Proposition 4.5 continues to hold true if F = 0.
Let us now proceed to characterize the resolvent difference RF (z)−R0(z) as a compact operator between
suitable, weighted Sobolev spaces. Our main result in this direction is stated in Proposition 4.9, whose proof
relies on the forthcoming Lemmata 4.7 and 4.8.
Lemma 4.7. Let s1, s‖∈ R. Then, for all r ∈ (0, 1/2), ε ∈ (0, r] and all t‖∈ R there holds
τF − τ0 ∈ S∞(Hr+1/2s1,s‖ (R3),Hr−εt‖ (R2)) .
Proof. First of all, let us remark that by Lemma 2.7 (see also the related Remark 2.8) we have τF − τ0 ∈
B(H
r+1/2
s1,s‖ (R
3),Hrs‖(R
2)) for any s1, s‖∈ R and for all r ∈ (0, 1/2).
It can be easily checked that the range of τF − τ0 fulfills
ran(τF − τ0) ⊆ {u ∈ Hrs‖(R2) | suppu ⊂ suppF} = {u ∈ Hrt‖(R2) | suppu ⊂ suppF}
for all r ∈ (0, 1/2) and all t‖ ∈ R. The r.h.s. of the above equation is a closed subset of Hr(R2) which, for
any bounded, open subset BF ⊂R2 such that suppF ⊂BF , can be isomorphically identified (as a Hilbert
space) with {u∈Hr0(BF ) | suppu⊂suppF} ⊂ Hr0(BF ).
Since BF is bounded, it follows that H
r
0(BF ) can be compactly embedded into H
r−ε
0 (BF ) (see [20, p.
99, Th. 16.1]). Since r − ε ∈ [0, 1/2), one can extend elements of Hr−ε0 (BF ) to elements of Hr−εt‖ (R2)
which vanish a.e. outside BF ; as well known this procedure gives a continuous map sending H
r−ε
0 (BF ) into
Hr−εt‖ (R
2) (see [20, p. 60, Th. 11.4], the weight wt‖ is inessential since elements are extended by setting
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them to zero outside BF ). The above considerations show that the map τF − τ0 : Hr+1/2s1,s‖ (R3)→ Hr−εt‖ (R2)
is compact, since it can be obtained by composition of a compact operator with continuous ones. 
Lemma 4.8. Let s1, s‖ , t‖∈ R. Then, for all r ∈ (0, 1/2), ε ∈ (0, r] and z ∈ C\[0,+∞) there hold:
G˘F (z)− G˘0(z) ∈ S∞(Hr−3/2s1,s‖ (R3),Hr−εt‖ (R2)) , (4.5)
GF (z)−G0(z) ∈ S∞(Hε−rt‖ (R2),H3/2−rs1,s‖ (R3)) . (4.6)
Proof. First of all, let us recall that G˘F (z)− G˘0(z) = (τF − τ0)R∅(z) by definition (see Eq. (3.1)); then, the
claim in Eq. (4.5) follows easily from Lemmata 2.6 and 4.7. Taking this into account, we are able to derive
the analogous statement in Eq. (4.6) by the usual duality arguments. 
Proposition 4.9. [Check of Hypothesis 9 of [30]] Let s1, s‖, t1, t‖ ∈ R. Then there exists z0 ∈ C\[0,+∞)
such that RF (z) − R0(z) ∈ S∞(L2s1,s‖(R3), L2t1,t‖(R3)) for all z ∈ C such that dz > dz0 . In particular, there
holds
RF (z)−R0(z) ∈ S∞(L2(R3), L2t1,t‖(R3)) for all z ∈ C such that dz > dz0 .
Proof. The main argument employed in the proof is the fact that compact operators are a two-sided ideal
of bounded operators.
We proceed to prove separately the compactness of each of the three addenda appearing on the r.h.s. of
Eq. (3.16). By Lemmata 4.7 and 4.8, for all r ∈ (0, 1/2) we infer
τF − τ0 ∈ S∞(Hr+1/2s1,s‖ (R3), L2t‖(R2)) ; (4.7)
G˘F (z) − G˘0(z) ∈ S∞(Hr−3/2s1,s‖ (R3), L2t‖(R2)) ; (4.8)
GF (z) −G0(z) ∈ S∞(L2t‖(R2),H3/2−rs1,s‖ (R3)) (4.9)
for all s1, s‖, t‖∈ R. Next we analyze the three addenda on the r.h.s. of Eq. (3.16) one by one.
First term: There holds
G0(z) Γ
−1
0 (z)
(
G˘F (z)− G˘0(z)
) ∈ S∞(L2s1,s‖(R3), L2t1,t‖(R3)) .
The claim follows by noticing that by Eq. (4.8) one has G˘F (z)−G˘0(z) ∈ S∞(L2s1,s‖(R3), L2t‖(R2)), in addition
to Γ−10 (z) ∈ B(L2t‖(R2)) and G0(z) ∈ B(L2t‖(R2), L2t1,t‖(R3)), see Remark 4.6.
Second term: There holds(
GF (z)−G0(z)
)
Γ−1F (z) G˘F (z) ∈ S∞(L2s1,s‖(R3), L2t1,t‖(R3)) .
The claim follows by noticing that by Eq. (4.9) one has GF (z)−G0(z) ∈ S∞(L2s‖(R2), L2t1,t‖(R3)), in addition
to G˘F (z) ∈ B(L2(R3)s1,s‖, L2s‖(R2)) and Γ−1F (z) ∈ B(L2s‖(R2)), see Lemmata 4.3 and 4.4.
Third term: There holds
G0(z)
(
Γ−1F (z) − Γ−10 (z)
)
G˘F (z) ∈ S∞(L2s1,s‖(R3), L2t1,t‖(R3)) .
Let us recall that MF (z) = τFGF (z) (and similarly for F = 0). We point out the following basic identity
(we are using essentially the identity (A+B)−1 −A−1 = −A−1B(A+B)−1).
Γ−1F (z)− Γ−10 (z) =
(
1 + αM0(z) + α
(
MF (z)−M0(z)
))−1 − (1 + αM0(z))−1
=− α Γ−10 (z)
(
τFGF (z)− τ0G0(z)
)
Γ−1F (z) .
Since
τFGF (z)− τ0G0(z) = (τF − τ0)GF (z) + τ0
(
GF (z) −G0(z)
)
,
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we infer
Γ−1F (z)− Γ−10 (z) = −αΓ−10 (z)
(
(τF − τ0)GF (z) + τ0
(
GF (z) −G0(z)
))
Γ−1F (z) .
To proceed, let us recall that:
i) G˘F (z) ∈ B(L2s1,s‖(R3), L2s‖(R2)) and G0(z) ∈ B(L2t‖(R2), L2t1,t‖(R3)).
ii) Γ−1F (z) ∈ B(L2s‖(R2)) and Γ−10 (z) ∈ B(L2t‖(R2)).
iii) GF (z) ∈ B(L2s‖(R2),H1s1,s‖(R3)) and τ0 ∈ B(H1t1,t‖(R3), L2t‖(R2)).
In view of these facts, the thesis follows from τF − τ0 ∈ S∞(H1s1,s‖(R3), L2t‖(R2)) and GF (z) − G0(z) ∈
S∞(L2s‖(R
2),H1t1,t‖(R
3)), which are in turn a consequence of Eq.s (4.7) (4.9). 
Remark 4.10. The latter proposition implies in particular that RF (z) − R0(z) is a compact operator in
L2(R3) for z far away from the real axis, hence for any z ∈ ρ(AF )∩ρ(A0). From which we infer σess(AF ) =
σess(A0) = [0,+∞).
Finally we check the validity of Hypothesis 8 of [30]. Let us consider the following set of functions {ϕk},
indexed by the labels k = (k1,k‖) ∈ R×R2 (see [3, p. 85, Eq. (3.4.1)]):
ϕk := ϕ
(1)
k1
⊗ ϕ(‖)
k‖
, (4.10)
with
ϕ
(1)
k1
(x1) :=
eik1x
1
√
2π
− i α
2|k1|+ i α
ei |k1| |x1|√
2π
,
and
ϕ
(‖)
k‖
(x‖) :=
eik‖·x‖
2π
.
These form a complete set of generalized eigenfunctions for A0 with respect to a suitable rigging of
L2(R3) (see [3] and [26, Ch. VI, Sec. 21]). More precisely, it can be checked by direct inspection that
ϕk ∈ L2−s1,−s‖(R3) for any k ∈ R3 and for all s1 > 1/2, s‖ > 1; furthermore, denoting with 〈 | 〉 the
(L2−s1,−s‖ , L
2
s1,s‖
)-duality pairing induced by the L2-inner product, we have 〈ϕk|(A0 − |k|2)f〉 = 0 for all
f ∈ DomA0 ∩ L2s1,s‖(R3) with A0f ∈ L2s1,s‖(R3).
Keeping in mind the facts mentioned above, in the forthcoming Lemma 4.11 we proceed to point out some
notable features of the functions R3∋ k 7→ 〈ϕk|f〉, for f ∈ L2s1,s‖(R3). We will later employ these features in
the proof of Proposition 4.12.
Lemma 4.11. Assume that s1> 1/2, s‖> 1 and let f ∈ L2s1,s‖(R3). Then, the map R3∋ k 7→ 〈ϕk|f〉 enjoys
the following properties:
i) For all η ∈ (0, 1) such that η 6 min(s1− 1/2, s‖− 1), the map k 7→ 〈ϕk|f〉 belongs to C0,η(R3); moreover,
‖k 7→ 〈ϕk|f〉‖C0,η(R3) 6c ‖f‖L2s1,s‖(R3) . (4.11)
ii) Let K ⊂ (0,+∞) be any compact subset and consider the operators R±0 (λ) of Eq. (4.1) for λ ∈ K. If
R+0 (λ)f = R
−
0 (λ)f for all λ ∈ K, then
〈ϕk|f〉 = 0 for all k ∈ R3 such that |k|2∈ K .
Proof. We discuss separately the proofs of items i) and ii).
i) The thesis follows by obvious density arguments as soon as we can infer the relation stated in Eq. (4.11)
for any factorized function of the form f = u1 ⊗ u‖, with u1∈L2s1(R) and u‖∈L2s‖(R2). To this purpose, let
us first notice that the Fourier transforms on R and R2 induce, respectively, the isomorphisms of Hilbert
spaces F1 : H
s1(R) → L2s1(R) and F‖ : Hs‖(R2) → L2s‖(R) for any s1, s‖ ∈ R. Besides, indicating with Θ the
Heaviside step function and using the explicit expression (4.10) for ϕk, by direct computations we get
〈ϕk|u1 ⊗ u‖〉 =
[
(F−11 u1)(k1) +
i α
2|k1| − i α
((
F−11 (Θu1)
)
(|k1|) +
(
F−11 ((1−Θ)u1)
)
(−|k1|)
)]
(F−1‖ u‖)(k‖) .
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Since Θ ∈ L∞(R), in view of the previously mentioned facts we have F−11 u1, F−11 (Θu1),F−11 ((1 − Θ)u1) ∈
Hs1(R) and F−1‖ u‖ ∈ Hs‖(R2); so, by standard Sobolev embeddings, F−11 u1,F−11 (Θu1),F−11 ((1 − Θ)u1) ∈
C0,η1(R) for all η1 ∈ (0, 1) such that η1 < s1− 1/2 and F−1‖ u‖ ∈ C0,η‖(R2) for all η‖ ∈ (0, 1) such that
η‖ < s‖− 1. Let us also remark that the absolute value k1 7→ |k1| is uniformly Lipschitz-continuous on R (in
fact, | |k1| − |h1| | 6 |k1 − h1| for all k1, h1 ∈ R). Summing up, for any η ∈ (0, 1) fulfilling η 6 min(η1, η‖) by
elementary computations we obtain
sup
k∈R3
∣∣〈ϕk|u1⊗u‖〉∣∣ 6c ‖u1⊗ u‖‖L2s1,s‖(R3) , (4.12)∣∣〈ϕk|u1⊗u‖〉 − 〈ϕh|u1⊗u‖〉∣∣ 6c ‖u1⊗ u‖‖L2s1,s‖(R3) |k− h|η . (4.13)
Let us give a few more details about the derivation of the latter estimates. On the one hand, we have
sup
k∈R3
∣∣〈ϕk|u1⊗u‖〉∣∣
6c
[
‖F−11 u1‖C0(R) + ‖F−11 (Θu1)‖C0(R)
+ ‖F−11 ((1−Θ)u1)‖C0(R)
]
‖F−1‖ u‖‖C0(R2)
6c
[
‖F−11 u1‖Hs1(R) + ‖F−11 (Θu1)‖Hs1(R)
+ ‖F−11 ((1−Θ)u1)‖Hs1(R)
]
‖F−1‖ u‖‖Hs‖(R2) 6c ‖u1⊗ u‖‖L2s1,s‖(R3) .
Taking this into account, for |k−h| > 1 we readily get |〈ϕk|u1⊗u‖〉−〈ϕh|u1⊗u‖〉| 6c 2 supk∈R3 |〈ϕk|u1⊗u‖〉|
6c ‖u1⊗ u‖‖L2s1,s‖(R3) |k− h|
η. On the other hand, for |k− h| < 1 we have∣∣〈ϕk|u1⊗u‖〉−〈ϕh|u1⊗u‖〉∣∣
6c
[
‖F−11 u1‖C0,η1(R)+‖F−11 (Θu1)‖C0,η1(R)
+ ‖F−11 ((1−Θ)u1)‖C0,η1(R)
]
‖F−1‖ u‖‖C0,η‖(R2)
(
|k1−h1|η1+ |k‖−h‖|η‖
)
6c
[
‖F−11 u1‖Hs1(R)+‖F−11 (Θu1)‖Hs1(R)
+ ‖F−11 ((1−Θ)u1)‖Hs1(R)
]
‖F−1‖ u‖‖Hs‖(R2) |k− h|min(η1,η‖)
6c ‖u1⊗ u‖‖L2s1,s‖(R3) |k− h|
η .
Estimates (4.12) and (4.13) allow us to infer the relation (4.11) for f = u1 ⊗ u‖, which yields the thesis.
ii) First of all, for all z ∈ C\[0,+∞), from [26, p. 121, Cor. 2] we infer that
(R0(z) f)(x) =
∫
R3
dk
〈ϕk|f〉
|k|2 − z ϕk(x) (x ∈ R
3) .
On account of Proposition 4.2, for any f ∈ L2s1,s‖(R3) with s1> 1/2, s‖> 1 and for all λ ∈ K, the condition
R+0 (λ)f = R
−
0 (λ)f can be rephrased as follows using the above integral kernel identity:
0 = lim
ε↓0
〈[R0(λ+ iε)−R0(λ− iε)]f | f〉
= lim
ε↓0
∫
R3
dk
2iε
(|k|2 − λ)2 + ε2 |〈ϕk|f〉|
2 .
Recalling that the function k 7→ 〈ϕk|f〉 is, in particular, continuous (see item i) of this Lemma) and denoting
with dσr the spherical measure on the 2-sphere S
2
r := {k ∈ R3 | |k|2 = r} induced by the usual Lebesgue
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measure on R3, the above relation can be rewritten as
0 = lim
ε↓0
∫ +∞
0
dr
2iε
(r − λ)2 + ε2
∫
S2r
dσr(k) |〈ϕk|f〉|2 .
and yields 0 =
∫
S2λ
dσλ(k) |〈ϕk|f〉|2. This suffices to infer that |〈ϕk|f〉|2 = 0 for almost every k ∈ S2λ, which
in view of the continuity of k 7→ 〈ϕk|f〉 implies the thesis. 
Proposition 4.12. [Check of Hypothesis 8 of [30]] Assume that s1 > 1, s‖ > 3/2 and let K ⊂ (0,+∞) be
any compact subset. Then, for all λ ∈ K and for all f ∈ L2s1,s‖(R3) such that R+0 (λ)f = R−0 (λ)f , there holds
‖R±0 (λ)f‖L2(R3) 6c ‖f‖L2s1,s‖(R3) .
Proof. Let us fix arbitrarily ε0 > 0 and K ⊂ (0,+∞). Of course, on account of the definition (4.1) of the
operators R±0 (λ), the thesis follows as soon as we are able to derive the following uniform bound (4.14) for
all ε ∈ (0, ε0), λ ∈ K and for some constant c > 0 depending only on ε0 and K:
‖R0(λ± iε)f‖L2(R3) 6 c ‖f‖L2s1,s‖(R3) . (4.14)
To this purpose, let us first remark that [26, p. 111, Th. 2] yields
‖R0(λ± iε)f‖2L2(R3) =
∫
R3
dk
|〈ϕk|f〉|2∣∣ |k|2 − (λ± iε)∣∣2 .
Let us introduce the notation R3\K to denote the set of all k ∈ R3 such that |k|2 /∈ K. Due to the
assumption R+0 (λ)f = R
−
0 (λ)f , by item ii) of Lemma 4.11 we have 〈ϕk|f〉 = 0 for all k ∈ R3 with |k|2∈K.
Therefore, we obtain
‖R0(λ± iε)f‖2L2(R3) =
∫
R3\K
dk
|〈ϕk|f〉|2
(|k|2− λ)2 + ε2 . (4.15)
Assume that λ ∈ K is an interior point; in this case, we have ∣∣|k|2− λ∣∣ > δ for some fixed δ > 0 and for all
k ∈ R3\K. Thus, taking into account that [26, p. 121, Cor. 2] gives ‖f‖2L2(R3) =
∫
R3
dk |〈ϕk|f〉|2, from Eq.
(4.15) we infer
‖R0(λ± iε) f‖2L2(R3) 6
1
δ2
∫
R3\K
dk |〈ϕk|f〉|2 6c ‖f‖2L2(R3) 6c ‖f‖2L2s1,s‖(R3) ,
where the last inequality obviously holds true for all s1, s‖> 0.
Next, let us consider the case where λ ∈ K is a boundary point; in this situation, it is convenient to
re-express Eq. (4.15) as
‖R0(λ± iε)f‖2L2(R3) =
∫
(R3\K)∩{||k|2−λ|>1}
dk
|〈ϕk|f〉|2
(|k|2− λ)2 + ε2
+
∫
(R3\K)∩{||k|2−λ|<1}
dk
|〈ϕk|f〉|2
(|k|2− λ)2 + ε2 .
On the one hand, by computations similar to those described before we easily get∫
(R3\K)∩{||k|2−λ|>1}
dk
|〈ϕk|f〉|2
(|k|2− λ)2 + ε2 6 ‖f‖
2
L2s1,s‖
(R3) .
On the other hand, let us consider the unit vector kˆ := k/|k| and notice that item ii) of Lemma 4.11 implies
〈ϕ√λ kˆ|f〉 = 0 for all λ ∈ K; so, for all s1 > 1/2, s‖ > 1 and η ∈ (0, 1) with η 6 min(s1− 1/2, s‖− 1),
20 CLAUDIO CACCIAPUOTI, DAVIDE FERMI, AND ANDREA POSILICANO
by item i) of the same Lemma (see, in particular, Eq. (4.11)) we get |〈ϕk|f〉| = |〈ϕk|f〉 − 〈ϕ√λ kˆ|f〉| 6c∣∣|k|−√λ∣∣η‖f‖L2s1,s‖(R3) . Taking this into account, we infer that∫
(R3\K)∩{||k|2−λ|<1}
dk
|〈ϕk|f〉|2(
(|k|2− λ)2 + ε2)
6c
(∫
(R3\K)∩{||k|2−λ|<1}
dk
∣∣ |k| − √λ ∣∣2η
(|k|2− λ)2
)
‖f‖2L2s1,s‖(R3) .
Under the stronger hypotheses s1> 1, s‖> 3/2 and 1/2 < η 6 min(s1−1/2, s‖−1), the latter relation yields∫
(R3\K)∩{||k|2−λ|<1}
dk
|〈ϕk|f〉|2
(|k|2− λ)2 + ε2
6c
(∫
{|r2−λ|<1}
dr
1
|r −√λ|2−2η
)
‖f‖2L2s1,s‖(R3) 6c ‖f‖
2
L2s1,s‖
(R3) .
Summing up, the arguments described above prove Eq. (4.14) for all λ ∈ K (either in the interior or on
boundary), thus implying the thesis. 
We are now ready to state the main result of this subsection.
Theorem 4.13 (LAP for AF ). Let σ1 > 1/2, σ‖ > 3/4, and denote by σ+p (AF ) := (0,+∞) ∩ σp(AF ) the
(possibly empty) set of embedded eigenvalues of AF .
Then σ+p (AF ) is a discrete set and for any λ ∈ (0,+∞)\σ+p (AF ), the limits
R±F (λ) := limε↓0
RF (λ± iε)
exist inB(L2σ1,σ‖(R
3), L2−σ1,−σ‖(R
3)) and the convergence is uniform in any compact subsetK ⊂ (0,+∞)\σ+p (AF ).
Proof. As already anticipated, the results derived previously in this work allow us to infer the thesis by a
straightforward application of [30, Th. 7]; in the following we give more details about this claim.
Firstly, Proposition 4.5 shows that R0(z), RF (z) ∈ B(L2σ1,σ‖(R3)) for any σ1, σ‖ ∈ R; this and the previ-
ously discussed properties of the corresponding operators A0, AF prove Hypothesis 1 of [30].
Secondly, for all σ1, σ‖ > 1/2, Proposition 4.2 grants the existence of the limits R
±
0 (λ) := limε↓0R0(λ ± iε)
in B(L2σ1,σ‖(R
3), L2−σ1,−σ‖(R
3)); furthermore, under the stronger assumptions σ1> 1/2, σ‖> 3/4, by Propo-
sition 4.12 we have ‖R±0 (λ)f‖L2(R3) 6c ‖f‖L22σ1,2σ‖(R3) for all u∈L
2
2σ1,2σ‖
(R3) such that R+0 (λ)f =R
−
0 (λ)f .
The above remarks prove that Hypothesis 8 of [30] holds true.
Thirdly, Proposition 4.9 implies, in particular,
RF (z)−R0(z) ∈ S∞(L2(R3), L22σ1+γ,2σ‖+γ(R3))
for any σ1, σ‖ ∈ R and γ > 0, thus yielding Hypothesis 9 of [30].
Taking into account [30, Prop. 10], the above arguments suffice to infer that all the hypotheses of [30,
Th. 7] are fulfilled by the pair A0, AF . 
5. An alternative formula for the resolvents difference
The aim of this section is to re-write the resolvent difference RF (z) − R0(z) in a way that is convenient
to get existence and completeness of the wave operators for the scattering couple (AF , A0) and to get a
representation of the corresponding scattering matrix. In particular we show that RF (z) − R0(z) depends
only on the restriction of the traces τF and τ0 to supp(F ).
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Let us recall the resolvent formulae that we obtained for the two self-adjoint operators A0 and AF ,
respectively (see Eq.s (3.12) (3.11)):
R0(z) := R∅(z)− αG0(z) Γ−10 (z) G˘0(z) , (5.1)
RF (z) := R∅(z) − αGF (z) Γ−1F (z) G˘F (z) , (5.2)
where
G0(z) ∈ B(L2(R2), L2(R3)) , GF (z) ∈ B(L2(R2), L2(R3)) ,
G˘0(z) ∈ B(L2(R3), L2(R2)) , G˘F (z) ∈ B(L2(R3), L2(R2)) ,
Γ0(z) :=
(
1 + α τ0G0(z)
) ∈ B(L2(R2)) , ΓF (z) := (1 + α τFGF (z)) ∈ B(L2(R2)) , (5.3)
Γ−10 (z) ∈ B(L2(R2)) , Γ−1F (z) ∈ B(L2(R2)) .
Here and below z is any point in C\[0,+∞). The resolvent formula in the following Theorem resembles the
one used in [15]:
Theorem 5.1. The resolvent difference RF (z)−R0(z) depends only on the restriction of the traces τF and
τ0 to Σ := supp(F ):
RF (z) = R0(z) + gΣ(z)ΛF,Σ(z)g˘Σ(z) , z ∈ C\[0,+∞) (5.4)
where
g˘Σ(z) : L
2(R3)→ L2(Σ)⊕ L2(Σ) , g˘Σ(z) := τΣR0(z) ,
τΣ :H
r+1/2(R3)→L2(Σ)⊕ L2(Σ) , τΣf := (τF f |Σ)⊕ (τ0f |Σ) for r > 0 ,
gΣ(z) : L
2(Σ)⊕ L2(Σ)→ L2(R3) , gΣ(z) := (gΣ(z¯))∗ ,
ΛF,Σ(z) : L
2(Σ)⊕ L2(Σ)→ L2(Σ)⊕ L2(Σ) ,
ΛF,Σ(z) := −α
(
1 + αJτΣgΣ(z)
)−1
J , J =
(
1 0
0 −1
)
.
Proof. Combining (5.1) and (5.2), one gets (here and below we use the matrix block operator notation)
RF (z)−R0(z) = −α
(
GF (z), G0(z)
)(Γ−1F (z) 0
0 −Γ−10 (z)
)(
G˘F (z)
G˘0(z)
)
. (5.5)
Defining
g˘0(z) := τ0R0(z) , g˘F (z) := τFR0(z)
and
g0(z) := g˘0(z¯)
∗ , gF (z) := g˘F (z¯)∗ ,
one has
g˘0(z) = Γ
−1
0 (z) G˘0(z) , g0(z) = G0(z) Γ
−1
0 (z)
and so
G˘0(z) = Γ0(z) g˘0(z) , G0(z) = g0(z) Γ0(z). (5.6)
From the latter identity, together with the definition of Γ0(z) given above, one infers that
γ0(z) :=
(
1− α τ0g0(z)
) ∈ B(L2(R2))
has a bounded inverse:
γ−10 (z) = Γ0(z) . (5.7)
Hence, by Eq. (5.1),
R∅(z) = R0(z) + α g0(z) γ
−1
0 (z) g˘0(z).
By applying τF to the latter equation it follows that
G˘F (z) = τFR∅(z) = g˘F (z) + α τF g0(z) γ
−1
0 (z) g˘0(z) (5.8)
and, by taking the adjoint (in z¯),
GF (z) = gF (z) + αg0(z) γ
−1
0 (z) τ0gF (z), (5.9)
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where we used (τF g0(z¯))
∗ = (g˘F (z¯)τ∗0 )
∗ = τ0gF (z).
By Eq.s (5.6), (5.8) and (5.9) (together with Eq. (5.7)) it follows that(
G˘F (z)
G˘0(z)
)
=
(
g˘F (z) + α τF g0(z) γ
−1
0 (z) g˘0(z)
γ−10 (z) g˘0(z)
)
=
(
1 α τF g0(z) γ
−1
0 (z)
0 γ−10 (z)
)(
g˘F (z)
g˘0(z)
)
.
Similarly, for (GF (z), G0(z)) one has that
(GF (z), G0(z)) =
(
gF (z) + αg0(z) γ
−1
0 (z) τ0gF (z), g0(z)γ
−1
0 (z)
)
=
(
gF (z), g0(z)
)( 1 0
α γ−10 (z) τ0gF (z) γ
−1
0 (z)
)
.
By Eq.s (5.3) and (5.9), it follows that
ΓF (z) = 1 + α τF gF (z) + α
2 τF g0(z) γ
−1
0 (z) τ0gF (z).
Now, let us set
N1(z) = 1 + α τF gF (z) , N2(z) = α τF g0(z) ,
N3(z) = α τ0gF (z) , N4(z) = −γ0(z) .
With this notation, one has
ΓF (z) = N1(z)−N2(z)N4−1(z)N3(z) , Γ0(z) = −N4−1(z)
and (here we temporarily omit the dependence on z)(
1 0
α γ−10 τ0gF γ
−1
0
)(
Γ−1F 0
0 −Γ−10
)(
1 α τF g0 γ
−1
0
0 γ−10
)
=
(
1 0
−N4−1N3 −N4−1
)((
N1 −N2N4−1N3
)−1
0
0 N4
)(
1 −N2N4−1
0 −N4−1
)
=
( (
N1 −N2N4−1N3
)−1 −(N1 −N2N4−1N3)−1N2N4−1
−N4−1N3
(
N1 −N2N4−1N3
)−1
N4
−1N3
(
N1 −N2N4−1N3
)−1
N2N4
−1 +N4−1
)
=
(
N1 N2
N3 N4
)−1
=
(
1 + α τF gF α τF g0
α τ0gF −(1− α τ0g0)
)−1
,
where we used the inversion formula for block matrices. Hence we can set
γ(z) :=
J
α
+
(
τF gF (z) τF g0(z)
τ0gF (z) τ0g0(z)
)
; J =
(
1 0
0 −1
)
,
and we have that
γ(z) ∈ B(L2(R2)⊕ L2(R2))
has a bounded inverse
γ−1(z) = α
(
1 0
α γ0(z)
−1 τ0gF (z) γ0(z)−1
)(
ΓF (z)
−1 0
0 −Γ0(z)−1
)(
1 α τF g0(z) γ0(z)
−1
0 γ0(z)
−1
)
.
Going back to the formula for the resolvent difference, see Eq. (5.5), we set
g(z) :=
(
gF (z), g0(z)
)
, g˘(z) :=
(
g˘F (z)
g˘0(z)
)
and we have that
RF (z)−R0(z) = − g(z) γ−1(z) g˘(z) .
We remark that all the quantities at the r.h.s. of the latter equation are written in terms of the operator
R0(z) and of the traces τ0 and τF .
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Since γ(z) is a continuous bijection from L2(R2)⊕L2(R2) onto itself, from now on we work in the following
setting:
τ := τF ⊕ τ0 ∈ B
(
Hs(R3), L2(R2)⊕ L2(R2)) , s > 1/2 ,
g˘(z) := τR0(z) ∈ B
(
L2(R3), L2(R2)⊕ L2(R2)) ,
g(z) := g˘(z¯)∗ ∈ B(L2(R2)⊕ L2(R2), L2(R3)) ,
τg(z) ∈ B(L2(R2)⊕ L2(R2)) .
We freely use the identifications
L2(R2)⊕ L2(R2) ≡L2(Σ)⊕ L2(Σc)⊕ L2(Σ)⊕ L2(Σc)
≡L2(Σ)⊕ L2(Σ)⊕ L2(Σc)⊕ L2(Σc) .
Let us now introduce, in the component L2(Σc)⊕ L2(Σc), the orthogonal projections
P0(φ⊕ ψ) := φ+ ψ
2
⊕ φ+ ψ
2
, Q0 := 1− P0 .
This induces the further decomposition
L2(R2)⊕ L2(R2) ≡ L2(Σ)⊕ L2(Σ)⊕ Range(P0)⊕Range(Q0) . (5.10)
We then define the orthogonal projectors in L2(R2)⊕ L2(R2)
P = 1⊕ P0 , Q = 1⊕Q0 .
From now on a vector φF ⊕ φ0 ∈ L2(R2)⊕ L2(R2) will be decomposed as
φF ⊕ φ0 ≡ φ◦ ⊕ φ+ ⊕ φ− ,
where
φ◦ = φΣF ⊕ φΣ0 ,
φ+ := P0(φ
Σc
F ⊕ φΣ
c
0 ) , φ− := Q0(φ
Σc
F ⊕ φΣ
c
0 ) ,
φ
Σ/Σc
F/0 := φF/0|Σ/Σc ,
and we used the notation φ|Σ (resp. φ|Σc) to denote the restriction of the function φ to the set Σ (resp.
Σc).
We also introduce the decompositions
τ ≡ τΣ ⊕ τΣc ≡ Pτ ⊕Q0τΣc ≡ τΣ ⊕ P0τΣc ⊕Q0τΣc
where τΣ/Σcf := τf |Σ/Σc. This induces the further decompositions
g˘(z) ≡ g˘Σ(z)⊕ g˘Σc(z) ≡ P g˘(z)⊕Q0g˘Σc(z) ≡ g˘Σ(z)⊕ P0g˘Σc(z) ⊕Q0g˘Σc(z) ,
where g˘Σ/Σc(z)f := (τR0(z)f)|Σ/Σc.
Since τF f |Σc = τ0f |Σc, one has Q0τΣc = Q0g˘Σc(z) = 0 and so
Range(τ) ⊆ Range(P ) , Range(g˘(z)) ⊆ Range(P ) .
Thus P g˘(z) = g˘(z); by duality g(z) = g(z)P and so g(z)(0 ⊕ 0⊕Q0) = 0. Moreover
τg(z) = Pτg(z)P .
Equivalently, using block operator matrix notation with respect to the decomposition (5.10) and setting
gΣ/Σc(z) := g˘Σ/Σc(z¯)
∗, one has
τg(z) =
 τΣgΣ(z) τΣgΣc(z) 0τΣcgΣ(z) τΣcgΣc(z) 0
0 0 0
 .
Then, since
J : Range(P )→ Range(Q) , J : Range(Q)→ Range(P ) ,
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one gets
γ(z) =
J/α+ τΣgΣ(z) τΣgΣc(z) 0τΣcgΣ(z) τΣcgΣc(z) J/α
0 J/α 0
 . (5.11)
Since γ(z) is surjective, for any given ψ◦ ∈ L2(Σ)⊕L2(Σ) there exists φ◦ ⊕ φ+ ⊕ φ− ≡ φF ⊕ φ0 ∈ L2(R2)⊕
L2(R2) such that
ψ◦ ⊕ 0⊕ 0 = γ(z)(φ◦ ⊕ φ+ ⊕ φ−) .
By Eq. (5.11), since J is injective, one gets φ+ = 0 and ψ◦ = (J/α+ τΣgΣ(z))φ◦. Therefore J/α+ τΣgΣ(z)
is surjective. Since J/α + τΣgΣ(z) = (J/α + τΣgΣ(z¯))
∗, ker(J/α + τΣgΣ(z)) = ran(J/α + τΣgΣ(z¯))⊥ = {0}.
Hence J/α + τΣgΣ(z) is a continuous bijection and so, by the inverse mapping theorem, has a bounded
inverse. We introduce the notation
ΛF,Σ(z) :=−
(
J/α+ τΣgΣ(z)
)−1
=− α (1 + αJτΣgΣ(z))−1J ∈ B(L2(Σ)⊕ L2(Σ)) .
Therefore, using again the inversion formula for block operator matrices,
γ(z)−1 =
 −ΛF,Σ(z) 0 αΛF,Σ(z)τΣgΣc(z)J0 0 αJ
αJτΣcgΣ(z)ΛF,Σ(z) αJ −α2J (τΣcgΣ(z)ΛF,Σ(z)τΣgΣc(z) + τΣcgΣc(z)) J
 .
In conclusion,
g(z) γ(z)−1 g˘(z) = −gΣ(z)ΛF,Σ(z) g˘Σ(z)
and the proof is concluded. 
6. Existence and asymptotic completeness of the wave operators
The aim of this section is to prove the existence and completeness of the wave operators relative to the
couple (AF , A0). We make use of the resolvent formula given in Theorem 5.1 together with [22, Th. 2.8]
and LAP. Recall that σ(A0) = σac(A0) = [0,+∞).
Theorem 6.1. Let AF , A0 be defined as above. Then, the wave operators
W±(AF , A0) := s-lim
t→±∞ e
itAF e−itA0 ,
W±(A0, AF ) := s-lim
t→±∞ e
itA0e−itAFPac(AF ),
where Pac(AF ) denotes the orthogonal projector on the absolutely continuous subspace relative to AF , exist
and are asymptotically complete, i.e., are complete and σsc(AF ) = ∅.
Proof. Taking into account the resolvent formula (5.4), according to [22, Th. 2.8 and Rem. 2.1], in order to
get existence and completeness of the wave operators one needs to show that
sup
(λ,ε)∈I×(0,1)
√
ε ‖gΣ(λ± iε)‖B(L2(Σ)⊕L2(Σ),L2(R3)) < +∞ (6.1)
and
sup
(λ,ε)∈I×(0,1)
‖ΛF,Σ(λ± iε)‖B(L2(Σ)⊕L2(Σ)) < +∞ , (6.2)
for any open and bounded interval I such that I ⊂ R\({0} ∪ σ+p (AF )). Since z 7→ gΣ(z) and z 7→ ΛF,Σ(z)
are continuous on ρ(A0) = C\[0,+∞), it suffices to prove (6.1) and (6.2) whenever I ⊂ (0,+∞)\σ+p (AF ).
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Let µ ∈ ρ(A0) ∩ R = (−∞, 0); by the inequality (see [22, Eq. (3.16)])
ε ‖gΣ(λ± iε)‖2B(L2(Σ)⊕L2(Σ),L2(R3))
6
1
2
(|µ− λ|+ ε)‖gΣ(µ)‖B(L2(Σ)⊕L2(Σ),L2σ1,σ‖(R3))×
×
(
‖g˘Σ(λ+ iε)‖B(L2σ1,σ‖(R3),L2(Σ)⊕L2(Σ)) + ‖g˘Σ(λ− iε)‖B(L2σ1,σ‖(R3),L2(Σ)⊕L2(Σ))
)
6
1
2
(|µ− λ|+ ε)‖gΣ(µ)‖B(L2(Σ)⊕L2(Σ),L2σ1,σ‖(R3))‖τΣ‖B(H1−σ1,−σ‖(R3),L2(Σ)⊕L2(Σ))×
×
(
‖R0(λ+ iε)‖B(L2σ1,σ‖(R3),H1−σ1,−σ‖(R3)) + ‖R0(λ− iε)‖B(L2σ1,σ‖(R3),H1−σ1,−σ‖(R3))
)
,
inequality (6.1) is consequence of LAP for A0 (see Proposition 4.2).
By the relation (see [22, Eq. (4.2) and Lem. 4.2], see also [11, Eq. (2.9)])
ΛF,Σ(λ± iε) = ΛF,Σ(µ)
[
1 + (λ− µ± iε)g˘Σ(µ)
(
1− (λ− µ± iε)RF (λ± iε)
)
gΣ(µ)ΛF,Σ(µ)
]
,
one gets the inequality (here we set ν := |λ− µ|+ 1)
‖ΛF,Σ(λ± iε)‖B(L2(Σ)⊕L2(Σ))
6‖ΛF,Σ(µ)‖B(L2(Σ)⊕L2(Σ)) + ν‖ΛF,Σ(µ)‖2B(L2(Σ)⊕L2(Σ))‖g˘Σ(µ)‖2B(L2(R3),L2(Σ)⊕L2(Σ))
+ ν2‖ΛF,Σ(µ)‖2B(L2(Σ)⊕L2(Σ))‖gΣ(µ)‖2B(L2(Σ)⊕L2(Σ),L2−σ1,−σ‖(R3))‖RF (λ± iε)‖B(L2σ1,σ‖(R3),L2−σ1,−σ‖(R3)) .
Hence inequality (6.1) is consequence of LAP for AF (see Proposition 4.13).
Finally, since LAP implies absence of the singular continuous spectrum (see e.g. [24, Cor. 4.7]), σsc(AF )
is empty. 
Remark 6.2. As immediate consequence of Theorem 6.1, one gets
σac(AF ) = σac(A0) = [0,+∞) .
We conjecture that there are no embedded eigenvalues for AF . Hence, if this is the case, σ(AF ) = σac(AF )
and Pac(AF ) is the identity.
7. The scattering matrix
In this section our aim is (following the same strategy as in [22, Sec. 4]) to use the Kato-Birman
invariance principle to recover the scattering matrix SF (λ) for the scattering couple (AF , A0) from the one
for (RF (µ), R0(µ)), µ ∈ ρ(A0) ∩ ρ(AF ). Let us denote by
SF := W
∗
+W− : L
2(R3)→ L2(R3)
the scattering operator corresponding to the wave operators W± ≡W±(AF , A0).
Let
F0 : L2(R3)→ L2((0,+∞);L2(S2)) ,
be the unitary which diagonalizes A0; below we will provide an explicit representation for F0 in terms of
generalized eigenfunctions introduced in Eq. (4.10). Then, define the scattering matrix
SF (λ) : L
2(S2)→ L2(S2) , λ ∈ (0,+∞)\σ+p (AF )
by the relation
[F0SFF∗0u](λ) = SF (λ)u(λ) , u : (0,+∞)\σ+p (AF )→ L2(S2) .
Let us now denote by W µ± the wave operators for the scattering couple (R0(µ), RF (µ)); below we show that
they exist and are complete. We denote by SµF the corresponding scattering operator S
µ
F := (W
µ
+)
∗W µ− . As
above, we then define the corresponding scattering matrix by
SµF (λ) : L
2(S2)→ L2(S2) , [Fµ0 SµF (Fµ0 )∗u](λ) = SµF (λ)u(λ) ,
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where [Fµ0 f ](λ) := 1λ [F0f ](µ+ 1/λ) is the unitary which diagonalizes R0(µ).
The forthcoming theorem provides a more explicit representation of SµF (λ).
Theorem 7.1. The wave operator W µ± exist, are complete and the corresponding scattering matrix has the
representation
SµF (λ) = 1− 2πiLµF (λ)ΛF,Σ(µ)
[
1− g˘Σ(µ)
(
RF (µ)− (λ+ i0)
)−1
gΣ(µ)ΛF,Σ(µ)
]
LµF (λ)
∗,
for all λ such that µ+ 1λ ∈ (0,+∞)\σ+p (AF ), and where
LµF (λ) : L
2(Σ)⊕ L2(Σ)→ L2(S2) ,
LµF (λ)(φ
Σ
F ⊕ φΣ0 ) :=
1
λ
[F0gΣ(µ)(φΣF ⊕ φΣ0 )](µ+ 1/λ) .
Proof. At first, let us notice the relations(
R0(µ)− z
)−1
= − 1
z
(
1
z
R0(µ+ 1/z) + 1
)
,
(
RF (µ)− z
)−1
= − 1
z
(
1
z
RF (µ + 1/z) + 1
)
.
(7.1)
Therefore, by LAP for A0 and AF (see Theorems 4.1 and 4.13) the limits(
R0(µ)− (λ± i0)
)−1
:= lim
ε↓0
(
R0(µ)− (λ± iε)
)−1
,
with µ+ 1λ ∈ (0,+∞), exists in B(L2σ1,σ‖(R3),Hs−σ1,−σ‖(R3)) for σ1, σ‖ > 1/2 and s ∈ (1, 3/2) (see Proposi-
tion 4.2), and the limits (
RF (µ)− (λ± i0)
)−1
:= lim
ε↓0
(
RF (µ)− (λ± iε)
)−1
,
with µ+ 1λ ∈ (0,+∞)\σ+p (AF ), exist in B(L2σ1,σ‖(R3), L2−σ1,−σ‖(R3)) for σ1 > 1/2 and σ‖ > 3/4. Moreover,
by Proposition 4.5, Remark 4.6 and Lemma 2.7 one gets
g˘Σ(µ) ∈ B
(
L2−σ1,−σ‖(R
3), L2(Σ)⊕ L2(Σ)) ,
gΣ(µ) = g˘Σ(µ)
∗ ∈ B(L2(Σ)⊕ L2(Σ), L2σ1,σ‖(R3))
for all σ1, σ‖ ∈ R. Therefore the following limits exist:
lim
ε↓0
g˘Σ(µ)
(
R0(µ)− (λ± iε)
)−1
; (7.2)
lim
ε↓0
g˘Σ(µ)
(
RF (µ)− (λ± iε)
)−1
;
lim
ε↓0
g˘Σ(µ)
(
RF (µ)− (λ± iε)
)−1
gΣ(µ) . (7.3)
Let us now show that g˘Σ(µ) is weakly-R
0(µ) smooth, i.e. by [37, p. 154, Lem. 2],
sup
0<ε<1
ε ‖g˘Σ(µ)(R0(µ)− (λ± iε))−1‖2B(L2(Σ),L2(Σ)⊕L2(Σ)) 6 cλ < +∞ , for a.e. λ . (7.4)
By (7.1), this is consequence of
sup
0<ε<1
ε ‖g˘Σ(µ)R0(µ + 1/λ± iε)‖2B(L2(Σ),L2(Σ)⊕L2(Σ)) 6 Cλ < +∞ , for a.e. λ .
To prove the latter claim let us note that, by
g˘Σ(µ)R0(z) = τΣR0(µ)R0(z) = τΣR0(z)R0(µ) = g˘Σ(z)R0(µ) = (R0(µ)gΣ(z¯))
∗ ,
it is consequence of Eq. (6.1), which has been shown to hold in the proof of Theorem 6.1. Therefore, by
the factorization of the difference RF (µ) − R0(µ) provided in Theorem 5.1, by the existence of the limits
27
(7.2)-(7.3) and by the bound (7.4), the hypotheses in [37, p. 178, Th. 4’] are satisfied, which suffices to infer
the thesis. 
By [22, Lem. 4.2] (be aware that there the resolvent of an operator A is defined as (−A+ z)−1) one has
the identity
ΛF,Σ(µ)
[
1− g˘Σ(µ)
(
RF (µ)− z
)−1
gΣ(µ)ΛF,Σ(µ)
]
= ΛF,Σ(µ+ 1/z) .
This gives the existence of the limit
ΛF,Σ(λ
+) := lim
ε↓0
ΛF,Σ(λ+ iε)
=ΛF,Σ(µ)
[
1− g˘Σ(µ)
(
RF (µ)− (1/(λ − µ) + i0)
)−1
gΣ(µ)ΛF,Σ(µ)
]
.
Taking into account the identities
−ΛF,Σ(λ+ iε)
(
J
α
+ τΣgΣ(λ+ iε)
)
= 1 = −
(
J
α
+ τΣgΣ(λ+ iε)
)
ΛF,Σ(λ+ iε) ,(
J
α
+ τΣgΣ(λ+ iε)
)
J
α
(1+ αJτΣgΣ(λ+ iε))
−1 = 1 =
(
1+ αJτΣgΣ(λ+ iε)
)−1(J
α
+ τΣgΣ(λ+ iε)
)
J
α
and considering the limit ε ↓ 0, this also provides the existence of the inverse (1+ τΣgΣ(λ+ i0))−1 and the
identity
ΛF,Σ(λ
+) = −α (1+ αJMF,Σ(λ+))−1 J ,
where we set
MF,Σ(λ
+) := τΣgΣ(λ+ i0) = lim
ε↓0
τΣgΣ(λ+ iε) .
Since, by the invariance principle, one has the relation (see [37, Ch. 2, Sec. 6, Eq. (14)])
SF (λ) = S
µ
F
(
1/(λ − µ)) , (7.5)
Theorem 7.1 has the following
Corollary 7.2. For all λ ∈ (0,+∞)\σ+p (AF ) the scattering matrix for the scattering couple (AF , A0) is
given by
SF (λ) = 1+ 2πiαLF (λ)
(
1+ αJMF,Σ(λ
+)
)−1
JLF (λ)
∗ , (7.6)
where LF (λ) : L
2(Σ)⊕ L2(Σ)→ L2(S2) is given by(
LF (λ)(φ
Σ
F ⊕ φΣ0 )
)
(ξ) =
λ1/4
21/2
1
(2π)3/2
∫
Σ
dx‖
(
e−i
√
λξ1F (x‖) − α e
−i
√
λ |ξ1| |F (x‖)|
α+ 2i
√
λ |ξ1|
)
e−i
√
λ ξ‖·x‖ φΣF (x‖)
+
λ1/4
(4π)1/2
(
1− α
α+ 2i
√
λ |ξ1|
) ̂˜
φΣ0 (
√
λ ξ‖) .
Here ̂ denotes the Fourier transform in L2(R2), φ˜Σ0 is the extension by zero of φΣ0 to the whole R2 and
ξ ≡ (ξ1, ξ‖), |ξ1|2 + ‖ξ‖‖2 = 1.
Proof. By Theorem 7.1 and by Eq. (7.5), one gets Eq. (7.6) with
LF (λ)(φ
Σ
F ⊕ φΣ0 ) := (λ− µ)
(F0gΣ(µ)(φΣF ⊕ φΣ0 ))(λ) .
Then by
(λ− µ)(F0R0(µ)f)(λ) = (F0f)(λ)
and by (
gΣ(µ)(φ
Σ
F ⊕ φΣ0 )
)
(λ) = R0(µ)(τ
∗
F,Σφ
Σ
F + τ
∗
0,Σφ
Σ
0 ) ,
where τF/0,Σu := τF/0u|Σ, one gets
LF (λ)(φ
Σ
F ⊕ φΣ0 ) = F0(τ∗F,ΣφΣF + τ∗0,ΣφΣ0 )(λ) .
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By the structure of the generalized eigenfunctions of A0 (see Eq. (4.10)), one gets
F0 : L2(R3)→ L2
(
(0,+∞);L2(S2)) ,
(
(F0f)(λ)
)
(ξ) :=
λ1/4
21/2
∫
R3
ϕ√λ ξ(x) f(x) dx ,
where ϕk(x) was defined in Eq. (4.10), x ≡ (x1,x‖), ξ ≡ (ξ1, ξ‖), |ξ1|2+|ξ‖|2 = 1 and
∫
R3
is to be understood
as the L2-limit of
∫
|x|6R for Rր +∞. Therefore
(
LF (λ)(φ
Σ
F ⊕ φΣ0 )
)
(ξ) =
λ1/4
21/2
∫
Σ
dx‖
(
ϕ√λ ξ(F (x‖),x‖)φ
Σ
F (x‖) + ϕ√λ ξ(0,x‖)φ
Σ
0 (x‖)
)
=
λ1/4
21/2
1
(2π)3/2
∫
Σ
dx‖
(
e−i
√
λξ1F (x‖) − α e
−i√λ |ξ1| |F (x‖)|
α+ 2i
√
λ |ξ1|
)
e−i
√
λ ξ‖·x‖φΣF (x‖)
+
λ1/4
(4π)1/2
(
1− α
α+ 2i
√
λ |ξ1|
) ̂˜
φΣ0 (
√
λ ξ‖) .

Let us now denote by S0(λ), L0(λ), Λ0,Σ(λ
+),M0,Σ(λ
+) the operators SF (λ), LF (λ), ΛF,Σ(λ
+),MF,Σ(λ
+)
corresponding to the choice F = 0; obviously S0(λ) = 1. By
SF (λ)− 1 = SF (λ)− S0(λ) =2πi
(
LF (λ)− L0(λ)
)
ΛF,Σ(λ
+)LF (λ)
∗
+ 2πiL0(λ)ΛF,Σ(λ
+)
(
MF,Σ(λ
+)−M0,Σ(λ+)
)
Λ0,Σ(λ
+)LF (λ)
∗
+ 2πiL0(λ)Λ0,Σ(λ
+)
(
LF (λ)
∗ − L0(λ)∗
)
one gets
‖SF (λ)− 1‖B(L2(S2)) 62π
(
KF,Σ(λ) +K0,Σ(λ)
) ‖LF (λ)− L0(λ)‖B(L2(Σ)⊕L2(Σ),L2(S2))
+ 2πKF,Σ(λ)K0,Σ(λ) ‖MF,Σ(λ+)−M0,Σ(λ+)‖B(L2(Σ)⊕L2(Σ)) ,
where
KF/0,Σ(λ) := ‖LF/0(λ))‖B(L2(Σ)⊕L2(Σ),L2(S2))‖ΛF/0,Σ(λ+)‖B(L2(Σ)⊕L2(Σ)) .
The next Lemmata provide estimates on the norms of the differences LF (λ)−L0(λ) andMF,Σ(λ+)−M0,Σ(λ+)
and hence on the norm of SF (λ)− 1.
Lemma 7.3. For all λ ∈ (0,+∞)\σ+p (AF ), there holds
‖LF (λ)− L0(λ)‖2B(L2(Σ)⊕L2(Σ),L2(S2)) 6
2
√
λ
π2
∫
Σ
dx‖
(
1− sin
(√
λF (x‖)
)
√
λF (x‖)
)
.
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Proof. Indicating with dσ the usual surface element on the sphere S2, we have∥∥(LF (λ)− L0(λ))(φΣF ⊕ φΣ0 )∥∥2L2(S2) = ∫
S2
dσ(ξ)
∣∣((LF (λ)− L0(λ))(φΣF ⊕ φΣ0 ))(ξ)∣∣2
6
λ1/2
2(2π)3
∫
S2
dσ(ξ)
(∫
Σ
dx‖
(∣∣∣e−i√λξ1F (x‖) − 1∣∣∣+ ∣∣∣e−i√λ |ξ1| |F (x‖)| − 1∣∣∣) |φΣF (x‖)|)2
6
λ1/2
2
‖φΣF ‖2L2(Σ)
(2π)3
∫
Σ
dx‖
(∫
S2
dσ(ξ)
(∣∣∣e−i√λξ1F (x‖) − 1∣∣∣+ ∣∣∣e−i√λ |ξ1| |F (x‖)| − 1∣∣∣)2)
6 4λ1/2
‖φΣF ‖2L2(Σ)
(2π)3
∫
Σ
dx‖
(∫
S2
dσ(ξ)
(
1− cos(√λ ξ1F (x‖))))
= 2λ1/2
‖φΣF ‖2L2(Σ)
π2
∫
Σ
dx‖
(
1− sin
√
λF (x‖)√
λF (x‖)
)
,
where we used the basic identity ∫pi0 dx cos(z cos x) sinx = 2z sin z. 
Remark 7.4. By the inequality 0 6 1− sinxx 6 |x|pi one gets
‖LF (λ)− L0(λ)‖2B(L2(Σ)⊕L2(Σ),L2(S2)) 6
2λ
π3
‖F‖L1(Σ) .
Lemma 7.5. Let r = 12 + γ, 0 < γ < 1 and s > 1. Then
‖τF,Σ − τ0,Σ‖2B(Hr(I)⊗Hs(Ω),L2(Σ)) 6c
∥∥|F |2γ∥∥
L1(Σ)
.
Proof. Using the Sobolev inequalities
|u1(x1)− u1(y1)| 6c ‖u1‖Hr(I) |x1 − y1|γ ,
sup
x‖∈Ω
|u‖(x‖)| 6c ‖u‖‖Hs(Ω) ,
one obtains ∫
Σ
dx‖ |u1(F (x‖))− u1(0)|2 |u‖(x‖)|2 6c ‖u1‖2Hr(I) ‖u‖‖2Hs(Ω)‖
∫
Σ
dx‖ |F (x‖)|2γ ,
which proves the thesis. 
Lemma 7.6. There holds
‖MF,Σ(λ+)−M0,Σ(λ+)‖2B(L2(Σ)⊕L2(Σ),L2(Σ)⊕L2(Σ))
6c
(
N2s1,s2,ε(λ
+)N2F,Σ,s1,s2 +
(
N2s1,s2,ε(λ
+) +N2s1,s2,ε(λ
−)
)
N20,Σ,s1,s2
)×
× ‖τF,Σ − τ0,Σ‖2B(H−s1+3/2−ε(I)⊗H−s2+2(Ω),L2(Σ)) ,
where ε > 0, 12 < s1 < 1− ε, 12 < s2 < 32 ,
NF/0,Σ,s1,s2 := ‖τF/0,Σ‖B(Hs1 (I)⊗Hs2 (Ω),L2(Σ)) ,
Ns1,s2,ε(λ
±) := ‖(rI ⊗ rΩ)R0(λ±)(r∗I ⊗ r∗Ω)‖B(H−s1
I
(R)⊗H−s2
Ω
(R2),H−s1+3/2−ε(I)⊗H−s2+2(Ω)) ,
Ω ⊂ R2 is a open ball containing Σ, I ⊂ R is an open bounded interval which contains range(F ) and
rI : H
s1
σ1(R)→ Hs1(I), rΩ : Hs2σ‖(R2)→ Hs2(Ω) are the restriction operators.
Proof. One has Hs(I)′ ≃ H−s
I
(R) and Hs(Ω)′ ≃ H−s
Ω
(R2) for any s ∈ R, (see, e.g., [25, Th.s 3.14, 3.29]); we
use such identifications in the following. Then, the duals of the restriction operators r∗I : H
−s1
I
(R)→ H−s1−σ1(R)
and r∗Ω : H
−s2
Ω
(R2)→ H−s2−σ‖(R2) are given by the extensions by zero.
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We know that
R
(1)
0 (λ
±) ∈ B(L2σ1(R),H3/2−ε−σ1 (R)) , for σ1 > 1/2, 0 < ε < 1/2 ,
and
R
(‖)
0 (λ
±) ∈ B(L2σ‖(R2),H2−σ‖(R2)) , σ‖ > 1/2 .
Thus
rIR
(1)
0 (λ
±)r∗I ∈ B
(
L2
I
(R),H3/2−ε(I)
)
(7.7)
and
rΩR
(‖)
0 (λ
±)r∗Ω ∈ B
(
L2
Ω
(R2),H2(Ω)
)
. (7.8)
Hence, by duality,
rIR
(1)
0 (λ
±)r∗I ∈ B
(
H
−3/2+ε
I
(R), L2(I)
)
(7.9)
and
rΩR
(‖)
0 (λ
±)r∗Ω ∈ B
(
H−2
Ω
(R2), L2(Ω)
)
. (7.10)
By Eq.s (7.7) - (7.10) and by interpolation (1) one gets
rIR
(1)
0 (λ
±)r∗I ∈ B(H−s1I (R),H
−s1+3/2−ε(I)) , for 0 6 s1 6 3/2 − ε ,
and
rΩR
(‖)
0 (λ
±)r∗Ω ∈ B(H−s2Ω (R
2),H−s2+2(Ω)) , for 0 6 s2 6 2 .
Therefore, since A0 = A
(1)
0 ⊗ 1+ 1⊗A(‖)0 , by [5] one has
(rI ⊗ rΩ)R0(λ±)(r∗I ⊗ r∗Ω) ∈ B(H−s1I (R)⊗H
−s2
Ω
(R2),H−s1+3/2−ε(I)⊗H−s2+2(Ω)) .
Since
(τF,Σ − τ0,Σ)R0(λ±)τ∗F/0,Σ = (τF,Σ − τ0,Σ)(rI ⊗ rΩ)R0(λ±)(r∗I ⊗ r∗Ω)τ∗F/0,Σ ,
one has, for any 12 < s1 < 1− ε and 12 < s2 < 32 ,
‖(τF,Σ − τ0,Σ)R0(λ±)τ∗F/0,Σ‖B(L2(Σ))
6 Ns1,s2,ε(λ
±)NF/0,Σ,s1,s2 ‖τF,Σ − τ0,Σ‖B(H−s1+3/2−ε(I)⊗H−s2+2(Ω),L2(Σ)) .
Using the block operator matrix notation one has
MF,Σ(λ
+)−M0,Σ(λ+) =
(
τF,Σ(τF,ΣR0(λ
−))∗ − τ0,Σ(τ0,ΣR0(λ−))∗ (τF,Σ − τ0,Σ)(τ0,ΣR0(λ−))∗
τ0,Σ((τF,Σ − τ0,Σ)R0(λ−))∗ 0
)
and so (for brevity here we omitted some norm indexes)
‖MF,Σ(λ+)−M0,Σ(λ+)‖2B(L2(Σ)⊕L2(Σ))
6c ‖(τF,Σ − τ0Σ)(τF,ΣR0(λ−))∗‖2 + ‖τ0,Σ((τF,Σ − τ0Σ)R0(λ−))∗‖2
+ ‖(τF,Σ − τ0Σ)(τ0,ΣR0(λ+))∗‖2
6c ‖(τF,Σ − τ0Σ)R0(λ+)τ∗F,Σ‖2 + ‖(τF,Σ − τ0Σ)R0(λ−)τ∗0,Σ‖2
+ ‖(τF,Σ − τ0Σ)R0(λ+)τ∗0,Σ‖2
6c
(
N2s1,s2,ε(λ
+)N2F,Σ,s1,s2 +
(
N2s1,s2,ε(λ
+) +N2s1,s2,ε(λ
−)
)
N20,Σ,s1,s2
)×
× ‖τF,Σ − τ0,Σ‖2B(H−s1+3/2−ε(I)⊗H−s2+2(Ω),L2(Σ)) .

Summing up, using the previous Lemma 7.6 with ε replaced by ε/4 (0 < ε < 1) and s1 = 1/2 + ε/4,
s2 = 1− ε/4, one gets
1One should keep in mind the previously mentioned isomorphisms Hs(I)′ ≃ H−s
I
(R), Hs(Ω)′ ≃ H−s
Ω
(R2) (for s ∈ R), recall
the duality interpolation theorem stated in [7, Cor. 4.5.2] and notice that the spaces Hs(I), Hs(Ω) enjoy the interpolation
property (see, e.g., [33]).
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Theorem 7.7. For all λ ∈ (0,+∞)\σ+p (AF ) and 0 < ε < 1, the following estimate holds:
‖SF (λ)− 1‖2B(L2(S2)) 6 cF,Σ(λ) ‖F‖L1(R2) + cF,Σ,ε(λ) ‖ |F |1−ε‖L1(R2) , (7.11)
where
cF,Σ(λ) := c
(
KF,Σ(λ) +K0,Σ(λ)
)2
,
cF,Σ,ε(λ) := cK
2
F,Σ(λ)K
2
0,Σ(λ)
(
N2ε (λ
+)N2F,Σ,ε +
(
N2ε (λ
+) +N2ε (λ
−)
)
N20,Σ,ε
)
,
NF/0,Σ,ε := NF/0,Σ, 1
2
+ ε
4
,1− ε
4
, Nε(λ
±) := N 1
2
+ ε
4
,1− ε
4
, ε
4
(λ±) .
Remark 7.8. Since the constants cF,Σ(λ) and cF,Σ,ε(λ) are bounded and away from zero as F → 0, by
(7.11) one gets, for any 0 < γ < 1,
‖SF (λ)− 1‖2B(L2(S2)) = O
(∫
R2
dx‖|F (x‖)|γ
)
.
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Appendix A. LAP for the Laplacian plus a δ-interaction in dimension one
In this section we prove Theorem 4.1. This result implies Limiting Absorption Principle (LAP) for the
operator A
(1)
0 , which is formally written as the Laplacian plus a δ-interaction of strength α in dimension
one, and is rigorously defined in Eq.s (3.14) - (3.15).
Proof of Theorem 4.1. Unless otherwise stated, throughout all the proof we implicitly understand the as-
sumptions θ ∈ (0, 1/2) and s1 > 1/2 ; moreover, let us arbitrarily fix ε0 > 0 and a compact subset
K ⊂ (0,+∞). Then, on account of item ii) in Lemma 2.5, the thesis is proved as soon as we are able
to infer the following uniform bound for all ε ∈ (0, ε0), λ ∈ K and for some constant c > 0 (depending on
ε0 and K, but not on ε and λ):
‖I−s1R(1)0 (λ±iε)u‖2H1+θ(R) 6 c ‖u‖L2s1(R) . (A.1)
As an example, in the sequel we proceed to evaluate the expression ‖I−s1R(1)0 (λ+ iε)u‖2H1+θ(R); altogether,
the forthcoming uniform bounds (A.4), (A.5) and (A.11) imply the corresponding version of Eq. (A.1). Of
course, similar results can be derived also for ‖I−s1R(1)0 (λ− iε)u‖2H1+θ(R), ultimately yielding the thesis.
The starting point of our analysis is the following integral kernel identity, holding true for any given
u ∈ L2s1(R) ⊂ L2(R) and for all z ∈ C\[0,+∞) (see [3, p. 77, Th. 3.1.2]):(
R
(1)
0 (z)u
)
(x) =
∫
R
dy
[
i
2
√
z
ei
√
z |x−y| − iα
2
√
z (α− 2i√z) e
i
√
z (|x|+|y|)
]
u(y) . (A.2)
Differentiating the above identity, by the dominated convergence theorem we obtain(
R
(1)
0 (z)u
)′
(x) = − 1
2
∫
R
dy
[
sgn(x−y) ei
√
z |x−y| − α sgnx
α− 2i√z e
i
√
z (|x|+|y|)
]
u(y) . (A.3)
Let us also remark that most of our arguments rely on the use of the elementary identity
√
λ+iε =
(1/
√
2)
[√√
λ2+ε2+λ + i
√√
λ2+ε2−λ ], along with some related simple estimates.
Firstly, performing few elementary manipulations, from Eq. (A.2) we obtain
‖I−s1R(1)0 (λ+iε)u‖2L2(R) =
∫
R
dx w−s1(x)
∣∣∣∣∣
∫
R
dy
[
ei
√
λ+iε |x−y|
α−2i√λ+iε +
iα
(
ei
√
λ+iε |x−y| − ei
√
λ+iε (|x|+|y|))
2
√
λ+iε (α− 2i√λ+iε)
]
u(y)
∣∣∣∣∣
2
.
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By means of the Cauchy-Schwarz inequality and of the bounds
∣∣ei√λ+iε |x−y| /(α−2i√λ+iε)∣∣ 6 1/√α2+4λ ,∣∣iα(ei√λ+iε |x−y| − ei√λ+iε (|x|+|y|))/(2√λ+iε (α−2i√λ+iε))∣∣ 6 α/√λ (α2+4λ), the above identity implies
the following relations (2):
‖I−s1R(1)0 (λ+iε)u‖2L2(R) 6
2 (α2+ λ)
λ (α2+ 4λ)
(∫
R
dx w−s1(x)
)2(∫
R
dy ws1(y) |u(y)|2
)
6c ‖u‖2L2s1(R) . (A.4)
Next, let us consider the expression (A.3) for (R
(1)
0 (z)u)
′(x); bearing in mind the previous estimate (A.4)
and using again the Cauchy-Schwarz inequality, along with the elementary relations |ei
√
λ+iε|x−y||61,∣∣α ei√λ+iε (|x|+|y|)/(α− 2i√λ+ iε)∣∣ 6 α/√α2+ 4λ
and |(w1/2−s1)′(x)| 6 (s1/2)w
1/2
−s1(x), by similar computations we get∥∥(I−s1R(1)0 (λ+iε)u)′∥∥2L2(R)
6
α2+ 2λ
α2+ 4λ
[
1+
s1
2(α2+ λ)
2λ(α2+ 2λ)
](∫
R
dxw−s1(x)
)2(∫
R
dy ws1(y) |u(y)|2
)
6c ‖u‖2L2s1(R).
(A.5)
Let us now pass to the evaluation of the following seminorm, corresponding to the inner product defined
as in Eq. (2.3): ∣∣(I−s1R(1)0 (λ+iε)u)′∣∣2θ := I(<)θ,s1+ I(>)θ,s1 , (A.6)
I(≶)θ,s1 :=
∫
{|x−y|≶ 1}
dx dy
∣∣(I−s1R(1)0 (λ+iε)u)′(x)− (I−s1R(1)0 (λ+iε)u)′(y)∣∣2
|x− y|1+2θ .
On the one hand, taking into account Eq. (A.5) we readily obtain
I(>)θ,s1 6c
∫
R
dx
∣∣(I−s1R(1)0 (λ+ iε)u)′(x)∣∣2∫
{|x−y|> 1}
dy
1
|x− y|1+2θ
6c ‖(I−s1R(1)0 (λ+iε)u)′‖2L2(R) 6c ‖u‖2L2s1(R) .
(A.7)
On the other hand, the derivation of a uniform bound for I(<)θ,s1 is less straightforward. To attain such a
bound let us first point out the following relation, which can be readily inferred by addition and subtraction
of identical terms and by elementary symmetry arguments:
I(<)θ,s1 6c J
(1)
θ,s1
+ J (2)θ,s1+ J
(3)
θ,s1
; (A.8)
J (1)θ,s1 :=
∫
{|x−y|< 1}
dx dy ws1(y)
∣∣w1/2−s1(x)−w1/2−s1(y)∣∣2
|x− y|1+2θ
∣∣(I−s1R(1)0 (λ+iε)u)′(x)∣∣2
+
∫
{|x−y|< 1}
dx dy
(
ws1(x)
∣∣(w1/2−s1)′(x)−(w1/2−s1)′(y)∣∣2
|x− y|1+2θ
+
(
ws1(x)+ws1(y)
)
ws1(x) |(w1/2−s1)′(x)|2
∣∣w1/2−s1(x)−w1/2−s1(y)∣∣2
|x− y|1+2θ
)∣∣(I−s1R(1)0 (λ+iε)u)(x)∣∣2
J (2)θ,s1 :=
∫
{|x−y|< 1}
dx dy ws1(x) |(w1/2−s1)′(y)|2
∣∣(I−s1R(1)0 (λ+iε)u)(x) − (I−s1R(1)0 (λ+iε)u)(y)∣∣2
|x− y|1+2θ ,
J (3)θ,s1 :=
∫
{|x−y|< 1}
dx dy w−s1(x)
∣∣(R(1)0 (λ+iε)u)′(x)− (R(1)0 (λ+iε)u)′(y)∣∣2
|x− y|1+2θ .
2The first estimate in Eq. (A.3) gives an indication of the fact that the arguments employed here cannot be extended to
include the boundary case λ = 0; this is the underlying reason behind our assumption λ ∈ (0,+∞).
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Concerning the term J (1)θ,s1, it can be checked by direct inspection that the integrals over y ∈ (x− 1, x + 1)
of the expressions involving the weights w±s1 (and their derivatives) are uniformly bounded for x ∈ R.
Let us give a few more details about this statement. First of all, it should be noticed that ws1(x) |(w1/2−s1)′(x)|2
= s1
2x2/(1+x2)2 6 s1
2/4 for all x∈R. Furthermore, starting from the elementary identity ws1(y)−ws1(x) =
2s1
∫ y−x
0 dt (x+ t) (1 + (x+ t)
2)s1−1, for any given s1∈R and for all x, y∈R with |x− y|<1 one gets
|ws1(y)− ws1(x)| 62s1
(
sup
x∈R, y∈(x−1,x+1)
∣∣∣∣∫ y−x
0
dt (x+t) (1+(x+t)2)s1−1/(1+x2)s1
∣∣∣∣
)
ws1(x)
6cws1(x) |x− y|;
for |x − y| < 1, the latter relation yields in particular ws1(y) 6 ws1(x) + |ws1(y) − ws1(x)| 6c ws1(x)
and |w1/2−s1(x)−w
1/2
−s1(y)| = |w−s1/2(x)−w−s1/2(y)| 6c w
1/2
−s1(x) |x− y| . In a similar way, it can even be shown
that |(w1/2−s1)′(x) − (w
1/2
−s1)
′(y)| 6c w1/2−s1(x) |x − y|. Taking into account the previously mentioned facts, it is
easy to infer that
sup
x∈R
∫
{|x−y|< 1}
dy ws1(y)
∣∣w1/2−s1(x)−w1/2−s1(y)∣∣2
|x− y|1+2θ < +∞ ,
sup
x∈R
∫
{|x−y|< 1}
dy ws1(x)
∣∣(w1/2−s1)′(x)−(w1/2−s1)′(y)∣∣2
|x− y|1+2θ < +∞ ,
and
sup
x∈R
∫
{|x−y|< 1}
dy
(
ws1(x)+ws1(y)
)
ws1(x) |(w1/2−s1)′(x)|2
∣∣w1/2−s1(x)−w1/2−s1(y)∣∣2
|x− y|1+2θ < +∞.
Then, recalling the bounds derived previously in Eq.s (A.4) and (A.5), we readily obtain J (1)θ,s1 6c ‖u‖2L2s1(R).
As for the expression J (2)θ,s1, computations similar to those described above grant that ws1(x) |(w
1/2
−s1)
′(y)| is
uniformly bounded for all x, y ∈ R with |x− y| < 1; in addition, by the Cauchy-Schwarz inequality we have∣∣(I−s1R(1)0 (λ+iε)u)(x) − (I−s1R(1)0 (λ+iε)u)(y)∣∣ = ∣∣∣∣∫ x
y
dt (I−s1R
(1)
0 (λ+iε)u)
′(t)
∣∣∣∣
6
∥∥(I−s1R(1)0 (λ+iε)u)′∥∥2L2(R) |x− y| .
The above arguments, along with the estimate (A.5), allows us to infer that J (2)θ,s1 6c ‖u‖2L2s1(R).
In order to derive a uniform bound for J (3)θ,s1, let us indicate with Θ the Heaviside step function; this is such
that Θ(t) = 1 for t > 0, Θ(t) = 0 for t < 0 and Θ(t) + Θ(−t) = 1 almost everywhere on R. Then, using the
explicit expression (A.3) for (R
(1)
0 (λ+iε)u)
′, by a carefully devised procedure of addition and subtraction
of identical terms and by triangular inequality (plus a number of elementary manipulations) we obtain
J (3)θ,s1 6c J1 + J2 + J3 ; (A.9)
J1 :=
∫
{|x−y|<1}
dx dy
w−s1(x) Θ(x−y)
|x− y|1+2θ
[ ∣∣∣∣∫ x
y
dt ei
√
λ+iε (x−t)u(t)
∣∣∣∣2+ ∣∣∣∣(ei√λ+iε (x−y) − 1)∫ y−∞dt ei
√
λ+iε (y−t)u(t)
∣∣∣∣2 ],
J2 :=
∫
{|x−y|<1}
dx dy
w−s1(x) Θ(x−y)
|x− y|1+2θ
[ ∣∣∣∣∫ x
y
dt ei
√
λ+iε (t−y)u(t)
∣∣∣∣2+ ∣∣∣∣(ei√λ+iε (x−y) − 1)∫ +∞
x
dt ei
√
λ+iε (t−x)u(t)
∣∣∣∣2 ],
J3 :=
∫
{|x−y|<1}
dx dy
w−s1(x)
|x− y|1+2θ
∣∣∣∣ αα− 2i√λ+iε
∣∣∣∣2 ∣∣∣∣ ∫
R
dt ei
√
λ+iε |t| u(t)
∣∣∣∣2 ∣∣∣(sgnx) ei√λ+iε |x| − (sgny) ei√λ+iε |y|∣∣∣2 .
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The terms J1, J2 can be treated similarly; as an example, let us consider J1. Since |ei
√
λ+iε (x−t)| 6 1 for
y < t<x, by the Cauchy-Schwarz inequality we have
∣∣∫ x
y dt e
i
√
λ+iε (x−t)u(t)
∣∣26 |x − y| ‖u‖2L2s1(R). Again by
the Cauchy-Schwarz inequality, we get∣∣∣∣∫ y−∞dt ei
√
λ+iε (y−t)u(t)
∣∣∣∣26 ∫ y−∞dtw−s1(t) e−
√
2 (y−t)
√√
λ2+ε2−λ‖u‖2L2s1(R)
6c ‖u‖2L2s1(R) ;
moreover, we have |ei
√
λ+iε (x−y)−1|6c |x− y| . The above remarks allow us to infer that
J1 6c
(∫
R
dx w−s1(x)
)(∫
{|x−y|<1}
dy
1
|x−y|2θ
)
‖u‖2L2s1(R) 6c ‖u‖
2
L2s1(R)
. (A.10)
Finally, let us pass to the term J3. Estimates similar to those employed before yield |α/(α−2i
√
λ+iε )|6
α/
√
α2+ 4λ and
∣∣∫
R
dt ei
√
λ+iε |t|u(t)
∣∣26 (∫
R
dtw−s1(t) e−
√
2 |t|
√√
λ2+ε2−λ ) ‖u‖2L2s1(R)6c ‖u‖2L2s1(R) . Moreover,
indicating again with Θ the Heaviside step function, by simple symmetry considerations (and related changes
of integration variables) we have∫
{|x−y|<1}
dx dy w−s1(x)
∣∣(sgnx) ei√λ+iε |x| − (sgny) ei√λ+iε |y|∣∣2
|x− y|1+2θ
= 2
∫
{|x−y|<1}
dx dy w−s1(x)Θ(x)Θ(y)
∣∣ei x√λ+iε − ei y√λ+iε∣∣2
|x− y|1+2θ
+ 2
∫
{x+y<1}
dx dy w−s1(x)Θ(x)Θ(y)
∣∣ei x√λ+iε + ei y√λ+iε∣∣2
|x+ y|1+2θ .
The first addendum in the second line of the above equation can be easily proved to be finite noting that
|ei x
√
λ+iε − ei y
√
λ+iε| 6c |x− y| ; on the other hand, the finiteness of the second addendum can be inferred
noting that |ei x
√
λ+iε + ei y
√
λ+iε| 6 2 (for all x, y > 0) and introducing a system of polar coordinates in the
quadrant x, y > 0.
More precisely, let us put x = ρ cos θ, y = ρ sin θ for ρ ∈ (0,+∞), θ ∈ (0, π/2). Then, noting that
cos θ + sin θ > 1 for θ ∈ (0, π/2), we obtain the following for all s1> 1/2 and θ ∈ (0, 1/2):∫
{x+y<1}
dx dy
w−s1(x)Θ(x)Θ(y)
|x+ y|1+2η =
∫ pi/2
0
dθ
∫
{ρ(cos θ+sin θ)<1}
dρ
1(
1+ρ2+ρ4 sin2θ cos2θ
)s1ρ2η | cos θ + sin θ|1+2η
6
π
2
∫ 1
0
dρ
1(
1+ρ2
)s1ρ2η < +∞ .
The above arguments show that J3 6c ‖u‖2L2s1(R), which along with Eq.s (A.9) and (A.10) yields J
(3)
θ,s1
6c
‖u‖2L2s1(R).
In view of the previously described results, Eq.s (A.6), (A.7) and (A.8) allow us to infer that∣∣(I−s1R(1)0 (λ+iε)u)′∣∣2θ 6c ‖u‖2L2s1(R) . (A.11)
Summing up, Eq.s (A.4), (A.5) and (A.11) (together with the definition of the norm on H1+η(R) descending
from Eq. (2.3)) imply the claim (A.1) stated at the beginning of the present proof; as already mentioned,
this suffices to prove the thesis. 
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