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The coordinated control of multiple distributed generators in a microgrid and the 
preservation of adequate system inertia in real-time operations are some of the principal 
technical challenges for stable microgrid operation. One issue in particular pertains to 
grid-tied inverters, which, as mandated by present standards, are only permitted to 
operate at unity power factor, thereby requiring the microgrid‘s synchronous generators 
to operate at a low power factor. This behavior accordingly introduces ramifications by 
limiting the generator‘s active power output, which would compromise frequency and 
voltage stability margins. 
Consideration is also given to the effect of line impedances, since interconnecting 
microgrid lines can be described by a variety of X/R ratios that affect the control and 
flow of active and reactive power. Moreover, the absence of a stiff grid presents control 
challenges for grid-tied inverters due to the inverters‘ tendency to regulate the voltage at 
the point of common coupling. 
These same inverters also jeopardize microgrid stability due to their low 
equivalent inertia as traditional forms of generation (i.e., spinning sources) become 
 viii 
displaced by inertia-less inverters. Because of this low microgrid inertia, fluctuations in 
the output power of renewable energy sources or changes in local load levels may lead to 
power quality or frequency/voltage stability concerns. Therefore, energy storage sizing is 
investigated in this dissertation, as it is closely related to the stability analysis of 
microgrids.  
Furthermore, an existing residential community (in Austin, TX) described by a 
moderate penetration of photovoltaic sources and electric vehicle charging is considered, 
and the implications of said community being retrofitted to a microgrid are examined. 
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Chapter 1:  Introduction 
MOTIVATION 
When uncomfortable living conditions and billions of dollars in lost business 
activity are the expected consequences of any sustained power outage, the need for a 
robust and reliable electrical system becomes increasingly important. The growing 
emphasis on reliable electric power, cost reduction, and lower carbon emissions has given 
rise to new ideas and technologies for realizing a more resilient and energy efficient 
power system. 
Dependence on an aging, centralized power system—one in which energy is 
distributed inefficiently and demand is often not met—has persisted for decades despite 
well-documented instances [1-4] of its debilitating effects. In the wake of natural and 
unnatural causes, the vulnerability of the traditional electrical system has increased the 
urgency of a transition toward more intelligent systems. Crippling economic impacts to 
businesses (through lost orders and damages to perishable goods) and manufacturers 
(through downtime, lost production, and equipment damage) make the present-day 
electrical grid a liability. Naturally, a solution would aim to reduce the dependence on 
electrical transmission lines that carry bulk power long distances and instead rely on local 
power generation. 
Distributed Generation 
Distributed local generation—the generation of electricity from small energy 
sources geographically apart—provides an alternative to the traditional electric power 
system and allows for a less centralized means of meeting energy demands. Although 
some of the enabling technologies are relatively new, the concept itself dates back to the 
initial phase (circa 1880) of the electric power industry when all energy requirements 
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were supplied at or near their point of use. During the early days of electricity 
generation—given that the first power plants only supplied electricity to customers in 
close proximity of the generation plant—distributed generation was the rule rather than 
the exception. It was not until later (early 20
th
 century), that the emergence of ac grids 
enabled long-distance transmission of electricity as well as an increase in the power 
output of generation units due to economies of scale. 
Within the last decade or so, a renewed interest for distributed generation has 
been set in motion, primarily as a result of five major factors [5]: developments in 
distributed generation technologies, constraints on the construction of new transmission 
lines, increased customer demand for highly reliable electricity, the electricity market 
liberalization, and concerns about climate change. The exponential growth of wind 
turbine and photovoltaic (PV) usage, together with energy storage options such as 
batteries, has contributed greatly to this cause while mitigating adverse environmental 
consequences.  
In contrast to generating power centrally, on-site generation via distributed energy 
resources eliminates interdependencies, inefficiencies, and costs associated with 
transmission and distribution. According to a report by the Electric Power Research 
Institute, the U.S. economy loses between $104 billion and $164 billion a year to power 
outages, and another $15 billion to $24 billion to power quality phenomena [6]. 
Furthermore, as a result of aging transmission equipment, inconsistent enforcement of 
reliability guidelines, and growing congestion, roughly 4.2% to 8.9% of electricity is 
wasted as it is transmitted from a power plant to a typical user [7]. Because the cost of 
this vast transmission grid is included in customers‘ electricity bills, the use of on-site 
power can provide consumers with affordable power and at a higher level of quality. 
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Another desirable attribute of local power generation is the ability to sell surplus 
power to the grid, thus yielding income during times of peak demand. The 
aforementioned disadvantages of the traditional centralized grid and the potential benefits 
of distributed generation have stimulated the need for user-controlled local electricity 
grids. 
Microgrids 
The ultimate end of distributed generation is the establishment of localized grids 
of electricity known as microgrids. According to the Department of Energy, a microgrid 
is formally defined as ―a group of interconnected loads and distributed energy resources 
with clearly defined electrical boundaries that acts as a single controllable entity with 
respect to the grid and can connect and disconnect from the grid to enable it to operate in 
both grid-connected or island mode.‖ 
Microgrids have been prescribed as a solution to increase power supply 
availability and ensure that critical loads are served during extended outages [8]. An 
increasing trend toward microgrid adoption has been evidenced in military applications 
where operation of critical facilities must be sustained regardless of grid outages. 
Unpredictable access to fuel transportation routes, particularly in the theater of war, 
further advocates the need to integrate renewable energy sources within the microgrid. 
Covering over 100 square miles, the Fort Bragg U.S. Army base in North 
Carolina hosts one of the largest microgrids in the world. This facility‘s utility 
infrastructure works in conjunction with a variety of distributed generation technologies 
to achieve energy security and reduce overall energy costs. Besides reducing peak 
demand consumption, Fort Bragg operates on a time-of-use tariff [9], electing to self-
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generate when market prices exceed a predetermined threshold. This results in monetary 
savings when the cost of self-generation is lower than the cost of grid-supplied power. 
Another notable microgrid, located at the Illinois Institute of Technology (IIT) 
main campus, has proven its effectiveness by reducing peak load by 20% [10], 
eliminating costly outages, minimizing power disturbances, and curbing greenhouse gas 
emissions. University officials estimate that IIT‘s microgrid will lead to annual savings of 
$1 million as a result of forgone costs associated with restoration expenses, lost 
productivity, and ruined experiments that often cannot be recovered. 
The threat of extreme weather events has also stimulated great interest in 
microgrids [11-14]. In the aftermath of the 2011 Great East Japan Earthquake, a 9.0-
magnitude earthquake which inflicted catastrophic damage on the energy supply system 
for a number of days, the Sendai Microgrid demonstrated its effectiveness by continuing 
to supply power and heat to customers as it operated in islanded mode. Within a matter of 
seconds after the earthquake, a series of major voltage fluctuations were present in the 
main grid, causing a gradual drop in voltage and, ultimately, leading to the outage. 
Accordingly, the Sendai Microgrid switched to island mode and continuously fed power 
to customers. Once all microgrid equipment for two-way power flow with the grid was 
checked and readied for interconnection, the microgrid was reconnected to the utility grid 
and returned to its normal operating mode [15].  
By demonstrating its effectiveness in supplying continuous power, the microgrid 
saved many lives. Fatal accidents did not occur in the facilities that were being served by 
the microgrid; that is, the hospital that specialized in internal diseases and the nursing 
care facility that accommodated patients who relied on ventilators for life support were 
able to function flawlessly without incurring any loss of life. Although the need and 
advantages of microgrids are clear, the resistive nature of the microgrid lines, as well as 
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the microgrid‘s low rotating inertia during islanded mode, present control and stability 
issues that will be discussed later. 
RESEARCH DESCRIPTION AND CONTRIBUTIONS 
The research presented in this dissertation focuses on the operational constraints, 
interconnection implications, and stability considerations associated with microgrids. In 
addition to raising awareness about key microgrid issues, the research intends to address 
frequency and voltage stability challenges resulting from a combination of limited 
microgrid inertia and resistive line impedances. Specifically, a methodology for energy 
storage sizing is developed to aid with primary and secondary frequency control as well 
as with voltage regulation.  
Additionally, this dissertation evaluates the impact of photovoltaic (PV) and 
electric vehicle (EV) integration on a residential community‘s electrical distribution 
system. The study uses a computer model together with real consumption and generation 
data obtained from the individual residences in order to assess the state of the system and 
to perform various power system analyses. The findings from this study are valuable in 
helping to understand how such neighborhoods would fare if retrofitted to a microgrid. 
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Chapter 2:  Grid-Tied Inverters 
IEEE STANDARD 1547 
The technical issues associated with bidirectional flow of power from active 
generation and storage at the distribution level have been significant, acting as a barrier to 
the rapid deployment of distributed generation technologies. In addition to the design of 
traditional radial feeders being unaccommodating to distributed generation proliferation, 
the differing interconnection requirements of utilities from state to state, and sometimes 
within a state, have also been an impediment to this progress. Because of these obstacles, 
the importance of having a single document of consensus becomes easily recognizable as 
it prevents compliance with numerous local practices and guidelines.  
The anticipated, widespread adoption of distributed generation resources has 
directly contributed to the establishment of IEEE Standard 1547 [16], which formulates 
criteria and requirements for their interconnection with electric power systems. This 
standard, applicable to distributed generation technologies with aggregate capacity of 10 
MVA or less at the point of common coupling (PCC), provides requirements relevant to 
the performance, operation, testing, safety considerations, and maintenance of the 
interconnection. It includes general requirements, response to abnormal conditions, 
power quality, islanding, and test specifications and requirements for design, production, 
installation evaluation, commissioning, and periodic tests. 
Since its approval, IEEE Standard 1547 has been generally beneficial for 
electrical distribution systems. As the only systems-level technical standard of uniform 
requirements and specifications for interconnection of distributed generation with the 
grid, IEEE Standard 1547 has promoted deployment of distributed generators, 
encouraging bidirectional flow of electric energy. 
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OPERATIONAL CONSTRAINTS OF SYNCHRONOUS GENERATORS 
Despite IEEE Standard 1547‘s intended benefit of providing a uniform standard 
for interconnection of distributed generation resources with electric power systems, it 
also imposes important limitations. Specifically, this standard strictly stipulates that grid-
tied inverters must not actively regulate voltage at the point of common coupling. Thus, 
the inverters are designed to operate at unity power factor, which means that they cannot 
supply reactive power. Consequently, the power factor as seen by the utility would 
deteriorate since customers would be reducing their active power demand while still 
imposing their reactance on the grid. This low power factor suggests that the utility 
provides a service without being paid for it. On the other hand, if PV generators were to 
supply local reactive power then incentives would need to be provided to the owners of 
those PV generators, due to costs [17] associated with reactive power supply of PV 
inverters. 
Furthermore, the provisions set forth by IEEE Standard 1547 imply that the 
synchronous generators in a microgrid would be operating at a lower power factor which 
would compromise frequency and voltage stability, as will be demonstrated in Chapter 
IV. For a microgrid comprising m synchronous generators with power output      
[        ] , and n grid-tied inverters, the relations in (1) and (2) must be concurrently 
satisfied. At the system level, 
 
       
[
 
 
 
 
 ∑     
 
   
∑     
 
   ]
 
 
 
 
 
 [
   ∑       
 
   
  
] (1) 
 
and for each synchronous generator, the following must hold: 
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where subscripts g and inv denote the synchronous generators and the inverter-based 
sources, respectively, Srated represents the rated machine size, ρrated the rated power factor 
of the machine, and PL and QL are the active and reactive power, respectively, of the total 
microgrid load. It is evident that the generator‘s reactive power is bounded from above by 
the power factor, whereas its active power is bounded from above and below by the 
machine size and power factor, respectively. 
ADVANCEMENT OF GRID CODES 
 It is important to note that the ability to supply [18, 19] or consume [20, 21] 
reactive power is well within the technical capabilities of the inverter power electronics, 
and all indications are that present interconnection standards in the U.S. will need to be 
revised in order to increase grid resilience. In fact, Germany, the world leader in installed 
PV capacity, has already revised its grid codes [22, 23] due to concerns about frequency 
regulation and voltage rise. The new grid codes, adopted in 2011, require PV systems to 
be capable of frequency-dependent active power manipulation during abnormal grid 
conditions as well as reactive power provision during normal grid conditions [24]. The 
benefits resulting from the new German grid codes have been significant and will 
certainly act as a precedent in the evolution of upcoming standards. 
Frequency Regulation  
Prior to 2011, German grid codes pertaining to frequency regulation required PV 
inverters connected to the low-voltage grid to automatically disconnect active power 
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output within 200 milliseconds when network frequency deviated from the normal 
operational range of 47.5-50.2 Hz  [24]. However, if such a shutdown were to occur 
during high power feed-in from numerous PV systems, it could result in sudden, extreme 
power variation that would inhibit frequency stabilization. Furthermore, simultaneous 
reconnection of the decentralized generators in the course of a frequency recovery could 
elevate network frequency above 50.2 Hz, causing the generators to shut down again.  
To prevent grid destabilization resulting from the immediate disconnection of 
generators, the new German grid code requires frequency-dependent active power 
manipulation by generators instead of automatic shutoff. Specifically, during over-
frequency (50.2 Hz < f < 51.5 Hz) situations, generators must decrease (in the event of a 
rise in f) or increase (in the event of a reduction in f) their instantaneous power output P 
with a gradient of 40% of P per hertz. In cases of extreme over- or under-frequency (f ≥ 
51.5 Hz or f ≤ 47.5 Hz), generators are required to disconnect from the grid within 100 
milliseconds. If f falls below the value of 50.2 Hz again and if the possible generating 
power at this point in time is greater than P, the rise in the active power supplied to the 
network must not exceed a gradient of 10% of the maximum active power of the 
generator per minute [23]. 
Grid Voltage Support 
Due to ohmic resistance along distribution lines, active power feed-in from 
numerous distributed PV systems can lead to supply voltage magnitudes outside the 
acceptable range, necessitating additional network voltage regulation by the distribution 
system operator to preserve power quality. To aid in the regulation of grid voltage, the 
new German grid code requires generators connected to the low-voltage grid to be 
capable of supplying reactive power to the network during normal operation [24].  
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The control requirements for reactive power depend on two factors [25]: 1) the 
installed system size and 2) the presence of a remote connection to the distribution 
network operator for receiving reactive power control signals. If any system with an 
installed capacity of less than 30 kW is not remotely connected to the network operator, 
then it must limit its active power feed-in to 70% of the maximum apparent system power 
Smax regardless of the state of the grid. If the system is remotely connected to the network 
operator, then its reactive power output corresponds to the specified power factor range 
as follows: 
 Smax < 3.68 kVA – The generator should operate with a power factor 
range of ±0.95. 
 3.68 kVA ≤ Smax ≤ 13.8 kVA – The generator will accept any set-point 
from the network operator within a power factor range of ±0.95. 
 Smax > 13.8 kVA – The generator will accept any set-point from the 
network operator within a power factor range of ±0.90.  
Moreover, the network operator determines the reactive power control method 
from among three primary control methods proposed by the new low-voltage grid codes: 
fixed power factor, power factor characteristic, and reactive power/voltage characteristic.  
With the fixed power factor method, the PV inverter operates at a constant power 
factor supplied by the network operator. A constant power factor, however, is not the 
optimal control strategy for intermittent distributed generation and is better suited for 
systems where the active power output is constant [25, 26]. 
In the power factor characteristic method, the reactive power provided depends on 
the active power fed in by the generator at its point of connection to the grid. This 
variable power factor control has important advantages. For example, network losses are 
reduced compared to a constant power factor, communication infrastructure is not 
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needed, and stability issues are nearly impossible because there is no closed-loop control. 
This control strategy is depicted in Fig. 1, where the power factor PF decreases towards 
0.9 after the inverter‘s active power output Pinv reaches half of the rated active power of 
the inverter. The reactive power Qinv supplied by the inverter can be computed 
from              (   
    ). 
Figure 1: Power factor characteristic method with 0.9 ≤ PF ≤ 1. 
The reactive power/voltage characteristic method is a closed-loop strategy that 
relies on local voltage information in the reactive power control process. That is, the 
reactive power output by a generator‘s inverter is proportional to the voltage level at the 
point of interconnection. Reactive power is absorbed (negative power factor) when the 
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sensed voltage is too high and injected (positive power factor) when the sensed voltage is 
too low. 
Not only are inverters able to supply and consume reactive power during regular 
feed-in operation, but these devices have advanced to the point where they can also 
provide reactive power even when feed-in operation is not in progress, e.g., at night. To 
appreciate the value of this, it is important to understand how German utility companies 
operate.  
Most electric utility companies in Germany provide a free supply of reactive 
power up to 50% of the active power supplied by the utility. Therefore, if it is desired to 
install a PV plant to reduce the need to purchase electricity, then the free supply of 
reactive power would also be reduced even though the loads‘ need for reactive energy 
would typically not change. This means that additional costs would be incurred from 
having to purchase reactive power from a third party or from using a local compensation 
plant. However, with the inverter capable of feeding pure reactive power into the grid at 
night, costs associated with the external sourcing of reactive power are eliminated. 
Such advancements in inverter functionality facilitate compliance to new grid 
codes, and allow for more flexible systems that can provide services to promote grid 
stability and power quality. 
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Chapter 3:  Interconnection and Control 
AUTONOMOUS CONTROL 
Autonomous control methods are highly desirable for reliable microgrid 
operation. The lack of a master controller compels distributed energy sources to behave 
autonomously during transient conditions by taking local data and creating a new 
operating set-point that will ensure system stability. Control in microgrids is generally 
approached in a hierarchical manner described by three levels that serve distinct functions 
[27-29]. 
The first and most basic level, known as primary control, is based on the droop 
method. This control level is responsible for sharing the load within the electrical 
network, and, in so doing, ensuring its stability. The next level, aptly termed secondary 
control, restores the deviations produced by the primary control. Lastly, if the microgrid 
happens to be operating in grid-connected mode, the tertiary control manages the power 
flow between the microgrid and the external grid to which it is connected. 
The droop control strategy, ubiquitous in large-scale power systems involving 
parallel-connected generators, uses locally available information to relate the change in 
system frequency (resp. voltage) to the active (resp. reactive) power produced by the 
generators. This method is employed in the primary control of microgrids in order to 
autonomously share the load among microgrid sources without needing a dedicated 
communications link between them [27, 30-33].  
In the case of microgrids, where distributed energy sources are interfaced with a 
synchronous ac grid via power electronic inverters, droop-based control is often applied 
to the inverters in order to achieve frequency and voltage control [34-36]. A 
distinguishing factor between the control of islanded microgrids and that of conventional 
grids is that the former lacks the inertia that the latter is largely based on. In conventional 
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grids, when the mechanical input power and electrical output power are different, the rate 
of change in a generator’s rotational speed is related to its rotating inertia. This means 
that when there is an increase in load, the demanded torque will increase without a 
corresponding increase in the prime mover supply torque, which translates to a decrease 
in rotational speed—and correspondingly—frequency. 
In contrast, converter-interfaced distributed generation units prevalent in islanded 
microgrids have no rotating inertia coupled to the grid they serve, which implies that no 
coupling exists between rotational speed and grid frequency. Therefore, in the case of 
paralleling inverters in an islanded microgrid, the main motivation for applying the droop 
method is to enable the inverters to mimic the behavior of synchronous generators, where 
frequency (resp. voltage) reduces when the active (resp. reactive) power is increased. The 
active and reactive power supplied to the ac bus are sensed and averaged, and the 
resulting signals are used to adjust the frequency and amplitude of the inverter output-
voltage reference [37]. By subtracting proportional parts of the output average active and 
reactive powers from the frequency and amplitude, respectively, of each module, the 
droop method allows for the emulation of virtual inertias [35]. 
LINE IMPEDANCE EFFECTS 
The control of grid-tied inverters is heavily influenced by line impedance 
parameters and grid stiffness. The linkage between active power and frequency in the P/f 
droop, as well as the linkage between reactive power and voltage in the Q/V droop, are 
based on the power-flow characteristics of inductive lines; yet the assumption of 
inductive line parameters may not be valid for certain microgrids operating in both grid-
connected and islanded modes. Whereas interconnecting impedances are predominantly 
inductive in highly dispersed networks (e.g., in utility distribution and transmission 
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systems), small-scale microgrids connected to low-voltage distribution networks are 
assumed to be mainly resistive due to the high R/X ratio in low-voltage cables. Table 1 
lists typical line parameters for different cable types [38]. Additionally, the parameters 
specific to low-voltage cables are listed in Table 2 [39], where it can be observed that the 
X/R ratio varies with the size of the cable. This can be attributed to the lower geometric 
mean distance and higher geometric mean radius that are characteristic of bundled 
conductors used in microgrids. 
 
Type of Cable R (Ω/km) X (Ω/km) X/R R/X 
Low-Voltage 0.642 0.083 0.129 7.73 
Medium-Voltage 0.161 0.190 1.18 0.847 
High-Voltage 0.06 0.191 3.18 0.314 
Table 1: Typical line impedance parameters 
 
Voltage Class Size Amps R (Ω/mile) X (Ω/mile) X/R R/X 
1 kV 6 75 2.5 0.185 0.07 13.51 
1 kV 4 98 1.58 0.175 0.11 9.03 
1 kV 2 128 0.987 0.165 0.17 5.98 
1 kV 1 146 0.786 0.155 0.20 5.07 
1 kV 1/0 168 0.622 0.152 0.24 4.09 
1 kV 2/0 192 0.495 0.138 0.28 3.59 
1 kV 3/0 219 0.392 0.134 0.34 2.93 
1 kV 4/0 249 0.31 0.131 0.42 2.37 
Table 2: Line impedance parameters for low-voltage cables 
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To observe the effect of line parameters on power-flow, the complex power  ⃗ 
transmitted through a line with impedance  ⃗ is considered in Fig. 2, where   ⃗⃗ ⃗⃗  and   ⃗⃗⃗⃗⃗ are 
the sending-end and receiving-end voltage phasors, respectively, and  ⃗ is the current 
flowing through the line. The complex power   ⃗⃗⃗⃗⃗ flowing into the receiving-end can be 
calculated as: 
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Applying Euler‘s formula to separate (3) into its real and imaginary components leads to:  
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Figure 2: Power flowing through line 
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By defining   ⃗      , (4) and (5) can be expressed as: 
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In the situation where the line impedance is assumed to be inductive (  ⃗    , 
or       ), the active and reactive powers are derived as: 
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Given that the phase angle difference between  ⃗⃗  and  ⃗⃗  is small, the small angle 
formula can be used to simplify the expressions and rewrite them as: 
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 (11) 
 
It is therefore evident that the active power    is heavily dependent on the phase 
angle difference    , whereas the reactive power    is strongly influenced by the 
amplitude difference      . Thus, the conventional P/f and Q/V droop scheme is often 
adopted in inductive networks to reproduce the behavior of dynamic ac generators. 
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Meanwhile, if the impedance is assumed to be resistive ( ⃗   , or      ), the active 
and reactive powers delivered to the receiving-end become: 
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Again by applying the small angle formula, the above expressions can be written as: 
 
      
   
  
 (14) 
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which suggest that the P/f and Q/V droops exchange their roles since active power is now 
affected more by amplitude difference, and reactive power is affected more by phase 
angle difference. Therefore the droop controller is modified accordingly for resistive 
impedance, obtaining the P/V and Q/f droops, also known as “reverse droops.” 
Given that microgrids are capable of operating in both grid-connected and 
islanded modes, where network impedances can vary from predominantly inductive to 
predominantly resistive, respectively, the droop control schemes applied to the inverters 
are also subject to variation—from P/f and Q/V, to P/V and Q/f, respectively. 
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GRID STIFFNESS 
As previously noted, grid stiffness also impacts the control of grid-tied inverters. 
In the case of interconnection with a stiff grid, the grid impedance  ⃗     in Fig. 3 is 
deemed negligible, suggesting that the load voltage  ⃗⃗  is equal to the grid voltage  ⃗⃗    . 
In this configuration, the load voltage is not regulated by the inverter; therefore, the 
active and reactive power at the inverter can be controlled by adjusting the inverter’s 
voltage amplitude      and voltage angle  . An expression for these parameters is 
obtained below by invoking (6) and (7), and by referring to the variables listed in Table 3.  
Figure 3: Grid interconnection of an inverter at a point of common coupling 
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P      
Q      
R      
X      
G       
A             
B       
C     
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Table 3: Substitution of variables 
However, if grid interconnection in Fig. 3 is not stiff, a voltage drop is introduced, 
and the load voltage no longer remains fixed (that is,  ⃗⃗   ⃗⃗    ): 
 
 ⃗⃗  
 ⃗⃗    ⃗  ⃗      ⃗⃗     ⃗    ⃗ 
 ⃗  ⃗      ⃗    ⃗   ⃗     ⃗   
 (18) 
 
As a result, the system of equations given by (6), (7), and (18) convey that the 
control of the inverter becomes much less trivial in the absence of a stiff grid 
interconnection, particularly since the load impedance would need to be known. 
This chapter introduced the effect of line impedance and grid stiffness on the 
control and flow of active and reactive power. The analysis revealed that the conventional 
P/f and Q/V droop strategies may not be suitable for islanded microgrids due to the 
parameters of low-voltage cables. The discussions were closely related to earlier 
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considerations regarding power curtailment of grid-tied inverters, since curtailment 
would be affected by line parameters. 
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Chapter 4:  Energy Storage Sizing 
PREFACE 
Microgrid control and management require keen attention. As a result, stability 
issues in microgrids have steadily developed as an important topic of research. It is a 
point of emphasis, that microgrids operating as stand-alone systems are particularly 
challenging because, contrary to conventional power grids, the combined inertia of local 
synchronous generators may not be significant enough to ensure good stability margins 
and because individual loads may have power ratings comparable to the capacity of 
power generation units. Therefore, energy storage may be prescribed as a mitigation 
option toward achieving frequency and voltage stability in low-inertia systems. This 
chapter considers the electrical frequency dynamics of low-inertia microgrids as well as 
the voltage regulation implications of associated power electronic interfaces. A design 
criterion for sizing energy storage systems (ESS) is provided to ensure that frequency and 
voltage stability margins are not violated in ac microgrids when operating without a 
direct connection to a stiff grid.  
Whether by virtue of natural disasters, physical deterioration, or malice, 
traditional electricity grids are prone to failure [40-43]. Because of its centralized 
architecture—one in which bulk power is delivered across long distances—the present-
day electric power system is not only vulnerable [2, 8, 12], but also remarkably 
inefficient in terms of resource use. Specifically, in many power plants, nearly two-thirds 
of the energy produced by converting fuel into kilowatts escapes as heat, and another 8% 
dissipates as the electricity travels over transmission lines [44]. Numerous benefits are to 
be gained by integrating small-scale distributed energy resources into medium- to low-
voltage networks and thereby forming localized interconnected grids known as 
microgrids. 
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The case for microgrids has been propelled by the steadfast adoption of PV 
generation technologies, whose price of installation has continued to decline over the 
years. According to a report by the Department of Energy’s Lawrence Berkeley National 
Lab [45], the installed prices for solar photovoltaic power systems reduced by a range of 
6% to 14% ($0.30 per watt to $0.90 per watt) from 2011 to 2012. Between 2008 and 
2012, prices reduced by 80% (corresponding to $2.6 per watt) for PV systems generating 
less than 10 kW. Microgrids are anticipated to make a significant impact by reducing 
congestion, accommodating rapid changes in load or generation, offsetting the need for 
new generation, and providing ancillary services. Maximizing uptime for critical loads 
during extreme weather events [11, 14, 15, 43], complying with environmental standards, 
and easing the burden of replacing aging infrastructure are additional promises of 
microgrids. 
Even though microgrids are a transcendent alternative to the traditional power 
grid, their prolific adoption remains contingent upon overcoming several key challenges. 
Maintaining adequate system inertia in real-time operations is one such challenge 
confronting reliable microgrid performance [46]; thus, microgrids with inadequate inertia 
may need to rely on load management, PV power curtailment, or energy storage to 
operate in a stable manner. Energy storage systems have been proposed extensively in the 
literature for mitigating power fluctuations associated with intermittent renewable 
sources [47-50], as well as for providing economic benefits that result from dynamic 
pricing [51-54]. Due to their fast response time and high ramp rates [55], energy storage 
systems are a feasible solution for preserving frequency and voltage stability in low-
inertia microgrids. These systems can inject (or absorb) power into (or from) the 
microgrid, thus rendering frequency and voltage dynamics more benign. Therefore, the 
available response time and the overall robustness of the system can be increased, making 
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it more immune to perturbations. 
Several existing publications have specifically investigated the sizing of energy 
storage systems. In light of integration challenges related to non-dispatchable wind [56-
58] and PV [59] power,  the sufficient apportionment of energy storage allows for 
increased predictability of power output, which equates to decreased reserve 
requirements. An economic approach for sizing a battery storage system (BSS) is adopted 
in [60], which proposes an analytical technique based on a cost-worth analysis. The cost 
of the system is associated with the installation, operation and maintenance of the BSS, 
whereas the worth is derived from the value of selling more energy to the grid. By 
treating the worth as a negative cost, the proposed method specifies the optimal sizing of 
the battery system by minimizing the summation of cost and worth. Optimal energy 
storage sizing has also been examined in [61] within the realm of dynamic pricing and 
renewable energy, with the aim of minimizing the long-run average cost of electricity 
used and investment in storage, if any, while satisfying all the demand. Yet, although 
significant in their own right, [56-61] do not address how energy storage systems should 
be sized to aid with frequency and voltage regulation. 
More recently [62-65], the applicability of energy storage systems for frequency 
support in low-inertia microgrids has also been explored. These studies encompass a 
variety of energy storage technologies, such as supercapacitors [63, 64], batteries [65], 
and flywheels [62], with special consideration given to the control of such systems. The 
emphasis on stable microgrid operation has provided impetus for various alternative 
approaches as well. The use of a battery bank in conjunction with a dump load has been 
examined in [66] for an autonomous residential microgrid, leading to a hybrid solution 
for frequency stabilization while ensuring a higher overall efficiency. A more synergetic 
approach is suggested in [67] by harnessing the energy from plug-in electric vehicle 
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batteries in order to contribute to voltage balancing and frequency control during islanded 
microgrid conditions. The control approach is inspired by the existing droop control 
strategy [35, 68, 69], which involves subtracting proportional parts of the active and 
reactive powers from the frequency and amplitude, respectively, of a voltage reference. 
However, although the various technologies in the abovementioned studies are 
recognized for their ability to improve power quality, their sizing criteria is overlooked. 
This chapter, alternatively, does not make a commitment to the type of storage 
technology, but instead formulates a methodology for evaluating the capacity 
requirement of an energy storage system designed to provide frequency or voltage 
support.  
PROBLEM DESCRIPTION 
An essential characteristic of the microgrid is its ability to electrically isolate itself 
from the utility grid for autonomous operation (known as islanding), as well as to 
seamlessly recombine to function as a single entity. When in island mode the microgrid 
must be assured of stable operation, which may prove to be challenging due to the limited 
inertia available from rotating masses of synchronous generators and turbines. Since the 
inertia from these rotating masses contributes to transient stability in the moments 
subsequent to disturbances, microgrids with low levels of rotational inertia will have 
negative implications on frequency dynamics.  
The microgrid inertia is a function of the number of operating generators as well 
as the individual inertia of each of those generators. Synchronous generators can 
contribute to the overall system inertia due to the strong coupling between their rotational 
speed and electrical frequency; however, in islanded microgrids, the number of operating 
generators will undoubtedly be less than in large interconnected systems, meaning that 
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the microgrid inertia will also be less. Further aggravating the issue is the fact that 
replacing conventional generation by PV generation—which is to be expected in 
microgrids with distributed generation—leads to an even lower microgrid inertia since 
PV sources are practically inertia-less because of the decoupling through power 
electronic devices. This notion is validated in [70] and [71], which confirm that the 
integration of renewable energy sources in the generation mix will cause frequency 
support to deteriorate since no inertial response is delivered from those sources during a 
frequency event. Due to lower microgrid inertia, the remaining synchronous generators 
have less time to react which compromises frequency stability margins. It is vital for 
deviations from nominal frequency to be kept small in order to prevent damaging 
vibrations in synchronous machines and to avoid load shedding [46]. 
Voltage stability is equally crucial to acceptable microgrid performance, as 
maintaining the grid voltage within a given range is a necessary requirement for the 
stable operation of any power system. A particular challenge specifically inherent in low-
voltage microgrids is attributed to their expected predominantly-resistive line 
impedances, which render the commonly considered conditions used in traditional grid 
droop control method inapplicable [28]. 
IEEE Standard 1547, which stipulates that grid-tied inverters should not actively 
regulate the voltage at the point of common coupling, presents in the U.S. an impediment 
to both frequency and voltage stability. Since in the U.S. grid-tied inverters are not 
currently permitted to supply local reactive power, the microgrid’s synchronous 
generators are tasked with meeting the reactive load demand; consequently, the amount 
of active power available by the synchronous generators for frequency control is limited. 
With regard to voltage stability, the absence of reactive power from grid-tied inverters 
means that voltage regulation must be accomplished by other means such as power 
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electronic circuits, as demonstrated in the forthcoming analysis. 
METHODOLOGY 
Frequency Stability 
Frequency control in conventional grids is accomplished on three time-dissociated 
levels (termed primary, secondary, and tertiary), which are deployed in successive order. 
Recent studies [28] suggest a similar approach for frequency control in microgrids as 
well by implicating distributed generators, energy storage systems, and active loads. 
The inertia-based methodology developed in this work for sizing an energy 
storage system is depicted in Fig. 4. This methodology describes the energy storage 
capacity required to arrest the frequency deviation (primary control) and to subsequently 
restore the deviated frequency (secondary control). The capacity requirement Estorage 
[kWh] is derived from a combination of known and forecasted parameters, where   ̅ 
[p.u.] and   ̅ [p.u.] are the initial and final frequency, respectively, of the microgrid,     
[s] is the microgrid‘s equivalent inertia,   ̅   [p.u.] is the generation-load mismatch 
(defined as generation minus demand) within the microgrid,  𝑡 [s] is the duration of the 
mismatch,     [s] is the inertia deficiency of the microgrid otherwise needed to satisfy 
the frequency control requirement, and      [W] is the generated microgrid power. 
(Note: overbars will hereinafter indicate per-unit quantities). 
The proposed methodology is predicated on the relationship between a 
generator‘s rotational energy and its inertia constant      . Specifically, the kinetic 
energy stored in a single generator shaft corresponds to      seconds of rated 
power      , at which time the generator will have spun down to zero speed. In order for 
the speed—analogously, frequency—to be confined within a specified deviation     ̅  , 
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the inertia deficiency will be calculated and deemed a key parameter in formulating the 
design criterion. 
Figure 4: Overview of proposed energy storage sizing methodology 
Although the analysis undertaken in this work will consider only under-frequency 
events (i.e.,    ̅    ), the prescribed methodology is equally applicable to over-
frequency situations as well; therefore, energy storage can be commissioned for both 
charging and discharging modes of operation using the proposed approach. 
The inertial frequency response of generators describes their ability to absorb or 
release kinetic energy to arrest frequency deviations. The equation governing rotor 
motion, related by the torque unbalance acting on the rotor, is given by 
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where 
   combined moment of inertia of generator and turbine, [kg m2] 
    mechanical angular velocity of rotor, [rad/s] 
𝑡   time, [s] 
    accelerating torque, [N m] 
    mechanical torque, [N m] 
    electromagnetic torque, [N m] 
 
Furthermore, using     [rad/s] to denote the rated mechanical angular velocity, 
the inertia constant of the generator      [s] is expressed proportional to its power rating 
as: 
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Rearranging (20) and substituting into (19), 
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Observing that  
   
    
 
 
      
, and converting per-unit mechanical angular velocity 
to per-unit electrical angular velocity  ̅ , (21) can be expressed as 
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An additional conversion of torque to power and of angular velocity to rotational 
frequency yields an equation describing the rate of change of frequency (ROCOF) for a 
microgrid: 
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where 
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 ̅    is the generated microgrid power,  ̅    is the demanded microgrid power, 
     [VA] is the rated power of each   generator,   is the total number of generators in 
the microgrid, and     [VA] is the microgrid power capacity. 
As conveyed by Fig. 5, a power imbalance   ̅   during the time interval   𝑡  
𝑡  𝑡  causes the angular frequency to change. It is proposed that the incorporation of 
energy storage may administer remedial action by serving to arrest the frequency 
deviation during the defined time interval  𝑡   𝑡
  𝑡  and to subsequently restore the 
frequency during the remaining time interval   𝑡  𝑡  𝑡
 . The time intervals  𝑡  and 
 𝑡  denote the time period where primary control and secondary control, respectively, 
occur, and together comprise   𝑡. 
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Figure 5: Primary and secondary control, with their associated variables 
Given the initial frequency of operation   ̅ at the onset of the power imbalance, an 
expression for frequency deviation    ̅is obtained by integrating (23): 
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where   ̅ is the resulting frequency of operation at 𝑡 . Since violation of the frequency 
stability criterion  |  |̅     ̅   can be attributed to insufficient inertia, the inertia 
deficiency        [s] needed to accomplish primary control within  𝑡  is sought and 
calculated as 
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which is in turn utilized to obtain the energy storage capacity requirement 𝐸          
[kWh]: 
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Energy storage sizing for secondary control  𝐸          takes place during   𝑡  and 
is derived in a similar fashion with the exception that, now,    ̅    ̅: 
 
       
  ̅    𝑡 
  ̅
    ̅
      (28) 
 
𝐸          
            |  ̅  |   𝑡 
(          )(      
 )
 (29) 
 
The parameter       , a positive-valued number, is the amount of additional 
inertia needed to suppress the frequency decay to    ̅ in   𝑡  seconds. Conversely,        
is a negative-valued number indicating the excess amount of inertia needed to be forgone 
in order to restore the frequency to    ̅ within a time interval of  𝑡  seconds. Since both 
       and        are interpreted as virtual quantities of time, the expressions in (27) and 
(29) are required to be scaled by (          ) and (          ), respectively. It is a 
point of emphasis, that the forecasted energy imbalance resulting from the product 
  ̅    𝑡 need not be time-invariant. That is, the proposed methodology is valid for any 
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forecasted energy imbalance; although, in this study, a time-invariant load step is 
considered in order to foster a more intuitive understanding of energy imbalance. 
Voltage Stability 
The lack of inertia, together with the resistive feeder characteristics of microgrids, 
invokes ramifications with regard to voltage regulation as well [28]. From the equations 
of power-flow obtained in (14) and (15), it follows that the effects on the delivered active 
power    and reactive power    are interchanged in the case of a resistive line 
impedance. That is, the active power is affected by the voltage amplitude difference 
whereas the reactive power is affected by the phase angle difference (with the caveat that 
reactive power-flow is from lower phase angle to higher phase angle). If a given power 
           [kW, kVar] is delivered to a load whose terminal voltage is at the allowable 
minimum      , then the voltage drop     across the line impedance        can be 
approximated by 
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At this point, any frequency disturbance requiring compensation by an increase in 
power to a new value of      [kW]—without violating     —would necessitate local 
reactive power     [kVar] by the power electronic circuit. Thus, in order to not violate 
the minimum voltage despite the increase in load to      , 
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where      accounts for the contribution of the power electronic circuit, i.e.,      
        . Therefore, by defining the increase in active power as               , 
the amount of local reactive power provided by the power electronic circuit to prevent 
further reduction of voltage can be calculated as 
 
       
 
 
 (32) 
 
which suggests that higher values of reactive power injection are required for higher R/X 
ratios (e.g., microgrids). Given a response time   𝑡  [s] needed to ensure the 
abovementioned voltage regulation performance, the corresponding energy capacity 
value 𝐸  [kVarh] is obtained as 
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It should be noted that the preceding analysis is equally relevant to voltage rise 
scenarios as well, where it is desired that a particular voltage level not be exceeded by 
allowing the power electronic circuit to absorb (rather than inject) reactive power. 
The relationships in (7), (8), and (11) imply that the traditional grid droop control 
method needs to be adapted to microgrids and that the overall control process becomes 
complicated due to the uncertainty of line impedances and control parameters. It is 
therefore imperative that a power electronic circuit interfacing an ac microgrid with 
energy storage be capable of regulating frequency and voltage depending on the 
characteristics of the microgrid. 
 35 
MODELING 
Modeling of a 480 V, 875 kVA microgrid and its comprising components is 
undertaken in MATLAB/Simulink using the phasor simulation method. The microgrid 
model, illustrated in Fig. 6, entails generating sources in the form of synchronous 
generators and PV arrays, a base load to establish the microgrid‘s nominal frequency, a 
load step to introduce a frequency disturbance, an energy storage system to provide 
frequency support, and a power electronic circuit to provide voltage support. 
The microgrid generation mix, shown in Table 4, consists of a 200 kW PV system 
along with various small synchronous generators that together constitute an equivalent 
microgrid inertia of 0.15s as indicated by (24). Given that the PV system operates at unity 
power factor, the synchronous generators are required to supply reactive power to the 
load and therefore contribute, in aggregate, to 800 kW of the 875 kVA microgrid 
capacity. This implies that any additional active-power demand or any drop in PV power 
output would exceed the generation capacity and negatively impact the microgrid 
frequency, thus advocating the case for energy storage. 
Figure 6: Topology of islanded microgrid under study 
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Table 4: Generation mix for islanded microgrid under study 
Synchronous Generator 
The synchronous generator is represented in voltage-behind-reactance form, 
where the voltages and internal impedance branches are configured in a wye connection. 
Relevant parameters for small synchronous generators [72] are used to fulfill the 
modeling requirements. The frequency   ̅ is calculated from the magnitude of the power 
imbalance as conveyed by the diagram in Fig. 7, where  ̅  is the nominal frequency. 
Figure 7: Frequency calculation for islanded microgrid under study 
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PF 
SG 69 0.26 0.8 0 41 33 55 55 41 0.80 
SG 69 0.26 0.8 0 41 26 61 60 33 0.88 
SG 69 0.26 0.8 0 41 18 65 65 22 0.95 
SG 156 0.2 0.8 0 94 67 131 130 84 0.84 
SG 156 0.2 0.8 0 94 53 141 140 66 0.90 
SG 156 0.2 0.8 0 94 34 150 150 42 0.96 
PV 200 0 1.0 0 0 0 200 200 0 1.0 
 SμG = 875 HμG = 0.15     PμG,g = 800 QµG,g = 288  
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PV Sources, ESS, and Power Electronic Circuit 
PV sources are incorporated into the generation mix in order to highlight their 
detrimental effect on the microgrid’s frequency dynamics. The PV sources, energy 
storage system, and power electronic circuit are modeled similarly. That is, three-phase 
power (   ,    , or    ) is delivered from these devices by employing controlled current 
sources whose values (complex numbers) are used at the next simulation timestep to 
inject corresponding complex-valued current in each phase of the distribution system as 
depicted in Fig. 8. 
Figure 8: Modeling of PV sources, energy storage system, and power electronic 
circuit 
Control of the ESS, shown in Fig. 6 and Fig. 9, is implemented by using 
frequency deviation as an indicator for how much power should be injected into the 
microgrid. The variable      represents the current signal driving the ESS, and  𝑡
  signifies 
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the transition between primary and secondary control. Primary control is realized via the 
droop control strategy in order to subdue the frequency deviation, whereas secondary 
control is achieved by means of a P-I controller in order to restore the frequency. 
Additionally,     is used to calculate the kWh value of energy expended by the storage 
system, which is to be compared with the proposed method derived in (27) and (29). 
Figure 9: Energy storage control for islanded microgrid under study 
Load 
The microgrid load is modeled similarly to the sources in Fig. 8, with the 
exception that the current injections are instead treated as current sinks. The active power 
component of the base load is chosen equal to      (800 kW) and serves to establish the 
nominal frequency of the microgrid. The reactive power component of the base load (288 
kVar) equals the summation of the maximum allowable reactive power from each 
synchronous generator. Since this implies that the generators are operating at their full 
capacity, when a three-phase circuit breaker closes at time  𝑡  a power imbalance within 
the microgrid is presented in the form of a load step, resulting in a frequency decay. It 
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should be noted that the load power and the power demand observed by the microgrid are 
not necessarily equal due to the contribution from the ESS (i.e.,             ). 
RESULTS AND DISCUSSION 
Frequency Stability 
With the microgrid initially supporting a load of 800 kW and 288 kVar, a 5% (40 
kW) load step is introduced at 𝑡   1s, lasting for  𝑡   14s. A rapid decay in frequency 
ensues as shown in Fig. 10, due to a combination of limited microgrid inertia and 
maximum allowable generator output. Barring remedial action, the frequency violates 
   ̅    0.05 within 0.29 seconds and continues to decay until reaching 0 p.u. at 𝑡   4 
seconds. 
Figure 10: Load step experienced by microgrid during  𝑡 (Top) and resulting 
frequency decay (Bottom) 
Δt
Energy Imbalance
t = 1.29 s
f = 0.95 p.u.
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Primary Frequency Control 
Energy storage sizing for primary frequency control is evaluated for the three 
different cases tabulated in Table 5. In the first case, it is desired that the frequency 
deviation be limited to 0.96 p.u. within 2 seconds of the disturbance. The second and third 
cases have different requirements for the minimum frequency (0.95 p.u. and 0.98 p.u., 
respectively), but both achieve primary control within 4 seconds of the disturbance. The 
calculated results obtained from the methodology developed previously are in agreement 
with the simulated results from the MATLAB/Simulink microgrid model which are shown 
in Fig. 11. 
Secondary Frequency Control 
Energy storage sizing for secondary frequency control is investigated similarly by 
utilizing the ESS and observing the energy expenditure needed for frequency restoration. 
As shown in Table 6 and Fig. 12, deviated frequencies resulting from the previous cases 
are to be either fully (i.e.,    ̅   1.0) or partially restored. 
The frequency in the first case is restored from 0.96 p.u. to 0.99 p.u. within 12 
seconds and requires the most energy from the ESS as compared to the other two cases. 
However, the total energy requirement for both primary and secondary control is the least 
for this case as compared to the other two cases. The deviated frequencies from the 
second and third cases are fully restored within the same amount of time (10 seconds). As 
expected, the energy requirement for achieving secondary control in the second case is 
more than that of the third case because the second case‘s margin of restoration is also 
more. Once the energy imbalance concludes, the frequency will remain at   ̅ for 𝑡  𝑡  
until the next disturbance. 
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Table 5: Primary frequency control: Performance indices 
Figure 11: Primary frequency control.  (a) ESS power output.  (b) Energy expended by 
ESS.  (c) Microgrid frequency. 
Δt1 
[s] 
Δfmax 
[p.u.] 
-K1 
[kW/Hz] 
Hdef,1 
[s] 
kWh 
(calculated) 
kWh 
(simulated) 
2 0.04 -16.7 1.13 0.0196 0.0195 
4 0.05 -13.3 1.90 0.0412 0.0411 
4 0.02 -33.4 4.90 0.0431 0.0431 
 
 
 
(a) 
 
 
(b) 
 
 
(c) 
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Table 6: Secondary frequency control: Performance indices 
Figure 12: Primary and secondary frequency control.  (a) ESS power output.  (b) 
Energy expended by ESS.  (c) Microgrid frequency. 
 
(a) 
 
 
 
(b) 
 
 
(c) 
 
 
 
Δt2 
[s] 
f2 
[p.u.] 
-K2,P 
[kW/Hz] 
-K2,I 
[kW/Hz s] 
Hdef,2 
[s] 
kWh 
(calculated) 
kWh 
(simulated) 
12 0.99 -20.78 -1.65 -10.41 0.1353 0.1354 
10 1.0 -8.31 -2.98 -5.28 0.1144 0.1145 
10 1.0 -13.86 -6.79 -12.78 0.1124 0.1124 
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The proposed methodology reveals that, given a forecasted energy imbalance 
during   𝑡, energy storage can be sized to suppress and subsequently restore frequency 
deviations. The sizing methodology is described by two degrees of freedom: 1) the sub- 
time intervals within  𝑡 in which primary and secondary frequency control are desired to 
occur, and 2) the amount of frequency variation during each level of control. 
Voltage Stability 
It was previously demonstrated how energy storage can be employed to maintain 
frequency stability when additional load is introduced at t = 1s. However, although the 
contribution from energy storage is conducive to frequency stability, the increase in 
provided power may result in violating the minimum allowable voltage at the receiving-
end of a line. It is therefore important to consider the voltage regulation implications of 
power electronic interfaces so that microgrid stability can be deemed effective. 
With the microgrid generators operating at their full capacity to fulfill the load 
requirement of 800 kW and 288 kVar, the receiving-end voltage    is at the minimum 
allowable value of 456 V (5% lower than nominal). When a load of 40 kW is subsequently 
introduced, the energy storage system reacts in response to the frequency deviation by 
injecting additional active power. In order to keep     constant at 456 V despite the active 
power injection, a certain amount of reactive power is needed depending on the line 
impedance characteristics (i.e., R/X ratio). 
The power electronic interface in the abovementioned scenario is set to supply 
200 kVar at t = 1s, and the R/X ratio is varied in order to observe the effect on voltage 
regulation. Consistent with the derivation in (32), Fig. 13 conveys that voltage regulation 
is accomplished when the R/X ratio is 5. It is noted that more reactive power is required 
for a higher R/X ratio since     is less than 456 V, and less reactive power is required for 
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a lower R/X ratio since    is more than 456 V. This means that power electronic 
interfaces should be controlled to provide active or reactive power depending on the 
feeder characteristics, because voltages are less sensitive to reactive power in low-voltage 
networks such as the one considered in this study. 
Figure 13: Impact of R/X ratio on receiving-end voltage (Top) when 200 kVar of 
reactive power is injected at t = 1s (Bottom) 
It is observed that reliable microgrid operation can be a challenging proposition 
particularly for low-inertia systems, because frequency is sensitive to load changes, and 
power quality must be ensured by means of on-site resources such as distributed 
generators, energy storage systems, and power electronic interfaces. This paper 
investigated the impact of energy storage systems on the frequency and voltage stability 
of low-inertia microgrids. Results indicated that the integration of energy storage can 
R/X = 12
R/X = 5R/X = 1
R/X = 0.5R/X = 0.3
R/X = 12
R/X = 5R/X = 1
R/X = 0.5R/X = 0.3
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substantially improve frequency control by reducing the rate of change of frequency and 
by restoring the deviated frequency. Voltage regulation was shown to be effective 
through the provision of reactive power, although this approach may be better suited for 
distribution systems with low R/X values. 
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Chapter 5:  Mueller Neighborhood—A Potential Microgrid with 
Distributed Generation 
 This chapter will describe an existing residential community, named Mueller, and 
evaluate the effects of high penetration levels of PV and EV assets by using actual 
recorded data. It is important to observe how the growth and addition of such 
technologies impacts the electrical infrastructure, power quality, and economics of 
electrical distribution systems. Although Mueller does not presently have the capability to 
island itself from the electric grid, the analysis will serve to raise awareness regarding the 
operational implications of this- and similar communities, should they be retrofitted to a 
microgrid.  
THE MUELLER NEIGHBORHOOD 
 The Mueller neighborhood, a 711-acre mixed-use development in Austin, TX, is a 
prototypical development model similar to hundreds of it across the United States. This 
neighborhood is part of a smart grid demonstration project involving original research 
and commercialization efforts addressing consumer energy use.  
Pecan Street Inc., a non-profit organization headquartered at the University of 
Texas at Austin, is responsible for this project. This organization is a major source of 
original customer energy use and behavioral research data; it generates an extensive 
database of electricity usage with good time resolution and spatial resolution to the 
individual residences. Homes and commercial buildings in Pecan Street‘s research trials 
are instrumented with systems that record electricity use from the whole building and 
individual circuits at intervals ranging from one minute to one second. 
Nearly 200 homes at Mueller are instrumented with secondary (second energy 
meter) and tertiary (inside homes) meters to report electrical data in one-minute and one-
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second intervals, and gas data in 15-second intervals. More than 50 homes report 15-
second interval water use. Many homes are equipped with PV systems, of which 40% 
face west (the nation‘s highest residential concentration of west-facing, load-aligned PV 
generation). The research trials also include what is likely the nation‘s highest residential  
concentration of electric vehicles with Level-2 charging. The Mueller neighborhood 
showing the high concentration of residential PVs is shown in Fig. 14. 
Figure 14: Mueller homes equipped with rooftop PVs (approximately 6 kW each) 
Electric Service 
A one-line diagram of the Mueller community is shown in Fig. 15. Substation 1 is 
shown along the top of the figure with its two transformers rated at 30 MVA each. These 
transformers step down sub-transmission voltage (69 kV) to distribution-level voltage 
(12.47 kV). Each transformer serves three feeders at 12.47Y/7.2 kV. Each feeder, in turn, 
serves other urban communities or commercial areas via service laterals [73]. Following 
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feeder 1 downward from substation 1, along various locations along the feeder are 
capacitor banks. (This is true of other feeders as well.) These capacitor banks are 
controlled by diurnal light and are meant to improve service quality in the surrounding 
areas (e.g., provide power factor correction, reduce feeder voltage drops, and provide 
voltage and reactive power support). 
Figure 15: One-line diagram of Mueller‘s distribution system 
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Phase c from a feeder at substation 2 serves the newer residences in Mueller, 
although most of the electric service provided from substation 1 is eventually intended to 
be moved to substation 2. Transformer 2 (T2) at substation 1 is in service, but appears 
disconnected in the one-line diagram. This is because the focus of this work is the electric 
service to Mueller, not to the neighboring areas serviced by T2 and substation 2. Shown 
from left-to-right in Fig. 15 is the lateral service entrance to the Mueller community 
which has values of 1.5 MVA at 12.47 kV. 
 The conductor colors (red, blue, green) represent the different electrical phases (a, 
b, c, respectively). The thicker lines in Fig. 15 represent three-phase overhead lines or 
underground cables. The thin lines inside the community (in corresponding color) 
represent single-phase distribution cables. Single-phase cables run from switchgear boxes 
to each distribution transformer in a circuit. Each phase incoming from the lateral to the 
first switchgear box is split into sub-circuits. For example, phase b splits into circuits 2 
and 4. These circuits operate in open-loop configuration, as indicated by the dashed-line 
segments.  
The transformers are identified according to an assigned label, which reflects the 
transformer number (94 total), the phase that serves the transformer (a, b, or c), the 
circuit that the transformer belongs to, and the transformer rating. For example, 
transformer ―T28B2,50‖ represents transformer #28, is served from phase b, is on circuit 
2, and has a rating of 50 kVA.  
Each of the circuits (5 total) is protected by 65 A fuses at the switchgear boxes, 
and provides electric service to its downstream transformers. The primary-side service 
voltage to each transformer (7.2 kV, phase to ground) is stepped down to a usage level of 
240/120V (split-phase). The distribution transformer types are tabulated in Table 7. The 
asset count for each transformer is tabulated in Table 8, Table 9, and Table 10. 
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Table 7: Distribution transformer types 
Table 8: Asset count for each distribution transformer on phase a 
 
 
 
kVA
Primary 
Voltage 
(V)
Secondary 
Voltage 
(V)
No load 
losses 
(W)
Loaded 
losses 
(W)
Z % Count
25     7,200 240/120 71 228 2.3 6
50     7,200 240/120 105 404 2.3 74
75     7,200 240/120 167 456 2.5 11
100     7,200 240/120 181 683 2.5 2
167     7,200 240/120 248 1234 3.0 1
Total 94
Phase &  
Circuit
Xfm. # Xfm. ID kVA # Homes # PVs # EVs
A1 1 T01A1,50 50 8 1 0
A1 2 T02A1,50 50 10 1 0
A1 3 T03A1,50 50 10 4 2
A1 4 T04A1,50 50 8 3 2
A1 5 T05A1,75 75 11 0 1
A1 6 T06A1,50 50 8 3 2
A1 7 T07A1,50 50 8 2 2
A1 8 T08A1,50 50 10 4 4
A1 9 T09A1,50 50 8 3 2
A1 10 T10A1,50 50 8 2 2
A1 11 T11A1,50 50 9 4 2
A1 12 T12A1,50 50 8 2 0
A1 13 T13A1,50 50 8 2 0
A1 14 T14A1,50 50 9 5 4
A1 15 T15A1,50 50 10 5 2
A1 16 T16A1,50 50 10 1 1
A1 17 T17A1,50 50 7 1 0
A1 18 T18A1,50 50 10 5 1
A1 19 T19A1,50 50 8 6 2
A1 20 T20A1,50 50 10 4 3
A1 21 T21A1,50 50 8 2 1
Totals 186 60 33
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Table 9: Asset count for each distribution transformer on phase b 
 
 
Phase &  
Circuit
Xfm. # Xfm. ID kVA # Homes # PVs # EVs
B2 22 T22B2,25 25 3 0 1
B2 23 T23B2,50 50 7 0 0
B2 24 T24B2,75 75 11 4 4
B2 25 T25B2,50 50 7 3 2
B2 26 T26B2,50 50 8 3 1
B2 27 T27B2,50 50 8 5 3
B2 28 T28B2,50 50 7 1 0
B2 29 T29B2,50 50 7 5 3
B2 30 T30B2,50 50 7 4 3
B2 31 T31B2,50 50 10 6 4
B2 32 T32B2,50 50 8 4 5
B2 33 T33B2,50 50 8 1 0
B2 34 T34B2,50 50 8 1 1
B2 35 T35B2,50 50 5 1 2
B2 36 T36B2,50 50 4 1 0
B2 37 T37B2,100 100 10 1 0
B2 38 T38B2,75 75 9 2 2
Totals 127 42 31
Phase &  
Circuit
Xfm. # Xfm. ID kVA # Homes # PVs # EVs
B4 39 T61B4,50 50 7 1 1
B4 40 T62B4,50 50 7 1 0
B4 41 T63B4,50 50 6 0 0
B4 42 T64B4,50 50 10 1 1
B4 43 T65B4,50 50 8 0 1
B4 44 T66B4,50 50 6 1 0
B4 45 T67B4,50 50 6 1 0
B4 46 T68B4,50 50 6 3 1
B4 47 T69B4,50 50 7 2 2
B4 48 T70B4,50 50 8 5 1
B4 49 T71B4,25 25 5 2 2
B4 50 T72B4,25 25 4 2 1
B4 51 T73B4,50 50 4 2 0
B4 52 T74B4,50 50 7 3 2
B4 53 T75B4,50 50 10 3 2
B4 54 T76B4,25 25 4 0 0
B4 55 T77B4,25 25 5 2 0
B4 56 T78B4,25 25 1 0 0
B4 57 T79B4,50 50 10 3 0
B4 58 T80B4,50 50 10 3 1
B4 59 T81B4,50 50 10 3 3
B4 60 T82B4,50 50 10 3 1
B4 61 T83B4,50 50 10 1 1
B4 62 T84B4,50 50 8 1 1
B4 63 T85B4,50 50 10 0 0
B4 64 T86B4,75 75 10 0 0
B4 65 T87B4,50 50 6 1 1
B4 66 T88B4,75 75 11 0 1
Totals 206 44 23
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Table 10: Asset count for each distribution transformer on phase c 
 
 
 
 
 
 
Phase &  
Circuit
Xfm. # Xfm. ID kVA # Homes # PVs # EVs
C3 67 T39C3,75 75 9 1 1
C3 68 T40C3,75 75 11 0 1
C3 69 T41C3,50 50 7 5 1
C3 70 T42C3,50 50 10 3 1
C3 71 T43C3,50 50 8 1 0
C3 72 T44C3,75 75 12 1 1
C3 73 T45C3,50 50 2 0 0
C3 74 T46C3,50 50 11 1 2
C3 75 T47C3,50 50 5 4 2
C3 76 T48C3,50 50 7 1 0
C3 77 T49C3,50 50 4 0 0
C3 78 T50C3,100 100 11 2 0
C3 79 T51C3,75 75 4 0 0
C3 80 T52C3,50 50 3 0 0
C3 81 T53C3,167 167 8 2 1
C3 82 T54C3,50 50 10 2 1
C3 83 T55C3,50 50 10 3 1
C3 84 T56C3,75 75 7 1 0
C3 85 T57C3,50 50 8 1 1
C3 86 T58C3,50 50 7 1 1
C3 87 T59C3,50 50 5 1 1
C3 88 T60C3,50 50 6 1 1
Totals 165 31 16
Phase &  
Circuit
Xfm. # Xfm. ID kVA # Homes # PVs # EVs
C5 89 T89C5,75 75 10 0 2
C5 90 T90C5,50 50 8 0 1
C5 91 T91C5,50 50 8 0 0
C5 92 T92C5,50 50 9 1 0
C5 93 T93C5,50 50 8 0 0
C5 94 T94C5,50 50 8 0 0
Totals 51 1 3
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Moreover, the total assets in Mueller are listed in Table 11. Home and PV data, 
recorded in 1-minute intervals, are downloaded from Pecan Street‘s consumer energy 
data center. Data for EVs is generated by randomizing uncorrelated charging. Cable 
parameters are estimated based on cable length and type, and distribution transformer 
parameters are provided by Austin Energy. 
 
Table 11: Total asset count 
MATLAB/SIMULINK MODEL 
Modeling of Mueller‘s electrical distribution system was realized via power 
apparatus models from the SimPowerSystems blocket in MATLAB/Simulink. Collected 
data from Pecan Street is combined with the model in order to assess the state of the 
distribution system under existing conditions. With confidence developed from this 
effort, predictions of operation under other scenarios can be performed. Use of real data 
promotes confidence in the results, as it accounts for the effects of un-correlated load 
behavior and intermittent weather conditions pertinent to the geographical area under 
consideration.  
An example of the data, which is used as inputs to the Mueller distribution system 
computer model, is shown in Fig. 16. For the day shown, consumption peaks near 6 kW, 
while generation near 5 kW. The recurring pulses in consumption behavior are attributed 
 
Type Count 
Homes 735 
Photovoltaic Arrays 178 
Electric Vehicles 106 
Cables 98 
Distribution Transformers 94 
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to air conditioning units cycling on and off. Additionally, PV generation is only available 
during daylight hours and is susceptible to fluctuations due to cloud passages. Since 
power factor is not recorded by the installed equipment, at each time step of the 
simulation the power factor is estimated from [74]: 
 
   
  
  
     
    
√      
 (34) 
where 
     power factor 
     fundamental current [rms Amps] 
    total line current [rms Amps] 
     total harmonic distortion 
   displacement angle between 240 V phasor and    
Figure 16: Household power consumption and PV generation in 1-minute intervals for 
a single home at Mueller. (Source: Pecan Street, Inc.) 
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The developed computer model, shown in Fig. 17, accepts the above data and 
estimates voltage, current, power, power factor, and energy usage everywhere else in the 
network. This model is consistent with one-line diagram in Fig. 15, where three-phase 
cables emanate from both substations and terminate at the switchgear boxes. Single-phase 
cables from the switchgear boxes then provide service along the five circuits shown in 
red (phase a), blue (phase b), and green (phase c).  
The secondary network load in the model, which includes all homes, PVs, and 
EVs behind the respective transformers, is lumped as an aggragate load for each 
transformer because detailed modeling of the seondary network is of little benefit and 
would significantly increase computational time. The aggregation of load is 
accomplished by combining the power profiles provided by Pecan Street; that is, 
residential consumptions and EV charging are summed, and PV generation is subtracted 
from this sum. 
The effects of the steadfast growth and integration of PV and EV assets can range 
from changes in voltage profiles [75], to impact on transformer life, to significant 
changes in power factor. The ensuing discussions will assess the effects of these 
resources and will consider if their associated topologies can be feasibly retrofitted to a 
microgrid. By combining actual recorded data from individual field-metered sources and 
loads with a computer model of the distribution system, it is possible to understand how 
solar intermittency and load variations affect the distribution system. Fundamentally, this 
approach takes advantage of the additional timely data available about the distribution 
system to gain an improved insight into the system from the substation to the loads. 
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Figure 17: Computer model of the Mueller distribution system created in 
MATLAB/Simulink 
ANALYSIS 
Residential Load 
Figure 18 shows the power consumption profiles of each of the 735 homes. These 
profiles exclude EV charging and PV generation. Explanations of each view in the figure 
are as follows: 
Figure 18(a) shows the active power consumption (kW) of each of the homes over 
a 24-hour period. The data is graphed using a mesh grid to produce a 3-D surface plot. 
The color map corresponding to this surface appears on the right side of the figure, where 
power consumptions > 10 kW appear in increasingly-dark red color. The advantage of 
this view is that it permits detecting correlation in consumption behavior by observing the 
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peaks and the valleys on the surface. For example, in the encircled areas of this view, 
each area encloses a different group of homes at similar times of the day (~12 PM 
through 12 AM). The top circle encloses several residences exceeding 10 kW 
(simultaneously) while the lower circle encompasses other residences going through 
consumption valley below 4 kW (during the same times of the day).  The data highlights 
the fact that residential loads are heterogeneous and their individual behavior is difficult  
to predict. However, larger scale averages tend to be consistent. 
Figure 18: Residential demand for 735 Mueller residences in a 24-hour period 
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Figure 18(b) is convenient for showing load durations. For example, referring to 
the encircled areas corresponding to view (a), the 10 kW peaks do not last long. 
Similarly, the lower encircled area, in this view, shows that the valleys of ~4-5 kW last 
much longer than the 8-12 kW peaks do. Additionally, not all homes incur such peaks; 
only some do which is clearly noticeable from this type of view. Also, the dominant color 
on this contour plot is dark blue which suggests that, most of the time, the residential 
consumption is near 2 kW. 
Figure 18(c) shows the home consumptions as seen from the time-kW plane.  
Although it is commonly expected that residential loads generally behave in unison in the 
evening hours, this view of the 735 different load shapes suggests there is little 
correlation in residential load patterns. It can be observed that the peaks and valleys of 
different homes are not necessarily aligned. Each home behaves independently of the 
others, with peak power consumptions occurring in the middle of the day, in the evening, 
or not occurring at all. This behavior is desirable for electric utilities because transformer 
loading tends to be closer to an average than to the sum of the peak demands. This shows 
that any pricing or other signals that tend to correlate demand may result in an adverse 
effect on transformer life, because it stimulates longer operating times at higher 
temperatures [76]. It is also interesting to note that the average consumption over 24 
hours for the 735 homes (computed in time intervals of one minute) is 0.95 kW. This 
value is not predicted, modeled, made up, or based on the consumption of a few homes. 
Instead, this value was computed from actual recorded data in one-minute intervals which 
raises confidence in the results. However, this average value varies by day of the week, 
time of the year, and is not general. 
Figure 18(d) exhibits the aggregated (sum) power consumption of all homes and 
approximates the total demand (excluding EVs, PV systems, and distribution power 
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losses) as seen from the lateral service entrance. The power factor, which refers to 
displacement power factor rather than total power factor [77], is plotted against the right-
side axis which is approximately 0.9. As noticed from the real and total power traces, the 
peak power demand occurs in the evening (as expected). In contrast to view (c), which is 
shown at the individual home level, at the lateral level the power consumption profile is 
repeatable, predictable and—ironically—composed of unpredictable, uncorrelated home 
consumption profiles. As recognized from the peak total power, the peak load of this 
community varies between 1 and 1.5 MVA, and also varies by day of the week and time 
of the year. 
PV Generation 
Figure 19 shows the generation profiles of roof-mounted, residential PV arrays. 
These grid-tied residential PV systems only produce active power [78, 79], and not 
reactive power [16, 80]. This contributes to low power factors as seen from the lateral 
service entrance. The meaning of each of the PV generation views is explained next: 
Figure 19(a) shows the individual real power generation output of all PVs as a 3-
D surface. The color map corresponding to this surface appears on the right side of the 
figure, where generation > 4.5 kW is indicated in increasingly-dark red. This view clearly 
shows that the peak generation of each residential PV system can be similar, but is not 
the same. The encircled area shows a group of PV systems with irradiance deficiency. 
Various PV system characteristics, such as rated power, number of cells, connection 
method, dimensions, cell technology, irradiance based on the sun‘s azimuth and zenith 
angles, system efficiency, dynamic variations in atmospheric and environmental air mass, 
passing clouds inducing whole or scattered shade, and temperature, all affect PV power 
output. Therefore, not all PV systems are affected similarly by these characteristics due to 
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their geographical separation. Unequal irradiance due to geographical dispersion 
highlights an important fact about distributed generation: not all PV systems are affected 
simultaneously by every cloud event; many PVs retain high power outputs while many 
others do not.  This lack of correlation is advantageous in terms of voltage stability [81] 
when compared to concentrated PV plants [19, 80]. 
 
Figure 19: PV generation for all 178 PVs in a 24-hour period 
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Figure 19(b) shows data in view (a) as seen from the ‗top‘, where the encircled 
areas show the duration of the aforementioned irradiance deficiencies (6-11 AM). This 
view also helps in counting the number of PVs affected by this deficiency (PV #120 
through #140). Another advantage of this view is that it permits comparing the generation 
profiles of south-facing and west-facing PV arrays. Necessary irradiance reaches south-
facing PVs hours before it reaches west-facing PVs. This is opportune for morning loads 
powered by south-facing PVs, and also indicates that west-facing PVs are more aligned 
with the early-afternoon and evening loads. The homes at Mueller have either west- or 
south-facing PV orientations, or a combination of both. The disadvantage of dividing the 
orientation is reduced available or excess power and the reduced ability to sell this power 
to the utility; the advantage, however, is wider temporal coverage for its owner and 
correspondingly less temporal dependence from the utility. Referring to the color map on 
the right, the predominant output power of the PVs is closer to 4 kW than it is to 5 kW. 
This indicates that PV systems spend more time producing power at shoulder output 
levels rather than at their peak output. 
Figure 19(c) shows the lack of correlation in residential PV generation, which is 
observed even for PVs in close geographic proximity. If the affected PVs are in physical 
proximity, they will reduce their output in unison to cloud passage. An advantage of 
having recorded PV data is that intermittency, due to cloud-passage, is not required as 
part of a model to observe these effects. Instead, these PV power profiles are injected 
directly into the computer model, which not only elevates confidence, but it also allows 
examining the voltage profiles in other parts of the network. 
 Figure 19(d) shows the aggregate residential PV power generation. Although the 
individual PV power generation is intermittent and uncorrelated (as shown in the 
previous view), at the aggregate level, the generation follows a predictable smooth 
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envelope that reaches nearly 0.5 MW per day. The aggregate generation, however, is less 
than the total residential load shown in Fig. 18(d). This result indicates that, while this 
community has a high density of PV generation, no excess PV power leaves the 
community through the lateral service entrance. Instead, the generated PV power remains 
inside the community and is consumed as billable energy (kWh) by homes not equipped 
with such arrays. 
Electric Vehicles 
Figure 20 shows the charging profiles for 106 plug-in Chevy Volts. The charging 
profiles include a realistic mix of 120 and 240 V charging profiles. These data are for 
actual charging profiles, but the analysis was done prior to large scale installation at 
homes. To predict the effect of the full set, the 106 vehicles were assigned to the homes 
of consumers expecting to acquire an electric vehicle. In addition, the state of charge at 
the onset of the charging process was randomized, and the starting time for a charge was 
randomized between 4 and 8 PM. The following analysis is an example of using the 
model to project the effect of changes in load. 
Figure 20(a) demonstrates the load consumption of all EVs using a surface plot.  
The peaks of the curve indicate groups of vehicles charging at 240 V; the lower peaks 
represent EVs charging at 120 V. The mix of high and low peaks is a direct result of 
randomizing the charging profile levels. The vehicles charging at 240 V appear in red, 
which corresponds to charging levels of 3.3 kW. The lower peaks corresponding to 120 V 
appear in cyan and indicate a charging level of 1.44 kW. There is also a set of vehicles 
that charge at 0.96 kW, and appear as light blue peaks. As previously mentioned, the 
plug-in times were randomized to reflect typical behavior in a residential neighborhood.  
The starting-charge time was constrained between 4-8 PM for two reasons. First, to 
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exacerbate evening-time charging and assess the potential impact this has on the 
distribution transformers. Second, plug-in times after 4 PM reduce electrical overlap with 
PVs. 
Figure 20(b) highlights the assumed EV charging assumptions by showing charge 
time spans. These time spans indicate how long each vehicle charges from a random level 
of state-of-charge at plug-in time. Some vehicles charge overnight and into the early 
morning hours as shown by the encircled area. These vehicles charge at 120 V, at either 
0.96 kW or 1.44 kW. The short time spans shown in this view represent both 240 V 
charging (≤ 3.5 hours) and 120 V charging (≤ 9 hours). In the 120 V case, short time 
spans represent vehicles with a higher state-of-charge at plug-in time. 
Figure 20(c) shows some un-correlation in EV charging, but not as much as in the 
residential consumption or PV generation since the EV charging plug-in time was set 
between 4-8 PM. Uncorrelated charging is desirable from the utility stand-point as it 
circumvents sizing transformers linearly with the expected number of EVs. The benefit of 
uncorrelated power demand is not new; it has been observed for decades in residential 
air-conditioner usage: many units operate simultaneously, while many do not. The time 
spans in this view are further annotated with labels showing the three possible charging 
levels for these EVs, and their maximum (not actual) charging duration. It is noted that 
240 V charging requires level-2 chargers with a stand-alone 240 V feeder circuit inside a 
residence. 
Figure 20(d) conveys the total EV charging load at the lateral level based on the 
assumed charging profile. A noticeable EV impact occurs between 6-8 PM and appears to 
be < 200 kW for a typical day. This forecast is strongly dependent on the degree of 
correlation included in the model. The risk of charging too many EVs from a single 
distribution transformer depends on the assumed transformer sizes, number of EVs per 
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transformer [82, 83], and charging levels. The transformers at Mueller appear to be sized 
adequately enough to be able to meet the load incurred by the Chevy Volts. 
 
Figure 20: Charging profiles of all 106 electric vehicles (Chevy Volts) in a 24-hour 
period 
Transformer Voltage Profiles 
A particular consideration arising from widely deployed PV resources is to ensure 
that voltage levels are maintained within appropriate limits. The voltage supplied to 
consumers is an important metric as it indicates the service quality: a satisfactory voltage 
level is required for equipment such as lights and appliances in order to prevent 
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inadequate operational characteristics. Higher voltage levels are undesirable because not 
only may they reduce equipment lifetime, but they may also increase power consumption 
without providing any noticeable improvement in performance. A voltage rise is to be 
expected when power is injected into a distribution system from the load side. This 
occurs because voltage drops along the power lines are reduced. Hence, it is possible that 
individual residential-scale PV systems adversely affect the voltage levels of other 
consumers. 
The impact that PV arrays have on transformers’ primary-side voltage profiles in 
the Muller distribution system is depicted in Fig. 21(a) and Fig. 21(b). Although a voltage 
rise noticeably coincides with PV generation, voltage levels nevertheless satisfy the 
criteria prescribed by [84] in that they are within ±5% of nominal voltage (7.2 kV line-to-
ground), and, therefore, do not warrant concern from a utility perspective. Furthermore, it 
is observed that EVs lower the voltage during evening hours, although the situation 
appears to be of minimal, if any, significance.  
The secondary-side voltage profiles is shown in Figure 21(c) which shows that 
PVs produce voltage swells above 1.0 pu (on a 240 V base) for several transformers 
during diurnal hours; however, this voltage swell is minor. The dominant color in this 
contour representation is yellow, which indicates that most transformers (most of the time) 
operate at values near 240 V. The encircled regions show the times of the day where the 
transformer voltages are highest. Voltages greater than 1.0 pu are due to PVs producing 
localized power, which reduces transformer through current and voltage drops. Similarly, 
the darker regions in this plot correspond to lower voltages due to EV charging. 
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Figure 21: Primary (left) and secondary (right) transformer voltage profiles 
Conservation Voltage Reduction 
Within recent years, the desire to curtail peak demand and end-use energy 
consumption has motivated many electric utilities to consider cost-effective practices for 
electric energy conservation. One commonly used strategy, known as conservation 
voltage reduction (CVR), operates on the principle that a reduction in substation voltage 
leads to a reduction in feeder load demand. To achieve this, substation voltage regulating 
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equipment such as load tap changing (LTC) transformers are calibrated so that 
distribution system voltages—most critically, the most distant service drop—are 
maintained at a minimum acceptable voltage level. 
The acceptable voltage range depicted in Fig. 22 has upper and lower limits of 
126 V and 114 V, respectively, for residential systems [84]. Because violating this 
voltage range may be harmful to consumer equipment, regulation of end-use service 
voltage is deemed crucial. 
Figure 22: Voltage range for residential systems 
Implementation of CVR is typically augmented with line drop compensation 
(LDC), where the voltage at the last customer location is maintained near the allowable 
minimum of 114 V, while the rest of the voltages along the feeder are allowed to vary 
based on load conditions. This opposes the conventional practice of setting the voltage at 
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the first customer location to a value near the allowable maximum so that, after the effect 
of voltage drops, the voltage at the last customer location is somewhat less—but not 
necessarily minimum. The acceptance and adoption of CVR throughout the years has 
prompted several studies [85-90] to evaluate its implicated benefits. 
The Snohomish County public utility district engaged in a pilot project [87] years 
ago to investigate the benefits of CVR and found that energy savings are indeed 
achieved, although the savings are highly variable from circuit-to-circuit, depending on 
factors such as feeder length and voltage level, consumer sector (residential, commercial, 
industrial), and load type (constant impedance, constant power). The effect of CVR on 
system losses was also determined to be generally favorable due to improvements in 
distribution transformer efficiency.  
Bonneville Power Administration, which serves approximately 150 utilities, 
sponsored a study [85, 86] to raise awareness for economically attractive conservation 
resources, where a methodology was developed to estimate supply curves relating energy 
savings to implementation costs for a hypothetical region-wide CVR program.  
Another study [88, 89] substantiated the benefits of implementing CVR at 
Commonwealth Edison, where energy savings ranged from (depending on consumer 
sector) 0.41%-0.99% per each percentage reduction in voltage. Energy savings, it 
contended, were achieved without causing any undue harm or inconvenience to 
customers.  
Furthermore, the application of capacitors for maximizing the benefits of CVR 
were analyzed in [90], particularly for circuits that experience a significant voltage drop. 
Because some circuits may not have a relatively flat voltage profile at full load, the use of 
capacitors is recommended prior to implementing CVR so that benefits are maximized. 
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In the wake of increased integration of distributed generation resources, the 
justification of CVR has been subject to scrutiny. The injection of power from load-side 
distributed generators results in a voltage rise that seems to interfere with the very notion 
of the CVR control scheme. This consideration is a topic of growing interest and one that 
is addressed in [91] via simulations carried out on the IEEE 13-node test feeder using a 
volt-var control technique. Findings suggest that a 15%-30% penetration level of 
residential-scale photovoltaic (PV) systems contributes to a voltage rise, but the effect is 
not significant enough to render CVR impractical. 
This work elucidates the effects of distributed PV resources on a hypothetical 
CVR program in Mueller. It is worth mentioning that this study does not explicitly 
consider the effect of capacitor banks or of the distribution system upstream and 
downstream from the Mueller community. That is, although the electrical load at Mueller 
comprises approximately 5% of the substation transformer‘s MVA capacity, the analysis 
presumes a nominal voltage level of 12.47 kV at Mueller‘s lateral entrance. Therefore, 
the assumption is that LTC operations—and hence voltage adjustments—occur at the 
lateral entrance rather than at the substation. 
The LTC transformer has a total regulation range of  10% in 32 discrete steps of 
5/8%. On a 120 V basis, this translates to a 0.75 V change per step. The end-of-line 
voltage set point is 114.75 V with a chosen bandwidth of 1.5 V, such that any voltage 
excursion outside this bandwidth will cause the LTC to take corrective action. Higher 
bandwidths may be selected if voltage regulation is not critical and there exists a desire to 
reduce the number of daily tap changes [92]. The analysis will consider the 4 different 
scenarios presented in Table 12, where ‗CVR‘ corresponds to the aforementioned voltage 
regulating scheme, and ‗no CVR‘ signifies a 12.47 kV voltage at the lateral entrance. 
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Table 12: Case studies for a hypothetical CVR program in Mueller 
Significant insight is acquired by visually inspecting the results obtained from the 
4 simulated cases listed above. The voltage profiles of all distribution transformers in 
Mueller, for all 4 cases, are depicted in Fig. 23 in the form of a contour plot, where the 
data spread is related by a colorbar with range 113-120 V. Figure 23(a) and Fig. 23(b) 
show that voltage levels in the absence of CVR tend to be near the colorbar‘s upper limit, 
i.e., 117-120 V. Figure 23(b) offers contrast to Fig. 23(a) as it shows higher voltage levels 
during daylight hours due to PV generation. Meanwhile, Figs. 23(c) and 23(d) are 
represented by entirely different hues, suggesting that voltages are in the 114-116 V 
range of the colorbar. Again, the impact of PV generation is made obvious in Fig. 23(d) 
due to the associated voltage rise. Additionally, in Figs. 23(c) and 23(d) LTC operations 
are detected by taking note of the narrow, vertically-oriented line segments that signify 
abrupt changes in voltage. 
An alternate representation of the voltage profiles is seen in Fig. 24, and similar 
observations are made. Despite significantly lower voltage levels due to CVR, ANSI 
limits are not violated, and the end-of-line voltage is regulated successfully.  
 
Case Study Description 
Case 1 no PVs and no CVR 
Case 2 PVs and no CVR 
Case 3 CVR and no PVs 
Case 4 PVs and CVR 
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Figure 23: Voltage profiles (top view) of all transformers in Mueller 
During times when load demand is high, the LTC takes necessary action to raise 
the voltage, as seen in Figs. 24(c) and 24(d), with tap change counts of 144 and 130, 
respectively. Since the load factor of Mueller is somewhat high (i.e., power usage is 
relatively constant), the number of LTC operations—being as it is a function of load 
factor and voltage bandwidth—is reasonably low. Furthermore, the effect of PV 
generation is apparent in Figs. 24(b) and 24(d), with voltage levels peaking at mid-day. 
The resulting voltage rise of Fig. 24(d) counteracts the underlying intention of CVR, 
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although, upon first glance, the voltage rise does not appear substantial enough to raise 
concern or offset potential benefits. 
Figure 24: Voltage profiles (front view) of all transformers in Mueller 
The active power flow in the Mueller lateral is plotted in Fig. 25 for all 4 cases, in 
per-unit of ‗Case 1‘. One immediate observation is that the effect PV generation has on 
power reduction is much more appreciable than the effect CVR has. That is, in an 
instantaneous sense, CVR contributes to a power reduction of approximately 3% (Case 1 
vs. Case 3) whereas PV generation may reduce power consumption by as much as 80% 
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(Case 1 vs. Case 2). The most telling observation relates to the impact that load-side PV 
generation has on CVR (Case 2 vs. Case 4), as savings in power are reduced after sunrise 
and increased after sunset. Figure 25 effectively reveals that savings in power are reduced 
since the disparity between Case 2 and Case 4 is minimized during the daylight hours. 
This interdependence is directly attributed to the voltage rise on the distribution circuits: 
as the voltage increases, the effectiveness of CVR diminishes. 
Figure 25: Per-unitized active power in Muller lateral 
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The abovementioned power, this time in kW and averaged over 24 hours, is 
depicted in Fig. 26 for each case. It is evident that both PV generation and CVR cause a 
decrease in lateral power demand, although the impact of the former is greater than that 
of the latter. In the absence of PV generation, results suggest that an average of 18 kW is 
saved due to CVR, whereas the savings decline to 14 kW when PV generation is present. 
Again, this is to be expected as a result of PV power being injected into the distribution 
system from the load side, causing voltages to swell. 
Figure 26: Active power in Mueller lateral averaged over 24 hours 
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Savings in power and energy between the various cases are compared and plotted 
in Fig. 27 to gain an understanding of how CVR and PV generation contribute to savings. 
Savings in power (in kilowatts) are plotted on the left y-axis, while savings in energy (in 
kilowatt-hours) are plotted on the right y-axis.  
The effect of PV generation is revealed in Figs. 27(a) and 27(b) for the non-CVR 
and CVR scenarios, respectively, and a difference of nearly 90 kWh is observed between 
them. The benefits of PV generation therefore appear to be better extracted when CVR is 
not implemented; this does not mean, however, that the system would be in a less 
desirable state if a CVR program were to be implemented together with PVs—or at least 
in Mueller‘s case, and given its current penetration level of PV resources. (In fact, from 
Fig. 25 and Fig. 26 it is apparent that the presence of PV generation together with a CVR 
program results in the least amount of lateral power.)  
In Fig. 27(c), the impact of CVR is illustrated in the absence of PVs, and savings 
are shown to exceed those of Fig. 27(d), where CVR is implemented together with PV 
generation. It is observed that PVs appears to interfere with how effectively the benefits 
of CVR are extracted. Results from Fig. 27(d) indicate that even when PV power 
generation is at its highest around mid-day, a power reduction of at least 4 kW can still be 
realized.  
It is no surprise that the highest savings are achieved from the condition in Fig. 
27(e), as this is the situation where the distribution system evolves from operating at 
12.47 kV and without PV generation, to operating at lower voltages with PV generation 
present. 
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Figure 27: Savings in power and energy 
This study assessed the impact of a hypothetical CVR program in the Mueller 
community, and suggested that a combination of CVR and PV generation can lead to the 
highest reduction of energy consumption; more so than either one of CVR or PV 
generation alone would. Despite uncertainty about how load-side generation due to 
distributed PV resources would affect the advantages offered by CVR, this study showed 
that, for Mueller, even at maximum voltage rise, a 4 kW reduction in power can still be 
realized. However, the effectiveness of CVR is slightly compromised due to PV 
generation. It is emphasized that the responsiveness of different distribution systems to 
CVR can vary greatly. If penetration levels of PV resources were higher, not only would 
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benefits of CVR become increasingly neutralized, but a case could also be made for 
increased line losses due to excessive reverse power flow. Findings indicated that a sub-
nominal operating voltage in Mueller can lead to an average power reduction of 14 kW 
per hour, which, depending on cost of implementation, may or may not be enticing 
enough to justify a CVR program. 
Voltage Unbalance 
An issue deserving attention is the condition wherein the line voltages of a 
polyphase system are not equal, commonly referred to as a voltage unbalance. Voltage 
unbalance is primarily caused by the presence of single-phase loads on a three-phase 
system, particularly when the loads are distributed unevenly among the three phases. 
Since PV resources generate power on only one phase, they too can affect the balance 
between the three-phase voltages. Therefore, the combination of existing voltage 
unbalance in the system due to uneven single-phase load distribution, as well as uneven 
single-phase PV generation, may contribute to an unacceptably high unbalance: a level 
specified as 2.5% to 3% or greater per [16] and [84]. The unbalance in voltage is obtained 
as the maximum deviation from the average of the three-phase line-to-ground voltages 
divided by the average of the three-phase voltages: 
 
         
𝑚𝑎 (           )
    
  (35) 
where 
       voltage unbalance 
      deviation of phase a voltage from average voltage 
     deviation of phase b voltage from average voltage 
     deviation of phase c voltage from average voltage 
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      average of three-phase line-to-ground voltages 
 
In order to prevent problems caused by unbalanced voltages, single-phase loads 
should be connected evenly across all three phases, i.e., future loads from the highest 
loaded phase should be planned for the other two phases. Furthermore, PV resources 
should—ideally—be interconnected to the highest loaded phase; however, utilities do not 
have the authority over residents to dictate this.  
Figure 28: Voltage unbalance.  (a) Three-phase rms voltage at the lateral service 
entrance.  (b) Percent voltage unbalance using ANSI C84.1 definition. 
The voltage unbalance observed in the Mueller community is plotted in Fig. 28, 
which conveys that the unbalance is well within the recommended range despite the high 
penetration of residential PV generation. This is an observation based on PV systems‘ 
relatively low impact on voltage in this neighborhood. (Voltage variations and phase 
unbalance effects may be more noticeable in ―weak‖ power distribution areas such as in 
rural communities at the end of long feeders.) Furthermore, it is observed that PVs have a 
        
           
                                             (a)                                                                                                         (b) 
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tendency to re-balance the voltages—but not by virtue of active control, but by virtue of 
decreasing the unbalanced demand instead. That is, the presence of PVs reduces the 
diurnal unbalance. 
Lateral Power Demand 
Figure 29 shows the total power consumption of the community, including 
distribution losses in cables and transformers. As found during the diurnal hours, the 
power factor experienced by the utility at the lateral serving this community can be 
reduced to ~0.6 as real power is generated locally by the PV units in the neighborhood. 
Consistent with this observation is that the reactive power is still provided from the grid. 
That is, residences rely on the utility for providing reactive power although the utility 
cannot bill for this service. This has three implications: first, residences cannot become 
grid-independent unless they can overcome their dependence on reactive power; second, 
the utility must schedule generation to provide reactive power even though the utility 
cannot bill the customer for it; third, loads cannot be powered during grid outages—e.g., 
after natural disasters. 
Figure 29: Total power demand as seen from the lateral service entrance 
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It should also be mentioned that the total PV generation, when observed from the 
lateral service entrance, is less than the power demand. This means that PV generation is 
trapped inside the community and does not leave into the feeder lines. Thus, the impact of 
PVs is localized to transformers rather than manifested at the circuit, lateral, feeder, or 
substation levels. 
Conversely, at the distribution transformer level, reverse power flow can be 
experienced by several distribution transformers. When the ratio of PV-to-load is 
substantial, as observed in Fig. 30, the power generated by the PV arrays exceeds the 
demanded power; this causes real power to flow in the reverse direction between 10:57 
and 14:17 up to a maximum value of 4.45 kW. 
Figure 30: Reverse power flow experienced by a 75 kVA distribution transformer in 
Mueller serving 10 homes (4 homes with PV arrays) 
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Transformers 
Local utilities often express concern about the fast growth and impact of high 
penetration levels of PVs and EVs on a single feeder. This concern stems from PV 
systems‘ output power dependency on weather conditions and from uncontrolled 
distributed generation growth and placement, both in terms of electric phase and 
geographical distribution. The utility‘s concern also stems from asset management of all 
grid components, although, in this work, the focus is on the operational state of the 
distribution transformers. This concern has led to uncertainty in whether transformers 
were operating at capacity before the installation of PVs and EVs and whether or not 
replacement or energy storage action is needed in the near term. To address the 
uncertainty, the following analysis estimates, using the collected data, real power flow 
experienced by the transformers and reports their estimated operating conditions. 
Transformer Net Power Flow 
Following the conventions used earlier, Fig. 31 shows the net real-power flow (i.e., 
forward or reversed) through each of the 94 distribution transformers. 
Figure 31(a) shows the net power flow through each transformer, measured 
looking into the primary-side terminals (in the forward or step-down direction). The 
transformers are enumerated 1 through 94 in accordance with Tables 8 through 10. As 
observed from the larger lower encircled area, many transformers experience diurnal 
reverse (negative) real power flows of -12 kW due to higher PV-to-load ratios. Power 
reversal is observed on several transformers, but not all; additionally, it depends on the 
time of day, weather conditions, and number of residents with unused PV capacity. 
Similarly, the smaller encircled area shows transformers experiencing peak loads of ~40 
kW in the evening hours. This view, similar to view (a) of the residential consumption, 
helps identify similar behavior in transformers via swells and sags in the surface. 
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Figure 31: Real power through all distribution transformers 
Figure 31(b) highlights times when transformers experience reverse flows. 
Referring to the darker blue regions (vertical circle), it is inferred that reverse flows occur 
on many transformers between 8 AM and 4 PM. These flows are aligned with diurnal PV 
output, but vary by transformer. The horizontal circle shows some transformers loaded at 
~40 kW. These transformers correspond to T31B2,50 through T37B2,100 and show that, 
although loaded higher in comparison to other transformers and other times of day, they 
nonetheless operate below capacity. The dominant color on this contour plot is cyan, 
which suggests that the typical transformer usage at Mueller is about 7 kW. 
 
Avg.:
7.16 kW
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Figure 31(c) shows the load profiles for all transformers, which includes 
residential load, PV generation, and EV charging. It is evident from this view that several 
transformers act as step-up transformers due to the excess PV generation. This excess 
power flows back into the grid and is consumed by neighboring transformers on the same 
phase. As shown by the solid line, the average transformer load (for 94 transformers over 
24 hours) is about 7 kW. 
Figure 31(d) depicts the aggregate transformer load; that is, the load-sum of all 94 
distribution transformers as seen from the lateral service entrance. This load includes the 
residential load, PV generation, and EV charging from all transformers. As expected, 
peak consumptions occur during breakfast and dinner times. Interestingly, these peaks are 
separated by a significantly low diurnal demand when PVs are mostly active. This low 
demand is a direct result of having a high concentration of PVs on the same service 
lateral. 
Transformer Percent Utilization 
Although Fig. 31 shows the direction of real power flow through each transformer, 
it does not convey transformer-utilization information. Figure 32, on the other hand, 
shows the utilization (in %-kVA) of each transformer. 
Figure 32(a) reveals that although some transformers are about 90% utilized, they 
do not experience sustained loads at these levels. Instead, this loading condition is 
intermittent. It should be noted that the diurnal %-utilization accounts for the PV real 
power throughput in the reverse direction (if any) and the reactive power demanded by the 
residences. 
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Figure 32(b) shows the duration of the high-load conditions and confirms that this 
loading is intermittent. The dominant color in this view is dark blue, which indicates that 
most of the time the transformers operate between 10-30% of their rated capacity. 
Figure 32: Percent-utilization of all distribution transformers 
Figure 32(c) conveys the load profiles (VA) of all transformers. The average 
transformer consumption over the 24-hour period analyzed in this work is 14.6%. This 
percent-utilization is consistent with the surface level in view (a) and dominant color in 
view (b). Additionally, this view also shows that there is an uncorrelated transformer 
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load. It should be noted that this view is different from Fig. 31(c) in that transformer 
utilization, in %-VA, is always positive. 
Figure 32(d) shows the aggregate transformer throughput (W, Var, and VA) as 
seen from the lateral service entrance. This power throughput includes transformer losses, 
residential load, PV generation, and EV charging. This figure shows a trace for power 
factor against the right-side axis. The power factor trace shows poor diurnal power 
conditions due to excess PV generation in this community. It should be acknowledged 
that this poor power factor condition is not a byproduct of high reactive load, but instead 
a byproduct of a significant decrease in real power demand consumed. Between 11 AM 
and 2 PM, the utility supplies nearly the same amount of reactive power as it does real 
power. During these times, the utility experiences power factor conditions as low as ~0.6. 
This power factor condition, however, is only observed from the lateral service entrance 
and is not necessarily the case as seen from the feeder head or substation transformer. 
Transformer Loss of Life 
The proliferation of distributed, controlled power electronic sources is impacting 
the lifetime of utility-owned assets. Residential PV generation is a sensible approach for 
delivering clean and renewable power, and provides several widely-recognized benefits. 
A non-traditional benefit is the savings associated with the potential deferment of 
distribution transformer upgrades, as PV installations in most commonly found 
configurations can reduce transformer loading during peak conditions. This benefit is 
investigated herein via the collected data from Mueller. 
The increased deployment of residential distributed generation (e.g., PV systems) 
has stimulated a substantial amount of research on their interactions with the electric grid, 
which is already influencing discussions to modify IEEE Standard 1547 and, thus, the 
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control requirements for grid-tied PV inverters. These systems have been recognized for 
offering a variety of benefits in utility applications in addition to their energy and 
capacity values. Prior studies have considered the relationship between distribution 
transformer aging and the impact from rooftop PV arrays [93-95], electric vehicles [96, 
97], or a combination of both [98], albeit the studies are subject to deterministic and 
stochastic methods for constructing the domestic daily load profiles. Instead, this work 
utilizes real electrical data from Mueller in order to assess the effects of distributed 
generation on distribution transformer aging. 
Figure 33: Typical daily load profile (blue trace) and PV generation (red trace) of 5 
randomly selected transformers. (Vertical axis: Power [kW]; horizontal axis: 
Time [Hour].) 
The collected data is used in conjunction with the computer model introduced 
previously. A total of 94 single-phase pad-mount distribution transformers ranging 
between 25, 50, 75, 100, and 167 kVA are present at Mueller. The number of houses each 
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transformer serves ranges between 1 and 12, where the number of PV-bearing houses 
ranges between 0 and 6. Typical power profiles ascribed to the transformers are observed 
in Fig. 33, where it is discernable that PV power generation at unity power factor as 
required by IEEE Standard 1547 may exceed the load in some cases. 
The IEC 60076-7 [99] thermal model was used to estimate the top-oil and hot-
spot temperatures, with and without the interconnection of PV sources. The computer 
model along with the recorded data was used to predict the loss of life for each of the 94 
transformers. The top-oil and hot-spot temperatures for all transformers, with and without 
PV contributions, are shown in Fig. 34.  
Figure 34: Effect of PVs on top-oil and hot-spot temperatures. (Encircled: diurnal rise 
reduction). 
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The temperatures above reveal that the transformers under study are relatively 
lightly loaded because normal loss of life for operation is rated at a hot-spot temperature 
of 110
o
 C for 24 hours [100]. The fact that the transformers are lightly loaded explains 
the minimal difference between top-oil and hot-spot temperatures. Moreover, it is 
observed that the diurnal temperature rise of the transformers (encircled area) is reduced 
as a result of normally configured systems with balanced PV generation and load, thus 
suggesting that in normal configurations PVs lead to increased transformer lifetime. This 
increase in lifetime would theoretically (and later proven evident) be more significant 
should the transformers be subject to heavier loading. 
Histograms (Fig. 35, top) are used to analyze the contribution of PVs on 
transformer life for a 24-hour period. The loss of life, in percent, is shown for the cases 
with and without PV generation, and the ratio between the two is normalized and also 
shown. The histogram reveals that the normalized loss of life (bottom subplot) tends to be 
< 1, which means that transformer life is generally improved with the presence of PV 
generation and in most commonly found load configurations. Referring to the pie chart 
(Fig. 35, bottom), it is apparent that the majority of transformers are affected positively 
by PV generation, and about a third of them are not affected at all. One transformer is 
affected negatively, due to an uncommonly found combination of light loading and the 
presence of substantial PV assets at the transformer. 
It is befitting to consider scenarios in which the distribution transformers are 
subject to heavier loading. An increase in loading is accomplished by de-rating the 
transformers, where the per-unit current used for the thermal model is obtained as 
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where   is the de-rating factor (i.e.,     represents actual loading,     represents 2 
x loading, etc.). 
Figure 35: Impact of PVs on distribution transformer life 
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The top-oil and hot-spot temperatures, with and without PV contributions, are 
shown in Fig. 36 for the situation where transformer loading is increased by a factor of 3. 
This situation results in an accelerated aging rate due to higher hot-spot temperatures and 
also accounts for a more pronounced difference between top-oil and hot-spot 
temperatures. It is interesting to note that the sheer impact of the PVs in this case 
(conveyed in Fig. 37) is more prominent than in the previous case (Fig. 35). That is, the 
positively-affected transformers in the previous case are affected even more favorably in 
this case, whereas the far less numerous negatively-affected transformers in the previous 
case are affected more unfavorably in this case.  
Figure 36: Effect of PVs on top-oil and hot-spot temperatures during 3x loading of 
transformers 
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Figure 37: Impact of PVs on distribution transformer life during 3x loading of 
transformers 
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A similar trend is also observed in Fig. 38, where the normalized loss of life is 
compared against various degrees of transformer loading and various quantities of PV 
assets. It is apparent that as transformer loading increases, the normalized loss of life 
diverges further away from 1 (in both directions). In addition, the data points suggest that 
too much PV generation may be detrimental to transformer aging, and, rather, there exists 
an optimal PV number per transformer, which for this particular residential community 
tends to be 3 or 4. However, in the most commonly found cases in which PV systems are 
sized somewhat balanced with respect to the existing load, presence of grid-tied PV 
generation has a generally positive impact on transformer life. 
Figure 38: Loss of life as a function of transformer loading and PV quantity 
LESSONS LEARNED 
The use of recorded residential data not only elevates confidence in the results, 
but also avoids the need to develop computer models for mimicing uncorrelated 
residential load and daily PV fluctuations consistent with the city of interest. The efforts 
undertaken in this work reveal that Mueller‘s network-wide voltages, currents, and power 
flow profiles are close to what is observed by the local utility. 
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The distribution transformers at Mueller appear to be sized appropriately for 
meeting diverse EV charging levels and durations during the evening hours. Merit is 
given to the utility for their foresight to deploying 50 kVA transformers at this 
community in anticipation of high concentrations of emerging technologies. 
Most of the electrical footprint observed in this work stemmed from PVs rather 
than from EVs. This footprint was perceived as reversed power flows in transformers, 
diurnal voltage swells (> 240 V), poor power factor conditions through transformers and 
at the lateral, a reduction of voltage unbalance, and reduced lateral power demand. 
Furthermore, it is noted that the PV generation at Mueller does not leave the 
community; it is instead consumed by residents not having PVs. Presently, the utility buys 
the excess PV-generated power and sells it at the same price to other residents in the 
community. Although there is no profit in doing so, the distribution losses involved in 
buying and selling power closer to where it is needed rather than transmitting it over 
longer distances is less. 
Bidirectional power flow in networks designed for flow in one direction (from 
source to load) improves distribution efficiency, provides voltage support, and reduces 
utility-side generation demand; however, it also introduces protection and control 
complexities not present before. 
The voltage profiles at the transformers are within acceptable levels under the 
conditions studied. This result suggests that residents are not affected by the high 
concentration of PVs and EVs at this community and at this time. 
The lateral power demand significantly changed with the inclusion of PVs and 
EVs. The most appreciable change was the reduction in real (active) power demand. After 
the inclusion of PVs, the power demand reduced from ~600 kW to ~200 kW. This 
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difference accounts for power that is no longer sold by the utility; instead, it is power 
produced locally by residents. 
Local real (active) power generation results in poor power factor conditions 
experienced by the utility. It was shown that power factor can reduce to ~0.6. 
Nonetheless, reactive power demand is unchanged and its availability still the 
responsibility of the utility. That is, residences are allowed to rely on the utility to provide 
reactive power, but the utility cannot bill for this service. This has, at least, three 
implications: first, residences cannot become grid-independent unless they can overcome 
their dependence on reactive power; second, the utility must schedule generation to 
provide reactive power even though the utility cannot bill the customer for it; third, loads 
cannot be powered during grid outages—e.g., after natural disasters. 
The voltage unbalance in Mueller is well within the acceptable range; 
furthermore, PV generation was shown to re-balance line voltages by decreasing the 
unbalanced demand. It was observed that phase b carries most of the residential load and 
also most PVs and EVs. 
The impact of PV generation on distribution transformer life tends to be generally 
favorable. However, this observation is dependent on the PV-to-load ratio of distribution 
transformers in Mueller. Thus, too much PV generation may potentially be detrimental to 
transformer aging. 
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Chapter 6:  Conclusion 
This dissertation discussed the operational constraints, interconnection 
implications, and stability considerations associated with microgrids. Several key 
microgrid issues were raised, such as the operation of grid-tied inverters and the 
limitations imposed by IEEE Standard 1547. These limitations compromise frequency 
and voltage stability by constraining the operation of synchronous generators. German 
grid codes, recognized to be precedential because of their ability to aid with frequency 
and voltage support, were introduced as a contrast to US interconnection requirements.  
Furthermore, the effect of line impedances was considered, and the respective 
power flow characteristics were derived. It was shown that microgrid lines can be 
described by a variety of X/R ratios that would affect the control and flow of active and 
reactive power.  Grid stiffness was also studied, since it presents control challenges for 
grid-tied inverters due to the inverters‘ tendency to regulate the voltage at the point of 
common coupling. 
In addition to raising awareness about key microgrid issues, the research 
addressed frequency and voltage stability challenges resulting from a combination of 
limited microgrid inertia and resistive line impedances. Specifically, a methodology for 
energy storage sizing was developed to aid with primary and secondary frequency control 
as well as with voltage regulation.  
Additionally, this dissertation evaluated the impact of photovoltaic (PV) and 
electric vehicle (EV) integration on a residential community’s electrical distribution 
system. The study used a computer model together with real consumption and generation 
data obtained from the individual residences in order to assess the state of the system and 
to perform various power system analyses such as: power profile assessments of 
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residential load, PV generation, and EV charging;  transformer voltage profiles, including 
voltage sags/swells, voltage unbalance, and the effects of conservation voltage reduction; 
lateral power demand and power factor evaluation; as well as transformer net power flow, 
transformer percent utilization, and transformer loss of life. The findings from this study 
are valuable in helping to understand how neighborhoods such as Muller—where 
concentration of emerging technologies is high—would fare if retrofitted to a microgrid. 
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