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Wind energy plays an increasingly important role in the world because it is 
friendly to the environment. During the last decades, the concept of a variable-speed 
wind turbine (WT) has been receiving increasing attention due to the fact that it is 
more controllable and efficient, and has good power quality. As the demand of 
controllability of variable speed WTs increases, it is therefore important and necessary 
to investigate the modeling for wind turbine-generator systems (WTGS) that are 
capable of accurately simulating the behavior of each component in the WTGS. 
Therefore, this thesis will provide detailed models of a grid-connected wind turbine 
system equipped with a doubly-fed induction generator (DFIG), which includes the 
aerodynamic models of the wind turbine, the models of the mechanical transmission 
system, the DFIG models and the three-phase two-level PWM voltage source 
converter models.  
In order to obtain satisfying output power from the WTGS, control strategies 
are also necessary to be developed based on the previously obtained WTGS models. 
These control schemes include the grid-side converter control, the generator-side 
converter control, the maximum power point tracking control and the pitch angle 
control. The grid-side converter controller is used to keep the DC-link voltage 
constant and yield a unity power factor looking into the WTGS from the grid-side. 
The generator-side converter controller has the ability of regulating the torque, active 
power and reactive power. The maximum power point tracking control is used to 
provide the reference values for the active power at the stator terminals. The pitch 
angle control scheme is used to regulate the pitch angle and thus keep the output 
power at rated value even when the wind speed experiences gusts. 
Various studies in the literature have reported that two-level converters have 
several disadvantages compared with three-level converters. Among the 
disadvantages are high switching losses, high dv/dt, and high total harmonic distortion 
(THD). Hence, the models and field oriented control schemes for three-level 
neutral-point-clamped (NPC) converters are also investigated and applied to a WTGS. 
Besides, an advanced modulation technology, namely, space vector PWM (SVPWM), 
is also investigated and compared to traditional sinusoidal PWM in a WTGS. 
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Chapter 1 
Introduction 
1.1 Background  
In recent years, the environmental pollution has become a major concern in 
people daily life and a possible energy crisis has led people to develop new 
technologies for generating clean and renewable energy. Wind power along with solar 
energy, hydropower and tidal energy are possible solutions for an 
environmentally-friendly energy production. Among these renewable energy sources, 
wind power has the fastest growing speed (approximately 20% annually) in the power 
industry [1].  
With the concern of environmental pollution, wind power is being established 
in many countries by way of government-level policy. It is reported that by 2020, 
Europe will achieve 20% of power consumed in there supplying by large-scale 
offshore wind farms. Besides, Europe is now planning for enlarging the capacity of 
the large-scale offshore wind farms to more than 30 GW power by 2015 [2]. Besides 
Europe, other countries such as China and USA also have promising offshore wind 
power resources and similar plans for wind farm installation.   
In the past decades, wind power generation has experienced a very fast 
development. Therefore, in this thesis, the focus is put on the wind power generation 
as it is said to encounter large integration obstacles and possible solutions in the near 
future.  
1.1.1 Components of a Wind Turbine-Generator System 
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The major components of a wind turbine-generator system are shown in 
Figure.1. The wind turbine (WT) is composed of three blades, the rotor hub and the 
nacelle located immediately behind the rotor hub which houses the gearbox, generator 
and other components.  
 
Figure 1.1 Components of a wind turbine-generator system [3] 
 
The drive train system consists of three blades, a low-speed shaft, a gearbox, a 
high-speed shaft and a generator. The low-speed shaft connects the low-speed shaft to 
a two or three-stage gearbox, followed by a high-speed shaft connected to the 
generator [3]. The process of how the wind turbine system generates electrical power 
will be briefly summarized as follows: 1) the wind strikes the wind turbine blades, 
causes them to spin and further makes the low-speed shaft rotate, 2) the rotating 
low-speed shaft transfers the kinetic energy to the gearbox, which has the function of 
stepping up the rotational speed and rotating the high-speed shaft, 3) the high-speed 
shaft causes the generator to spin at high speed which is close to the rated speed of the 
generator, 4) the rotating generator converts the mechanical power to electrical power. 
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Usually, the output voltages of the generator are low, and hence there will be the need 
for a transformer to step up the generator output voltage for the purpose of directly 
connecting to the grid. 
Based on the wind direction, the yaw system will rotate the nacelle to make 
the wind turbine face into the wind. An emergency mechanical brake is equipped at 
the high-speed shaft to protect the drive train system from the mechanical stress when 
experiencing wind gusts [4]. 
In addition, there are extensive on-board controllers that can change the pitch 
angle of the rotor blades, and regulate the yaw system and drive train system as well 
as power control components. Besides, these on-board controllers can brake the rotor 
in possible runaway situations, such as high wind speeds and power-grid outages [3]. 
Other components of a wind turbine-generator system are wind vane, cooling 
fan and different sensors. These sensors include the anemometer, speed or position 
sensors as well as voltage and current sensors. The wind vane is used to measure the 
wind directions and then decide the operation of the yaw control system. Electric 
cooling fans are used to cool the gearbox, generator, power converters and the 
on-board controllers. The anemometer is used to measure the wind speed for tracking 
the maximum power or protection purposes. For example, when the wind speed 
experiences gusts, the wind speed signal sensed by the anemometer will be sent to the 
on-board controllers, which will make the wind turbine shut down through the brake 
for safety considerations. Other sensors such as speed sensors and current sensors in 
wind turbine systems are used for control purposes, and should be specified according 
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to the control schemes.  
1.1.2 Wind Turbine Concepts 
Generally speaking, wind power generation uses either fixed speed or variable 
speed turbines which can be categorized into four major types. The main differences 
between these wind turbine types are the ways how the aerodynamic efficiency of the 
rotor would be limited for different wind speed conditions. These four types are 
briefly described below [5]: 
1. Fixed Speed Wind Turbines (WT Type A)  
This type of wind turbine uses an asynchronous squirrel-cage induction 
generator (SCIG) directly connected to the grid via a transformer. The 
so-called “fix speed WT” comes from the fact that the rotational speed of the 
wind turbine cannot be automatically regulated and will only vary with the 
wind speed. This type of wind turbine needs a switch to prevent motoring 
operation during low wind speeds, and also suffers a major drawback of 
reactive power consumption since there is no reactive power control. Besides, 
this type of wind turbine transfers the wind fluctuations to mechanical 
fluctuations and further converts these into electrical power fluctuations due to 
the fact that there are no speed or torque control loops. These electrical power 
fluctuations can lead to an impact at the point of connection in the case of a 
weak grid. 
2. Partial Variable Speed Wind Turbine with Variable Rotor Resistance (WT Type 
B) 
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This type of wind turbine uses a wound rotor induction generator (WRIG) 
directly connected to the grid. The rotor phase windings of the generator are 
connected in series with controlled resistances. In this way, the total rotor 
resistances can be regulated, and thus the slip and the output power can be 
controlled. Due to the limitation of the serial resistance sizes, the variable 
speed range is usually small, typically 0-10% above synchronous speed [5].  
3. Variable Speed Wind Turbine with Partial-Scale Power Converter (WT Type 
C) 
This configuration, known as the doubly-fed induction generator (DFIG) 
concept, uses a variable speed controlled wind turbine. The stator phase 
windings of the doubly-fed induction generator are directly connected to the 
grid, while the rotor phase windings are connected to a back-to-back converter 
via slip rings. The power converters could control the rotor frequency and thus 
the rotor speed. Here, the speed range for the DFIG is around ±30% of the 
synchronous speed. The power rating of the power converters is typically rated 
±30% around the rated power since the rotor of the DFIG would only deal 
with slip power. The smaller rating of the power converters makes this concept 
attractive from an economical point of view. Besides, this type of wind turbine 
can also achieve the desired reactive power compensation. 
4. Variable Speed Wind Turbine with Full-Scale Power Converter (WT Type D) 
This configuration usually uses a permanent magnet synchronous generator 
(PMSG) and a full-scale power converter. The stator phase windings are 
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connected to the grid through a full-scale power converter. Some of this type 
of wind turbines adopt a gearless concept, which means that instead of 
connecting a gearbox to the generator, a direct driven multi-pole generator is 
used without a gearbox.  
The first two types of wind turbines have many disadvantages. Examples of 
these disadvantages are: 1) they do not support any speed control, 2) they do not have 
reactive compensation, 3) they require a stiff grid, 4) their mechanical construction 
must be able to support high mechanical stress caused by wind gusts, and so on. 
Therefore, this thesis does not show any detailed work about these considerations. 
The advantages and disadvantages of type C and type D wind turbine systems are 
summarized next. 
Advantages of the DFIG-based wind turbine-generator system: 
 It has the ability of decoupling the control of the active and reactive 
power by controlling the rotor terminal voltages. Hence, the power 
factor control can be implemented in this system. 
 The DFIG is usually a wound rotor induction generator, which is 
simple in construction and cheaper than a PMSG.  
 In a DFIG-based wind turbine-generator system, the power rating of 
the power converters is typically rated ±30% around the rated power, 
and this characteristic leads to many merits, such as, reduced converter 
cost, reduced filter volume and cost, less switching losses, less 
harmonic injections into the connected grid, and improved overall 
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efficiency (approx. 2-3% more than full-scale frequency converter) if 
only the generator and power converters are considered [6].  
Disadvantages of the DFIG-based wind turbine-generator system [4]: 
 Needs slip-rings and gearbox, which will require frequent 
maintenance. 
 Has limited fault ride through capability and needs protection schemes 
 Has complex control schemes 
Advantages of the PMSG-based wind turbine-generator system [7]: 
 The PMSG can achieve full speed regulation.  
 The PMSG makes it possible to avoid a gearbox, therefore, there are 
no mechanical stress issues when experiencing wind gusts. 
 The PMSG does not need the slip-rings and brushes, hence, less 
maintenance will be needed. Therefore, a PMSG-based wind turbine 
will be more stable than a DFIG-based one. 
 The PMSG can also achieve active power and reactive power control. 
The control schemes are relatively simple and easy to implement. 
Disadvantages of the PMSG-based wind turbine-generator system [7] [8]: 
 The power converters of a PMSG-based wind turbine-generator system 
have a full-scale power rating, which means that the power converters 
will cause high losses, generate high harmonic components, and have 
high cost. 
 The PMSG is usually a multi-polar generator, which is relatively large 
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and heavy, and causes inconvenience for the installation.  
 The PMSG naturally needs permanent magnets, which will increase 
the cost for this wind turbine concept considering the current market.  
 The permanent magnets run the risk of demagnetization at high 
temperature. 
Nowadays, DFIGs are most commonly used in the wind turbine industry for 
large wind turbines. Considering these merits of the DFIG-based wind 
turbine-generator systems, this thesis will only focus on DFIGs and then provide 
some detailed work about the modeling and control schemes of such wind 
turbine-generator systems. 
1.1.3 Operating Regions of a Wind Turbine-Generator System 
The wind turbine always operates with different dynamics, from minimum 
wind speed to maximum wind speed, and the operating regions of the wind turbine 
can be illustrated by their power curve shown as in Figure 1.2. Three wind speeds and 
two operation modes are shown in this power curve, and their definitions are as given 
below [9] [10]: 
 Cut-in speed: The cut-in speed is the minimum wind speed at which 
the wind turbine will generate usable power. This wind speed is 
typically between 3.13 and 4.47 m/sec for most turbines. 
 Rated speed: The rated speed is the minimum wind speed at which the 
wind turbine will generate its designated rated power. At wind speeds 
between the cut-in speed and the rated speed, the wind turbine will 
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operate at the “maximum power point tracking (MPPT) mode”, and the 
output power of a wind turbine will increase as the wind speed 
increases.  
 Cut-out speed: At very high wind speeds, typically between 22 and 45 
m/sec, most wind turbines cease power generation and are shut down 
for protection purposes. The wind speed at which shut down operation 
occurs is called the cut-out speed. When the wind turbine experiences 
high wind speed, the mechanical part of the wind turbine may be 
damaged, and hence having a cut-out speed is a safety consideration. 
When the wind speed drops back to a safety level, the wind turbine 
operation usually resumes. 
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Figure 1.2 Power verse wind speed curve 
 
In the MPPT operation mode, the speed of the turbine is adjusted in such a 
way that the wind turbine can capture the maximum power based on the given wind 
speed. However, this operation has the drawback of generating fluctuated power due 
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to the variations in wind speed. At the rated wind speed point, the controller attempts 
to maintain the generator speed at its rated speed (typically around 15-20 percent 
above synchronous speed), and the output power at its rated power. This maximum 
power tracking regulation is mainly achieved by means of the generator-side 
converter control. 
In the blade pitch control operation mode, if the wind speed exceeds its rated 
value, it would be detrimental for the wind turbine to operate at such high wind speed. 
Hence, the generator speed must be limited by reducing the aerodynamic torque. This 
can be done through regulating the pitch angle of the blades, so that the aerodynamic 
conversion efficiency is reduced, and thus less mechanical torque acts on the 
generator, and finally the speed can be maintained at a constant level. 
1.2 Literature review 
In this section, a detailed literature review describing doubly-fed induction 
generator (DFIG)-based wind turbine-generator systems will be presented. More 
specifically, the related previous studies and researches on the modeling, the control 
strategies, and the state of the art converter topologies applied in DFIG-based wind 
turbine-generator systems will be presented. 
1.2.1 Modeling of a Wind Turbine-Generator System 
As mentioned in last section, the modeling of a wind turbine-generator system 
consists of the aerodynamic modeling, the drive train system modeling, the DFIG 
modeling, and the power converter modeling, see Figure 1.1. Hence, this part of the 
study will only focus on the modeling of such system. 
11 
 
 
 Aerodynamic modeling 
In [11], Tao sun deduced the maximum energy that a wind turbine system can 
extract from the air system under ideal conditions. In [12], the authors derived the 
relationship between the mechanical power input and the wind speed passing through 
a turbine rotor plane, which can be expressed by the power coefficient of the turbine. 
There are three most commonly used methods to simulate the power coefficient which 
is provided by the wind turbine manufacturer. The first two methods are given in 
references [11], [13] and [14]. The third method is the lookup table method, and given 
in references [10] and [15]. There are two other methods to approximate the power 
efficiency curve, but they are not commonly used. Interested readers can find them in 
[16-17]. 
 Drive train modeling 
For the drive train system modeling, the work in reference [18] elaborately 
explained the reduced mass conversion method and compared a six-mass model with 
reduced mass models for transient stability analysis. In [19], Stavros A. 
Papathanassiou used a six-mass drive train model to analyze the transient processes 
during faults and other disturbances. In [20], three different drive train models and 
different power electronic converter topologies were considered to study the harmonic 
assessment. Reference [21] compared the transient stabilities of a three-mass model, a 
two-mass model, and a one-mass model. In addition, the effects of different bending 
flexibilities, blade and hub inertias on the transient stabilities of large wind turbines 
were also analyzed. In [22], a three-mass model, which took into account the shaft 
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flexibility and blade flexibility in the structural dynamics, was developed and then 
used to derive a two-mass model. In [18] and [23], the authors concluded that a 
two-mass drive train model was sufficient for transient stability analysis of wind 
turbine-generator systems. Besides, the two-mass model is widely used in references 
[24-29]. Other references, such as [14, 30-33] focused their study on the generator 
control and modeling, where the drive train system was simply expressed by single 
mass models.  
 DFIG modeling 
The doubly-fed induction machines can be categorized into four types. These 
types are: the standard doubly-fed induction machine, the cascaded doubly-fed 
induction machine, the single-frame cascaded doubly-fed induction machine and the 
brushless doubly-fed induction machine [34]. However, only the standard type and 
brushless type of doubly-fed induction machines have been applied in wind 
turbine-generator systems. In reference [35], the authors developed the brushless 
doubly-fed induction generator by employing two cascaded induction machines to 
eliminate the brushes and copper rings, and used a closed-loop stator flux oriented 
control scheme to achieve active and reactive power control. In [36], Yongchang 
Zhang proposed a direct power control (DPC) strategy for cascaded brushless 
doubly-fed induction generators which featured quick dynamic responses and 
excellent steady state performances.  
The doubly-fed induction generator model can be expressed in the stationary 
stator reference frame, the reference frame rotating at rotor speed and the 
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synchronously rotating reference frame. In [31] and [37], the authors adopted the 
synchronously rotating reference frame in order to simplify the controller design 
because of the fact that all the currents and voltages expressed under this reference 
frame will be of a dc nature. While, in [38], both stator and rotor variables were 
referred to their corresponding natural reference frames, and the machine model 
expressed in such reference frame is called the “Quadrature-Phase Slip-Ring” model.  
The DFIG model can usually be expressed by reduced order models, which 
can yield a third order model by neglecting the derivative terms of the stator flux and 
first order model by neglecting both the derivative terms of the stator flux and rotor 
flux [39]. But in [37], the authors proposed an enhanced third order model which 
considered the dc-components of the stator currents, and gave a comparison between 
a full order model and the proposed model for wind ramp conditions. Alvaro Luna, in 
[40], deduced a new reduced third order model by ignoring the stator resistances and 
inductances through applying the Laplace transformation, and compared the proposed 
model with a full order model for transient analysis.  
There are many references which made the comparison between the full order 
model and reduced order models [41-43]. In [44], the authors even considered the 
saturated conditions, and made a detailed comparison among these unsaturated and 
saturated full order models and reduced order models. Pablo Ledesma, in [45], 
compared a third order model with a full order model in two extreme operation points 
under short-circuit fault conditions. These points are sub-synchronous speed and 
super-synchronous speed, respectively. As known, the difference between the model 
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of a squirrel-cage induction generator and a doubly-fed induction generator is the 
rotor input. Hence, the simplified models of squirrel-cage induction generators may 
be helpful for understanding the reduced order models of DFIGs. Interested readers 
can find them in [46] and [47]. 
 Power converter modeling 
The traditional power converter used in wind turbine-generator systems is a 
back-to-back two-level PWM converter. The three-phase voltage source PWM 
converter model can be expressed in the ABC reference frame and the DQO 
synchronous reference frame which is deduced for control purposes. The 
mathematical model based on space vectors expressed in the ABC reference frame 
was derived in [48]. In [49-51], the authors showed the detailed work about the 
transformation of a PWM converter model from the ABC reference frame to the DQO 
synchronous reference frame. For wind turbine applications, some researchers 
simplified the power converter model by employing an equivalent ac voltage source 
that generates the fundamental frequency [32]. In [52], José R. Rodríguez gave the 
detailed description for the working principles, control strategies, and made 
comparisons for three-phase voltage source and current source PWM converters.  
1.2.2 Control Strategies for a Wind Turbine-Generator System 
The control schemes for a wind turbine-generator system include the pitch 
angle control, maximum power point tracking control, and the DFIG control. The 
traditional control techniques and advanced control techniques for wind 
turbine-generator systems are reviewed in this section. 
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1. Pitch angle control 
The pitch angle control is a mechanical method of controlling the blade angle 
of the wind turbine when the captured wind power exceeds its rated value or wind 
speed exceeds its rated value. In this way, pitch angle control is enabled to limit the 
maximum output power to be equal to the rated power, and thus protect the generator 
when the wind speed experiences gusts. The pitch angle controller is only activated at 
high wind speeds.  
There are numerous pitch angle regulation techniques described in the 
literatures [53-59]. The conventional pitch angle control usually uses PI controllers 
[53-55]. However, several advanced pitch control strategies were proposed. A new 
approach for the pitch angle control, which worked well for unstable and noisy 
circumstance, was presented in [56]. Besides, a fuzzy logic pitch angle controller was 
developed in [57], which did not need much knowledge about the system. 
Furthermore, a pitch angle controller using a generalized predictive control was 
presented in [58], whose strategy was based on the average wind speed and the 
standard deviation of the wind speed. Another pitch control scheme was proposed in 
[59], in which a self-tuning regulator adaptive controller that incorporated a hybrid 
controller of a linear quadratic Gaussian neuro-controller and a linear parameter 
estimator, was developed for the pitch angle control. In [60], the authors only applied 
a fuzzy logic pitch angle controller in a wind turbine-generator system to achieve the 
maximum power point tracking control and power control. 
2. Maximum power point tracking control 
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In order to achieve the maximum power point tracking (MPPT) control, some 
control schemes have been presented. The maximum power point tracking control can 
be mainly divided into two types. They are the conventional control schemes and 
intelligent control schemes.  
 Conventional control schemes 
The conventional control schemes can also be divided into current mode 
control and speed mode control, which depends on the setting of reference values. 
The reference values are the active power and electromagnetic torque for current 
mode control [61-63], and the rotational speed for the speed mode control [64-65]. In 
[66], the author compared these two control strategies for dynamic transient analysis, 
and concluded that the current mode control has slow response with simple 
construction, while the speed mode control has fast response with complex 
construction. The discussions and limitations of these two control schemes were 
presented in [67].  
In fact, the wind speeds in above conventional control schemes need to be 
exactly measured. However, the anemometer cannot precisely measure the wind 
speed because of the flow distortion, complex terrain and tower shadow influence 
[68]. Hence, some studies on maximum wind energy tracking without wind velocity 
measurement had been developed in [24], [69] and [70].  
 Intelligent control 
The intelligent control strategies usually apply the hill-climbing control and 
the fuzzy logic control to the maximum power point tracking control. The traditional 
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hill-climbing control uses a fixed-step speed disturbance optimal control method to 
determine the speed, perturbation size and direction according to the changes in the 
power before and after sampling [71]. However, this control method is usually slow in 
speed because the step disturbance is fixed. Therefore, some improved hill-climbing 
control methods were proposed. For example, a method of using variable-step wind 
energy perturbation method to control the captured wind power was analyzed in [67]. 
Another advanced hill-climbing searching method with an on-line training process, 
which can search for the maximum wind turbine power at variable wind speeds, even 
without the need for knowledge of wind turbine characteristics, wind speed and 
turbine rotor speed, was developed in [72]. 
Fuzzy logic control based MPPT strategies have the advantages of having 
robust speed control against wind gusts and turbine oscillatory torque, having superior 
dynamic and steady performances, and being independent of the turbine parameters 
and air density, see [68] and [73].  
 Other control strategies 
In [74], the authors presented a novel adaptive MPPT control scheme in which 
the wind speed was estimated by the output power and the efficiency of the generator, 
and the maximum efficiency was estimated by the maximum tip-speed ratio tracker. A 
novel MPPT strategy that was based on directly adjusting the dc/dc converter duty 
cycle according to the results of comparisons between successively monitored wind 
turbine output powers was proposed in [75], in which there was no requirement for 
the knowledge of wind turbine characteristic and measurements of the wind speed. 
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3. DFIG control 
Control of the DFIGs is more complicated than the control of a squirrel-cage 
induction generator, because the DFIGs can operate at sub-synchronous speed and 
super-synchronous speed by regulating the rotor terminal voltages. Through the years, 
many researchers have presented various types of DFIG control strategies, such as 
field oriented control, direct torque/power control, predictive control, sensorless 
control and nonlinear control. 
 Field oriented control 
Field oriented control (FOC) or vector control is commonly used in 
doubly-fed induction generator controls due to its ability of controlling the motor 
speed more efficiently, and the low economic cost to build an FOC system. Field 
oriented control also provides the ability of separately controlling the active and 
reactive power of the generator. Currently, there are mainly two types of field oriented 
control in DFIGs, which are stator voltage oriented control and stator flux oriented 
control, respectively. The stator flux oriented control is widely used in the DFIG 
control designs [24], [38], [65], in which the q-axis current component is used for 
active power control and the d-axis component is used for reactive power control. 
While for the stator voltage oriented control, the situation is on the contrary [76-77], 
the d-axis component is used for active power control and the q-axis current 
component is used for reactive power control. In [78], the author compared real and 
reactive power control for a DFIG-based wind turbine system using stator voltage and 
stator flux oriented control, respectively, and the simulation results illustrated same 
19 
 
 
performances. 
 Direct torque/power control 
Recently, a new technique for directly control of the induction motors’ torque 
or power was developed, which included direct torque control (DTC) and direct 
power control (DPC). Direct torque control scheme was first developed and presented 
by I. Takahashi and T. Nogouchi [79-80]. Based on the principles of DTC for 
electrical machines, direct power control for a three-phase PWM converter was 
introduced in [81].  
Direct torque control techniques do not require current regulators, coordinate 
transformations, specific modulations and current control loops [82]. Thus, direct 
torque control has the ability of directly controlling the rotor flux linkage magnitude 
and generator torque through properly selecting the inverter switching states [83]. To 
show the advantages of DTC, the comparison between the field oriented control and 
direct torque control was made in [84]. Direct torque control using space vector 
modulation technology was presented in [85]. In [86-88], the authors applied basic 
direct torque control to a doubly-fed induction generator. Direct torque control which 
was achieved without PI controller and only required the knowledge of grid voltages, 
rotor currents, and rotor position as was proposed in [82]. Z. Liu, in [89], proposed a 
novel direct torque control scheme which was developed based on the control of the 
rotor power factor. 
Direct power control has the merits of being simple, requiring fewer sensors, 
having low computational complexity, fast transient response and low machine model 
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dependency compared with direct torque control [90]. In [91], the comparison 
between field oriented control and direct power control for a PWM rectifier was 
presented, and the simulation results showed that the virtual-flux-based direct power 
control was superior to the voltage-based direct power control and field oriented 
control. Direct power control has been applied in DFIG-based wind turbine-generator 
systems in recent years [92-95]. In [93] and [94], the authors used direct power 
control in a DFIG-based wind turbine system under unbalanced grid voltage 
conditions. A new direct power control, which was based on the stator flux and only 
needed the stator resistance values of the machine parameters, was proposed in [95].  
 Other control strategies 
In recent years, increasing attention is being paid to the application of 
predictive control in the field of the DFIG-based wind turbine-generator systems 
[96-98]. Several predictive direct power control strategies were studied and compared 
for ac/dc converters in [99]. Sensorless control is usually achieved by estimating the 
rotor position, so that there is no need for the rotor position encoder. There are many 
studies worked on the sensorless control, see reference [100-102]. Moreover, direct 
torque/power control strategies can be considered as “sensorless type” control 
techniques because direct torque/power control could obtain a good dynamic control 
of the torque/power without any mechanical transducers on the machine shaft [84]. A 
nonlinear control approach, which used the nonlinear static and dynamic state 
feedback controllers with a wind speed estimator in a wind turbine-generator system, 
was proposed in [23]. 
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1.2.3 Power Converter Topologies for a Wind Turbine-Generator System 
Power electronics, being the technology of efficiently converting electric 
power, plays an important role in wind power systems. In recent years, the multi-level 
converters and matrix converters became main solutions for medium voltage drives. 
In this section, the application of multi-level converters and matrix converters in wind 
turbine-generator systems is reviewed.  
 Multi-level converters  
Compared with traditional two-level converters, multi-level converters have 
many advantages, such as, more sinusoidal output voltage waveforms, lower total 
harmonic distortion (THD), reduced filter size and cost, reduced switching losses in 
the IGBTs, lower dv/dt, and so on [103-104]. This is due to the fact that the output 
voltages can be formed using more than two voltage levels [105].  
Generally speaking, multi-level converters can be classified in three categories 
[106]: neutral-point-clamped (NPC) converters, flying capacitor converters and 
cascaded H-bridge (CHB) converters. Multi-level neutral-point-clamped converters 
are most widely used in wind turbine-generator systems. In [107] and [108], 
three-level NPC converters were applied in PMSG-based wind turbine systems with 
field oriented control. In [109], the author used a three-level neutral-point-clamped 
PWM converter to drive a permanent magnet synchronous generator, in which a space 
vector modulated direct power control was applied. In [110], a new application of the 
predictive direct power control was presented for a doubly-fed induction machine 
equipping with three-level NPC converters, in which constant switching frequency 
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technology was achieved. In [111], the active and passive components of a NPC 
converter, such as insulated-gate bipolar-transistors, free-wheeling diodes, clamping 
diodes, grid filters, dc-bus capacitors, were designed for a wind turbine system 
equipped with a squirrel-cage induction generator. A comparison between traditional 
two-level converters and three-level NPC converters for a wind power system was 
made in [105] and [112]. In [113] and [114], the authors made comparisons between 
the neutral-point-clamped converters, flying capacitor converters and cascaded 
H-bridge converters for wind power generation. The application of cascaded H-bridge 
converters in wind turbine-generator systems was developed in recent years; 
interested readers can find them in [115-116]. 
 Matrix converters 
The matrix converter concept, which was first introduced by A. Alesina and M. 
G. B. Venturini [117], has become increasingly attractive for wind power applications. 
When compared with back-to-back two-level converters, matrix converters have some 
significant advantages, such as, sinusoidal input and output currents, absence of a 
DC-link capacitor, fewer IGBT switches, simple and compact power circuit, operation 
with unity power factor for any load, and regeneration capability [118-119]. 
Numerous works have been published for the application of matrix converters in wind 
turbine-generator systems. The application of a matrix converter for power control of 
a DFIG-based wind turbine system can be found in [120-121]. In [122], a wind 
turbine system, which was composed by a squirrel-cage induction generator and a 
matrix converter, was presented. For the applications of PMSG-based wind turbine 
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systems, one can easily find them in [123-124].   
1.3 Thesis contributions 
In this thesis, the development of the modeling and control of a DFIG-based 
wind turbine-generator system is carried out. First, the method of deducing reduced 
mass models of the drive train system, the way of transforming the doubly-fed 
induction generator model from the ABC reference frame to different DQO reference 
frames are reviewed, and the way of modeling a three-phase PWM rectifier is 
presented in this thesis. Moreover, the comparison of the full order model to reduced 
order models of a doubly-fed induction generator is made.  
Second, for the control of a wind turbine system, the controller for a 
three-phase two-level grid-side converter, which can achieve a unity power factor 
looking from the grid side while keeping the DC-link voltage constant, is developed. 
Then, another controller which has the ability of decoupled controlling the active 
power and reactive power of a doubly-fed induction generator is implemented. The 
simulation results show the feasibility of these controllers.  
Third, a relatively new modulation technology, which is called “space vector 
PWM” [52], is studied and then applied to a wind turbine system. The space vector 
PWM technology [52] is compared with the traditional sinusoidal PWM [105], and 
the simulation results show that the space vector PWM has lower THD and higher 
peak values of the fundamental component of the output phase voltages.  
Moreover, three-level neutral-point-clamped converters [106] are applied to a 
wind turbine system, in which the space vector PWM is implemented for three-level 
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converters. The comparison between the two-level converters and three-level 
converters is made, and the simulation results show that the three-level converters 
have more sinusoidal voltage waveform, lower THD and less harmonic components 
in the active and reactive power profiles.  
1.4 Thesis organization 
Including this introductory chapter, this thesis is organized in six chapters. In 
the second chapter, the modeling for a wind turbine-generator system is presented. 
More specifically, several methods to model the aerodynamics of a wind turbine rotor, 
the six-mass model and reduced mass models for the drive train system, the detailed 
doubly-fed induction generator models expressed in the ABC reference frame and 
various DQO reference frames, and the PWM converter models expressed in the ABC 
and the DQO synchronous reference frame are developed and analyzed. In Chapter 3, 
different control schemes for a wind turbine system are presented, which include the 
grid-side converter control, generator-side converter control, maximum power point 
tracking strategy and pitch angle control. The simulation results as well as the 
corresponding analysis and discussion of these results will be also presented in this 
chapter. In Chapter 4, a space vector PWM technology is introduced and compared 
with the traditional sinusoidal PWM for a two-level inverter. Besides, a three-level 
neutral-point-clamped converter is studied, and the corresponding space vector 
modulation is developed. The simulation results and discussion for three-level 
converters and two-level converters modulated by space vector PWM will be 
presented. In Chapter 5, the modeling and field oriented control scheme for a wind 
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turbine-generator system using three-level neutral-point-clamped converters will be 
studied, and the simulation results and discussion will be presented. Finally, in 
Chapter 6, conclusions and recommendations will be presented. 
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Chapter 2 
Modeling of a Wind Turbine-Generator System 
In wind turbine-generator systems (WTGSs), the kinetic wind energy is 
converted to electrical energy through doubly-fed induction generators (DFIGs) and 
then fed into the grid. In order to investigate the power quality issues of variable 
speed wind turbine-generator systems, such as their interaction with the grid and 
different control scheme configurations, a proper model of the grid-connected variable 
speed WTGS should be established first.  
In this chapter, a general introduction to the WTGSs is first given, in which a 
wind energy conversion system is discussed briefly. Second, several methods of 
calculating the WTGS captured power from the wind are proposed, which are the 
aerodynamic models of wind turbines. Third, a detailed six-mass drive train system 
model and several reduced mass models, such as, three-mass, two-mass and one-mass 
model, are discussed. In addition, a six-mass to reduced mass conversion method is 
introduced. Fourth, a DFIG model expressed in the ABC reference frame is developed, 
and then several DFIG models expressed in various DQO-dqo reference frames are 
deduced from the ABC model by classical DQO transformations. Moreover, the 
reduced order models are also derived based on the DFIG model expressed in a 
synchronously rotating reference frame. Finally, the mathematical models of 
three-phase PWM voltage source converters are developed in the ABC reference 
frame and DQO synchronous reference frame.  
2.1 Introduction 
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A variable speed wind turbine-generator system (WTGS) schematic is shown 
in Figure 2.1. The stator phase windings of the doubly-fed induction generator (DFIG) 
are directly connected to the grid, while the rotor phase windings are connected to a 
back-to-back converter via slip rings. The back-to-back converter consists of two 
converters, i.e., generator-side converter and grid-side converter, and a DC-link 
capacitor placed between the two converters. The main objective for the grid-side 
converter is to keep the variation of the DC-link voltage small. With control of the 
generator-side converter, it is possible to control the torque, the speed of the DFIG as 
well as its active and reactive power at the stator terminals.  
Since the back-to-back power converters could be operated in bi-directional 
mode, the DFIG could thus be operated either in sub-synchronous speed mode or 
super-synchronous speed mode. Here, the speed range for the DFIG is around ±30% 
of the synchronous speed [10]. The DFIG stator sides always feed active power to the 
grid, whereas active power is fed into or out of the rotor depending on the operating 
condition of the DFIG. In super-synchronous speed mode, the active power flows 
from the rotor via the back-to-back converter to the grid, whereas it flows in the 
opposite direction in sub-synchronous speed mode. In this thesis, the model of the 
variable speed wind turbine with a DFIG was developed in a Matlab/Simulink 
environment. 
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Figure 2.1 DFIG wind turbine scheme 
 
2.2 Aerodynamic Model 
A WTGS is a structure that transforms the kinetic energy of the incoming air 
stream into electrical energy. The conversion takes places by using two devices. The 
first one is the extraction device, which harvests the mechanical power by the wind 
stream turning the wind turbine rotor. The other one is the generator which transforms 
the rotational mechanical power to electrical power. The relationship between the 
mechanical input power and the wind speed passing through a turbine rotor plane can 
be written as follows [12]:  
2 31 ( , )
2t p
P R v C                        (2.1) 
where, tP , is the captured power of the wind turbine,  , is the air density, 
R , is the rotor blade radius, and v , is the wind speed. Here, pC , is the power 
coefficient of the turbine, which is a function of the pitch angle, β, and the tip speed 
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ratio, λ. Here, pC coefficient describes the power extraction efficiency of a wind 
turbine. 
The tip speed ratio of a wind turbine is a variable expressing the ratio between 
the peripheral tip blade speed and the wind speed, and it is expressed as tR v  . 
The pC character in a wind turbine aerodynamic model can be approximated by 
several different possible non-linear functions. The most commonly used methods are 
the following three methods. The function of the first method is given by [11] and [13], 
and written as follows: 
12.5116
0.22 0.4 5 exp ip
i
C


 
   
                
(2.2)                
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The second method is given by [14], and expressed in equation (2.3): 
18.4
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(2.3) 
where, 
1
3
1 0.03
=
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
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The third way to calculate the pC coefficient is the lookup table method [40] 
[15], and given as follows: 
 
4 4
,
0 0
, i jp i j
i j
C     
 

                          
(2.4) 
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The coefficients, ,i j , are given in the Table 2.1, where the approximation is 
only valid for 2 13  . 
Table 2.1 Coefficients ,i j  
i/j  0 1 2 3 4 
0 -4.19×10
-1
 2.18×10
-1
 -1.24×10
-2
 -1.34×10
-4
 1.15×10
-5
 
1 -6.79×10
-2
 6.04×10
-2
 -1.39×10
-2
 1.07×10
-3
 -2.39×10
-5
 
2 1.57×10
-2
 -1.1×10
-2
 2.15×10
-3
 -1.49×10
-4
 2.79×10
-6
 
3 -8.6×10
-4
 5.7×10
-4
 -1.05×10
-4
 5.99×10
-6
 -8.92×10
-8
 
4 -1.48×10
-5
 -9.48×10
-6
 1.62×10
-6
 -7.15×10
-8
 4.97×10
-10
 
 
Figure 2.2 shows the relationship between the pC  coefficient and   for 
these three methods when the pitch angle, β, equals zero. Therefore, in practice, one 
needs to choose a approximation method that is most close to the manufacture's pC  
curve. In the following chapter, the third method is chosen because all the wind turbine 
data were acquired from [15]. Besides, there are also two other methods to 
approximate the pC  curve, but they are not commonly used. Interested readers can 
find them in [16] [17].  
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Figure 2.2 Three method comparisons when pitch angle equals zero 
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2.3 Drive Train Model  
The drive train system of the WTGS can be represented either by a three-mass 
model, two-mass model, single lumped-mass model or even a six-mass model. It has 
already been reported that for precise transient analysis of WTGSs, a six-mass drive 
train model is needed. However, a six-mass drive train model increases the simulation 
time due to the complex and lengthy mathematical computation with small time-steps. 
Therefore, reduced mass models are considered to simplify the computation while 
preserving a reasonable accuracy of transient processes. This section gives an 
overview of the four above mentioned types of drive train models and elaborately 
explains the reduced mass conversion method based on [18]. 
2.3.1 Six-Mass Model  
The basic six-mass drive train model is presented in Figure. 2.3. The six-mass 
model system has six inertias [18]: three blade inertias ( 1BJ , 2BJ , and 3BJ ), hub inertia 
( HJ ), gearbox inertia ( GBJ ), and generator inertia ( GJ ). Spring constants, 1HBK , 
2HBK , 3HBK , HGBK  and GBGK , represent the elasticity between adjacent masses. The 
mutual damping between adjacent masses is expressed as 1HBd , 2HBd , 3HBd , HGBd  
and GBGd . The torque losses acting on individual masses can be expressed by the 
self-damping of these masses, 1BD , 2BD , 3BD , HD , GBD  and GD . The inputs of 
the drive train system are the generator torque, GT , and three individual aerodynamic 
torques acting on three blades, ( 1BT , 2BT and 3BT ). 
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Figure 2.3 Six-mass model scheme [18] 
The state equation of the six-mass drive train model is given in the following 
equation [19]:  
   
       
 
 
1 1 1
0 0Id
T
dt J K J D J
 
   
      
       
                        
(2.5) 
 
where,    1 2 3, , , , ,
t
B B B H GB G       and    1 2 3, , , , ,
t
B B B H GB G       , 
are the vectors of the angular positions and angular velocities of the blades, hub, 
gearbox and generator, respectively. Here,    1 2 3, , , , ,B B B H GB GJ diag J J J J J J , is 
the diagonal inertia matrix,    1 2 3, , ,0,0,
t
B B B GT T T T T , is the vector of the three 
blade torques and generator torque, while  K and  D , are the 6 6 spring constant 
matrix and damping matrix, respectively, whose expressions are given as follows 
[19]: 
 
0 0 0 0
0 0 0
0 0 0 0
3 0
0 0 0
0 0 0 0
HB HB
HB HB
HB HB
HB HB HB HGB HB HGB
HGB HGB GBG GBG
GBG GBG
K K
K K
K K
K
K K K K K K
K K K K
K K
 
 
 
 
  
     
   
 
  
        (2.6) 
and  
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 
0 0 0 0
0 0 0
0 0 0 0
3 0
0 0 0
0 0 0 0
B HB HB
B HB HB
B HB HB
HB HB HB H HGB HB HGB
HGB GB HGB GBG GBG
GBG g GBG
D d d
D d d
D d d
D
d d d D d d d
d D d d d
d D d
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  
 
  
  
      
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 
   
   (2.7)
 
where, in this model, 1 2 3HB HB HB HBK K K K   , 1 2 3HB HB HB HBd d d d   , 
and 1 2 3B B B BD D D D   . 
In the drive train system, all the data used in the state equation are needed to 
be converted to a per-unit system. Here, let us define BS  as the base power (VA), 
0  as the base electrical angular velocity (rad/s) and P as the number of poles of the 
generator. Then, the base values of the per-unit system at the high-speed side of the 
drive train system are defined as follows [125]: 
0
0.5B P

   the base mechanical speed (rad/sec) 
B
B
b
S
T

    the base torque (Nm) 
B B    the base mechanical angle (rad) 
20.5
B
B
B
S
J

 

 the base inertia (Nm/(rad/sec)) 
2
B
B
B
S
K

 

 the base stiffness coefficient (Nm/(rad/sec)) 
2
B
B B
B
S
D d

  

 the base damping coefficient (Nm/(rad/sec)) 
The above equations use a single prime to denote the high-speed side values. 
The low-speed side (turbine-side) base quantities can be calculated from the 
high-speed side (generator-side) base quantities, but the gearbox ratio, GBN , is needed 
for the calculation. The double prime denotes the low-speed side values, which are 
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given as follows: 
B B GBN                            (2.8) 
B B GBN                            (2.9) 
B GB BT N T                            (2.10) 
2
B GB BJ N J                            (2.11) 
2
B GB B BD N D d                           (2.12) 
2
B GB BK N K                           (2.13) 
2.3.2 Reduced Mass Models  
It has already been reported that for precise transient analysis of WTGSs, a 
six-mass drive train model is needed. However, the six-mass drive train model 
increases the simulation time due to the complex and lengthy mathematical 
computation with small time-steps. Therefore, reduced mass models are considered to 
simplify the computation while keeping reasonably accurate transient processes.  
In reference [18], the authors analyzed the transient stability of a WTGS using 
a six-mass, three-mass, and two-mass drive train models. The influence of different 
drive train data on the transient stability was analyzed. It has been also shown that the 
six-mass model can be transformed to a two-mass model, and this will be briefly 
explained later in this section. In [20], three different drive train models and different 
power electronic converter topologies were considered to study the harmonic 
assessment. Reference [21] compared the transient processes of a three-mass model, a 
two-mass model, and a single-mass model. In addition, the effects of different 
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bending flexibilities, blade and hub inertias on the transient stabilities of large wind 
turbines were also analyzed. In [22], a three-mass model, in which the shaft flexibility 
and blade flexibility in the structural dynamics were taken into account, was first 
developed and then used to derive a two-mass model. 
The basic three-mass model can be derived from the six-mass model by 
combining the weights of the three blades and hub together. Hence, the new turbine 
inertia will be the sum of the three blade inertias and hub inertia. The input torque will 
be the summation of the three blade torques. Besides, the new turbine self-damping 
will be the sum of the three blades self-damping and hub self-damping. The 
mutual-damping and the spring constants between the blades and hub are ignored in 
the three-mass model. The expressions of such three-mass model are accordingly 
written as follows: 
wt
wt
d
dt

                          (2.14) 
GB
GB
d
dt

                          (2.15) 
G
G
d
dt

                           (2.16) 
( ( ) ( ) )wt wt HGB wt GB HGB wt GB wt wt wt
d
T K d D J
dt

                 (2.17) 
( ( ) ( ) ( )
( ) )
HGB wt GB HGB wt GB GBG GB GGB
GB
GBG GB G GB GB
K d Kd
J
d Ddt
     
  
        

  
  (2.18) 
( ( ) ( ) )
g
GBG GB G GBG GB G G G G G
d
K d D T J
dt

                    (2.19) 
where, 
1 2 3
1 2 3
1 2 3
wt B B B H
wt B B B H
wt B B B
J J J J J
D D D D D
T T T T
    

    
   
                  (2.20) 
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The shaft system of the WTGS can also be represented by a two-mass model 
system, which is widely used in the reference [27-33]. In the two-mass model, each 
mass is used to represent the low-speed turbine and the high-speed generator, and the 
connecting resilient shaft is modeled as a spring and a damper. The three-mass system 
can be converted to a two-mass system by two ways. One way is by adding one gear 
of the gearbox to the low-speed turbine, and the other way is by adding the other gear 
of the gearbox to the high-speed generator. However, reference [18] showed that the 
gearbox and generator inertias should be added together because the spring constant 
of the low-speed side is lower than that of the high-speed side. Besides, the 
self-damping of the generator and gearbox can be simply added together, and the 
mutual-damping between the gearbox and generator is neglected in such a two-mass 
shaft model. Therefore, the deduction of the spring constant, inertial constant and the 
self-damping of the two-mass model can be written as follows [18]: 
   22
1 1 1
m GBGHGB GB
K KK N
                    (2.21) 
2m
G G GBD D D                         (2.22) 
2m
G G GBJ J J                          (2.23) 
2m HGBd d                           (2.24) 
Accordingly, the two-mass model can be written as follows: 
wt
wt
d
dt

                           (2.25) 
2
2
m
mG
G
d
dt

                          (2.26) 
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2 2
2 2( ( ) ( ) )
m mwt
wt m wt G m wt G wt wt wt
d
T K d D J
dt

                  (2.27) 
2
2 2 2 2 2
2 2( ( ) ( ) )
m
m m m m mG
m wt G m wt G G G G G
d
K d D T J
dt

                 (2.28) 
where, 2md , is the mutual damping between the hub and generator and is equal 
to HGBd , due to the fact that the mutual-damping between the gearbox and 
generator, GBGd , is neglected in the two-mass shaft model. 
From the previous discussion, it is already known that more than two-mass 
models may be more appropriate for short-time transient stability analysis during 
faults, however, in the literature, it is reported that the drive train model can be 
expressed by a two-mass model with an acceptable accuracy. The reasons of adopting 
the two-mass model are motivated by the following factors [23]: 
1) The use of a two-mass model will decrease the mathematical computation 
complexity, reduce simulation time and simplify the controller's design. 
2) The high-speed shaft rotates GBN  times more quickly than the low-speed shaft. 
Under the condition of no power losses, the low-speed shaft encounters a 
torque GBN  times greater than the high-speed shaft. Therefore, the low-speed 
shaft which encounters a higher torque, is subject to more deviation and needed 
to be taken into consideration. 
3) Many authors used a two-mass model to largely simplify the controller's 
design [27-33]. 
A simplified single-mass drive train model can be obtained by removing the 
shaft stiffness and mutual-damping from the two-mass drive train model. Hence, there 
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is only a single inertia, which is equivalent to the sum of the generator and the turbine 
inertias. This thesis focuses its study on the generator control and modeling, and the 
drive train system in the work is simply expressed by a single-mass model. The 
mathematical equation of the one-mass model is given as follows [14]: 
 
( )wt wt G wt
d
T T J
dt

                      (2.29) 
 
2.4 Doubly-fed Induction Generator (DFIG) Models 
For the purposes of better understanding and designing vector control schemes 
in a wind turbine-generator system, it is necessary to know the dynamic model of the 
machine subjected to control. A model of the electrical machine which is adequate for 
designing the control system must preferably incorporate all the important dynamic 
effects occurring during steady state and transient operations [126]. It should be valid 
for any arbitrary time variations of the voltages and currents generated by the 
converter which supplies the machine. In this section, such a model which is valid for 
any instantaneous variations of the voltages and currents, and can adequately describe 
the performance of the machine under both steady state and transient operations, will 
be developed in both the ABC reference frame and several different DQO reference 
frames. 
2.4.1 DFIG Model Expressed in the ABC Reference Frame 
For simplicity, a wound rotor induction machine is considered with 
symmetrical two poles and three-phase windings. Figure 2.4 shows the cross-sectional 
view of the machine under consideration, where the effects of slotting have been 
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neglected. 
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Figure 2.4 Cross-sectional view of a wound rotor induction machine 
 
In Figure 2.4, the stator phase windings are displaced by 120 electrical degrees 
from each other, and the rotor phase windings are also displaced by 120 electrical 
degrees from each other. The angle between the magnetic axes of stator phase winding, 
A, and rotor phase winding, a, is  . The speed of the rotor is, r d dt  , and its 
direction is also shown in Figure 2.4, in the counter-clockwise direction.   
The following assumptions are adopted for developing the ABC model [11]: 
 The stator and rotor phase windings of the DFIG are assumed symmetrically 
distributed, which means that the resistances, magnetizing and leakage 
inductances for all three phases are equal.  
 The produced magnetomotive force is sinusoidally distributed around the 
circumference of the stator of the DFIG. Therefore, no harmonic components 
will be present. 
 The air-gap is assumed constant, which means constant air-gap reluctance 
around the circumference of the mid air-gap circle. As a consequence, the 
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mutual inductances between two stator phase windings and between two rotor 
phase windings are constant. Only the mutual inductances between the stator 
phase windings and rotor phase windings vary with the angular rotor 
position, .  
 Saturation of the mutual inductances is neglected. 
 Skin effect in the stator and rotor phase winding conductors is neglected. 
When the frequency of the current increases, skin effect will firstly increase 
the reluctance of the leakage flux permeances of the DFIG, which will further 
increase the resistances and decrease the leakage inductances. 
 Core losses are neglected, and only the power losses on the stator and rotor 
phase resistances are considered. 
 Cross-saturation effect, that is, the coupling between two perpendicular axes, 
is neglected.  
Consider phase A, this phase is represented by a coil as shown in Figure 2.4. 
The terminal voltage of phase A, Av , can be expressed based on Faraday’s law as 
follows [127]: 
 A A A A
d
v r i
dt
                        (2.30) 
 
 A A A AA A AB B AC C Aa a Ab b Ac c
d
v r i L i L i L i L i L i L i
dt
              (2.31) 
 
For phases B and C, similar expressions are written as follows: 
 B B B AB A BB B BC C Ba a Bb b Bc c
d
v r i L i L i L i L i L i L i
dt
              (2.32) 
 C C C AC A BC B CC C Ca a Cb b Cc c
d
v r i L i L i L i L i L i L i
dt
              (2.33) 
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For a symmetrical condition, the stator resistances can be expressed as 
follows: 
A B C sr r r r                        (2.34) 
where, rs, is resistance of a stator phase winding. 
Similar expressions can be written for the coils representing phases, a, b and c, 
on the rotor, and given as follows: 
 a a a Aa A Ba B Ca C aa a ab b ac c
d
v r i L i L i L i L i L i L i
dt
              (2.35) 
 b b b Ab A Bb B Cb C ab a bb b bc c
d
v r i L i L i L i L i L i L i
dt
              (2.36) 
 c c c Ac A Bc B Cc C ac a bc b cc c
d
v r i L i L i L i L i L i L i
dt
              (2.37) 
Again, the rotor resistances can be expressed as follows: 
a b c rr r r r                        (2.38) 
where, rr, is resistance of a rotor phase winding. 
From the geometries shown in Figure 2.4, the inductance coefficients, LAA, 
LBB and LCC, are equal since the flux path for three phase windings, A, B and C, are 
identical. Also, these inductances are independent of the rotor position,  . Hence, 
LAA, LBB and LCC, can be expressed as follows: 
AA BB CC ssL L L L                       (2.39) 
where, Lss, is the self-inductance of a stator phase winding. 
Similarity, it can be seen from Figure 2.4 that the inductances, LAB, LBC and 
LAC, are equal in magnitude, and that they are independent of the rotor position,  . 
Hence, these inductances can be expressed as follows: 
AB BC AC smL L L L                       (2.40) 
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where, Lsm, is the mutual inductance between any two stator phase windings. 
Similarly, for the rotor inductance coefficients, Laa, Lbb, Lcc, Lab, Lbc and Lac, 
can be deduced that they are all independent of the rotor position,  , hence,  
aa bb cc rrL L L L                       (2.41) 
ab bc ac rmL L L L                       (2.42) 
where, Lrr, is the self-inductance of a rotor phase winding, and Lrm, is the 
mutual inductance between any two rotor phase windings. 
All other coefficients of inductance are dependent on the angular position of 
the rotor phase windings with respect to the stator phase windings. From the 
geometries shown in Figure 2.4, it can be easily deduced that all these coefficients 
vary correspondingly with the rotor angular position,  , with phase differences. The 
expressions for these inductances are written as follows: 
 cosAa Bb Cc srmL L L L                      (2.43) 
 2cos 3Ab Bc Ca srmL L L L                   (2.44) 
 4cos 3Ac Ba Cb srmL L L L                   (2.45) 
where, Lsrm, is the maximum mutual-inductance between the stator phase 
windings and rotor phase windings, and  , is the angle between the a-axis on the 
rotor and the A-axis on the stator, which is equal to  0
0
t
r t dt     .      
From equation (2.31), it can be seen that the phase variable flux linkages 
contain six flux linkage terms, a self-flux linkage component produced by one stator 
current in the stator winding, two mutual stator flux linkage components due to the 
other two stator currents and three stator to rotor mutual flux linkage components, 
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which are due to the three rotor currents. 
Therefore, by substituting all the inductance and resistance expressions into 
the stator and rotor voltage equations, the model for a wound rotor induction machine 
expressed in the ABC reference frame can be written as follows: 
 
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
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ss sm sm
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v ir
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L L L
L L L
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d
dt
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    

     
     
     
4 2cos cos cos
3 3
2 4cos cos cos
3 3
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2 4cos cos cos
3 3
4 2cos cos cos
3 3
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A
srm srm srm B
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srm srm srm
a
rr rm rm
b
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c
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L L L
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L L L
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L L L
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  
      
  
    
  
  
  
  
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 



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




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 (2.46) 
 
From equation (2.46), it can be seen that the inductance matrix in this model is 
rotor position dependent and hence time dependent, which means that the inductance 
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matrix needs to be calculated at each time step, and thus this increases the 
computation time. Therefore, the induction machine model expressed in various DQO 
reference frames will be chosen because of the advantages of simplicity of 
formulation, fast simulation time and ease of implementation.  
2.4.2 DFIG Model Expressed in a DQO-dqo Reference Frame Fixed on the 
Rotor 
A dynamic model is set up in the form of the DQO reference frame rotating at 
rotor speed type of representation. Thereby, the complexity of the inductance matrix 
in the ABC model, where the inductances vary with the rotor position or time, is 
avoided. 
From equation (2.46), the induction machine model can also be written in an 
abbreviated matrix format, and given as follows: 
 ABC ss ABC ABC
d
V R I
dt
                     (2.47) 
 abc rr abc abc
d
V R I
dt
                      (2.48) 
where, 
ABC ss ABC sr abcL I L I                      (2.49) 
t
abc sr ABC rr abcL I L I                      (2.50) 
Here, ABCV , is the stator voltage vector, abcV , is the rotor voltage vector, ABCI , 
is the stator current vector, and abcI , is the rotor current vector. Here, ABC , is the 
stator flux linkage vector, abc , is the rotor flux linkage vector, ssR , is the stator 
resistance matrix, and rrR , is the rotor resistance matrix. Here also, ssL , is the stator 
self and mutual inductance matrix, rrL , is the rotor self and mutual inductance matrix, 
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while srL  is the mutual inductance matrix between stator and rotor phase windings. 
Choosing a transformation for the stator, sT , such that:  
DQO s ABCI T I                        (2.51) 
DQO s ABCV T V                       (2.52) 
DQO s ABCT                         (2.53) 
and choosing a transformation for the rotor, rT , such that:  
dqo r abcI T I                        (2.54) 
dqo r abcV T V                        (2.55) 
dqo r abcT                         (2.56) 
where, the transformation matrices, sT  and rT , must be nonsingular matrices, 
and by substituting equations (2.51) through (2.56) into equations (2.47) through (2.50), 
one can easily deduce the following equation, which is the transformed DQO model 
expressed in an arbitrary DQO-dqo reference frame. Detailed deduction will not be 
shown here. 
1
1
1 1 1 1
1 1 1
0
0
( ) ( )
( ) ( )
DQO DQOs ss s
dqo dqor rr r
DQOs ss s s sr r s ss s s sr r
t t
dqor sr s r rr r r sr s r r
V IT R T
V IT R T
IT L T T L T T L T T L Td
Idt T L T T L T T L T T L


   
  
    
     
        
    
    
       
1
DQO
dqor r
I
IT 
  
  
        
(2.57) 
For the wound rotor induction machine model expressed in a DQO-dqo 
reference frame fixed on the rotor, one needs to consider the schematic in Figure (2.5) 
to deduce the transformation matrices, sroT and rroT . Here, sroT , is the stator 
transformation matrix, and rroT , is the rotor transformation matrix for the reference 
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frame fixed on the rotor. 
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Figure 2.5 Schematic diagram of the ABC to DQO-dqo reference frame fixed on the rotor 
transformation 
 
From Figure 2.5, one can easily deduce the stator and rotor transformation 
matrices by projecting the stator and rotor variables on the D and Q axes fixed on the 
rotor. The transformation matrices, sroT  and rroT , are written as follows:  
     
     
2 4cos cos cos
3 3
2 2 4sin sin sin
3 33
1 1 1
2 2 2
sroT
   
   
  
 
 
      
 
 
              
(2.58) 
 
1 11
2 2
2 3 30
2 23
1 1 1
2 2 2
rroT
  
 
 
  
 
 
                         
(2.59) 
Substituting equations (2.58) and (2.59) into equation (2.57), the induction 
motor model expressed in a DQO-dqo abbreviated matrix format can be written as 
follows:  
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(2.60) 
Therefore, the wound rotor induction machine model expressed in the 
DQO-dqo reference frame fixed on the rotor can be derived, and written as follows:  
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   (2.61) 
48 
 
 
2.4.3 DFIG Model Expressed in a DQO-dqo Stationary Stator Reference 
Frame  
Instead of fixing the D-axis on the rotor, the induction machine model 
expressed in a stationary stator reference frame with the D-axis fixed on the stator. 
Now, considering the schematic diagram of the ABC to DQO-dqo stationary reference 
frame, shown in Figure 2.6.  
 
Figure 2.6 Schematic diagram of the ABC to DQO-dqo stationary reference frame transformation 
 
One can deduce the stator and rotor transformation matrices, sstT  and rstT , for 
the stationary stator reference frame. This is done by projecting the stator and rotor 
variables on the D and Q axes fixed on the stator, and the transformation matrices, sstT  
and rstT , are accordingly given as follows:  
1 11
2 2
2 3 30
2 23
1 1 1
2 2 2
sstT
  
 
 
  
 
 
                            
(2.62) 
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     
     
2 4cos cos cos
3 3
2 2 4sin sin sin
3 33
1 1 1
2 2 2
rstT
   
   
  
 
 
   
 
 
                   
(2.63) 
Substituting from equations (2.62) and (2.63) into the above equation (2.57), 
the induction motor model expressed in a DQO-dqo abbreviated matrix format can be 
written as follows:  
1
1
1 1 1
1 1
0
0
( ) ( )
( ) ( )
DQO DQOsst ss sst
dqo dqorst rr rst
DQOsst ss sst sst sr rst sst ss sst s
t
dqorst sr sst rst rr rst
V IT R T
V IT R T
IT L T T L T T L T Td
Idt T L T T L T


  
 
    
     
        
    
    
       
1
1 1
DQOst sr rst
t
dqorst sr sst rst rr rst
IL T
IT L T T L T

 
  
  
       
(2.64) 
Therefore, the induction motor model expressed in the stationary stator 
reference frame can be deduced, and written as follows: 
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0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
3
0 0 0 0
2
0 0
Dst Dsts
Qst Qsts
Ost Osts
dst dstr
qst qstr
ost ostr
ss sm srm
ss sm
v ir
v ir
v ir
v ir
v ir
v ir
L L L
L L
    
    
    
    
    
    
    
    
    
    
    



3
0 0
2
0 0 2 0 0 0
3
0 0 0 0
2
3
0 0 0 0
2
0 0 0 0 0 2
Dst
srm
Qst
ss sm Ost
dst
srm rr rm
qst
ost
srm rr rm
rr rm
i
L
i
L L i
i
L L L
i
iL L L
L L
 
 
   
   
   
   
   
   
   
   
   
   
   
 
  
 
 
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
3
0 0 0 ( ) 0
2
3
0 0 ( ) 0 0
2
0 0 0 0 0 0
Dst
Qst
Ost
r
srm rr rm
dst
qst
srm rr rm
ost
i
i
i
L L L
i
i
L L L
i

 
   
   
   
   
   
    
   
   
        
  
  
    (2.65) 
 
2.4.4 DFIG Model Expressed in a DQO-dqo Synchronously Rotating 
Reference Frame 
The DFIG model expressed in a synchronously rotating reference frame has 
the advantage that the time varying variables of the three-phase system, such as stator 
currents and voltages, rotor currents and voltages, become constants. This feature will 
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be very useful in formulating and implementing any digital control systems. In this 
thesis, for control purposes, the DFIG model expressed in a synchronously rotating 
reference frame will be chosen, and the deduction of the develop torque, active power 
and reactive power expressed in a synchronously rotating reference frame will be 
given later in this section. 
Instead of fixing the D-axis on the rotor or on the stator, the D-axis in the 
induction machine model expressed in a synchronously rotating reference frame will 
rotate at synchronous speed. Consider the schematic diagram of the ABC to DQO-dqo 
synchronously rotating reference frame transformation, which is shown in Figure 2.7. 

Q-axis 
(Synchronously 
Rotating )
A-axis
B-axis
C-axis
b-axis
c-axis
a-axis
D-axis 
(Synchronously 
Rotating )
s
s 
r
 
Figure 2.7 Schematic diagram of the ABC to DQO-dqo synchronously rotating reference frame 
transformation 
 
Here, s , is the angle between the stator A-axis and the synchronously 
rotating D-axis, and is equal to  0
0
t
s s s t dt     , or 0s s st    , for a fixed 
operation angular speed/frequency. 
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where, s , is the synchronous speed. 
By using the same logic and steps of DQO-dqo models developed as in the two 
previous cases, the stator and rotor transformation matrices, sT  and rT , can be 
deduced and given as follows. 
     
     
2 4cos cos cos
3 3
2 2 4sin sin sin
3 33
1 1 1
2 2 2
s s s
s s s sT
   
   
  
 
 
      
 
 
             
(2.66) 
       
       
2 4cos cos cos
3 3
2 2 4sin sin sin
3 33
1 1 1
2 2 2
s s s
r s s sT
      
      
     
 
 
         
 
 
     
(2.67) 
Substituting the equations (2.66) and (2.67) into the above equation (2.57), the 
induction motor model expressed in the synchronously rotating reference frame can 
be deduced, and written as follows: 
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0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
3
0 0 0 0
2
3
0 0 0 0
2
0 0 2 0 0 0
D Ds
Q Qs
O Os
d dr
q qr
o or
ss sm srm
ss sm srm
ss sm
v ir
v ir
v ir
v ir
v ir
v ir
L L L
L L L
L L
    
    
    
    
    
    
    
    
    
    
    




 
 
3
0 0 0 0
2
3
0 0 0 0
2
0 0 0 0 0 2
3
0 0 0 0
2
3
0 0 0 0
2
0 0 0 0 0 0
D
Q
O
d
srm rr rm
q
o
srm rr rm
rr rm
s ss sm s srm
s ss sm s srm
i
i
i
i
L L L
i
iL L L
L L
L L L
L L L
 
 
 
 
   
   
   
   
   
   
   
   
   
   
   
 
  
  


   
   
3
0 0 0 ( ) 0
2
3
0 0 ( ) 0 0
2
0 0 0 0 0 0
D
Q
O
d
s r srm s r rr rm
q
o
s r srm s r rr rm
i
i
i
i
L L L
i
iL L L
   
   
 
 
   
   
   
   
   
   
   
       
   
   
     
 
  
                                                                         
(2.68) 
 
The torque expression in the synchronously rotating reference frame can be 
developed from the input power, Pin, and the deduction processes are given as follows 
[127]:  
t t
in ABC ABC abc abcP I V I V 
                    
(2.69) 
The corresponding mechanical power, Pmech, is given in the ABC, abc 
reference frames as follows:  
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t t
mech in ABC ss ABC abc rr abcP P I R I I R I  
               
(2.70)
 
Considering equations (2.47) and (2.48), which constitute the DFIG model 
expressed in the ABC reference frame, one can easily write:  
t t
mech ABC ABC abc abc
d d
P I I
dt dt
   
      
                    
(2.71)
 
Substituting equations (2.51) through (2.56) into equation (2.71), the 
mechanical power can be expressed in an arbitrary DQO-dqo reference frame, and 
given as follows: 
     1 1 1 1
t t
mech s DQO s DQO r dqo r dqo
d d d
P T I T T I T
dt dt dt
             
           
(2.72)
 
 
 
1 1 1 1
1 1 1 1
t
t
mech DQO s s DQO s s s DQO
t
t
dqo r r dqo r r r dqo
d
P I T T T T T
dt
d
I T T T T T
dt
   
   
 
    
 
 
    
 
            
(2.73)
 
In order to obtain the mechanical power expression in the DQO-dqo 
synchronously rotating reference frame, the stator and rotor transformation matrices, 
sT  
and rT , need to be substituted into equation (2.73). Here, the inverses of these 
transformation matrices are given as follows:  
            
   
   
   
1
c o s s i n 1
2 2cos sin 1
3 3
4 4cos sin 1
3 3
s s
s s s
s s
T
 
  
  

 
 
 
    
 
   
               
(2.74)
 
       
   
     
     
1
c o s s i n 1
2 2cos sin 1
3 3
4 4cos sin 1
3 3
s s
r s s
s s
T
   
    
    

 
   
 
      
 
     
           
(2.75) 
Then, the following equations can be obtained: 
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 1 1
3 0 0
2
30 0
2
0 0 3
t
s s s sT T K G
 
 
 
  
 
 
                     
(2.76) 
 1 1
3 0 0
2
30 0
2
0 0 3
t
r r r rT T K G
 
 
 
  
 
 
  
                  
(2.77)
    
 
Here, from equations (2.76) and (2.77), one can write: 
3
2s r
K K 
,            
1 0 0
0 1 0
0 0 2
s rG G
 
  
 
           
(2.78) 
where, Ks and Kr, are scalar constants, while sG and rG , are matrices with 
constant coefficients. Thus, equation (2.73) becomes:  
 
 
1
1
t t
mech s DQO s DQO s DQO s s s DQO
t t
r dqo r dqo r dqo r r r dqo
d
P K I G K I G T T
dt
d
K I G K I G T T
dt


   
               
(2.79)
 
Here, the transformer voltage terms in equation (2.79) above are neglected due 
to their small contribution to the torque profile when compared with the rotational 
voltage contributions, and their non-existent (zero) contribution to the average torque. 
Then, the mechanical power, Pmech, becomes:  
   1 1t tmech s DQO s s s DQO r dqo r r r dqoP K I G T T K I G T T     
         
(2.80)
 
where,  
     
     
2 4sin sin sin
3 3
2 2 4cos cos cos
3 33
0 0 0
s s s
s s s s sT
   
    
     
 
 
      
 
 
 
        
(2.81)
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       
       
2 4sin sin sin
3 3
2 2 4( ) cos cos cos
3 33
0 0 0
s s s
r s r s s sT
      
        
        
 
 
          
 
 
   
(2.82) 
Therefore, the develop torque, Tdev, becomes [127]: 
   1 1t tmech s rdev DQO s s s DQO dqo r r r dqo
rm rm rm
P k k
T I G T T I G T T
  
              
 
(2.83) 
Here, rm , is the mechanical rotational speed and has following relationship 
to the rotor speed in electrical measure: 
2
r
rm
P

 
                        
(2.84) 
where, P, is the number of poles of the DFIG. 
From equation (2.68), the stator flux linkages and rotor flux linkages can be 
written as follows: 
3
0 0
20 0
3
0 0 0 0
2
0 0 2
0 0 0
srm
D ss sm D d
DQO Q ss sm Q srm q
O ss sm O o
L
L L i i
L L i L i
L L i i



 
 
        
            
        
                
 
  
(2.85) 
3
0 0
2 0 0
3
0 0 0 0
2
0 0 2
0 0 0
srm
d D rr rm d
dqo q srm Q rr rm q
o O rr rm o
L
i L L i
L i L L i
i L L i



 
 
        
            
        
               
 
    
(2.86) 
Substituting sG , rG , sK , rK , sT ,
1
sT
 , rT ,
1
rT
 , DQO  and dqo  into equation 
(2.83) will yield: 
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    
3 2
dev s D Q Q D s r d q q d
rm
T i i i i      

       
     
(2.87) 
Equation (2.87) can be further simplified, and the corresponding deduction 
processes are detailed as follows. Here, the equation (2.87) is rewritten as follows: 
   
3 2
dev s D Q Q D d q q d r d q q d
rm
T i i i i i i       

        
   
(2.88) 
Here, the following relationship can be developed by substituting the flux 
linkages in equations (2.85) and (2.86) into equation (2.88) above: 
  0s D Q Q D d q q di i i i                       
 
(2.89) 
Considering equation (2.84), the torque expression becomes: 
 
3
2 2
dev d q q d
P
T i i 
 
  
                    
(2.90) 
In term of currents, one can write the following: 
   
 
3 3 3
2 2 2 2
3 3
2 2 2
dev d srm Q rr rm q q srm D rr rm d
dev srm Q d D q
P
T i L i L L i i L i L L i
P
T L i i i i
      
           
      
  
    
  
(2.91) 
The torque expression can also be expressed in terms of stator currents and 
flux linkages. The developments are given as follows: 
 
   
   
3 3
2 2 2
3 3 3
2 2 2 2
3 3 3
2 2 2 2
dev srm Q d D q
srm Q d Q ss sm D srm D q Q ss sm D
Q ss sm D srm d D ss sm Q srm q
P
T L i i i i
P
L i i i L L i L i i i L L i
P
i L L i L i i L L i L i
  
   
  
   
        
   
      
           
      
 (2.92)  
Considering equations (2.85) and (2.86), the torque expression can be 
simplified as follows: 
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3
2 2
dev Q D D Q
P
T i i 
 
     
                  
(2.93) 
For a three-phase wound rotor induction machine, the active power and 
reactive power at the stator terminals can be deduced as follows:  
     
     
*3 3Re Re
2 2
3 3
Re
2 2
s D Q D Q
D D Q Q Q D D Q D D Q Q
P V I v jv i ji
v i v i j v i v i v i v i
   
      
 
     
(2.94) 
     
     
*3 3Im Im
2 2
3 3
Im
2 2
s D Q D Q
D D Q Q Q D D Q Q D D Q
Q V I v jv i ji
v i v i j v i v i v i v i
   
      
 
     
(2.95) 
where, Dv , Qv , Di  and Di , are instantaneous time-domain voltage and 
current D and Q components, respectively.  
2.4.5 Two Reduced Order Models Expressed in the DQO-dqo 
Synchronously Rotating Reference Frame 
Since the stator and rotor phase windings of the DFIG are symmetric, this 
means that the zero-sequence components of the DFIG model expressed in the DQO 
synchronously rotating reference frame could be eliminated. Hence, the equation 
(2.68) is expanded and rewritten as follows:  
   
3 3
2 2
D s D ss sm D srm d s ss sm Q s srm qv r i L L i L i L L i L i       
   
(2.96) 
   
3 3
2 2
Q s Q ss sm Q srm q s ss sm D s srm dv r i L L i L i L L i L i       
   
(2.97) 
     
3 3
( )
2 2
d r d srm D rr rm d s r srm Q s r rr rm qv r i L i L L i L i L L i            (2.98) 
     
3 3
( )
2 2
q r q srm Q rr rm q s r srm D s r rr rm dv r i L i L L i L i L L i            (2.99) 
Here, let us redefine the inductances in equations (2.96) through (2.99) as 
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follows:  
s ss smL L L                          
(2.100)
 
r rr rmL L L                          
(2.101) 
1.5m srmL L                          
(2.102) 
where, Ls, is the stator leakage inductance, Lr, is the rotor leakage inductance, 
and Lm, is the magnetizing inductance. Thus, the DFIG model expressed in the DQO 
synchronously rotating reference frame can be written as follows: 
D s D s D m d s s Q s m qv r i L i L i L i L i     
           
(2.103) 
Q s Q s Q m q s s D s m dv r i L i L i L i L i     
           
(2.104) 
   
   d r d m D r d s r m Q s r r qv r i L i L i L i L i         
     
(2.105) 
   q r q m Q r q s r m D s r r dv r i L i L i L i L i         
     
(2.106) 
Observing the right hand side of equations (2.103) through (2.106) and 
ignoring the resistive voltage drops, the remaining terms should be the flux linkages 
and derivatives of the flux linkages. Therefore, based on these considerations, the flux 
linkages can be rewritten as follows:  
D s D m dL i L i                        (2.107) 
Q s Q m qL i L i                        
(2.108)
 rd d m DL i L i                        (2.109)
 rq q m QL i L i                        
(2.110)
 
Here, in order to distinguish the new model from the model which includes the 
zero-sequence components, different subscripts are used in this model. Here, ds and 
qs, are the stator direct and quadrature axes components, while dr and qr, are the rotor 
60 
 
 
direct and quadrature axes components. Let us take the voltages as a example, the 
following relationship should be stated: 
, , ,D ds Q qs d dr q qrv v v v v v v v                 
(2.111) 
The same procedure will be also implemented for the currents and flux 
linkages. Then, substituting from equations (2.107) through (2.110) into equations 
(2.103) through (2.106) and using the new subscripts mentioned above, the DFIG 
model, in which the zero-sequence components are eliminated, can be derived as 
follows: 
ds
ds s ds s qs
d
v r i
dt

   
                    
(2.112)
 qs
qs s qs s ds
d
v r i
dt

   
                    
(2.113)
 
 drdr r dr s r qr
d
v r i
dt

     
                 
(2.114)
 
 qrqr r qr s r dr
d
v r i
dt

     
                 
(2.115)
 
The flux linkages are given as follows:   
 ds s ds m dr
L i L i  
                     
(2.116)
 
qs s qs m qrL i L i                        
(2.117)
 rdr dr m dsL i L i                        (2.118)
 rqr qr m qsL i L i                        
(2.119)
 
Here, equations (2.112) through (2.115) constitute the DFIG fourth order 
model which is widely used in wind turbine-generator systems, and usually called the 
“full order model”. The expressions of the torque, active power and reactive power of 
the stator using the new subscript expressions can be rewritten as follows: 
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3
2 2
dev ds qs qs ds
P
T i i 
 
     
                
(2.120) 
 
 
3
2
s ds ds qs qsP v i v i 
                  
(2.121) 
 
3
2
s qs ds ds qsQ v i v i 
                  
(2.122)
 
Equations (2.112) through (2.115) and equations (2.120) through (2.122) are 
the DFIG model and expressions for the torque, active and reactive power, and will be 
used in the controller design in the next chapter.  
From equations (2.112) through (2.115), one can easily obtain the reduced 
second order model by ignoring the stator transients, they are, the derivatives of the 
stator flux linkage terms. By setting the derivatives of the stator flux linkages to zero, 
the following relationships can be obtained: 
0 mds s ds m dr ds dr
s
L
L i L i i i
L
                      (2.123) 
0 mqs s qs m qr qs qr
s
L
L i L i i i
L
                      (2.124) 
Thereby, substituting from equations (2.116) and (2.117) into equations (2.112) 
and (2.113), the following set of equations can be derived, in which the derivatives of 
the stator flux linkages are neglected: 
ds s ds s s qs s m qrv r i L i L i   
                    
(2.125)
 qs s qs s s ds s m drv r i L i L i   
                    
(2.126)
 
From equations (2.125) and (2.126), the stator currents, dsi  and qsi , can be 
obtained by expressing the stator currents as functions of the rotor d-axis and q-axis 
currents. From equation (2.126), the following equation can be derived:  
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 qs qs s s ds s m dr si v L i L i r   
                  
(2.127)
 
 Substituting from equation (2.127) into equation (2.125), the stator d-axis 
current can be obtained from following equation:   
 qs s s ds s m dr
ds s ds s s s m qr
s
v L i L i
v r i L L i
r
 
 
  
   
 
          
(2.128)
 
Then, the stator q-axis current can also be deduced by substituting the stator 
d-axis current into equation (2.126). Here, the stator d- and q- axes currents are 
calculated as follows: 
2
2 2 2
s ds s s qs s s m dr s s m qr
ds
s s s
r v L v L L i r L i
i
L r
  

  


              (2.129) 
2
2 2 2
s qs s s ds s s m qr s s m dr
qs
s s s
r v L v L L i r L i
i
L r
  

  


              (2.130) 
Substituting the rotor flux linkages in equations (2.118) through (2.119) into 
equations (2.114) and (2.115), one can write: 
 
  r rdr m dsdr r dr s r qr m qs
d L i L i
v r i L i L i
dt
 

    
        
(2.131)
 
 
  
r
r
qr m qs
qr r qr s r dr m ds
d L i L i
v r i L i L i
dt
 

    
        
(2.132)
 
Considering equations (2.123) and (2.124), the rotor voltage expressions in 
equations (2.131) and (2.132) can be rewritten as follows: 
  
2
( ) ( )m drdr r dr r s r r qr m qs
s
L di
v r i L L i L i
L dt
               (2.133) 
 
2
( ) ( )
qrm
qr r dr r s r r dr m ds
s
diL
v r i L L i L i
L dt
               (2.134) 
By substituting the stator currents in equations (2.129) and (2.130) into the 
equations (2.133) and (2.134), the reduced second order model can be deduced. From 
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equations (2.125) through (2.126) and equations (2.133) through (2.134), it can be seen 
that the derivative terms in the stator voltage equations are eliminated, and only two 
rotor current derivative terms exist in the rotor voltage equations. 
The steady state DFIG model can be easily acquired by neglecting both stator 
and rotor transients, which can be done by setting the derivatives of the stator and rotor 
flux linkage terms to zero, which yields the following: 
ds s ds s qsv r i                         (2.135) 
qs s qs s dsv r i                            (2.136) 
 dr r dr s r qrv r i                          (2.137)
  qr r qr s r drv r i                        (2.138)
From equations (2.135) through (2.138), it can be seen that there is no 
derivative terms in the DFIG steady state model, and one can easily obtain the 
currents by solving these four equations if the stator voltages, rotor voltages and 
rotational speed are known. 
2.4.6 Comparison Between a DFIG Fourth Order Model and Reduced 
Order Models Expressed in the DQO-dqo Synchronously Rotating 
Reference Frame 
In order to show the different transient processes of the fourth order model and 
reduced order models, the comparison was made in a Matlab/Simulink environment. 
In this case, the rotor voltages will suddenly decrease from 575v to 480v when t=0.6 
seconds, see Figure 2.8. The simulation results for the fourth order, second order and 
steady state models are given in Figure 2.9.  
64 
 
 
0.4 0.5 0.6 0.7 0.8 0.9 1
-600
-400
-200
0
200
400
600
time/s
R
o
to
r 
V
o
la
tg
e
 V
 
Figure 2.8 The DFIG rotor terminal voltage profiles 
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Figure 2.9 The torque profiles of different DFIG models 
 
From Figure 2.9, it can be seen that the fourth order model has the longest 
starting transient time and largest starting transient magnitudes. The starting transient 
time and transient magnitudes are decreased in the second order model. For the steady 
state model, there is no transient at all because of the fact that the steady state model 
does not include any derivative terms. 
2.5 Back-to-Back Voltage Source Converter (VSC) Models 
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PWM voltage source converters are commonly used in AC motor drives where 
the objective is to produce sinusoidal AC output voltages whose magnitudes and 
frequency can both be controlled. Since in DFIG-based wind turbine-generator 
systems, a DFIG needs to be operated either in sub-synchronous speed mode or 
super-synchronous speed mode according to various wind speeds. Therefore, the 
back-to-back power converter configurations become necessary due to their 
bi-directional operation ability. 
A back-to-back converter consists of two converters, i.e., generator-side 
converter and grid-side converter with a DC-link capacitor which is placed between 
the two converters. The main objective for the grid-side converter is to keep the 
variation of the DC-link voltage small. With the control of the generator-side 
converter, it is possible to control the torque, the speed of a DFIG as well as its active 
and reactive power at the stator terminals.  
In order to achieve the above objectives, it would be necessary to study the 
back-to-back converter model. In this section, a grid-side converter which actually 
plays the same role as a PWM rectifier is considered for the modeling study. A 
three-phase PWM voltage source rectifier model is first established in a 
straightforward ABC reference frame, and the ABC model is transformed to a DQO 
synchronous reference frame to simplify the controller design. 
2.5.1 Three-Phase Voltage Source Converter (VSC) Model Expressed in the 
ABC Reference Frame 
The main power circuit of a three-phase PWM voltage source converter is 
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shown in Figure 2.10. It consists of six IGBTs with six antiparallel freewheeling 
diodes, three-phase AC input inductances and resistances, and a DC output capacitor. 
aa
bb
cc
( )ae t
( )ce t
( )be t
gL
gL
gL
gR
gR
gR
agi
bgi
cgi
dci Li
LRC dcv
N
00
 
Figure 2.10 Configuration of a PWM voltage source rectifier 
 
Here,  ae t ,  be t  and  ce t , are the three-phase voltage sources simulating 
an infinite-bus as a feed node in the power system, gR ’s, are the AC side resistances, 
and gL ’s, are the AC side inductances. Here, C , is the DC-link capacitor, LR , is the 
load resistance, while, agi , bgi  and cgi , are the input currents of a three-phase PWM 
rectifier. Here also, dci , is the DC-link current, Li , is the load current, and dcv , is the 
DC-link voltage. 
The modeling and circuit analysis of the PWM rectifier is given next. First, let 
us define  , ,kS k a b c as the switch function of phase, k. Based on the principle that 
any two switches in the same leg cannot be on at the same time, one can write the 
following definition [128]: 
1
0
k
The upper IGBT is on
S
The upper IGBT is off
 
  
 
           (2.139) 
Applying Kirchhoff’s laws to the circuit of Figure 2.10, the instantaneous 
values of the currents can be obtained, and written as following: 
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 
 
 
,0
,0
,0
ag
g a g ag a
bg
g b g bg b
cg
g c g cg c
di
L e R i v
dt
di
L e R i v
dt
di
L e R i v
dt

  


  


  
                 
(2.140) 
Here,  ,0av ,  ,0bv and  ,0cv , are the voltages from the AC side of the PWM 
rectifier to the power neutral point 0, and can be obtained by using the following 
equations:  
     
     
     
,0 , ,0
,0 , ,0
,0 , ,0
a a N N
b b N N
c c N N
v v v
v v v
v v v
  

 

                      
(2.141) 
where,  ,0Nv , is the voltage from point N to point 0. Here,  ,a Nv ,  ,b Nv  and 
 ,c Nv , are the voltages from the AC side of the PWM rectifier to point N.  
For a balanced three-phase system, one can write: 
        ,0 ,0 ,0 0a b cv v v                      (2.142) 
Substituting from equation (2.141) into (2.142), the following equation can be 
deduced: 
 
     , , ,
,0
3
a N b N c N
N
v v v
v
 
                  (2.143) 
Considering phase, a, when the upper IGBT is on and lower IGBT is off, one 
can derive; 1aS   and  , dca Nv v . Similarity, when the upper IGBT is off and lower 
IGBT is on, one can also write; 0aS   and  , 0a Nv  . Therefore, based on the above 
characteristic, one can write  , dc aa Nv v S . Here,  ,a Nv ,  ,b Nv ,  ,c Nv  and  ,0Nv , can 
be rewritten as follows [129]:  
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 
 
 
   
,
,
,
,0
1
=-
3
a dca N
b dcb N
c dcc N
a b c dcN
v S v
v S v
v S v
v S S S v




 


 
              (2.144) 
Substituting from equations (2.141) and (2.144) into equation (2.140), the 
following set of equations can be derived:  
, ,
, ,
, ,
1
3
1
3
1
3
ag
g a g ag dc a k
k a b c
bg
g b g bg dc b k
k a b c
cg
g c g cg dc c k
k a b c
di
L e R i v S S
dt
di
L e R i v S S
dt
di
L e R i v S S
dt



  
     
 

 
     
 
  
     
  



          
(2.145) 
Under the assumption that the power switch resistances of a balanced 
three-phase system could be neglected, the power relationship between the AC side 
and DC side is given as follows:  
     
, ,
kg kN dc dc
k a b c
i t v t i t v

                    (2.146) 
By combining equation (2.144) with (2.146), one can write: 
       dc ag a bg b cg ci t i t S i t S i t S                   (2.147) 
By applying Kirchhoff's laws to the positive node of the DC-link capacitor, 
one can easily reach the following equations: 
dc
c
dc c L
dc a ag b bg c cg
dc
L
L
dv
i C
dt
i i I
i S i S i S i
v
I
R



 

  




                 (2.148) 
Equation (2.148) can also be expressed by a single equation, and given as 
69 
 
 
follows [48]: 
= -dc dca ag b bg c cg
L
dv v
C S i S i S i
dt R
                (2.149) 
For a balanced three-phase system, one can write:  
0a b ce e e                         (2.150) 
0ag bg cgi i i                        (2.151) 
Therefore, equation (2.145) along with equations (2.149) through (2.151) 
constitute the three-phase PWM voltage source rectifier model expressed in the ABC 
reference frame, and are rewritten as follows [49]: 
 
, ,
, ,
, , , ,
1
, , ,
3
0
dc
k kg L
k a b c
kg
g g kg k dc k j
j a b c
k kg
k a b c k a b c
dv
C S i i
dt
di
L R i e v S S k a b c
dt
e i


 

 

  
      
 
  




 
        (2.152) 
2.5.2 Three-Phase Voltage Source Converter (VSC) Model Expressed in the 
DQ Synchronous Reference Frame 
Although the PWM voltage source converter model expressed in the ABC 
frame has straightforward meanings, all the components in the ABC model are time 
variant, which will bring troubles and difficulties to controller designs. Hence, it is 
necessary to transform the ABC model to a DQ model which rotates at synchronous 
speed, so that the three-phase voltage inputs and the current components will be 
transformed to DC values. 
Reconsidering the stator transformation matrix in equation (2.66), for the 
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DFIG model expressed in the DQO-dqo synchronously rotating reference frame, one 
can easily deduce the transformation matrix for this PWM voltage source rectifier due 
to their similarities, which is written as follows: 
2 4
cos( ) cos( ) cos( )
3 3
2 2 4
sin( ) sin( ) sin( )
3 3 3
1 1 1
2 2 2
T
 
  
 
  
 
  
 
      
 
 
 
                 
(2.153) 
where,   is the angle between the stationary reference frame and synchronous 
reference frame, and is equal to 0gst    . Here, gs , is the synchronous speed of 
the three-phase input voltages or the grid-side voltages. 
Applying the transformation matrix in equation (2.153) to equation (2.152) 
and eliminating the zero-sequence components due to a balanced three-phase system, 
the PWM rectifier model expressed in the DQ synchronous reference frame can be 
deduced and given as follows [50][51]:  
 
3
2
dc
dg d qg q L
dg
g gs g qg g dg d d
qg
g gs g dg g qg q q
dv
C i s i s i
dt
di
L L i R i e v
dt
di
L L i R i e v
dt



  


   


   
               
(2.154) 
where, d dc dv v s  and q dc qv v s . Here, ds  and qs , are the switching 
functions expressed in the DQ synchronous reference frame, while, dgi , qgi , de  and 
qe , are the input currents and voltages of the PWM rectifier expressed in the DQ 
synchronous reference frame. 
From equation (2.154), it can be seen that the three-phase PWM rectifier model 
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expressed in the DQ synchronous reference frame has coupled terms, gs g qgL i  and 
gs g dgL i . Hence, a feed forward controller will be designed to achieve a decoupled 
control of the PWM rectifier, and will be presented in detail in chapter 3. 
2.5.3 Simulation Results for a Three-Phase Voltage Source Rectifier - Open 
Loop Condition 
The three-phase PWM rectifier module was built in a Matlab/Simulink 
environment, and shown in Figure 2.11. 
 
Figure.2.11 Three-phase PWM rectifier module in a Matlab/Simulink environment 
 
In the simulation, the input line-to-line RMS voltage is 380 volts, the capacitor 
is 5mF, the load resistance is 100 Ohms and the modulation index is 0.5. The 
simulation result for the output DC-link voltage is shown in Figure 2.12. 
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Figure 2.12 Output DC-link voltage profile of a three-phase PWM rectifier 
 
From Figure 2.12, the steady state ripple for the DC-link voltage is 0.147%. 
Another thing that should be noted is that the average value of the DC-link voltage is 
1090 volts, which nearly doubles the maximum value of the input line-to-line voltages. 
Hence, the three-phase PWM rectifier is a boost converter due to the following 
equation [51]: 
 2 a
dc
V t
v
m

                            
(2.155) 
where, m is the modulation index, and  aV t , is the RMS value for the input 
line-to-line voltages. 
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  Chapter 3 
Control Strategies of a Doubly-fed Induction Generator (DFIG) for Wind 
Turbine-Generator Systems (WTGS) 
Generally speaking, variable speed wind turbine-generator systems (WTGSs) 
have two different control objectives, depending on the wind speed. For low wind 
speeds, the maximum power point tracking (MPPT) is desired so that the output 
power can be maximized according to the specific wind speed. For high wind speeds, 
the pitch angle regulation should be achieved to keep the output power at its rated 
value. 
For the maximum power point tracking objective, it is possible to control the 
doubly-fed induction generator (DFIG) torque so that the speed of the turbine rotor 
can be varied proportional to the wind speed. In this way, the optimal tip speed ratio 
can be maintained, and thus the maximum power coefficient as well as the maximum 
output power can be achieved. The pitch angle control in a WTGS is used to regulate 
the pitch angle when the captured wind power exceeds its rated value, or the wind 
speed exceeds its rated value. Therefore, the output power can be kept at rated value 
even when the wind speed experiences gusts. 
To achieve the two control goals mentioned above, several control schemes 
are implemented in the variable speed wind turbine model developed in Chapter 2. 
For the MPPT objective, the grid-side and generator-side PWM voltage source 
converter controllers will be designed. In addition, a maximum power point tracking 
control strategy will be described, which plays a role of providing a reference value 
for the generator-side converter control. For purposes of limiting the output power at 
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its rated value, a pitch angle controller will be designed. 
In this chapter, different control schemes and performances of a DFIG-based 
wind turbine-generator system will be presented. First, the grid-side converter control 
scheme which can achieve a unity power factor looking from the grid-side, while 
keeping the DC-link voltage constant, will be introduced. Second, a stator flux 
oriented control for the generator-side converter, which decouples the control of the 
stator side active and reactive power drawn from the grid, will be studied in detail. 
Third, a maximum power point tracking control strategy, using a current mode control, 
will be presented. Fourth, the operation principles of the pitch angle control will be 
described. Finally, the simulation results and discussion for a DFIG-based wind 
turbine-generator system will be given. 
3.1 Grid-side Converter Control 
3.1.1 Vector Control of a Grid-side Converter  
The objective of the grid-side converter controller is to keep the DC-link 
voltage constant regardless of the magnitudes of the grid-side voltages, and to yield a 
unity power factor looking into the WTGS from the grid-side. In order to acquire 
better control performances, a feed forward control is used to decouple the D- and Q- 
axes components for the grid-side converter. Moreover, a vector control scheme, with 
a reference frame oriented along the grid voltage vector position, is used to 
independently control the active and reactive power flow between the grid and the 
grid-side converter. 
As mentioned in Chapter 2, the grid-side converter plays the same role as a 
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PWM rectifier. Hence, the model of the PWM rectifier that was developed in Chapter 
2 can be directly used here. Now, reconsider the scheme of a grid-side PWM voltage 
source converter shown in Figure 3.1, in which, ea, eb and ec, are the grid voltages.  
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Figure 3.1 Grid-side PWM voltage source converter scheme 
 
In order to achieve a unity power factor looking into the WTGS from the 
grid-side, it is necessary to study the power flow first. Applying similar technologies 
of deducing the formulas of the output active and reactive power for a doubly-fed 
induction generator expressed in the DQO-dqo synchronously rotating reference 
frame, the active and reactive power of a grid-side converter expressed in the DQ 
synchronous reference frame are given as follows:  
 
3
2
g d dg q qgP e i e i                        (3.1) 
 
3
2
g q dg d qgQ e i e i                        (3.2) 
Aligning the reference frame along the D-axis in the synchronous reference 
frame, as shown in Figure 3.2, the Q-axis of the grid voltage, qe  , will be zero, while 
the D-axis of the grid voltage, de , will be a constant and can be written as follows: 
2 2
d ge e e e                           (3.3) 
76 
 
 
 
Q-axis
 (Synchronous )
e
D-axis 
(Synchronous )

gs
axis 
axis 
e
ge  
Figure 3.2 Vector diagram of the DQ synchronous reference frame for a grid-side converter 
 
Here, in Figure 3.2,  , is the angle between the  -axis of the stationary 
reference frame and the D-axis of the synchronous reference frame, and can be 
calculated as follows:  
1
0 tangs gs
e
dt t
e


    
 
     
 
                  (3.4) 
where, e  and e , are the grid-side voltages expressed in the stationary 
reference frame, while, 0 , is the initial angle. 
From the above analysis and equations (3.1) and (3.2), the active and reactive 
power of a grid-side converter under such reference frame will be proportional to the 
currents, dgi  and qgi , respectively. The relationships are given as follows [11]: 
3
2
g d dgP e i                           (3.5) 
3
2
g d qgQ e i                          (3.6) 
Since the objective is to yield a unity power factor looking into the WTGS 
from the grid-side, the reactive power should be zero, and thus the reference value for 
the Q-axis current is zero. Hence, through controlling the D-axis and Q-axis currents, 
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the active and reactive power flow between the grid and the grid-side converter can be 
regulated. 
With reference to Figure 3.1, neglecting the harmonics due to the switching and 
ignoring the losses in the AC-side resistances and IGBTs, the input power should be 
equal to the output power, and the following expression can be obtained [130]: 
2
3
2
dc dc
dc d dg
L
dv v
Cv e i
dt R
                       (3.7) 
where, vdc, is the instantaneous value of the DC-link voltage, which the control 
system tries to maintain at a constant value. 
From equation (3.7), it can be seen that the DC-link voltage can be controlled 
by regulating the D-axis current, dgi . Now, the problem which needs to be considered 
is how to control the D-axis and Q-axis currents to regulate the DC-link voltage and 
the power factor. Here, rewriting the grid-side converter model expressed in the DQ 
synchronous reference frame, gives the following:   
 
3
2
dc
dg d qg q L
dg
g gs g qg g dg d d
qg
g gs g dg g qg q q
dv
C i s i s i
dt
di
L L i R i e v
dt
di
L L i R i e v
dt



  


   


   

               (3.8) 
where, d dc dv v s  and q dc qv v s . Here, ds and qs , are the switching functions 
expressed in the DQ synchronous reference frame, while, dgi , qgi , de  and qe , are 
the input currents and the grid voltages expressed in the DQ synchronous reference 
frame, respectively. 
From equation (3.8), it can be seen that D- and Q- axes equations have 
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coupling components, gs g qgL i  and gs g dgL i . Therefore, a decoupled control scheme 
is recommended, and the corresponding control signals are given as follows [50] [65]: 
 
d gs g q d d
q gs g d q q
v L i e v
v L i e v


  
   
                    (3.9) 
Here, the AC side resistances, gR ’s, are neglected. Substituting from equation 
(3.9) into equation (3.8), the desired decoupled control can be achieved, and the 
decoupled state equation is written as follows:   
 
0
0
dg
g d
qg
g q
di
L v
dt
di
L v
dt
  
  
                      (3.10) 
where, dv  and qv , are defined as follows:  
 
   
   
* *
* *
d p dg dg i dg dg
q p qg qg i qg qg
v k i i k i i dt
v k i i k i i dt
    
    


             (3.11) 
Here, the reference value of the Q-axis current is zero. The difference between 
the reference value of the DC-link voltage and measured DC-link voltage passing 
through a PI controller will yield the reference value of the D-axis current, which can 
be written as follows:  
   * * *dg p dc dc i dc dci k v v k v v dt                 (3.12) 
From equations (3.9) through (3.11), it can be seen that the grid-side converter 
model is decoupled, and the D-axis and Q-axis currents can be separately regulated by 
controlling the dv  and qv , so that the DC-link voltage and the reactive power of 
the grid-side converter can be controlled. Here, the D-axis current is used to regulate 
the DC-link voltage, while the Q-axis current is used to regulate the reactive power.  
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3.1.2 Modulation Signal Deduction 
From the previous analysis, the control signals, dv  and qv , are deduced. 
Hence, the relationships between these control signals and the modulation signals of 
the grid-side converter should be discussed and analyzed. Therefore, through these 
control signals, dv  and qv , the modulation signals of the grid-side converter can be 
obtained. 
For phase, a, Figure 3.3 shows the phasor diagram of a grid-side converter, 
which is drawn based on equation (3.13). 
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Figure 3.3 Phasor diagram of a grid-side converter 
 
 ,0 a La g agaV E V R I                           (3.13) 
 
where, LaV , is the AC side inductance voltage drop of phase a,  ,0aV , is the 
voltage from the AC side of the grid-side converter to the power neutral point 0 of 
phase a, see Figure 3.1, while agI , is the current of phase a. 
From Figure 3.3, the following set of equations can be deduced: 
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 
 
( ,0)
cos
cos
cos
a m
a m
ag m
e E t
v V t
i I t

 
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
 
 
                       (3.14) 
where, mE , mV  and mI , are the magnitudes of the AC side input voltages, the 
voltages from AC side to the power neutral point 0, and the AC side phase-a current of 
the grid-side converter, respectively. 
Now, consider the waveform for the SPWM control shown in Figure 3.4. In 
this Figure, mav  and rv , are the modulation signal and the carrier signal of phase a, 
respectively.  
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Figure 3.4 SPWM modulation waveform  
 
According to reference [131], the modulation signal should be similar to the 
waveform of ( ,0)av , which is given in equation (3.14). Here, the modulation signal for 
phase-a can be defined as follows: 
 cosma mav V t                       (3.15) 
For phase-a, if the switching frequency of the SPWM is high, then only 
considering the fundamental component of the voltage from AC side to the power 
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neutral point 0, ( ,0)av , would be feasible. Under the above assumption, the 
fundamental component of the AC side voltage of the grid-side converter,  1av t , can 
be expressed as follows [131]: 
   1
1
cos
2
ma
a dc
T
V
v t v t
V
                    (3.16) 
where, maV , is the magnitude of the modulation signal, TV , is the magnitude of 
the carrier signal, while 1av , is the fundamental component of ( ,0)av , which is the 
voltage from the AC side of the grid-side converter to the power neutral point 0. 
According to equation (3.16), the modulation signal for phase a can be derived 
and given as follows:   
 
 12
cos
a T
ma ma
dc
v t V
v V t
v
                     (3.17) 
Since the voltage, 1av , is the fundament component of the voltage, ( ,0)av , 
therefore, it would be convenient to obtain the modulation signal by using the voltage, 
( ,0)av , according to equation (3.17). Through comparing the PWM converter models 
expressed in the ABC reference frame and the DQ synchronous reference frame, it can 
be seen that the control signals, dv  and qv , are the transformed voltages expressed in 
the DQ synchronous reference frame for the AC side voltages, ( ,0)av , ( ,0)bv  and ( ,0)cv . 
From previous analysis in Section 3.1.1, only the voltages, dv  and qv , are known. 
Therefore, in order to obtain the modulation signals, it is necessary to transform the 
voltages, dv  and qv , back to the ABC reference frame.  
From the above analysis, the grid-side converter control scheme can be 
schematically drawn as follows, see Figure 3.5: 
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Figure 3.5 Grid-side converter control scheme 
 
In order to test the grid-side converter control scheme, a grid-side converter is 
built in a Matlab/Simulink environment and simulated under a three-phase voltage sag 
condition. The three-phase grid-side converter control scheme built in the 
Matlab/Simulink is shown in Figure 3.6, and the corresponding system parameters for 
this simulation are given in Table 3.1.  
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Figure 3.6 Three-phase grid-side converter control scheme in a Matlab/Simulink environment 
 
Table 3.1 Grid-side converter simulation data 
Parameter Value Units 
RMS value of the grid-side line-to-line voltage 380 V 
Inductance 2.1 mH 
DC-link capacitor 2.3 mF 
Load resistance 37.5 ohm 
 
In this simulation, the three-phase input voltages will decrease to 228 V when 
t=0.15 seconds. After 0.1 seconds, they will be restored to their rated value, as shown 
in Figure 3.7. Figure 3.8 shows the DC-link voltage response of the grid-side 
converter under a three-phase input voltage sag condition. It can be seen that no 
matter what the input voltages are, the grid-side converter control scheme will try to 
keep the DC-link voltage constant. 
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Figure 3.7 Three-phase input voltage profiles for a grid-side converter 
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Figure 3.8 DC-link voltage profile 
 
3.2 Generator-side Converter Control 
The wound rotor induction generator is controlled using a synchronously 
rotating reference frame, with the direct axis oriented along the stator flux vector 
position. In this manner, a decoupled control between the stator side active and 
reactive power can be achieved, which will be explained later-on in this section. In 
this system simulation, the generator-side PWM converter control scheme requires the 
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measurements of the stator and rotor currents, stator voltages and the rotor position. 
Under the stator flux control scheme, all the stator and rotor variables are 
needed to be converted to the synchronously rotating stator flux reference frame. The 
space vector diagram which shows the relationship between the stator flux reference 
frame and the stationary reference frame is shown in Figure 3.9. 
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Figure 3.9 Space vectors of the stationary and stator flux reference frame 
 
where, s and s , are the stator flux linkages expressed in the stationary α, β 
reference frame, and s , is the resultant stator flux under such reference frame. The 
stator flux angular position, s , can be obtained by following equation: 
arctan arctan
s s s m r
s
s s s m r
L i L i
L i L i
  
  



 
   
 
                (3.18) 
where, based on the developments in [38], 
s s s m rL i L i                             (3.19) 
s s s m rL i L i                             (3.20) 
Hence,  
arctan
s s m r
s
s s m r
L i L i
L i L i
 
 

 
  
 
                    (3.21) 
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Here, si , si , ri and ri , are the stator α-axis, β-axis currents and rotor α-axis, 
β-axis currents expressed in the stationary reference frame, respectively. One can 
easily obtain these currents by using Clarke transformation. 
After obtaining the angular position of the stator flux, s , all the stator and 
rotor variables of the DFIG can be transformed to the stator flux reference frame by 
considering the schematic of the space vector diagram shown in Figure 3.10. 
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Figure 3.10 Schematic diagram of the ABC to DQO-dqo synchronously rotating stator flux 
reference frame transformation 
 
Here, the stator and rotor transformation matrices, ssfT  and rsfT , for the 
synchronously rotating stator flux reference frame are given as follows: 
     
     
2 4cos cos cos
3 3
2 2 4sin sin sin
3 33
1 1 1
2 2 2
s s s
ssf s s sT
   
   
  
 
 
      
 
 
             
(3.22) 
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2 4cos cos cos
3 3
2 2 4sin sin sin
3 33
1 1 1
2 2 2
s s s
rsf s s sT
      
      
     
 
 
         
 
 
     
(3.23) 
Through aligning the direct axis of the reference frame along the stator flux 
vector position, see Figure 3.9, the following relationships can be derived:  
2 2
0
xs s s s
ys
    

  

                      (3.24) 
where, the subscripts, x and y, mean the direct axis and quadrature axis of the 
stator flux reference frame, respectively. Here, xs , is the x-axis stator flux linkage, 
ys , is the y-axis stator flux linkage, while s , is the magnitude of the stator flux 
linkage. 
Since the stator of the DFIG is directly connected to the grid, and the influence 
of the stator resistances is small, the x-axis stator flux linkage can be considered as 
constant and the y-axis stator flux linkage can be treat as zero. Under this 
consideration, the DFIG model expressed in the stator flux reference frame can be 
deduced based on equations (2.112) through (2.119) and can be written as follows 
[24]:  
s m ms xs s xs m xrL i L i L i                      (3.25) 
Hence,  
m ms m xr
xs
s
L i L i
i
L

                       (3.26) 
0ys s ys m yrL i L i                           (3.27) 
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Hence,  
m
ys yr
s
L
i i
L
                            (3.28) 
and, 
2
r
m
xr xr m xs ms r r xr
s
L
L i L i i L i
L
                     (3.29) 
ryr yr m ys r r yrL i L i L i                       (3.30)   
  ( )xr xrxr r xr s r yr r xr r r s r r r yr
d di
v r i r i L L i
dt dt

                    (3.31) 
 
2
( )( )
yr yr m
yr r yr s r xr r yr r r s r ms r r xr
s
d di L
v r i r i L i L i
dt dt L

                 (3.32) 
where, 
2
1 mr
s r
L
L L
                             (3.33) 
Here, xr and yr , are the xy-axes rotor flux linkages, xsi and ysi , are the 
xy-axes stator currents, while xri and yri , are the xy-axes rotor currents. Here, msi , is 
the magnetizing current of the DFIG, while xrv  and yrv , are the xy-axes rotor 
terminal voltages. Here also, s , is the electrical angular velocity of the stator flux, 
which is equal to the synchronous speed. 
Equations (3.31) and (3.32) constitute the DFIG model expressed in the stator 
flux reference frame, in which the stator voltage equations in the DFIG fourth order 
model are eliminated due to the fact that under this reference frame, the direct axis 
stator terminal voltage will be equal to zero and quadrature axis stator terminal 
voltage will be a constant.  
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The stator xy-axes terminal voltage expressions as well as the relationships 
between the torque, power and the xy-axes stator currents, rotor currents expressed in 
the stator flux reference frame can be deduced as follows: 
0
s xs
ys
xs
xs s xs s ys
ys
ys s ys s xs
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Hence,  
0
tan
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ys s
v
v v Cons t
 

  
                          (3.35) 
Accordingly, the develop torque as well as the active and reactive power, 
based on earlier developments, see equations (2.120) through (2.122), can be written 
as follows: 
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             (3.38) 
From equation (3.35), it can be seen that the stator terminal voltage equations 
are eliminated, which means that the DFIG fourth order model is reduced to a second 
order model expressed in the stator flux reference frame. Due to the constant stator 
voltages, the stator active power and reactive power can be controlled in a decoupled 
manner via the stator currents, ysi and xsi , and further via the rotor currents, yri and 
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xri , respectively. This is because the stator currents can be directly regulated by the 
rotor currents, being observed from equations (3.26) through (3.28). The develop 
torque can also be directly controlled by the rotor y-axis current, yri . 
From the DFIG model written in the equations (3.31) and (3.32), it can be seen 
that the x-axis and y-axis equations have coupling terms, namely, ( )s r r r yrL i    
and 
2
( )( )ms r ms r r xr
s
L
i L i
L
    . Hence, by using the same logic and algorithms for 
deducing the control signals of the grid-side converter, the control signals for the 
generator-side converter can be developed and written as follow: 
2
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m
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where, 
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After obtaining the control signals, xv  and yv , the modulation signals for the 
generator-side converter can be derived by using the same procedure as mentioned in 
Section 3.1.2. However, it should be noticed that the control signals here are expressed 
in the stator flux reference frame, and it is necessary to transform them to the rotor abc 
reference frame. 
Figure 3.11 shows the vector control scheme for the generator-side PWM 
voltage source converter. The control scheme utilizes a cascade control, i.e. the inner 
current control loops are used for controlling the x- and y-axes rotor currents, and the 
outer power control loops are used to control the active and reactive power at the 
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stator terminals. The power control loops generate the reference values of the x- and 
y-axes rotor currents for the current control loops. Here, the reference value for the 
active power will be obtained from the maximum power point tracking control, and 
will be explained in next section. Since a unity power factor is considered in this 
thesis, the reference value for the reactive power will be a zero value.  
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Figure 3.11 Generator-side converter control scheme 
 
3.3 Maximum Power Point Tracking Control 
When the wind velocity doesn’t reach its rated value, the output power of the 
DFIG cannot reach its rated power, either. Therefore, capturing as much the wind 
power as possible becomes the major control task for under-rated wind speed 
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conditions. For maximum power point tracking purposes, it is possible to control the 
doubly-fed induction generator torque so that the speed of the turbine rotor can be 
varied with the wind speed in such a manner that yields an optimal tip speed ratio. In 
this way, the maximum power coefficient as well as the maximum output power can 
be obtained. Here, a current mode control will be applied in the MPPT, in which the 
reference value is the captured wind power. Now, reconsider the relationship between 
the mechanical power input and the wind speed passing through a turbine rotor plane, 
given in equation (3.41). 
      2 31 ( , )
2t p
P R v C                       (3.41) 
Here, the pC  coefficient in the wind turbine aerodynamic model is obtained  
through a “lookup table” method, and its profile is shown in Figure 3.12. 
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Figure 3.12 Cp – λ curve 
 
 By maintaining the tip speed ratio at its optimum value, the captured power can 
be maximized and calculated as follows: 
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2 3 3
max
1 ( , )
2 p
P R v C Kv                   (3.42) 
where, K is a constant and is equal to (  2 312 pR v C opt ). The obtained 
maximum power, Pmax, will be set as the reference value of the active power for the 
generator-side converter control, and thus by regulating the rotor y-axis current, the 
maximum power can be tracked.  
3.4 Pitch Angle Control  
In recent years, wind turbine-generator systems equipped with a pitch angle 
adjusting device have become the dominating type of annually installed wind turbines. 
When the wind speed is below its rated speed, the pitch angle will be kept as zero 
value to maximize the power coefficient of the wind turbine. For wind gust conditions, 
the controller will regulate the pitch angle in such a manner that the output power of 
the wind turbine can be limited to its rated value. Therefore, the gird will suffer from 
minimum power variations due to the continued installation of additional wind 
turbines.  
Based on earlier work in the literature, the pitch angle reference, βref, can be 
obtained by various input parametric values, which are summarized as follows [138]: 
1) Wind speed. Ideally, the pitch angle reference, βref, can be obtained from the 
curve of the pitch angle versus wind speed. This control strategy is simple if 
the wind speed can be directly measured.  
2) Generator rotor speed. The difference between the controlled rotor speed and 
its reference value will pass through a PI controller, and then produce the 
reference value of the pitch angle, βref. 
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3) Generator power. The difference between the generator power and its rated 
power will be sent through a PI controller, whose output will yield the 
reference value of the pitch angle, βref.  
In this thesis, the input parameter is the generator power, and the structure of 
the pitch angle controller is shown in Figure 3.13. 
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Figure 3.13 Pitch angle control scheme [56] 
 
Adjusting the pitch angle of the blades, provides an effective mean of 
regulating or limiting turbine performance in strong wind speed conditions. To put the 
blades into the necessary position, pitch servos are employed which may be hydraulic 
or electrical systems. During normal operation, blade pitch adjustments with 
rotational speeds of approximately 5-10º per second are expected [132]. Here, the 
pitch angle regulating rate is 8º per second. 
3.5 Performance of a Doubly-fed Induction Generator (DFIG) for Wind 
Turbine-Generator Systems 
In order to investigate the performance of these control strategies mentioned 
earlier in this chapter, a wind turbine-generator system is developed in a 
Matlab/Simulink environment and simulated under various wind speed conditions. 
Here, the rated wind speed is 12 m/s. In low wind speed conditions that are below 
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rated value, the maximum power point tracking objective can be achieved by the 
generator-side converter control. At high wind speed conditions above rated speed, the 
pitch angle can be regulated to provide proper value for the power coefficient, so that 
the output power of the wind turbine is approximately maintained at its rated value. 
The objective of the vector-control scheme for the grid-side PWM voltage source 
converter is to keep the DC-link voltage constant under various wind speed 
conditions. 
 The models and control strategies which are used in this simulation study are 
given in Table 3.2. 
 
Table 3.2 Models and control strategies in the WTGS 
 
DFIG    Fourth order model  
Drive train        One-mass model 
Generator-side converter control   Stator flux oriented control 
MPPT   Current mode control  
 
The wind turbine-generator system parameters used in this simulation study 
are given in Table 3.3 [15]. 
 
Table 3.3 Wind turbine-generator system parameters 
 
Parameter   Value Units 
Wind turbine rotor radius 91.2  m 
Number of poles 6  
Rated power 1.5 MVA 
Rated voltage 575 V 
Stator resistance 0.023  ohm  
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Rotor resistance 0.016 ohm  
Stator inductance 0.18 H 
Rotor inductance 0.16 H 
Magnetizing inductance 2.9 H 
 
The functional block diagram of the simulation scheme of a 1.5 MW 
doubly-fed induction generator wind turbine-generator system (WTGS) in the 
Matlab/Simulink environment is shown in Figure 3.14.  
 
 
Figure 3.14 Simulation scheme of a 1.5 MW doubly-fed induction generator wind turbine-generator  
system 
 
The simulation results for the WTGS are given next. Figure 3.15 shows the 
power verse wind speed curve. As shown in Figure 3.15, the wind speed increases 
from an initial condition of 2 m/s to a final condition of 15 m/s. Correspondingly, the 
active power is increasing and tracking its maximum value. However, when the active 
power reaches its rated value, it will stop increasing and stay at its rated value through 
the action of the control system. 
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Figure 3.15 Power verse wind speed curve 
 
In this simulation, it is assumed that the wind speed will vary from 8m/s to 
15m/s, as shown in Figure 3.16, this is in order to test the system performance. Figure 
3.17 shows the active power curve. It can be seen that when the wind speed equals 12 
m/s, the power reaches its rated value; when the wind speed increases from 12m/s to 
15 m/s, the power will first increase and then decrease to its rated value. During the 
time period between 0.5 seconds to1 seconds, the output active power is regulated by 
the pitch angle controller, and its dynamic response is slow because of the fact that the 
pitch angle controller is a mechanical device. Then, the wind speed decreases to 12 
m/s. The active power is still kept as its rated value. When the wind speed decreases 
to 8m/s, the output active power also decreases too, which is due to the fact that the 
active power is regulated by the generator-side converter controller and will track 
more closely the maximum power. After 2.0 seconds, the wind speed increases to 12 
m/s and the wind turbine will generate rated active power.  
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Figure 3.16 Wind speed curve 
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Figure 3.17 Active power profile 
 
Since a unity power factor is expected in this system, the reactive power 
should stay at zero, and from the reactive power curve shown in Figure 3.18, it can be 
seen that no matter what the wind speed is, the reactive power tries to be kept at zero 
value. The role of the pitch angle controller is to regulate the pitch angle when the 
wind speed exceeds its rated value of 12 m/s. The pitch angle profile is shown in 
Figure 3.19, and it can be seen that when the wind speed reaches 12 m/s or 8m/s, the 
pitch angle is kept at zero value, under which case the wind turbine will capture the 
maximum wind power. When the wind speed increases to 15 m/s, the pitch angle will 
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be increased to limit the captured wind power to its rated value.  
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Figure 3.18 Reactive power profile 
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Figure 3.19 Pitch angle profile 
 
The stator quadrature axis current profile is shown in Figure 3.20, and it can 
be seen that the active power and stator quadrature axis current have similar profiles. 
This is because of the fact that the active power is directly controlled by the stator 
quadrature axis current according to equation (3.37). Figure 3.21 shows the curve of 
the stator direct axis current. Here, based on Figure 3.18 and Figure 3.21, it can be 
concluded that the reactive power can be directly controlled by the stator direct axis 
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current. Also, from equation (3.38), the same conclusion can be made. 
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Figure 3.20 Stator quadrature axis current profile in p.u. (stator flux reference frame) 
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Figure 3.21 Stator direct axis current profile in p.u. (stator flux reference frame) 
 
Under the stator flux oriented control scheme, the active power and reactive 
power are directly controlled by the stator quadrature and direct axes currents, 
respectively. From equations (3.26) and (3.28), it can be seen that the stator 
quadrature and direct axes currents have direct relationships to the rotor quadrature 
and direct axes currents, which are shown in Figure 3.22 and Figure 3.23. This 
explains why the rotor quadrature and direct axes currents are similar to the stator 
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quadrature and direct axes current profiles.  
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Figure 3.22 Rotor quadrature axis current profile in p.u. (stator flux reference frame) 
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Figure 3.23 Rotor direct axis current profile in p.u. (stator flux reference frame) 
 
Here, the profiles of the rotor and stator currents in the ABC reference frame 
are shown in Figure 3.24 and Figure 3.25, respectively. As shown in Figure 3.24 and 
Figure 3.25, the frequency of the stator currents is much higher than the rotor currents 
due to the reason that r rf s f , where, s, is the slip. 
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Figure 3.24 Rotor phase current profiles in p.u. (ABC reference frame) 
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Figure 3.25 Stator phase current profiles in p.u. (ABC reference frame) 
 
The electromagnetic torque in Figure 3.26 is also controlled by the rotor 
quadrature axis current. One can easily reach this conclusion through using equation 
(3.36). From Figure 3.27, it can be seen that the grid-side converter controller will 
attempt to keep the DC-link voltage as constant under various wind speed conditions. 
In this simulation, the ripple in the DC-link voltage was found to be as follows: 
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Figure 3.26 Electromagnetic torque profile in p.u.  
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Figure 3.27 DC-link voltage profile in volts 
 
In order to test the performance of the grid-side converter control, the 
generator-side converter control and the maximum power tracking, the wind 
turbine-generator system was simulated under a sinusoidal wind speed variation 
condition, which is shown in Figure 3.28. Here, the wind speed varies from 6 m/s to 
12 m/s, and is below the rated wind speed. Therefore, the wind turbine should operate 
in the MPPT operating mode and generate the maximum power according to the 
specific wind speed. 
Figure 3.29 and Figure 2.30 show the active power and reactive power profiles. 
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It can be observed that the active power is tracking its reference value and varies with 
the wind speed, and the reactive power is kept at zero value due to the actions of the 
controller. Therefore, it can be concluded that the generator-side converter control and 
the maximum power point tracking control also work well for a sinusoidal wind speed 
variation condition. Figure 3.31 through Figure 3.34 show the direct and quadrature 
axes currents of the stator and rotor, respectively, which verify the corresponding 
relationships given in equations (3.37) and (3.38). Figure 3.35 and Figure 3.36 show 
the stator and rotor phase currents, respectively, and it can be seen that the envelopes 
of the stator and rotor currents have sinusoidal response. Figure 3.37 and Figure 3.38 
show the electromagnetic torque and rotational speed profiles, respectively, and their 
product of speed times torque should be equal to the active power. The ripple for the 
DC-link voltage, based on the simulation results in Figure 3.39, was found to be as 
follows: 
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Figure 3.28 Wind speed curve 
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Figure 3.29 Active power profile for a sinusoidal wind speed variation condition 
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Figure 3.30 Reactive power profile for a sinusoidal wind speed variation condition 
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Figure 3.31 Stator quadrature axis current profile in p.u. for a sinusoidal wind speed variation 
condition 
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Figure 3.32 Stator direct axis current profile in p.u. for a sinusoidal wind speed variation condition 
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Figure 3.33 Rotor quadrature axis current profile in p.u. for a sinusoidal wind speed variation 
condition 
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Figure 3.34 Rotor direct axis current profile in p.u. for a sinusoidal wind speed variation condition 
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Figure 3.35 Stator phase current profiles in p.u. for a sinusoidal wind speed variation condition 
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Figure 3.36 Rotor phase current profiles in p.u. for a sinusoidal wind speed variation condition 
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Figure 3.37 Electromagnetic torque profile in p.u. for a sinusoidal wind speed variation condition 
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Figure 3.38 Rotational speed profile in p.u. for a sinusoidal wind speed variation condition 
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Figure 3.39 DC-link voltage profile in Volts for a sinusoidal wind speed variation condition  
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Chapter 4 
Space Vector PWM and Multi-Level Neutral-Point-Clamped Converters 
4.1 Introduction 
Sinusoidal PWM (SPWM) has been widely used in AC motor control 
applications during the past decades. In this relatively unsophisticated method, the 
three-phase reference modulating signals are compared with a common triangular 
carrier, and their intersections determine the switching points of the power devices in 
the inverter. However, this method cannot fully use the inverter’s supply voltage, and 
the asymmetrical nature of the SPWM switching characteristics produces relatively 
high harmonic distortion of the three-phase output voltages. 
The space vector concept, which was originally derived from the rotating field 
of induction motors, is used in the application of pulse width modulation. Space 
vector PWM (SVPWM) is a more sophisticated technique for generating modulation 
signals, and it has many advantages, which are listed as follows: 1) reduced 
commutation losses, 2) higher amplitude of the modulation index, 3) greater DC-bus 
voltage utilization, and 4) lower total harmonic distortion (THD) of the output 
voltages, when compared with the conventional SPWM techniques. The above 
advantages have allowed this novel technique to be increasingly used in industry since 
last decade [133].  
The multi-level neutral-point-clamped (NPC) inverter concept was first 
proposed by Akira Nabae in 1981 [134]. Since its introduction, the multi-level NPC 
voltage source inverters (VSI) have been shown to provide significant advantages 
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over the conventional two-level VSI for medium- and high-power applications, due to 
their abilities to meet the increasing demand of the power ratings and power quality 
associated with reduced harmonic distortion, lower electromagnetic interference, and 
higher efficiency [135]. The advantages of the multi-level NPC voltage source 
converters are explained as follows: 
1. The multi-level converters can generate several voltage levels for the output 
line-to-line voltages. As a sequence, it will reduce the output voltage and 
current harmonic contents. 
2. The power topologies of the multi-level converters synthesize the voltage 
waveform with a number of semiconductor devices connected in a special 
arrangement, rated at a fraction of the DC-bus voltage. For three-level 
converters, the voltage supported by each power semiconductor will be 0.5Vdc. 
However, for two-level converters, the voltage supported by each power 
semiconductor will be Vdc with the same DC-bus.  
3. The use of multi-level converters permits a direct connection of the wind 
turbine to the medium voltage electric grid without using expensive, bulky, 
and heavy 50/60-Hz transformers. Multi-level converters can control the 
frequency, magnitudes and the phase angle of the output voltages, and provide 
a fast response and autonomous control [135]. 
4. The first group of the voltage harmonics is centered around twice the 
switching frequency, and the low frequency harmonics from the output ac 
voltages are cancelled. This feature enables further reduction in size, weight, 
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and cost of passive components while at the same time improving the quality 
of the output waveforms [136]. 
On the other hand, this topology is also limited by the following drawbacks: 
high number of devices, unbalance issue of the neutral-point, and typically complex 
control schemes [137].  
The presented advantages of the multi-level converters make them alternatives 
to conventional two-level converters for the application in renewable energy and 
industry. In this thesis, the SVPWM technique is first applied in a traditional 
two-level converter. Second, the basic principles and features of the multi-level NPC 
converter will be presented. Third, the SVPWM for a three-level converter will be 
studied and analyzed in detail. Finally, the simulation results and comparison study of 
the two-level and three-level inverters, modulated by the SPWM and SVPWM, 
respectively, will be presented. Here, the simulation study is developed under a 
Matlab/Simulink environment.  
4.2 Space Vector PWM for Two-level Inverters 
4.2.1 Three-Phase Voltage Source Inverter Modeling Review 
The circuit schematic of a typical three-phase voltage source PWM inverter is 
shown in Figure 4.1. The six power switches, S1 to S6, shape the output voltages. Here, 
let's define  , ,kS k a b c as the switch function of phase, k. Hence, based on the 
principle that any two switches in the same leg cannot be on at the same time, the 
definition of Sk is given as follows:  
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Figure 4.1 Three-phase voltage source PWM inverter scheme 
 
For each phase, there will be two switching states. As a result, there are 2
3
=8 
possible switching patterns for the three-phase two-level inverter, and the output 
phase voltages and line-to-line voltages for different switching patterns are given in 
Table 4.1. 
 
Table 4.1 Switching patterns and output voltages 
Voltage 
vectors 
Switching 
vectors 
Line-to-neutral voltages Line-to-line voltages 
A B C Van(Vdc) Vbn(Vdc) Vcn(Vdc) Vab(Vdc) Vbc(Vdc) Vca(Vdc) 
0V  0 0 0 0 0 0 0 0 0 
1V  1 0 0 2/3 -1/3 -1/3 1 0 -1 
2V  1 1 0 1/3 1/3 -2/3 0 1 -1 
3V  0 1 0 -1/3 2/3 -1/3 -1 1 0 
4V  0 1 1 -2/3 1/3 1/3 -1 0 1 
5V  0 0 1 -1/3 -1/3 2/3 0 -1 1 
6V  1 0 1 1/3 -2/3 1/3 1 -1 0 
7V  1 1 1 0 0 0 0 0 0 
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Here, each of the voltages in above table is scaled by " Vdc ". 
4.2.2 Space Vector PWM 
From Table 4.1, the inverter has six non-zero vectors and two zero vectors. The 
six non-zero vectors ( 1V - 6V ) shape the axes of a hexagon and the zero vectors ( 0V  and 
7V ) sit at the origin in the stator reference frame (α-β), as depicted in Figure 4.2. The 
eight vectors are called the basic space vectors, and the angle between any two 
adjacent non-zero vectors is 60 degrees. The lengths of the six non-zero vectors are 
2/3Vdc and the lengths of the two zero vectors are zero. 
From Table 4.1, according to the equivalence principle, the following set of 
equations can be deduced [138]: 
1 4
2 5
3 6
0 7
1 3 5
0
0
V V
V V
V V
V V
V V V
 

  

  
  

                              
(4.2) 
Based on equation (4.2), the space vectors and sectors in a stationary (α-β) 
reference frame are drawn in Figure 4.2. 
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Figure 4.2 Space vectors and sectors 
 
At any sector, the output reference voltage vector, *V , can be made up by the 
non-zero vectors and zero vectors, which can be written as follows:  
* 0 71
0 1 7
s s s
T TT
V V V V
T T T
   
                        
(4.3) 
where, T0, ..., T7 are the turn-on time of the voltage vectors 0 7,V V , and must 
satisfy the following relationships: 1) T0, T1,... T7>=0, 2) 
7
0 i si
T T

 . Here, Ts, is the 
sample time. According to equation (4.3), there are infinite ways to compose the 
reference voltage vector, *V . However, it is proven that when the reference voltage 
vector is constructed from the two nearest adjacent voltage vectors and zero vectors, 
the number of switching actions can be reduced, and the active turn-on time for the 
space vectors can be fully used. For example, in sector 1, shown in Figure 4.2, in one 
sampling interval, the reference voltage vector, *V , can be expressed as follows: 
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* 0 71 2
0 1 2 7
s s s s
T TT T
V V V V V
T T T T
                        (4.4) 
where, 1 2 0 7 0 70, 0 0sT T T T T T and T       .  
For the space vector modulation, the boundary between the linear modulation 
range and the over-modulation range in sector 1 is defined as follows: 
1 2 0 7 0sT T T T T                          (4.5) 
Therefore, from equation (4.5), it can be deduced that the boundary between 
the linear modulation range and the over-modulation range is the hexagon, shown in 
Figure 4.3. The linear modulation range is located within the hexagon. If the reference 
voltage vector exceeds the hexagon, then the summation of T1 and T2 will be greater 
than Ts, which is unrealizable. 
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Figure 4.3 Modulation range for the SVPWM 
 
Furthermore, it should be pointed out that in the linear modulation range, the 
trajectory of the reference voltage vector, *V , becomes the inscribed circle of the 
hexagon because of the fact that the amplitude of the reference voltage should be kept 
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as constant. For the SVPWM, the maximum amplitude of the reference voltage that 
can be achieved is 13 2V  in sector 1. Therefore, the maximum amplitudes for the 
phase and line-to-line voltages are 1 3 dcV  and dcV , respectively. However, for the 
SPWM, the maximum amplitudes for the phase and line-to-line voltages are 0.5 dcV   
and 3 2 dcV , respectively. By setting the modulation index of the SPWM as a 
reference, it can be deduced that the modulation index for the SVPWM is 
approximately 15 percent more than SPWM [139]. 
4.2.3 Software Implementation of the Space Vector PWM 
Space vector PWM can be implemented by the following steps [140], in which 
the calculations for sector 1 are taken as an example: 
Step 1:  Determine the voltages, vα, vβ, and the angle, γ, of the expected 
output voltage. 
Step 2:  Calculate the time durations, T0, T1, T2 and T7. 
Step 3:  Determine the switching sequences for all six sectors. 
Step 1: The expected three-phase output voltages should be transformed to the 
stationary reference frame and then the angle, γ, should be determined by using the 
following equations: 
1 11
2 22
3 3 30
2 2
an
bn
cn
v
v
v
v
v


   
        
                          
(4.6) 
* 2 2V v v                             
(4.7)  
 
1tan
v
v


 
 
  
                            
(4.8) 
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Step 2: Calculate the time durations, T0, T1, T2 and T7. In sector 1, there could 
be several alternatives to compose the reference output voltage. This thesis herein 
introduces the easiest method, and a more complicated method will be given later in 
this section.  The easiest method, shown in Figure 4.2, distributes the zero vectors, 
0V  and 7V , at the begin and end of the reference voltage vector, respectively. The 
non-zero vectors, 1V  and 2V , are distributed at the middle of the reference voltage 
vector. From Figure 4.2, the switching time durations for sector 1 can be calculated as 
follows:  
*
1 1 2 2
*
2 2
cos cos
3
sin sin
3
s
s
T V T V T V
T V T V





       

    

  
 
1 sin
3
sT T m


 
    
                       
(4.9) 
 2 sinsT T m   
                      
(4.10) 
0 1 2sT T T T                           
(4.11) 
Here, T0, is the total turn-on time of the zero voltage vectors, 0V  and 7V , and 
needs to be equally divided into two parts for these zero vectors. Here also, 
0
3
  , and m, is the modulation index and can be expressed as follows:  
*3
dc
V
m
V
                           (4.12) 
From previous analysis, the maximum value for the reference voltage vector, 
*V , can be derived as follows: 
*
max 1
3 3 2 1
2 2 3 3
dc dcV V V V                   (4.13)
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Hence, the maximum value for the modulation index can be calculated as 
follow: 
*
max
max
3 3 1
1
3
dc
dc dc
V
m V
V V
                   (4.14) 
From equations (4.9) through (4.11), the switching time durations of the 
voltage vectors, 0V , nV , 1nV   and 7V ,  for any sector, n, can be deduced and given 
as follows: 
sin
3
n sT T m n


 
     
                       (4.15) 
1 sin ( 1)
3
n sT T m n


 
      
                    
(4.16) 
0 1s n nT T T T                            
(4.17) 
where, 0 3   , and 1,2, 6n   . 
The switching time durations for all six sectors are given in Table 4.2. 
Table 4.2 Switching time durations for all six sectors  
Sector 1 (0≤ γ <π/3) Sector 2 (π/3≤ γ <2π/3) Sector 3 (2π/3≤ γ <π) 
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Sector 4 (π≤ γ <4π/3) Sector 5 (4π/3≤ γ <5π/3) Sector 6 (5π/3≤ γ <2π) 
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Step 3:  Determine the switching sequences for all six sectors. From the first 
method mentioned in step 2, it can be seen that all the voltage vectors, 0V , 1V , 2V  
and 7V , are not symmetrically distributed to compose the reference voltage vector, and 
this asymmetrical characteristic will generate high switching losses and harmonic 
components. Therefore, in order to overcome these disadvantages, reference [141] 
proposed another method, in which the zero state vector, 0V , is equally distributed at 
the beginning and end of the reference voltage vector, and the zero state vector, 7V , is 
distributed at the middle of the reference voltage vector. Besides, the non-zero vectors 
are equally distributed between two zero vectors, 0V  and 7V , and between 7V  and 
0V , as described in Figure 4.4. 
Therefore, the total switching period is divided into 7 switching states. The 
switching patterns for upper IGBTs in sector 1 are shown in Figure 4.5. Besides, the 
switching sequence is shown at the bottom of Figure 4.5, and the corresponding 
explanation will be given next. 
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Figure 4.4 Reference vector as a combination of adjacent vectors in sector 1 
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Figure 4.5 Switching patterns for upper IGBTs in sector 1 
 
It should be noted that although this switching strategy is different from the 
first method, the overall switching time duration is the same. Therefore, Table 4.2 is 
still feasible for the second method. 
To reduce the number of the inverter switching actions, it is necessary to 
distribute the switching states in such a way that the transition from one state to the 
next is performed by only switching one inverter leg at a time [142]. For example, in 
sector 1, the reference voltage vector is composed by 0V , 1V , 2V  and 7V , and the 
corresponding switching patterns of upper IGBTs for these vectors are (0, 0, 0), (1, 0, 
0), (1, 1, 0) and (1, 1, 1), respectively. In order to achieve one switching action at each 
time duration, 2V  should appear behind 1V , or else, the transition from 0V  to 2V  
needs two switching actions. Based on this principle, the switching sequence will be (0, 
0, 0)   (1, 0, 0)   (1, 1, 0)   (1, 1, 1), and vice versa. Therefore, the 
seven-segment switching sequences for *V  residing in all six sectors are given in 
Table 4.3. It should be noted that all the switching sequences will start and end with 
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switching state [000], which indicates that the transition for *V  moving from one 
sector to the next sector does not require any switching actions. 
 
Table 4.3 Seven-segments switching sequences for all sectors 
Sector 
Switching Sequence 
1 2 3 4 5 6 7 
1 0
V  1V  2V  7V  2V  1V  0V  
000 100 110 111 110 100 000 
2 0
V  3V  2V  7V  2V  3V  0V  
000 010 110 111 110 010 000 
3 0
V  3V  4V  7V  4V  3V  0V  
000 010 011 111 011 010 000 
4 0
V  5V  4V  7V  4V  5V  0V  
000 001 011 111 011 001 000 
5 0
V  5V  6V  7V  6V  5V  0V  
000 001 101 111 101 001 000 
6 0
V  1V  6V  7V  6V  1V  0V  
000 100 101 111 101 100 000 
 
Based on Table 4.3, the switching pulse patterns for upper IGBTs in all six 
sectors are plotted in Figure 4.6. 
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         (a) Sector 1                                 (b) Sector 2 
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Figure 4.6 Switching patterns for upper IGBTs in all six sectors  
 
4.2.4 Comparison Between SPWM and SVPWM for a Three-Phase 
Two-Level Inverter 
In this section, the SVPWM was simulated in a Matlab/Simulink environment, 
in which a DC voltage source is connected to six IGBTs as well as a three-phase 
series RL load. Here, the gate signals for six IGBTs are generated by the SVPWM. 
The simulation scheme for a three-phase voltage source inverter modulated by the 
SVPWM is shown in Figure 4.7, and the data used in the simulation study are given in 
Table 4.4. 
125 
 
 
 
 
Figure 4.7 Simulation scheme for a three-phase two-level voltage source inverter  
 
Table 4.4 Three-phase voltage source inverter data 
Parameter Value Units 
DC voltage source 400 V 
R 10 ohm 
L 0.05 H 
Output frequency 60 Hz 
Ts 1/5000 sec 
Modulation index 0.8  
 
The simulation results for the three-phase voltage source inverter modulated 
by SVPWM are shown in Figure 4.8 through Figure 4.10. 
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Figure 4.8 Line-to-line voltage profile 
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Figure 4.9 Phase voltage profile 
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Figure 4.10 Phase current profile 
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To show the merit of the SVPWM, the space vector PWM is compared with 
SPWM under various modulation index conditions, and the comparison results are 
given in Table 4.5. The carrier frequency for the SPWM is 5000Hz, and all other 
parameters are the same as in the SVPWM simulation given in Table 4.4. Here, the 
modulation index for the SPWM is m Tm V V . 
Table 4.5 Comparison between SPWM and SVPWM for a two-level inverter 
Modulation 
Style 
SPWM SVPWM 
m 
Output line-to-line voltage  Output line-to-line voltage 
Fundamental peak 
value 
THD(%) 
Fundamental peak 
value 
THD(%) 
0.2 60.53 V 251.41 80.08 V 232.16 
0.4 132.5 V 160.66 160.0 V 147.61 
0.6 202.8 V 117.99 240.9 V 105.46 
0.8 272.7 V 89.34 320.9 V 76.83 
1 343.5 V 66.17 400.0 V 52.45 
 
From Table 4.5, it can be concluded that the SVPWM can obtain a higher peak 
value of the fundamental component of the output phase voltages, which means that it 
can utilize the DC-bus voltage more effectively, and generate less total harmonic 
distortion (THD) when compared with the conventional SPWM techniques. 
4.3 Multi-Level Neutral-Point-Clamped Converters 
Generally speaking, multi-level converters can be classified into three 
categories [106]: neutral-point-clamped converters, also called diode-clamped 
converters, flying capacitor converters and cascaded H-bridge converters. This thesis 
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will only focus on multi-level neutral-point-clamped converters due to the fact that 
this type of converter is most widely used in wind turbine-generator systems recently. 
A three-level diode-clamped inverter is shown in Figure 4.11(a), in which only 
the circuit of phase a, is described as an example. In this circuit, the DC-bus voltage is 
split into three levels by two series-connected bulk capacitors, C1 and C2. Here, the 
capacitors, C1 and C2, are identical, and the middle point of the two capacitors, n, is 
defined as the neutral point.  
The definition of the switching states for the three-level diode-clamped 
converter is given in Table 4.6. Here, a switch status of “1” means the switch is on, 
and a switch status of “0” means the switch is off. Here also, when the switching state 
is equal to “1”, the upper two switches, S1 and S2, in leg a are conducting, and the 
voltage for terminal a with respect to the neutral point n, Van, is Vdc/2. Similarly, when 
the switching state is equal to “-1”, the lower two switches, S3 and S4, are turned on, 
and the voltage, Van, is equal to Vdc/2. The switching state “0” indicates that the inner 
two switches, S2 and S3, are conducting and Van = 0 through the clamping diodes. In 
order to obtain the desired three-level voltages, the converter must ensure 
complementarities between the pairs of the switches: (S1, S3) and (S2, S4).  
 
Table 4.6 Definition of the switching states 
Switching State 
Switch Status for Phase A 
Terminal Voltage Van 
S1 S2 S3 S4 
1 1 1 0 0 Vdc/2 
0 0 1 1 0 0 
-1 0 0 1 1 -Vdc/2 
 
The key components that distinguish the circuit of a three-level inverter from a 
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conventional two-level inverter are the clamped diodes, D1 and D2. These two diodes 
clamp the blocking voltage of each switch to half level of the DC-bus voltage. For 
example, when both switches, S1 and S2, are turned on, the voltage between point a 
and 0 is Vdc, i.e., Va0 = Vdc. In this case, the diode, D2, balances out the voltage 
sharing between the switches, S3 and S4, with S3 blocking the voltage across C1, and 
S4 blocking the voltage across C2, as the dashed line shown in Figure 4.11 (a). 
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             (a)                                  (b) 
Figure 4.11 Multi-level diode-clamped inverter circuit topologies: (a) three-level (b) five-level 
 
Figure 4.11 (b) shows a five-level diode-clamped inverter, in which the 
DC-bus consists of four identical capacitors, C1, C2, C3 and C4. The DC-bus voltage is 
equally distributed on these capacitors, which means that the voltage across each 
capacitor is Vdc/4. Therefore, the voltage across each IGBT device will be limited to 
one capacitor voltage level, Vdc/4, through the clamping diodes. In order to explain 
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how the five voltage levels of the out phase voltages are synthesized, the neutral point, 
n, is considered as the reference point, and the corresponding switching combinations 
across a and n are summarized as follows [143]: 
1) For voltage level, Vdc/2, all upper switches, S1 through S4, should be 
turned on. 
2) For voltage level, Vdc/4, three upper switches, S2 through S4, and one 
lower switch S5 should be turned on. 
3) For voltage level, 0, two upper switches, S3 and S4, and two lower 
switches, S5 and S6, should be turned on. 
4) For voltage level, -Vdc/4, one upper switch, S4, and three lower switches, 
S5 through S7, should be turned on. 
5) For voltage level, -Vdc/2, all lower switches, S5 through S8, should be 
turned on. 
For each phase, there exist four complementary switch pairs, which are 
defined such that turning on one of the pair switches will make the other switch be 
turned off. Using phase leg a as an example, the four complementary pairs are (S1, S5), 
(S2, S6), (S3, S7) and (S4, S8). 
Although each active switching device is only required to block a voltage of 
Vdc/4, the clamping diodes must have different voltage ratings for reverse voltage 
blocking. As an example in Figure 4.11 (b), when the lower devices, S6 through S8, 
are turned on, the diode, D2, needs to block three capacitor voltages, or 3Vdc/4, as the 
dashed line shown in Figure 4.11 (b). Similarly, the diodes, D3 and D4, need to block 
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Vdc/2, and D5 needs to block 3Vdc/4. Assuming that each blocking diode has the same 
voltage rating, the diode which blocks multi voltage levels of Vdc/4 will need several 
diodes in series, as the diodes, D2, shown in Figure 4.11 (b). 
In general, an m-level diode-clamped converter typically consists of m-1 
capacitors on the DC-bus, and produces m levels of the output phase voltages. The 
number of clamping diodes required for each phase will be (m-1)(m-2), the number of 
IGBT switches will be 2(m-1) and the number of antiparallel diodes will be 2(m-1) 
[137]. It can be seen that the number of devices in a multi-level inverter represents a 
quadratic and linear increase in m. When m is sufficiently high, it will be impractical 
to implement the system. In this thesis, therefore, only three-level 
neutral-point-clamped inverters will be studied in detail and applied in wind 
turbine-generator systems. 
As in two-level converters, the traditional sinusoidal PWM can also be applied 
in the three-level NPC inverter, in which the sinusoidal reference signals are compared 
with two carrier signals, as shown in Figure 4.12. Here, mav , is the modulation signal 
for phase a, 1trv , is the upper carrier signal, and 2trv , is the lower carrier signal. The 
upper carrier signal has a triangular waveform, which varies between 0 and 1. The 
lower carrier signal is the reverse of the upper carrier signal. 
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Figure 4.12 SPWM for a three-level inverter 
 
The switching states for upper IGBTs of phase a can be deduced as follows 
[144]: 
1 1 2
2 1 1 2
2 1 2
ma tr
tr ma tr
ma tr
if v v S on S on
if v v v S off S on
if v v S off S off
   
    
   
           (4.18) 
The switching states for the lower IGBTs of phase a can be derived from the 
switching states of the upper IGBTs because of the complementary switch pairs. 
4.4 Space Vector PWM for Three-Level Inverters 
4.4.1 Voltage Vector Categories 
Now, consider a three-level NPC inverter shown in Figure 4.13. Here, there 
are two statements that should be noticed: 1) the neutral point in the load, 0, as shown 
in Figure 4.13, is not the same as point 0 in Figure 4.11, 2) the neutral point, n, is not 
the same as the neutral point in the load, 0, as shown in Figure 4.13. 
133 
 
 
2S
3S
4S
DC
1S
1C
2C
dcV
2
dcV
2
dcV
1D
2D
b
n
5S
6S
a
8S
9S
10S
7S
L
R
L
R
L
R
c
11S
12S
3D
4D
5D
6D
0
 
Figure 4.13 Three-phase three-level diode-clamped inverter 
 
From Table 4.6, it can be seen that the operation of each leg has three 
switching states, "1", "0" and "-1". By taking all three phases into account, the 
inverter has a total of 27 possible switching states, which are given in Table 4.7. The 
voltage vectors can be classified into four groups, and given as follows [145]: 
1) Zero vector ( 0V ), representing three switching states [1 1 1], [0 0 0] and 
[-1 -1 -1]. The magnitude of the zero vector, 0V , is zero. 
2) Small vectors ( 1V  to 6V ), having a magnitude of 3dcV . Each small 
vector has two switching states, one containing the switching state "1", 
and the other containing the switching state "-1". They are classified 
into P- (positive) or N- (negative) types of small vectors. 
3) Medium vectors ( 7V  to 12V ), whose magnitude is 3 3dcV .  
4) Large vectors ( 13V  to 18V ), having a magnitude of 2 3dcV . 
From the above four groups, it can be seen that there exist redundancies for 
generating the small voltage vectors and zero voltage vectors. Therefore, in all there 
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are 18 active voltage vectors plus zero voltage vectors. 
 
Table 4.7 Three-level inverter switching states and voltage outputs 
Space  
Vector 
Switching States Van Vbn Vcn Va0 Vb0 Vc0 
Vector 
Magnitude 
0V
 
[0 0 0] 0 0 0 0 0 0 
0 [1 1 1] 1/2 1/2 1/2 0 0 0 
[-1-1-1] -1/2 -1/2 -1/2 0 0 0 
 P-type N-type   
1V
 [1 0 0]  1/2 0 0 1/3 -1/6 -1/6 
1/3 
 [0-1 -1] 0 -1/2 -1/2 1/3 -1/6 -1/6 
2V
 [1 1 0]  1/2 1/2 0 1/6 1/6 -1/3 
 [0 0 -1] 0 0 -1/2 1/6 1/6 -1/3 
3V
 [0 1 0]  0 1/2 0 -1/6 1/3 -1/6 
 [-1 0 -1] -1/2 0 -1/2 -1/6 1/3 -1/6 
4V
 [0 1 1]  0 1/2 1/2 -1/3 1/6 1/6 
 [-1 0 0] -1/2 0 0 -1/3 1/6 1/6 
5V
 [0 0 1]  0 0 1/2 -1/6 -1/6 1/3 
 [-1 -1 0] -1/2 -1/2 0 -1/6 -1/6 1/3 
6V
 [1 0 1]  1/2 0 1/2 1/6 -1/3 1/6 
 [0 -1 0] 0 -1/2 0 1/6 -1/3 1/6 
7V
 [1 0 -1] 1/2 0 -1/2 1/2 0 -1/2 
3 3  
8V
 [0 1 -1] 0 1/2 -1/2 0 1/2 -1/2 
9V
 [-1 1 0] -1/2 1/2 0 -1/2 1/2 0 
10V
 [-1 0 1] -1/2 0 1/2 -1/2 0 1/2 
11V
 [0 -1 1] 0 -1/2 1/2 0 -1/2 1/2 
12V
 [1 -1 0] 1/2 -1/2 0 1/2 -1/2 0 
13V
 [1 -1 -1] 1/2 -1/2 -1/2 2/3 -1/3 -1/3 
2/3 
14V
 [1 1 -1] 1/2 1/2 -1/2 1/3 1/3 -2/3 
15V
 [-1 1 -1] -1/2 1/2 -1/2 -1/3 2/3 -1/3 
16V
 [-1 1 1] -1/2 1/2 1/2 -2/3 1/3 1/3 
17V
 [-1 -1 1] -1/2 -1/2 1/2 -1/3 -1/3 2/3 
18V
 [1 -1 1] 1/2 -1/2 1/2 1/3 -2/3 1/3 
 
Here, each of the voltages in the table are scaled by "Vdc". 
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In the vector space, according to the equivalence principle, these 27 voltage 
vectors can be drawn in the (α-β) reference frame, as illustrated in Figure 4.14. The 
space vector block diagram has been divided into six 60 degree sectors (1, 2, 3, 4, 5, 
and 6). Each sector consists of 4 regions (1, 2, 3 and 4). In any sector, the output 
reference voltage vector *V  can be constructed from different non-zero vectors and 
zero vectors according to the region in which the reference voltage vector is located.  

Im
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(0 1 0)
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Figure 4.14 Space vectors and sectors 
 
A careful analysis of the space vector diagram reveals that the performance of 
the inverter depends on the selection of the switching states and their sequences. Each 
small voltage vector has redundant switching states, and through selecting an 
appropriate switching state for each voltage vector, the switching losses can be 
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reduced [146], and this will be explained later.  
4.4.2 Time Calculations 
The space vector diagram shown in Figure 4.14 can be used to calculate the 
time durations for each sector (1 to 6). For different regions (1 to 4), the output 
reference voltage vector *V  should be constructed from three nearest switching 
non-zero and zero vectors. For example, in sector 1, the reference voltage vector is 
composed by 0 1 2, ,V V V  for region 1, 1 7 2, ,V V V  for region 2, 1 7 13, ,V V V  for region 3, 
and 2 7 14, ,V V V  for region 4. 
By using the same strategy that applied in the two-level inverter, the 
summation of the chosen voltage vectors multiplied by the corresponding time interval 
will be equal to the product of the reference voltage, *V , and the sampling period Ts. 
To illustrate, when the reference voltage is located in region 2 of sector 1, the nearest 
adjacent voltage vectors to the reference voltage vector are 1V , 7V  and 2V , shown in 
Figure 4.15.  
1V
0V
2V
*V
7V
13V
14V
1
2
3
4

 
Figure 4.15 Time calculations in region 2 of sector 1 
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Form Figure 4.15, by resolving the voltage vectors into the real part and the 
imaginary part, the switching time durations of region 2 in sector 1 can be calculated 
as follows: 
*
1 1 7 7 2 2
*
7 7 2 2
1 7 2
cos cos cos
6 3
sin sin sin
6 3
s
s
s
T V T V T V T V
T V T V T V
T T T T
 

 


          


        

   


         
(4.19)
 
*
1 7 2
*
7 2
1 7 2
3 2
cos cos cos
3 3 36 3
3 2
sin sin sin
3 36 3
dc dc dc
s
dc dc
s
s
V V V
T V T T T
V V
T V T T
T T T T
 

 

                  
     
              
   
  


  
(4.20) 
 1 1 2 sinsT T m    
                       
(4.21) 
7 2 sin 1
3
sT T m


  
      
                       
(4.22) 
2 1 7 1 2 sin
3
s sT T T T T m


  
         
                 
(4.23) 
where, 
*3
dc
V
m
V
 .  
It should be noticed that the switching time durations, T1, T7 and T2, include the 
time durations for the redundant switching states. For example, in region 1, T1 is the 
total switching time duration for P- (positive) and N- (negative) types of small vectors, 
whose switching states are [1 0 0] and [0 -1 -1], respectively. By following the same 
procedure, the switching time durations for other regions in sector 1 can also be 
deduced and given in Table 4.8. The detailed calculation processes will not be shown 
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here. 
 
 
Table 4.8 Switching time durations in sector 1 
Region 
1 
T1 T0 T2 
1V
 2 sin( )
3
sT m


 
 
 
 
0V  1 2 sin( )3
sT m


 
  
 
 
2V   2 sinsT m 
 
Region 
2 
T1 T7 T2 
1V
  1 2 sinsT m 
 
7V  2 sin( ) 13
sT m


 
  
 
 
2V  1 2 sin( )3
sT m


 
  
 
 
Region 
3 
T1 T7 T13 
1V
 2 2 sin( )
3
sT m


 
  
 
 7V   2 sinsT m 
 
13V  2 sin( ) 13
sT m


 
  
 
 
Region 
4 
T14 T7 T2 
14V   2 sin 1sT m  
 
7V  2 sin( )3
sT m


 
 
 
 
2V  2 2 sin( )3
sT m


 
  
 
 
 
The time durations can also be calculated for sectors (2 to 6) by using the 
equations in Table 4.8 with a multiple of π/3 subtracted from the actual angular 
displacement, γ, such that the modified angle falls into the range between zero and π/3. 
Here, it should be also noticed that for each region, the reference voltage vector has a 
maximum value that varies with the regions. 
4.4.3 Switching Sequences 
To reduce the number of inverter switching actions, it is necessary to distribute 
the switching states in such a way that the transition from one state to the next is 
performed by only switching one inverter leg at a time. By obeying this rule, the 
thirteen segment switching sequences for the reference voltage vector, *V , residing in 
region 1 of all six sectors are given in Table 4.9. Table 4.10 shows nine segment 
switching sequences of region 2 for each sector. Table 4.11 and Table 4.12 show seven 
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segment switching sequences of region 3 and region 4 for each sector, respectively.  
In the stationary reference frame, the reference voltage vector will rotate 
anticlockwise, therefore, the reference voltage vector will only pass through region 1, 
region 1 and 2 or region 2, 3 and 4, according to its magnitude. For small magnitudes 
of the reference voltage vector, all the switching sequences given in Table 4.9 start and 
end with switching state [-1-1-1], which indicates that the transition for *V  moving 
from one sector to the next does not require any switching actions. For large 
magnitudes of the reference voltage vector, the regions that the reference voltage 
vector will pass through have following sequences:  
1 2 3
1 2 3
3 2 4 3 2 4 3 2 4
1 2 1 1 2 1 1 2 1
Sector Sector Sector
Sector Sector Sector
or
        


        

            (4.24) 
From Table 4.9 to Table 4.12, it can be seen that only one or zero switching 
action is needed for the reference voltage vector transiting from one region to another, 
therefore, the switching losses of the switching devices can be reduced. 
 
Table 4.9 Thirteen segments switching sequences of region 1 for all sectors 
Sector 
Switching Sequence 
1 2 3 4 5 5 6 8 9 10 11 12 13 
1 0
V  1NV  2NV  0V  1PV  2PV  0V  2PV  1PV  0V  2NV  1NV  0V  
-1-1-1 0-1-1 00-1 000 100 110 111 110 100 000 00-1 0-1-1 -1-1-1 
2 0
V  3NV  2NV  0V  3PV  2PV  0V  2PV  3PV  0V  2NV  3NV  0V  
-1-1-1 -10-1 00-1 000 010 110 111 110 010 000 00-1 -10-1 -1-1-1 
3 0
V  3NV  4NV  0V  3PV  4PV  0V  4PV  3PV  0V  4NV  3NV  0V  
-1-1-1 -10-1 -100 000 010 011 111 011 010 000 -100 -10-1 -1-1-1 
4 0
V  5NV  4NV  0V  5PV  4PV  0V  4PV  5PV  0V  4NV  5NV  0V  
-1-1-1 -1-10 -100 000 001 011 111 011 001 000 -100 -1-10 -1-1-1 
5 0
V  5NV  6NV  0V  5PV  6PV  0V  6PV  5PV  0V  6NV  5NV  0V  
-1-1-1 -1-10 0-10 000 001 101 111 101 001 000 0-10 -1-10 -1-1-1 
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6 0
V  1NV  6NV  0V  1PV  6PV  0V  6PV  1PV  0V  6NV  1NV  0V  
-1-1-1 0-1-1 0-10 000 100 101 111 101 100 000 0-10 0-1-1 -1-1-1 
 
 
Table 4.10 Nine segments switching sequences of region 2 for all sectors 
Sector 
Switching Sequence 
1 2 3 4 5 6 7 8 9 
1 1N
V  2NV  7V  1PV  2PV  1PV  7V  2NV  1NV  
0-1-1 00-1 10-1 100 110 100 10-1 00-1 0-1-1 
2 3N
V  2NV  8V  3PV  2PV  3PV  8V  2NV  3NV  
-10-1 00-1 01-1 010 110 010 01-1 00-1 -10-1 
3 3N
V  4NV  9V  3PV  4PV  3PV  9V  4NV  3NV  
-10-1 -100 -110 010 011 010 -110 -100 -10-1 
4 5N
V  4NV  10V  5PV  4PV  5PV  10V  4NV  5NV  
-1-10 -100 -101 001 011 001 -101 -100 -1-10 
5 5N
V  6NV  11V  5PV  6PV  5PV  11V  6NV  5NV  
-1-10 0-10 0-11 001 101 001 0-11 0-10 -1-10 
6 1N
V  6NV  12V  1PV  6PV  1PV  12V  6NV  1NV  
0-1-1 0-10 1-10 100 101 100 1-10 0-10 0-1-1 
 
 
Table 4.11 Seven segments switching sequences of region 3 for all sectors 
Sector 
Switching Sequence 
1 2 3 4 5 6 7 
1 1N
V  13V  7V  1PV  7V  13V  1NV  
0-1-1 1-1-1 10-1 100 10-1 1-1-1 0-1-1 
2 2N
V  8V  14V  2PV  14V  8V  2NV  
00-1 01-1 11-1 110 11-1 01-1 00-1 
3 3N
V  15V  9V  3PV  9V  15V  3NV  
-10-1 -11-1 -110 010 -110 -11-1 -10-1 
4 4N
V  10V  16V  4PV  16V  10V  4NV  
-100 -101 -111 011 -111 -101 -100 
5 5N
V  17V  11V  5PV  11V  17V  5NV  
-1-10 -1-11 0-11 001 0-11 -1-11 -1-10 
6 6N
V  12V  18V  6PV  18V  12V  6NV  
0-10 1-10 1-11 101 1-11 1-10 0-10 
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Table 4.12 Seven segments switching sequences of region 4 for all sectors 
Sector 
Switching Sequence 
1 2 3 4 5 6 7 
1 2N
V  7V  14V  2PV  14V  7V  2NV  
00-1 10-1 11-1 110 11-1 10-1 00-1 
2 3N
V  15V  8V  3PV  8V  15V  3NV  
-10-1 -11-1 01-1 010 01-1 -11-1 -10-1 
3 4N
V  9V  16V  4PV  16V  9V  4NV  
-100 -110 -111 011 -111 -110 -100 
4 5N
V  17V  10V  5PV  10V  17V  5NV  
-1-10 -1-11 -101 001 -101 -1-11 -1-10 
5 6N
V  11V  18V  6PV  18V  11V  6NV  
0-10 0-11 1-11 101 1-11 0-11 0-10 
6 1N
V  13V  12V  1PV  12V  13V  1NV  
0-1-1 1-1-1 1-10 100 1-10 1-1-1 0-1-1 
 
From Table 4.9 through Table 4.12, it can be seen that both P- and N- types of 
the small vectors are used for balancing loss distribution. To illustrate, let only the 
P-types of the small vectors, 1PV  through 6PV , are considered in region 1. Based on 
the switching states of these small vectors given in Table 4.7, it can be seen that only 
switching states “0” and "1" are considered for phase a. According to the definition of 
the switching state, the switch, S2, will be on all the time, and S4, will be off all the 
time, which means that the S2 has the most loss while the S4 has no loss at all. Hence, 
the N-types of small vectors, 1NV  through 6NV , need to be considered because of the 
fact that they include the “-1” state, which will make the switch, S4, be on sometime, 
and hereby will balance the loss distribution to some extent. 
Based on the switching sequences given in Table 4.9 through Table 4.12, the 
switching pulse patterns for upper IGBTs in all four regions of sector 1 are plotted in 
Figures 4.16 through 4.19.  
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Figure 4.16 Switching patterns for upper IGBTs in region 1 of sector 1 
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Figure 4.17 Switching patterns for upper IGBTs in region 2 of sector 1 
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Figure 4.18 Switching patterns for upper IGBTs in region 3 of sector 1 
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Figure 4.19 Switching patterns for upper IGBTs in region 4 of sector 1 
 
The switching pulse patterns for other sectors could be easily derived based on 
these switching sequence tables, and will not be shown here. 
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4.4.4 Comparison Between SPWM and SVPWM for a Three-level Inverter 
In this section, the SVPWM was simulated in a Matlab/Simulink environment, 
in which a DC voltage source is connected to twelve IGBTs as well as a three-phase 
series RL load, and the gate signals for these IGBTs are generated by the SVPWM. 
The simulation scheme for a three-phase three-level NPC inverter modulated by the 
SVPWM is shown in Figure 4.20. For comparison purposes, the data used in the 
simulation study are the same as the data used in the two-level inverter, given in Table 
4.4. 
 
 
Figure 4.20 Simulation scheme for a three-phase three-level voltage source inverter  
 
The simulation results for the three-phase three-level diode-clamped inverter 
modulated by the SVPWM are shown in Figure 4.21 through Figure 4.23. 
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Figure 4.21 Line-to-line voltage profile 
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Figure 4.22 Phase voltage profile 
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Figure 4.23 Phase current profile 
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To show the merit of the SVPWM, the SVPWM is compared with SPWM by 
varying the modulation index, and the comparison results are given in Table 4.13. The 
carrier frequency for SPWM is 5000Hz, and all other parameters are the same as in 
the simulation study of the two-level inverter. 
 
Table 4.13 Comparison between SPWM and SVPWM for a three-level NPC inverter 
Modulation 
Style 
SPWM SVPWM 
m 
Output line-to-line voltage  Output line-to-line voltage  
Fundamental peak 
value 
THD(%) 
Fundamental peak 
value 
THD(%) 
0.2 65.42 V 232.57 79.53V 147.85 
0.4 136.2 V 140.94 158.7 V 77.00 
0.6 206.1 V 98.43 238.4 V 44.74 
0.8 275.7 V 68.10 319.2 V 38.68 
1 344.7 V 40.94 399.6 V 27.06 
 
Again, for the three-level NPC inverter, it can be concluded that the SVPWM 
can obtain a higher peak value of the fundamental component of the output phase 
voltages, and generate less total harmonic distortion (THD) when compared with the 
conventional SPWM techniques.  
By comparing Table 4.13 with Table 4.5, it can be seen that the output phase 
voltage fundamental peak values for the two-level and three-level inverters are nearly 
the same, however, the three-level converters can generate three voltage levels for the 
output phase voltages and hence improve the quality of the output voltage waveforms. 
As a sequence, they will reduce the output voltage and current harmonic contents, 
whose feature enables further reduction in size, weight, and cost of the passive 
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components. Moreover, as mentioned above, the three-level converters can also be 
suitable for medium voltage applications, hence, it is possible to directly connect the 
wind turbine system to the medium voltage grid without transformers. 
The advantages of the three-level converters make them well suitable for the 
wind turbine-generator system applications, hence, in this thesis, a three-level 
back-to-back converter will be applied in wind turbine system and the corresponding 
modeling and control strategies of the three-level converter will be studied and 
analyzed in Chapter 5. 
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Chapter 5 
Application of Three-level Converters in Wind Turbine-Generator Systems 
5.1 Introduction 
In this chapter, a three-level back-to-back converter, which is modulated by 
the space vector PWM, will be applied in a wind turbine-generator system (WTGS). 
In this system, the following modifications have been made: 1) two DC-link 
capacitors will be placed between the grid-side converter and the generator-side 
converter, 2) the original two-level back-to-back converter will be replaced by a 
three-level back-to-back neutral-point-clamped (NPC) converter, 3) the three-level 
converters will be modulated by a space vector PWM (SVPWM) method. 
The main contents of this chapter are given as follows. First, the model of a 
three-level rectifier will be derived based on the two-level rectifier model, and the 
deduction results show that the model of the three-level converter is similar to the 
model of the two-level converter. Second, the control strategies for the two-level 
converters are directly used in the three-level converters, because of the similarities in 
their models. The corresponding details will not be given in this chapter. Moreover, to 
verify the validity and superiority of the three-level converters and SVPWM approach, 
a three-level converter-based wind turbine-generator system with SVPWM is 
simulated under the same wind speeds as in the two-level converter-based WTGS. 
The simulation results show that the two-level and three-level converter-based 
systems have similar simulation results for the power, torque and currents. However, 
through detailed analysis, the advantages of the three-level converters, for the total 
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harmonic distortion (THD) and voltage magnitudes of the rotor terminal voltages, can 
be observed. Finally, based on the simulation results, a discussion and conclusions 
will be presented. 
5.2 Modeling of a Three-level Neutral-Point-Clamped Converter 
The main power circuit of a three-phase three-level PWM voltage source 
converter is shown in Figure 5.1. It consists of twelve IGBTs with twelve antiparallel 
freewheeling diodes, six neutral-point-clamped diodes, three-phase AC input 
inductors and resistances, and two identical DC output capacitors.  
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Figure 5.1 Main circuit of a three-level neutral-point-clamped rectifier 
 
Here, in order to make comparisons with the model of a two-level converter, 
the same notations are adopted, but with extra point, o, which is defined as the neutral 
point between the two capacitors, C1 and C2. Moreover, it should be noted that the 
notation of the neutral point, o, is different from the notation for the three-level 
inverter mentioned in Chapter 4. 
Under the assumptions that the three-phase system is balanced, and the two 
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DC-link capacitors are identical and have some voltage drops, the modeling and 
circuit analysis of the three-level PWM rectifier is given next. Applying Kirchhoff’s 
laws to the circuit of Figure 5.1, the instantaneous values of the currents can be 
obtained, and written as following: 
 
 
 
 
,0
,0
,0
ag
g a g ag a
bg
g b g bg b
cg
g c g cg c
di
L e R i v
dt
di
L e R i v
dt
di
L e R i v
dt

  


  


  

                     (5.1) 
Here,  ,0av ,  ,0bv and  ,0cv , are the voltages from the AC side of the PWM 
rectifier to the power neutral point 0, and can be obtained by using the following 
equations:  
     
     
     
,0 , ,0
,0 , ,0
,0 , ,0
a a N N
b b N N
c c N N
v v v
v v v
v v v
  

 

 
                         (5.2) 
where,  ,0Nv , is the voltage from point N to point 0. Here,  ,a Nv ,  ,b Nv  and 
 ,c Nv , are the voltages from the AC side of the PWM rectifier to point N.  
For a balanced three-phase system, one can write: 
     ,0 ,0 ,0 0a b cv v v                        (5.3) 
Substituting from equation (5.2) into equation (5.3), the following equation 
can be deduced: 
 
 
     , , ,
,0
3
a N b N c N
N
v v v
v
 
                    (5.4) 
According to Table 4.6, for phase-a, the switching states are defined as follows: 
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                  (5.5) 
Considering phase-a, when the upper two IGBTs are on, one can write; 1aS   
and  , dca Nv v . Similarity, when the middle two IGBTs are on, one can derive; 
0aS   and  ,
1
2
dca N
v v . Also, when the lower two IGBTs are on, one can have; 
1aS    and  , 0a Nv  . Therefore, based on the above characteristic, one can write 
 ,
1 1
2 2
a dc dca N
v S v v  . Here,  ,a Nv ,  ,b Nv  and  ,c Nv , can be rewritten as follows:   
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                       (5.6) 
Substituting from equations (5.4) and (5.6) into equation (5.2), the following 
set of equations can be obtained:  
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Substituting from equation (5.7) into equation (5.1), one can write:  
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Applying the transformation matrix in equation (2.153) to equation (5.8), the 
three-phase three-level PWM rectifier model expressed in the DQ synchronous 
reference frame can be deduced and given as follows [147][148]: 
dg
g gs g qg g dg d d
qg
g gs g dg g qg q q
di
L L i R i e v
dt
di
L L i R i e v
dt


   
   
               (5.9) 
where, 1 2d dc dv v s , 1 2q dc qv v s . Here, ds  and qs , are the switching 
functions of , ,a b cs s s , expressed in the DQ synchronous reference frame, while, dgi , 
qgi , de  and qe , are the input currents and voltages of the three-level PWM rectifier 
expressed in the DQ synchronous reference frame. 
Compare equation (5.9) with equation (2.154), it can be seen that the 
three-level converter model is similar with the two-level converter model. Therefore, 
the same control strategies can be directly applied into the three-level converters. 
Besides, the space vector PWM instead of SPWM will be used to generate the gate 
signals for the IGBT switches. 
5.3 Performance of a Doubly-Fed Induction Generator (DFIG) for Wind 
Turbine-Generator Systems with Three-Level Converters 
In order to investigate the performance of the three-level converters and 
SVPWM approach, a three-level converter-based wind turbine-generator system with 
SVPWM is simulated under the same wind speeds as in the two-level converter-based 
WTGS. Here, the wind speed will vary from 8m/s to 15m/s, and is reshown in Figure 
5.2 as follows:  
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Figure 5.2 Wind speed curve 
 
The simulation results for the three-level converter-based wind 
turbine-generator system are given in Figures 5.3 through 5.14 as follows: 
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Figure 5.3 Active power profile in p.u. for a three-level converter-based WTGS 
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Figure 5.4 Reactive power profile in p.u. for a three-level converter-based WTGS 
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Figure 5.5 Stator quadrature axis current profile in p.u. for a three-level converter-based WTGS 
(stator flux reference frame) 
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Figure 5.6 Stator direct axis current profile in p.u. for a three-level converter-based WTGS (stator 
flux reference frame) 
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Figure 5.7 Rotor quadrature axis current profile in p.u. for a three-level converter-based WTGS 
(stator flux reference frame) 
 
 
  
 
156 
 
 
0 0.5 1 1.5 2 2.5
-2.5
-2
-1.5
-1
-0.5
0
0.5
1
time/s
ro
to
r 
d
ir
e
c
t 
a
x
is
 c
u
rr
e
n
t 
in
 p
u
 
 
Figure 5.8 Rotor direct axis current profile in p.u. for a three-level converter-based WTGS (stator 
flux reference frame) 
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Figure 5.9 Rotor currents profiles in p.u. for a three-level converter-based WTGS (ABC reference 
frame) 
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Figure 5.10 Stator currents profiles in p.u. for a three-level converter-based WTGS (ABC 
reference frame) 
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Figure 5.11 Rotor terminal voltages profiles in p.u. for a three-level converter-based WTGS (ABC 
reference frame) 
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Figure 5.12 Stator terminal voltages profiles in p.u. for a three-level converter-based WTGS (ABC 
reference frame) 
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Figure 5.13 Electromagnetic torque profile in p.u. for a three-level converter-based WTGS  
 
The ripple for the DC-link voltage, based on the simulation results in Figure 
5.14, was found to be as follows: 
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Figure 5.14 DC-link voltage profile in volts for a three-level converter-based WTGS 
 
The above simulation results show that the two-level and three-level 
converter-based WTGSs have similar profiles in the power, torque and currents. 
However, through detailed analysis, the advantages of the three-level converter, for 
the total harmonic distortion (THD) and voltage magnitudes of the rotor terminal 
voltages, can be observed, and the comparison results are given next. 
5.4 Comparison between Two-level Converters and Three-level Converters for 
Wind Turbine-Generator Systems 
In this section, the comparison between the two-level converter- and 
three-level converter-based wind turbine-generator systems, which are modulated by 
SVPWM and SPWM, respectively, will be presented in detail. As mentioned before, 
the power topologies of the three-level converters synthesize the voltage waveform 
using a number of semiconductor devices connected in a special arrangement, rated at 
a fraction of the DC-bus voltage. To show this characteristic, the power switch S1 in 
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Figure 4.1 and 4.13, will be taken as an example, and the IGBT voltage stresses for 
both systems are plotted in Figures 5.15 and 5.16 as follows:  
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Figure 5.15 IGBT voltage stress for the two-level generator-side converter when wind speed is 
equal to 12m/s 
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Figure 5.16 IGBT voltage stress for the three-level generator-side converter when wind speed is 
equal to 12m/s 
 
From Figure 5.15 and 5.16, it can be seen that the voltage supported by the 
power semiconductor for the three-level converter will be half that of the two-level 
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converter, and this characteristic makes three-level converters widely used in medium 
voltage applications. 
Besides, the rotor terminal line-to-line voltages are plotted in Figure 5.17 and 
5.18, when wind speed is equal to 12 m/s. 
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Figure 5.17 Rotor terminal line-to-line voltage for the two-level converter-based WTGS when 
wind speed is equal to 12m/s 
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Figure 5.18 Rotor terminal line-to-line voltage for the three-level converter-based WTGS when 
wind speed is equal to 12m/s 
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From Figure 5.17 and 5.18, it can be seen that the rotor terminal line-to-line 
voltage for the three-level converter-based WTGS has three voltage levels, and hence 
has less harmonic components. Table 5.1 gives the comparison results between the 
three-level converter-based WTGS and the two-level converter-based WTGS, which 
are modulated by the SVPWM and SPWM, respectively, under various wind speed 
conditions. 
 
Table 5.1 Comparison between the two-level SPWM and the three-level SVPWM for various 
wind speeds 
Wind 
speed 
Two-level SPWM Three-level SVPWM 
v 
Output line-to-line voltage Output line-to-line voltage 
Fundamental peak value 
(pu) 
THD(%) 
Fundamental peak value 
(pu) 
THD(%) 
12 0.5659  81.55 0.6274  46.74 
11 0.5293  88.73 0.5967 52.39 
10 0.4449  107.26 0.4951 66.56 
9 0.337  140.53 0.3718 93.47 
 
From Table 5.1, it can be concluded that the three-level converter-based system, 
which is modulated by SVPWM, can obtain a higher magnitude of the rotor terminal 
voltages and generate lower THD. The harmonic components of the rotor terminal 
voltage will be injected into the generator, and will further cause variations for the 
power profiles. Figure 5.19 through Figure 5.22 show the differences between the 
reference values and actual values for the active power and reactive power, 
respectively, when wind speed is equal to 12m/s. Here, the reference value for reactive 
power is 0 pu, and active power is 1 pu.  
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Figure 5.19 Reactive power differences for a two-level converter-based WTGS when wind speed 
is equal to 12m/s 
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Figure 5.20 Reactive power differences for a three-level converter-based WTGS when wind speed 
is equal to 12m/s 
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Figure 5.21 Active power differences for a two-level converter-based WTGS when wind speed is 
equal to 12m/s 
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Figure 5.22 Active power differences for a three-level converter-based WTGS when wind speed is 
equal to 12m/s 
 
From Figure 5.19 through Figure 5.22, it can be seen that the power difference 
ripples for the three-level converter-based system are much lower than those of the 
two-level converter-based system. 
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Chapter 6 
Conclusions and Suggested Future Work 
6.1 Summary and Conclusions 
In this thesis, the modeling and control of a doubly-fed induction generator 
based wind turbine-generator system have been considered. More specifically, the 
modeling of different components, the control strategies for the back-to-back 
converter, the advanced modulation technology and novel type of converters have 
been studied and analyzed in detail. 
As a basis of the research, the model of a wind turbine-generator system 
equipped with a doubly-fed induction generator was developed in a Matlab/Simulink 
environment, which simulates the dynamics of the system from the turbine rotor, 
where the kinetic wind energy is converted to the mechanical energy, to the generator, 
which transforms the mechanical power to electrical power, and then to the grid 
connection point, where the electric power is fed into the grid. The model of the wind 
turbine system includes the aerodynamic models of the wind turbine, the drive train 
system models, the back-to-back converter models, and the doubly-fed induction 
generator models.  
Four control schemes were implemented in the wind turbine system, which are,  
the gird-side converter control, generator-side converter control, maximum power 
point tracking, and pitch angle control, respectively. The objective of the 
vector-control scheme for the grid-side converter controller is to keep the DC-link 
voltage constant regardless of the magnitudes of the grid voltages, and to yield a unity 
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power factor looking into the WTGS from the grid-side. The vector-control scheme 
for the generator-side converter ensures a decoupling control of the stator-side active 
and reactive power. The maximum power point tracking scheme provides the 
reference value of stator active power for the generator-side converter control. The 
pitch angle control is used to regulate the pitch angle when the captured wind power 
exceeds its rated value or the wind speed exceeds its rated value. With these control 
schemes, the wind turbine is capable of providing satisfactory steady state and 
dynamic performances under various wind speed conditions. 
New modulation technology, namely, SVPWM and multi-level converters, 
which are widely used in medium voltage applications, were presented and analyzed 
in detail. The simulation results and the comparison results show that the SVPWM 
modulation could obtain higher amplitude of the modulation index as well as generate 
less total harmonic distortion (THD) of the output voltages. The multi-level 
converters have been shown to provide significant advantages over the conventional 
converters for medium- and high-power applications due to their ability to meet the 
increasing demand of power ratings and power quality associated with reduced 
harmonic distortion, lower electromagnetic interference, and higher efficiency. 
 A three-level back-to-back converter, which is modulated by the space vector 
PWM, has been applied in a wind turbine-generator system. In order to show the 
advantages of the three-level converter and SVPWM, detailed analysis for the IGBT 
voltage stress, rotor terminal voltages and power differences were given. The 
corresponding comparison results show the superiority of the proposed system.  
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6.2 Future Trends in Wind Turbine-Generator Systems 
The wind turbines employing doubly-fed induction generators (DFIGs) 
accounted for almost half of the installations back in 2001 [149]. Although, at the time, 
the DFIGs represented a technological advancement for the industry [150], they have 
two major disadvantages because they: 
 Use slip-rings and brushes that require regular maintenance and 
replacements. 
 Expose the gearboxes to large torque pulsations, which can be caused by 
grid faults. (Such torque pulsations may result in premature failures and 
increase the operational costs).  
Furthermore, over the last decade, the relative cost of the power electronics in 
a wind turbine (WT) system has dropped. This evolution, correlated with tighter 
regulations imposed to grid connected WTs, led to the use of “full” power conversion 
systems in which the generator is electrically connected to the grid entirely through a 
back-to-back voltage source converter. Such a configuration is advantageous because: 
 The DC link provides a decoupling of the generator side from the grid 
side, resulting in improved fault handling and active/reactive power 
control. 
 The generators used are of the synchronous or squirrel cage induction type, 
which are superior to DFIGs in terms of efficiency, maintenance and 
reliability. 
 Enables the implementation of direct drive train configurations that do not 
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employ gearboxes. 
The current state of the art configuration for multi-level converters is the 
neutral-point-clamped (NPC) topology that was discussed in the previous chapters. A 
major drawback of this solution is the unequal loading of the power electronics 
components. Recent developments [151] suggest that industry may migrate towards 
cascaded H-bridge converters, which: 
 Require the least number of components as compared with other 
topologies, due to the fact that there is no need for extra clamping diodes 
and capacitors 
 Have a modularized circuit layout that is preferable for practical 
implementation in manufacturing. 
6.3 Recommendations for Future Work 
Although many developments have been accomplished in this thesis, several 
possible future investigations are interesting. Some subjects for future studies are 
listed as follows: 
 Higher order models of the drive train system and the doubly-fed 
induction generator model with saturation effect should be considered in 
wind turbine systems. 
 Wind speed sensorless control strategies should be studied, due to the fact 
that the anemometer may not accurately measure the wind speed. 
 Direct torque control and direct power control should be considered, 
because of the advantages of no current regulators, no coordinate 
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transformations and specific modulations, and no current control loops. 
 Matrix converters are another interesting topic because of their ac to ac 
transformation ability. 
 The performances of the DFIG-based wind turbine system should be 
compared with a wind turbine system equipped with a multi-pole 
permanent magnet generator, which is connected to the grid through a 
full-scale power converter.  
 The transient behaviors of the DFIG-based wind turbine system under 
disturbances of grid failures should be studied. 
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