Polynomial Approximation of Function by Votípka, Michal
VSˇB – Technicka´ univerzita Ostrava
Fakulta elektrotechniky a informatiky
Katedra aplikovane´ matematiky
Aproximace funkce polynomem
Polynomial Approximation
of Function
2013 Michal Votı´pka


Ra´d bych na tomto mı´steˇ podeˇkoval vedoucı´mu bakala´rˇske´ pra´ce Mgr. Petru
Vodstrcˇilovi, Ph.D. za vesˇkeroupomoc prˇi psanı´ te´to pra´ce a poskytnutı´materia´lu˚.
Abstrakt
Tato bakala´rˇska´ pra´ce se zaby´va´ dveˇma ru˚zny´mi zpu˚soby, jak aproximovat funkci
polynomem. Prvnı´ cˇa´st pra´ce se veˇnuje loka´lnı´ aproximaci na okolı´ bodu, jejı´mzˇ
prˇedstavitelem je Tayloru˚v polynom. Druha´ cˇa´st pak pojedna´va´ o globa´lnı´ apro-
ximaci na dane´m intervalu, ktera´ je rˇesˇena Lagrangeovy´m interpolacˇnı´m polyno-
mem. U obou teˇchto aproximacı´ je odvozena chyba prˇi aproximaci, ktera´ se da´
vyuzˇı´t v mnoha aplikacı´ch.
Klı´cˇova´ slova: aproximace, Tayloru˚v polynom, Taylorovy rˇady, Lagrangeu˚v
interpolacˇnı´ polynom
Abstract
This bachelor thesis deals with two different ways how to approximate function
by polynomial. The first part of this bachelor thesis dedicates local approximation
on neighbourhood of the point that is represented byTaylor Polynomial. The other
part deals with global approximation on a given interval which is solved by La-
grange Interpolating Polynomial. For bothways of approximation approximation
errors are derived. They can be used in many applications.
Keywords: approximation, Taylor Polynomial, Taylor Series, Lagrange Interpo-
lating Polynomial
Seznam pouzˇity´ch zkratek a symbolu˚
N – mnozˇina prˇirozeny´ch cˇı´sel
R – mnozˇina rea´lny´ch cˇı´sel
⟨ ⟩ – uzavrˇeny´ interval
( ) – otevrˇeny´ interval
 – ukoncˇenı´ prˇı´kladu nebo du˚kazu
e – Eulerovo cˇı´slo
f (n) – n-ta´ derivace funkce f
l′H – pouzˇitı´ l’Hospitalova pravidla
n! – faktoria´l cˇı´sla n
lim
x→x0
– limita pro x jdoucı´ k x0
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31 U´vod
Jednou ze za´kladnı´ch u´loh matematicke´ analy´zy je studium aproximacı´ funkcı´.
Aproximovat funkci znamena´ najı´t pro tuto funkci jinou jednodusˇsˇı´ funkci, ktera´
bude v jiste´m smyslu blı´zka´ pu˚vodnı´ funkci. Tato oblast analy´zy ma´ velky´ vy´-
znam, nebot’ se mu˚zˇeme setkat s obecneˇ velmi komplikovanou funkcı´, kterou
bude trˇeba nahradit funkcı´ me´neˇ komplikovanou.
Funkce beˇzˇneˇ aproximujeme, i kdyzˇ si to ani neuveˇdomujeme. Uzˇ prˇi vycˇı´slova´nı´
funkcˇnı´ch hodnot goniometricky´ch funkcı´ na kalkulacˇka´ch prova´dı´me aproxi-
maci dane´ funkce s neˇjakou omezenou prˇesnostı´, cozˇ vsˇak neprˇedstavuje pro
beˇzˇne´ vy´pocˇty proble´m.
Bakala´rˇska´ pra´ce je zameˇrˇena na aproximaci funkcı´ polynomem a je rozdeˇlena
do dvou hlavnı´ch cˇa´stı´. V kapitole 2 si uka´zˇeme loka´lnı´ aproximaci na okolı´
bodu, kde si prˇedstavı´me aproximaci Taylorovy´m polynomem a odvodı´me si,
jak se prˇisˇlo na tvar Taylorova polynomu [1], [3]. Dalsˇı´ vy´znamnou cˇa´stı´ te´to
kapitoly je odvozenı´ tvaru zbytku prˇedstavujı´cı´ chybu, ktere´ se dopousˇtı´me prˇi
aproximaci Taylorovy´m polynomem. Bez informace o te´to chybeˇ by aproximace
nemeˇly takovy´ vy´znam, nebot’bychom nemeˇli prˇedstavu o tom, s jakou prˇesnostı´
jsmedanou funkci aproximovali.Na´sledneˇ si uka´zˇemeneˇktere´ aplikace Taylorova
polynomu.
Vkapitole 3 se budeme zaby´vat aproximacemi nadane´m intervalu, ktere´ povedou
k Lagrangeovu interpolacˇnı´mu polynomu a ktere´ lze jizˇ cha´pat ve smyslu globa´l-
nı´ch aproximacı´. Takovy´ polynom uzˇ nebudeme aproximovat na okolı´ jednoho
bodu, ny´brzˇ dany´ interval pokryjeme sı´tı´ vı´ce bodu˚. Tak jako v kapitole 2 i zde
odvodı´me tvar Lagrangeova interpolacˇnı´ho polynomu vcˇetneˇ chyby aproximace
[2]. Teorie je prolozˇena uka´zkovy´mi prˇı´klady a na za´veˇr si uka´zˇeme, zda jsou
vsˇechny funkce vhodne´ k aproximaci Lagrangeovy´m interpolacˇnı´m polynomem
a jestli je zvysˇova´nı´ pocˇtu bodu˚ (za u´cˇelem lepsˇı´ aproximace) vzˇdy optima´lnı´m
rˇesˇenı´m.
Vsˇechny obra´zky a pomocne´ vy´pocˇty, ktere´ jsou v te´to bakala´rˇske´ pra´ci uvedeny,
byly vyhotoveny v programu Maple od spolecˇnosti Maplesoft, Inc.
42 Tayloru˚v polynom
Meˇjme danou funkci f , kterou chceme aproximovat loka´lneˇ, tj. na neˇjake´m okolı´
bodu x0 funkcı´ jednodusˇsˇı´. Necht’funkce f je spojita´ v bodeˇ x0. Hleda´me polynom
p stupneˇ nejvy´sˇe n-te´ho (n ∈ N) takovy´, ktery´ bude danou funkci f co nejle´pe
aproximovat na okolı´ bodu x0. Definujme funkci R prˇedpisem
R(x)
def
= f(x)− p(x).
Funkce R prˇedstavuje chybu aproximace. Protozˇe chceme, aby chyba byla mala´,
je proto prˇirozene´ pozˇa´dat, aby
lim
x→ x0
R(x) = 0, (1)
cozˇ lze upravit
0 = lim
x→ x0
R(x) = lim
x→ x0
f(x)− p(x) = f(x0)− p(x0)⇔ p(x0) = f(x0).
Podmı´nku lim
x→ x0
R(x) = 0 splnˇuje kazˇdy´ polynom, jehozˇ graf procha´zı´ bodem
(x0, f(x0)). Nebot’takovy´ch polynomu˚ je nekonecˇneˇ mnoho, je potrˇeba podmı´nku
(1) zprˇı´snit. Hleda´me tedy takovy´ polynom, kde chyba aproximaceR bude v okolı´
bodu x0 co nejmensˇı´. Neboli, aby pro co nejveˇtsˇı´ k ∈ N platilo
lim
x→ x0
R(x)
(x− x0)k = 0. (2)
V na´sledujı´cı´ veˇteˇ najdeme nutnou a postacˇujı´cı´ podmı´nku pro to, aby byla pod-
mı´nka (2) splneˇna.
Veˇta 2.1 Necht’k ∈ N a existuje konecˇna´ derivace R(k)(x0), pak
lim
x→ x0
R(x)
(x− x0)k = 0, pra´veˇ kdyzˇ
R(x0) = R
′(x0) = R′′(x0) = · · · = R(k−1)(x0) = R(k)(x0) = 0. (3)
5Du˚kaz. Dokazujeme implikaci, zˇe z (2) plyne (3). Prˇedpokla´dejme sporem, zˇe (2)
platı´ a (3) neplatı´. Uvazˇujme, co nejmensˇı´ i ∈ {0, ..., k} splnˇujı´cı´ R(i)(x0) ̸= 0. To
znamena´
R(x0) = R
′(x0) = R′′(x0) = · · · = R(i−1)(x0) = 0, R(i)(x0) ̸= 0.
Nynı´ s pouzˇitı´m l’Hospitalova pravidla a definice derivace vyplyne
lim
x→ x0
R(x)
(x− x0)i
l′H
= lim
x→ x0
R′(x)
i(x− x0)i−1
l′H
= · · · l′H= lim
x→ x0
R(i−1)(x)
i(i− 1)...2(x− x0) =
= lim
x→ x0
1
i!
· R
(i−1)(x)−R(i−1)(x0)
x− x0 =
1
i!
·R(i)(x0) ̸= 0.
A na druhou stranu platı´
lim
x→ x0
R(x)
(x− x0)i = limx→ x0
R(x)
(x− x0)k · (x− x0)
k−i = 0,
cozˇ je spor.
Nynı´ doka´zˇeme opacˇnou implikaci pomocı´ prˇı´me´ho du˚kazu. Zde prˇedpokla´-
dejme, zˇe platı´ (3) a chceme doka´zat platnost (2). Opeˇt s vyuzˇitı´m l’Hospitalova
pravidla a definice derivace vyplyne
lim
x→ x0
R(x)
(x− x0)k
l′H
= lim
x→ x0
R′(x)
k(x− x0)k−1
l′H
= · · · l′H= lim
x→ x0
R(k−1)(x)
k(k − 1)...2(x− x0) =
= lim
x→ x0
1
k!
· R
(k−1)(x)−R(k−1)(x0)
x− x0 =
1
k!
·R(k)(x0) = 0,
cozˇ jsme chteˇli doka´zat.
62.1 Odvozenı´ tvaru Taylorova polynomu
Prˇedpokla´dejme, zˇe funkce f ma´ potrˇebny´ pocˇet derivacı´ v bodeˇ x0. Vzhledem
k veˇteˇ 2.1 stacˇı´ hledat polynom p stupneˇ nejvy´sˇe n-te´ho tak, aby pro co nejveˇtsˇı´
k ∈ N platilo
R(x0) = f(x0)− p(x0) = 0,
R′(x0) = f ′(x0)− p′(x0) = 0,
...
R(k)(x0) = f
(k)(x0)− p(k)(x0) = 0.
• Necht’n = 1 (tzn. hleda´me polynom nejvy´sˇe prvnı´ho stupneˇ). Polynom p
bude ve tvaru p(x) = ax + b, kde a, b ∈ R. Tento polynom je jednoznacˇneˇ
urcˇen podmı´nkami
f(x0) = p(x0) = ax0 + b,
f ′(x0) = p′(x0) = a.
Vyja´drˇı´me cˇı´sla a a b jako
a = f ′(x0),
b = f(x0)− f ′(x0) · x0.
Tı´m dostaneme
p(x) = f ′(x0) · x+ f(x0)− f ′(x0) · x0 = f(x0) + f ′(x0) · (x− x0).
Dalo se ocˇeka´vat, zˇe nejlepsˇı´m polynomem prvnı´ho stupneˇ bude tecˇna
ke grafu funkce f v bodeˇ (x0, f(x0)).
• Necht’n = 2 (tzn. hleda´me polynom nejvy´sˇe druhe´ho stupneˇ). Polynom p
bude ve tvaru p(x) = ax2+bx+c, kde a, b, c ∈ R. V tomto prˇı´padeˇ je polynom
p urcˇen (jednoznacˇneˇ) teˇmito pozˇadavky
f(x0) = p(x0) = ax
2
0 + bx0 + c,
f ′(x0) = p′(x0) = 2ax0 + b,
f ′′(x0) = p′′(x0) = 2a
a po u´praveˇ
p(x) = f(x0) + f
′(x0) · (x− x0) + f
′′(x0)
2
· (x− x0)2.
7• Necht’n ∈ N (tzn. hleda´me polynom nejvy´sˇe n-te´ho stupneˇ). Kazˇdy´ takovy´
polynom p lze psa´t ve tvaru
p(x) = a0+ a1 · (x−x0)+ a2 · (x−x0)2+ · · ·+ an · (x−x0)n, kde a0, ..., an ∈ R.
Polynom p je nynı´ jednoznacˇneˇ urcˇen podmı´nkami
f(x0) = p(x0) = a0,
f ′(x0) = p′(x0) = a1,
f ′′(x0) = p′′(x0) = 2a2,
...
f (n)(x0) = p
(n)(x0) = n! · an.
Odkud ak =
f (k)(x0)
k!
⇒
p(x) = f(x0) + f
′(x0) · (x− x0) + · · ·+ f
(n)(x0)
n!
· (x− x0)n ozn.= Tn(x),
tj.
Tn(x) =
n
k=0
f (k)(x0)
k!
· (x− x0)k. (4)
Polynom Tn budeme nazy´vat Tayloru˚v polynom n-te´ho rˇa´du funkce f v bodeˇ x0.
Nynı´ uvedeme veˇtu, ktera´ na´m rˇı´ka´, zˇe Tayloru˚v polynom je skutecˇneˇ nejlepsˇı´
k aproximaci funkce na okolı´ bodu. Nazveˇme ji veˇtou o nejlepsˇı´ loka´lnı´ aproxi-
maci.
Veˇta 2.2 (O nejlepsˇı´ loka´lnı´ aproximaci) Necht’ f je funkce, ktera´ ma´ v bodeˇ x0 ko-
necˇnou derivaci n-te´ho rˇa´du a necht’Tn je Tayloru˚v polynom n-te´ho rˇa´du funkce f v bodeˇ
x0. A da´le necht’Qn je libovolny´ polynom stupneˇ nejvy´sˇe n, ktery´ je ru˚zny´ od Tn. Pak
existuje prstencove´ okolı´ P (x0) takove´, zˇe pro kazˇde´ x ∈ P (x0) platı´
|f(x)− Tn(x)| < |f(x)−Qn(x)|.
8Du˚kaz. Jizˇ vı´me, zˇe polynom Tn je da´n jednoznacˇneˇ na´sledujı´cı´ podmı´nkami
f(x0) − Tn(x0) = 0,
f ′(x0) − T ′n(x0) = 0,
...
f (n)(x0) − T (n)n (x0) = 0
a vı´me, zˇe polynom Qn je ru˚zny´ od Tn. Z toho vyply´va´, zˇe existuje i ∈ {0, ..., n}
takove´, zˇe f (i)(x0)−Q(i)(x0) ̸= 0. Uvazˇujme co nejmensˇı´ i s uvedenou vlastnostı´.
Pak platı´
f(x0) − Qn(x0) = 0,
f ′(x0) − Q′n(x0) = 0,
...
f (i−1)(x0) − Q(i−1)n (x0) = 0,
f (i)(x0) − Q(i)n (x0) ̸= 0.
Nynı´ aplikujeme stejne´ mysˇlenky jako prˇi dokazova´nı´ veˇty 2.1. A tedy s pouzˇitı´m
l’Hospitalova pravidla a definice derivace dostaneme
lim
x→ x0
f(x)−Qn(x)
(x− x0)i
l′H
= lim
x→ x0
f ′(x)−Q′n(x)
i(x− x0)i−1
l′H
= · · · l′H= lim
x→ x0
f (i−1)(x)−Q(i−1)n (x)
i(i− 1)...2(x− x0) =
= lim
x→ x0
1
i!
·

f (i−1)(x)−Q(i−1)n (x)

−

f (i−1)(x0)−Q(i−1)n (x0)

x− x0 =
=
1
i!
· f (i)(x0)−Q(i)n (x0) ̸= 0.
Podobny´m zpu˚sobem spocˇteme limitu
lim
x→ x0
f(x)− Tn(x)
(x− x0)i
l′H
= lim
x→ x0
f ′(x)− T ′n(x)
i(x− x0)i−1
l′H
= · · · l′H= lim
x→ x0
f (i−1)(x)− T (i−1)n (x)
i(i− 1)...2(x− x0) =
= lim
x→ x0
1
i!
·

f (i−1)(x)− T (i−1)n (x)

−

f (i−1)(x0)− T (i−1)n (x0)

x− x0 =
=
1
i!
· f (i)(x0)− T (i)n (x0) = 0.
9Ve veˇteˇ o nejlepsˇı´ loka´lnı´ aproximaci figurujı´ absolutnı´ hodnoty. Opatrˇeme tedy
spocˇtene´ limity absolutnı´mi hodnotami. Zrˇejmeˇ platı´
lim
x→ x0
|f(x)−Qn(x)|
|x− x0|i > 0,
lim
x→ x0
|f(x)− Tn(x)|
|x− x0|i = 0.
Z definice limity (viz [1]) vyply´va´, zˇe funkce s kladnou limitou na jiste´m prsten-
cove´m okolı´ bodu x0 bude veˇtsˇı´, nezˇ funkce s limitou nulovou
|f(x)−Qn(x)|
|x− x0|i >
|f(x)− Tn(x)|
|x− x0|i

· |x− x0|i
|f(x)−Qn(x)| > |f(x)− Tn(x)|.
Obra´zek 1: Taylorovy polynomy funkce cosx v bodeˇ x0 = 0
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2.2 Odvozenı´ chyby aproximace
Definujme zbytek Rn+1 po n-te´m cˇlenu prˇedpisem
Rn+1(x) = f(x)− Tn(x). (5)
Zbytek po n-te´m cˇlenu na´m vyjadrˇuje, jake´ chyby jsme se pro dany´ stupenˇ apro-
ximace polynomem dopustili.
Vzhledem k tomu, jak byl Tayloru˚v polynom konstruova´n, tak platı´, zˇe derivace
Rn+1 jsou v bodeˇ x0 nulove´ azˇ do n-te´ho rˇa´du. Pak mu˚zˇeme pouzˇı´t veˇtu 2.1, ktera´
rˇı´ka´, zˇe
lim
x→ x0
Rn+1(x)
(x− x0)n = 0.
Oznacˇme vy´raz Rn+1(x)
(x−x0)n jako α(x). Odtud lze snadno vyja´drˇit
Rn+1(x) = α(x) · (x− x0)n, (6)
kde lim
x→ x0
α(x) = 0.
Jiny´mi slovy zbytekRn+1 se da´ vyja´drˇit jako soucˇin (x−x0)n a neˇjake´ funkce α(x),
ktera´ se blı´zˇı´ k nule. Cˇı´mzˇ jsme zı´skali jakousi prvotnı´ informaci o zbytku, ktera´
vsˇak nenı´ vzˇdy postacˇujı´cı´. Prˇesneˇjsˇı´ zneˇnı´ uda´va´ Taylorova veˇta.
Veˇta 2.3 (Taylorova) Necht’ v neˇjake´m okolı´ U(x0, δ) existuje konecˇna´ (n + 1)-nı´ de-
rivace funkce f a necht’ x ∈ P (x0, δ). Pak existuje ξ lezˇı´cı´ mezi body x a x0 takove´,
zˇe
Rn+1(x) =
f (n+1)(ξ)
(n+ 1)!
· (x− x0)n+1. (7)
Pozna´mka 2.1 Vy´raz f
(n+1)(ξ)
(n+1)!
· (x− x0)n+1 se nazy´va´ Lagrangeu˚v tvar zbytku.
Du˚kaz.Necht’x ∈ P (x0, δ) je libovolne´, ale pevne´, vystupujı´cı´ zde jako konstanta.
Ze vztahu˚ (4), (5) plyne
Rn+1(x) = f(x)− f(x0)− f ′(x0) · (x− x0)
1!
− · · · − f (n)(x0) · (x− x0)
n
n!
.
11
Definujme funkci F promeˇnne´ t prˇedpisem
F (t) = f(x)− f(t)− f ′(t) · (x− t)
1!
− f ′′(t) · (x− t)
2
2!
− · · · − f (n)(t) · (x− t)
n
n!
.
Je zrˇejme´, zˇe F (x) = 0, F (x0) = Rn+1(x). V uzavrˇene´m intervalu J s krajnı´mi body
x0 a xma´ funkce F derivaci
F ′(t) = −f ′(t)−

−f ′(t) + f ′′(t) · (x− t)
1!

−

−f ′′(t) · (x− t)
1!
+ f ′′′(t) · (x− t)
2
2!

−
− · · · −

−f (n)(t) · (x− t)
n−1
(n− 1)! + f
(n+1)(t) · (x− t)
n
n!

.
Po odecˇtenı´ veˇtsˇiny cˇlenu˚ bude mı´t derivace funkce F na´sledujı´cı´ tvar
F ′(t) = −f (n+1)(t) · (x− t)
n
n!
.
Jelikozˇ ma´ funkce F v J konecˇnou derivaci, je funkce F v J spojita´. Necht’ϕ je
funkce spojita´ v J , ktera´ ma´ v kazˇde´m vnitrˇnı´m bodeˇ tohoto intervalu derivaci
ru˚znou od nuly. Pak dle Cauchyovy veˇty o strˇednı´ hodnoteˇ (viz [1]) existuje uvnitrˇ
intervalu J cˇı´slo ξ takove´, zˇe
F (x)− F (x0)
ϕ(x)− ϕ(x0) =
F ′(ξ)
ϕ′(ξ)
, tj. −Rn+1(x) = −ϕ(x)− ϕ(x0)
ϕ′(ξ)
· f (n+1)(ξ) · (x− ξ)
n
n!
.
Zde mu˚zˇeme podotknout, zˇe jsme vyuzˇili rovnostı´ F (x) = 0 a F (x0) = Rn+1(x).
Volbou ϕ(t) = (x− t)n+1, ϕ′(t) = −(n+ 1)(x− t)n dostaneme
Rn+1(x) = − 0− (x− x0)
n+1
(n+ 1) · (x− ξ)n · f
(n+1)(ξ) · (x− ξ)
n
n!
=
f (n+1)(ξ)
(n+ 1)!
· (x− x0)n+1,
cozˇ je Lagrangeu˚v tvar zbytku (7).
Pozna´mka 2.2 Jinou volbou ϕ dostaneme dalsˇı´ prˇedpis pro tvar zbytku.
Naprˇı´klad volba ϕ(t) = t na´m da´va´ tzv. Cauchyu˚v tvar zbytku
Rn+1(x) =
f (n+1)(ξ)
n!
· (x− x0)(x− ξ)n.
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2.3 Du˚kaz iracionality cˇı´sla e
Produ˚kazbudemepotrˇebovat tvarTaylorovapolynomu (4) aTaylorovuveˇtu (veˇta
2.3). Napisˇme funkci f(x) = ex v bodeˇ x0 = 0 jako soucˇet Taylorova polynomu Tn
a zbytku Rn+1
ex = 1 +
x
1!
+
x2
2!
+ · · ·+ x
n
n!
+
eξ · xn+1
(n+ 1)!
, (8)
kde ξ bude lezˇet mezi 0 a x.
Veˇta 2.4 Cˇı´slo e je iraciona´lnı´.
Du˚kaz. Du˚kaz provedeme sporem. Prˇedpokla´dejme, zˇe
e =
p
q
,
kde cˇı´sla p, q ∈ N (to je mozˇne´, nebot’e > 0). Nynı´ v rovnosti (8) polozˇı´me x = −1
a n = p. Odtud ma´me existenci cˇı´sla ξ ∈ (−1, 0) takove´ho, zˇe
e−1 =
q
p
= 1− 1 + 1
2!
− 1
3!
+ · · ·+ (−1)
p
p!
+
eξ · (−1)p+1
(p+ 1)!
.
Vyna´sobme poslednı´ vztah cˇlenem (p+ 1)! a upravme
(p+ 1)! · qp − (p+ 1)! ·

1
2!
− 1
3!
+ · · ·+ (−1)
p
p!
 = eξ · (−1)p+1 = eξ.
Vy´raz v prvnı´ absolutnı´ hodnoteˇ bude jisteˇ cele´ cˇı´slo. Protozˇe ξ < 0, tak eξ ∈ (0, 1),
cozˇ je spor.
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2.4 Prˇı´klady - aproximace funkce pomocı´ Taylorova polynomu
Prˇı´klad 2.1
Uvazˇujme funkci f(x) = ln(1 + 2x). Nalezneˇte Tayloru˚v polynom 3. rˇa´du v bodeˇ
x0 =
1
2
.
Jestlizˇe pozˇadujeme Tayloru˚v polynom 3. rˇa´du, budeme pro vy´pocˇet potrˇebovat
trˇetı´ derivaci funkce f (samozrˇejmeˇ i prvnı´ a druhou)
f(x) = ln(1 + 2x),
f ′(x) =
2
1 + 2x
,
f ′′(x) =
− 4
(1 + 2x)2
,
f ′′′(x) =
16
(1 + 2x)3
.
Nynı´ dosadı´me bod x0 do jednotlivy´ch derivacı´ funkce f
f

1
2

= ln 2, f ′

1
2

= 1, f ′′

1
2

= −1, f ′′′

1
2

= 2.
Zapı´sˇeme obecny´ tvar pro Tayloru˚v polynom 3. rˇa´du a dosadı´me
T3(x) = f(x0) +
f ′(x0)
1!
· (x− x0) + f
′′(x0)
2!
· (x− x0)2 + f
′′′(x0)
3!
· (x− x0)3 =
= ln 2 +

x− 1
2

− 1
2

x− 1
2
2
+
1
3

x− 1
2
3
.
Tı´mto jsme dostali konecˇny´ tvar Taylorova polynomu 3. rˇa´du v bodeˇ x0 = 12 .
Na na´sledujı´cı´m obra´zku (obra´zek 2) lze videˇt, na kolik se polynom prˇiblizˇuje
k zadane´ funkci. Jsou zde i zna´zorneˇny grafy Taylorovy´ch polynomu˚ prvnı´ho
a druhe´ho rˇa´du.
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Obra´zek 2: Graf aproximovane´ funkce f(x) = ln(1 + 2x) a jejı´ch aproximacı´.
Prˇı´klad 2.2
Meˇjme zadanou funkci f(x) = ln(1 + 2x). U´kolem je aproximovat funkci f
Taylorovy´m polynomem nezna´me´ho rˇa´du v bodeˇ x0 = 12 tak, aby chyba R te´to
aproximace na intervalu

1
4
, 3
4

neprˇekrocˇila hodnotu 10−2. Urcˇeme tento rˇa´d.
Prvnı´ veˇc, kterou musı´me urcˇit, je obecny´ tvar Taylorova polynomu n-te´ho rˇa´du,
protozˇe doprˇedu nevı´me, jaky´ rˇa´d aproximace budeme potrˇebovat. Nale´zt takovy´
polynom, nemusı´ by´t obecneˇ vu˚bec jednoduche´. Avsˇak zde vzhledem k charak-
teru derivacı´ z prˇı´kladu 2.1 lze snadno zjistit, jak bude vypadat n-ta´ derivace
funkce f
f (n)(x) =
(−1)n−1 · 2n · (n− 1)!
(1 + 2x)n
.
Tu pak zby´va´ dosadit do obecne´ho tvaru Taylorova polynomu a po u´prava´ch
dosta´va´me Tayloru˚v polynom n-te´ho rˇa´du pro funkci f v bodeˇ x0 = 12
15
Tn(x) = ln 2 +

x− 1
2

−

x− 1
2
2
2
+

x− 1
2
3
3
+ · · ·+ (−1)
n−1 · x− 1
2
n
n
.
Zopakujme Lagrangeu˚v tvar zbytku (7) a dosad’me do neˇj (n + 1)-nı´ derivaci
funkce f (jejı´ n-tou derivaci jizˇ zna´me)

∀x ∈

1
4
,
3
4

∃ξ ∈

1
4
,
3
4

:
Rn+1(x) =
f (n+1)(ξ)
(n+ 1)!
· (x− x0)n+1 = (−1)
n · 2n+1 · n!
(1 + 2ξ)n+1 · (n+ 1)! ·

x− 1
2
n+1
.
Hleda´me odhad absolutnı´ hodnoty chyby na intervalu

1
4
, 3
4

. Platı´
x− 1
2
 ≤ 1
4
.
Da´le ξ > 1
4
, pak zcela jisteˇ (1 + 2ξ)n+1 >

3
2
n+1. Ma´me tedy
|Rn+1(x)| = 2
n+1
(1 + 2ξ)n+1 · (n+ 1) ·
x− 12
n+1 ≤ 2n+1(1 + 2ξ)n+1 · (n+ 1) ·

1
4
n+1
=
=
1
(n+ 1) · (1 + 2ξ)n+1 · 2n+1 <
1
(n+ 1) · 3
2
n+1 · 2n+1 = 1(n+ 1) · 3n+1 .
Aby byla chyba mensˇı´ nezˇ 10−2, stacˇı´ zvolit n = 3, nebot’
1
4 · 34 < 10
−2.
Pozˇadovany´ Tayloru˚v polynom ma´ tedy tvar
T3(x) = ln 2 +

x− 1
2

− 1
2

x− 1
2
2
+
1
3

x− 1
2
3
.
Pro blizˇsˇı´ prˇedstavu je uveden obra´zek (obra´zek 3).
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Obra´zek 3: Graf aproximovane´ funkce f(x) = ln(1 + 2x) s garancı´ chyby
Prˇı´klad 2.3
Pomocı´ Taylorova polynomu funkce f(x) = ex v bodeˇ x0 = 0 vypocˇteˇme cˇı´slo e
tak, aby chyba neprˇesa´hla hodnotu 10−6.
Vyja´drˇeme si nejprve funkci f v bodeˇ x0 = 0 jako soucˇet Taylorova polynomu Tn
a zbytku Rn+1
ex = 1 +
x
1!
+
x2
2!
+ · · ·+ x
n
n!
+
eξ · xn+1
(n+ 1)!
, (9)
kde ξ lezˇı´ mezi body 0 a x.
Ve vztahu (9) polozˇı´me x = 1. Pak bude vy´sˇe zmı´neˇne´ ξ ∈ (0, 1). Mu˚zˇeme tedy
odhadnout chybu
|Rn+1(x)| = |f
(n+1)(ξ)|
(n+ 1)!
· |x− x0|n+1 = e
ξ · |x|n+1
(n+ 1)!
=
eξ
(n+ 1)!
<
<
e
(n+ 1)!
.
Pro chybu mensˇı´ nezˇ 10−6 je postacˇujı´cı´ zvolit Tayloru˚v polynom rˇa´du n = 9,
nebot’
e
10!
< 10−6.
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Tayloru˚v polynom bude ve tvaru
T9(x) = 1 + x+
x2
2!
+
x3
3!
+
x4
4!
+
x5
5!
+
x6
6!
+
x7
7!
+
x8
8!
+
x9
9!
a hledana´ aproximace cˇı´sla ema´ tvar
e ≈ 1 + 1 + 1
2!
+
1
3!
+
1
4!
+
1
5!
+
1
6!
+
1
7!
+
1
8!
+
1
9!
≈ 2, 718281526.
Pozna´mka 2.3 Ne vzˇdy vsˇak musı´ by´t zadana´ funkce vhodna´ k aproximaci
Taylorovy´mpolynomem.Prouka´zkuuna´sledujı´cı´ funkce f(x) =

e−
1
x2 , x ̸= 0
0, x = 0
,
kde x0 = 0 se stane, zˇe pokud napocˇı´ta´me jednotlive´ derivace podle definice deri-
vace, tak vsˇechny vyjdou v bodeˇ x0 nulove´. Zde by se dalo ocˇeka´vat, zˇe budeme-li
navysˇovat stupenˇ polynomu, tak se budeme v jiste´m smyslu prˇiblizˇovat k aproxi-
movane´ funkci. Ale pra´veˇ kvu˚li specificke´mu chova´nı´ derivacı´, tomu tak nebude
a grafem Taylorova polynomu libovolne´ho rˇa´du v bodeˇ x0 bude prˇı´mka totozˇna´
s osou x (viz obra´zek 4).
Obra´zek 4: Aproximace funkce z pozna´mky 2.3
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2.5 Prˇı´klady - vy´pocˇet limit pomocı´ Taylorova polynomu
Tayloru˚v polynom lze vyuzˇı´t i prˇi vy´pocˇtu limit, prˇicˇemzˇ k vyja´drˇenı´ tvaru zbytku
se pouzˇı´va´ vztah (6). Tvar zbytku (7) uvedeny´ v Tayloroveˇ veˇteˇ (viz veˇta 2.3) by
sˇel pouzˇı´t take´, ale vy´pocˇty by se zbytecˇneˇ komplikovaly.
Prˇı´klad 2.4
Pomocı´ Taylorova polynomu spocˇı´tejme lim
x→ 0
x−sinx
x3
.
Pro vy´pocˇet budemepotrˇebovat vyja´drˇit funkci sinxpomocı´ Taylorova polynomu
3. rˇa´du v bodeˇ 0
T3(x) = x− x
3
6
.
Za´rovenˇ vı´me, zˇe
sinx = T3(x) +R(x),
kde k vyja´drˇenı´ zbytku pouzˇijeme vzorec (6). Platı´ tedy
R(x) = α(x) · x3, kde lim
x→ 0
α(x) = 0.
Vsˇe potrˇebne´ k vy´pocˇtu limity jizˇ ma´me a tedy mu˚zˇeme psa´t
lim
x→ 0
x− sinx
x3
= lim
x→ 0
x−

x− x3
6
+ α(x) · x3

x3
= lim
x→ 0
x3 · 1
6
− α(x)
x3
=
= lim
x→ 0

1
6
− α(x)

=
1
6
.
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Prˇı´klad 2.5
Vyuzˇijme Tayloru˚v polynom k vy´pocˇtu lim
x→∞

6
√
x6 + x5 − 6√x6 − x5.
Nejprve musı´me nasˇi limitu prˇeve´st na limitu v nule, a to substitucı´ y = 1
x
lim
x→∞

6
√
x6 + x5 − 6
√
x6 − x5

= lim
y→0+

6

1
y6
+
1
y5
− 6

1
y6
− 1
y5

=
= lim
y→0+

6

1 + y
y6
− 6

1− y
y6

= lim
y→0+
6
√
1 + y − 6√1− y
y
.
Vyja´drˇı´me si jednotlive´ funkce z limity. Vzhledem k jmenovateli na´m postacˇı´
Tayloru˚v polynom 1. rˇa´du v bodeˇ 0
6

1 + y = 1 +
1
6
y +R(y)⇒ R(y) = α(y) · y,
6

1− y = 1− 1
6
y +R(y)⇒ R(y) = β(y) · y,
kde lim
y→ 0
α(y) = 0 a lim
y→ 0
β(y) = 0.
Dosadı´me do limity a spocˇteme
lim
y→0+
6
√
1 + y − 6√1− y
y
= lim
y→0+
1 + 1
6
y + α(y) · y − 1− 1
6
y + β(y) · y
y
=
= lim
y→0+
1
3
y + α(y) · y − β(y) · y
y
= lim
y→0+

1
3
+ α(y)− β(y)

=
1
3
.
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Prˇı´klad 2.6
Pomocı´ Taylorova polynomu spocˇı´tejme lim
x→ 0
cosx−e−x
2
2
x4
.
Tentokra´t pro vy´pocˇet budeme potrˇebovat vyja´drˇit funkci cosx pomocı´ Taylorova
polynomu 4. rˇa´du v bodeˇ 0
cosx = 1− x
2
2
+
x4
24
+R(x)⇒ R(x) = α(x) · x4,
kde lim
x→ 0
α(x) = 0.
Nynı´ prˇistoupı´me k vyja´drˇenı´ funkce e−
x2
2 pomocı´ Taylorova polynomu 4. rˇa´du.
K tomu stacˇı´, vyja´drˇı´me-li funkci ey pomocı´ Taylorova polynomu 2. rˇa´du
ey = 1 + y +
y2
2
+R(y)⇒ R(y) = β(y) · y2,
kde lim
y→ 0
β(y) = 0.
Pouzˇijeme substituci y = −x2
2
a dosadı´me
e−
x2
2 = 1− x
2
2
+
x4
8
+ β

−x
2
2

· x
4
4
.
Oznacˇme si vy´raz β

−x2
2

· 1
4
jako γ(x). Pak (podle veˇty o limiteˇ slozˇene´ funkce)
lim
x→ 0
γ(x) = 0.
A mu˚zˇeme psa´t
lim
x→ 0
cosx− e−x22
x4
= lim
x→ 0
1− x2
2
+ x
4
24
+ α(x) · x4 −

1− x2
2
+ x
4
8
+ γ(x) · x4

x4
=
= lim
x→ 0
−x4
12
+ α(x) · x4 − γ(x) · x4
x4
= lim
x→ 0
x4
− 1
12
+ α(x)− γ(x)
x4
=
= lim
x→ 0

− 1
12
+ α(x)− γ(x)

= − 1
12
.
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2.6 Taylorova rˇada
Definice 2.1 Prˇedpokla´dejme, zˇe funkce f ma´ v bodeˇ x0 derivace vsˇech rˇa´du˚. Pak vy´raz
∞
n=0
f (n)(x0)
n!
· (x− x0)n
nazy´va´me Taylorovou rˇadou funkce f v bodeˇ x0.
Zde nasta´va´ za´sadnı´ ota´zka, jestli kdyzˇ si k dane´ funkci f napı´sˇeme prˇı´slusˇnou
Taylorovu rˇadu, tak zda tato rˇadaopravdubudekonvergovat k funkci f . Odpoveˇd’
na tuto ota´zku na´m da´va´ na´sledujı´cı´ veˇta.
Veˇta 2.5 Necht’f je funkce, ktera´ ma´ v bodeˇ x0 derivace vsˇech rˇa´du˚, a x ∈ R. Pak
platı´, zˇe
f(x) =
∞
n=0
f (n)(x0)
n!
· (x− x0)n pra´veˇ tehdy, kdyzˇ lim
n→∞
Rn+1(x) = 0,
kde vy´raz Rn+1 je zbytek po n-te´m cˇlenu (viz (5)).
Du˚kaz. Z definice soucˇtu rˇady (viz [4]) vyply´va´, zˇe
∞
k=0
f (k)(x0)
k!
· (x− x0)k = lim
n→∞
n
k=0
f (k)(x0)
k!
· (x− x0)k.
Vy´raz v limiteˇ prˇedstavuje vyja´drˇenı´ Taylorova polynomu Tn (viz (4)), ktery´ lze
da´le vyja´drˇit z prˇedpisu (5). Pak mu˚zˇeme psa´t
∞
k=0
f (k)(x0)
k!
·(x−x0)k = lim
n→∞
Tn(x) = lim
n→∞
[f(x)−Rn+1(x)] = f(x)− lim
n→∞
Rn+1(x),
odkud dostaneme tvrzenı´ veˇty.
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2.7 Prˇehled vybrany´ch Taylorovy´ch rˇad
Nynı´ uvedeme prˇı´klady Taylorovy´ch rˇad vybrany´ch funkcı´ v bodeˇ x0 = 0 vcˇetneˇ
oboru˚ konvergence
(∀x ∈ R) : sinx =
∞
k=0
(−1)k
(2k + 1)!
· x2k+1 = x− x
3
3!
+
x5
5!
− x
7
7!
+ · · · ,
(∀x ∈ R) : cos x =
∞
k=0
(−1)k
(2k)!
· x2k = 1− x
2
2!
+
x4
4!
− x
6
6!
+ · · · ,
(∀x ∈ R) : ex =
∞
k=0
1
k!
· xk = 1 + x+ x
2
2!
+
x3
3!
+ · · · ,
(∀x ∈ (−1, 1⟩) : ln(1 + x) =
∞
k=1
(−1)k+1 · x
k
k
= x− x
2
2
+
x3
3
− x
4
4
+ · · · ,
(∀x ∈ (−1, 1)) : 1
1− x =
∞
k=0
xk = 1 + x+ x2 + x3 + · · · .
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3 Lagrangeu˚v interpolacˇnı´ polynom
Ne vzˇdy budeme chtı´t aproximovat funkci pouze na okolı´ bodu x0. Nastanou
situace, kdy budeme mı´t danou funkci f definovanou na intervalu ⟨a, b⟩. V tomto
intervalu vybereme body x0 < x1 < · · · < xn. Cı´lem bude najı´t polynom P stupneˇ
nejvy´sˇe n takovy´, zˇe platı´
P (x0) = f(x0),
P (x1) = f(x1),
...
P (xn) = f(xn).
Takove´mu polynomu budeme rˇı´kat Lagrangeu˚v interpolacˇnı´ polynom a bodu˚m
x0, x1, ..., xn body (uzly) interpolace.
Obra´zek 5: Polynom prolozˇeny´ trˇemi body
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3.1 Odvozenı´ tvaru Lagrangeova interpolacˇnı´ho polynomu
Zameˇrˇme se nynı´ na to, jak takovy´ polynom zı´ska´me. Polynom P lze hledat
ve tvaruvhodne´ linea´rnı´ kombinace tzv. elementa´rnı´chLagrangeovy´chpolynomu˚
(obra´zek 6). Elementa´rnı´ Lagrangeu˚v polynom pj je takovy´ polynom stupneˇ n,
splnˇujı´cı´
pj(xi) = 0 pro i ̸= j,
pj(xj) = 1.
Z prvnı´ podmı´nky vyply´va´, zˇe body x0, x1, ..., xj−1, xj+1, ..., xn jsou korˇeny poly-
nomu pj . Odtud
pj(x) = α · (x− x0)(x− x1)...(x− xj−1)(x− xj+1)...(x− xn).
Nezna´my´ koeficient α vyja´drˇı´me z druhe´ podmı´nky pj(xj) = 1
1 = pj(xj) = α · (xj − x0)(xj − x1)...(xj − xj−1)(xj − xj+1)...(xj − xn),
α =
1
(xj − x0)(xj − x1)...(xj − xn) .
Obra´zek 6: Prˇı´klady elementa´rnı´ch polynomu˚
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Jelikozˇ jizˇ zna´me cˇlen α, mu˚zˇeme vycˇı´slit polynom pj jako
pj(x) =
n
i=0
i ̸=j
(x− xi)
(xj − xi) , (10)
kde j ∈ {0, 1, ..., n}. Jak jizˇ bylo zmı´neˇno, hledany´ polynom P bude linea´rnı´
kombinacı´ elementa´rnı´ch Lagrangeovy´ch polynomu˚. Prˇesneˇji rˇecˇeno
P (x) = f(x0) · p0(x) + f(x1) · p1(x) + · · ·+ f(xn) · pn(x) =
n
j=0
f(xj) · pj(x). (11)
Polynom P ma´ tyto dveˇ vlastnosti:
1. P je polynom stupneˇ nejvy´sˇe n-te´ho.
2. P (xj) = f(xj) pro j ∈ {0, 1, ..., n}.
Ukazˇme, zˇe existuje pra´veˇ jeden polynom, ktery´ ma´ vy´sˇe uvedene´ dveˇ vlastnosti.
Necht’Q je polynom s vlastnostmi 1, 2. Platı´ tedy, zˇe
P (xj) = Q(xj) pro j ∈ {0, 1, ..., n}. (12)
Da´le definujme polynom S(x) = P (x)−Q(x), ktery´ je stupneˇ nejvy´sˇe n a pro ktery´
platı´ S(xj) = P (xj)−Q(xj) = 0, kde j ∈ {0, 1, ..., n}. Polynom S ma´ tedy vı´ce nezˇ
n korˇenu˚, a proto musı´ by´t nulovy´. To znamena´, zˇe P (x) = Q(x) pro kazˇde´ x ∈ R.
Prˇı´klad 3.1
Ma´me danou funkci f(x) = cosx na intervalu ⟨0, 5⟩, ve ktere´m jsou da´ny tyto
body: x0 = 0, x1 = 1, x2 = 2, x3 = 4. V dany´ch bodech aproximujme funkci f
Lagrangeovy´m interpolacˇnı´m polynomem.
Jsou-li zada´ny 4 interpolacˇnı´ body, stupenˇ polynomu bude nejvy´sˇe n = 3. Se-
stavme tedy jednotlive´ elementa´rnı´ Lagrangeovy polynomy
p0(x) =
(x− 1)(x− 2)(x− 4)
(0− 1)(0− 2)(0− 4) = −
1
8
x3 +
7
8
x2 − 7
4
x+ 1,
p1(x) =
(x− 0)(x− 2)(x− 4)
(1− 0)(1− 2)(1− 4) =
1
3
x3 − 2x2 + 8
3
x,
p2(x) =
(x− 0)(x− 1)(x− 4)
(2− 0)(2− 1)(2− 4) = −
1
4
x3 +
5
4
x2 − x,
p3(x) =
(x− 0)(x− 1)(x− 2)
(4− 0)(4− 1)(4− 2) =
1
24
x3 − 1
8
x2 +
1
12
x.
26
Nynı´ jizˇ zby´va´ dosadit jednotlive´ elementa´rnı´ polynomy do vzorce (11)
P (x) =
3
j=0
f(xj)·pj(x) = cos 0·

−1
8
x3 +
7
8
x2 − 7
4
x+ 1

+cos 1·

1
3
x3 − 2x2 + 8
3
x

−
− cos 2 ·

−1
4
x3 +
5
4
x2 − x

− cos 4 ·

1
24
x3 − 1
8
x2 +
1
12
x

≈
≈ 0, 131892x3 − 0, 644025x2 + 0, 05243x+ 1.
Obra´zek 7: Aproximace Lagrangeovy´m interpolacˇnı´m polynomem
Pro na´stin vy´sledku je uveden graf (obra´zek 7) zna´zornˇujı´cı´ aproximovanou
funkci a jejı´ Lagrangeu˚v interpolacˇnı´ polynom na zadany´ch cˇtyrˇech bodech.
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3.2 Odvozenı´ chyby aproximace
Z obra´zku 7 lze vypozorovat, zˇe vy´sledny´ polynom skutecˇneˇ procha´zı´ zadany´mi
body. Pokud se vsˇak podı´va´me na pru˚beˇh polynomu v ra´mci cele´ho intervalu,
tak zjistı´me, zˇe se mı´sty znacˇneˇ lisˇı´ od aproximovane´ funkce. Neboli lze rˇı´ci, zˇe se
dopousˇtı´me neˇjake´ chyby. Ota´zkou je, jak je tato chyba velka´.
Nezˇ se dostaneme k veˇteˇ o chybeˇ, musı´me nejprve uve´st jedno pomocne´ tvrzenı´.
Lemma 3.1 Necht’n ∈ N a funkce f : R→ R ma´ tyto vlastnosti:
I. Funkce f je spojita´ v ⟨a, b⟩ a ma´ vlastnı´ n-tou derivacı´ f (n)(x) v kazˇde´m vnitrˇnı´m bodeˇ
intervalu ⟨a, b⟩.
II. Funkce f je rovna nule alesponˇ v n + 1 ru˚zny´ch bodech intervalu ⟨a, b⟩, tj. existujı´
cˇı´sla x0, x1, ..., xn takova´, zˇe
a ≤ x0 < x1 < · · · < xn ≤ b,
f(x0) = f(x1) = · · · = f(xn) = 0.
Pak existuje alesponˇ jeden bod ξ ∈ (a, b) takovy´, zˇe f (n)(ξ) = 0.
Du˚kaz. Meˇjme danou funkci f na intervalu ⟨a, b⟩ a v neˇm body x0, x1, ..., xn,
ve ktery´ch je funkce f nulova´. Tyto body na´m mezi sebou vytycˇujı´ intervaly.
Takovy´ch intervalu˚ je n. V krajnı´ch bodech teˇchto intervalu˚ jsou funkcˇnı´ hodnoty
funkce f nulove´. Na kazˇde´m z teˇchto n intervalu˚ aplikujeme Rolleovu veˇtu (viz
[2]).
Rolleova veˇta na´m rˇı´ka´, zˇe v kazˇde´m z teˇchto intervalu˚ existuje minima´lneˇ jeden
bod, kde je nulova´ derivace, tzn. f ′ pak ma´ minima´lneˇ n nulovy´ch bodu˚. A cely´
postup se opakuje, azˇ dojdeme k n-te´ derivaci funkce f , ktera´ bude mı´t mini-
ma´lneˇ jeden nulovy´ bod. Takzˇe pomocna´ veˇta (lemma 3.1) je du˚sledkem toho, zˇe
mnohokra´t za sebou pouzˇijeme Rolleovu veˇtu.
Definujme nynı´ chybu aproximace jako
R(x) = f(x)− P (x), (13)
kde x ∈ ⟨a, b⟩ a P je Lagrangeu˚v interpolacˇnı´ polynom (stupneˇ nejvy´sˇe n) prˇı´slu-
sˇny´ k funkci f a bodu˚m x0, x1, ..., xn. Na´sledujı´cı´ veˇta uda´va´ odhad te´to chyby.
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Veˇta 3.1 Necht’existuje konecˇna´ (n+ 1)-nı´ derivace funkce f na intervalu ⟨a, b⟩. Pak ke
kazˇde´mu x ∈ ⟨a, b⟩ existuje cˇı´slo ξ ∈ (a, b) takove´, zˇe
R(x) =
f (n+1)(ξ)
(n+ 1)!
· (x− x0)...(x− xn), (14)
kde x0, x1, ..., xn jsou uzly interpolace.
Du˚kaz. Jisteˇ platı´, zˇe chyba v uzlovy´ch bodech je nulova´, tzn. R(xj) = 0 pro
j ∈ {0, 1, ..., n}. Zvolme pevneˇ x ∈ ⟨a, b⟩, ru˚zne´ od x0, x1, ..., xn a definujme funkci
F promeˇnne´ t, kde t ∈ ⟨a, b⟩ prˇedpisem
F (t) = (x− x0)...(x− xn) ·R(t)− (t− x0)...(t− xn) ·R(x).
Dosazenı´m bodu˚ x0, x1, ..., xn, x do funkce F lze oveˇrˇit, zˇe platı´
F (x0) = 0, F (x1) = 0, ..., F (xn) = 0, F (x) = 0.
Vzhledem k prˇedpokladu˚m existuje (n+1)-nı´ derivace funkce F , ktera´ ma´ na´sle-
dujı´cı´ tvar
F (n+1)(t) = (x− x0)...(x− xn) ·R(n+1)(t)− (n+ 1)! ·R(x). (15)
Pak podle pomocne´ veˇty (lemma 3.1)
(∃ξ ∈ (a, b)) : F (n+1)(ξ) = 0.
Dosadı´me do (15) mı´sto promeˇnne´ t cˇı´slo ξ a dostaneme
0 = F (n+1)(ξ) = (x− x0)...(x− xn) ·R(n+1)(ξ)− (n+ 1)! ·R(x).
Nebot’P (n+1) je nulova´ v kazˇde´m bodeˇ intervalu ⟨a, b⟩, tak R(n+1)(ξ) = f (n+1)(ξ).
Nynı´ zby´va´ vyja´drˇit chybu aproximace
0 = (x− x0)...(x− xn) · f (n+1)(ξ)− (n+ 1)! ·R(x),
R(x) =
f (n+1)(ξ)
(n+ 1)!
· (x− x0)...(x− xn).
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Prˇı´klad 3.2
Pouzˇijeme body i funkci z prˇedcha´zejı´cı´ho prˇı´kladu (prˇı´klad 3.1). Meˇjme da-
nou funkci f(x) = cosx na intervalu ⟨0, 5⟩, ve ktere´m jsou da´ny tyto body:
x0 = 0, x1 = 1, x2 = 2, x3 = 4. V dany´ch bodech aproximujme funkci f Lagrange-
ovy´m interpolacˇnı´m polynomem a urcˇeme, jake´ chyby jsme se na tomto intervalu
dopustili.
Minuly´ prˇı´klad jsme ukoncˇili tı´m, zˇe jsme se dopustili neˇjake´ chyby, ale neveˇdeˇli
jsme, jak byla velka´. Prˇeskocˇı´me vy´pocˇet, jak takovy´ Lagrangeu˚v interpolacˇnı´
polynom vypada´, nebot’to uzˇ vı´me. Prˇesuneme se rovnou k chybeˇ.
Budeme potrˇebovat (n + 1)-nı´ derivaci funkce f : f (4)(x) = cosx a dosadı´me do
vzorce pro chybu (14)
R(x) =
f (n+1)(ξ)
(n+ 1)!
· (x− x0)(x− x1)(x− x2)(x− x3) =
=
cos ξ
4!
· (x− 0)(x− 1)(x− 2)(x− 4).
Udeˇla´me odhad cos ξ, kde ξ ∈ (0, 5). Je zrˇejme´, zˇe | cos ξ| ≤ 1. Pro ∀x ∈ ⟨0, 5⟩ platı´
R(x) =
cos ξ
4!
· (x− 0)(x− 1)(x− 2)(x− 4)⇒
⇒ |R(x)| = | cos ξ|
24
· |x · (x− 1)(x− 2)(x− 4)| ≤
≤ 1
24
· |x · (x− 1)(x− 2)(x− 4)|.
Jesˇteˇ je trˇeba urcˇit maxima´lnı´ hodnotu zbyle´ho vy´razu s absolutnı´ hodnotou
na intervalu ⟨0, 5⟩, k cˇemuzˇ jsme pouzˇili program Maple
max
x∈⟨0,5⟩
|x · (x− 1)(x− 2)(x− 4)| = |5 · (5− 1)(5− 2)(5− 4)| = 60.
Zby´va´ dosadit a vyja´drˇit odhad chyby aproximace
|R(x)| ≤ 1
24
· 60 = 5
2
.
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3.3 Chova´nı´ aproximacı´ prˇi rostoucı´m rˇa´du polynomu
Meˇjme danou funkci f na intervalu ⟨a, b⟩, ve ktere´m vezmeme pravidelnou sı´t’
bodu˚. Tyto body se nazy´vajı´ jako tzv. ekvidistantnı´ uzly, pro ktere´ platı´
xk = a+ k · b− a
n
,
kde k ∈ {0, 1, ..., n}. Prˇedstavme si, zˇe tuto sı´t’bodu˚ budeme zhusˇt’ovat a teˇmito
body prolozˇı´me Lagrangeu˚v interpolacˇnı´ polynom. Zde se pak nabı´zı´ zajı´mava´
ota´zka. Zda-li se chyba aproximaceR bude zmensˇovat a my se postupneˇ budeme
blı´zˇit k pu˚vodnı´ funkci. Ukazˇme si, jak to bude vypadat u konkre´tnı´ funkce.
Obra´zek 8: Ekvidistantnı´ uzly
Ma´me danou funkci f(x) = ex a obecny´ interval ⟨a, b⟩. Na tomto intervalu vy-
robı´me sı´t’ ekvidistantnı´ch uzlu˚, kterou budeme postupneˇ zhusˇt’ovat (n → ∞).
Podle veˇty 3.1 doka´zˇeme odhadnout chybu
(∀x ∈ ⟨a, b⟩) (∃ξ ∈ (a, b)) : |R(x)| = e
ξ
(n+ 1)!
· |(x− x0)...(x− xn)|,
kde vy´raz eξ prˇedstavuje (n + 1)-nı´ derivaci funkce f v bodeˇ ξ, ktera´ bude urcˇiteˇ
mensˇı´ nezˇ eb, cozˇ je konstanta, kterou oznacˇı´me k. A take´ platı´, zˇe kazˇdy´ cˇlen
|x − x0|, |x − x1|, ..., |x − xn| bude mensˇı´ nebo roven de´lce intervalu ⟨a, b⟩. Takzˇe
platı´
|R(x)| ≤ e
b
(n+ 1)!
· (b− a)n+1 = k · (b− a)
n+1
(n+ 1)!
.
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Pokud bychom byli schopni uka´zat, zˇe limita vy´razu k·(b−a)
n+1
(n+1)!
bude nulova´,
tak chyba bude konvergovat k nule (dokonce stejnomeˇrneˇ na intervalu ⟨a, b⟩).
K oveˇrˇenı´ pouzˇijeme podı´love´ krite´rium konvergence rˇady a nutnou podmı´nku
konvergence rˇady (viz [4])
lim
n→∞
k·(b−a)n+2
(n+2)!
k·(b−a)n+1
(n+1)!
= lim
n→∞
k · (b− a)n+2
k · (b− a)n+1 ·
(n+ 1)!
(n+ 2)!
= lim
n→∞
(b− a)n+2
(b− a)n+1 ·
1
n+ 2
=
= (b− a) · 0 = 0.
Protozˇe limita vysˇla mensˇı´ nezˇ 1, tak platı´, zˇe
∞
n=1
k · (b− a)n+1
(n+ 1)!
konverguje.
A pak podle nutne´ podmı´nky konvergence platı´, zˇe
lim
n→∞
k · (b− a)n+1
(n+ 1)!
= 0.
Pozna´mka 3.1 Podobneˇ by sˇlo uka´zat, zˇe i pro funkce sin ax, cos ax, eax, kde a ∈ R
se to bude vzˇdy chovat „dobrˇe“. Na ota´zku, procˇ tomu tak je, na´m odpovı´da´ veˇta
o chybeˇ Lagrangeova interpolacˇnı´ho polynomu (viz veˇta 3.1). Pokud se podı´va´me
na tvar prˇedpisu pro tuto chybu, zjistı´me, zˇe zde figuruje derivace. Ta je pra´veˇ
prˇı´cˇinou toho, zda chyba prˇi zvysˇujı´cı´m se pocˇtu uzlu˚ pu˚jde k nule nebo naopak
bude naru˚stat. Jiny´mi slovy, pokud obecneˇ n-ta´ derivace zadane´ funkce bude
„dobre´ho“ charakteru, tak se take´ chyba aproximace bude prˇi zhusˇt’ova´nı´ sı´teˇ
zmensˇovat. Je to zpu˚sobeno tı´m, zˇe cˇitatel (viz (14)) v prˇı´padeˇ „peˇkny´ch“ funkcı´
ma´ exponencia´lnı´ ru˚st a jmenovatel faktoria´lnı´ ru˚st. Jak jsme si uka´zali, faktoria´l
na´m „prˇebije“ exponencia´lu a tı´m pa´dem se bude chyba postupneˇ blı´zˇit nule.
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Pro ilustraci jsou na na´sledujı´cı´ch obra´zcı´ch uvedeny grafy aproximovane´ funkce
f(x) = ex na intervalu ⟨−8, 2⟩ postupneˇ se sı´tı´ 3 bodu˚ (obra´zek 9), 5 bodu˚ (obra´zek
10) a 15 bodu˚ (obra´zek 11).
Obra´zek 9: Aproximace funkce f(x) = ex na sı´ti o 3 bodech
Obra´zek 10: Aproximace funkce f(x) = ex na sı´ti o 5 bodech
Obra´zek 11: Aproximace funkce f(x) = ex na sı´ti o 15 bodech
33
Jak si lze vsˇimnout, pokud u te´to funkce budeme sı´t’ bodu˚ zhusˇt’ovat, tak se
skutecˇneˇ budeme postupneˇ blı´zˇit aproximovane´ funkci.
Bohuzˇel ne kazˇda´ funkce ma´ takove´ chova´nı´, cozˇ si uka´zˇeme na na´sledujı´cı´ch
obra´zcı´ch, kde je funkce f(x) = 1
x2+1
aproximovana´ na intervalu ⟨−3, 3⟩ tentokra´t
se sı´tı´ 10 bodu˚ (obra´zek 12) a 100 bodu˚ (obra´zek 13).
Obra´zek 12: Aproximace funkce f(x) = 1
x2+1
na sı´ti o 10 bodech
Obra´zek 13: Aproximace funkce f(x) = 1
x2+1
na sı´ti o 100 bodech
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Z obra´zku˚ vidı´me, zˇe i kdyzˇ sı´t’ bodu˚ zhusˇt’ujeme (dokonce azˇ na 100 bodu˚),
tak se prˇesto neprˇiblizˇujeme k aproximovane´ funkci na pozˇadovane´m intervalu.
Naopak zde docha´zı´ k velky´m oscilacı´m a da´ se ocˇeka´vat, zˇe zvysˇova´nı´m pocˇtu
uzlu˚, budeme naopak chybu zveˇtsˇovat. Na na´sledujı´cı´m obra´zku (obra´zek 14) je
zobrazeno, jak vysoke´ho rˇa´du dosahujı´ oscilace. Pokud bychom navy´sˇili pocˇet
uzlu˚ azˇ na 600, oscilace by vzrostly azˇ do rˇa´du 2 · 1055, cozˇ je obrovske´ cˇı´slo.
Obra´zek 14: Oscilace azˇ do rˇa´du 1, 4 · 107 na sı´ti o 100 bodech
Pozna´mka 3.2 Cˇı´m blı´zˇe budeme u kraje intervalu, na ktere´m aproximujeme, tı´m
budou oscilace veˇtsˇı´.
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4 Za´veˇr
Cı´lem te´to pra´ce bylo sezna´mit se s ru˚zny´mi typy polynomia´lnı´ch aproximacı´
funkcı´. Uvedli jsme aproximaci pomocı´ Taylorova polynomu, kde jsme si uka´zali,
zˇe Tayloru˚v polynom je skutecˇneˇ lepsˇı´ k aproximaci funkce na okolı´ bodu nezˇ
jaky´koli jiny´ polynom te´hozˇ rˇa´du. Odvodili jsme neˇkolik prˇedpisu˚ pro chybu prˇi
aproximaci (naprˇ. Lagrangeu˚v cˇi Cauchyu˚v tvar zbytku), nebot’kazˇde´ vyja´drˇenı´
te´to chyby se da´ vyuzˇı´t u jine´ aplikace Taylorova polynomu. Prˇı´kladem mohl by´t
du˚kaz, zˇe cˇı´slo e je iraciona´lnı´, kde jsme vyuzˇili pra´veˇ Lagrangeu˚v tvar zbytku.
Na´sledovalo vyuzˇitı´ Taylorova polynomu prˇi aproximaci funkcı´, kde jsme naprˇ.
spocˇı´tali Eulerovo cˇı´slo s pozˇadovanou prˇesnostı´. Uka´zali jsme si, zˇe u neˇkte-
ry´ch funkcı´ docı´lı´me pomeˇrneˇ „prˇesne´“ aproximace, nicme´neˇ existujı´ i funkce,
ktere´ nejsou prˇı´lisˇ vhodne´ k aproximaci Taylorovy´m polynomem. Prˇı´cˇinou toho,
procˇ tomu tak je, je sˇpatne´ chova´nı´ n-te´ derivace. Dalsˇı´ zajı´mavou aplikacı´ byl
vy´pocˇet limit pomocı´ Taylorova polynomu. Ne vzˇdy lze pouzˇı´t l’Hospitalovo
pravidlo, prˇı´padneˇ po jeho aplikaci dostaneme zlomek jesˇteˇ slozˇiteˇjsˇı´. Dı´ky Tay-
lorovu polynomu doka´zˇeme limity pocˇı´tat jiny´m zpu˚sobem, a dokonce mu˚zˇeme
dojı´t k vy´sledku rychleji.
Druhy´m typem polynomu, o ktere´m jsme v te´to pra´ci hovorˇili, byl Lagrangeu˚v
interpolacˇnı´ polynom. I v tomto prˇı´padeˇ je du˚lezˇite´ zaby´vat se chybou aproxi-
mace. Zkoumali jsme chova´nı´ aproximacı´ prˇi postupne´m zhusˇt’ova´nı´ sı´teˇ bodu˚
a dı´vali se, jake´ je chova´nı´ u ru˚zny´ch typu˚ funkcı´. Zjistili jsme, zˇe u funkcı´ jejichzˇ
derivace majı´ exponencia´lnı´ ru˚st, se chyba bude postupneˇ zmensˇovat, budeme-li
tuto sı´t’ bodu˚ zhusˇt’ovat. Naopak, budou-li mı´t derivace te´to funkce faktoria´lnı´
ru˚st, tak doprˇedu nedoka´zˇeme s jistotou rˇı´ci, zda se chyba zmensˇı´. Lagrangeu˚v
interpolacˇnı´ polynom je tedy vhodny´ k aproximaci pouze neˇktery´ch funkcı´, nebot’
zdemu˚zˇe dojı´t k obrovsky´m oscilacı´m prˇi postupne´m zhusˇt’ova´nı´ sı´teˇ bodu˚ pra´veˇ
vlivem sˇpatne´ho chova´nı´ derivacı´.
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