Abstract. Proximal methods have recently been shown to provide effective optimization procedures to solve the variational problems defining the 1 regularization algorithms. The goal of the paper is twofold. First we discuss how proximal methods can be applied to solve a large class of machine learning algorithms which can be seen as extensions of 1 regularization, namely structured sparsity regularization. For all these algorithms, it is possible to derive an optimization procedure which corresponds to an iterative projection algorithm. Second, we discuss the effect of a preconditioning of the optimization procedure achieved by adding a strictly convex functional to the objective function. Structured sparsity algorithms are usually based on minimizing a convex (not strictly convex) objective function and this might lead to undesired unstable behavior. We show that by perturbing the objective function by a small strictly convex term we often reduce substantially the number of required computations without affecting the prediction performance of the obtained solution.
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Introduction
In this paper we show how proximal methods can be profitably used to study a variety of machine learning algorithms. Recently, methods such as the lasso [22] based on 1 regularization -received considerable attention for their property of providing sparse solutions. Sparsity has become a popular way to deal with small samples of high dimensional data and, in a broad sense, refers to the possibility of writing the solution in terms of a few building blocks. The success of 1 regularization motivated exploring different kinds of sparsity enforcing penalties for linear models as well as kernel methods [13, 14, 18, [25] [26] [27] . A common feature of this class of penalties is that they can be often written as suitable sums of euclidean (or Hilbertian) norms.
1 regularization algorithms, see [3, 4, 6, 7, 19] and [11] in the specific context of machine learning. In the following we discuss how proximal methods can be applied to solve the class of machine learning algorithms which can be seen as extensions of 1 regularization, namely structured sparsity regularization. For all these algorithms, it is possible to derive an optimization procedure that corresponds to an efficient iterative projection algorithm which can be easily implemented. Depending on the considered learning algorithm, the projection can be either computed in closed form or approximated by another proximal algorithm. A second contribution of our work is to study the effect of a preconditioning of the optimization procedure achieved by adding a strictly convex functional to the objective function. Indeed, structured sparsity algorithms are usually based on minimizing a convex (not strictly convex) objective function and this might lead to undesired unstable behavior. We show that by perturbing the objective function with a small strictly convex term it is possible to reduce substantially the number of required computations without affecting the prediction property of the obtained solution.
The paper is organized as follows. In Section 2, we begin by setting the notation, necessary to state all the mathematical and algorithmic results presented in Section 3. In Section 4, in order to show the wide applicability of our work, we apply the results to several learning schemes, and in Section 5 we describe the experimental results. An extended version of this work can be found in [21] , where the interested reader can find all the proofs and some more detailed discussions.
and specifically in the case where (y, f (x)) is the square loss (y − f (x)) 2 . (other losses -e.g. the logistic loss -would also fit our framework).
In the following we require J to be lower semicontinuous, convex, and onehomogeneous, J(λf ) = λJ(f ), for all f ∈ H and λ ∈ R + . Indeed these technical assumptions are all satisfied by the vast majority of penalties commonly used in the recent literature of sparse learning. The main examples for the functional J are penalties which are sum of norms in distinct Hilbert spaces (G k , · k ):
where, for all k, J k : H → G k is a bounded linear operator bounded from below. This class of penalties have recently received attention since they allow one to enforce more complex sparsity patterns than the simple 1 regularization [13, 26] . The regularization methods induced by the above penalties are often referred to as structured sparsity regularization algorithms. Before describing how proximal methods can be used to compute the regularized solution of structured sparsity methods we note that in general, if we choose F, J as in (2) and (3), when µ = 0, the functional (1) will be convex but not strictly convex. Then the regularized solution is in general not unique. On the other hand by setting µ > 0, strict convexity, hence uniqueness of the solution, is guaranteed. As we discuss in the following, this can be seen as a preconditioning of the problem, and, if µ is small enough, one can see empirically that the solution does not change.
General Iterative Algorithm
In this section we describe the general iterative procedure for computing the solution f * of the convex minimization problem (1). Let K denote the subdifferential, ∂J(0), of J at the origin, which is a convex and closed subset of H. For any λ ∈ R + , we call π λK : H → H the projection on λK ⊂ H. The optimization scheme we derive is summarized in Algorithm 1, the parameter σ can be seen as a step-size, which choice is crucial to ensure convergence and is discussed in the following subsection. In general, approaches based on proximal methods decouple the contributions of the two functionals J Algorithm 1. General Algorithm
end while return f p and F , since, at each iteration, the projection π τ /σK -which is entirely characterized by J -is applied to a term that depends only on F . The derivation of the above iterative procedure for a general non differentiable J relies on a well-known result in convex optimization (see [6] for details), that has been used in the context of supervised learning by [11] . We recall it for completeness and because it is illustrative for studying the effect of the perturbation term µ f 2 H in the context of structured sparsity regularization.
Theorem 1. Given τ, µ > 0, F : H → R convex and differentiable and J : H → R ∪ {+∞} lower semicontinuous and convex, for all σ > 0 the minimizer f * of E τ,µ is the unique fixed point of the map T σ : H → H defined by
where
For suitable choices of σ the map T σ is a contraction, thus convergence of the iteration is ensured by Banach fixed point theorem and convergence rates can be easily obtained-see next section. The case µ = 0 already received a lot of attention, see for example [3, 4, 6, 7, 19] and references therein.
Here we are interested in the setting of supervised learning when the penalty term is one-homogeneous and, as said before, enforces some structured sparsity property. In [21] we show that such assumption guarantees that
In the following subsection we discuss the role of the perturbation term µ f 2 H .
Convergence and the Role of the Strictly Convex Perturbation
The effect of µ > 0 is clear if we look at convergence rates for the map T σ . In fact it can be shown ( [21] ) that a suitable a priori choice of σ is given by
where a and b denote the largest and smallest eigenvalues of the kernel matrix,
. . , n, with k the kernel function of the RKHS H, and 0
where denotes the second derivative of with respect to w. With such a choice the convergence rate is linear, i.e.
Typical examples of loss functions are the square loss and the exponential loss. In these cases suitable step sizes are σ = The above result highlights the role of the µ-term, µ · 2 H , as a natural preconditioning of the algorithm. In fact, in general, for a strictly convex F , if the smallest eigenvalue of the second derivative is not uniformly bounded from below by a strictly positive constant, when µ = 0, it might not be possible to choose σ so that L σ < 1. One can also argue that, if µ is chosen small enough, the solution is expected not to change and in fact converges to a precise minimizer of F + 2τ J. Infact, the quadratic term performs a further regularization that allows to select, as µ approaches 0, the minimizer of F + 2τ J having minimal norm (see for instance [10] ).
Computing the Projection
In order to compute the proximity operator associated to a functional J as in (3), it is useful to define the operator J :
With this definition the projection of an element f ∈ H on the set λK := λ∂J(0) is given by J Tv , wherē
The computation of the solution of the above equation is different in two distinct cases. In the first case H k = G k , H = H k , and J k is the weighted projection operator on the k-th component, i.e. J k (v) = v k ∈ H k with w k > 0, ∀k, andv can be computed exactly asv = π λB (f ), wherev = π λB (f ) is simply the projection on the cartesian product of k balls of radius λw k
In this case (I − π λK ) coincides with the block-wise soft-thresholding operator:
which reduces to the well-known component-wise soft-thresholding operator when
On the other hand, when J is not a blockwise weighted projection operator, π λK (f ) cannot be computed in closed form. In this case we can again resort to proximal methods since equation (6) amounts to the minimization of a functional which is sum of a differential term
H and a non-differential one I λB (v). We can therefore apply Theorem 1 in order to computev which is the fixed point of the map T η defined as
where prox IλB = π λB . We can therefore evaluate it iteratively as v q = T η (v q−1 ).
Some Relevant Algorithmic Issues
Adaptive
Step-Size Choice. In the previous sections we proposed a general scheme as well as a parameter set-up ensuring convergence of the proposed procedure. Here, we discuss some heuristics that were observed to consistently speed up the convergence of the iterative procedure. In particular, we mention the Barzilai-Borwein methods -see for example [15, 16, 23] for references. More precisely in the following we will consider
Continuation Strategies and Regularization Path. Finally, we recall the continuation strategy proposed in [12] to efficiently compute the solutions corresponding to different values of the regularization parameter
The idea is that the solution corresponding to the larger value τ 1 can be usually computed in a fast way since it is very sparse. Then, for τ k one proceeds using the previously computed solution as the starting point of the corresponding procedure. It can be observed that with this warm starting much fewer iterations are typically required to achieve convergence.
Examples
In this section we illustrate the specialization of the framework described in the previous sections to a number structured sparsity regularization schemes.
Lasso and Elastic Net Regularization
We start considering the following functional
where Ψ is a n × d matrix, β, y are the vectors of coefficients and measurements respectively, and (w j ) d j=1 are positive weights. The matrix Ψ is given by the features ψ j in the dictionary evaluated at some points x 1 , . . . , x n . Minimization of the above functional corresponds to the so called elastic net regularization, or 1 -2 regularization, proposed in [27] , and reduces to the lasso algorithm [22] if we set µ = 0. Using the notation introduced in the previous sections, we set F (β) = Ψβ − y 2 and J(β) = d j=1 w j |β j |. Moreover we denote by S τ /σ the soft-thresholding operator defined component-wise as in (7) . The minimizer of (9) can be computed via the iterative update in Algorithm 2.
Note that the iteration in Algorithm 2 with µ = 0 leads to the iterated softthresholding studied in [7] (see also [24] and references therein). When µ > 0, the same iteration becomes the damped iterated soft-thresholding proposed in [8] .
In the former case, the operator T σ introduced in Theorem 1 is not contractive but only non-expansive, nonetheless convergence is still ensured [7] .
Algorithm 2. Iterative Soft thresholding
end while return β p
Group Lasso
We consider a variation of the above algorithms where the features are assumed to be composed in blocks. This latter assumption is used in [25] to define the so called group lasso, which amounts to minimizing
for µ = 0, where (ψ j ) j∈Ik for k = 1, . . . , M is a block partition of the feature set (ψ j ) j∈I . If we define β (k) ∈ R |Ik| the vector built with the components of β ∈ R |I| corresponding to the elements (ψ j ) j∈Ik , then the nonlinear operation (I − π λK ) -denoted byS τ /σ -acts on each block as (7) , and the minimizer of (10) can hence be computed through Algorithm 3.
Composite Absolute Penalties
In [26] , the authors propose a novel penalty, named Composite Absolute Penalty (CAP), based on assuming possibly overlapping groups of features. Given γ k ∈ R + , for k = 0, 1, . . . , M, the penalty is defined as:
where (ψ j ) j∈Ik for k = 1, . . . , M is not necessarily a block partition of the feature set (ψ j ) j∈I . This formulation allows to incorporate in the model not only groupings, but also hierarchical structures present within the features, for
Algorithm 4. CAP Algorithm
Require: τ, σ > 0 Initialize: β 0 = 0, p = 0,v 0 = 0 while convergence not reached do p := p + 1β
end while return β p instance by setting I k ⊂ I k−1 . For γ 0 = 1, the CAP penalty is one-homogeneous and the solution can be computed through Algorithm 1. Furthermore, when γ k = 2 for all k = 1, . . . , M, it can be regarded as a particular case of (3), with
Considering the least square error, we study the minimization of the functional
which is a CAP functional when µ = 0. Note that, due to the overlapping structure of the features groups, the minimizer of (11) cannot be computed blockwise as in Algorithm 3, and therefore need to combine it with the iterative update (8) for the projection, thus obtaining Algorithm 4.
Multiple Kernel Learning
Multiple kernel learning (MKL) [2, 18] is the process of finding an optimal kernel from a prescribed (convex) set K of basis kernels, for learning a real-valued function by regularization. In the following we consider the case where the set K is the convex hull of a finite number of kernels k 1 , . . . , k M , and the loss function is the square loss. It is possible to show [17] that the problem of multiple kernel learning corresponds to find f * solving
for µ = 0, with
Algorithm 5. MKL Algorithm
Note that our general hypotheses on the penalty term J are clearly satisfied. Though the space of functions is infinite dimensional, thanks to a generalization of the representer theorem, the minimizer of the above functional (12) can be shown to have the finite representation f *
Furthermore, introducing the following notation:
we can write the solution of (12) as f
, which coefficients can be computed using Algorithm 5, where the soft-thresholding operatorŜ λ (K, α) acts on the components α j aŝ
Multitask Learning
Learning multiple tasks simultaneously has been shown to improve performance relative to learning each task independently, when the tasks are related in the sense that they all share a small set of features (see for example [1, 14, 20] and references therein). In particular, given T tasks modeled as f t (x) = d j=1 β j,t ψ j (x) for t = 1, . . . , T , according to [20] , regularized multi-task learning amounts to the minimization of the functional
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Algorithm 6. Multi-Task Learning Algorithm set β 0 = 0 while convergence not reached do p := p + 1
The last term combines the tasks and ensures that common features will be selected across them. Functional (13) is a particular case of (1), and, defining
its minimizer can be computed through Algorithm 6. The Soft-thresholding operatorS λ is applied task-wise, that is it acts simultaneously on the regression coefficients relative to the same variable in all the tasks.
Experiments and Discussions
In this section we describe several experiments aimed at testing some features of the proposed method. In particular, we investigate the effect of adding the term µ f 2 H to the original functional in terms of -prediction: do different values of µ modify the prediction error of the estimator? -selection: does µ increase/decrease the sparsity level of the estimator? -running time: is there a computational improvement due to the use of µ > 0?
We discuss the above questions for the multi-task scheme proposed in [20] . and show results which are consistent with those reported in [9] for the elastic-net estimator. These two methods are only two special cases of our framework, but indeed we expect that, due to the common structure of the penalty terms, all the other learning algorithms considered in this paper share the same properties.
We note that a computational comparison of different optimization approaches is cumbersome since we consider many different learning schemes and is beyond the scope of this paper. Extensive analysis of different approaches to solve 1 regularization can be found in [12] and [15] , where the authors show that projected gradient methods compare favorably to state of the art methods. We expect that similar results will hold for learning schemes other than 1 regularization.
Validation Protocol and Simulated Data
In this section, we briefly present the set-up used in the experiments. We considered simulated data to test the properties of the proposed method in a controlled scenario. More precisely, we considered T regression tasks Following [5, 23] , we consider a debiasing step after running the sparsity based procedure. This last step is a post-processing and corresponds to training a regularized least square (RLS) estimator 1 with parameter λ on the selected components to avoid an undesired shrinkage of the corresponding coefficients.
In order to obtain a fully data driven procedure we use cross validation to choose the regularization parameters τ, λ. After re-training with the optimal regularization parameters, a test error is computed on an independent set of data. Each validation protocol is replicated 20 times by resampling both the input data and the regression coefficients, β † t , in order to assess the stability of the results.
Role of the Strictly Convex Penalty
We investigate the impact of adding the perturbation µ > 0. We consider T = 2, r = 3, d = 10, 100, 1000, and n = 8, 16, 32, 64, 128. For each data set, that is for fixed d and n, we apply the validation protocol described in Subsection 5.1 for increasing values of µ. The number of samples in the validation and test sets is 1000. Error bars are omitted in order to increase the readability of the Figures.
We preliminary discuss an observation suggesting a useful way to vary µ. As a consequence of (5), when µ = 0 and b = 0, the Lipschitz constant, L σ , of the map T σ in Theorem 1 is 1 so that T σ is not a contraction. By choosing µ = 1 4 ∇ 2 F α with α > 0, the Lipschitz constant becomes L σ = (1+α) −1 < 1, and the map T σ induced by F µ is a contraction. In particular in multiple task learning with linear features (see Section 4.5) X = Ψ , so that ∇ 2 F = 2X T X/n and ∇ 2 F = 2a/n, where a is the largest eigenvalue of the symmetric matrix X T X. We therefore let µ = a 2n α and vary the absolute parameter α as α = 0, 0.001, 0.01, 0.1. We then compare the results obtained for different values of α, and analyze in the details the outcome of our results in terms of the three aspects raised at the beginning of this section.
-prediction The test errors associated to different values of µ are essentially overlapping, meaning that the perturbation term does not impact the prediction performance of the algorithm when the τ parameter is accurately tuned. This result is consistent with the theoretical results for elastic net -see [8] .
-selection In principle the presence of the perturbation term tends to reduce the sparsity of the solution in the presence of very small samples. In practice one can see that such an effect decreases when the number of input points n increases and is essentially negligible even when n << d.
-running time From the computational point of view we expect larger values of µ (or equivalently α) to correspond to fewer iterations. This effect is clear in our experiments. Interestingly when n << d small values of µ allow to substantially reduce the computational burden while preserving the prediction property of the algorithm (compare α=0 and α=0.001 for d=1000). Moreover, one can observe that the number of iterations decreases as the number of points increases. This result might seem surprising, but can be explained recalling that the condition number of the underlying problem is likely to improve as n increases.
Finally, we can see that adding the small strictly convex perturbation with µ > 0, has a preconditioning effect on the iterative procedure and can substantially reduce the number of required computations without affecting the prediction property of the obtained solution.
Impact of Choosing the Step-Size Adaptively
In this section we assess the effectiveness of the adaptive approach proposed in section 3.3 to speed up the convergence of the algorithm. Specifically, we show some results obtained by running the iterative optimization with two different choices of the step-size, namely the one fixed a-priori -as described in section 3.1 -and the adaptive alternative of subsection 3.3.
The experiments have been conducted by first drawing randomly the dataset and finding the optimal solution using the complete validation scheme, and then running two further experiments using, in both cases, the optimal regularization parameters but the two different strategies for the step-size. Fig. 2 . Comparison of the number of iterations required to compute the regression function using the fixed and the adaptive step-size. The blue plot refers to the experiments using d = 10, the red plot to d = 100, while the green plot to d = 500.
We compared the number of iterations necessary to compute the solution and looked at the ratio between those required by the fixed and the adaptive strategies respectively. In Figure 2 , it is easy to note that such ratio is always greater than one, and actually it ranges from the order of tens to the order of hundreds. Moreover, the effectiveness of using an adaptive strategy becomes more and more evident as the number of input variables increases. Finally, for a fixed input dimension, the number of iterations required for both choices of the step-size decreases when the number of training samples increases, in a way that the ratio tends to either remain approximately constant or decrease slightly.
Conclusions
This paper shows that many algorithms based on regularization with convex non differentiable penalties can be described within a common framework. This allows to derive a general optimization procedure based on proximal methods whose convergence is guaranteed. The proposed procedure highlights and separates the roles played by the loss terms and the penalty terms, in fact, it corresponds to the iterative projection of the gradient of the loss on a set defined by the penalty. The projection has a simple characterization in the setting we consider: in many cases it can be written in closed form and corresponds to a soft-thresholding operator, in all the other cases it can be iteratively calculated by resorting again to proximal methods. The obtained procedure is simple and its convergence proof is straightforward in the strictly convex case. One can always force such a condition considering a suitable perturbation of the original functional. Interestingly if such a perturbation is small it will act as a preconditioning of the problem and lead to the better computational performances without changing the properties of the solution.
