In this paper we present a noise level estimator using minimal values of the Short Time Fourier Transform of a signal embedded in a white Gaussian noise. The spectral kurtosis of the smallest values is used to estimate the variance of the noise without any a priori knowledge on the signal. This estimation is illustrated on both a synthetic and speech signal. A dolphin whistle detection in underwater noise is given as an application.
INTRODUCTION
The signal detection in the time-frequency plane can be defined by a hypothesis test: the test discriminates a point containing signal from a point containing noise only. Usually, this test leads to a threshold on the signal's energy. In a blind detection, the properties and the location in time and frequency of the signal are unknown. Consequently, the detection is based only on the noise properties. The problem is thus to estimate these properties to determinate the detector.
Assuming that the analyzed signal is a signal to detect embedded in a white Gaussian noise, the variance of the noise is to be estimated, without a priori knowledge on locations containing noise only. Two main techniques exist to estimate this variance.
First is based on an iterative principle [1, 2, 3] . The noise level is estimated with all time-frequency coefficients, including those containing signal. The noise variance is overestimated, but permits to detect a first set of points containing signal. The next iterations estimate the noise variance on points where no signal has been detected, leading to less overestimated noise level. Consequently more points containing signal may be detected. The iterations are stopped when one criterion on the non-detected points is satisfied: the convergence of their statistical characteristics [1] ; a threshold on their skewness [2] ; or a threshold on their kurtosis [3] . The drawback of theses methods is to be quite slow, depending on the quality of the stop criterion.
Second is based on the minimal statistics: considering that the points of lower energy contains noise only, the noise level is estimated with these points only. Rainer Martin [4, 5] uses the smallest value after a recursive smoothing. Ewans and Mason [6] uses the q th quantile in the context of speech recognition. Huillery [7] in his thesis (in French) uses of the Z smallest values. All theses methods need either ad hoc choices or the estimation of the number of points containing noise only. This paper proposes a new general method for the noise estimation problem using the minimal statistics. The estimation is based on the linearity of the Short Time Fourier Transform (STFT), whose squared modulus is the spectrogram. The STFT of a white Gaussian noise is a complex Gaussian noise. When using a detector based on energy, a threshold on energy is equivalent to a threshold on the absolute value of the STFT. By rejecting points greater than the threshold, the STFT becomes a truncated complex Gaussian variable. In a first section, considering the circularity of the STFT, we study the truncated circular complex Gaussian distribution, whose variance and spectral kurtosis are given. This distribution is used in the case of the STFT to determinate an estimation of the noise level in a second section. The estimation is applied to a synthetic signal and to a speech signal embedded in a white Gaussian noise. The method is then illustrated with the detection a dolphin whistle in underwater noise.
A noise estimation based on the kurtosis of the truncated real and imaginary part of the STFT has already been published [8] (in French).
TRUNCATED CIRCULAR COMPLEX GAUSSIAN DISTRIBUTION
When a complex variable Z = A + jB has a centered Gaussian circular distribution of variance σ 2 , its real and imaginary 2 and are independent. Its probability density function is:
Substituting polar variables (ρ, θ) for Cartesian variables (a, b), equation (1) becomes:
Due to the circularity of z, f Z (ρ, θ) is independent from θ:
A truncated circular Gaussian variable T X is the random variable stemming from a circular Gaussian variable Z where realisations greater than a threshold X are rejected. Its probability density function is:
Its variance and spectral kurtosis derive from the probability density function. Variance and kurtosis of real truncated Gaussian variables are detailed in [9] . In this paper we are concerned with the complex case only. The variance of T x , written V ar X,σ , is:
Its spectral kurtosis SK X,σ is [10] :
From equations (5,6), we notice that the normalized variance V ar X,σ /σ 2 and the spectral kurtosis SK X,σ are not directly dependent on σ 2 but only on the normalized threshold X n , defined by: Figure 1 shows the evolution of the normalized variance and the spectral kurtosis in function of the normalized threshold X n . These two functions are both monotonic increasing functions. When the threshold increases, the truncated Gaussian variables tends to be a full Gaussian variable, its variance becomes σ 2 while its spectral kurtosis becomes 0.
NOISE LEVEL ESTIMATION FROM THE STFT OF A SIGNAL EMBEDDED IN AN ADDITIVE NOISE

Short Time Fourier Transform
The STFT of a discrete signal x[n] is:
with φ[n] is a normalized window of M φ points and K the number of frequency bins. Continuous Fourier Transforms (FT) are circular [11] , but the discrete ones are not at low and high frequencies [3] . In this paper, we will not consider frequency bin k = 0, where imaginary part of the STFT is null. All other time-frequency coefficients are approximated as circular variables. Consequently, time-frequency points containing noise only have a complex circular Gaussian distribution. To illustrate this hypothesis, two signals s[n] are used: the first one is synthetic, made of three chirps; the second is a speech signal. These signals are embedded in a white Gaussian noise g[n] of known variance. Figure 2 shows the spectral kurtosis of the STFT of the signal and noise in relation to the threshold X and the spectral kurtosis of the truncated noise only. The STFT are computed with a Hanning window of 127 points, an overlap of 63 points and 256 frequency bins. This figure shows that the spectral kurtosis of small values is not altered by the presence of signal s[n]. 
Noise level estimation
Spectral kurtosis is a normalized cumulant, in other words it does not depend on the variance of the random variable. In our context, spectral kurtosis of a truncated STFT depends on the normalized threshold X n = X σ only, and is a monotonic increasing function. Consequently, there is only a threshold X n (κ) such as:
X n (κ) is computed by inversion of (6) . Due to the complexity of the equation, theses values are numerically computed. Table 1 gives a few X n (κ). Considering a STFT, it is possible to determine a nonnormalized threshold X(κ) such as the spectral kurtosis of the points smaller than the threshold is equal to a value κ: Table 1 . Rounded values of the normalized thresholds X n = X σ corresponding to different values of the spectral kurtosis of a truncated circular Gaussian random variable.
Red lines in figure 2 shows the values X(−0.3) in two cases. From (7), the noise level estimatorσ 2 (κ) is:
Using the two examples of figure 2 , measured thresholds X(−0.3) are equal from top to bottom to 1.7205 and 0.1705. Table 1 This estimator depends on two parameters: the choice of the estimator of the spectral kurtosis, which is not discussed in this paper, and the choice of κ, discussed in the following section.
Choice of κ
To determine the influence of the parameter κ, we define a normalized bias b(κ) such as:
For both the synthetic and speech signals, the estimation bias is estimated for 10000 realizations of the additive white Gaussian noise, at different noise levels and for the κ values displayed on table 1. Results are given on figure 3 . Except for κ = −0.6 and κ = −0.1, this parameter has a little influence on the bias.
APPLICATION TO UNDERWATER NOISE
The relevance of such a noise estimation is illustrated on a signal detection in an underwater noise. The first image of figure 4 shows a spectrogram of a dolphin whistle, limited to the normalized bandwidth [0.2, 0.34] such as noise is white. Given the estimated noise level from (11) and a probability of false alarm p fa , a Neyman-Pearson criterion gives a detection threshold [3] . The second image of figure 4 shows the detection with a probability of false alarm of 10 −3 . The modulation of the dolphin whistle are so detected. The only parameters needed to detect the signal are the user-chosen probability of false alarm, and the κ parameter of the noise level estimation, which has little influence on the estimation. 
CONCLUSION
A new noise level estimator has been presented, based on the minimal statistics of the STFT. It is based on the spectral kurtosis of a truncated circular Gaussian random variable, consequently its properties depends on the spectral kurtosis estimation. This estimator has only one parameter to be chosen a priori, κ, which has little influence on the bias for medium values.
Future work will take in consideration the non-circularity of discrete STFT and the influence of the spectral kurtosis estimator on the noise level estimation. Variance of the noise level estimator should be studied. Finally, an extension to non-white or non-stationary Gaussian noise will follow, by estimating the noise level locally over the time-frequency plane.
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