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Sintonizar controladores de tipo proporcional + integrativo + derivativo (PID) no 
es común y sabido por todos a pesar que hay diversos estudios para sintonizar 
estos controladores parece no haberse resuelto el problema para poder tener una 
técnica que pueda ser implementado en los diversos sistemas. En este caso 
utilizamos en MATLAB y el primer método de ZIEGLER-NICHOLS, para poder 
sintonizar el controlador PID a su máximo potencial. 
El diseño SCADA de este sistema de automatización se desarrolla con el 
software RSView32, con el controlador lógico programable PLC CompactLogix5000 
con el RSLogix5000 desarrollamos el programa con todas las secuencias 
necesarias para operar el prototipo horno eléctrico. 
 
















Tuning controllers of proportional, integrative, derivative (PID) type is not 
common and known by all although there are several studies to tune these 
controllers seems not to have solved the problem to be able to have a technique 
that can be implemented in the various systems. In this case we use MATLAB and 
the first method of ZIEGLER-NICHOLS, to be able to tune the PID controller to its 
maximum potential. 
The design of this SCADA automation system is developed with the RSView32 
software, the PLC programmable logic controller CompactLogix5000, with the 
RSLogix5000 we develop the program with all the necessary sequences to operate 
the electric oven. 
 















En las industrias, el control de los procesos industriales se lleva haciendo uso de 
controladores PLCs ya que son robustos y versátiles a cualquier tipo de control, su 
procesador y reloj es muy potente y ejecutar niéveles computaciones como por 
ejemplo los timers, contadores, realizar operaciones aritméticas y también poder 
ejecutar algoritmos PID.    
EL software RSLogix5000 ya tiene un algoritmo PID, es muy importante tener la 
función de transferencia de la planta, para poder determinar los parámetros de 
sintonización del PID, para así tener su mejor rendimiento y robustez del 
controlador PID.  
Supervisión SCADA (supervisoy control and data acquisitos) son de gran ayuda 
para el control y centralizar todo los sistemas y subsistemas del proceso, también 
nos ayuda a tener históricos y parámetros del proceso. 
El propósito de este proyecto es implementar en un PLC de la compañía Rocwell 
Automación (PLC Allen Bradley Procesador L35e), identificar el modelo matemático 
del prototipo horno eléctrico, determinar los parámetros de sintonización de un 
algoritmo de control PID, usando dos métodos. 
 Primer método de Ziegler-Nichols  
 Identificación de sistemas con Matlab 
Utilizar y comparar los parámetros de sintonización del controlador PID, utilizar 






CAPÍTULO I   
EL PROBLEMA, OBJETIVOS E HIPÓTESIS 
1.1. Análisis de la situación problemática 
En las industrias existe sistemas, con controladores PID, no lo sintonizan a su 
máximo potencial porque no tienen la función de trasferencia del sistema. 
1.2. Planteamiento del problema 
1.2.1. Problema general 
En esta tesis realizamos un prototipo horno eléctrico con supervisión SCADA, 
tenemos que controlar la temperatura en distintas referencias y el sistema responda 
de una manera inmediata. Para realizar ese tipo control necesitamos a un 
controlador PID. 
1.2.2. Problema especifico 
 No se tiene el modelo matemático del prototipo horno eléctrico. 
 No tenemos los parámetros de sintonización del controlador PID. 
 No se tiene un SCADA para manipular los parámetros de sintonización 
del controlador PID. 
1.3. Objetivos de la investigación 
1.3.1. Objetivo general 
 Determinar los parámetros de sintonización de un controlador PID para 
un horno eléctrico con supervisión SCADA.   
1.3.2. Objetivo especifico 
 Modelar el sistema de control por el método respuesta a escalón 
Ziegler-Nichols y con identificación de sistemas de Matlab. 
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 Diseñar los parámetros de sintonización del controlador PID usando 
software Matlab y método de Ziegler-Nichols 
 Diseñar y Automatizar el control PID en un PLC Allen Bradley con 
supervisión SCADA. 
1.4. Hipótesis y variables  
1.4.1. Hipótesis general 
 Los parámetros de sintonización del controlador PID, eliminando el 
offset dan una mejor respuesta de control. 
1.4.2. Hipótesis especifico 
 La estrategia de identificación de sistemas de Matlab tiene resultados 
óptimos. 
 El Matlab permite sintonizar el control PID a su máximo potencial.  
 El sistema SCADA permite una interacción dinámica para el control de 
parámetro del PID. 
1.4.3. Variables 
1.4.3.1. Variable independiente  
 Parámetros de sintonización (Kp, Ti, Td). 
1.4.3.2. Variable dependiente 






1.4.4. Operación de variables 
Tabla 1: Operación de variables 
Variable  Dimensiones Indicadores 
Variable independiente Parámetros de sintonización Constante Kp, Ti, Td  
Variable dependiente Control PID Temperatura 















CAPÍTULO II   
MARCO TEÓRICO Y CONCEPTUAL 
2.1. Antecedentes del estudio 
2.1.1. Antecedentes nacionales 
El proyecto de investigación busco la implementación de un algoritmo de 
control PID, para la operación de un prototipo horno eléctrico. usar de controlador 
un PLC. Con supervisión SCADA. Lo cual realizo primero una previa 
investigación de bibliográfica sobre algoritmos PID, la plena programación de los 
controladores Allen Bradley, la plena programación de una interface hombre 
maquina en el RSView32. 
2.2. Base teórica 
2.2.1. Introducción al control automático de procesos 
2.2.1.1. Introducción 
“El propósito del control automático de procedimientos es que se tiene que 
permanecer en un establecido valor de la operación de las variables de cierto 
proceso de los cuales son; grado de temperatura, presión, flujo y compuesto, de 
lo cual se logró ver posteriormente en las siguientes páginas (8,9). Los procesos 
las cuales son de naturaleza muy dinámica, por lo que particularmente suceden 
cambios y si no se emprenden las acciones convenientes, las variables 
importantes del proceso, con ello se quiere afirmar con los que se puede 
relacionar en base a la seguridad, y la buena calidad de cierto producto y los 




2.2.1.2. Noción de control automático 
De una forma intuitiva se concibió el control automático, como una rama de la 
industria que logra tener como un objetivo de entender ingenios que funcionen 
automáticamente; órdenes. y por otra la potencia de la energía en diferentes 
puntos como parte del proceso para poder lograr el funcionamiento perfecto 
dentro del conjunto ya sea conveniente para un previo proceso. 
2.2.1.3. Bosquejo Histórico del control automático 
“El primer trabajo significativo en control automático fue el regulador de 
velocidad centrífugo de James Watt ver (figura 1), para el control de la velocidad 
de una máquina de vapor, en el siglo dieciocho. Minorsky, Hazen y Nyquist, entre 
muchos otros, aportaron trabajos importantes en las etapas iniciales del 
desarrollo de la teoría de control. En 1922, Minorsky trabajo en controladores 
automáticos para el guiado de embarcaciones, y mostro que la estabilidad puede 
determinar a partir de las ecuaciones diferenciales que describen el sistema. En 
1932, Nyquist diseñó un procedimiento relativamente simple para determinar la 
estabilidad de sistemas en lazo cerrado, a partir de la respuesta en lazo abierto 
a entradas sinusoidales en estado estacionario. En 1934, Hazen, quien introdujo 
el término servomecanismos para los sistemas de control de posición, analizó el 
diseño de los servomecanismos con relé, capaces de seguir con precisión una 
entrada cambiante. Durante la década de los cuarenta, los métodos de la 
respuesta en frecuencia (especialmente los diagramas de Bode) hicieron posible 
que los ingenieros diseñaran sistemas de control lineales en lazo cerrado que 
cumplieran los requisitos de comportamiento. En los años cuarenta y cincuenta 
muchos sistemas de control industrial utilizaban controladores PID para el control 
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de la presión, de la temperatura, etc. A comienzos de la década de los cuarenta 
Ziegler y Nichols establecieron reglas para sintonizar controladores PID, las 
denominadas reglas de sintonía de Ziegler-Nichols. A finales de los años 
cuarenta y principios de los cincuenta, se desarrolló por completo el método del 
lugar de las raíces propuesto por Evans. Los métodos de respuesta en frecuencia 
y del lugar de las raíces, que forman el núcleo de la teoría de control clásica, 
conducen a sistemas estables que satisfacen un conjunto más o menos arbitrario 
de requisitos de comportamiento. En general, estos sistemas son aceptables, 
pero no óptimos desde ningún punto de vista. Desde el final de la década de los 
cincuenta, el énfasis en los problemas de diseño de control se ha desplazado del 
diseño de uno de los posibles sistemas que funciona adecuadamente al diseño 
de un sistema óptimo respecto de algún criterio. Conforme las plantas modernas 
con muchas entradas y salidas se vuelven más y más complejas, la descripción 
de un sistema de control moderno requiere una gran cantidad de ecuaciones. La 
teoría de control clásica, que trata de los sistemas con una entrada y una salida, 
pierde su potencialidad cuando se trabaja con sistemas con entradas y salidas 
múltiples. Hacia 1960, debido a la disponibilidad de las computadoras digitales 
fue posible el análisis en el dominio del tiempo de sistemas complejos. La teoría 
de control moderna, basada en el análisis en el dominio del tiempo y la síntesis 
a partir de variables de estados, se ha desarrollado para manejar la creciente 
complejidad de las plantas modernas y los requisitos cada vez más exigentes 
sobre precisión, peso y coste en aplicaciones militares, espaciales e industriales. 
Durante los años comprendidos entre 1960 y 1980, se investigó a fondo el control 
óptimo tanto de sistemas determinísticos como estocásticos, así como el control 
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adaptativo y con aprendizaje de sistemas complejos. Desde la década de los 
ochenta hasta la de los noventa, los avances en la teoría de control moderna se 
centraron en el control robusto y temas relacionados. La teoría de control 
moderna se basa en el análisis en el dominio temporal de los sistemas de 
ecuaciones diferenciales. La teoría de control moderna simplificó el diseño de los 
sistemas de control porque se basa en un modelo del sistema real que se quiere 
controlar. Sin embargo, la estabilidad del sistema depende del error entre el 
sistema real y su modelo. Esto significa que cuando el controlador diseñado 
basado en un modelo se aplica al sistema real, éste puede no ser estable. Para 
evitar esta situación, se diseña el sistema de control definiendo en primer lugar 
el rango de posibles errores y después diseñando el controlador de forma que, si 
el error del sistema está en dicho rango, el sistema de control diseñado 
permanezca estable. El método de diseño basado en este principio se denomina 
teoría de control robusto. Esta teoría incorpora tanto la aproximación de 
respuesta en frecuencia como la del dominio temporal. donde la actualidad nos 
representa una gran realidad más que una ficción.  Los robots industriales ya son 
un hecho real en la mecanización de procesos productivos, donde los que 
mismos ordenadores, sensores y mecanismos se integran de una manera 
inteligente para poder producir más autómatas cada vez más sofisticados. No 
hay duda de que, hoy en la actualidad, la tecnología de inteligencia artificial son 
las que más atención están captando en el mundo de la ingeniería de control. Los 
grandes espectaculares avances que muestra la Electrónica Integrada han 
creado grandes saltos cualitativos y que logran generar nuevas expectativas, 
insospechadas que hasta no hace poco: el futuro de (nanotecnología, 
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computación molecular y computación quántica), son algunas de las grandes 
puertas donde la ciencia está intentando abrirse y que, a buena seguridad, 
supondrán más nuevos saltos cualitativos y cuantitativos sobre el desarrollo de 
la ingeniería de control. ” [2, p. 1 y 2]. 
.  
Figura 1: Regulador centrifugo de james watt [2] 
 
2.2.1.4. Componentes básicos de un sistema de control 
“En todo sistema de control se utiliza los siguientes dispositivos: Se presentan 
los cuatro componentes más básicos utilizados en todos los sistemas de control, 
estos son: ver (figura 2). Sensor, se conoce como elementos primarios. 
Transmisor, se conoce como elementos secundarios. Controlador, es el 
cerebro de los sistemas de control. Actuador, es el elemento final de control, con 
frecuencia se trata de una válvula de control, aunque no siempre. Otros 
elementos finales de control comúnmente utilizados son las bombas de velocidad 




Figura 2: Sistema de control del intercambiador de calor [1, p. 19] 
 
La importancia de estos componentes consiste en que realizan las tres 
operaciones básicas que deben estar presentes en todo sistema de control; estas 
operaciones son:  
 Medición (M): la medición de la variable que se controla se hace 
generalmente mediante la, combinación de sensor y transmisor. 
 Decisión (D): con base en la medición, el controlador decide que hacer 
para mantener la variable en el valor que se desea. 
 Acción (A): como resultado de la decisión del controlador se debe 
efectuar una acción en el sistema, generalmente ésta es realizada por 
el elemento final de control. 
“Estas tres operaciones, M, D y A son obligatorias para todo sistema de control. 
En algunos sistemas, la toma de decisión es sencilla, mientras que en otros es 
más compleja. El ingeniero que diseña el sistema de control debe asegurarse 
que las acciones que se emprendan tengan su efecto en la variable controlada, 
es decir, que la acción emprendida repercuta en el valor que se mide; de lo 
10 
 
contrario el sistema no controla y puede ocasionar más perjuicio que beneficio” 
[1, p. 19]. 
2.2.1.5. Términos importantes del control Automático de procesos 
 “Ahora es necesario definir algunos de los términos que se usan en el campo 
del control automático de proceso. Variable de referencia o set point, el valor 
que se desea tenga la variable controlada. Variable manipulada, es la variable 
que se utiliza para mantener a la variable controlada en el punto de control. 
Variable controlada, ésta es la variable que se debe mantener o controlar dentro 
de algún valor deseado. Variable perturbadora, cualquier variable que ocasiona 
que la variable de control se desvíe del punto de control. Variable Medida, Es 
toda variable adicional, cuyo valor es necesario registrar y monitorear, pero que 
no es necesario controlar ver (figura 3), se hace referencia mediante un sistema 
de bloques, donde se muestra la ubicación de cada uno de estos términos 
descritos anteriormente” [1, p. 20]. 
 
Figura 3: Diagrama de bloques de un sistema de control siso [1, p. 20] 
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2.2.2. Tipos de sistemas de control 
En virtud al principio de la operatividad, los sistemas de control pueden usar 
como no también, la información sobre la planta, con la finalidad de preparar 
como no, estrategias de control y supervisión, se considera dos clases de 
sistemas de control: de lazo cerrado y de lazo abierto. 
2.2.2.1. Sistema de control de lazo abierto (Open Loop control) 
“Un sistema de control, de lazo abierto es donde no existe realimentación, del 
proceso a controlador, ver (Figura 4). Algunos ejemplares de esta clase de 
control, se considera en los hornos, licuadoras, lavadoras, batidoras, etc. Estos 
sistemas la variable controlada, no se puede retroalimentar. La concordancia con 
el valor conseguido por la variable controlada y su valor de alusión depende de 
la calibración, y consiste en fijar una vinculación de la variable manipulada y de 
la variable controlada. Estos sistemas solo son provechosos en carencia de 
perturbaciones. Su importante ventaja consta en su facilidad para implantar, por 
otro lado, son económicos, simples, y de fácil manutención. Su desventaja se 
basa en que no son precisos, no solucionan los errores que se originan, su 
actuación está sujeto a la calibración inicial” [2, p. 8]. 
 
Figura 4: Sistema de control lazo abierto 
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2.2.2.2. Sistema de control lazo cerrado (Feedback) 
“Es el medio en donde señala la salida o parte de una señal tomada como una 
señal de entrada al controlador y es a la vez realimentada. Existen solo dos 
clases: de realimentación negativa, y la realimentación positiva” [2, p. 7]. 
Realimentación Positiva: “Es aquel en lo cual la señal realimentada, se 
adicionan a la señal de entrada. Se conoce también como regenerativa, 
y no se adopta en el campo de control de los procesos industriales. ver 
(figura 5)” [2, p. 7]. 
 
 
Figura 5: Sistema de control lazo cerrado realimentación positiva 
 
Realimentación Negativa: “Es aquel donde la señal realimentada, se 
quita la señal de entrada, logrando generar un error, el cual se debe 
corregir. Este caso es común y utilizado en el campo del control de los 




Figura 6: Sistema de control lazo cerrado realimentación negativa 
 
2.2.3. Clasificación de los sistemas de control 
Los sistemas de control también pueden ser clasificados, basados en varios 
criterios, de los cuales, podemos tener la siguiente clasificación: 
2.2.3.1. Según su dimensión 
“Sistemas de parámetros concentrados: Es aquel donde se puede 
describir a través de ecuaciones diferenciales y ordinarias: También son 
conocidos con el nombre de sistemas de dimensión finita” [3]. 
“Sistemas de parámetros distribuidos: Son los que requieren 
ecuaciones en diferencia (ecuaciones diferenciales, con derivadas 
parciales). También son conocidos con el nombre de sistemas de 
dimensión infinita” [3]. 
2.2.3.2. Según el conocimiento de sus parámetros: 
“Sistemas determinísticos: En estos sistemas son conocidos 
normalmente con el valor que les corresponde a los mismos parámetros. 
Como, por ejemplo, un circuito RLC que se encarga de suministrar 
tensión a un equipo” [3]. 
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“Sistemas estocásticos: En este caso, la manera de conocer algunos 
de todos los mismos valores de los parámetros, es por medio de todos 
los métodos probabilísticos. Como, por ejemplo, un horno como también 
un caldero que se ha acumulado sarro y otras impurezas (de las cuales 
no tienen una plena función matemática conocida” [3]. 
2.2.3.3. Según el carácter de trasmisión en el tiempo 
“Sistemas continuos: es aquel que se menciona a través de las 
ecuaciones diferenciales, donde en la cual las mismas variables poseen 
un valor para cada tiempo ideal dentro de un intervalo de tiempo finito. 
Donde está referido a las señales analógicas, donde su funcionamiento 
matemático es comparado a una onda continua. Por ejemplo, un proceso 
donde es llenado de balones de gas” [3]. 
“Sistemas discretos: Son aquellos donde son mencionados a través de 
las ecuaciones en diferencia, y solo pueden detectar los valores para 
especificar momentos de tiempo, que son divididos por los intervalos 
considerado por breve período continuo. Que está aludido a todas las 
indicaciones digitales, donde su funcionamiento matemático se compara 
a un tren de pulsos. En conclusión, el encendido y apagado de un switch, 
que coloca en marcha una alarma” [3]. 
2.2.3.4. Según la presencia de linealidad 
“Sistema lineal: es aquel comportamiento donde está determinado por 
medio de ecuaciones, “diferenciales lineales”, por consiguiente, los 
coeficientes son continuas o funcionalidad de la variable independiente. 
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Puesto que debe de cumplir con un principio de superposición. 
Concluyendo, en un amplificador de señales” [3]. 
“Sistema no lineal: es el caso donde que una o más de las “ecuaciones 
diferenciales” no son lineal, ya que todo el sistema será no lineal. Por lo 
tanto, se tiene en cuenta que como sistema no lineal a aquellos para cuyo 
principio de superposición no es aplicable. En lo particular, el 
calentamiento de un horno” [3]. 
 
2.2.3.5. Según el comportamiento en el tiempo 
“Sistema invariante en el tiempo: Ocurre que cuando todos los 
parámetros son continuos, y por ello se logra conservar en un estado 
estacionario de manera permanente. Donde se determina por medio de 
ecuaciones diferenciales, donde los coeficientes son continuos. De esta 
manera, la combinación de las sustancias dentro de un tanque, donde 
invariablemente se basa de la misma cantidad y tipo de elementos” [3]. 
“Sistema variante en el tiempo: Ocurre que cuando uno o más de sus 
parámetros, varía con el tiempo, y por lo cual no se mantuvo en buen 
estado estacionario. Donde a la vez se determina por medio de las 
ecuaciones diferenciales cual coeficientes son las labores del tiempo. 
De esta manera, para un motor de un vehículo de carrera, la masa del 




2.2.3.6. Según sus aplicaciones 
“Sistema servo mecánico: es aquel donde la variable manejada es la 
posición o el aumento de la posición con la respectiva relación al 
tiempo. Tal como es, un brazo robótico, un mecanismo de control de 
velocidad, otros” [1]. 
“Sistema secuencial: Son un grupo de operaciones predeterminadas 
es realizado en un orden dado. Tales como, la parada de un motor y el 
arranque, la conmutación delta-estrella de un motor, otros” [1]. 
“Sistemas neumáticos: Esta abordado a sistemas de control que 
guardan información numérica, en donde incluye varias variables del 
proceso encriptadas a través de instrucciones. Tales como, tornos 
CNC, la cual guardan información referente a posición, velocidad, 
dirección, etc” [1]. 
2.2.4. Características de los sistemas de control 
Existe procedimientos y métodos en la cual los sistemas de control logran ser 
una representación mediante funciones matemáticas, esta representatividad se 
llama modelamiento matemático, en esta modalidad precisara las 
particularidades dinámicas del sistema mediante las formulas diferenciales. El 
modelamiento puede ser: 
2.2.4.1. Analítico: 
 Donde se aplica las leyes físicas pertinentes a cada factor del sistema, que 
en general forman una función matemática o estructura. 
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2.2.4.2. Experimental:  
“Conlleva a la detección de los parámetros, a través del análisis de datos de 
entrada y salida, considerando valores posibles en la cual se adecuen al sistema. 
Previo al modelamiento matemático, poniendo en práctica las fórmulas 
matemáticas, transformadas, y teoremas, se logra alcanzar a una función que 
constituya la vinculación con la salida y entrada del sistema, este funcionamiento 
se le llama Función de Transferencia. El procedimiento experimental es conocido 
con el nombre de Identificación de Sistemas, y relacionado a la planta o proceso 
que se espera analizar, comprende en recolectar datos de la variable de salida 
con su respectivo dato de entrada que suscito dicha salida, posteriormente a 
través de algoritmos matemáticos se adecuara a una función de transferencia, 
donde se tiene que generar una salida (estimada) igual que la salida censada, 
así conforme a la diferencia de ellas (error) se dará utilidad a la función 
conseguida, o se considerara volver a calcular con otros valores en los algoritmos 
matemático de análisis. El estudio de un sistema, lo cual se pretende controlar, 
representa estudiar su proceder dinámico en el tiempo, originándose en sus 
características matemáticas se logra alcanzar resultados con relación al 
desempeño del sistema, así como aislados como dentro de un lazo cerrado, 
afectado por ruido gobernado por un controlador. A fin de saber más de dicha 
función se debe alcanzar a dictámenes puntuales con relación a las siguientes 
características” [2, p. 486] 
2.2.4.3. Estabilidad:  
Se detalla que un sistema es estable cuando haya transcurrido un tiempo “t”, 
su valor de resultado (salida) es continuo. A este se conoce como tiempo de 
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establecimiento (time - setting), y al valor conseguido se le llama valor en estado 
estable (steady state value), cuyo valor oscilante dentro de un margen porcentual 
mínimo, establecido en virtud del desarrollador. Un sistema se toma en 
consideración inestable en cuanto a su respuesta luego de haber pasado un 
tiempo “t” se conserva oscilando, cambiando mediante un carácter de valores 
periódicos o simplemente se alcanza algún valor aleatorio. 
2.2.4.4. Exactitud:  
Se estima orientándose al desvió que hay, del valor esperado (referencia) y 
también el valor real conseguido en la actuación del sistema (valor en estado 
estable), este intervalo se designa como error en estado estable. 
2.2.4.5. Velocidad de respuesta:  
Señala que tan rápidamente alcanza el sistema, a su valor en estado 
estacionario o en estado estable. 
2.2.4.6. Sensibilidad: 
 Precisa la dependiente de unas variables en relación a otras, dado que un 
sistema dispondrá una proporción de variables manipuladas, otras controladas, 
y otras perturbadoras, es inevitable que la acción de una repercuta sobre las 
otras, por ello la necesidad de conocer e identificar cada variable a fin de conocer 
su naturaleza antes mencionada. 
2.2.4.7. Alcanzabilidad:  
Es un sistema que tiene este aspecto, entonces a través un controlador se usa 




2.2.4.8. Controlabilidad:  
Es manejable si es oportuno conllevar al sistema a una situación de equilibrio, 
al aplicar una entrada y pasando una duración de tiempo limitado. 
2.2.4.9. Observabilidad:  
Es un sistema es de categoría completa y significativo, si a través de la 
observancia de la salida y es posible establecer cualquier estado x (t), en un 
tiempo finito. 
2.2.4.10. Características dinámicas:  
Están proporcionadas en el funcionamiento lo cual esta presenta ante una 
entrada (senoidal, escalón, rampa, onda cuadrada y otros.). Cuando las entradas 
no son determinadas, simplemente cambian en el tiempo, de tal modo la 
respuesta del sistema tendrá que cambiar en el tiempo. 
Hay varias técnicas para evaluar y caracterizar el funcionamiento dinámico de 
una planta, los procedimientos más renombrados son: 
 Ecuaciones diferenciales. 
 Localización geométrica de ceros y polos. 
 Variables de estado. 
 Caracterización con respecto a entradas típicas. 
 Diagnóstico de respuesta en frecuencia. 
Bastantes sistemas muestran un retrasado o tiempo muerto, especificado 
como el transcurso de tiempo en la cual un sistema queda sujeto a una entrada, 
no provee ni una salida. Así pues, se toma en consideración que a algunos 
sistemas les toma cierto tiempo de dar respuesta a los estímulos. Los retardos 
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son propios de los procesamientos lentos como: procesos de temperatura, 
procesos de transporte, otros. Y así se muestra en sistemas controlados a 
distancia. 
2.2.5. Estrategia de control 
Las estrategias de control clásico son aquellos que pretenden ver que se 
origine un error y posteriormente efectuar un accionamiento correctivo. El error 
se muestra a consecuencia de la diferencia de lectura de la señal de referencia y 
la variable de salida censada, este error es considerado permanente, y la 
finalidad es disminuirlo. En algunas situaciones suele originarse un 
comportamiento oscilatorio en torno al valor de referencia. Las estrategias de 
control clásico pueden ser: 
2.2.5.1. Control ON-OFF 
 “Este procedimiento solo reconoce dos condiciones para el dispositivo: 
encender (100 %) y apagar (0 %). La lógica de funcionalidad es poseer un punto 
de criterio, si la variable es superior el dispositivo ejerce un comportamiento, si la 
variable es inferior-menor el actuador ejerce la otra posición. Como ejemplo, 
disponemos los sistemas de seguridad frente a robos, los sistemas de aire 
acondicionado, las refrigeradoras domésticas y otros. En la (figura 7), se detalla 
su funcionamiento en el tiempo” [2, p. 22]. 
 
Figura 7: Sistema de control on/off [2, p. 23] 
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2.2.5.2. Controlador proporcional (P) 
 “Se establece en la ganancia utilizada al sistema, del cual esta se sustenta 
en el inicio de que la respuesta del controlador tiene que ser equivalente al 
tamaño del error,  De tal forma no corrige y tampoco elimina perturbaciones, esto 
puede reducir o incrementar la señal de error, Esta constituye mediante el 
parámetro Kp y define la potencia o fuerza donde el controlador responde ante a 
un error ver (figura 8)” [2, p. 24]. 
 
Figura 8: Sistema de control proporcional 
 
2.2.5.3. Controlador integral (I) 
“Llamado como RESET. Este controlador anula errores y corrige 
perturbaciones, mediante la búsqueda de la señal de referencia, necesita de un 
tiempo Ti para localizar dicha señal. Se representa mediante el término Ki que es 
el coeficiente de acción integral y es igual a (1 / Ti) ver (figura 9)” [2, p. 24]. 
 
Figura 9: Sistema de control integral 
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2.2.5.4. Controlador derivativo (D) 
“Llamado RATE. Este controlador por sí solo no puede ser usado, requiere 
estar juntamente a la integral y a la proporcional. Es útil para proporcionarle 
aceleración o rapidez a la acción de controlador. Requiere de una diferencial de 
tiempo Td a fin de obtener la señal de referencia, se muestra a través del término 
Kd en la cual es el coeficiente de acción derivativa y es asimismo a (1 / Td) ver 
(figura 10)” [2, p. 24]. 
 
Figura 10: Sistema de control derivativo 
 
2.2.5.5. Controlador proporcional integral (PI) 
“Funciona de manera inmediata, tiene una ganancia y corrige los errores, no 
experimenta un Offset en estado estacionario. La puesta en práctica habitual es 
el control de temperatura, su función de transferencia está dada por la (ecuación 
1) ” [2, p. 24]. 
 






2.2.5.6. Controlador proporcional - derivativo (PD) 
 “Es estable, y reduce los retardos, es decir es más rápido. Es usado 
típicamente para el control de flujo de minerales, su función de transferencia está 
dada por la (ecuación 2)” [2, p. 25]. 
       
            (2)  [2, p. 25] 
     
2.2.5.7. Controlador Proporcional-Integral-Derivativo (PID) 
 “Este es muy complejo y detallado, cuenta con la respuesta con más velocidad 
y estable cada vez que se encuentre bien sintonizado. Recapitulando, se puede 
asegurar de que” [2, p. 25]. 
a. El control proporcional actúa sobre el tamaño del error. 
b. El control integral rige el tiempo para corregir el error. 
c. El control derivativo le brinda la rapidez a la actuación. 
Su función de transferencia está dada por la (ecuación 3):  
 
(3)   [2, p. 25]. 
2.2.6. Sistemas dinámicos lineales de primer orden 
“Se califica como sistema lineal diferencial de primer orden de entrada y salida 
al sistema orientado por una ecuación diferencial de tal manera. La cual son dos 
constantes, designados como coeficientes de la ecuación; ( )u t  es una señal 
designada como señal de excitación o entrada, ( )y t es otra señal designada 
como señal de salida del sistema. A todo se representa a través de un diagrama 
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de bloques justo igual a la (figura 11), la ecuación diferencial precedente acoge 
una solución única permanentemente que se especifique el valor principal de, 
este valor principal se precisara lo que continua por.   La (ecuación 4), determina 
la pendiente ( )y t  de cada momento de tiempo, es una combinación lineal de los 
valores que señala en este etapa ( )u t  e  ( )y t . En la (figura 12), se expone los 
avances de ( )u t  e ( )y t ” [1, p. 91]. 
 
           (4)  [1, p. 92]. 
 
 
Figura 11: Sistema de primer orden 
 
Figura 12: Sistemas de primer orden 
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2.2.6.1. Soluciones de ecuaciones diferenciales 
Para el estudio de ecuaciones diferenciales de primera orden, acuerda a 
diferenciar 2 casos: 
Señales entradas nula 
En el caso que la señal de entrada ( )u t  sea nula para todo t , la ecuación 
diferencial de primera orden se transforma en la (ecuación 5): 
            (5) 
Lo que representa la parte uniforme ecuación diferencial de primera instancia 
de (ecuación 4), la solución de esta fórmula logra adquirirse por inclusión directa 




   
Cuya integración conduce a:  ln ( ) ln (0)y t y at    
Lo que se tiene en cuenta de (0)y  , puede escribirse, 
( ) athy t e
  
El subíndice h  se refiere a que esta solución lo es de la parte homogénea de 
la (ecuación 4). Las figuras 13 y 14 detallan la manera completa de la 
transformación de ( )hy t  según qué  a  sea, positiva o negativa y respectivamente. 
Estas (figuras 14) presentan cómo actúa un sistema en la falta de excitación. 
Manifiesta una clara diferenciación de dos formas de conductas que posibilitan 
una primera ordenación de los sistemas inestables y estables, de acuerdo con la 




Figura 13: Primer orden divergente 
 
 
Figura 14: Primer orden convergente 
 
Señal de entrada no nula 
Su punto es solucionar la formula (diferencial 4), en cuyo caso que )(tu no sea 
del mismo modo nulo. Con el objetivo de simplificar la evaluación se ingresara
)()( 0 tubtv  , en la cual la ecuación (4) se transforma en: 
 (6) 
 
La función )(t  tiene que asociarse a la determinación homogénea )(tyh  con 
el fin de alcanzar la respuesta de la ecuación (6). De esta manera, se representa
)(ty   en la cual se desglosa en: 
  (4) 
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La cual nos llevó a la ecuación (6) resulta, 
 
 
Es decir,  
 






  ; 0)0(    (5) 
Es fácil observar que )(t  viene dada por, 
 (6) 
En fin, en primera instancia es inminente observar que 0)0(  . Por lo 












   
Uniendo los últimos resultados se dispone que la operación de un sistema 
orientado a través de una ecuación diferencial lineal de la forma (4) frente a una 






)()(     (7) 
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Respuesta de señales a entradas especiales 
La respuesta de un sistema diferencial lineal de primer orden a señales de 
entrada al cual se muestran un singular interés como son de las aplicaciones 
industriales por lo que son las señales en escalón, sinusoidal y en rampa. 
a. Señal de Entrada en Escalón:  
“Un método obedece a una señal de entrada de escalón en el momento inicial 
t=0, si en ese momento se formula el sistema a un cambio repentino de la señal 
de entrada manteniéndose está en un valor u (t) = constante. En la (figura 15), se 
interpreta una señal de ingreso de este modo. Si se cree que (0)y  , u = 1, y 
en función de la ecuación (7), se logra tener. Para poder analizar la respuesta en 
el tiempo de un sistema lineal de primera orden a una entrada en niveles, es muy 
interesante poder escribir la ecuación diferencial de primer orden de la siguiente 
manera: En la cual a1  y abK  . Se presume por otro lado, de esa manera 
poder facilitar, él 0  se tendrá que la expresión (8) se puede expresar, El 
resultado (9) se llega a conseguir en torno de una muy simple manera por al cual 
se llega a emplear el convertidor de Laplace. De hecho, la ecuación diferencial 
de un sistema de primer orden vía la expresión (10), debido a que la transformada 
de Laplace de una señal escalón expresión (9, 10)” [4, p. 363], 





Figura 15: Entrada en escalón 
 
 





    (9) 




)(   






































A la cual se llega a tener )(sY , por consiguiente el anti transformada de Laplace 
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En la (figura 10), se interpreta el resultado a una entrada en escalón de un 
sistema de primer orden de ganancia K  y constante de tiempo . 
La constante de tiempo   caracteriza la velocidad de respuesta del sistema, 
por lo tanto el tiempo de la duración del régimen transitorio. Ello se pone de 
evidencia por las dos consideraciones siguientes. 
Para lo cual hay una concordancia de la constante de tiempo y la tangente 
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Figura 17: Respuesta a un escalón unitario de un sistema de primer orden de ganancia k 
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Por lo que llega a interpretarse de la misma manera en la figura 18 recuerde 
que se ha hecho 1u ; 
 
Figura 18: Relación constante amplificación y tang 
 
 
Haciendo   se tiene que la constante de tiempo, es el tiempo después del cual 








Como se puede observar en la figura 2.6.7 se tiene que la respuesta de un 
sistema de primer orden en una entrada en escalón logra su valor final con un 
error menor del 5% para un tiempo 3 . 
 




En la figura 20 se puede representan las señales de respuesta a una entrada 
en escalón para diferentes sistemas lineales con diferentes constantes de tiempo. 
 
Figura 20: Diferentes constantes de tiempo 
 
b. Señal de entrada en rampa 
“Hagamos una suposición por lo que la señal de entrada rampa, en otras 
palabras, una señal de entrada por lo que sus valores crecen lineal a 
transcurso del tiempo,u t  tal como se logra representar en la figura 21. Se 
supondrá además, de tal forma facilitar, que 0  . Conforme con la expresión 





at a b ey t be e d t
a a a
   

      
 
   (13) 
Esta última expresión introduciendo la ganancia K  y la persistencia de tiempo 
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El mismo resultado se llega se puede conseguir con una ayuda de la 


































































































De la cual esta se separa que ( )y t  tendrá la forma (12). En a la expresión (12) 
se llega a observar que el tercer término del paréntesis del segundo miembro 
tiende a cero cuando el tiempo tiende a infinito. Este término establece el régimen 
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transitorio de la respuesta total. Una vez desaparecido el régimen transitorio, la 
respuesta en régimen permanente será, 
)()(   tKtyrp    (13) 
Para interpretar esta respuesta se tiene que diferenciar dos casos: 
1. 1K  . En tal caso se tiene que la respuesta viene dada por  
( )rpy t      (14) 
En definitiva, en el instante t  la salida es igual a la entrada en el instante 
t  . La salida se encuentra retardada t  segundos con respecto a la 
entrada. En la figura 22 se representa la expresión (14) para 1K  . Se 
llega a observar en esta figura como la señal de salida se encuentra 
atrasada en relación a la señal de entrada. El error en régimen 
constante es igual a  . Este error recibe el nombre de error de 
arrastre. 
 
Figura 22: Respuesta a rampa 







     (15) 
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Con lo que se quiere decir, de que el sistema ha respondido solo en un 
tercio del valor alcanzado por la señal de entrada. En la figura 22 se 
interpreta este resultado. 
2. 1K . La salida y entrada divergen, por lo que el error de arrastre s 
hace infinito. 
c. Respuesta armónicas 
Si la señal de entrada es sinusoidal, es decir, tsenu   y suponiendo 0 , 





















    (16) 
En la figura 23 se muestra una forma típica de esta respuesta armónica. 
 
Figura 23: Respuesta armónica 
Para t , es decir un tiempo suficientemente grande, el primer término del 
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Con lo que 17 puede escribirse, 
)()(   tYsenty        (19) 
Siendo 
tatag   /        (20) 







Y     (21) 
La especificación (19) se llega a explicar comunicando de que la respuesta de 
un sistema lineal a una señal sinusoidal, es una nueva señal sinusoidal de igual 
frecuencia la cual la amplitud ha variado en relación Y, de tal manera se  adquirido 
un desfase  . Tanto la relación de amplitudes Y como el desfase  , de las cuales 
estas son función de la frecuencia angular   de la entrada. En la figura 24 se 
representa )(Y  y )( . Una diferente manera de representar gráficamente la 
respuesta en frecuencia de un sistema lineal es a través de un diagrama polar en 
la cual se representa vectores de los cuales los módulos y argumentos son 
respectivamente )(Y  y )( . Haciendo variar   del cual se llega obtener un 
lugar geométrico, como   es el parámetro. En la figura 25 se representa la 
respuesta en frecuencia correspondiente a un sistema lineal de primer orden. El 




Figura 24: Amplitud y fase 
 
Figura 25: Respuesta en frecuencia 
2.2.7. Estabilidad de sistemas de control 
“Se puede decir que esta es la característica más importante de los sistemas de 
control ya que, en un sistema estable, la señal de salida al tener un cambio de 
cualquier tipo en la entrada, no sale de los límites establecidos, por el contrario, 




Para la ingeniería de control, hay tres métodos para el cálculo de la estabilidad. 
 Método de Polos de la Función de Transferencia 
 Criterios de Routh-Hurwitz 
 Criterio de Nyquist 
2.2.7.1. Polos de la función de trasferencia 
“Esto es un procedimiento fácil de usar y se aplica tanto en sistemas de lazo 
abierto como de lazo cerrado. De tal forma el sistema sea permanente se requiere 
que todos los polos de la ecuación distintiva por lo que estos tienen que estar 
situados del lado izquierdo del plano, conllevando a decir, la función de 
transferencia está definida por (ecuación 22) : Donde el polinomio A(s) es la 
ecuación distintiva del sistema, al hallar las raíces de esta ecuación se hallan los 
polos del sistema, ya que la ecuación se puede escribir de la siguiente forma: Al 
posicionar los polos en el plano complejo, para ello estos deben quedar situados 
del lado izquierdo del plano; en resumen, la parte real debe ser estrictamente 
negativa, tal como se detalla en la (figura 26), Si el sistema tiene algún polo en el 
lado del lado derecho del plano (con la parte real mayor a cero), se puede 
presentar de que la solución transitoria de una respuesta escalón tiene una 
función exponencial progresiva del tipo ate , donde 0a . Esta pertenece a un 
sistema inestable. Uno de los problemas que presenta este método es el grado 
de ecuación característica, dada la dificultad de tal forma se llega a obtener los 
polos sin una necesidad de ayuda de calculadoras programables o ya sean de 
las computadoras. En la cuestión de sistemas con polos complejos ver la 
(ecuación 23), como se detalla en la (figura 27), mientras más cerca se hallen al 
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lado derecho del plano, más grande es la variación y menor la estabilidad. La 
posición de los polos es de gran significancia para, en el dimensionamiento de 
reguladores, ya que este es un proceso del cual se puede establecer en lazos 
abiertos, y al retroalimentarlo, sus polos tienen la posibilidad de pasar al lado 
derecho del plano, o viceversa, el sistema de lazo abierto es inestable, y al 
retroalimentarlo es estable. La postura de los polos en un sistema de lazo cerrado 
ha tenido una gran importancia en el área de ingeniería de control, esta forma se 
llama el lugar geométrico de las raíces (root-locus), por lo que se escogen los 







      (22)   [2, p. 723]. 








Figura 27: Relación entre la posición de los polos complejos y su respuesta transitoria 
 
2.2.7.2. Método de Routh-Hurwitz 
“Este método, también se detalla como el método de Routh, mediante el cual 
se referencia en la ecuación distintivo del sistema, es actúa en cualquier grado, 
en sistemas de lazo abierto y de lazo cerrado, a excepción de los últimos de 
mecanismos con tiempo muerto. Una desventaja que presenta este método es 
no proporciona una información sobre la estabilidad del sistema, o en donde 
estas se hallan situados los polos del mecanismo. Hagamos la suposición de la 






nnn BsBsBsB   (24)  [4, p. 355] 








“Los dos primeros renglones se logran directamente de la ecuación distintiva, 
en tanto que los otros se consiguen mediante de una multiplicación mesclada. 
Los sitios vacíos del lado derecho se pueden colocar con ceros. El número de 
renglones por lo que dependerá del nivel de la ecuación. Para que el sistema sea 
estable se necesita que todos los coeficientes de la primera columna sean 
rigurosamente positivas )0( ” [4, p. 355]. 
2.2.7.3. Criterios de Nyquist 
Criterio simplificado de estabilidad de Nyquist 
“El enfoque de estabilización de Nyquist es un sistema diagnostico en el 
campo de frecuencias, por lo que se puede usar aun cuando esta la función de 
transferencia no sea racional, en particular, que abarquen tiempo de retardo. De 
esa manera introducir este criterio se iniciará con un razonamiento algo simple 
sobre las posibilidades de resonancia en dispositivos de lazo cerrado. Primero el 
cambio al campo de frecuencias se hace con:  js  , en la cual la parte real, 
 , es tan pequeña que se supone igual a cero. En el sistema de lazo cerrado de 
la (figura 28), con señal de referencia 0R  , se abre la retroalimentación después 
del comparador y se incluye ahí una señal sinusoidal (señal de estímulo) con 
amplitud 1 y frecuencia segrad / . Puesto que 12 EHGE  , la señal 
estacionaria en el punto 2 esto se decide por el funcionamiento de frecuencia del 
circuito de línea )()(  jHjG  ; en definitiva, tiene amplitud )( jGH , y un 
desfase de )(180 jGH . Haciendo una suposición de  que para una cierta 
frecuencia el ángulo de la señal   ,  el circuito de desfase negativo de 180°, 
dicho con otras palabras:  180)( jGH . La señal en el punto 2 tendrá un 
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desfase total de -360° y por ello mostrara en etapa con la señal de entrada tsen
Dependiendo del tamaño del valor del funcionamiento de frecuencia, en la cual 
se logran hallar tres diferentes valores de amplitud en el punto 2” [2, p. 450]. 
 
Figura 28: Razonamiento simplificado de estabilidad, diagrama de principio 
 
 
Figura 29: Función en el campo de frecuencias 
 1)( jGH , la señal en el punto 2 es de la misma envergadura que la 
señal de estimulación, por ese motivo, el sistema no notara cuando se 
cierre la conexión entre el punto 1-2, sino que continuara en resonancia 
con la amplitud continuo. El sistema por ello, se halla en este caso en 
los límites entre la no estabilidad y la estabilidad. 
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 1)( jGH , la señal en el punto 2 tiene inferior amplitud que la señal 
de estimulación y con ello se puede pretender que reduzca al cerrar el 
circuito, este es un sistema estable. 
 ) 1)( jGH , la señal en el punto 2 tiene superior amplitud que la señal 
de estimulación y con ello se puede pretender que crezca al cerrar el 
circuito, este es un sistema inestable. 
Los tres casos se ven fácilmente al diseñar el diagrama de Nyquist para el 
circuito GH, como se presenta en la (figura 29), Un sistema lineal retroalimentado 
es estable si la magnitud de la señal en el circuito “GH”  es menor que la magnitud 
de cierta frecuencia introducida al sistema, en donde el desfase es de GH  es 
de -180°. En cualquier otro caso el sistema es inestable, Para la estabilización 
del campo de frecuencias, hay varias medidas que nos podrían ayudar a entender 
si el sistema es estable o no: 
a. Frecuencia de resonancia. 
Es la frecuencia que da un desfasamiento de -180°. 
 180)( jGH  
b. Frecuencia de cruce 
 Es la frecuencia en la cual la amplitud es igual a 1 
1)( cjGH   
c. Margen de fase,  
Es el valor favorable que hay entre -180° y el valor de fase cuando la periocidad 
es la frecuencia de corte. 
)(180 cm jGH    
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d. Margen de amplitud 
Es lo contrario del valor de la magnitud cuando la frecuencia es igualmente a 




Am   
En resumen, al diseñar el diagrama de Nyquist, se puede observar fácilmente 
si un sistema es permanente o no, mas no nos dará información de que polo o 
polos son inestables, otra desventaja se utilizara solo para sistemas con 
retroalimentación. 
2.2.8. Controladores PID 
2.2.8.1. Introducción 
“El control equivalente, derivativo e integral (PID), es la enorme implantación 
que tiene la industria de procesos. Mencionado control implica fundamentalmente 
en disponer el accionamiento de control como la adición de 3 términos: término 
derivativo, término proporcional y término integral. Se logran obtener cambios a 
este esquema coherentes en la no introducción de las terminologías integral y 
derivativa; en mencionado caso el control concorde con el llamado control 
acorde. Si tan solo se pasa por alto de la medida completa, el control se refiere 
control proporcional derivativo (PD). Si, por lo opuesto, el único término que 
abandona es el derivativo, el control se refiere proporcional integral (PI). Según 
un cálculo dado por Amstrom, El 95 % de los bucles de control en la industria son 
del tipo PID, y esencialmente PI. La extensa implementación del control PID en 
la industria, se debe principalmente a los siguientes elementos” [2, p. 567]. 
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 El desempeño en labor de la indicación de error provee una estructura 
de realimentación negativa, que como es conocido, concede obtener en 
varias oportunidades un comportamiento gratificante del sistema a 
pesar de la existencia de incertidumbres y perturbaciones del modelo 
del sistema. 
 El término derivativo provee concreta antelación de la reacción al 
sistema. 
 El término derivativo provee concreta antelación de la reacción al 
sistema. 
 El término integral faculta descartar el error en régimen continuo. 
 El control PID alcanza resultados beneficiosos para una extensa gama 
de procesos. 
 Disponen sencillas normas heurísticas que dejan obtener los 
parámetros del controlador PID. Mencionadas reglas hacen oportuno el 
ajuste del controlador, sin presumir un gran conocimiento en lo teórico 
control automático por la parte del operador. 
 En mecanismos de control más complejas, en la cual exista cierta 
organización jerárquica, el controlador PID puede darse en utilización 
en un nivel bajo. 
 El controlador PID se puede obtener como un módulo compacto, en la 
cual los diferentes parámetros del controlador se logran adecuar 
manualmente. En la actualidad varios de los PIDs industriales proveen 
ciertas alternativas de auto sintonía. 
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 El controlador PID, si bien detenta una extensa implantación en la 
industria, no es usado adecuadamente en varias ocasiones. Esto 
involucra que lazos de control, que en principio lograrían proveer 
grandes resultados, funcionen de una manera deficiente. La mayoría de 
las causas de mal funcionamiento, son: 
 Ajuste inapropiado de los parámetros de control: Un número elevado de 
los PIDs en las industrias han sido sintonizados a mano, sin un 
procedimiento de un aprendizaje anticipado de los distintivos del 
proceso a controlar. Este tipo de sintonización manual, puede conceder 
unos beneficiosos resultados en tarea de la experiencia del operador, 
más que todo si el control es PI. En caso de que esta requiera el ajuste 
de tres o más parámetros del controlador, el logro de un ajuste manual 
satisfactorio puede dar con resultado una tarea extremadamente difícil 
del cual necesita de un gran conocimiento por parte del colaborador. En 
varias ocasiones, se dan por la falta de experiencia con referencia al 
control PID, se plasma en que el control PID se acentúe con los 
parámetros únicamente de fábrica. 
 Otro motivo considerable de un mal funcionamiento es una inapropiada 
elección de los actuadores. Tales como, un mal dimensionamiento, 
aparición de histéresis, fricciones, saturaciones, etc., de las cuales 
estas pueden estar al origen de la pobre conducta del sistema. 
 Los sensores son otros elementos por medio del que afectan a la 
conducta del sistema. En varias oportunidades no se filtra eficazmente 
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el ruido asociado a los mismos. En implementaciones del controlador 
PID a través de un computador, es de gran significancia de que tiene 
que haber una buena elección del tiempo de muestreo y consideración 
de la incorporación o no de filtros “anti-aliasing”. 
 Es parcialmente habitual el diseño de un controlador PID tomando en 
cuenta principalmente el seguimiento de la referencia. Por lo que en el 
diseño se tiene que estimar no solamente al seguimiento de referencia 
ya que también se tiene que considerar el rechazo de perturbaciones y 
ruidos en la medida. 
2.2.8.2. Estructura del control PID 
“El control proporcional, derivativo e integral (PID), es una de las más elevadas 
implantaciones de las cuales llega tener la industria de procesos. Tal registro 
consta principalmente por medio de lograr el accionamiento de control como el 
adicionamiento de tres términos: término derivativo, término proporcional y 
término integral” [2, p. 590]. 
Estructura ideal 
Esta estructura está caracterizada por medio de la relación entrada-salida 
(ecuación 25). 
 
 (25)   
Donde: 
: es la constante del modo proporcional 
  : es el tiempo del modo integral 








La estructura tradicional está determinada por medio de la relación entrada-
salida 
              (27) 
 
Donde: 
cK : Es la constante del modo proporcional 
 iT : Es el tiempo del modo integral 
 dT : Es el tiempo del modo derivativo 









             (28) 
 
Estructura de parámetro independiente 
La estructura de parámetros independientes queda definida a través de una 
ecuación: 
             (29) 
 
Donde: 
cK : Es la constante del modo proporcional 
iT : Es el tiempo del modo integral 
dT : Es el tiempo del modo derivativo 
aT : Es la constante de tiempo del filtro y está definida de la forma: 
N
T
T da   y 203  N   Y  203  N  




           (30) 
Estructura de parámetro independiente 
La estructura de parámetros independientes queda definida mediante la 
ecuación: 
           (31) 
Donde: 
cK : Es la constante del modo equivalente 
iT : Es el tiempo del modo integral 
dT : Es el tiempo del modo derivativo 
aT : Es la continuo de tiempo del filtro y está establecida de la forma: 
 
Estructura industrial 
La estructura industrial está establecida mediante la relación entrada-salida: 
            (32) 
Donde: 
cK : continua del modo proporcional 
iT : tiempo del modo integral 
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dT : tiempo del modo derivado 




2.2.8.3. Método de sintonización del controlador PID 
“La sintonía de controladores PID para procesamientos industriales está 
acuerdo normalmente en pliego de condiciones nominales sobre concretas 
características de la respuesta del sistema en lazo sellado a cambios bruscos en 
el punto de inscrito o en la carga. Existen métodos de ajustes de lo provechoso 
de un controlador PID, la modalidad de oscilación o método de respuesta en 
periodicidad (Ziegler y Nichols) y el método fundamentado en la curva respuesta 
o método de respuesta al escalón (Cohen Coon). El primero se fundamenta en 
un lazo de control solo con ganancia acorde y conforme a la ganancia usada para 
que el sistema comience a oscilar y al plazo de esas oscilaciones, podemos 
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determinar las ganancias del controlador PID. El otro procedimiento se recapitula 
en poner a prueba al sistema a lazo libre con un escalón unitario, se precisan 
algunos parámetros, como la más importante pendiente de la curva y el retardo, 
y con ellos fijamos las ganancias del controlador PID. También es habitual basar 
el diseño en parámetros de optimización de la señal de error, a pidiendo disminuir 
alguna de las cuatro integrales típicas de la señal de error: la integral del 
cuadrado del error (ISE), la integral del error (IE), la integral del valor absoluto del 
error ponderado en el tiempo (ITAE) y la integral del valor absoluto del error (IAE) 
“ [2, p. 568]. 
“En el primer método, la contestación de la planta a una entrada escalón único 
se dispone de manera experimental, tal como se ve en la (figura 30). Si la planta 
no posee integradores ni polos predominantes complejos conjugados, la curva 
de respuesta escalón único puede tener como S, como se detalla en la (figura 
47). Este método se puede poner en práctica si la respuesta muestra una curva 
como S. Tales curvas de respuesta escalón se logran generar experimentalmente 
o comenzando por una simulación activo de la planta. La curva con forma de S 
se descrita por 2 parámetros: la constante de tiempo T y el tiempo de retardo L. 
El tiempo de retardo y la constante de tiempo se establecen dibujando una recta 
tangente en el punto crítico de la curva con forma de S y estableciendo las cruces 
de esta tangente con el eje del tiempo y con la línea c (t) % K, tal como se detalla 




Figura 30: Respuesta a un escalón unitario de una planta [2, p. 569] 
 
 
Figura 31: Curva de respuesta en forma de S [2, p. 569] 
Tabla 2: Regla de sintonización de Ziegler-Nichols basada en la respuesta escalón [2, p. 570] 
 




2.2.9. Autómatas programables (PLCS) 
2.2.9.1. Historia del PLC 
“En el año de 1963, en la cual la fábrica de autos General Motors solicito a sus 
ingenieros la implantación de equipos que logren controlar y que no resulten tan 
costos, ya que al modificación de modelos se tenían que elaborar maquinas con 
distinto proceso, por lo que cambiaba además, al sistema de control, si reevalúa 
que cada máquina estaba gobernada por una gran tasa de relevadores de control 
temporizadores, arrancadores, contadores y pistones; entonces, a cada variación 
de modelo, la gran parte de este equipo se desechaba, por consiguiente los 
costos de producción se incrementan considerablemente. En el año de 1969 se 
elaboran los primeros controladores programables que en verdad eran 
relevadores electrónicos que se logran reprogramar para no desecharse. En el 
año de 1971 se comienza a aplicar los primeros controladores programables al 
margen de la industria automotriz. En 1973 surgen los primeros controladores 
programables ingeniosos en los que se incorporan, en otras cosas, operaciones 
aritméticas, capacidad para retener listados de datos, movimiento de la 
información, operaciones por matrices e interconexión de terminales de video. 
Para el año 1975 se llevan a cabo la incorporación de funciones analógicas a 
través de los operadores matemáticos P.I.D. cuyos hacen posible el ingreso de 
mandos como sensores de presión, acopladores térmicos y todas aquellas 
señales que no son de tipo digital, sino que se determinan parámetros 
comparativos para alcanzar que esa señal analógica sea identificada por el 
equipo y empieza y termine su proceso, dependiendo de la clase de señal que 
envié el mando. En 1976 se usaban por primera vez los controladores 
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programables en estructuras jerárquicas mediante de un sistema integrado de 
manufactura. En el año 1977 se logran integración de los controladores 
programables compactos basados en set y reset” [5, p. 3]. 
2.2.9.2. Definición de autómatas programables 
“Los controladores lógicos programables o PLCs, son dispositivos electrónicos 
que tienes la capacidad de almacenar, estructurar y procesar la información que 
reciben a través de sus entradas o sus programas y generar una nueva 
información en sus salidas, permitiendo el funcionamiento automático de una 
secuencia o proceso industrial, Se han creado de tal forma que aguanten 
ambientes industriales, en la cual las vibraciones, el ruido electrónico y el aire no 
son favorables para el uso de un dispositivo electrónico cualquiera, 
complementario a esto, los PLCs proporcionan hoy en día una gran potencia 
computacional lo que los hace apropiados para la implantación de algoritmos o 
esquemas de control complejos” [6, p. 10 y 20]. 
“Señala que: Los autómatas programables cuentan con dos grandes grupos 
de componentes que son la CPU (Unidad central de procesamiento) y los 
servicios de entrada y salida. La unidad central de acusación comprende 
esencialmente dos componentes y estas son la memoria y el procesador, de este 
modo, los elementos que permiten el cambio de conocimiento entre el sistema y 
los recursos que ofrece el supervisor son las unidades de ingreso y salida.  
Señala que: Comúnmente, los procesadores de los PLC se encentran rodeados 
de circuitos integrados que generalmente son memorias en donde el fabricante 
ha reservado el firmware o soporte lógico del equipo y por cuenta propia realice 
el trabajo” [7, p. 123].  
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“Actualización de Estados de las señales de ingreso – salida y la adquisición, 
La supervisión y evaluación del funcionamiento de un equipo. Comunicación con 
los periféricos. Se han elaborado de tal manera que estos enfrenten ambientes o 
entornos industriales, de tal forma las vibraciones, los aires y los ruidos 
electrónicos, no son favorables para la aplicación de un aparato electrónico 
alguno o adicional para los, PLCs que brindan hoy por hoy a una gran capacidad 
computacional de manera que esta sea ideal para la aplicación de sistemas de 
supervisión complejos o algoritmos” [7]. 
La (figura 32), muestra un ejemplo de la organización más común en los 





Figura 32: Esquema de microprocesadores en un  PLC [7] 
 
“El informe que el procesador elabora de acuerdo a la condición en que se 
encuentra la memoria, de los ingresos o las salidas de acuerdo a la manera en 
que lo realiza, dicho con otras palabras, instrucción por instrucción. De tal manera 
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que, la memoria de los PLC este bien organizada de acuerdo a las áreas de 
trabajo, lo que establece el espacio de memoria asimismo participa el procesador 
para elaborar, conservar o aplicar los programas de control donde se escriben. 
La (figura 33), muestra un esquema de la organización de la memoria en un PLC 
separando de tal forma los tres sectores que se distinguen entre sí por su nivel 




Figura 33: Organización de un microprocesador en un  PLC [7] 
 
Siguiendo este esquema, encontramos entonces que, gracias a los avances 
electrónicos, es posible entonces ampliar el poder de procesamiento, así como 
la capacidad de memoria del PLC, al que se convierte en programas más grandes 
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y complejos que permiten la implementación de estrategias de control no 
tradicionales. 
“Los PLC, para llevar a cabo el trabajo que se quiere deben ser planificados 
de tal manera que esta se realizase mediante símbolos o códigos elaborador por 
un sistema de funcionamiento para que el PLC actué sin ningún problema. Hay 
varios tipos de lenguajes para programar un PLC, y estas pueden ser escritos o 
visuales: los escritos necesitan que se escriba o dicte la sentencia que el PLC 
debe aplicar, mientras que los visuales hacen mención a la programación 
realizando el uso a los símbolos, gráficos, esquemas. Asimismo, los fabricantes 
de PLCs han elaborado diversas variedades de lenguajes para la programación 
de estos mismos, en seguida mostraremos, una figura con la clasificación de los 
mismos y algunos ejemplos para cada una de ellas” [5]: 




2.2.9.3. Historia de Redes Industriales 
“AGOSTO, 1964:  la compañía MODICON invento el concepto de autómata 
programable, su gran flexibilidad de uso ofrece numerosas ventajas durante cada 
etapa de la vida de una instalación industrial. NOVIEMBRE, 1970: La compañía 
Xerox Parc invento la Red Ethernet, y diez años más tarde se convertiría en un 
estándar internacional y que se equiparía de forma natural. MARZO, 1979:   los   
intercambios   fueron   formalizados   por   los protocolos como Modbus 
(MODICON BUS), que se ha convertido en un estándar de facto. FEBRERO, 
1980: A inicios del año 1980 la elaboración de redes provoco desorden de 
muchas formas. Se generó un aumento de crecimiento en el tamaño y cantidad 
de las redes. Sin embargo, las empresas tuvieron conocimientos de las ventajas 
de poder usar las tecnologías de conexión, sin embargo, se expandían o 
agregaban casi la misma velocidad en donde ahora se incorporan ahora las 
nuevas tecnologías de red. AGOSTO, 1994: Las redes de comunicaciones 
industriales dieron origen a la fundación Fielbus (Redes de campo). Desarrollo 
un nuevo proceso de comunicación para la medición y control de procesos donde 
todos los mecanismos puedan comunicarse en un mismo núcleo. JUNIO, 1997: 
La fundación FielBus, que investiga la creación y desarrollo de regímenes de 
Comunicaciones universales y de una arquitectura abierta. Esa organización que 
agrupan a ciertos fabricantes, que en algunos casos tuvieron como punto de 
partida estándares establecidos en algunos países. Entre estos tenemos a 
Profibus, WorldFip, LonWorks y dieron orígenes a otros protocolos de 
comunicación como Devicenet y Profibus que son sistemas abiertos, que poseen 
como principal ventaja su amplia base instalada. ABRIL, 2006:    MAP 
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(Manufacturing Autmation Protocol) nació como un producto especialmente 
diseñado para el ámbito industrial, impartiendo una forma de transmisión 
determinista, fue estimulado por General Motors y normalizado por el IEEE. No 
ejerce a nivel de bus de campo, pero determina pasarelas hacia estos buses a 
traves terminales. También permite integración de otras redes, se desarrolló 
paralelamente con la arquitectura OSI y su implementación es compatible con los 
siete niveles de ese modelo y la red más antigua es la de Ethernet” [8] 
2.2.9.4. Historia de la Plataforma RSLogix 5000 
 La Versión 1.20.00 del RSLogix 5000, Rockwell-Automation dio acceso 
a los inicios del PLC Logix5550, se desarrolló para soportar drivers de 
ControlNet y la versión 2.0 del RSLinx.  
 La Versión 2.25.00 del RSLogix 5000: la empresa Rockwell lanza al 
mercado para la utilización del PLC ControlLogix con su manual de 
Instrucciones, Adicionalmente crearon un Módulo 1756 para la 
plataforma de ControlNet, para la interface de RSWho, monitorea la 
data y editar los Tags, implementaron un Módulo de Soporte de 1794 
FLEX I/O. 
 La versión 5.02.00 del PLC RSLogix 5000: la empresa SERCOS genero 
un driver para soportar el Modulo 1756-M08SE, implementaron un 
panel de funcionamiento rápido, generaron una plataforma de Lenguaje 
de desarrollo como el Diagrama de Bloques de Funciones. 
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 La versión 6.01.00 del PLC RSLogix 5000: crearon un soporte para el 
PLC SoftLogix, FlexLogix y mejoraron la plataforma de Diagrama de 
Bloques de Funciones. 
 La versión 7.00.00 del PLC RSLogix 5000: dieron origen a la 
compatibilidad con Windows 2000, crearon un soporte para el PLC 
CompactLogix, configuración con Protocolo Ethernet IP, iniciaron una 
sincronización de las copias de archivos, crearon un nuevo Módulo de 
soporte del 1794. 
 La versión 8.00.00 del PLC RSLogix 5000: Siguieron con la extensión 
de las mejoras del Ethernet IP, implementaron la transmisión de la data 
con el Protocolo DH485 a través del Logix5000, crearon drivers para el 
Logix, se mejoró el tamaño de los arrays de las instrucciones. 
 La versión 9.00.00 del PLC RSLogix 5000: SERCOS implemento 
soporte para los instaladores del Módulo 1756-M08SE. 
 La versión 10.07.00 del RSLogix 5000: Rockwell-Automation 
implemento la primera fase múltiple de revisión y otras nuevas mejoras 
de desarrollo del RSLogix 5000, la protección de seguridad de 
password, las nuevas rutinas de mejoras de los diagramas de bloques 
de funciones, implementaron el control PID, desarrollaron nuevos 
modelos del ControlLogix5555, desarrollaron nuevas mejoras de los 
Módulos del 1756, 1769, 1794 y otros. 
 La versión 11.16.00 del RSLogix 5000: Rockwell-Automation 
implemento la segunda fase múltiple de revisión y otras nuevas mejoras 
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de desarrollo del RSLogix 5000, crearon nuevas herramientas para los 
lenguajes de Bloques de Funciones, Estructura de Texto, Diagrama de 
Ladder. 
 SETIEMBRE  2004: Rockwell-Automation implemento la tercera fase 
múltiple de revisión y otras nuevas mejoras de desarrollo del RSLogix 
5000, se desarrolló la compatibilidad con el software de RSNetWorx 
para ControlNet, desarrollaron nuevas herramientas para el RSLogix 
5000, compatibilidad con el Emulate 5000, desarrollaron nuevas 
mejoras de los Módulos del 1734, 1756,1757 1769, 1784 y 1788. 
 La empresa Rockwell-Automation lanza al mercado la versión 12.06.00 
para el PLC RSLogix 5000. 
 NOVIEMBRE, 2004: la empresa Rockwell-Automation lanza al mercado 
la versión 13.04.00 para el PLC RSLogix 5000. 
 AGOSTO  2005: la empresa Rockwell-Automation lanza al mercado la 
versión 14.01.00 para el PLC RSLogix 5000. 
 ABRIL, 2007: la empresa Rockwell-Automation lanza al mercado la 
versión 16.03.00 para el PLC RSLogix 5000. 
 JULIO, 2008: la empresa Rockwell-Automation lanza al mercado la 
versión 17.01.02 para el PLC RSLogix 5000. 
 OCTUBRE, 2010: la empresa Rockwell-Automation lanza al mercado la 
versión 18.02.00 para el PLC RSLogix 5000.  
 ENERO, 2011: la empresa Rockwell-Automation lanza al mercado la 
versión 19.01.01 para el PLC RSLogix 5000. 
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 DICIEMBRE, 2013: la empresa Rockwell-Automation lanza al mercado 
la versión 20.01.01 para el PLC RSLogix 5000. 
 ABRIL, 2014: la empresa Rockwell-Automation lanza al mercado la 
versión 21.00.03 para el PLC RSLogix 5000. 
2.2.10. Plataforma SCADA RSVIEW WORKS 32 
“La monitorización y el control de los procesos y de las máquinas de 
automatización exigen versatilidad y capacidad de escalado para poder 
conectarse a toda una serie de tecnologías abiertas. RSView®32™ es una 
interface de operador hombre- máquina integrado para monitorear y para 
controlar procesos y máquinas de automatización. Su variabilidad se hace 
evidente en la instauración transparente con otros productos de Microsoft y 
Rockwell Software, así también con aplicaciones de otros fabricadores. La 
sucesión de idioma y sus funcionamientos en francés, inglés, chino, italiano, 
alemán, japonés, coreano, portugués y español le agregan versatilidad que 
satisface a múltiples usuarios de distintas regiones del planeta. integración desde 
la máquina hasta la línea de producción y toda la planta Las funciones núcleo 
proporcionan la versatilidad apropiada para aceptar una extensa gama de 
necesidades de integración. RSView32 es un sistema libre que permite 
intercambiar los datos de planta de productividad con otros sistemas de 
fabricación de toda la organización. De este modo se crea un vínculo que 
proporciona información de fabricación en tiempo real para toda la empresa. 
RSView32, ideado para entornos Microsoft® Windows®, se relaciona fácilmente 
con la línea de productos instaurados de Rockwell Software, con productos de 





Este software permite diseñar el programa en lógica de Escalera, Diagrama 
de Bloques de Funciones, Estructura de Texto, Grafcet, Lista de Instrucciones 
usado por la familia de PLC´s SLC 5, 500, 5000, está diseñado para múltiples 
indicaciones de entrada y de salida, rangos de temperatura ampliados, exención 
al ruido eléctrico y solidez a la vibración y a la repercusión. 
Rsview works32  
Es un software de control de procesos y de supervisión que incorpora la 
adquisición del control, supervisión de datos y el funcionamiento de manejo de la 
información del proceso de la información industrial. Está ideado para 
aplicaciones industriales donde se requiere: 
 Abastecimiento de datos en forma rápida y confiable. 
 Manejo de datos. 
 Interacción del operador con actividades de planta. 
 Comunicación desde el nivel de planta hasta el más elevado nivel de la 
empresa. 
Es una arquitectura abierta con los cuales encaja con una gama de 
aplicaciones industriales. Interface del operador con la planta de producción. 
Sistema de compilación de datos y concentrador de datos. Unidad de red y el 
controlador de supervisión entre ellos gráficos, diagnostico de datos manejo de 
alarmas, almacenaje de datos históricos e interconexión con el más elevado nivel 
de planta. Podio para el avance de aplicaciones del usuario. Con las herramientas 
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del RSVIEW32 se puede crear aplicaciones que van desde paquetes sofisticados 
de análisis de datos hasta la integración de dispositivos partes terceras con 
sistema de control Allen Bradley. 
Rslinx 
Es un Software que se encarga de la comunicación entre los PLC y periféricos 
instalados en una red, se debe establecer el dispositivo que utilizará cada 
elemento de la red para comunicarse con los demás nodos. Proporciona el 
acceso de los controlares Allen Bradley a una gran variedad de aplicaciones de 


















CAPÍTULO III   
METODOLOGÍA DE LA INVESTIGACIÓN 
3.1. Tipo de investigación 
La presente investigación denominado "determinación de los parámetros de 
sintonización de un controlador PID para un horno eléctrico con supervisión SCADA” 
mediante el software Matlab y el primer método de ZEGLER-NICHOLS 
determinamos el modelo matemático del sistema, para determinar los parámetros 
de sintonización del controlador PID. Diseñamos el SCADA con RSView32 de 
Rockwell aplicado al control de un prototipo horno eléctrico. Es del tipo: 
correlacional, explicativo, experimental y de análisis. 
 Es correlacional porque existe más de dos variables las cuales 
dependen de manera directa una de la otra. 
 Es explicativo porque se tiene que entender y posteriormente explicar 
el funcionamiento del prototipo, así como su sistema de control. 
 Es experimental porque una vez entendida todo el funcionamiento del 
prototipo se pasará a su diseño y posteriormente se deberán realizar 
pruebas experimentales, a ﬁn de garantizar el correcto funcionamiento 
del mismo. 
3.2. Métodos y Técnicas 
3.2.1. Método 
En la presente investigación utilizaremos el método descriptivo-evaluativo, 
combinado con el método de investigación-acción que nos permitirá construir el 




Las técnicas a utilizar en la presente investigación será las siguientes 
 El diseño y construcción, que nos permite ejecutar lo planificado entre 
otros elementos del prototipo de una manera adecuada para que pueda 
funcionar con los objetivos propuestos. 
 Prueba, que nos permita comprobar el funcionamiento del prototipo. 
  La demostración que permite dar a conocer las características, 
funcionamiento, del prototipo diseñado y construido. 
3.3. Matriz de consistencia 
La matriz de consistencia nos refleja de una forma resumida los aspectos generales 












“DETERMINACIÓN DE LOS PARÁMETROS DE SINTONIZACIÓN DE UN CONTROLADOR PID PARA UN HORNO ELÉCTRICO CON SUPERVISIÓN SCADA” 
PROBLEMA OBJETIVOS HIPOTESIS VARIABLES METODOLOGIA 
Problema General Objetivo General Hipótesis General 
Variables 
Independientes 
Tipo de investigación 
En esta tesis realizamos un prototipo horno eléctrico 
con supervisión SCADA, tenemos que controlar la 
temperatura en distintas referencias y el sistema 
responda de una manera inmediata de temperaturas. 
Para realizar ese tipo control necesitamos a un 
controlador PID. 
Determinar los parámetros de sintonización de 
un controlador PID para un horno eléctrico con 
supervisión SCADA.   
Los parámetros de sintonización 
del controlador PID eliminando el 
offset dan una mejor respuesta 
de control. 
Parámetros de 




Es correlacional porque existe más de dos variables 
las cuales dependen de manera directa una de la 
otra. 
Es explicativo porque se tiene que entender y 
posteriormente explicar el funcionamiento del 
prototipo, así como su sistema de control. 
Es experimental porque una vez entendida todo el 
funcionamiento del prototipo se pasará a su diseño y 
posteriormente se deberán realizar pruebas 
experimentales, a ﬁn de garantizar el correcto 
funcionamiento del mismo. 
Problema Especifico Objetivo Especifico Hipótesis Especifico 
Variables 
Dependientes 
Método y Técnica  
No se tiene el modelo matemático del prototipo horno 
eléctrico. 
 
No tenemos los parámetros de sintonización del 
controlador PID. 
 
No se tiene un SCADA para manipular los parámetros 
de sintonización del controlador PID. 
Modelar el sistema de control por el método 
respuesta a escalón Ziegler-Nichols e 
identificación de sistemas de Matlab. 
 
Diseñar los parámetros de sintonización del 
controlador PID usando Matlab y primer método 
de ZIEGLER-NICHOLS. 
 
Diseñar y Automatizar el control PID en un PLC 
Allen Bradley para el horno eléctrico con 
supervisión SCADA. 
La estrategia de identificación de 
sistemas de Matlab tiene 
resultados óptimos. 
 
El Matlab permite sintonizar el 
control PID a su máximo 
potencial.  
 
El sistema SCADA permite una 
interacción dinámica para el 
control de parámetro del PID. 
Controlador PID. 
 
El método descriptivo-evaluativo, combinado con el 
método de investigación-acción que nos permitirá 
construir el prototipo, y experimentar su 
funcionamiento y aplicabilidad.   
•El diseño y construcción, que nos permite ejecutar lo 
planificado entre otros elementos del prototipo de una 
manera adecuada para que pueda funcionar con los 
objetivos propuestos. 
•Prueba, que nos permita comprobar el 
funcionamiento del prototipo. 
•La demostración que permite dar a conocer las 
características, funcionamiento, del prototipo 
diseñado y construido 
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CAPÍTULO IV   
DISEÑO E IDENTIFICACIÓN Y ANÁLISIS DEL HORNO ELÉCTRICO 
4.1. Generalidades 
En este capítulo se realizó el diseñó e implemento del prototipo horno eléctrico, 
montaje y conexionado del módulo PLC (teniendo E/S discretas y analógicas). La etapa 
de acondicionamiento de señal del sensor de temperatura LM35 tiene una salida de (0-
10VDC señal analógica). La etapa de control y adquisición de datos se implementó en el 
controlador lógico programable PLC Allen-Bradley.  
La demostración y validación del modelo matemático del sistema de control prototipo 
horno eléctrico se utiliza los siguientes métodos: 
 Primero método de Ziegler-Nichols.  
 Software Matlab identificación de sistemas. 
La sintonización del algoritmo PID se utilizó los siguientes métodos: 
 Método de sintonización de Ziegler-Nichols.  
 Software Matlab Toolbox PID Tune. 
Se diseñó el sistema SCADA con el RSView32, para la interacción dinámica con el 
usuario, poder supervisar y manipular los parámetros de sintonización del controlador 
PID. 
4.2. Implementación e identificación del controlador PLC 
4.2.1. Descripción del controlador compactLogix 1769 
“El controlador CompactLogix 1769 ofrece control, comunicación y elementos de 




Figura 34: Controlador compactLogix de E/S 1769 [10, p. 11] 
 
“El controlador CompactLogix, parte de la familia de controladores Logix, 
proporciona un sistema pequeño, eficiente y rentable que consta de lo siguiente: 
Software de programación RSLogix™ 5000. Puertos incorporados de comunicación 
para redes EtherNet/IP (solo 1769-L32E y 1769-L35E) y ControlNet (solo 1769-
L32C y 1769-L35CR solo). Un módulo de interface de comunicación 1769-SDN 
proporciona control de E/S y la configuración remota de los dispositivos a través de 
DeviceNet. Un puerto serial incorporado en cada controlador CompactLogix. 
Módulos Compact I/O que proporcionan un sistema de E/S compacto, montado en 
panel o riel DIN” [10, p. 12]. 
4.2.2. Hardware del compactLogix 1769-L35E 
Como podemos observar (Tabla 35), las características del controlador. 






4.2.3. Módulo del CompactLogix 5000 
4.2.3.1. Fuente de alimentación 1719-PA2 
“Las fuentes de alimentación eléctrica Compact I/O proporcionan alimentación 
eléctrica de 120/240 VCA y de 24 VCC a los módulos, que se pueden colocar en el 
lado izquierdo o derecho de la fuente de alimentación eléctrica 1769. Se pueden 
colocar hasta ocho módulos de E/S a cada lado de la fuente de alimentación 
eléctrica” [11, p. 1]. 
 
 
Figura 35: Montaje de una fuente de alimentación eléctrica en un riel DIN [11, p. 14] 
 
 
Figura 36: Cableado de la fuente de alimentación eléctrica 1769-PA2 [11, p. 23] 
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4.2.3.2. Módulo de entradas discretas 1769-IA16 
Especificaciones generales  
       Tabla 5: Especificaciones de salida del modulo [12, p. 13] 
 
     Nota: especificaciones de salida de relé 
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Cableado de entradas 
 
Figura 37: Cableado de entradas del módulo 1769-IA16 [12, p. 9] 
Asignación de memoria 
“Para cada módulo de entradas, ranura x, la palabra 0 del archivo de datos de 
entrada contiene el estado actual de los puntos del campo de entradas” [12, p. 11]. 
 







4.2.3.3. Módulo de salidas discretas 1769-OW8 
Especificaciones generales  




Cableado de entradas discretas 
 
Figura 38: Cableado de salida del módulo 1769:-OW8 [13, p. 8] 
Diagrama de circuito de salida 
 
Figura 39: Diagrama de circuito de salida simplificada del módulo 1769-OW8 [13, p. 10] 
 
Asignación de memoria 




4.2.3.4. Módulo de entradas analógicas IF4I 
Cableado de entradas 
 
Figura 40: Diagrama de conexionado del módulo IF4I  [14, p. 19] 
Asignación de memoria 




4.2.3.5. Módulo de salidas analógicas 1719-OF2 
Cableado de entradas 
Podemos observar el diagrama de conexionado de salida analógica 1769-OF2 
en la figura 41. 
 
 
Figura 41: Cableado del módulo de salida OF2 [15, p. 10] 
Asignación de memoria 
Como podemos observar en siguiente cuadro. 







4.3. Diseño e implementación del prototipo horno eléctrico 
Se implementó un prototipo horno eléctrico de quemado de caliza, se muestra en la 
(figura 42), los componentes que involucra al sistema. 
  
 
Figura 42: Instrumentos del prototipo horno eléctrico 
 
 En este caso la variable de proceso es temperatura en el frente y fondo del 
horno ver (Figura 42), y las variables manipulada es la resistencia 
calefactora, la posición de la compuerta de salida de gases y refrigeración 
del horno es una E/S discreta. 
 Un circuito de adquisición y acondicionamiento de señal proveniente del 
sensor LM-35 con el fin de convertir la señal media de temperatura en un 
valor cuantificable de voltaje (0-10VDC), y una etapa de potencia para la 
variable manipulada que vendría ser la resistencia o calefactor. 
4.3.1. Diseño del diagrama de instrumentación P&ID del prototipo horno eléctrico 
Se diseña el plano de instrumentación P&ID de proceso de quemado de caliza 





Figura 43: Diagrama P&ID de instrumentación del horno eléctrico 
 
4.3.1.1. Área 100 ingreso de la piedra caliza 
El área 100 es materia primas ingreso de la piedra caliza pasando por la tolva 
100, transportada por la faja 110, 120, almacenada en la tolva 130 para el ingreso 
de caliza al horno eléctrico. Este sistema funciona en manual y automático. 
4.3.1.2. Área 200 refrigeración del horno eléctrico  
Sistema de refrigeración y filtrado de gases del horno eléctrico, es controlada por 
el sensor de temperatura intermedia, cuando llegue a una temperatura 30°C se 
activa la compuerta CP-310, el sensor de posición de la compuerta arranca el 
ventilador principal. El modo de operación es automático y manual.  
80 
 
4.3.1.3. Área 300 horno eléctrico 
Está gobernado por el sensor de temperatura de la llama es mantener en 50°C 
prototipo horno eléctrica, podemos decir que es el sistema principal del proceso. Se 
controla mediante un controlador PID. Modo de operación manual y automático. 
4.3.1.4. Área 400 almacenamiento de cal hidratada  
Área de almacenamiento de cal hidratada gobernado por el sensor de nivel, 
cuando el silo 430 este lleno se desvía al siguiente silo. Modo de operación manual 
y automático. 
4.3.2. Implementación del Prototipo horno eléctrico 
Se detallas los “TAG” de las entradas y salidas (discretas/analógicas), de todo el 
sistema de quemado de caliza en la siguiente (tabla 11), podemos observar el 
prototipo horno eléctrico diseñado e implementado en la (figura 44). 
 
Figura 44: Prototipo horno eléctrica 
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Tabla 11: Detalle de los TAG del sistema prototipo horno eléctrico 
TAG: Área Equipo E/S Discreta E/S Analógica 
FA-110 100 Faja DO:00  
FA-120 100 Faja DO:01  
V-210 200 Ventilador DO:02  
CP-310 300 Compuerta DO:03  
MT-330 300 Motor DO:04  
FA-410 400 Faja DO:05  
ELV-420 400 Elevador DO:06  
SIR-01 500 Sirena DO:07  
STOP 300 Stop DI:00  
START 300 Start DI:01  
AUT 300 Automático DI:02  
MANUAL 300 Manual DI:03  
E-STOP 300 Parada  DI:04  
SENSOR-POS 300 Sensor Swich DI:05  
TEM-FRENTE 300 Temperatura  IN/Ch:00 
RESISTENCIA 300 Resistencia  OUP/Ch:00 
TEM-SALIDA 300 Temperatura  IN/Ch:01 
 
4.3.3. Conexionado de la etapa de potencia y control 
El diseño de los planos unifilares de la etapa de potencia se adjunta en anexo, 





Figura 45: Conexionado del prototipo horno eléctrica 
 
4.4. Diseño e implantación de la tarjeta de adquisición y etapa de potencia 
A continuación, se diseñó e implemento la etapa de adquisición de datos del sensor 
de temperatura LM-35, la etapa de potencia, del actuador resistencia (foto 10VDC). 
4.4.1. Etapa de adquisición de datos 
4.4.1.1. Fuente de alimentación simétrica 
La simulación en Proteus 8 de la fuente simétrica de (12VDC -12VDC) de 3Amp 
de potencia ver (figura 46). 
Lista de materiales: 
 Trasformador simétrico 220AC/15AVC 
 Puente diodo de 3Amp 





Figura 46: Simulación de la fuente de alimentación simétrica 
 
4.4.1.2. Sensor de temperatura LM35 
“Se utiliza el LM35 es un sensor de temperatura con una precisión calibrada de 
1ºC. Su rango de medición abarca desde -55°C hasta 150°C. La salida es lineal y 
cada grado centígrado equivale a 10mV, por lo tanto” [16]. 
 










4.4.1.3. Amplificador operacional LM741 
 
 
Figura 48: Simulación de la etapa de acondicionamiento de señal del sensor LM35 
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4.4.2. Etapa de potencia para el actuador 
4.4.2.1. Transistor TIP 3055 
 
Figura 49: Simulación de la etapa de potencia  
 
4.4.3. Diseño de implementación de las etapas de adquisición de datos y potencia 
4.4.3.1. Esquemático de las etapas de adquisición de datos y potencia 
 
Figura 50: Esquemático de la etapa de adquisición de datos y potencia 
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4.4.3.2. Placa de las etapas de adquisición de datos y potencia 
 
Figura 51: Placa de las etapas de adquisición de datos y potencia 
4.4.3.3. Implementación y conexionado de las etapas de adquisición de 
datos y potencia  
Ver los planos de conexionado del prototipo horno eléctrico en anexo A.  
 
Figura 52: Implementación y conexionado de las etapas de adquisición de datos y potencia 
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4.5. Identificación experimental del prototipo horno eléctrico 
Denominados modelos tipo “caja negra”, este experimento fue realizado en lazo 
abierto como podemos ver (figura 53), se fijó señales de entrada tipo (escalón, rampa), 
se midió y registro la señal de salida. Curva estática nos determina la zona lineal del 
sensor LM35. La curva dinámica su objetivo es encontrar el comportamiento dinámico del 
proceso mediante un análisis de la respuesta transitoria de la salida, obtenida al introducir 
una entrada tipo escalón. 
 
Figura 53: Respuesta al escalón de un sistema de control [17] 
 
 
Figura 54: Conexionado del prototipo horno eléctrico 
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4.5.1. Curva o característica estática del proceso  
La característica estática es la relación entre la variable manipulada y la variable 
de proceso como podemos observar la (figura 53). En condiciones de estado 
estacionario la curva estática del proceso nos servirá para determinar la zona de 
operación donde el proceso se comporta como sistema lineal.  
Primero se analizó el comportamiento de la planta en lazo abierto ante una 
entrada de tipo rampa: con un tiempo prueba de 50 minutos, se determinó la zona 
lineal del sensor de temperatura LM35 (PV), en el cual trabajaremos con la zona 
más lineal, en la (figura 55) podemos observar curva estática típica. 
 
Figura 55: Curva estática típica 
 
 Preparamos prototipo horno eléctrico para la identificación experimental a 
lazo abierto ver (figura 54). aplicando a una entrada tipo rampa de tiempo 
de 50 minutos y esperar hasta que el valor de la variable proceso sensor 
(LM35), se encuentre en estado estable.  
 Determinamos y analizamos cada una de las regiones de linealidad y no 
linealidad del prototipo horno eléctrico. 
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4.5.1.1. Diagrama de flujo 
INICIO
VARIABLE: SP,PV,CV,Kp,Ki,Kd 





ESCALAMIENTO DE 0 A 100% 
PARA LA SALIDA ANALOGA
FIN
 
4.5.1.2. Programación en lenguaje ladder  
 
 
Figura 56: Programa en lenguaje ladder de la curva estática 
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4.5.1.3. Resultados de la curva estática del prototipo horno eléctrico 
Podemos observar la linealidad de la variable de proceso PV (LM35), ver (figura 
56). Ahora tenemos los datos del prototipo horno eléctrico, y determinamos la zona 
más lineal de la variable de proceso.  
 
Figura 57: Curva estática en el RSLogix 5000 
 
El tiempo de prueba 50 minutos tipo entrada rampa, podemos observar en la 
(figura57) en análisis más detallado con ayuda el Microsoft Excel. 
Tenemos 3 zonas del prototipo horno eléctrico sensor LM35.  
 Zonas (1, 3) de comportamiento no lineal 
 Zona (2) de comportamiento lineal 
 
 
Figura 58: Curva o característica estática del prototipo horno eléctrico 
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4.5.2. Curva o característica dinámica del proceso 
Se realiza a lazo abierto y su objetivo es encontrar el comportamiento dinámico 
del proceso mediante un análisis de la respuesta transitoria de la salida, que 
obtenida al introducir una entrada tipo escalón. con la característica de la curva 
estática la zona 2 es línea de la variable de proceso (LM35). Con estos resultados 
experimentales podemos obtener el modelo matemático que describe a la planta. 
 Se realizó una nueva prueba en lazo abierto ante una entrada de tipo 
escalón de (35% que equivale a 3.5VDC y 80% que equivale a 8VDC) de 
variable controlada CV. Tomando como referencia zona 2 lineal de La 
variable de procesos PV (25°C a 50°C) ver (figura 58). 
 
4.5.2.1. Diagrama de flujo  
INICIO
VARIABLE: SP,PV,CV,Kp,Ki,Kd 
escalados de 0 a 100%
CONDICIONES 







4.5.2.2. Programación en lenguaje ladder curva dinámica 
 
Figura 59: Programa en lenguaje ladder de la curva dinámica 
4.5.2.3. Resultados de la curva dinámica del prototipo horno eléctrico 
Esperáramos hasta que el valor de la variable de procesos PV se encuentre en 
estado estable. Tiempo de prueba 15 minutos, (temperatura estable 50°C), tiempo 
de muestreo de la variable de proceso PV (0.5 segundos). 
 
Figura 60: Curva dinámica del prototipo horno eléctrico 
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4.6. Determinación del modelo matemático del prototipo horno eléctrico 
Para determinar el modelo matemático del sistema, con la información experimental 
obtenida de la curva dinámica en el (capítulo 4.5.2). Determinamos la función de 
transferencia del prototipo horno eléctrico por dos métodos: 
 Primer método de Ziegler-Nichols. 
 Software Matlab Toolbox identificador de sistemas. 
4.6.1. Primer método Ziegler-Nichols respuesta aúna entrada tipo escalón 
En este método graficamos la respuesta experimental de la curva dinámica del 
prototipo horno eléctrico ver (figura 62), determinamos la función de transferencia 










:k  ganancia estatica 
:  tiempo muerto 





Figura 61: Proceso primer orden con retardo puro de Ziegler-Nichols 
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 Esperar hasta que el sistema esté en reposo ver (figura 62) podemos 
observar que la variable de proceso está en estado estable en 54°C. 
 Cambiar la entrada tipo escalón rápida mente de (30% a 80%). 
 Registrar la variable de proceso, tiempo de muestreo es (0.5 segundos), 
tiempo de registro es de (15 minutos) se registró 1163 muestras de la 
variable de proceso. 
  
           Figura 62: Respuesta ante una entrada escalón prototipo horno eléctrico 
 
 T: línea tangente en el punto de inflexión 
 L: tiempo de retar del sistema 




























Figura 63: Análisis de primer método de Ziegler-Nichols del prototipo horno eléctrica 
Una vez graficada y analizada la respuesta dinámica de la planta se identificó el 
proceso como uno de primer orden con retardo puro y se utiliza las siguientes 
ecuación x para determinar la función de transferencia de la planta. 












fy :tiempo es estado estable;  oy : tiempo inicial   








5.7K   
 Determinamos el tiempo murto( ): cómo podemos observar en la (figura 
62) los datos registrados ante un cambio de la variable controlada entrada 
tipo escalo 35% a 80%, el tiempo de retardo ante un cambio de la entrada, 
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es de 3 segundos como podemos observar en los datos experimentales 
obtenidos de la curva dinámica ver (figura 63):  
 3   
 
Figura 64: Registro de datos curva dinámica en Excel 
 Determinamos la constante de tiempo ( ): realizamos una inflación al 
63% de la variable de proceso tomando como referencia el 100% al tiempo 
estable de la variable proceso: 54%  





























4.6.2. Toolbox identificación de sistemas 
El Matlab tiene una interacción dinámica para la identificación experimental del 
modelo matemático con ayuda del toolbox de identificación de sistemas, 
importamos al Matlab los resultados obtenidos de la curva dinámica (PV, CV, 
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Tiempo de muestreo), para poder determinar el modelo matemático del prototipo 
horno eléctrico. 
 Cargamos los datos experimentales de la curva dinámica al Matlab en 
workspace (variable de proceso, variable controlada, tiempos de 
muestreo) ver (figura 64), los datos del sistema lo tenemos en Excel, 
características podemos ver la (tabla 13). 
                            Tabla 13: Datos de la curva dinámica a una entrada tipo escalón 
Datos de la entrada tipo escalón (PV) 
Numero de muestras 1163 
Tiempo de muestreo 0.5segundo 
Amplitud del escalón 45% 
offset 35% 





Figura 65: Datos importados  al Matlab  de curva estática 
 
 Ingresamos las características Import Step response cómo podemos ver 
en la (figura 88) finalmente importamos la respuesta en imput(u). 




                        Figura 66: Ingreso de parámetros de una entrada de tipo escalo 
 
 Una vez importado nos grafica los datos experimentales de la curva 
dinámica como podemos en la (figura 66) tenemos una interacción 
dinámica para determinar el modelo matemático de la planta, determinar 
la función de trasferencia. 
 





 Final mente determinamos el modelo matemático: dando como resultado 
un sistema de segundo orden con un Zero y dos polos reales como 
podemos ver la (figura 68,67). 
 
                     Figura 68: Respuesta del modelo matemático  
 
    Figura 69: Modelo mate matico 2do orden con un polo y un cero  




Figura 70: Modelo matemático de segundo orden con dos polos y un Zero 
 
4.7. Sintonización del controlador PID 
Para determinar los parámetros de sintonización del controlador PID, utilizamos el 
modelo matemático del sistema del (capítulo 4.6), por dos métodos: 
 Método de sintonización de Ziegler-Nichols. 
 Software Matlab Toolbox PID Tune. 
4.7.1. Método de sintonización de Ziegler-Nichols 
Basado en la respuesta a un escalón se determinó la función de trasferencia del 
sistema ver (capitulo 4.6), para sintonizar el controlador (P, PI, PID) utilizamos las 
fórmulas de Ziegler-Nichols ver (tabla 14):  
 
















4.7.1.1. Sintonización del controlador proporcional Ziegler-Nichols 
La acción proporcional tiene la propiedad de darle al sistema una ganancia; se 
logra estabilizar el sistema, pero con un margen de error u offset. A este error se le 
conoce como error estacionario. Un valor grande de Kp vuelve al sistema inestable. 



















4.7.1.2. Sintonización del controlador proporcional integral Ziegler-Nichols 
La acción integral adiciona la suma de la historia de los errores a la señal de 
control. Esta suma de errores se realiza hasta que la variable de salida del proceso 
igual al valor deseado y se logre estabilizar el sistema sin error estacionario. El uso 
más común de la acción integrativa es junto con la acción proporcional generando 
un controlador PI no es conveniente utilizar solo la acción integral debido a que se 
obtiene una respuesta lenta. 





































4.7.1.3. Sintonización del controlador PID Ziegler-Nichols 
La acción derivativa se usa cuando la respuesta del proceso sufre cambios repentinos. 
Un rápido cambio en error se considera en la señal de control con el fin de disminuir su 
acción. Utilizando las acciones proporcional, integral y derivativa se obtiene un 
controlador PID. Aplicando el método de Ziegler-Nichols para calcular Kp, Ti, Td. 

















1.5pk   
 Determinamos la acción proporcional Ti. 
2*i   
6i   
 Determinamos la acción proporcional Td. 
0.5*d   
1.5d   
4.7.2. Sintonización del controlador PID con Matlab Toolbox PID Tune 
La aplicación del sintonizador PID ajuste automáticamente las ganancias de un 
controlador PID para una planta SISO para lograr un equilibrio entre rendimiento y 
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robustez. Tiene una interacción dinámica para especificar el tipo de controlador, 
como (P, PI, PID). 
4.7.2.1. Sintonización del controlador (P) Toolbox PID tune 
 
Figura 71: Respuesta de la sintonización del algoritmo de control proporcional 
 
 
     Figura 72: Parámetros de la sintonización  del algoritmo de control proporcional 
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4.7.2.2. Sintonización del controlador (PI) Toolbox PID tune 
 
 











4.7.2.3. Sintonización del controlador (PID) Toolbox PID tune 
 
Figura 75: Respuesta de la sintonización del algoritmo de control proporcional integral derivativo 
 




4.7.3. Validación del modelo matemático con SIMULINK 
Simulamos en modelo matemático y el algoritmo PID determinados para el prototipo 
horno eléctrico como podemos observar en la figura 
 
Figura 77: Simulación del de los parámetros de control del prototipo horno eléctrico 
 
 






4.8. Diseño del algoritmo de control que se implementó en el PLC 







4.8.2. Configuración de driver de comunicación RSLinx Classic 
Configuramos el Driver de comunicación como podemos observar el (figura 79) 
Trabajamos bajo el protocolo de Ethernet/IP Driver, el IP de signado al controlador 
(192.168.50.2). 
 
Figura 79: Configuración de driver de comunicación RSLinx Classic 
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Una vez ya configurado el driver de Ethernet/IP verificamos la comunicación 
Workstation como podemos ver la (figura 80) se mapea el controlador y los módulos 
de E/S. 
 
Figura 80: Comunicación Workstation del RSLinx 
4.8.3. Configuración de RSLogix 5000 
Abrimos en software RSLogix 5000, seleccionamos new, seleccionamos en 
controlador que vendría hacer el 1769-L35E, la versión de software 17, aceptamos 
como podemos observar en la (figura 81). 
 
Figura 81: Configuración del RSLogix 5000 
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Para la comunicación del RSLogix y RSLinx Classic nos vamos Who Activate 
donde podemos observar Workstation y encontrar nodo Ethernet ver (figura 82). 
 
Figura 82: Who Activate 
4.8.4. Desarrollo del programa en lenguaje LADDER 











Figura 83: Programación en lenguaje ladder del prototipo horno eléctrico 
 
4.9. Diseño de SCADA para la interacción dinámica con el usuario en RSview32 
4.9.1. Configuración del OPC mediante el RSLinx Classic 
Como podemos observar en la (figura 84) 
 
Figura 84: Configuración del OPC mediante el RSLinx 
 
4.9.2. Configuración del rsview32 
Al abrir el RSView32 nos dirigimos System “Channel” y configuramos el driver y 




Figura 85: Configuramos el RSView32 System Channel 
 
Configuramos el RSView32 System  “node” en nodo en data source 
seleccionamos OPC server ponemos en nombre server name buscamos al RSLinx 
OPC ver (figura 86).  
 
Figura 86: Configuramos el RSView32 System  node 
 
Configuramos el RSView32 System  “Tag Database”  en data base podemos 




Figura 87: Configuramos el RSView32 System  Tag Database 
 
Configuramos el RSView32 Graphics  “display” en esta parte ya podemos diseñar 
el SACADA tenemos componentes ya hecho en Librery del RSView32 (ver figura 
88). 
 
Figura 88: Configuramos el RSView32 Graphics  display 




4.9.3. Desarrollo del SCADA del prototipo horno eléctrico pantalla principal 
En la (figura 47) diagrama de instrumentación del horno eléctrico de acuerdo al 
diagrama de P&ID diseñamos el SCADA del prototipo horno eléctrico. Que tenga 
una dinámica de controles diferentes, controles gráficos que permitan representar 
al prototipo horno eléctrico, en esta interfaz debe registrarse y configurarse variables 
discretas y analógicas con el bloque PID para interactuar modulo analógico e 
interpretar las variables SP, PV, CV. 
 
Figura 89: SCADA del prototipo horno electrico 
El proceso es un prototipo horno eléctrico de quemado de caliza, como podemos 
observar en SCADA, podemos manipular desde la materia prima que es la piedra 
caliza, hasta el producto final cal hidratada. Al presionar START se empieza 
alimentar piedra caliza a la tolva 100 y la tolva de almacenamiento 130, y también 
se abastece de piedra caliza al prototipo horno eléctrico. 
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4.9.3.1. Para navegar con los 6 display se configura 
Desde la pantalla principal podemos interactuar con 6 display, la pantalla principal 
se configura en propiedades Overlay, y las demás pantallas se configura en On top, 
el pasa para creación de las pantallas de navegación se realiza los siguientes pasos 
ver (figura 90). 
 
Figura 90: Configuración de los display del SCADA 
 Paso 1: creamos un botón configuramos en command. 
 Paso 2: reléase action. 
 Paso 3: seleccionamos commands and macros. 
 Paso 4: seleccionamos display. 
 Paso 5: seleccionamos en File seleccionamos la pantalla o scada donde 
queremos saltar 
Display 1 controlador 
Implemente un HMI, para el interfaz de manipular al BLOQUE PID, el display es 
llamado controlador en controlador podemos manipular al bloque PID ya sea en 
modo automático y modo manual, y podemos inter actuar con las variables del 




Figura 91: Interacción dinámica SCADA con el controlador PID 
Procedimiento del diseño HMI 
En este HMI se puede trabajar en modo automático y manual ver (figura 79) 
Cuando trabajamos en modo automático podemos interactuar y manipular los 
parámetros del bloque PID para podemos ingresar los parámetros de sintonización 
del controlador. Decir podemos ingresar parámetros SP, KP, KI, KD, y podemos ver 
el comportamiento de dichos parámetros de 0 a 100%. Cuando trabajamos en modo 
manual podemos trabajar directamente con salida o CV este indica que el operador 
tiene el control de la salida en output podemos ver (figura 91) que se puede 
aumentar de +5 y -5. Hora veremos las animaciones slider y fill que se realizó en 
dicho display SP, CV ,PV  son señales analógicas del BLOQUE PID.  Para ingresar 
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los parámetros del PID, se realizó entradas numéricas en lazadas directa mente al 
bloque PID con su escalamiento de unidades de ingeniería. 
Display temporal 
Crear un nuevo display al proyecto con el nombre temporal. En este display 
inserte un control de gráfico de tendencias trend donde se muestre las variables del 
proceso, SP, PV, CV en tiempo real ver (figura 92 y 93). 
Solución: se configura el trend se pone el tiempo de muestreo 60 segundos en 
data para poder guardar los históricos del proceso. 
 
Figura 92: Configuración del display de tendencia a tiempo real 
 
Figura 93: Display tendencia a tiempo real de la variable  proceso y variable de control 
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Display histórico 1 
Agregar un nuevo display al proyecto con el nombre histórico. En este display 
insertar un control de gráfico de tendencias trend donde se pueda ver los datos 
almacenados en registro histórico procesos. Creamos un nuevo display 
configuramos el trend para histórico 1 ver (figura 94). 
 
Figura 94: Display de históricos de la variable de proceso y variable controlada 
 
Display alarma 
Configuramos las alarmas en ver la (figura 95). 
 
Figura 95: Configuración display de alarmas edit mode 
Ingresamos alarm setup, setup ver (figura 84) nos indica donde queremos 




Figura 96: Configuración de display  alarma setup 
Ahora procedemos a realizar la configuración de alarma para señal analógica de 
SP, PV CV manual automático, lo primero que se debe de realizar es ingresar a tag 
database y configuramos como se muestra en el gráfico ingresamos alarm y nos 
aparecerá un dialogo de configuración ver (figura 96). Final mente agregamos todas 
las alarmas en display summary donde se reflejará las tendencias de alarmas 
generadas ver (figura 97). 
 
Figura 97: Alarmas display summary 
 
Ahora para terminar el proyecto configuramos el arranque del proyecto con 3 
condiciones. Se inicie el registro histórico de datos Se arranque un archivo con tag 
derivados se ponga en ejecución un macro.  
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CAPÍTULO V   
RESULTADOS 
5.1. Estudios comparativos del modelo matemático del sistema 
La función de transferencia del prototipo horno eléctrico determinamos por dos 
métodos:  
 Primer método de Ziegler-Nichols: sistema de primer orden con retardo 









Figura 98: Ubicación de un polo de la función de trasferencia 
 
 Software Matlab Toolbox identificador de sistemas: modelo matemático es 
un sistema de segundo orden con un Zero y dos polos Ubicación de los 






























Figura 99: Ubicación de un zeros y dos polos del sistema 
5.2. Respuesta de la acción de control implementada en el PLC 
5.2.1. Resultado de la sintonización Ziegler-Nichols 
Se implementó el algoritmo de control (P, PI, PID) en el capítulo 4.7.1: sintonizamos 
los algoritmos de control se detalla (tabla 15). 
Tabla 15: Parámetros de sintonización del controlador P, PI, PID  primer método de Ziegler-Nichols 
Controlador Kp Ti Td 
P 1.2 - - 
PI 1.1 9.9  
PID 1.3 6 1.5 
Nota: Parámetro calculado me diente la identificación experimental del sistema 
 Ingresamos los parámetros de sintonización al PLC en bloque PID SETUP 
del RSLogix5000, como se puede observar en la (figura 98). 
 
Figura 100: Parámetros ingresados en RSLogix 5000 en bloque PID método  de Ziegle-Nichols 
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5.2.1.1. Respuesta real del controlador proporcional Ziegler-Nichols 
El control proporcional no responde ya que tiene un offset de 10% como podemos 
ver en la (figura 101). 
 
Figura 101: Respuesta real del control Proporcional 
5.2.1.2. Respuesta real del controlador PI Ziegler-Nichols 
Con el controlador PI eliminamos el offset, +/-1%, pero el tiempo de respuesta es 
lenta 5 minutos para llegar al SP. 
 
Figura 102:Respuesta real del controlador PI Ziegler-Nichols 
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5.2.1.3. Respuesta real del controlador PID Ziegler-Nichols 
Con el controlador PID eliminamos el offset, +/-0.5%, pero el tiempo de respuesta 
es lenta 3 minutos para llegar al SP. 
 
Figura 103: Respuesta real del controlador PID Ziegler-Nichols 
 
Las respuestas reales del controlador (P, PI, PID) presento siguientes 
características ver (tabla 16).  















P 45% 35°C 25% Y 65% 10% Lenta/Inestable 
PI 45% 44°C 66% 1% Lenta/Inestable 
PID 45% 44.5% 65% +- 0.5% Lenta/Inestable 
 
 Deducimos que el primer método de Ziegler-Nichols no llega a sintonizar 
al controlador PID.  
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 El prototipo horno eléctrico su función de transferencia no es de primer 
orden con retardo puro, ya el comportamiento se asemeja a un control 
on/off. 
 Trabajando bajo estas condiciones la variable de proceso está teniendo 
un trabajo mayor, reduciendo notable mente en su tiempo de vida útil. 
 
5.2.2. Resultados de la sintonización con Matlab PID tune 
Se implementó el algoritmo de control (PID) diseñado en la planta real con los 
parámetros determinados en el capítulo 4.7.2: Los parámetros de sintonización del 
controlador (PID) se detalla (tabla 17). 
Tabla 17: Respuesta del algoritmo PID software Matlab 
Controlador Kp Ki Kd 
P 15.4758 - - 
PI 6.9505 1.5788 - 
PID 17.1586 0.92979 0 
Nota: Parámetro calculado me diente la identificación experimental del sistema 
Con los datos obtenidos de la (tabla 17) ingresamos los parámetros del algoritmo 
PID al controlador PLC como podemos observar en la (figura 100). 
 




5.2.2.1. Resultados del controlador (P) Toolbox PID tune 
Si la ganancia es mayor la variable de proceso aumenta provocando 
perturbaciones es directamente proporcional. 
Cuando la ganancia es menor nunca se va estabilizar en SP, se tiene un offset 
2% ver (figura 104). 
 
Figura 105: Respuesta real del controlador P Toolbox PID Tune 
 
5.2.2.2. Sintonización del controlador (PI) Toolbox PID tune 
Con el controlador PI eliminamos el offset, +/-0.5%, pero el tiempo de respuesta 
es de 1 segundos, el control PI es robusto, no se desestabiliza ante una 
perturbación. 
 




5.2.2.3. Sintonización del controlador (PID) Toolbox PID tune 
Con el controlador PID eliminamos el offset, +/-0.1%, pero el tiempo de respuesta 
es de 1 segundos, el control PID es robusto, no se desestabiliza ante una 
perturbación. 
 
Figura 107: Respuesta real del controlador PI Toolbox PID Tune 
 
Las respuestas reales del controlador (P, PI, PID) presento siguientes 
características ver (tabla 18).  
Tabla 18: Respuesta del algoritmo PID determinado mediante el Matlab 








P 35°C 33°C 51% 2% Instantánea/Estable 
PI 35°C 34.9°C 48% 0.1% Instantánea/Estable 
PID 35°C 35°C 46% 0% Instantánea/Estable 
Nota: Parámetro calculado me diente la identificación experimental del sistema 
 
 El controlador (PI, PID) esta funcionado a su máximo potencial ya que el 
error u offset:  SP-PV=0.1% podemos observar en la (tabla 18). 
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 Bajo estas condiciones el prototipo horno eléctrico está funcionando a su 
máximo potencial. 
 Es un sistema estable y robusto a perturbaciones. 
5.3. Estudios comparativos de la respuesta de Ziegler-Nichol y Software Matlab 
En el capítulo 5.2 se puede observar la respuesta real obtenida con el controlador, PID 
implementado considerando un valor deseado de 35°C: 
Tabla 19: Comparación de respuestas reales Ziegler-Nichol y Software Matlab 
Controlador PID Ziegler-Nichol Software Matlab 
Valor de temperatura en 
estado estable 
34.5°C 34.9°C 
Erros en estado 
estacionario 
0.5°C 0.1°C 
Error de medición en 
estado estable 
+/- 0.5°C +/- 0.1°C 





5.4. Validación del cumplimiento de los criterios diseñados de la acción de control  
En el capítulo 4.5.1 se estableció con la curva estática la zona lineal de la variable de 
proceso en el rango de 30°C a 50°C, con el fin de mantener la temperatura 35°C, como 
máximo presenta un error de +/- 0.1 el controlador PID. 
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Se logró fijar la temperatura establecida en el programa (SP=35°C), se logró mantener 
la temperatura en 34.99°C, con un margen de error 0.1°C, en consecuencia, se cumplió 
con los requerimientos. 
5.5. Interacción dinámica en tiempo real de los parámetros del PID con el usuario 
Podemos sintonizar el controlador PID desde el SCADA, también podemos determinar 
la curva dinámica del proceso desde el SCADA ver (figura 107) es la interfaz hombre 




Figura 108: SCADA del prototipo horno eléctrico 
 
Figura 109: Tendencia a tiempo real del prototipo horno eléctrico 
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CONCLUSIONES Y RECOMENDACIONES 
 Se diseñó e implemento la etapa de adquisición y acondicionamiento de 
la señal proveniente del sensor LM35 ubicado en prototipo horno eléctrico 
lo cual fue posible captar la temperatura de 30°C a 50°C. 
 Se identificó el comportamiento dinámico del sistema tomando datos 
experimentales del sistema, obteniendo dos ecuaciones diferenciales. 
 Se diseñó e implemento el algoritmo de control (P, PI, PID) dando buenos 
resultados de control, teniendo un sistema robusto a una entrada de 
perturbación.  
 La idea principal es un interfaz hombre maquina HMI, ayuda a supervisar 
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