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SECOND MOMENT OF THE PRIME GEODESIC THEOREM FOR PSL2(Z[i]) AND
BOUNDS ON A SPECTRAL EXPONENTIAL SUM
IKUYA KANEKO
Abstract. We shall ponder the Prime Geodesic Theorem for the Picard manifold M = PSL2(Z[i])\H3,
which asks about the asymptotic behavior of the Chebyshev-like counting function for the closed geodesics
on M. Let EΓ(X) be the error term arising from counting prime geodesics, then we prove that the bound
EΓ(X)  X3/2+ is available on average. From our second moment bound, we infer a weaker pointwise
bound. The exponent 3/2 in a pointwise sense is known to be equivalent to the Lindelo¨f hypothesis for
quadratic Dirichlet L-functions over Z[i]. Our approach entails the delicate analysis of the Kuznetsov trace
formula, and is the pure counterpart of the recent work of Balog, Biro´, Harcos and Maga for the modular
surface. We also study a spectral exponential sum in the X- and spectral aspect, and produce numerical
experiments of its behavior, seeing that EΓ(X) obeys a conjectural bound of the size O(X
1+).
Contents
1. Introduction 2
1.1. Recent progress in two dimensions 2
1.2. Statement of the results 2
1.3. Organization of the paper 5
Acknowledgement 5
2. Miscellaneous preliminaries for background material 5
2.1. Setup 5
2.2. The Selberg trace formula 8
2.3. The Kuznetsov trace formula 9
3. Attacks on the second moment 10
3.1. Reduction to the Kuznetsov trace formula 10
3.2. Second moment of a certain sum of Kloosterman sums 12
3.3. Reducing to an appropriate smoothing device 18
3.4. Completion of the proof of Theorem 1.1 23
4. Applications 24
4.1. Deducing a short interval result from the second moment 24
4.2. Proof of the conjectural bound for almost all X 25
4.3. Asymptotic average of class numbers of binary quadratic forms over Z[i] 25
5. The spectral exponential sum and numerics 26
5.1. The present circumstances and asymmetricity 26
5.2. Controlling S(T,X) in the spectral aspect 27
5.3. Numerical experiments 30
References 34
Date: Received: date / Accepted: date.
2010 Mathematics Subject Classification. Primary 11F72, 11L05; Secondary 11M06.
Key words and phrases. Prime Geodesic Theorem, Selberg trace formula, Kuznetsov trace formula, Sums of Kloosterman
sums, Explicit formula, Spectral moment bound.
1
ar
X
iv
:1
90
3.
05
11
1v
2 
 [m
ath
.N
T]
  1
3 A
pr
 20
19
2 IKUYA KANEKO
1. Introduction
1.1. Recent progress in two dimensions. The Prime Geodesic Theorems state the asymptotic behavior as
X →∞ for the number piΓ(X) of primitive closed geodesics on hyperbolic manifolds. The most classical case
is that of Riemann surfaces Γ\H with Γ ⊂ PSL2(R) being a cofinite Fuchsian group acting discontinuously on
the upper half-plane H. This problem was intensively studied by Huber [Hub61a, Hub61b], Hejhal [Hej76b,
Hej76a, Hej83], Venkov [Ven90], Kuznetsov [Kuz78], and most importantly by Selberg [Sel89, pp.426–474]
(see also [Sar80]). For a brief introduction, let us denote ΛΓ(P ) = logN(P0) if P is a power of the underlying
primitive hyperbolic class P0 and equal to 0 otherwise. It is convenient to work with the weighted counting
functions
ΘΓ(X) =
∑
N(P0)6X
logN(P0) and ΨΓ(X) =
∑
N(P )6X
ΛΓ(P ),
where N(P ) stands for the norm of P , so that ΛΓ(P ) = logN(P0) is just the length of the primitive closed
geodesic P0. The Prime Geodesic Theorems can be viewed as geometric analogues of the classical Prime
Number Theorem, while the norms are sometimes called “pseudoprimes”. We have ΘΓ(X) = ΨΓ(X) −∑
n>2 ΨΓ(X
1/n), or ΨΓ(X) =
∑
n>1 ΘΓ(X
1/n), thus one can easily passes between asymptotic results for
ΘΓ(X) and ΨΓ(X). So it suffices to handle ΨΓ(X) throughout this paper. By a detailed analysis of his
celebrated trace formula, Selberg [Sel89] proved that
ΨΓ(X) =
∑
1/2<sj61
Xsj
sj
+ EΓ(X),
where the full main term arises from the small eigenvalues λj = sj(1− sj) = 1/4 + t2j < 1/4 of the hyperbolic
Laplacian acting on L2(Γ\H), and EΓ(X) is the error term. It is well-known that EΓ(X)  X3/4 for a
general cofinite group (a slightly weaker bound is easily inferred by substituting T = X1/4 logX to the
explicit formula [Iwa84b, Lemma 1], [KK18, Lemma 2.4]). This barrier is usually called the trivial bound,
and stands in our way of getting lower exponent. Given the analogue of the Riemann hypothesis for Selberg
zeta functions except for a finite number of the exceptional zeros, one should expect EΓ(X) X1/2+. This
remains an outstanding open problem owing to the abundance of the eigenvalues.
However, when Γ is arithmetic, an improvement beyond the 3/4-barrier was deduced by Iwaniec [Iwa84b],
who showed, as a precursor, that EΓ(X)  X35/48+ for the modular group Γ = PSL2(Z). He remarked
([Iwa84a]) that the exponent 2/3 +  would follow from the Generalized Lindelo¨f Hypothesis for quadratic
Dirichlet L-functions L(s, χ) with χ(r) =
(
a2−4
r
)
. Also, if an analogue of the Lindelo¨f Hypothesis for Rankin-
Selberg L-functions is assumed, we have the same exponent by simply exploiting the Weil bound for Kloost-
erman sums. The method of Iwaniec was enhanced by Luo and Sarnak [LS95] (see also [LRS95, Koy98]) in
the development of the theory of arithmetic quantum chaos. They appealed to the work of Hoffstein and
Lockhart [HL94], and consequently obtained EΓ(X) X7/10+. By refining Iwaniec’s step, Cai [Cai02] im-
proved the Luo-Sarnak bound, getting EΓ(X) X71/102+. The crucial step in all of these works is showing
a nontrivial bound on a spectral exponential sum by applying the Selberg and Kuznetsov trace formulas.
Subsequently, Soundararajan and Young [SY13, Theorem 1.1] proved the finest form amongst results to date,
which says for Γ = PSL2(Z) that
EΓ(X) X2/3+ϑ/6+, (1.1)
with ϑ being a subconvexity exponent for Dirichlet L-functions of real primitive character. They confirmed
this by appealing to the famous result ϑ = 1/6 due to Conrey and Iwaniec [CI00, Corollary 1.5], and
the so-called Kuznetsov-Bykovskii’s formula ([Kuz78], [Byk94, (2.2)], [SY13, Proposition 2.2]), leaving the
theory of automorphic forms aside. Very recently a new proof of (1.1) has been produced by Balkanova and
Frolenkov [BF18a, BF18c] as an outcome of an effective use of “generalized Dirichlet L-functions”.
1.2. Statement of the results. In this paper, we address the Prime Geodesic Theorem for the Picard
manifold M = PSL2(O)\H3 with O = Z[i] and the hyperbolic 3-space H3 ∼= SL2(C)/SU(2). For a general
setting, let Γ ⊂ PSL2(C) be a cofinite Kleinian group and let ΨΓ(X) be the analogous counting function
associated to Γ, which counts hyperbolic and loxodromic (not necessarily primitive) conjugacy classes of Γ.
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In our situation, the small eigenvalues λj = sj(2 − sj) = 1 + t2j < 1 provide a finite number of terms that
form the full main term of ΨΓ(X) as X →∞, namely
EΓ(X) = ΨΓ(X)−
∑
1<sj62
Xsj
sj
.
In a major breakthrough, for a cofinite Kleinian group Sarnak [Sar83, Theorem 5.1] established that
EΓ(X) X5/3+.
For the Picard group Γ = PSL2(O), the Kuznetsov trace formula is available (see Section 2.3), from which
one can reduce the exponent 5/3 +  to lower one. Indeed, Balkanova et al. [BCC+19, Theorem 1.1] recently
proved by following the strategy of Luo and Sarnak [LS95, pp.219–222] with certain modifications that the
exponent 13/8+ is admissible. Balkanova and Frolenkov [BF18a] gave a heuristic for the expected exponent
3/2 + , and obtained that
EΓ(X) X3/2+θ/2+
with θ the subconvexity exponent for quadratic Dirichlet L-functions defined over Gaussian integers. We
apply trivially the convexity bound θ = 1/4, recovering Theorem 1.1 of [BCC+19]. In order to make θ
smaller, we have to tackle the subconvexity problem which is venerable at present. Notice that Michel and
Venkatesh [MV10] dealt with G1 and GL2 L-functions over general number fields for which they broached such
a convexity barrier. Recently, Wu [Wu18a, Theorem 1.1] showed the hybrid subconvex bound of Burgess-type
for L-functions associated with Hecke characters (over general number fields) with [SG91]
θ =
1
4
− (1− 2α)
16
+ , (1.2)
where α = 7/64 is the sharpest result known hitherto towards the Ramanujan-Petersson conjecture derived
by Koyama [Koy04] and Nakasuji [Nak12] (for more general setting by Blomer and Brumley [BB11]). Sub-
stituting α = 7/64 to (1.2) gives us the exponent 3/2 + 103/1024 +  (this is the best known unconditional
result). The core idea of their approach is the closest to that initiated by Soundararajan and Young [SY13]
in two dimensions. Actually, although they have not mentioned the generalization of Kuznetsov-Bykovskii’s
formula in their paper, they connected the relevant weighted first moment of Rankin-Selberg L-functions with
the analogue of generalized Dirichlet L-functions (see [BF18a, Equation (3.18) and Lemma 4.6]). The equiv-
alence of these two methods fits into the framework of the Rankin-Selberg trace formula for GL2 originated
in [Wu18b]. Note that a generalization of Kuznetsov-Bykovskii’s formula with some additional properties
have been given in [WZ19, Theorem 1.4] by a newly proposed method.
Turning our eyes to bounding EΓ(X), Koyama [Koy01, Theorem 1.1] improved conditionally Sarnak’s
exponent 5/3 +  to 11/7 +  with recourse to the mean-Lindelo¨f hypothesis for symmetric square L-functions
attached to Maass-Hecke cusp forms on Γ\H3. Our first result reveals that the exponent 3/2 in EΓ(X) is
valid in a square mean sense.
Theorem 1.1. Let Γ = PSL2(O), and 0 6 η 6 1 be as in (3.38). For 1 ∆ 6 V and any  > 0 we have
1
∆
∫ V+∆
V
|EΓ(X)|2dX  V 2+4(1+η)/(5+2η)+
(
V
∆
)4/(5+2η)
+ V 3(log V )2. (1.3)
This bound is much better than what have been deduced hitherto for pointwise bounds for EΓ(X). One
wishes not to arise the second term in the left hand side of (1.3). To be more precise, it should have the order
of magnitude V 2+ so that it is absorbed into the first term. However, at this stage, if we can make η lower,
namely if η < 1/2, then the first term ends up dominating the second one. Theorem 1.1 has the possibility
for reaching a rather sharp bound if V 3(log V )2 does not appear. This problem could be settled by a deeper
speculation of the square mean error term in the Prime Geodesic Theorem. A very important thing to note
is that the second term can be ignored if we restrict ∆ 6 V (3+2η)/4. The second moment bound of EΓ(X) in
short intervals such as Theorem 1.1 have been freshly developed. For example, for a general cofinite group
4 IKUYA KANEKO
Γ, Balkanova et al. [BCC+19, Theorem 1.2] proved that
1
∆
∫ V+∆
V
|EΓ(X)|2dX  V 16/5
(
V
∆
)2/5
(log V )2/5.
This is of course weaker than Theorem 1.1 for Γ = PSL2(O). Their analysis rests on the Selberg trace
formula, whereas we will utilize the Kuznetsov trace formula. Needless to say, Theorem 1.1 enunciates (upon
taking η = 1/2 established in [BCC+19]) that the bound EΓ(X) X3/2+ is valid on average.
Corollary 1.2. For 1 ∆ 6 V and any  > 0 we have
1
∆
∫ V+∆
V
|EΓ(X)|2dX  ∆−2/3V 11/3+. (1.4)
Balkanova et al. [BCC+19, Remark 1.4] have also ascertained that a second moment bound of the type
 V β+∆−γ in short intervals gives the pointwise bound
EΓ(X) Xα+ with α = β + γ
2 + γ
. (1.5)
Thus, Corollary 1.2 leads to EΓ(X)  X8/13+ which recovers [BCC+19, Theorem 1.1]. Furthermore, we
adapt separately the first and second terms in (1.3) to V β+∆−γ , i.e. letting β = 2(9 + 4η)/(5 + 2η) and
γ = 4/(5 + 2η) in (1.5) for the first term, and β = 3 and γ = 0 for the second one, conduces to
EΓ(X) X(11+4η)/(7+2η)+.
Notice that we get the exponent 11/7 +  if η = 0 (mean-Lindelo¨f hypothesis) is true. This fact was already
shown by Koyama [Koy01, Theorem 1.1]. Therefore, Theorem 1.1 includes a new proof of his bound. For
more interesting discussion, see Remarks 3.6 and 3.14, or Theorem 3.9.
For X > 1 we now define the spectral exponential sum of the form
S(T,X) =
∑
tj6T
Xitj . (1.6)
We henceforth use the sign convention tj > 0, and the notation
∑
|tj |6T to denote that the sum is symmetrized
by including both tj and −tj . There are advantages of introducing the spectral exponential sum whereby one
passes between the second moment bounds on EΓ(X) and S(T,X) in short intervals. Nevertheless, one cannot
simply bound S(T,X) by summing up the terms with absolute values to break the barrier S(T,X)  T 3
(which is trivial from the Weyl law). However the significant disadvantage is that our present knowledge of
the oscillatory factor Xitj is completely lost.
We prove that the spectral exponential sum S(T,X) obeys a conjectural bound in the spectral aspect.
Theorem 1.3. Define
S(T ) = 1
pi
argZ(1 + iT ),
G(T ) =
∫ 2+δ
1
|Z(σ + iT )|dσ for δ = (logX)−1,
Λ˜Γ(X) =

N(T ) logN(T0)
m(T )|a(T )− a(T )−1|2 if X = N(T ) = N(T0)
j , j > 1,
0 otherwise,
where Z(s) is the Selberg zeta function of M defined in (5.3). Also, we set ΛK(X) = (1 + χ4(X)) log p when
X equals a power of some prime p (χ4 is the primitive Dirichlet character modulo 4), and 0 otherwise. Then
for a fixed X > 1, we have
S(T,X) =
vol(M)
2pi2i logX
XiTT 2 +
vol(M)
2pi(logX)2
XiTT +XiTS(T ) + T
2piX
(Λ˜Γ(X) + ΛK(X)) +O(G(T )). (1.7)
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This naturally makes us believe that the expected bound EΓ(X)  X3/2+ may hold, and is the 3-
dimensional analogue (with generalization) of the result of Fujii [Fuj84a] and Laaksonen [PR17, Appendix].
The oscillatory term in (1.7) with an amplitude of order T 2 stems from the identity motion in the Selberg
trace formula, more precisely, from the main term in the Weyl law. Theorem 1.3 means that one can use
S(T,X) as a “roundabout” way of detecting pseudoprimes (provided that S(T ) and G(T ) can suitably be
estimated). We can also observe (somewhat surprisingly) that S(T,X) has a peak of order T whenever X
is a power of a norm of a primitive loxodromic or hyperbolic element in Γ, or a power of a prime number
p = 2 or p ≡ 1 (mod 4). From this point of view, underneath the surface, there seems to exist a very deep
connection between the spectral parameters and the length spectrum in H3.
1.3. Organization of the paper. The outline of the rest of this paper is as follows. Section 2 provides
the background on fundamental tools to prepare the scene, incorporating a key concept in Iwaniec’s seminal
paper [Iwa84b]. Section 3 contains the proof of Theorem 1.1; however the overall strategy is different from
that in two dimensions, being required to put forth a newer methodology. In practice, our proof inevitably
needs a careful analysis of a certain sum of Kloosterman sums, and the novelty of the proof is that many
integrals involving special functions are “explicitly” computed. In Section 4, we provide three applications of
our second moment bound, in particular, a short interval result with a small parameter 0 6 h 6 1 is derived
as a corollary of Theorem 1.1. Section 5 is devoted to a detailed exposition of bounding spectral exponential
sum in both X- and spectral aspect, and the proof of Theorem 1.3. The implement we use in the proof is
quite elementary. Specifically, we effectively use the exact form of the Weyl law in three dimensions (which
is due to the Selberg trace formula). We can also get more information about the size of S(T,X) in both
aspect from our plots of some scaled version of S(T,X).
Acknowledgement
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2. Miscellaneous preliminaries for background material
2.1. Setup. At the beginning, we introduce the basis of Hamiltonian quaternions, that is {1, i, j, k}. A
typical point v in the upper-half space H3 is represented by v = z + rj with r > 0 and z = x + yi ∈ C;
whence =(v) := r, =(z) := y and <(z) := x. The space H3 is endowed with the hyperbolic metric whose line
element is ds2 = y−2(dx2 + dy2 + dr2). In the following lines, for brevity, we set K = Q(i) with its ring of
integers OK = O = Z[i] so that Γ = PSL2(O) unless otherwise stated. We commonly regard O as a lattice
in R2 which is denoted by L with fundamental domain FL ⊂ R2. The group PSL2(C) acts on H3 by the
orientation-preserving isometric action, i.e.
gv = (av + b)(cv + d)−1, where g =
(
a b
c d
)
∈ PSL2(C).
As is customary, the quotient M = Γ\H3 is a 3-dimensional arithmetic hyperbolic manifold (the Picard
manifold). The hyperbolic Laplacian on M is defined by
∆ = −y2
(
∂2
∂x2
+
∂2
∂y2
+
∂2
∂r2
)
+ r
∂
∂r
.
It has a self-adjoint extension on L2(M). It is well-understood that the spectrum on ∆ is composed of both
discrete and continuous ones. We denote a cusp form by uj(v) (j = 1, 2, 3, . . . ) attached to the eigenvalue
λj = 1 + t
2
j with the sign convention tj > 0. We shall assume the uj ’s to be chosen so that they are
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simultaneous eigenfunctions of the ring of Hecke operators and L2-normalized. The Fourier development of
uj(v) reads (see [Sar83, (2.20)])
uj(v) =
∑
n∈O∗
ρj(n)yKitj (2pi|n|y)e(〈n, z〉), (2.1)
where 〈w, z〉 is the standard inner product in R2 ∼= C, e(z) = exp(2piiz), and Kν(y) is given by the for-
mula ([GR07, 8.432.8])
Kν(y) =
√
pi
2z
e−z
Γ(ν + 1/2)
∫ ∞
0
e−tt−1/2
(
1 +
t
z
)ν−1/2
dt (2.2)
for | arg y| < pi and <(ν) > −1/2. The Fourier coefficients ρj(n) are proportional to the Hecke eigenvalues
λj(n), i.e.
ρj(n) = ρj(1)λj(n), n ∈ O∗.
The Hecke eigenvalues are real, and they satisfy the multiplicativity relations
TmTn =
∑
(d)|(m,n)
Tmn/d2 , m, n ∈ O∗,
where the sum is over the ideals in O that divide m and n. Notice that the Hecke operator Tn on functions
f : Γ\H3 → C is explicitly given by (cf. [Shi94])
(Tnf)(v) =
1
|n|
∑
g∈R(1)\R(n)
f(gv) =
1
4|n|
∑
ab=n
∑
b (mod d)
f
((
a b
0 d
)
v
)
,
with
R(n) :=
{(
a b
c d
)
∈M2(O) : ad− bc = n
}
so that Γ = R(1).
For a Maass-Hecke cusp form uj with its Fourier development displayed in (2.1) we define the Rankin-
Selberg convolution
L(s, uj ⊗ uj) :=
∑
n∈O∗
|ρj(n)|2
N(n)s
. (2.3)
Then, one associates the symmetric square L-function
L(s, sym2uj) :=
∑
n∈O∗
cj(n)
N(n)s
=
ζK(2s)
ζK(s)
∑
n∈O∗
|λj(n)|2
N(n)s
within the region of absolute convergence of both Dirichlet series, where cj(n) =
∑
`2k=n λj(k
2). Given the
standard convention
ρj(n) =
√
sinhpitj
tj
νj(n) with νj(n) = νj(1)λj(n),
it is important to rewrite L(s, sym2uj) as
L(s, sym2uj) =
ζK(2s)
ζK(s)
L(s, uj ⊗ uj) tj
sinhpitj
|νj(1)|−2.
We can see analytic nature of the Rankin-Selberg convolution by an appeal to the integral representation
L(s, uj ⊗ uj) = 8pi
2sΓ(2s)
Γ(s+ itj)Γ(s− itj)Γ2(s)
∫
Γ\H3
|uj(v)|2E(v, 2s)dv,
where E(z, s) is the Eisenstein series. Also, from analytic properties of E(z, s), L(s, uj ⊗ uj) inherits mero-
morphic continuation and the functional equation under the change s 7→ 1 − s. In view of the fact that in
the half-plane <(s) > 1/2, L(s, uj ⊗ uj) has only a simple pole at s = 1 with (see [Sar83, Lemma 2.15])
res
s=1
L(s, uj ⊗ uj) = 8pi sinhpitj
tj
res
s=2
E(v, s) =
8pi sinhpitjvol(FL)
tjvol(M) ,
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we introduce the harmonic weights
αj :=
|ρj(1)|2tj
sinhpitj
=
ζK(2)
L(1, sym2uj)
· 32 vol(FL)
pivol(M) . (2.4)
We remark that vol(M) = 2pi−2ζK(2) ([Hum19]). It is well known that αj ’s vary mildly with uj ’s (cf. [Iwa02,
Theorem 8.3], [HL94, Theorem 0.2] and [Koy01, Proposition 3.1] whose correction is [Koy16]), namely
t−j  αj  tj . (2.5)
One sees that (cf. [Koy95, Section 2], [EGM98, Section 6.1], [Mag13, Proposition 3.2])
|ρj(1)|2  |ρj(1)|2 res
s=1
L(s, uj ⊗ u˜j)(1 + |tj |)  (1 + |tj |) res
s=1
∑
n∈O∗
|ρj(n)|2
N(n)s
 |Γ(1 + itj)|−2  sinhpitj
tj
by Rankin-Selberg theory combined with (2.5) and the 3-dimensional analogue of a tactics of Iwaniec [Iwa90,
Equation (19)]. Also, the primary aim of the Rankin-Selberg method is to evaluate
∑
N(n)6N |ρj(n)|2. This
mean value will be approximated in Section 3.3.
The distribution of the discrete spectrum of the hyperbolic Laplacian is “partly” apprehended; however it
still shrouded in mystery in general. Apart from λ0 = 0, which always occurs owing to the constant eigenfunc-
tion u0 := vol(M)−1/2, for a general cofinite group Γ we are even unable to see that there are infinitely many
eigenvalues, neither we know whether Maass cusp forms exist (see [PS85] for an conceptual exposition in two
dimensions). The Weyl law describes the asymptotic behavior of both discrete and continuous spectrum in
an expanding window. In practice, it asserts as T →∞ that ([EGM98, Section 6, Theorem 5.4])
NΓ(T ) +MΓ(T ) ∼ vol(M)
6pi2
T 3, (2.6)
where NΓ(T ) := #{j : tj 6 T}, while MΓ(T ) is the winding number which accounts for the contribution of
the continuous spectrum:
MΓ(T ) :=
1
4pi
∫ T
−T
−ϕ
′
ϕ
(1 + it)dt.
Here we have denoted by ϕ the determinant of the scattering matrix of Γ. If Γ is cocompact, MΓ(T ) vanishes
and the formula (2.6) is reduced to the asymptotic behavior of NΓ(T ), in particular NΓ(T )→∞ as T →∞.
Such a formula for Γ cocompact could simply be deduced without recourse the Selberg trace formula by
geometrical argument. For our purpose it is required to control the size of the spectrum in windows of unit
length. To this end, we appeal to a result of Bonthonneau [Bon17, Theorem 2].
Theorem 2.1 (Bonthonneau [Bon17]). Let Γ be a cofinite Kleinian group. Then we have
NΓ(T ) +MΓ(T ) =
vol(M)
6pi2
T 3 +O
(
T 2
log T
)
.
By the Maass-Selberg relations [EGM98, Theorem 3.6], one derives the upper bound on unit intervals:
#{j : T 6 tj 6 T + 1}+
∫
T6|t|6T+1
∣∣∣∣ϕ′ϕ (1 + it)
∣∣∣∣dt T 2. (2.7)
This bound will be exploited in the proof of Theorem 1.1. For a finer asymptotics for the counting function
NΓ(T ), we refer to [Mat95]
1 and [Ste99].
Our method to obtain bounds for EΓ(X) or S(T,X) would go through using the explicit formula:
Lemma 2.2 (Nakasuji [Nak01]). Let Γ = PSL2(OK) where OK is the integer ring of an imaginary quadratic
field K of class number 1. For 1 6 T 6 X1/2 we then have
ΨΓ(X) =
X2
2
+
∑
|tj |6T
Xsj
sj
+O
(
X2
T
logX
)
, (2.8)
1There seems to be computational errors in [Mat95]
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where sj = 1 + itj runs over the eigenvalues of the hyperbolic Laplacian on L
2(Γ\H3) counted with their
multiplicities.
Notice that there are no exceptional zeros for the Picard group, and that λ1(Γ) > 975/1024 for any
congruence subgroup Γ of PSL2(OK) (see [Koy04, Remark 2.5], [Nak12, p.86]). Here λ1(Γ) is the smallest
non-zero eigenvalue (the Ramanujan-Selberg conjecture asserts that λ1(Γ) > 1). Since the O-term in (2.8) has
at least the order of magnitude X3/2 logX, we never go beyond the 3/2-barrier as far as the improved explicit
formula is not given. It is still unclear for us how to moderate the restriction of T . Without considering
any cancellation in the sum, we have the error O(T 2X + T−1X2 logX). We then put T = X1/3(logX)1/3,
giving the bound O(X5/3(logX)1/3), which agrees with Sarnak’s estimate. In the two dimensional setting,
Iwaniec [Iwa84b, p.139] gave a heuristic for the strong bound EΓ(X)  X1/2+ with a kind of extended
Linnik-Selberg conjecture (for details, see [ST09, GS12, BM15, KY17, BKS17, Ste17]), whereas, as it can be
guessed readily, such a heuristic for the 3-dimensional case has not derived yet. It would be also interesting
to find other heuristics under the Generalized Riemann Hypothesis for Dirichlet L-functions over Z[i], not
the Lindelo¨f hypothesis for them.
Remark 2.3. We comment on numerical investigations of λ1(Γ). Meaningful results for the Picard group
are λ1(Γ) > 2pi
2/5, λ1(Γ) > 2pi
2/3, and λ1(Γ) > pi2 according to Grunewald and Mennicke, Stramm [Str94],
and Szmidt [Szm83, Proposition 2, p. 397], respectively. Intensive numerical computations of the spectrum
on hyperbolic 3-manifolds were first done by Smotrov and Golovchansky [SG91], and later on by many
mathematicians in [Hun91, Mat95, Hun95, GH96, Ste99, AST12]. For instance, the first few eigenvalues
for the Picard group are 0, 44.85 . . . , 74.19 . . . , 104.64 . . . , 124.40 . . . , 147.78 . . . . Specifically, Aurich, Steiner
and Then [AST12] computed 13950 consecutive eigenvalues (and also corresponding eigenfunctions) of the
Laplacian on the Picard manifold. Note that eigenvalues having more decimal digits could be given by
consulting the method in [BSV06].
2.2. The Selberg trace formula. We recall the standard classification of elements γ ∈ PSL2(C). Following
Elstrodt, Grunewald and Mennicke [EGM98, Definition 1.3, p.34], an element γ 6= ±I is categorized as elliptic,
hyperbolic, or parabolic element for |trγ| < 2, |trγ| > 2, or |trγ| = 2 (with trγ ∈ R), respectively. We call
γ loxodromic otherwise, namely for trγ /∈ R. Every hyperbolic or loxodromic element T is conjugate in
PSL2(C) to a unique element
D(T ) =
(
a(T ) 0
0 a(T )−1
)
with |a(T )| > 1,
which acts on H3 as D(T )v = K(T )z + N(T )rj (see [EGM98, pp.69–70]). Here K(T ) = a(T )2 is called
the multiplier of T and N(T ) = |a(T )|2 the norm of T . Notice that these quantities depend only on the
class of elements conjugate to T , which we denote, as is customary, by {T}. Since N(T ) is invariant under
conjugation, we define the norm of a conjugacy class to be the norm of any of its representatives. Letting
Γ be a discrete subgroup of PSL2(C) and let C(T ) be a centralizer of a hyperbolic or loxodromic element
T ∈ Γ, we say T0 is primitive if it has minimal norm amongst all elements of C(T ).
Remark 2.4. For our purpose of this paper, it seems not to be of importance to distinguish hyperbolic and
loxodromic elements to a certain extent. But to keep the generality, we decide to use such a distinction in
the following lines.
The Selberg trace formula for the Picard group was considered by Venkov [Ven73], Tanigawa [Tan77],
and Szmidt [Szm83, Szm87] et al. (see also [BP91, EGM98] and references therein). For general cofinite
Kleinian groups, the formula is perhaps one of the most effective tools amongst things so far established to
attack numerous problems in the spectral theory of automorphic forms. The formula provides us with the
connection between geometric information associated with a group and spectral data (namely a sum over the
spectrum). It should be pointed out that using the Selberg trace formula together with the Kuznetsov trace
formula (in Section 2.3) will be a more powerful implement for us.
Theorem 2.5 (The Selberg trace formula [EGM98, p.297] [Tan77]). Let h be an even function, holomorphic
in |=(r)| < 1 + 0 for some fixed 0 > 0, and suppose that h(t)  (1 + |t|)−3− in the strip. Let g be the
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Fourier transform of such h defined by the convention
g(x) =
1
2pi
∫ ∞
−∞
h(t)e−itxdt.
We then have ∑
j
h(tj)− 1
4pi
∫ ∞
−∞
h(t)
ϕ′
ϕ
(1 + it)dt = I +H + E + P,
where
I =
vol(M)
4pi2
∫ ∞
−∞
h(t)t2dt,
H =
∑
{T}lox
g(logN(T ))ΛΓ(T )
|E(T )||a(T )− a(T )−1|2 ,
E =
1
4
∑
{R}nce
g(0) logN(T0)
|E(R)|(sinpik/m(R))2 ,
P =
g(0)
[Γ∞ : Γ′∞]
(κΛ∞
2
− γ
)
+
h(0)
4
([Γ∞ : Γ′∞]
−1 − ϕ(0))
− 1
2pi[Γ∞ : Γ′∞]
∫ ∞
−∞
h(t)
Γ′
Γ
(1 + it)dt+ cg(0).
The sum in H ranges over all hyperbolic and loxodromic conjugacy classes of Γ, and the sum in E is over
the elliptic conjugacy classes not stabilizing the cusp at ∞.
For the definition of the other quantities appearing in Theorem 2.5 we refer the reader to [EGM98]. Note
that we have |E(T )| = 1 except for finitely many classes. In [BCC+19], it has been noted that there is a
missing factor of 1/4pi in front of the sums over elliptic and hyperbolic conjugacy classes in [EGM98, p.297].
2.3. The Kuznetsov trace formula. Based on our experience for the full modular group PSL2(Z) over
H, it appears reasonable to believe that the Kuznetsov trace formula in three dimensions should have nu-
merous applications to various analytical problems (involving Gaussian integers). For congruence subgroups
of arithmetic Kleinian groups such as PSL2(O), the Kuznetsov trace formula permits one to obtain finer
results than those inferred by appealing solely to the Selberg trace formula. The formula connects spectral
data, precisely a sum over eigenvalues λj counted with the square of the n-th Fourier coefficient ρj(n) of
the corresponding cusp form, with a certain sum of Kloosterman sums (see below). Indirectly, Kloosterman
sums encode arithmetic information of the group, and they have been intensively considered by Iwaniec et
al. for the full modular group (see, e.g. [Iwa80, Iwa82]).
Before stating our principal tool, let us introduce Kloosterman sums over Gaussian integers (i.e. Gaussian
Kloosterman sums). These sums are defined as follows. Letting m, n, c ∈ O with c 6= 0,
S(m,n; c) :=
∑
a∈O∗
e(〈m, a/c〉)e(〈n, a∗/c〉),
where aa∗ ≡ 1 (mod c). Then, the Weil bound for these was derived in [Mot97b, Equation (3.5)]:
|S(m,n; c)| 6 N(c)1/2|(m,n, c)|d(c) (2.9)
with d(c) indicating the number of divisors of c. One shall also need the Dedekind zeta function ζK(s) with
K = Q(i) as well as the usual divisor function σs(n) =
∑
d|nN(d)
s. The Kuznetsov trace formula was first
announced in the seminal work of Motohashi [Mot96, Mot97a]. It is embodied in
Theorem 2.6 (Kuznetsov trace formula for PSL2(O)\H3 [Mot96, Mot97b]). Let h(r) be even, holomorphic
in =(r) < 1/2 +  for an arbitrary fixed  > 0, and suppose that h(t)  O(1 + |t|)−3− in the strip. For
m,n ∈ O∗ we then have
D + C = U + S
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with
D =
∑
j>1
ρj(n)ρj(m)
sinhpitj
tjh(tj),
C = 2pi
∫ ∞
−∞
σit(n)σit(m)
|mn|it|ζK(1 + it)|2h(t)dt,
U = pi−2(δm,n + δm,−n)
∫ ∞
−∞
t2h(t)dt,
S =
∑
c∈O∗
S(m,n; c)
N(c)
ψ(2pi$),
with $ =
√
mn/c. Here δm,n is the Kronecker delta, and
ψ(z) =
∫ ∞
−∞
it2
sinhpit
h(t)Jit(z)dt, (2.10)
Jν(z) = (|z|/2)2νJ∗ν (z)J∗ν (z), (2.11)
where J∗ν (z) = Jν(z)(z/2)
−ν with Jν being the J-Bessel function of order ν.
In passing, we emphasize that the choice of the sign of $ turns out to be immaterial, since J∗ν (z) is a
function of z2. Notice that we could put Jν(z)Jν(z) in place of the kernel Jν(z). The formulation (2.11) is
actually to avoid the possible ambiguity pertaining to the branching of the value of Jν .
In order to fully discuss some applications, one may need to devise a theory of inverting the integral
transform (2.10), and to establish an extension of Kuznetsov’s sum formula (see, e.g. [Iwa84b, Lemma
5], [Mot97a, Theorem 2.3, p.64]). Such an issue coincides with the problem (1) proposed by Motohashi [Mot01,
p.277]. As in his problem (2), it is also conceivable that Kuznetsov trace formulas with incorporation of
Gro¨ssencharakters would assist in developing problems over arbitrary imaginary quadratic number fields.
3. Attacks on the second moment
In this section, we investigate the second moment of EΓ(X) that refers to the following:
1
∆
∫ V+∆
V
∣∣∣∣ΨΓ(X)− X22
∣∣∣∣2dX = 1∆
∫ V+∆
V
|EΓ(X)|2dX (3.1)
for some V and 1 ∆ 6 V . To gain a good estimate for (3.1), our argument relies heavily on the Kuznetsov
trace formula with a suitable test function, the Hardy-Littlewood-Po´lya inequality, and the spectral second
moment bound for symmetric square L-functions due to Balkanova et al. [BCC+19]. The work in this section
is motivated by the recent work of Cherubini and Guerreiro [CG18], and Balog et al. [BBHM19].
3.1. Reduction to the Kuznetsov trace formula. We now utilize the Kuznetsov trace formula for which
we borrow the test function from [DI86] (see also [LS95] and [BF18a, Lemma 2.2]). In practice, for X, T > 1
we work with2
ϕ(x) :=
sinhβ
pi
x exp(ix coshβ) with 2β = logX +
i
T
,
whose Bessel-Kuznetsov transform
ϕˆ(t) :=
pii
2 sinhpit
∫ ∞
0
(J2it(x)− J−2it(x))ϕ(x)dx
x
(3.2)
satisfies
ϕˆ(t) =
sinh(pi + 2iβ)t
sinhpit
= Xite−t/T +O(e−pit). (3.3)
2There is a typo (the imaginary unit i is placed in the denominator instead of numerator) in [DI86, p.68, line −1] and [LS95,
p.233, line −3] in the definition of ϕˆ(t). Actually the corrected version should be (3.2). This explains the sign change in the
definition of ϕ(x).
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Notice that for bounded t away from 0, the weight function ϕˆ(t) can be approximated by replacing “sinh”
with “cosh”, that is to say
ϕˆ(t) =
cosh(pi + 2iβ)t
coshpit
+O(e−pit/2), (3.4)
which we will apply in the process of evaluating the second moment of a sum of Kloosterman sums. One sees
that the term D in Theorem 2.6 turns out to be∑
j
|νj(n)|2ϕˆ(tj) =
∑
j
αjϕˆ(tj)|λj(n)|2. (3.5)
Analyzing the remaining terms in the Kuznetsov trace formula, we bound the second moment of (3.5). In
the following, we compute the contribution of C, U and S separately. For the above ϕ, simple consideration
shows that
|C|  T (log T )2d(n)2 and |U | 
∣∣∣∣ ∫ T
0
Xitt2dt
∣∣∣∣ T 2, (3.6)
where d(n) is the number of divisors of n ∈ O∗. Letting
Sn(h) =
∑
c∈O∗
S(n, n; c)
N(c)
h
(2pin
c
)
,
we have
S =
∑
c∈O∗
S(n, n; c)
N(c)
∫ ∞
−∞
it2
sinhpit
ϕˆ(t)Jit
(2pin
c
)
dt = Sn(ψ) with ψ(z) =
∫ ∞
−∞
Kit(z)t2ϕˆ(t)dt,
where we put Kν(z) = (J−ν(z)−Jν(z))/ sinpiν. Letting ϑ = arg z so that z = |z|eiϑ, we find for |<(ν)| < 1/2
that
Kν(z) = 8 cospiν
pi2
∫ pi/2
0
cos(2|z| cosϑ sin τ)K2ν(2|z| cos τ)dτ.
So we have3
ψ(z) =
8
pi2
∫ pi/2
0
cos(2|z| cosϑ sin τ)I(2|z| cos τ)dτ, (3.7)
with
I(x) =
∫ ∞
−∞
t2ϕˆ(t) coshpitK2it(x)dt.
The trivial bound for ψ(z) is derived by applying K2it(y) |y|−1/2 (with t real), actually
ψ(z) |z|−1/2. (3.8)
Following the work of Li [Li11, Section 5], we have
I(x) = ipi
∫ ∞
−∞
(sinh 2pi(y − σi))−1I2σ+2iy(x) cosh(pi(y − σi))(y − σi)2dy,
by virtue of
Kν(z) =
pi
2
I−ν(z)− Iν(z)
sin νpi
.
But we cannot appeal to this formula to analyze I(x) exactly, since the integrand is somewhat cumbersome.
Hence we should find some other approach.
3There is a typo for the factor 8/pi2 in the integral representation of ψ(z) in [BCC+19, p.12, line 14] where it is written as
4i/pi2. We obtain it by carefully making a change of variable τ → arcsin(cos τ) in the formula [Mot97b, (2.10), Lemma 8].
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3.2. Second moment of a certain sum of Kloosterman sums. We devoted this section to the estimation
of the second moment of the spectral-arithmetic average
1
∆
∫ V+∆
V
∣∣∣∣∣∑
j
αjϕˆ(tj)|λj(n)|2
∣∣∣∣∣
2
dX. (3.9)
By virtue of the Kuznetsov trace formula, our purpose can be reduced to evaluating the second moment of
a sum of Kloosterman sums, that is to say
1
∆
∫ V+∆
V
|Sn(ψ)|2dX =
∑
c1,c2∈O∗
S(n, n; c1)S(n, n; c2)
N(c1c2)
1
∆
∫ V+∆
V
ψ
(2pin
c1
)
ψ
(2pin
c2
)
dX.
To this end, we first provide several auxiliary lemmas, whence one can replace Sn(ψ) with some finite sum
of the K-Bessel function of order zero,
K0(z) =
∫ ∞
0
cos(x sinhϕ)dϕ. (3.10)
For technical convenience, we now suppose that n ∈ O satisfies the condition N(n) ∼ N , that means
N 6 N(n) 6 2N for N > 1, and that T, X, V and ∆ are real numbers such that
1 ∆ 6 V 6 X 6 V + ∆ and V   T 6 V 1/2. (3.11)
Throughout this paper, we further suppose that N has a polynomial growth with respect to X and T , i.e.
N  (TX)A for some constant A > 0. For N and V satisfying the hypothesis (3.11) we use the abbreviation
X 4 Y def⇐⇒ X  Y (NV )
for free two quantities X and Y . This notation will be in force in various situations.
Remark 3.1. I have worked on the subject extending the result of Cherubini and Guerreiro [CG18] or
Balog et al. [BBHM19] to three dimensions, and reached Theorem 3.2 and Lemma 3.3–Lemma 3.5. Right
before the submission of this paper, I have noticed the very recent preprint of Chatzakos, Cherubini and
Laaksonen [CCL18], wherein the results obtained end up overlapping. I appreciate their work, but I describe
the important part of the proof of my results pursued independently for the sake of completeness. Our results
and core ideas of the proofs are quite the same, and for Lemma 3.4 and Lemma 3.5 we quickly give only the
procedure of each proof (we adjusted our notation almost the same as theirs in Lemma 3.4 for readability).
In order to expedite the upcoming computations, we wish to prove
Theorem 3.2. With the assumption (3.11) we have
1
∆
∫ V+∆
V
|Sn(ψ)|2dX 4 ∆−1NV 2 + T 3,
the constant implied in 4 is absolute.
This is an analogue of Lemma 4.1 of [CG18] when V = ∆, and will be just used to establish Theorem 1.1.
To prove Theorem 3.2 we first need to simplify usual expressions involving ψ(z) by using a power series
expansion of the J-Bessel function which was originated in Koyama’s paper (see (4.5) of [Koy01]).
Lemma 3.3. Let
ψ˜(z) =
∫ ∞
−∞
Γ(1 + it)−2
∣∣∣z
2
∣∣∣2it it2ϕˆ(t)
sinhpit
dt.
We have
Sn(ψ) = S[n(ψ˜) +O(N1/2+T 1+),
where S[n(ψ˜) indicates the truncated sum counted with Gaussian Kloosterman sums, namely
S[n(ψ˜) =
∑
N(c)>4pi2N(n)
S(n, n; c)
N(c)
ψ˜
(2pin
c
)
.
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This means that, after our truncating the initial range N(c) 6 4pi2N(n) in Sn(ψ), the present problem is
reduced to evaluating the second moment of S[n(ψ˜) with negligible error O((NV )1+). We remark that the
condition N(c) > 4pi2N(n) in the sum S[n(ψ˜) is equivalent to |z| < 1 with z = 2pin/c.
Proof. Roughly speaking, the proof is settled by our analyzing integrals involving Bessel functions explicitly.
We first work with the tail range N(c) > 4pi2N(n), and prove that the sum over this range gives rise to
S[n(ψ˜). As was exploited by Koyama [Koy01, p.790], there follows that
Jit(z) =
∣∣∣z
2
∣∣∣2it ∞∑
l=0
∞∑
m=0
(−1)l+m
l!m!
Γ(1 + l + it)−1Γ(1 +m+ it)−1
(z
2
)2l(z
2
)2m
,
which is simply derived from the power series expansion of the J-Bessel function. Therefore, ψ can be
rewritten as
ψ(z) =
∞∑
l=0
∞∑
m=0
(−1)l+m
l!m!
(z
2
)2l(z
2
)2m ∫ ∞
−∞
Γ(1 + l + it)−1Γ(1 +m+ it)−1
∣∣∣z
2
∣∣∣2it it2ϕˆ(t)
sinhpit
dt. (3.12)
In the way analogous to [Koy01, p.792], the initial term associated with l = m = 0 in the double sum would
make the biggest contribution to the bound on ψ(z). If so, one can replace ψ(z) by ψ˜(z) directly. Actually
we proceed as follows. The Stirling formula leads to
Γ(1 + l + it)Γ(1 +m+ it) = 2pi|t|1+l+me−pi|t|+2it(log |t|−1)(1 +O(|t|−1))
for fixed l, m > 0. By our using this formula and bounding the integrand in (3.12) with absolute value, the
sum over l +m > 1 is estimated as

∑
l+m>1
1
l!m!
(z
2
)2l(z
2
)2m ∫ ∞
0
t1−l−me−pit
e−t/T
sinhpit
dt |z|2
∑
l+m>1
4−l−m
l!m!
∫ ∞
0
e−t/T dt T |z|2.
Finally, by summing up the terms S(n, n; c)/N(c) over N(c) > 4piN(n) with this bound for l + m > 1 and
with ψ˜(z) otherwise, one deduces∑
N(c)>4piN(n)
S(n, n; c)
N(c)
ψ
(2pin
c
)
= S[n(ψ˜) +O(N1/2+T 1+).
Here we employed the Weil bound (2.9).
Secondly, we deal with the initial range N(c) 6 4pi2N(n) whereat |z| > 1. The only point to check is that
the sum over this range is absorbed by O(N1/2+T 1+). We shall prove the following bound
ψ(z) |z|−1/2 + T 2+X−1/2|z|−1 + T−`X|z|2, (3.13)
where ` > 0 is arbitrary large, and hereafter we use the symbol ` in the same manner unless otherwise noted.
As a first step, we exploit the integral representation (3.7), and recall that
I(x) =
∫ ∞
−∞
t2ϕˆ(t) coshpitK2it(x)dt. (3.14)
By appealing to the approximation (3.4), the factor coshpit in (3.14) is cancelled out, obtaining
ψ(z) =
8
pi2
∫ pi/2
0
cos(2|z| cosϑ sin τ)
∫ ∞
−∞
t2 cosh(pi + 2iβ)tK2it(2|z| cos τ)dtdτ +O(|z|−1/2). (3.15)
We have just reduced the estimation of ψ(z) to the well-known integral. Indeed, the inner t-integral was
analyzed in [GR07, 6.795.1],∫ ∞
−∞
t2 cosh(pi + 2iβ)tK2it(2|z| cos τ)dt = −pi
8
∂2
∂k2
exp(−2|z| cos τ cosh k)
= −pi
4
(2(|z| cos τ sinh k)2 − |z| cos τ cosh k) exp(−2|z| cos τ cosh k),
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where k = β − pii/2. Note that
cosh k = −i sinhβ and sinh k = −i coshβ,
so that
| cosh k|2 ∼ | sinh k|2  X and <(cosh k)  T−1X1/2. (3.16)
Hence, one finds that the first term in the right hand side of (3.15) boils down to
− 2
pi
∫ pi/2
0
(2|z|2 cos2 τ sinh2 k − |z| cos τ cosh k) cos(2|z| cosϑ sin τ) exp(−2|z| cos τ cosh k)dτ.
We split the τ -integral into two parts cos τ > <(cosh k)−1|z|−1(log T )A (for some A > 1) and otherwise. The
integral for cos τ > <(cosh k)−1|z|−1(log T )A is calculated by bounding in absolute value,
|z|2 cos2 τ sinh2 k exp(−2|z| cos τ cosh k) T−`X|z|2, (3.17)
where we have employed the asymptotic formula (3.16) and the fact that the exponential multiplier is T−`.
The bound in (3.17) coincides with the third term in the right hand side of (3.13). For the remaining part,
namely cos τ 6 <(cosh k)−1|z|−1(log T )A, integrating by parts once in τ (and noting that the exponential is
piecewise monotonic, so its derivative brings about |z|−1 cosh−1 k) leads to the second term T 2+X−1/2|z|−1.
Gathering together these estimates with (3.8) gives us the desired bound (3.13). We then sum up the terms
S(n, n; c)/N(c) with weights ψ(z) over z > 1, choose ` suitably large, and finally use the Weil bound again,
reaching ∑
N(c)64piN(n)
S(n, n; c)
N(c)
ψ
(2pin
c
)
4 N1/2 +N1/2T 2X−1/2 +NXT−`  N1/2T.
The final inequality follows from the assumption (3.11). This completes the proof. 
We now undertake to represent ψ˜(z) in terms of the K-Bessel function of order zero, (3.10), from which we
infer that S[n(ψ˜) is replaceable with a certain finite sum of such a K-Bessel function with negligible error term.
To be more precise, the approximation of the weight ψ˜(z) for small z, that means N(c) N(n), is clarified
in the following. This permits to reduce the treatment of the infinite sum over c with N(c) > 4pi2N(n) to a
matter of understanding a certain finite sum.
Lemma 3.4. Let N > 1 and n ∈ O with the assumption (3.11). Then we have the expression
ψ˜(z) =
iM2X|z|2
pi
K0(MX
1/2|z|) +O(X−1/4|z|3/2), (3.18)
where M = exp(−i(pi/2− 1/2T )). This implies that
Sn(ψ) = S]n(K0) +O((NX)1/2+), (3.19)
with S]n(K0) being a finite sum counted with Gaussian Kloosterman sums, namely
S]n(K0) = 2iM2N(n)X
∑
C1<N(c)6C2
S(n, n; c)
N(c)2
K0
(
2piX1/2M |n|
|c|
)
,
where C1 = N(n)V (T log T )
−2 and C2 = N(n)V .
Proof (completely the same as in [CCL18]). As a first step, we use
Γ(1 + it)Γ(1− it) = pit
sinhpit
to deduce that
ψ˜(z) =
M2X|z|2
pi2
∫
(1)
Γ2(s)(MX1/2|z|)−2sds+ M
2X−1|z|2
pi2
∫
(1)
Γ2(s)(MX−1/2|z|)−2sds
=
iM2X|z|2
pi
K0(MX
1/2|z|) + iMX
−1/2|z|2
pi
K0(MX
−1/2|z|2),
(3.20)
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where the final equality follows from [GR07, 11.43.32]. Nevertheless, the first term in (3.20) gives the main
term in (3.18). By appealing to the fundamental inequality |K0(z)| 6 2|z|−1/2 exp(−<(z)) for <(z) > 0 and
|z| bounded away from zero, we get
|K0(MX−1/2|z|)|  X3/4|z|−1/2,
so that the second term in (3.20) is bounded by X−1/4|z|3/2. Therefore, summing this over N(c) > 4pi2N(n)
leads us the order of magnitude of N1/2+X−1/4. In this way, the only point to be checked is that the
approximation (3.18) yields (3.19). To see this, we employ the bound
|K0(MX1/2|z|)|  X−1/4|z|−1/2 exp
(
− |z|X
1/2
100T
)
.
Analogously to the computation above, summing this over 4pi2N(n) < N(c) 6 C1 and N(c) > C2 gives rise
to the bound O((NX)1/2+), which coincides with the error term in (3.19). Finally, we use Lemma 3.3, the
error in which is dominated by that in (3.19). This completes the proof. 
Having reduced the estimation of the second moment (3.9) of the spectral-arithmetic average to that of
S]n(K0), we encounter the oscillatory integral
1
∆
∫ V+∆
V
K0(MX
1/2z1)K0(MX1/2z2)dX, (3.21)
with z1 = 2pi|n|/|c1| and z2 = 2pi|n|/|c2|. This is just an analogue of the integral appearing in Lemma 4.6
of Cherubini and Guerreiro [CG18]. One can bound (3.21) trivially by (V z1z2)
−1/2 by using |K0(z)| 6
2|z|−1/2 exp(−<(z)) for <(z) > 0 and |z| bounded away from zero. This inequality is easily derived from
bounding the integrand of the representation (2.2) in absolute value. In view of the ranges C1 < N(cj) 6
C2 (j = 1, 2) and our assumption <(z) > 0, the range in which zj ’s vary is restricted to V −1/2 6 zj  1. On
the other hand, we also compute (3.21) by integration by parts, using∣∣∣ d
dz
ezK0(z)
∣∣∣ 6 |z|−3/2(1 + |z|−1) (3.22)
for z ∈ C∗ with <(z) > 0. Hence we estimate (3.21) as  (z1z2)−1/2∆−1|z1 − z2|−1. Thus we have proved
Lemma 3.5. Recall the assumption (3.11). For z1, z2 > 0 with V
−1/2 6 zj  1 (j = 1, 2) we have
1
∆
∫ V+∆
V
K0(MX
1/2z1)K0(MX1/2z2)dX  (z1z2)−1/2 min(V −1/2,∆−1|z1 − z2|−1). (3.23)
In particular, setting zj = 2pi|n|/|cj |, the right hand side of (3.23) is bounded by( |c1c2|
N(n)
)1/2
min
(
V −1/2,
|c1c2|∆−1
|n||c1 − c2|
)
. (3.24)
Lemma 3.5 tells that the weight function K0(MX
1/2|z|) carries some oscillation in X, when integrating
over V 6 X 6 V + ∆.
Remark 3.6. The author learned from the paper [CCL18] that if the bound (3.22) on the K-Bessel function
of order zero is employed in the range C1 < N(c) 6 C2 as well, one could deduce
S]n(K0) 4 (NTX)1/2. (3.25)
Observing that the error terms coming from Lemma 3.4 are dominated by (NTX)1/2, we have
Sn(ψ) 4 (NTX)1/2. (3.26)
This recovers the pointwise bound appearing in Koyama [Koy01, p.792]. So, by taking N and T suitably,
we could derive the same exponent as his in the Prime Geodesic Theorem, that is to say EΓ(X) X11/7+
under the mean-Lindelo¨f hypothesis. If this hypothesis does not assumed, the bound of the type EΓ(X) 
X(11+4η)/(7+2η) would follow readily. I thank my advisor S. Koyama for providing me with helpful and
informative comments on the routes of deducing the bounds (3.25) and (3.26).
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Proof of Theorem 3.2. The method we use is based upon Section 4.1 of [CG18]. By invoking the second
assumption in (3.11) and appealing to Lemma 3.4, we find that the second moment of Sn(ψ) is asymptotically
that of S]n(K0) (with tiny error), namely
1
∆
∫ V+∆
V
|Sn(ψ)|2dX = 1
∆
∫ V+∆
V
|S]n(K0)|2dX +O((NV )1+). (3.27)
From the definition of S]n(K0), we further compute
1
∆
∫ V+∆
V
|S]n(K0)|2dX 4 (NV )2 sup
C1<R6C2
1
∆
∫ V+∆
V
∣∣∣∣∣ ∑
N(c)∼R
S(n, n; c)
N(c)2
K0
(
2piX1/2M |n|
|c|
)∣∣∣∣∣
2
dX. (3.28)
Following Cherubini and Guerreiro [CG18], we square out the c-sum in the right hand side of (3.28) to bound
it as
(NV )2 sup
C1<R6C2
∑
N(c1)∼R
N(c2)∼R
S(n, n; c1)S(n, n; c2)
N(c1c2)2
× 1
∆
∫ V+∆
V
K0
(
2piX1/2M |n|
|c1|
)
K0
(
2piX1/2M |n|
|c2|
)
dX, (3.29)
noting that N(cj) ∼ R means R < N(cj) 6 2R. We split the double sum in (3.29) into two sums Σd
and Σod, where we denote by Σd the sum over the diagonal terms N(c1) = N(c2), and by Σod the sum
over the off-diagonal terms N(c1) 6= N(c2). Anyway it is clear that we can make use of the Weil bound
|S(n, n; c)| 6 |(n, c)|N(c)1/2d(c) in the following both calculations of Σd and Σod. We also appeal to the
crude estimate ∑
N(c)6x
|(n, c)|2d2(c) x(log x)3d(n).
We first perform the evaluation of the diagonal contribution Σd, which we bound by choosing the first bound
in (3.24), getting
Σd 4 (NV )3/2
∑
C1<N(c)6C2
|(n, c)|2d2(c)
N(c)5/2
4 T 3. (3.30)
Note that in our situation the assumption in Lemma 3.5, V −1/2 6 zj  1 (j = 1, 2), is satisfied. Next,
to bound the off-diagonal contribution Σod we interpolate the two bounds in Lemma 3.5 with exponents
(1− λ, λ) for some 0 < λ < 1, so that
min(V −1/2,∆−1|z1 − z2|−1)λ ∆
−λV (λ−1)/2
|z1 − z2|λ . (3.31)
Therefore, substituting zj = 2pi|n|/|cj | into (3.31), we have
Σod 4 (NV )2 sup
C1<R6C2
∑
N(c1)6=N(c2)
R<N(c1),N(c2)62R
|S(n, n; c1)S(n, n; c2)|
N(c1c2)2
( |c1c2|
NV
)(1−λ)/2( |c1c2|3/2(∆N)−1
||c1| − |c2||
)λ
4λ ∆−λN (3−λ)/2V (3+λ)/2
∑
k1 6=k2√
R<k1,k26
√
2R
ak1ak2
|k1 − k2|λ ,
where we put kj = |cj |, and the coefficients ak’s are defined by
ak :=
∑
|c|=k
|S(n, n; c)|
|c|7/2−λ .
We now apply the Hardy-Littlewood-Po´lya inequality [HLP34, Theorem 381, p.288] in a special case, which
asserts that for 0 < λ < 1, λ = 2(1 − p−1) so that p = 2/(2 − λ), and {ar} a sequence of non-negative
numbers, ∑
k1 6=k2
ak1ak2
|k1 − k2|λ λ
(∑
k
apk
)2/p
. (3.32)
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In passing, it is possible to sharpen this inequality slightly; actually one can use a version of (3.32) with
explicit implied constant proved by Carneiro and Vaaler [CV10, Corollary 7.2], or the extremal case of (3.32)
with (λ, p) = (1, 2), and a logarithmic correction proved by Li and Villavert [LV11]. By appealing to the
Hardy-Littlewood-Po´lya inequality (3.32) and the Weil bound, we deduce
Σod 4 ∆−λN (3−λ)/2V (3+λ)/2
( ∑
k∼√R
a
2/(2−λ)
k
)2−λ
 ∆−λN (3−λ)/2V (3+λ)/2
(∑
c6=0
|(n, c)|2d2(c)
N(c)1+1/(2−λ)
)2−λ
 ∆−λN (3−λ)/2V (3+λ)/2
(3.33)
with the constant implied in 4 depending only on  and λ. Since the second term in (3.27) is absorbed into
the bound (3.33), we eventually combine the bounds (3.33) with (3.30), obtaining
1
∆
∫ V+∆
V
|Sn(ψ)|2dX 4λ ∆−λN (3−λ)/2V (3+λ)/2 + T 3.
Hence by applying the optimal choice λ = 1− , we end the proof of Theorem 3.2. 
As an immediate corollary of Theorem 3.2 we arrive at the following.
Corollary 3.7. Let V , ∆ and n ∈ O be as in the assumption (3.11). We have
1
∆
∫ V+∆
V
∣∣∣∣∣∑
j
αjϕˆ(tj)|λj(n)|2
∣∣∣∣∣
2
dX 4 ∆−1NV 2 + T 4. (3.34)
Proof. From the Kuznetsov trace formula (Theorem 2.6) and the bound (3.6), we have
1
∆
∫ V+∆
V
∣∣∣∣∣∑
j
αjϕˆ(tj)|λj(n)|2
∣∣∣∣∣
2
dX  1
∆
∫ V+∆
V
|Sn(ψ)|2dX + T 4. (3.35)
The claim is derived by incorporating (3.35) with Theorem 3.3. 
Notice that the second term in the right hand side of (3.34) is not T 3, but T 4. The reason is that the
δ-term in the Kuznetsov trace formula is much bigger than in two dimensions. In the two dimensional setting,
Cherubini and Guerreiro [CG18, p.16–17] applied the inverted version of the trace formula for the technical
convenience. That is to say, one can invert h 7→ h+ (for h satisfying the conditions in the Kuznetsov trace
formula), where
h+(x) = 4
∫ ∞
0
B2it(x)h(t) tanh(pit)tdt
with
B2it(x) = pi(2i sinhpit)
−1(J−2it(x)− J2it(x)).
Given a function φ ∈ L2(R+, x−1dx), we write
Tφ(x) :=
∫ ∞
0
B2it(x)φ(x)x
−1dx,
and define
φ0 :=
2
pi
∫ ∞
0
Tφ(x) tanh(pit)tdt =
1
2pi
∫ ∞
0
J0(x)φ(x)dx.
This yields the δ-term in the inverted Kuznetsov trace formula (see [Iwa02, Theorem 9.5]). On the other
hand, in three dimensions, such an inverted version is not still established.
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3.3. Reducing to an appropriate smoothing device. Let h : (0,∞) → R be a smooth compactly
supported function with holomorphic Mellin transform h˜ : C→ C. We choose h such that it is supported in
some dyadic box [
√
N,
√
2N ] for N > 1, i.e. h(|ξ|) ∈ C∞[N, 2N ], whose derivatives satisfy
|h(`)(ξ)|  N−`/2 for ` = 0, 1, 2, . . . (3.36)
and whose mean value is ∫ ∞
−∞
h(ξ)ξdξ = h˜(2) = N.
Integrating by parts `-times and using (3.36) we find that
h˜(s) =
(−1)`
s(s+ 1) . . . (s+ `− 1)
∫ ∞
0
h(`)(x)xs+`
dx
x
σ,` Nσ/2(1 + |s|)−`,
the implied constant depending continuously on σ for s = σ + it. Notice that this is meant for s outside the
set {0,−1,−2, . . . }, but the inequality holds even at these exceptional points.
Following [Iwa02, LS95, BBHM19] and then recalling (2.3), we consider the spectral-arithmetic average∑
j
αjϕˆ(tj)
∑
n∈O
h(|n|)|λj(n)|2 =
∑
j
αjϕˆ(tj)
1
2pii
∫
(3)
h˜(s)L
(s
2
, uj ⊗ uj
)
ds.
By making a change of variable and by shifting the contour with crossing only a simple pole at s = 1, we get
from (2.4) that∑
j
αjϕˆ(tj)
∑
n∈O
h(|n|)|λj(n)|2 = cN
∑
j
ϕˆ(tj) +
1
pii
∑
j
αjϕˆ(tj)
∫
(1/2)
h˜(2s)
ζK(s)
ζK(2s)
L(s, sym2uj)ds
for some absolute constant c. By appealing to the Bessel-Kuznetsov transform (3.3), one derives after some
rearrangement that∑
j
Xitje−tj/T = O(1) +
1
cN
∑
n∈O
h(|n|)
∑
j
αjϕˆ(tj)|λj(n)|2
− 1
pii
1
cN
∫
(1/2)
h˜(2s)
ζK(s)
ζK(2s)
∑
j
αjϕˆ(tj)L(s, sym
2uj)ds
=
1
cN
∑
n∈O
h(|n|)Sn(ψ) + 1
pii
1
cN
∫
(1/2)
h˜(2s)M1(s)ds+O(T
2),
(3.37)
where M1(s) is the weighted first moment of the Rankin-Selberg L-functions, i.e.
M1(s) =
∑
j
ϕˆ(tj)L(s, uj ⊗ uj) = ζK(s)
ζK(2s)
∑
j
αjϕˆ(tj)L(s, sym
2uj).
This is an analogue of (4.1) of [BF18a] in two dimensions. We stress that the spectral weights ϕˆ(tj) depend
on the parameters X, T > 1.
In what follows, let us indicate by tj ∼ T the interval of length T , namely T < tj 6 2T . We state the
following famous conjecture ([Koy01, Assumption 3.2]):
Conjecture 3.8 (mean-Lindelo¨f hypothesis). Suppose w = 1/2 + iτ with τ ∈ R. The symmetric square
L-function L(s, sym2uj) associated to a Maass-Hecke cusp form uj of Γ = PSL2(O) satisfies∑
tj∼T
|L(w, sym2uj)|2  |w|AT 3+
for some constant A > 0.
Denote by 0 6 η 6 1 the additional exponent of T for the mean value of Rankin-Selberg L-functions on
the critical line, more precisely ∑
tj∼T
tj
sinhpitj
|L(w, uj ⊗ uj)|  |w|AT 3+η+ (3.38)
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so that ∑
tj∼T
|L(w, sym2uj)|2  |w|AT 3+2η+. (3.39)
For the inequality (3.39) we have used the Cauchy-Schwarz inequality, the convexity bound ζK(w) |w|1/2+,
and the Hoffstein-Lockhart type bound |νj(1)|  tj (see [HL94] and [Koy01, Proposition 3.1]). The convexity
bound for the left hand side of (3.38) in the spectral aspect is trivially T 4+, while the mean-Lindelo¨f
hypothesis says η = 0. The result so far established is due to [BCC+19, Theorem 3.3 or Corollary 3.4], which
tells us that the bound weaker by the factor T 1/2 is allowable, that is to say η = 1/2. Hence this takes halfway
towards the goal. Notice that their spectral bound is proved by mimicking the argument of Luo and Sarnak
(see (33) of [LS95]) for H with some modifications, without recourse to the spectral large sieve inequality.
Koyama [Koy01] showed that the mean-Lindelo¨f hypothesis permits us to obtain EΓ(X) X11/7+. A thing
to be aware of here is that if the Lindelo¨f hypothesis
|L(w, uj ⊗ uj)|  |wtj | sinhpitj
tj
,
is assumed, then we would have EΓ(X)  X3/2+ by the Weil bound (2.9). This is a complete analogue of
the exponent 2/3 in the Prime Geodesic Theorem in two dimensions predicted by Iwaniec [Iwa84b, p.139].
Also note that the sum
∑
tj∼T in (3.38) and (3.39) can be rewritten by
∑
j at the sacrifice of entering the
extra factor ωT (tj) into the sum, with ωT indicating a smooth characteristic function of the interval [T, 2T ].
Balkanova and Frolenkov [BF18b] have established the mean value of L(w, uj ⊗uj) twisted by the oscillatory
factor Xitj . Precisely, they proved that for X  1, X 6 T 6 X1/2 and |τ |  T ,∑
j
tj
sinhpitj
ωT (tj)X
itjL(w, uj ⊗ uj) T 3/2X1/2+θ+,
with θ being the same as in the introduction. Finally, refining the argument of Koyama [Koy01] we can
generalize his result without recourse to the mean Lindelo¨f hypothesis.
Theorem 3.9. Let η be as in (3.38) and (3.39). We then have
S(T,X) T (7+2η)/4+X1/4+ + T 2,
or equivalently
EΓ(X) X(11+4η)/(7+2η)+. (3.40)
To see this, we shall exactly analyze
Λj(N) :=
tj
sinhpitj
∑
n∈O
h(|n|)|ρj(n)|2;
eventually we infer the following straightforward mean-value theorem for the Fourier coefficients, which refines
Koyama’s result [Koy01, Lemma 4.3]:
Lemma 3.10. For h defined as above we have
Λj(N) = cN + r(tj , N)
with ∑
tj6T
|r(tj , N)|  N1/2T 3+η+ (3.41)
for some c > 0, which can be explicitly given.
Proof. Proceeding similarly to [Koy01], we have
sinhpitj
tj
Λj(N) =
1
2pii
∫
(3)
h˜(s)L
(s
2
, uj ⊗ uj
)
ds = cN
sinhpitj
tj
+O
(
N1/2
∫ ∞
0
|L(1/2 + iτ, uj ⊗ uj)|
(1 + τ)`
dτ
)
.
This together with (3.38) leads us to (3.41). 
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Proof of Theorem 3.9. As we all know, the pivotal tactics to tackle the problem was given in [Koy01, pp.789–
792], so we can brief the proof as follows. For brevity, we show the bound (3.40) for EΓ(X). From Lemma 3.10
we exploit the expression
1
N
∑
n∈O∗
h(|n|)
∑
j
|ρj(n)|2
sinhpitj
tjX
itje−tj/T = c
∑
j
Xitje−tj/T +O(N−1/2T 3+η+),
instead of [Koy01, (4.4)]. Combining this with the aforementioned bound Sn(ψ) (NTX)1/2+ (see (3.26))
yields ∑
j
Xitje−tj/T 4 T 3+ηN−1/2 + (NTX)1/2  (T 7+2ηX)1/4 (3.42)
by balancing with N = T 5/2+ηX−1/2. The estimate (3.42) tells us that
EΓ(X) X(11+4η)/(7+2η)+
upon taking T = X3/(7+2η). The proof of Theorem 3.9 is complete. 
Before performing our smoothing, we remark that the spectral large sieve inequality (still conjectural)
would lead to the mean-Lindelo¨f hypothesis. In the proof of the mean-Lindelo¨f hypothesis in two dimensions
(see Luo and Sarnak [LS95]), the spectral large sieve played a key role, whereas in the proof of η = 1/2 we
have to instead introduce some weight function, consulting the work of Li [Li11, Section 5]. Actually, a large
sieve in three dimensions was established by Watt [Wat14] for PSL2(O) and its Hecke congruence subgroups.
We record his consequence only for the Picard group.
Proposition 3.11 (Watt [Wat14, Theorem 1]). Let Γ = PSL2(O). For T, N  1 and a = {an} a sequence
of complex numbers, we then have∑
tj6T
∣∣∣∣∣ ∑
N(n)∼N
anνj(n)
∣∣∣∣∣
2
 (T 3/2N1+ + T 3)‖aN‖, (3.43)
where ‖aN‖ is the L2-norm of the sequence {an} in the dyadic window (N, 2N ], namely
‖aN‖ =
∑
N(n)∼N
|an|2.
The analogous result in two dimensions was already appeared in the famous papers [Iwa80, Theorem 1.1]
and [DI86, Theorem 2]. As was faithfully explained in [Wat14, Remark 2.4], the large sieve constant in (3.43)
falls distinctly short of being best possible. In order to overcome the actual situation, Watt have conjectured
an upper bound O((T 3 +N)‖aN‖2) in (3.43). Also, in the range N  T 3/2+ we can get the stronger upper
bound (see (2.12) of [Wat14])
O((T 3 + T 2N2/3+ + TN1+)‖aN‖2).
In principle, improving the factor T 3/2N1+ to N (optimal) would give η = 0 by the argument of Luo and
Sarnak [LS95, p.222].
Inspired by the very recent work of Balog et al. [BBHM19], we bound the spectral exponential sum
S(T,X) in square mean over V 6 X 6 V + ∆. The implement we will use was already created in [CG18,
BBHM19, BCC+19], thus we simply combine (3.37) with their analyses. Specifically, on the second equality
in (3.37), the second moment of the first j-sum was bounded in Corollary 3.7, while that of the second j-sum
is evaluated in terms of the spectral second moment bound for symmetric square L-functions attached to
Maass-Hecke cusp forms. In this direction, we can prove the second moment of the smoothened version of
S(T,X) as an analogue of [BBHM19, Theorem 3.3].
Theorem 3.12. For any  > 0 we have
1
∆
∫ V+∆
V
∣∣∣∣∣∑
j
Xitje−tj/T
∣∣∣∣∣
2
dX  V 

T 5 min(∆−1V, T ) if 0 < T 6 V 1/(5+2η),
∆−1V 3/2T 5/2+η if V 1/(5+2η) < T 6 (∆−2V 3)1/(3−2η),
T 4 if (∆−2V 3)1/(3−2η) < T 6 V 1/2.
(3.44)
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In particular, the left hand side can uniformly be bounded by ∆−1T 5/2+ηV 3/2+ under the assumption (3.11).
Since the best known smallest value of η so far established is 1/2 at present, there does not exist T
satisfying (∆−2V 3)1/(3−2η) < T 6 V 1/2. If η can be further reduced beyond 1/2 as much as possible, then
the bound in the third range becomes effective.
Proof. We start by the direct use of the identity (3.37) where we replace the second occurrence of ϕˆ(tj) to
Xitje−tj/T (with negligible error term). Also, we restrict the integration to |=(s)| 6 T . Using the support
condition on h, it holds that∣∣∣∣∣∑
j
Xitje−tj/T
∣∣∣∣∣
2
 1 + 1
N
∑
N6N(n)62N
∣∣∣∣∣∑
j
αjϕˆ(tj)|λj(n)|2
∣∣∣∣∣
2
+
T 
N
∫ T 
−T 
∣∣∣∣∣∑
j
αjX
itje−tj/TL(1/2 + iτ, sym2uj)
∣∣∣∣∣
2
dτ. (3.45)
Abbreviating as
Lj(τ) := L(1/2 + iτ, sym
2uj),
we average the left hand side of (3.45) over V 6 X 6 V + ∆. Applying Corollary 3.7 to the n-sum above,
we have
1
∆
∫ V+∆
V
∣∣∣∣∣∑
j
Xitje−tj/T
∣∣∣∣∣
2
dX  (∆−1NV 2 + T 4)(NTV )
+
T 
∆N
∫
|τ |6T 
∫ V+∆
V
∣∣∣∣∣∑
j
αjX
itje−tj/TLj(τ)
∣∣∣∣∣
2
dXdτ.
In order to facilitate the forthcoming analysis and to bring the estimation into the spectral second moment
of Lj(τ), we now appeal to the Cauchy-Schwarz inequality for the j-sum once. Specifically, let us distribute
the spectral parameters tj into intervals of length T , deducing∣∣∣∣∣∑
j
αjX
itje−tj/TLj(τ)
∣∣∣∣∣
2

∞∑
m=1
m2
∣∣∣∣∣ ∑
(m−1)T6tj<mT
αjX
itje−tj/TLj(τ)
∣∣∣∣∣
2
.
Letting
J(T, V,∆;m, τ) :=
1
∆
∫ V+∆
V
∣∣∣∣∣ ∑
(m−1)T6tj<mT
αjX
itje−tj/TLj(τ)
∣∣∣∣∣
2
dX,
we infer that
1
∆
∫ V+∆
V
∣∣∣∣∣∑
j
Xitje−tj/T
∣∣∣∣∣
2
dX  (∆−1NV 2 + T 4)(NTV ) + T

N
sup
|τ |6T
∞∑
m=1
m2J(T, V,∆;m, τ). (3.46)
We then bound J(T, V,∆;m, τ) by opening up the square, integrating explicitly in X, and using the formula
for the harmonic weights αj , getting
J(T, V,∆;m, τ) ∆−1T V e−2m
∑
(m−1)T6tj ,tk<mT
|Lj(τ)Lk(τ)|
1 + |tj − tk|
6 ∆
−1T V e−2m
2
∑
(m−1)T6tj ,tk<mT
|Lj(τ)|2 + |Lk(τ)|2
1 + |tj − tk|
= ∆−1T V e−2m
∑
(m−1)T6tj<mT
|Lj(τ)|2
∑
(m−1)T6tk<mT
1
1 + |tj − tk| .
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By invoking the Weyl law (2.7) on unit intervals, the last k-sum is calculated as
∑
(m−1)T6tk<mT
1
1 + |tj − tk| 6
[T ]∑
`=1
∑
(m−1)T6tk<mT
`−16|tj−tk|<`
1 (mT )2+
[T ]∑
`=1
1
`
 (mT )2+
for (m− 1)T 6 tj < mT ; whence we get
J(T, V,∆;m, τ) ∆−1(mT )2+V e−2m
∑
(m−1)T6tj<mT
|Lj(τ)|2. (3.47)
So we combine (3.47) with the mean value estimate (3.39), then
J(T, V,∆;m, τ) (mT )5+2η+e−2m(1 + |τ |)A.
This together with (3.46) yields
1
∆
∫ V+∆
V
∣∣∣∣∣∑
j
Xitje−tj/T
∣∣∣∣∣
2
dX  (∆−1NV 2 + T 4)(NTV ) + T
5+2η+V
∆N
 (∆−1V 3/2T 5/2+η + T 4)(TV ),
(3.48)
where we have optimized N = V −1/2T 5/2+η. The bound (3.48) corresponds to (14) of [BBHM19], which
improves the recent work of Cherubini and Guerreiro [CG18, Lemma 4.4]. Note that, from our assumption
N > 1, the second line of (3.48) is valid if and only if N > 1, i.e. T > V 1/(5+2η). For the remaining
part T 6 A1/(5+2η) we have to pursue appropriate evaluation of the smoothened second moment (3.45) in
repeating similar fashion. In practice, we directly distribute the spectral parameters tj into intervals of length
T as before, apply the Cauchy-Schwarz inequality for the resulting m-sum, square out the various j-subsums,
integrate the double sum over tj and tk directly in X, and then use the Weyl law. We therefore have
1
∆
∫ V+∆
V
∣∣∣∣∣∑
j
Xitje−tj/T
∣∣∣∣∣
2
dX  ∆−1V
∑
m>1
m2e−2m
∑
(m−1)T6tj ,tk6mT
1
1 + |tj − tk|  ∆
−1V T 5+. (3.49)
On the other hand, if we use the trivial bound S(T,X) T 3, we then find that the left hand side of (3.49)
has the order of magnitude T 6. Gathering together those estimates finishes the proof. 
It is very important to see how Theorem 3.12 improves upon the obvious estimate. By Lemma 3.10, we
now consider
1
N
∑
n∈O
h(|n|)
∑
j
αjϕˆ(tj)|λj(n)|2 = 1
N
∑
j
∑
n
h(|n|)ϕˆ(tj)|νj(n)|2 = c
∑
j
ϕˆ(tj) +O(N
−1/2T 3+η+). (3.50)
We then perform the square mean integral over the right hand side of (3.50) using Corollary 3.7 and the
Cauchy-Schwarz inequality, deriving that
1
∆
∫ V+∆
V
∣∣∣∣∣∑
j
Xitje−tj/T
∣∣∣∣∣
2
dX  (N∆−1V 2 + T 4)(NTV ) + T
6+2η+
N
under the assumption (3.11). In this way, letting N = ∆1/2T 3+ηV −1 reveals that the trivial bound for the left
hand side of (3.44) is ∆−1/2V T 3+η+ (since N > 1, this is available only in the range T > (∆−1/2V )1/(3+η)).
When V = ∆ for example, this bound becomes V 1/2T 3+η+, which is really weaker by the factor T 1/2 in the
medium range in the right hand side of (3.44).
The next step is to replace the smooth weight function e−t/T in
∑
j X
itje−tj/T with the smooth charac-
teristic function χ(t) of the interval [1, T ]. This yields the second moment bound on S(T,X):
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Corollary 3.13. For any  > 0 we have
1
∆
∫ V+∆
V
|S(T,X)|2dX  V 

T 5 min(∆−1V, T ) if 0 < T 6 V 1/(5+2η),
∆−1V 3/2T 5/2+η if V 1/(5+2η) < T 6 (∆−2V 3)1/(3−2η),
T 4 if (∆−2V 3)1/(3−2η) < T 6 V 1/2
In particular, the integral on the left can uniformly be bounded by ∆−1T 5/2+ηV 3/2+ by assumption (3.11).
Proof. We provide an outline of the proof, and proceed as in [LS95, p.235–236] and [CG18, Proposition 4.5].
Take a smooth function g(ξ) such that supp(g) ⊆ [1/2, T + 1/2], 0 6 g(ξ) 6 1, and g(ξ) = 1 for 1 6 ξ 6 T .
We recall #{j : T 6 tj 6 T + 1}  T 2 to obtain
S(T,X) =
∑
j
g(tj)X
itj +O(T 2).
Let us denote by gˆ(t) the Fourier transform of g(ξ)eξ/T , then∫
|t|>1
gˆ(t)e(−ty)dt = − 1
pi
∫ ∞
ξ=−∞
d
dξ
(
g(ξ)eξ/T
) ∫ ∞
t=1
sin(2pit(ξ − y))dtdξ
t
 1
1 + |y| +
1
1 + |T − y| +
log(T + |y|)
T
.
So, from the Fourier inversion one has
g(t)et/T =
∫
|ξ|61
gˆ(ξ)e(−ξt)dξ +O
(
1
1 + |t| +
1
1 + |T − t| +
log(T + |t|)
T
)
.
For notational convenience, we now let
k(T,X, ξ) :=
∑
j
(Xe−2piξ)itje−tj/T ,
then it holds that∑
j
g(tj)X
itj =
∫
|ξ|61
gˆ(ξ)k(T,X, ξ)dξ +O
(∑
j
e−tj/T
tj
+
etj/T
1 + |T − tj | +
log(T + tj)e
−tj/T
T
)
,
where the error term is trivially bounded by O(T 2). Therefore, we deduce
1
∆
∫ V+∆
V
|S(T,X)|2dX  1
∆
∫ V+∆
V
∣∣∣∣ ∫|ξ|61 gˆ(ξ)k(T,X, ξ)dξ
∣∣∣∣2dX + T 4
 1
∆
∫ V+∆
V
∣∣∣∣ ∫|ξ|6δ gˆ(ξ)k(T,X, ξ)dξ
∣∣∣∣2dX
+
1
∆
∫ V+∆
V
∣∣∣∣ ∫
δ<|ξ|61
gˆ(ξ)k(T,X, ξ)dξ
∣∣∣∣2dX + T 4
(3.51)
with δ > 0 the parameter to be chosen later. For the first (resp. second) term in the right hand side of (3.51),
we exploit Theorem 3.12, the Cauchy-Schwarz inequality in ξ once, and the first (resp. second) bound in
gˆ(t) min(T, |t|−1). To reach the desired consequence, we finally choose δ = T−2. 
3.4. Completion of the proof of Theorem 1.1. We here prove that Theorem 1.1 can be reduced to
bounding the second moment of S(T,X). One reproduces the deduction of Cherubini and Guerreiro [CG18].
Our starting point is to invoke the explicit formula for ΨΓ(X) (Lemma 2.2). By partial summation, the
original sum over |tj | 6 T in (2.8) can be expressed as twice the real part of∑
tj6T
X1+itj
1 + itj
= X
S(T,X)
1 + iT
+ iX
∫ T
1
S(U,X)
(1 + iU)2
dU.
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In view of Corollary 3.13 and repeating the Cauchy-Schwarz inequality, the average over V 6 X 6 V + ∆
becomes
1
∆
∫ V+∆
V
∣∣∣∣∣ ∑
tj6T
X1+itj
1 + itj
∣∣∣∣∣
2
dX  V
2
∆T 2
∫ V+∆
V
|S(T,X)|2dX + V
2 log T
∆
∫ T
1
∫ V+∆
V
|S(U,X)|2 dXdU
U3
 ∆−1T 1/2+ηV 7/2+.
Therefore
1
∆
∫ V+∆
V
|EΓ(X)|2dX  ∆−1T 1/2+ηV 7/2+ + V
4
T 2
(log V )2, (3.52)
where the second term on the right comes from the error term in the explicit formula. Finally we bound the
right hand side of (3.52) by
V 2+4(1+η)/(5+2η)+
(V
∆
)4/(5+2η)
,
upon picking T = (∆2V )1/(5+2η), where we have to restrict as ∆ 6 V (3+2η)/4 from our assumption V  
T 6 V 1/2. Hence we arrive at the order of magnitude not bigger than
V 2+4(1+η)/(5+2η)+
(V
∆
)4/(5+2η)
+ V 3(log V )2 (3.53)
for every 1 ∆ 6 V . We are done. 
Remark 3.14. When we substitute η = 1/2, our Theorem 1.1 overlaps with the result of Chatzakos,
Cherubini and Laaksonen [CCL18, Theorem 1.1]. If the mean-Lindelo¨f hypothesis is true and the second
term V 3(log V )2 in (3.53) does not appear, then we find that the exponent 7/5 +  for EΓ(X) follows on
average. This suggests that the exponent 3/2 +  could further be reduced in a square mean sense, and that
the extremely strong bound EΓ(X) X1+ (which is out of reach at the moment) is perhaps allowable! But
we cannot produce any kind of evidence for the non-appearance of V 3(log V )2 in this paper.
Remark 3.15. When we deal with more general Bianchi groups and their congruence subgroups, there is
a possibility of existence of small eigenvalues less than 1. But one finds that the contribution of these is
absorbed by the error term in the explicit formula. Everything in our analysis would go smoothly for such
Bianchi groups and congruence subgroups.
4. Applications
In this section we describe three applications as byproducts of our second moment bound.
4.1. Deducing a short interval result from the second moment. We shall discuss the 3-dimensional
analogue of Theorem 2 in [BBHM19]. It can be easily checked that our second moment bound (1.4) permits
the following short interval estimate:
Corollary 4.1. For 0 6 h 6 1 and 1 ∆ 6 V we have
1
∆
∫ V+∆
V
|ΨΓ(X)−ΨΓ(X − hX)− h(1− h/2)X2|2dX  ∆−2/3V 11/3+. (4.1)
Specifically, Corollary 4.1 says that the approximation ΨΓ(X)−ΨΓ(X − hX) ≈ h(1− h/2)X2 holds with
the error term X3/2+ on average. We remark that the bound (4.1) cannot be improved at the moment even
if the value of η is reduced further. As was shown in the proof of Theorem 1.1, if we restrict on ∆, namely
1 ∆ 6 V (3+2η)/4, we get
1
∆
∫ V+∆
V
|ΨΓ(X)−ΨΓ(X − hX)− h(1− h/2)X2|2dX  ∆−4/(5+2η)V 2+4(2+η)/(5+2η).
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Remark 4.2. Even when we consult the strategy produced in [BBHM19, pp.9–10], the short interval result
including the parameter h cannot be inferred. The core reason is that the bound for the second moment of
S(T,X) is worse than in the two dimensional setting. In fact, we have
V 2
∆T 2
∫ V+∆
V
|S(T,X)|2  ∆−1T 1/2+ηV 7/2+.
Hence, the term involving h ends up being absorbed by the error coming from this bound.
4.2. Proof of the conjectural bound for almost all X. Koyama [Koy16] and Avdispahic´ [Avd17a,
Avd17b, Avd18b, Avd18a] have tried an approach to obtain more effective bounds on EΓ(X), employing the
classical notion of Gallagher [Gal70]. Their results are of the type
EΓ(X) Xδ+ (4.2)
outside a closed subset A of [2,∞] with finite logarithmic measure, that means ∫
A
dx/x < ∞. In practice,
they showed (4.2) for X /∈ A in the two dimensional setting with δ = 7/10 (resp. δ = 3/4) for Γ cocompact
(resp. cofinite). Avdispahic´ [Avd18b, Avd18a] generalized this idea to the 3-dimensional case. In particular,
for Γ = PSL2(OK), where OK is the ring of integers of an imaginary quadratic number field K = Q(
√−D)
of class number one, he got EΓ(X) X21/13(logX)2/13(log logX)2/13+.
In this direction, it turns out that Corollary 1.2 improves upon Avdispahic´’s result to the extent that δ
can be taken to be any number exceeding 3/2.
Corollary 4.3. Let Γ = PSL2(O). For every δ > 3/2 there exists a set A ⊆ [2,∞) of finite logarithmic
measure such that EΓ(X)  Xδ for X /∈ A. Indeed, the set A = {X > 1 : |EΓ(X)| > X3/2+} has finite
logarithmic measure.
In the two dimensional setting, Iwaniec stated in [Iwa84a, p.187] without proof that “One can also show
quite easily that EΓ(X)  X2/3+ for almost all X” (the notation is modified to meet our definition).
Corollary 4.3 proves the 3-dimensional analogue of his claim up to  for X /∈ A.
4.3. Asymptotic average of class numbers of binary quadratic forms over Z[i]. Finally, let us recall
that it is possible to give (cf. Sarnak [Sar83]) a bijective correspondence between norms N(P ) and primitive
binary quadratic forms Q(x, y) = ax2 + bxy+ cy2 of positive discriminants d = b2−4ac > 0 (primitive means
that (a, b, c) = 1). Denote by h(d) the number of inequivalent classes of such forms of discriminant d, and by
d = (t +
√
du)/2 the fundamental solution to the Pell-type equation t2 − du2 = 4 for d ∈ Ω. Here Ω is the
set of discriminants of binary quadratic forms (over Gaussian integers), that is to say
Ω = {m ∈ Z[i] : m ≡ y2 (mod 4) for some y ∈ Z[i] and m is not a perfect square}.
It turns out that automorphs of Q(x, y)’s are given by ±P (t, u), where
P (t, u) =
 t− bu2 −cu
au
t+ bu
2
 ∈ PSL2(O).
For u 6= 0, P (t, u) is hyperbolic with norm (t + √du)2/4 and trace t. We then indicate by (td, ud) the
fundamental solution to the Pell-type equation above so that we see that P (td, ud) is a primitive hyperbolic
matrix with norm 2d and trace td (P (t, u)’s are some power of P (td, ud)). So a bijection by Sarnak: Q(x, y) 7→
P (t, u) sends the primitive quadratic form Q(x, y) of discriminant d to the primitive hyperbolic element
P (td, ud). Thus for every discriminant d we see that there are h(d), the class number, primitive hyperbolic
conjugacy classes and these all have the same norm 2d and trace td. Then, Sarnak [Sar83, Corollary 4.1]
established that∑
d∈Ω
|d|6X1/2
h(d) = piΓ(X) := #{T0 primitive hyperbolic or loxodromic conjugacy class: N(T0) 6 X},
which we can relate to ΨΓ(X) via summation by parts. Thus one can directly passes between every result
on ΨΓ(X) and the average size of the class numbers h(d) (see [Sar83, Theorem 7.1]).
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Remark 4.4. Since we have
D := {d > 0 : d ≡ 0, 1 (mod 4) and d is not a perfect square} ⊂ Ω,
the pseudoprime counting function piΓ(X) with Γ ⊂ PSL2(C) counts “many more” norms than that in the
two dimensional setting. In view of the fact that the main terms in the asymptotic formulas for piΓ(X)
in two and three dimensions are Li(X) and Li(X2) respectively, the contribution of the additional norms
corresponding to loxodromic elements is embarrassingly big.
Consequently, we obtain an equivalent assertion to Corollary 1.2 that
Theorem 4.5. For 1 ∆ 6 V and  > 0 we have
1
∆
∫ V+∆
V
∣∣∣∣∣ ∑
d∈Ω
|d|6X1/2
h(d)− Li(X2)
∣∣∣∣∣
2
dX  ∆−2/3V 11/3+.
This improves upon Corollary 1.74 of [BCC+19] for Γ = PSL2(O).
5. The spectral exponential sum and numerics
As for the spectral exponential sum provided in the introduction, there remains many questions so far
unfathomed. In this section we deliberate upon the conjecture concerning an expected bound for such a sum
with numerical support. The principal arguments below are arithmetic in nature.
5.1. The present circumstances and asymmetricity. As in the sections above, let λj = 1+t
2
j denote the
eigenvalues of the hyperbolic Laplacian ∆ on Γ\H3 with Γ = PSL2(O), and recall S(T,X) =
∑
tj6T X
itj . In
the two dimensional case, Petridis and Risager [PR17, Conjecture 2.2] conjectured that the first sum in (1.6)
exhibits cancellation of order T up to some powers of logX. It is tempting to speculate what the true order
of EΓ(X) in our case should be. Actually, it seems plausible to conjecture that EΓ(X) is order of magnitude
of X1+, and we also guess for S(T,X) with uniform dependence on X that
Conjecture 5.1. The spectral exponential sum S(T,X) exhibits cancellation of order T , precisely for any
 > 0 and X > 1 we have
S(T,X) T 2+X.
Yet, both conjectures for EΓ(X) and S(T,X) are no longer obvious, and what is even worse is that
the comparison of these gives rise to the discrepancy between the expected bound on EΓ(X). Indeed,
Conjecture 5.1 does not lead us to EΓ(X) X1+. At this stage, even Conjecture 5.1 have no solid evidence
unlike in two dimensions. This phenomenon was also bespoken in [BCC+19, Remarks 1.5 and 3.1].
In order to describe the reason for the discrepancy, we now illustrate some indigenous asymmetry between
bounds on EΓ(X) and S(T,X). Firstly, notice that one can only reach the bound EΓ(X)  X3/2+ upon
supposing Conjecture 5.1, the most relevant reason for which is that Nakasuji’s explicit formula has a 3/2-
barrier. In view of the Weyl law (Theorem 2.1), the trivial bound for S(T,X) turns out to be O(T 3) (one can
apply this to Lemma 2.2 to get the bound EΓ(X)  X5/3+ pioneered by Sarnak). Assuming that we can
make T get close to X1/2, the error term in Lemma 2.2 is X3/2+, and the sum ∑|tj |6T Xsj/sj is bounded
by the same quantity subject to Conjecture 5.1. Another thing to note is that Theorem 1.3 yields the bound
S(T,X) T 2+X for a fixed X as T →∞, which suggests the correctness of the bound EΓ(X) X3/2+.
This bound is also the strongest we can hope for with the method we use due to the error introduced by the
smoothing. It is not clear how far the exponent 3/2 is from the truth.
Secondly, let us ignore the restriction T 6 X1/2 temporarily. In her deduction of Lemma 2.2, Nakasuji
consulted the argument of Iwaniec, so whether it is possible to reduce the restriction hinges upon the Brun-
Titchmarsh type inequality or a bound on the Selberg zeta function in some horizontal strip. If square root
cancellation S(T,X) T 3/2+X is assumed, then by balancing with T = X2/3 we obtain EΓ(X) X4/3+.
4The right hand side of (1.3) in [BCC+19] seems to be incorrect. We have to replace X with X1/2 in the integrand of the
left hand side of their bound (1.3), then the correctness of the bound ∆−2/5V 18/5+ is guaranteed.
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This is still far from the extremely strong exponent 1 +  (square root bound on EΓ(X)). In practice, the
exponent 1 +  can only be reached by supposing S(T,X)  T 1+X. As found by Iwaniec [Iwa84b], this
kind of asymmetry between square root bounds on S(T,X) and EΓ(X) never occurs in two dimensions.
Finally, on the contrary to the aforementioned opinion, there are reasons representing that EΓ(X) X1+
is perhaps possible. In fact, Nakasuji established the following:
Theorem 5.2 (Ω-result, Nakasuji [Nak01]). Let Γ ⊂ PSL2(C) be a cocompact subgroup, or a cofinite subgroup
such that
∑
γj>0
Xβj−1/γ2j  (1 + logX)−3, where βj + iγj are poles of the scattering determinant. We have
ΨΓ(X) =
X2
2
+
∑
1<sj<2
Xsj
sj
+ Ω±(X(log logX)1/3).
Theorem 5.2 is a generalization of the result of Hejhal [Hej76b] in two dimensions. Eventually, Theorem 5.2
asserts that the strong bound EΓ(X) X1+ is, if true, optimal.
5.2. Controlling S(T,X) in the spectral aspect. To study the Asymmetricity Problem, we shed light
upon the order of magnitude of S(T,X) as T → ∞ and X > 1 is fixed. One sees that technical difficulties
do not arise in the spectral aspect. Actually we can establish a much finer asymptotic formula for S(T,X)
from the Selberg trace formula.
Before proving Theorem 1.3, we shall remember a principal situation. Let ζ(s) be the Riemann zeta
function and indicate its nontrivial zeros by ρ = β + iγ with 0 < β < 1. Denote by Λ(x) the von Mangoldt
function extended to R by letting Λ(x) = 0 for every x ∈ R\N. In 1912, Landau obtained the striking result
on an exponential sum involved with the Riemann zeros.
Theorem 5.3 (Landau’s formula [Lan12, Satz 1]). Fix x > 1. We then have∑
0<γ6T
xρ = − T
2pi
Λ(x) +O(log T ). (5.1)
Notice that the proof of Theorem 5.3 was done by a fairly elementary contour integration. Theorem 5.3
tells us that the right hand side of (5.1) grows by an order of T when x is a prime power. Landau’s formula in
its original form is of limited practical use, since the approximation is not uniform in x (see [Gon93]). With
the empirical data of Odlyzko [Odl14] in mind, the graph of the real and imaginary parts of the normalized
sum T−1
∑
0<γ6T x
ρ was provided in [PR17]. Another thing to be aware of, which one might not have
expected after a quick inspection of Landau’s formula, is that the peaks at actual primes are much larger
than at higher prime powers. In practice, Λ(x) takes the value log p on powers of some fixed prime p, so any
peak that is higher than the preceding ones necessarily corresponds to a new prime.
We turn to a spectral analogue of Landau’s formula above. In the case of Γ = PSL2(Z), Fujii [Fuj84a]
stated the following asymptotic formula without proof:
Theorem 5.4 (Fujii [Fuj84a, Theorem 1]). Let Γ = PSL2(Z). For a fixed X > 1, we have∑
tj6T
Xitj =
vol(Γ\H)
2pii logX
TXiT +
T
2pi
(X1/2 −X−1/2)−1ΛΓ(X) + T
pi
X−1/2Λ(X1/2) +O
(
T
log T
)
(5.2)
as T →∞, where ΛΓ(X) = logN(P0) if X = N(P0)j for some j > 1, and otherwise 0.
The very important point is that the sum on the left of (5.2) is over 0 < tj 6 T . In passing, the spectral
exponential sum takes a different form
∑
eiαtj in Fujii’s original paper. Therefore, we can take α = logX to
get (5.2). Perhaps the analogous method to his another paper [Fuj82] is applicable for proving (5.2). I thank
Akio Fujii for pointing out to me the highly-related papers [Fuj84b, Ven78]. Laaksonen [PR17, Appendix,
Theorem 1] independently established the real part of (5.2) by the direct use of the Selberg trace formula.
Laaksonen’s consequence is also derived by doubling the real part of ii) in [Fuj84a, Theorem 1]. We call the
real part (resp. imaginary part) of the sum
∑
tj6T X
itj cosine kernel (resp. sine kernel). Theorem 5.2 reveals
that the oscillations at peak points for the sine and cosine kernels is of different nature.
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Now, the Selberg zeta function of Γ ⊂ PSL2(C) is defined by the following Euler product:
Z(s) :=
∏
{T0}
∏
(k,`)
(1− a(T0)−2ka(T0)−2`N(T0)−s), (5.3)
where the outer product is taken over all primitive hyperbolic or loxodromic conjugacy classes of Γ, and (k, `)
ranges over all the pairs of positive integers satisfying the congruence k ≡ ` (mod m(T0)) with m(T ) the
order of the torsion of the centralizer of T . It is known to be absolutely convergent in <(s) > 2. Elstrodt,
Grunewald and Mennicke [EGM98, p.208, Lemma 4.2] showed the following:
Z ′
Z
(s) =
∑
{T}
Λ˜Γ(T )N(T )
−s with Λ˜Γ(T ) =
N(T ) logN(T0)
m(T )|a(T )− a(T )−1|2 . (5.4)
Here the sum is over all hyperbolic and loxodromic conjugacy classes of Γ, and T0 is a primitive element
associated with T . The Selberg zeta function for Γ = PSL2(O) will be used in the proof of Theorem 1.3.
Given the Riemann Hypothesis for Z(s), one can work with the sum S(T,X) unlike in the case of ζ(s). As far
as I know, an asymptotic formula for S(T,X) in the spectral aspect in three dimensions such as Theorem 1.3
has not appeared in print.
Proof of Theorem 1.3. Our plan of the proof is based upon that of Fujii [Fuj84a], and the argument does
not rely directly on the Selberg trace formula. For brevity, we write NΓ(T ) as N(T ) for Γ = PSL2(O). We
invoke the Weyl law in a precise form [EGM98, Theorem 5.1], namely
N(T ) =
1
4pi
∫ T
−T
ϕ′
ϕ
(1 + it)dt+ S(T ) + vol(M)
6pi2
T 3 + b2T log T + b3T + b4 +O
( 1
T
)
(5.5)
with appropriate constant bj (j = 2, 3, 4), which would be explicitly given. The identity (5.5) would fol-
low from the argument analogous to Venkov [Ven82, Ven79] (the modular analogue of (5.5) was appeared
in [Fuj84b, p.168], for example). Hence, recalling the definition of M(T ) = MΓ(T ), we have
S(T,X) =
∫ T
1
XitdN(t)
=
vol(M)
2pi2
∫ T
1
Xitt2dt−
∫ T
1
XitdM(t) +
∫ T
1
XitdS(t) +O(log T )
= Y1 + Y2 + Y3 +O(log T ).
First we work with Y1. By partial integration we derive
Y1 =
vol(M)
2pi2
XiT
i logX
T 2 − vol(M)
2pii logX
∫ T
1
Xittdt+O(1)
=
vol(M)
2pi2i logX
XiTT 2 +
vol(M)
2pi(logX)2
XiTT +O(1).
The first term exactly turns out to be the main term in Theorem 1.3. As for the second term Y2, we have to
simplify the scattering determinant. To this end, we define the completed zeta function by
ξK(s) =
(√|dK |
2pi
)s
Γ(s)ζK(s)
with ζK(s) the Dedekind zeta function. We easily see that ξK(s) satisfies a functional equation
ξK(s) = ξK(1− s).
We know that the scattering determinant is given by
ϕ(s) =
ξK(s− 1)
ξK(s)
=
2pi√|dK | 1s− 1 ζK(s− 1)ζK(s)
so that
−ϕ
′
ϕ
(1 + it) =
ζ ′K
ζK
(1± it) + Γ
′
Γ
(1− it) + Γ
′
Γ
(it)− 2 log pi + 1
it
.
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Therefore, we exploit the Stirling asymptotics to get
M(t) =
1
2pii
(log ζK(1 + it)− log ζK(1− it)) +O(t log t).
From the trivial bound on log ζK(1± it) and integration by parts, one obtains
Y2 = − 1
2pii
∫ T
1
Xitd(log ζK(1 + it)− log ζK(1− it)) +O(log T )
=
logX
2pi
∫ T
1
Xit log ζK(1 + it)dt− logX
2pi
∫ T
1
Xit log ζK(1− it)dt+O(log T ).
Letting δ = (logX)−1, the first term is
=
logX
2pii
∫ 1+iT
1+i
Xt−1 log ζK(t)dt
=
logX
2pii
(∫ 1+δ+iT
1+δ+i
−
∫ 1+δ+iT
1+iT
+
∫ 1+δ+i
1+i
)
Xt−1 log ζK(t)dt
=
logX
2pii
∫ 1+δ+iT
1+δ+i
Xt−1 log ζK(t) +O(log T )
=
Xδ logX
2pi
∞∑
n=2
ΛK(n)
n1+δ log n
∫ T
1
exp(it(logX − log n))dt+O(log T )
=
T
2piX
ΛK(X) +O(log T ),
where ΛK(k) is the von Mangoldt function for the imaginary quadratic field K = Q(i) extended to R by
defining it to be (1 + χ4(k)) log p when k equals a power of some prime p, and otherwise 0. The second
integral involving log ζ(1− 2it) is obviously bounded.
To finish the proof, we treat the third term Y3. Integration by parts gives
Y3 = X
iTS(T )− i logX
∫ T
1
XitS(t)dt+O(1) = XiTS(T ) + Y4 logX − iY5 logX +O(1),
where
Y4 =
∫ T
1
sin(t logX)S(t)dt and Y5 =
∫ T
1
cos(t logX)S(t)dt.
We now put
F (z) = logZ(z) sin((1− z)i logX),
where we take the principal value of the logarithm and the branch of logZ(z) is taken such that logZ(z) is
real for real z > 1. Imitating the aforementioned treatment of Y2, we consider the rectangle with vertices
2 + δ + i, 2 + δ + iT, 1 + iT and 1 + i with δ = (logX)−1. From the definition of S(t) we have
Y4 = =
(
1
pii
∫ 1+iT
1+i
F (z)dz
)
= =
(
1
pii
(∫ 2+δ+iT
2+δ+i
−
∫ 2+δ+iT
1+iT
+
∫ 2+δ+i
1+i
)
F (z)dz
)
.
We remark that the third integral turns out to be bounded. We argue similarly to the way in Fujii [Fuj84a],
calculating the first integral as
1
pii
∫ 2+δ+iT
2+δ+i
F (z)dz =
1
pi
∫ T
1
logZ(2 + δ + it) sin((t− (1 + δ)i) logX)dt
= − 1
2pii
∑
{T}
Λ˜Γ(T )
N(T )2+δ logN(T )
∫ T
1
exp(i(t− (1 + δ)i) logX − it logN(T ))dt
+
1
2pii
∑
{T}
Λ˜Γ(T )
N(T )2+δ logN(T )
∫ T
1
exp(−i(t− (1 + δ)i) logX − it logN(T ))dt
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= −X
1+δ
2pii
∑
{T}
Λ˜Γ(P )
N(T )2+δ logN(T )
∫ T
1
exp(it(logX − logN(T )))dt+O(1)
= − Λ˜Γ(X)
2piiX logX
T +O(1),
where we used the representation (5.4). From this, we arrive at
=
(
1
pii
∫ 2+δ+iT
2+δ+i
F (z)dz
)
=
Λ˜Γ(X)
2piX logX
T +O(1).
The second integral can be bounded as
− 1
pii
∫ 2+δ+iT
1+iT
F (z)dz =
1
pi
∫ 2+δ
1
logZ(σ + iT ) sinh((σ − 1 + iT ) logX)dσ  G(T ),
where G(T ) is the same as in the introduction. In a similar fashion, Y5 can be estimated, namely we have
Y5  G(T ). Notice that the order of G(T ) is always much bigger than log T . Collecting the estimates above,
we end the proof of Theorem 1.3. 
5.3. Numerical experiments. We split our counting function N(T ) into two parts
N(T ) = Nmean(T ) +Nfluct(T ).
Here Nmean(T ) is a smooth function which describes a mean value of the number of tj 6 T , and the fluctuating
part Nfluct(T ) is given by a function which oscillates around zero
lim
T→∞
1
T
∫ T
0
Nfluct(t)dt = 0. (5.6)
Actually, the limit law (5.6) is only by virtue of the fact that the analogue of the Riemann Hypothesis is
known to hold in our case. From the delicate analysis of the Selberg trace formula, one can derive the full
asymptotic formula for the Weyl law (appearing in [Mat95])
Nmean(T ) =
vol(M)
6pi2
T 3 + a2T log T + a3T + a4 +O
( 1
T
)
with
a2 = − 3
2pi
,
a3 =
1
pi
(13
16
log 2 +
7
4
log pi − log Γ
(1
4
)
+
2
9
log(2 +
√
3) +
3
2
)
,
a4 = −1
2
.
We then comment on the fluctuation in the so-called Weyl remainder Nfluct(T ). This is shown in Figure 1,
which is given by using the first 13950 eigenvalues. These are calculated by Then (see [AST12]) with 15
decimal digit precision, using Hejhal’s algorithm. In view of Figure 1, we notice that the magnitude of the
remainder fluctuation grows with respect to T . We also plot the scaled version of the Weyl remainder, namely
Nfluct(T )/T , as shown in Figure 2. We easily see that such a scaled Weyl remainder is bounded in the range
T 6 140 in our calculation. However, one cannot decide even that the magnitude of fluctuations decreases
in T . Hence, one can numerically see that
lim
t→∞ |Nfluct(t)|t
−σ = 0.
for any fixed σ > 1. Since our functions Nfluct(t) and S(t) are bounded by the same quantity, we expect that
the asymptotic growth rate of the remainder fluctuation is o(T ) so that the lower order terms in Theorem 1.3
does not absorbed into the resulting error term.
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Figure 1. The Weyl remainder Nfluct(T ) for the Selberg zeta function of Γ = PSL2(O)
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Figure 2. The scaled version Nfluct(T )/T of the Weyl remainder
Now, Theorem 1.3 has a simple corollary. Similarly to Hejhal’s deduction [Hej83, Theorem 2.29] of an
upper bound for S(T ) in two dimensions, we get
S(T ) = O
(
T 2
log T
)
. (5.7)
One key reason for this is that the Selberg zeta function has a much higher density of zeros at large height,
which in turn makes S(T ) bigger. At the moment, progress on S(T ) remains elusive; indeed, the bound (5.7)
is all we have known up to date concerning the upper bound on S(T ). Notice that the conjectural bound
should be S(T ) = o(T ). On the other hand, the analysis of the integral ∫ T
0
Nfluct(t)dt is very recently done
for the modular surface by Booker and Platt [BP19] by means of Turing’s method. Their analysis should be
applicable for proving the corresponding result in three dimensions. By exploiting the trivial bound (5.7), we
now state, as a corollary of Theorem 1.3, the following asymptotic formula for the sine and cosine kernels.
Corollary 5.5. For a fixed X > 1 we have∑
tj6T
cos(tj logX) =
vol(M)
2pi2
sin(T logX)
logX
T 2 +O
(
T 2
log T
)
and ∑
tj6T
sin(tj logX) = −vol(M)
2pi2
cos(T logX)
logX
T 2 +O
(
T 2
log T
)
as T →∞.
Remark 5.6. Despite the proof we provided being based on Fujii’s method, the argument of Laakso-
nen [PR17, Appendix] is effective for the purpose of proving only the first claim in Corollary 5.5. In practice,
let ψ be a positive even function with compact support on [−1, 1] such that ∫∞−∞ ψ(u)du = ∫ 1−1 ψ(u)du = 1.
Deforming ψ by the small parameter  we then define ψ(x) = 
−1ψ(x/), so that it is supported on a short
interval [−, ], and that ∫∞−∞ ψ(u)du = 1. Also, we denote by k the convolution k(r) = (χ[−T,T ] ∗ψ)(r) for
some  > 0 to be chosen later. Then we define h(r) = k(r)(Xir +X−ir) depending only on T, X and . Now
a simple computation yields
T (T,X) =
∑
|tj |6T
Xitj +O(T 2),
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where we put T (T,X) =
∑
j h(tj). For the identity motion in the Selberg trace formula, we employ the
properties that k is even and is supported on [−T − , T + ], getting
I =
vol(M)
2pi2
∫ ∞
−∞
k(r) cos(r logX)r2dr
=
vol(M)
pi2
(∫ T−
0
+
∫ T+
T−
)
k(r) cos(r logX)r2dr =
vol(M)
pi2
sin((T − ) logX)
logX
T 2 +O(T 2).
Following Laaksonen, we choose  = (log T )−1. The other terms in the Selberg trace formula can be estimated
in the same way as his. Hence, the first assertion in Corollary 5.5 readily follows. As the Selberg trace formula
demands that the test function is even, we cannot derive a similar formula for the sine kernel from the same
approach.
We now present plots of the real and imaginary parts of S(T,X) in terms of both T and X. The evidence
getting from the plots reinforces our belief that Theorem 1.3 is available with the terms of order T and the
error o(T ). For notational convenience, we introduce the allied sums
R(T,X) = 2
∑
tj6T
cos(tj logX) and Q(T,X) = 2
∑
tj6T
sin(tj logX).
We remark that R(T,X) can be expressed as twice the real part of S(T,X), i.e.
∑
|tj |6T X
itj . Taking into
account Theorem 1.3, we consider the normalized sums
Π1(T,X) = R(T,X)− vol(M)
pi2
sin(T logX)
logX
T 2
and
Π2(T,X) = Q(T,X) +
vol(M)
pi2
cos(T logX)
logX
T 2.
Laaksonen kindly told me that the computations of the spectral exponential sums are robust, in other words,
the number of eigenvalues or their precision has no significant impact on our numerics. As was stated above,
the programs used for our plots are executed by applying the 13950 consecutive eigenvalues. Note that the
corresponding spectral parameters satisfy tj 6 140. In passing, for the modular surface, we apply 53000
eigenvalues for the computation, whereas for the Picard group the number of eigenvalues so far calculated
is much less. Then taught me the reason for this is that his CPU time required to compute the consecutive
spectral parameters up to T scales with the sixth power in T .
We begin with considering the order of magnitude of Πj(T,X) (j = 1, 2) in terms of T . In Figure 3, we
plotted the different normalization of Πj(T,X), where we are fixing X = 46.97 with T → ∞ (notice that
46.97 is one of the norms of primitive hyperbolic or loxodromic elements). Figure 3 reveals that Πj(T,X)
would have the order of magnitude of T .
Remark 5.7. The method of calculating the norms in the three dimensional case is almost the same as in
two dimensions, but we just have take the fact into account that we are working over C. Since PSL2(Z) is
contained in PSL2(Z[i]), all the lengths in two dimensions should appear in the three dimensional case as
well (along with additional norms corresponding to loxodromic elements).
Next, we work with Σ1(T,X) = R(T,X)T
−2 and Σ2(T,X) = Q(T,X)T−2. We plot these sums in Figure 4
for a small range X ∈ [3, 20] with T = 140. From the figure, the oscillations in R(T,X) and Q(T,X) seem to
be much stronger than in the case of the Riemann zeta function, which leads one to suspect that the main term
in each sum should have an oscillatory component. From Theorem 1.3, we already know such a component
is expressed by the sine (resp. cosine) for the cosine kernel R(T,X) (resp. sine kernel Q(T,X)). We also
observe that the oscillations in Σ1(T,X) and Σ2(T,X) agree and are just slightly out of synchronization (this
is a recurring phenomenon). We should expect to see growth at the lengths of the closed geodesics on M.
But we cannot see the peaks at these lengths at the moment due to the shortage of the eigenvalues we are
using, and in fact one may need the spectral parameters up to 500, for example, for plotting more detailed
behavior. In Figure 5, the graphs of R(T,X)T−1 and Q(T,X)T−1 is plotted in the X-aspect with T = 140.
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Figure 3. Two different normalizations of Π1(T,X) (blue) and Π2(T,X) (green) at X = 46.97
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Figure 4. The normalized sums Σ1(T,X) (blue) and Σ2(T,X) (green) in terms of X for
X ∈ [3, 20] with T = 140
Figure 5 suggests that the extremely strong bound S(T,X)  T 1+X is perhaps allowable (although it is
not possible to dispose of X).
Finally, there is something we have to think carefully. The symmetry in the Picard group and the symme-
tries of the fundamental domain imply that the Maass forms fall into four symmetry classes named D, G, C
and H, which fits into
D : ψ(x+ jy) = ψ(ix+ jy) = ψ(−x+ jy),
G : ψ(x+ jy) = ψ(ix+ jy) = −ψ(−x+ jy),
C : ψ(x+ jy) = −ψ(ix+ jy) = ψ(−x+ jy),
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Figure 5. The normalized sums R(T,X)T−1 (blue) and Q(T,X)T−1 (green) in terms of
X for X ∈ [3, 10000] with T = 140
H : ψ(x+ jy) = −ψ(ix+ jy) = −ψ(−x+ jy),
respectively. Then, Steil [Ste99] found that if λ = 1 + t2 is an eigenvalue corresponding to an eigenfunction
of the symmetry class G (resp. H), then there exists an eigenfunction of the symmetry class D (resp. C)
corresponding to the same eigenvalue (see also Conjecture 8.2 of [AST12]). In short, there occur systematic
degenerated eigenvalues (conjecturally two-fold) between different symmetry classes. One also sees that there
seem to be much less eigenvalues in the symmetry classes G and H than in the symmetry classes D and
C. Such degeneracies were first observed by Huntebrinker and later explained by Steil [Ste99] with the use
of the Hecke operators. Notice that within each symmetry class, we do not find any degenerate eigenvalues
in the present list, but taking all four symmetry classes together, almost all eigenvalues eventually become
degenerated in the high-energy limit.
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