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Rhythmic activity has been associated with a wide range of cognitive processes including the
encoding of sensory information, navigation, the transfer of emotional information and others. Pre-
vious studies have shown that spike-timing-dependent plasticity (STDP) can facilitate the transfer
of rhythmic activity downstream the information processing pathway. However, STDP has also
been known to generate strong winner-take-all like competitions between subgroups of correlated
synaptic inputs. Consequently, one might expect that STDP would induce strong competition be-
tween different rhythmicity channels thus preventing the multiplexing of information across different
frequency channels. This study explored whether STDP facilitates the multiplexing of information
across multiple frequency channels, and if so, under what conditions. We investigated the STDP
dynamics in the framework of a model consisting of two competing sub-populations of neurons that
synapse in a feedforward manner onto a single post-synaptic neuron. Each sub-population was as-
sumed to oscillate in an independent manner and in a different frequency band. To investigate the
STDP dynamics, a mean field Fokker-Planck theory was developed in the limit of the slow learning
rate. Surprisingly, our theory predicted limited interactions between the different sub-groups. Our
analysis further revealed that the interaction between these channels was mainly mediated by the
shared component of the mean activity. Next, we generalized these results beyond the simplistic
model using numerical simulations. We found that for a wide range of parameters, the system con-
verged to a solution in which the post-synaptic neuron responded to both rhythms. Nevertheless, all
the synaptic weights remained dynamic and did not converge to a fixed point. These findings imply
that STDP can support the multiplexing of rhythmic information, and demonstrate how function-
ality (multiplexing of information) can be retained in the face of continuous remodeling of all the
synaptic weights.
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I. INTRODUCTION
Neuronal oscillations have been described and stud-
ied for more than a century [1–14]. Rhythmic activity
in the central nervous system has been associated with:
attention, learning, encoding of external stimuli, consoli-
dation of memory and motor output [8–10, 12, 14–23].
For example, Bocchio et al. [12] described how situa-
tions of perceived threat or perceived safety are trans-
lated into rhythmic activity in different frequency bands
in different brain regions. The transfer of oscillatory sig-
nal between large neuronal populations is not trivial and
requires some mechanism to prevent destructive interfer-
ence and maintain the rhythmic component.
Recently, it was suggested that synaptic plasticity, and
especially spike-timing-dependent plasticity (STDP), can
provide such a mechanism. STDP can be thought of as
a generalization of Hebbs rule that neurons that fire to-
gether wire together [24] to the temporal domain. In
STDP, the amount of potentiation (increase in the synap-
tic strength) and depression (decrease in the synaptic
strength) depends on the temporal relation between the
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pre- and post-synaptic firing1. Luz and Shamir [25]
demonstrated that STDP can facilitate the transfer of
rhythmic activity downstream, and analyzed the features
of the STDP that govern this ability.
In their study, Luz and Shamir focused on the transfer
of rhythmic activity from a single population, thus ignor-
ing the possibility of converging information from differ-
ent brain regions. However, it has been suggested that
rhythmic activity in different frequency bands is used for
multiplexing information [26–30]. On the other hand,
STDP has been shown to generate a winner-take-all like
competition between subgroups of correlated pools of
neurons [31–35]. This raises the question whether STDP
can enable the transmission of rhythmic activity in dif-
ferent frequency bands and facilitate multiplexing of in-
formation.
We address this question here in a modelling study. In
sections IIA to IID, we define the network model and
the STDP learning rule. Next, in section II E, we de-
rive a mean-field approximation for the STDP dynam-
1 Neuronal interaction is not symmetric. A synaptic terminal con-
nects two neurons: a transmitting neuron on the pre-synaptic
side and a receiving neuron on the post-synaptic side. When a
spike that propagates along the axon of the pre-synaptic neuron
reaches the synaptic terminal it induces a change in the mem-
brane potential of the post-synaptic neuron.
2ics in the limit of a slow learning rate. Analysis of the
STDP dynamics revealed constraints on the transmission
of multi-frequency oscillations. In section II F, we extend
our results using numerical simulations beyond the ana-
lytical toy model. Finally, in section III, we summarize
our results and discuss their implications.
II. RESULTS
A. The pre-synaptic populations
We model a system of two excitatory populations of
N neurons each, synapsing in a feed-forward manner
onto the same downstream neuron. Both populations
are assumed to exhibit rhythmic activity in a different
frequency, representing a different feature of the external
stimulus. Each neuron is further characterized by a pre-
ferred phase, to which it is more likely to fire during the
cycle. The preferred phases are assumed to be evenly
spaced on the ring. Thus, it is convenient to think of
the neurons in each population as organized on a ring
according to their preferred phases of firing, fig. 1.
The spiking activity of neuron k ∈ {1, ...N} in pop-
ulation η ∈ {1, 2}, ρη,k(t) =
∑
i δ(t − tηk,i) is a doubly
stochastic process, where {tηk,i}∞i=1 are the spike times.
Given the intensity Dη of feature η ∈ {1, 2} of the stimu-
lus, ρη,k(t), follows an independent inhomogeneous Pois-
son process statistics with a mean rate that is given by:
〈ρη,k(t)〉 = Dη(1+γ cos[νηt−φη,k]), φη,k = 2pik/N. (1)
where νη is the angular frequency of oscillations for neu-
rons in population η, γ is the modulation to the mean
ratio of the firing rate, and φη,k is the phase of the kth
neuron from population η. As the intensity parameters,
Dη, represent features of the external stimulus they also
fluctuate on a timescale which is typically longer than
the characteristic timescale of the neural response. For
simplicity we assumed that D1 and D2 are independent
random variables with an identical distribution:
〈Dη〉 = D, (2a)
〈DηDξ〉 = D2(1 + σ2δηξ), (2b)
where 〈...〉 denotes averaging with respect to the neuronal
noise and stimulus statistics. The essence of multiplex-
ing is to enable the transmission of different information
channels; hence, the assumption of independence of D1
and D2 represents fluctuations of different stimulus fea-
tures. This assumption also drives the winner-take-all
competition between the two populations.
B. Post-synaptic neuron model
Spike time correlations are the driving force of STDP
dynamics [36]. Correlated pairs are more likely to affect
the firing of the post-synaptic neuron, and as a result,
to modify their synaptic connection [32, 35]. To ana-
lyze the STDP dynamics we need a simplified model for
the post-synaptic firing that will enable us to compute
the pre-post cross-correlations, and in particular, their
dependence on the synaptic weights.
Following the work of [25, 34, 37–40], the post-synaptic
neuron is modeled as a linear Poisson neuron with a char-
acteristic delay d > 0. The mean firing rate of the post-
synaptic neuron at time t, rpost(t),is given by
rpost(t) =
1
N
2∑
η=1
N∑
k=1
wη,kρη,k(t− d), (3)
where wη,k is the synaptic weight of the kth neuron of
population η.
C. Temporal correlations & order parameters
The utility of the linear neuron model is that the pre-
post correlations are given as a linear combination of the
correlations of the pre-synaptic populations. The cross-
correlation between pre-synaptic neurons is given by:
Γ(η,j),(ξ,k)(∆t) = 〈ρη,j(t)ρξ,k(t+∆t)〉
= δηξ
(
D2(1 + σ2)
(
1 +
γ2
2
cos[νη∆t
+ φη,j − φξ,k]
)
+ δjkDδ(∆t)
)
+D2(1 − δηξ).
(4)
The correlation between the jth neuron from popu-
lation 1 and the post-synaptic neuron can therefore be
written as
Γ(1,j), post(∆t) =
D
N
δ(∆t− d)w1,j + D
2
N
N∑
k=1
w1,k(1+
σ2)
(
1 +
γ2
2
cos[ν1(∆t− d) + φ1,j−
φ1,k]
)
+
D2
N
N∑
l=1
w2,l.
(5)
Thus, the correlations are determined by the global order
parameters w¯ and w˜eiψ, where w¯ is the mean synaptic
weight and w˜eiψ is its first Fourier component. For N ≫
1 these parameters are defined as follows
w¯η(t) =
∫ 2pi
0
wη(φ, t)
dφ
2pi
(6)
and
3w˜η(t)e
iψη =
∫ 2pi
0
wη(φ, t)e
iφ dφ
2pi
. (7)
The phase ψη is determined by the condition that w˜η is
real non-negative. Note that the coupling between the
two populations is only expressed through the last term
of the correlation function, eq. (5).
D. The STDP rule
Based on [32, 36, 40] we model the synaptic modifi-
cation ∆w following either a pre- or post-synaptic spike
as:
∆w = λ[f+(w)K+(∆t)− f−(w)K−(∆t)], (8)
The STDP rule, eq. (8), is written as a sum of two pro-
cesses: potentiation (+, increase in the synaptic weight)
and depression (-, decrease). We further assume a sepa-
ration of variables by writing each process as a product
of a weight dependent function, f±(w), and a temporal
kernel, K±(∆t). The term ∆t = tpost − tpre is the time
difference between pre- and post-synaptic spiking. Here
we assumed, for simplicity, that all pairs of pre and post
spike times contribute additively to the learning process
via eq. (8). Note, however, that the temporal kernels of
the STDP rule, K±(∆t) have a finite support. Here we
normalized the kernels,
∫
K±(∆t)d∆t = 1. The parame-
ter λ is the learning rate. It is assumed that the learning
process is slower than the neuronal spiking activity and
the timescale of changes in the external stimulus. Here,
we used the synaptic weight dependent functions of the
form of [32]:
f+(w) = (1− w)µ (9)
f−(w) = αw
µ, (10)
where α > 0 is the relative strength of depression and
µ ∈ [0, 1] controls the non-linearity of the learning rule;
thus, f(w)± ensures that the synaptic weights are con-
fined to the boundaries w ∈ [0, 1]. Gu¨tig and colleagues
[32] showed that the relevant parameter regime for the
emergence of a non-trivial structure is α > 1 and small
µ.
Empirical studies reported a large repertoire of tem-
poral kernels for STDP rules [41–49]. Here we focus on
two families of STDP rules: 1. A temporally asymmet-
ric kernel [42, 44–46]. 2. A temporally symmetric kernel
[45, 47–49].
For the temporally asymmetric kernel we use the ex-
ponential model:
K±(∆t) =
e∓∆t/τ±
τ±
Θ(±∆t), (11)
where ∆t = tpost − tpre, Θ(x) is the Heaviside function,
and τ± is the characteristic timescale of the potentiation
w
1,2
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FIG. 1: A schematic description of the network architecture
showing two pre-synaptic populations, each oscillating at a
different frequency. The output of these pre-synaptic
neurons, serves as a feed-forward input to a single
post-synaptic neuron.
(+) or depression (−). We assume that τ− > τ+ as typi-
cally reported.
For the temporally symmetric learning rule we use a
difference of Gaussians model:
K±(∆t) =
1
τ±
√
2pi
e
− 1
2
( ∆t
τ±
)2
, (12)
where τ± is the temporal width. In this case, the order of
firing is not important; only the absolute time difference.
We further assume, in both models, that τ+ < τ−, as is
typically reported.
E. STDP dynamics in the limit of slow learning
Due to noisy neuronal activities, the learning dynam-
ics is stochastic . However, in the limit of a slow learn-
ing rate, λ → 0, the fluctuations become negligible and
4one can obtain deterministic dynamic equations for the
(mean) synaptic weights (see [36] for a detailed deriva-
tion)
w˙η,j(t)
λ
= I+(η,j)(t)− I−(η,j)(t) (13)
where η = 1, 2 and
I±(η,j)(t) = f±(wη,j(t))
∫ ∞
−∞
Γ(η,j), post(∆)K±(∆)d∆.
(14)
Using the correlation structure, eq. (5), eq. (14) yields
I±(η,j)(t) ≡ f±(wη,j(t))D2K¯±
(
w¯η(t)(1 + σ
2) + w¯ξ +
γ2
2
(1 + σ2)
K˜±
K¯±
w˜η(t) cos[φη,j − Ωη± − νηd− ψη] +
1
NDK¯±
K±(d)wη,j
)
,
(15)
where K¯± and K˜±e
iΩη
± are the Fourier transforms of the
STDP kernels
K¯± =
∫ ∞
−∞
K±(∆)d∆, (16)
K˜±e
iΩη
± =
∫ ∞
−∞
K±(∆)e
−iνη∆d∆. (17)
Note that for our specific choice of kernels, K¯± = 1, by
construction.
The dynamics of the synaptic weights can be written
in terms of the order parameters, w¯ and w˜ (see eqs. (6)
and (7)). In the continuum limit, eq. (13) becomes
w˙η(φ, t)
λ
=Fη,d(φ, t) + w¯η(t)Fη,0(φ, t)(1 + σ
2)+
w˜η(t)Fη,1(φ, t) + w¯ξ(t)Fη,0(φ, t),
(18)
where
Fη,d(φ, t) =wη(φ, t)
D
N
(
f+(wη(φ, t))K+(d)−
f−(wη(φ, t))K−(d)
)
,
(19a)
Fη,0(φ, t) =D
2
(
K¯+f+(wη(φ, t)) − K¯−f−(wη(φ, t))
)
,
(19b)
Fη,1(φ, t) =
γ2
2
(1 + σ2)
(
K˜+f+(wη(φ, t)) cos[φ− Ωη+−
νηd− ψη]− K˜−f−(wη(φ, t)) cos[φ− Ωη−
− νηd− ψη]
)
.
(19c)
Integrating eq. (18) over φ yields the dynamics of the
order parameters
˙¯wη(t)
λ
=F¯η,d(t) + w¯η(t)F¯η,0(t)(1 + σ
2)+
w˜η(t)F¯η,1(t) + w¯ξ(t)F¯η,0(t),
(20)
1
λ
d
dt
(w˜η(t)e
iψη ) =
eiψη
λ
(
˙˜wη(t) + iw˜η(t)ψ˙η(t)
)
=
F˜η,d(t)e
iΦη,d + w¯η(t)(1 + σ
2)F˜η,0(t)e
iΦη,0 + w˜ηF˜η,1(t)
eiΦη,1 + w¯ξ(t)F˜η,0(t)e
iΦη,0 ,
(21)
where
F¯η,x(t) =
∫ pi
−pi
Fη,x(φ, t)
dφ
2pi
, (22a)
F˜η,x(t)e
iΦη,x =
∫ pi
−pi
eiφFη,x(φ, t)
dφ
2pi
, x = d, 0, 1. (22b)
Note that in eq. (21), w˜2 does not appear explicitly in
the dynamics of w˜1. This results from the linearity of the
post synaptic neuron model we chose, eq. (3).
Equations (20) and (21) describe high dimensional
coupled non-linear dynamics for the synaptic weights.
Studying the development of rhythmic activity is thus not
a trivial task. To this end, we took an indirect approach.
Below we analyze the homogeneous solution, wη,i = wη
for all i, in which the rhythmic activity does not prop-
agate downstream, and investigate its stability. We are
interested in investigating the conditions in which the ho-
mogeneous solution is unstable, and the STDP dynamics
can evolve to a solution that has the capacity to transmit
rhythmic information in both channels downstream.
The homogeneous solution. The symmetry of the
STDP dynamics, eq. (18), with respect to rotation guar-
antees the existence of a uniform solution where wη,j(t) =
w∗η ∀j ∈ {1, ...N} and w˜η(t) = 0 with η = 1, 2.
Solving the fixed point equation for the homogeneous
solution yields
f−(w
∗)
f+(w∗)
=
1 +X+
1 +X−
≡ αc, (23)
where
X± ≡ 1
(2 + σ2)ND
K±(d) ≥ 0. (24)
Due to the scaling of X± with N , αc is not expected to
be far from 1. From symmetry w∗1 = w
∗
2 = w
∗:
w∗ =
(
1 +
(
α
αc
)1/µ)−1
. (25)
5Substituting the homogeneous solution into the post-
synaptic firing rate equation, eq. (3) yields
〈ρpost〉 = 2Dw∗. (26)
Thus, in the homogeneous solution, the post-synaptic
neuron will fire at a constant rate in time and the rhyth-
mic information will not be relayed downstream.
Stability analysis of the homogeneous solution.
Performing standard stability analysis, we consider small
fluctuations around the homogeneous fixed point, wη,j =
w∗+ δwη,j, and expand to first order in the fluctuations:
δw˙ = λD2Mδw, (27)
where M is the stability matrix.
Using eq. (15), the fluctuations can be written as
δw˙η,j = δI
+
(η,j) − δI−(η,j). (28)
with
δI±(η,j) =
∂f±(w
∗)
∂wη,j
D2(2 + σ2)(1 +X±)w
∗δwη,j + f±D
2
(
(
1 + σ2)δw¯η + δw¯ξ +
γ2
2
(1 + σ2)K˜± cos[φη,j − Ωη± − νηd
− ψη]δw˜η
)
+
f±(w
∗)
N
DK±(d)δwη,j .
(29)
Without loss of generality, taking η = 1, ξ = 2 yields
δw˙1,j = −gˆ0δw1,j −∆f(w∗)(δw¯1 + δw¯2)− σ2∆f(w∗)δw¯1
+ γ2(1 + σ2)
(
f+(w
∗)K˜+(ν1) cos[φ1,j − Ω1+ − ν1d− ψ1]
− f−(w∗)K˜−(ν1) cos[φ1,j − Ω1− − ν1d− ψ1]
)
δw˜1.
(30)
In the homogeneous fixed point, eq. (23):
gˆ0 = (2 + σ
2)
(
αµ(1 +X−)
w∗µ
1− w∗ + f+(w
∗)− f−(w∗)
)
= g0 − (2 + σ2)∆f(w∗),
(31)
where
g0 ≡ αµ(2 + σ2)(1 +X−) w
∗µ
1− w∗ (32a)
∆f(w) ≡ f−(w) − f+(w). (32b)
Studying eq. (30), the stability analysis around the ho-
mogeneous fixed point yields four prominent eigenvec-
tors. Two are in the subspace of the uniform directions
of the two populations, and two are in directions of the
first Fourier modes of each population. As the uniform
modes of fluctuations, δw¯⊤ = (δw¯1, δw¯2), span an invari-
ant subspace of the stability matrix, M , we can study
the restricted matrix, M¯ , defined by:
δ ˙¯w = λD2M¯δw¯. (33)
The matrix M¯ has two eigenvectors, v⊤u = (1, 1) and
v
⊤
WTA = (1,−1). The corresponding eigenvalues are
λ¯u = −g0 (34a)
λWTA = λ¯u + 2∆f(w
∗). (34b)
The first eigenvector represents the uniform mode of fluc-
tuations and its eigenvalue is always negative, fig. 2a;
hence, the homogeneous solution is always stable with
respect to uniform fluctuations. Furthermore, λ¯u serves
as a stabilizing term in other modes of fluctuations. We
distinguish two regimes: α < αc and α > αc. For α < αc,
limµ→0+ λ¯u = −∞, and the uniform solution is expected
to remain stable. For α > αc, limµ→0+ λ¯u = 0, and
structure may emerge for sufficiently low values of µ; see
legend color map in fig. 2a.
The second eigenvalue represents a winner-take-all like
mode of fluctuations, in which synapses in one pop-
ulation suppress the other. Clearly, a winner-take-all
competition will prevent multiplexing. For α > αc,
limµ→0+ λWTA = 2(αc − 1). For the temporally asym-
metric learning rule, eq. (11), X− = 0; consequently
αc > 1. In the temporally symmetric difference of Gaus-
sians STDP model, eq. (12), αc > 1 if and only if
τ+ < τ−, which is the typical case. For α < αc in the
limit of small µ the divergence of λ¯u stabilizes fluctua-
tions in this mode. In this case (α < αc), λWTA reaches
its maximum at an intermediate value of µ ∈ (0, 1), Fig-
ure 2b. For a small range of α < αc, α ≈ αc this maxi-
mum can be positive, see fig. 2c. Figure 2b depicts λWTA
as a function of µ for different values of α as shown by
color. Note that λWTA depends on the temporal struc-
ture of the STDP rule solely via the value of αc and X−;
however, its sign is independent of X−. As can seen in
the figure, for α > αc > 1, λWTA is a decreasing func-
tion of µ and the homogeneous solution loses stability in
the competitive winner-take-all direction in the limit of
small µ. Note that these eigenvalues are not completely
identical in the asymmetric and symmetric cases due to
the fact that XSymmetric− 6= XAsymmetric− = 0. However,
XSymmetric− ∼ 10−3; hence, both rules are qualitatively
similar.
The rhythmic modes are eigenvectors of the stability
matrix M with eigenvalues
λ˜νη =λ¯u + (2 + σ
2)∆f(w∗)+ (35)
γ2(1 + σ2)f+(w
∗)Q˜
Q˜ =K˜+(νη) cos[Ω
η
+ + νηd]− (36)
αcK˜−(νη) cos[Ω
η
− + νηd],
6(a) (b)
(c)
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FIG. 2: The eigenvalues of the uniform and winner-take-all modes for the asymmetric STDP rule, eq. (11). (a) The uniform
eigenvalue λ¯u is shown as a function of µ, for different values of α/αc which are depicted by color. (b) The eigenvalue of the
competitive winner-take-all mode, λWTA, is shown as a function of µ, for different values of α/αc as depicted by color. (Inset)
Enlarged section of the figure, showing the eigenvalue corresponding to the choice of parameters in our simulations below,
section II F -depicted by a blue star. (c) The maximal value of λWTA in the interval µ ∈ (0, 1) is shown as a function of α.
Note that for α ≥ αc, λ
max
WTA is obtained on the boundary µ = 0. Unless stated otherwise in the legends, the parameters used
in these figures are σ = 0.6, D = 10spikes/sec, N = 120, τ− = 50msec, τ+ = 20msec and d = 10msec.
where η = 1, 2. The first two terms which do not depend
on the temporal structure of learning rule or on the fre-
quency, contain the stabilizing term λ¯u ≤ 0, and their
dependence on α and µ is similar to that of λWTA; com-
pare with eq. (34b). The last term depends on the real
part of the Fourier transform of the delayed STDP rule at
the specific frequency of oscillations, νη. This last term
can destabilize the system in a direction that will enable
the propagation of rhythmic activity downstream while
keeping the competitive WTA mode stable depending on
the interplay between the rhythmic activity and the tem-
poral structure of the STDP rule. For Q˜ > 0, λ˜νη is an
increasing function of the modulation to the mean ratio
γ. If in addition α > αc > 1 then λ˜νη is an increasing
function of σ as well.
In the low frequency limit, limν→0 Q˜ = 1 − αc, and
depends on the characteristic timescales of τ+, τ−, and
d only via αc. For large frequencies limν→∞ Q˜ = 0. In
this limit the STDP dynamics loses its sensitivity to the
rhythmic activity. Consequently, the resultant modula-
tion of the synaptic weights profile, w˜, will become neg-
ligible; hence, effectively rhythmic information will not
propagate downstream even if the rhythmic eigenvalue is
unstable [25]. Thus, the intermediate frequency region is
the most relevant for multiplexing.
In the case of the temporally symmetric kernel,
eq. (12), the value of Q˜ is given by
Q˜ = cos[νηd]
(
e−
1
2
(νητ+)
2 − αce− 12 (νητ−)
2
)
, (37)
where Ωη± = 0. Figure 3a shows the rhythmic eigenvalue,
λ˜ν , as a function of the oscillation frequency, ν¯ ≡ ν/(2pi),
for different values of the delay, d as depicted by color.
Since typically, τ+ < τ−, for finite ν, K˜+(ν) > K˜−(ν).
Consequently, Q˜ will be dominated by the potentiation
7term, cos[νηd]e
− 1
2
(νητ+)
2
, except for the very low fre-
quency range of ν . 1/τ−. Typical values for the delay,
d, are 1-10ms, whereas typical values for the character-
istic timescales for the STDP, τ±, are tens of ms. As a
result, the specific value of the delay, d, does not affect
the rhythmic eigenvalue much, and the system becomes
unstable in the rhythmic direction for 1/τ− . ν . 1/τ+.
Increasing the relative strength of the depression, α,
strengthens the stabilizing term λ¯u; however, ∆f(w
∗)
scales approximately linearly with α such that the rhyth-
mic eigenvalue is elevated, causing the frequency range in
which λ˜ν > 0 to widen, fig. 3b. Similarly, for α > αc > 1,
increasing µ strengthens λ¯u and reduces the frequency
range in which λ˜ν > 0, fig. 3c. Decreasing the character-
istic timescale of potentiation, τ+ increases the frequency
region with an unstable rhythmic eigenvalue; however,
when τ+ becomes comparable to the delay, d, the oscil-
latory nature of λ˜ν in ν is revealed, fig. 3d.
In the case of the temporally asymmetric kernel,
eq. (11), the value of Q˜ is given by
Q˜=
cos[Ωη+ + νηd]√
1 + (νητ+)2
− αc
cos[Ωη− + νηd]√
1 + (νητ−)2
, (38)
with Ωη± = ∓ arctan(νητ±).
The main difference between the temporally symmetric
and the asymmetric rules is that due to the discontinuity
of the asymmetric STDP kernel, K˜± decay algebraically
rather than exponentially fast with ν. As a result, the
phase cos[Ωη±+ νηd], plays a more central role in control-
ling the stability of the rhythmic eigenvalue. As above,
since typically, τ+ < τ−, then K˜+(ν) > K˜−(ν). Fig-
ure 4a shows the rhythmic eigenvalue, λ˜ν , for different
values of d. The dashed vertical lines depict the fre-
quencies at which the potentiation term changes its sign,
Ωη+ + ν
∗d = pi/2. As can be seen from the figure, for
this choice of parameters the upper cutoff of the cen-
tral frequency range in which the rhythmic eigenvalue is
unstable is dominated by ν∗, which is governed by the
delay.
The effects of parameters α and µ show similar trends
as for the symmetric STDP rule. Specifically, increas-
ing µ or decreasing α, in general, shrinks the region in
which fluctuations in the rhythmic direction are unstable,
figs. 4b and 4c. Increasing the characteristic timescale of
potentiation, τ+ beyond that of the depression, makes
the depression term, K˜−(νη) cos[Ω
η
− + νηd], more dom-
inant, fig. 4d. In this case the lower frequency cut-
off will be dominated by the change of sign in the de-
pression term; i.e., by the angular frequency ν∗, such
that Ωη− + ν
∗d = pi/2, shown by the light brown curve
(τ+ = 50msec) in fig. 4d.
From the above analysis, one would expect that mul-
tiplexing will emerge via STDP if both rhythmic eigen-
values are unstable and the winner-take-all eigenvalue is
stable. However, this intuition relies on two major fac-
tors. The first is that the, stability analysis is local and
can only describe the dynamics near the homogeneous
fixed point. The second is the choice of a linear neuron
model, eq. (3), which resulted in the lack of explicit in-
teraction term between the two rhythms w˜1 and w˜2 in
eq. (21). Both of these issues are addressed below by
studying the STDP dynamics using a conductance based
Hodgkin-Huxley type numerical model of a spiking post-
synaptic neuron.
F. Conductance based neuron model
In our numerical analysis we used the conductance
based model described in Shriki et al. [50] for the post-
synaptic neuron. This choice was motivated by the abil-
ity to control the linearity of the neuron’s response to
its inputs. Often the response of a neuron is quantified
using an f-I curve, which maps the frequency (f) of the
neuronal spiking response to a certain level of injected
current (I). In the Shriki model [50], a strong transient
potassium A-current yields a threshold linear f-I curve to
a good approximation.
The synaptic weights in all simulations were updated
according to the STDP rule presented in eq. (8) with
all pre-post spike time pairs contribute additively to the
synaptic plasticity. Further details on the numerical sim-
ulations can be found in section IV.
Asymmetric learning rule with a strong A-
current. Figure 5 presents the results of simulating the
STDP dynamics with a conductance based post-synaptic
neuron with a strong A-current. In this regime, the f-I
curve of the post-synaptic neuron is well approximated
by a threshold-linear function (see fig. 1 in [50]). Conse-
quently, it is reasonable to expect that our analytical re-
sults will hold, in the limit of a slow learning rate. Indeed,
even though the initial conditions of all the synapses are
uniform, the uniform solution loses its stability, and a
structure that shows phase preference begins to emerge,
figs. 5a and 5b. After about 1000 sec of simulation time,
the STDP dynamics of each sub-population converges
to an approximately periodic solution. The order pa-
rameters w¯ and w˜ appear to converge to a fixed point,
fig. 5c, while the phases ψ1 and ψ2 continue to drift
with a relatively fixed velocity, fig. 5d. For the specific
choice of parameters used in this simulation, the compet-
itive winner-take-all eigenvalue is stable, see inset fig. 2b,
whereas the rhythmic eigenvalue is unstable, see colored
stars in fig. 4d.
Symmetric learning rule with a strong A-
current.
A typical result of simulating the STDP dynamics for
the symmetric learning rule is shown in fig. 6. As above,
the post-synaptic neuron was characterized by a strong
A-current, yielding a (threshold) linear f-I curve. In this
example, the uniform initial conditions of the synaptic
weights evolve to an approximately limit cycle solution
for each population after ∼ 1000 sec. As in the asym-
metric case, both populations coexist; hence, STDP fa-
cilitates rhythmic information for both learning rules. As
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FIG. 3: The rhythmic eigenvalue, λ˜ν , in the case of the symmetric learning rule, eq. (12). (a) λ˜ν is shown as a function of
frequency, ν¯ = ν/(2pi), for different values of d as depicted by color. (b) λ˜ν is shown as a function of frequency for different
values of α/αc as depicted by color. (c) λ˜ν as a function of frequency for different values of µ - by color. (d) λ˜ν as a function
of frequency for different values of τ+ - by color, with τ− = 50msec. The blue (11Hz) and red (14Hz) stars show the
eigenvalue corresponding to the parameters of the simulations, in section II F. Unless stated otherwise in the legends, the
parameters used to produce these figures are γ = 1, σ = 0.6, D = 10spikes/sec, N = 120, τ− = 50msec, τ+ = 20msec,
µ = 0.01, α = 1.1 and d = 10msec.
before, for the specific choice of parameters used in this
simulation the competitive winner-take-all eigenvalue is
stable and the rhythmic eigenvalue is unstable, see col-
ored stars in fig. 3d.
Asymmetric learning rule with a non linear neu-
ron. Above we studied the STDP dynamics with a linear
post-synaptic neuron numerically. This choice limits the
interaction between the two populations. However, it is
not uncommon for neurons to have a non-linear f-I curve.
In order to determine whether STDP can facilitate mul-
tiplexing despite the expected interaction due to the non-
linear f-I curve, we used the Shriki model [50] with no A-
current. A typical simulation result is shown in fig. 7.As
can be seen from the figure, the system converges to a dy-
namical solution that is qualitatively similar to the case
of the linear neuron model (fig. 5). Specifically, the or-
der parameters of each synaptic population converge to a
solution that enables the transmission of rhythmic activ-
ity downstream, whereas the synaptic weights themselves
in each population converge to a dynamic solution that
appears to be approximately a limit cycle.
III. SUMMARY & DISCUSSION
Rhythmic activity in the brain has fascinated and puz-
zled neuroscientists for more than a century. Neverthe-
less, the utility of rhythmic activity remains enigmatic.
One explanation frequently put forward is that of the
multiplexing of information. Our work provides some
measure of support for this hypothesis from the theory
of unsupervised learning.
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FIG. 4: The rhythmic eigenvalue, λ˜ν , in the case of the asymmetric learning rule, eq. (11). (a) λ˜ν is shown as a function of
the frequency, ν¯ = ν/(2pi), for different values of d as depicted by color. (b) λ˜ν is shown as a function of the frequency, for
different values of α/αc as depicted by color. (c) λ˜ν as a function of the frequency, for different values of µ - by color. (d) λ˜ν
as a function of frequency, for different values of τ+ - by color, with τ− = 50msec. The black (11Hz) and purple (14Hz) stars
show the eigenvalue with the corresponding parameters to the simulations in section II F. Unless stated otherwise in the
legends, the parameters used to produce these figures are γ = 1, σ = 0.6, D = 10spikes/sec, N = 120, τ− = 50msec,
τ+ = 20msec, µ = 0.01, α = 1.1 and d = 10msec.
We studied the computational implications of a mi-
croscopic learning rule, namely STDP, in the absence of
a reward or teacher signal. Previous work shows that
STDP generates a strong winner-take-all like competition
between subgroups of correlated neurons, thus effectively
eliminating the possibility of multiplexing [32]. Our work
demonstrates that rhythmic activity does not necessarily
generate competition between different rhythmic chan-
nels. Moreover, we found that under a wide range of
parameters STDP dynamics will develop spontaneously
the capacity for multiplexing.
Not every learning rule; i.e., a choice of parameters
that describes the STDP update rule, will support mul-
tiplexing. This observation provides a natural test for our
theory. Clearly, if multiplexing has evolved via a process
of STDP, then the STDP rule must exhibit instability
with respect to the rhythmic modes and stability against
fluctuations in the winner-take-all direction. These con-
straints serve as the basic predictions for our theory.
In Luz & Shamir [25], due to the underlying U(1) sym-
metry, the system converged to a limit cycle solution.
For a single population, the order parameter, w˜eiψ , will
drift on the ring |w| = const with a constant velocity.
Here, in the linear neuron model, in the limit of a slow
learning rate one expects the system to converge to the
product space of two limit cycles. As there is no reason
to expect that the ratio of drift velocities of the two pop-
ulations will be rational, the order parameters w˜1e
iψ1 ,
w˜2e
iψ2 will, most likely, cover the torus uniformly. Nev-
ertheless, the reduced dynamics of each population will
exhibit a limit cycle. This intuition relies on the lack of
interaction between w˜1 and w˜2 in the dynamics of the
order parameters, eq. (21). Essentially, the interaction
between the two populations is mediated solely via their
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FIG. 5: Numerical simulation of STDP dynamics of two populations with 120 excitatory synapses each with the temporally
asymmteric STDP rule, eq. (11). (a) and (b) The synaptic weights are shown as a function of time, for population 1 (11Hz)
and population 2 (14Hz) in a and b, respectively. The colors represent the preferred phases of the pre-synaptic neurons on the
ring. (c) The dynamics of the order parameters, the mean, w¯, (red and magenta) and first Fourier component, w˜, (blue and
green) are shown as a function of time for both populations. (d) The dynamics of the phases, the phase, ψi, of each
population i is shown as a function of time. Note that the drift velocities are approximately constant in time.
mean component, w¯. However, introducing non-linearity
to the response properties of the post-synaptic neuron
will induce an interaction between the modes. Similarly,
for any finite learning rate, λ 6= 0, the rhythmic modes
will not be orthogonal and consequently will be corre-
lated.
Introducing a post-synaptic neuron with a non-linear
f-I curve and a finite learning rate induces an interac-
tion between the two populations. Consequently, for a
finite learning rate the order parameters w˜1e
iψ1 , w˜2e
iψ2
will not be confined to a torus and w˜ηe
iψη will fluctuate
around (in contrast with on) the ring. Traces for this be-
haviour can be seen by the fact that drift velocity in the
numerical simulations is not constant and the global or-
der parameters exhibit small fluctuations around, see 7c
& 7d for example. Nevertheless, the post-synaptic neu-
ron will respond to both rhythms; hence, multiplexing
will be retained.
Synaptic weights in the central nervous system are
highly volatile and demonstrate high turnover rates as
well as considerable size changes that correlate with the
synaptic weight [51–58]. How can the brain retain func-
tionality in the face of these considerable changes in
synaptic connectivity? Our work demonstrates how func-
tionality, in terms of retaining the ability to transmit
downstream rhythmic information in several channels,
can be retained even when the entire synaptic population
is modified throughout its entire dynamic range. Here,
robustness of function is ensured by stable dynamics for
the global order parameters.
IV. APPENDIX
The conductance based model for the Post-
synaptic neuron We used the conductance based
model of Shriki et al. [50]. The model is fully defined
and its response to synchronous inputs is discussed in
[50].
Here, we introduce the main features and equations
utilized in this model. The voltage equation is
CmV˙ = −IL − INa − Ik − IA +
∑
i
gi(Ei − V ), (39)
where IL, the leak current is given by IL = gL(V −EL).
INa and Ik are the sodium and potassium currents re-
spectively and are given by INa = g¯Nam
3
∞h(V − ENa)
and Ik = g¯kn
4h(V −Ek). The relaxation equations of the
the gating variables x = h, n are dx/dt = (x∞ − x)/τx.
The time independent functions x∞ = h∞, n∞,m∞ and
τx are: x∞ = αx/(αx + βx) and τx = 0.1/(αx + βx),
with αm = −0.1(V + 30)/(exp(−0.1(V + 30)) − 1),
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FIG. 6: Numerical simulation of STDP dynamics of two populations with 120 excitatory synapses, each with the symmetric
learning rule, eq. (12). (a) and (b) The synaptic weights are shown as a function of time, for population 1 (11Hz) and
population 2 (14Hz) in a and b, respectively. (c) The dynamics of the order parameters, the mean, w¯, (red and magenta) and
first Fourier component, w˜, (blue and green) of each population are shown as a function of time. (d) The dynamics of the
phases, the phase, ψi, of each population i is shown as a function of time.
βm = 4exp(−(V +55)/18), αh = 0.07exp(−(V +44)/20)
, βh = 1/(exp(−0.1(V + 14)) + 1), αn = −0.01(V +
34)/(exp(−0.1(V + 34))− 1) and βn = 0.125exp(−(V +
44)/80).
The A-current IA that linearizes the f-I relationship
is IA = g¯Aa
3
∞b(V − Ek), where a∞ = 1/(exp(−(V +
50)/20) + 1) and db/dt = (b∞ − b)/τA. The time inde-
pendent function of b∞ is b∞ = 1/(exp((V + 80)/6)+ 1)
with the voltage independent time constant τA. In the
case of the non-linear f-I curve, fig. 7, we took this value
to be 0.
The term gi is the total conductance of the ith pre-
synaptic population and can be written as follows
gx(t) = g
0
x
Nx∑
j=1
(wxj (t)
∑
s
[t− tsj ]+
τx
e−(t−t
s
j)/τx). (40)
Here, Nx is the number of neurons in the xth population,
wxj (t) is the synaptic weight of the jth neuron from the
xth population and [y]+ = max(0, y). The s spike of
the jth neuron is denoted by tsj . We used g
0
x = g
R
x Sx
with Sx = 1000/Nx and g
R
x = 90mS/cm
2 (see [25, 32] for
details).
The membrane capacity is cm = 0.1µF/cm
2
. The
sodium, potassium and leak conductances are g¯Na =
100mS/cm
2
, g¯k = 40mS/cm
2
and gL = 0.05mS/cm
2
respectively. The conductance and characteristic decay
times of the A-current are gA = 20mS/cm
2 and τA =
20msec respectively. The reversal potentials of the ionic
and synaptic currents are ENa = 55mV, EK = 80mV,
EL = 65mV, Ee = 0mV, and Ein = 80mV.
Modeling pre-synaptic activity During the spik-
ing neuron simulations, pre-synaptic activities were mod-
eled by independent inhomogeneous Poisson processes,
with a modulated mean firing rate given by eq. (1),
where γ = 1, and each second D was independently
sampled from a uniform distribution with a minimum
of 7 spikes × sec−1 and a maximum of 13 spikes × sec−1,
(D = 7+U(0, 6) spikes × sec−1). Each pre-synaptic neu-
ron, spiked according to an approximated Bernoulli pro-
cess, with a probability of p ≈ r∆t, where r is the mean
firing rate (eq. (1)) and ∆t = 1msec. The number of
pre-synaptic neurons in each population was N = 120,
all excitatory.
STDP The learning rate of the simulations pre-
sented in this paper is λ = 0.01. The power of the
synaptic weights in eq. (9) is µ = 0.01 and the ratio
of depression to potentiation is α = 1.1. In order to up-
date the synaptic weights we relied on the separation of
time scales between the synaptic dynamics of eq. (39);
hence, the synaptic weights were updated every 1sec of
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FIG. 7: Numerical simulation of the STDP dynamics of two populations with 120 excitatory synapses each with the
asymmetric learning rule, eq. (11) and a non-linear post-synaptic neuron. (a) and (b). The synaptic weights are shown as a
function of time, for population 1 (11Hz) and population 2 (14Hz) in a and b, respectively. (c) The dynamics of the order
parameters- the mean, w¯, (red and magenta) and first Fourier component, w˜, (blue and green) of each population are shown
as a function of time. (d) The dynamics of the phases: the phase, ψi, of each population i is shown as a function of time.
simulation.
• Asymmetric learning rule The characteristic
decay times were chosen to be τ+ = 20ms and
τ− = 50ms.
• Symmetric learning rule Here, based on our
analysis, we chose the ratio of decay times to be
∼ 10, τ+ = 5ms, τ− = 50ms.
In addition, the initial conditions for all neurons were
uniform; i.e., wη(φ, t = 0) = 0.5, η = 1, 2.
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