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RÉSUMÉ
L’énergie solaire est une source d’énergie renouvenable, peu polluante, disponible univer-
sellement et abondante. Elle est donc une solution de choix pour résoudre les problèmes
énergétiques et environnementaux de l’humanité. Cependant, les panneaux solaires cou-
ramment utilisés pour transformer l’énergie solaire en électricité sont encore trop dis-
pendieux pour une utilisation répandue. L’utilisation de lumière concentrée se veut une
méthode de réduire les coûts de l’électricité produite, mais cette réduction n’est pas encore
atteinte.
Ce projet propose d’explorer des matériaux et des structures semiconductrices fabriqués
par épitaxie par jets chimiques qui pourraient être utilisés dans des cellules solaires op-
timisées pour la très haute concentration. En premier lieu, plusieurs designs de cellules
solaires sont simulés avec une approche multiphysique pour identiﬁer des structures per-
mettant de minimiser les coûts de l’électricité à travers une maximisation du facteur de
concentration. Basé sur ces structures de cellules solaires, plusieurs designs de jonctions
tunnels sont simulés et une jonction tunnel standard (GaAs :Te/AlGaAs :C) est choisie.
Le GaAs dopé au Te présente un problème de morphologie de surface à haut dopage. Ce
problème est étudié et éliminé à travers l’optimisation des conditions de croissance. Dans
le cas de l’AlGaAs dopé au C, le niveau de dopage est maximisé à travers l’utilisation
d’un précurseur chimique qui n’est pas utilisé en CBE, le TMA. Suite à l’optimisation de
ces deux matériaux, des jonctions tunnels avec d’excellentes performances sont crûes. Par
la suite, une tentative de croissance de jonction tunnel GaInP/AlGaAs avec des boîtes
quantiques en InAs permet d’améliorer le courant tunnel par rapport à une jonction tun-
nel sans boîtes, mais sans atteindre des performances satisfaisantes pour l’inclusion dans
une cellule solaire. Ensuite, un matériau alternatif pouvant servir de jonction p-n dans
les structures de cellules solaires, le GaInAsP, est caractérisé par photoluminescence pour
explorer l’eﬀet des paramètres de croissance sur la séparation de phase et l’inﬂuence de
cette séparation sur les propriétés du matériau. On en découvre qu’une forte séparation de
phase induit la présence d’états localisés sous le bandgap qui aﬀecterait les performances
d’une cellule solaire. Ensuite, il est démontré que le dopage de type n idéal est le Te alors
que celui de type p est au Zn. Cependant, les temps de vie obtenus pour le GaInAsP dopé
n ou p sont très bas et donneraient de mauvaises performances de cellules solaires. Ces
temps de vie sont néamoins meilleurs que ceux obtenus pour l’AlGaAs, l’alternative au
GaInAsP.
Mots-clés : Épitaxie par jets chimiques, quaternaire, photovoltaïque, concentration, In-
GaAsP, AlGaAs, jonctions tunnels
i

REMERCIEMENTS
Je remercie mon superviseur, Richard Arès, sans qui ce projet n’aurait pas été réalisé. Son
ouverture et son enthousiasme ont été un support essentiel. Je voudrais remercier aussi :
Jihene Zribi pour son amitié et son aide tout au long de mon doctorat.
Éric Breton, sans qui le réacteur d’épitaxie n’aurait pas été fonctionnel.
Toute l’équipe de salle blanche, pour leur aide avec la fabrication et la caractérisation.
Et ﬁnalement, je remercie Mélinda Duplessis pour son support.
iii

TABLE DES MATIÈRES
1 INTRODUCTION 1
1.1 L’énergie solaire . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Fabrication des cellules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2.1 La croissance CBE . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Projet de recherche . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3.1 Objectif . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.4 Organisation du document . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2 ETAT DE L’ART 7
2.1 Cellule solaire . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1.1 Semi-conducteurs . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1.2 Jonction p-n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2 Cellules multijonctions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2.1 Concentration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2.2 La triple jonction classique . . . . . . . . . . . . . . . . . . . . . . . 17
2.3 Jonctions tunnel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.4 Designs de cellules multijonctions . . . . . . . . . . . . . . . . . . . . . . . 20
2.5 Matériaux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.5.1 AlGaAs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.5.2 GaInAsP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.5.3 GaAs :Te . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3 MÉTHODES EXPÉRIMENTALES 37
3.1 HRXRD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.2 AFM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.3 Eﬀet Hall . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.4 Photoluminescence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.5 Photoluminescence résolue en temps . . . . . . . . . . . . . . . . . . . . . 49
3.6 Croissance CBE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.6.1 Croissance épitaxiale . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.6.2 CBE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4 DESIGN DE CELLULE 61
4.1 Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.1.1 Avant-Propos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.1.2 Novel multijunction solar cell design for low cost, high concentration
systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.2 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
5 JONCTIONS TUNNEL 79
5.1 Design de jonction tunnel . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
v
vi TABLE DES MATIÈRES
5.1.1 Cadre théorique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.1.2 Résultats . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
5.2 GaAs dopé Te . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.2.1 Avant-propos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.2.2 Inhibition of Te surfactant eﬀect on surface morphology of heavily
Te-doped GaAs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.2.3 Complément . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
5.3 AlGaAs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
5.3.1 Avant-propos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
5.3.2 Optimization of p-doping in AlGaAs grown by CBE using TMA for
AlGaAs/GaAs tunnel junctions . . . . . . . . . . . . . . . . . . . . 112
5.4 Complément d’analyse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
5.5 Jonctions tunnel GaInP . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
5.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
6 GaInAsP 131
6.1 Caractérisation d’états localisés par photoluminescence . . . . . . . . . . . 131
6.1.1 Avant-propos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
6.1.2 Observation of localized states in phase separated GaInAsP grown
on GaAs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
6.2 Dopage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
6.2.1 Type p . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
6.2.2 Type n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
6.3 Propriétés des porteurs minoritaires . . . . . . . . . . . . . . . . . . . . . . 155
7 CONCLUSION 159
7.1 Sommaire . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
7.2 Perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
LISTE DES RÉFÉRENCES 163
LISTE DES FIGURES
2.1 Diagramme de bande pour une jonction p-n en GaAs avec des concentra-
tions de trous (bord p) et d’électrons (bord n) de 1×1018 cm−3. La ligne
pointillée représente le niveau de Fermi. . . . . . . . . . . . . . . . . . . . . 9
2.2 Jonction de la ﬁgure 2.1 avec un voltage appliqué. . . . . . . . . . . . . . . 10
2.3 Schématisation d’une jonction p-n sous illumination et avec aucun voltage
appliqué. Les quasis-niveaux de Fermis sont indiqués par les lignes pointillées. 12
2.4 Courbe J-V typique de cellule solaire. Reprinted with permission from [Bert-
ness et al., 1994b]. Copyright 1994, AIP Publishing LLC. . . . . . . . . . . 12
2.5 Illustration des diﬀérentes sources de résistance dans une cellule solaire
multijonction. Reprinted from [Nishioka et al., 2006], with permission from
Elsevier. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.6 Eﬃcacité d’une cellule triple-jonction GaInP/GaAs/Ge en fonction de la
température de la cellule. Figure tirée de [Nishioka et al., 2002] © 2002
IEEE. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.7 Diagramme de bande d’une jonction tunnel p+/p++/n++/n+. Le niveau
de Fermi est illustré par la ligne pointillée en rouge. . . . . . . . . . . . . . 18
2.8 Courbe I-V typique d’une jonction tunnel. . . . . . . . . . . . . . . . . . . 18
2.9 Liste de structures proposées par Spectrolab pour améliorer l’eﬃcacité des
cellules solaires multijonctions. Figure tirée de [King et al., 2012]. Copyright
© 2012 John Wiley & Sons, Ltd. . . . . . . . . . . . . . . . . . . . . . . . 22
2.10 Énergie libre de Gibbs par mole en fonction de la composition pour un
alliage ternaire quelconque. Le cas 1 présente un alliage stable, car la sépa-
ration de phase augmente l’énergie libre de Gibbs alors que le cas 2 présente
un alliage instable. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.11 Courbes spinodales pour l’alliage GaxIn1−xAs1−yPy selon les données de
[Onabe, 1982]. La ligne noire représente l’accord de maille avec le GaAs et
chacun des contours représente un saut de 100°C. . . . . . . . . . . . . . . 28
2.12 Image TEM d’une couche de GaInAsP montrant une séparation de phase.
La structure typique en colonne est visible. Copyright [Ono et Takemi, 2008]
2008 The Japan Society of Applied Physics. . . . . . . . . . . . . . . . . . 31
2.13 Composition x et y de l’alliage GaxIn1−xAs1−yPy en accord de maille avec
le GaAs pour obtenir le bandgap souhaité. . . . . . . . . . . . . . . . . . . 34
2.14 Illustration des coeﬃcients de collage downstep (k-), où l’adatome descend
d’une terrasse et s’incorpore au pied de la marche descendante, et upstep
(k+), où l’adatome s’incorpore au pied de la marche montante. . . . . . . . 36
3.1 Une onde ayant un nombre d’onde ki est incidente sur un cristal ayant
une origine arbitraire 0. Un atome placé à la position rj réémet une onde
de même énergie avec un nombre d’onde kf . Les projections en bleu sont
détaillés dans le texte. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
vii
viii LISTE DES FIGURES
3.2 Conﬁguration pour une mesure HRXRD symétrique. Les vecteurs d’onde
ki et kf font un angle θ avec la surface d’un cristal. . . . . . . . . . . . . . 39
3.3 Montage expérimental pour eﬀectuer une mesure XRD. Un faisceau de
rayon-x produit par la source est monochromatisé avant d’être incident
sur un échantillon. Celui-ci peut être pivoté selon un angle ω. Le faisceau
diﬀracté est ensuite capté par un détecteur ayant un angle 2θ avec le plan
horizontal du schéma. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.4 Mesure XRD obtenue pour une mesure symétrique du pic (004) d’une
couche crûe sur un substrat de GaAs. . . . . . . . . . . . . . . . . . . . . . 41
3.5 Schématisation d’un montage de mesure AFM. . . . . . . . . . . . . . . . . 43
3.6 Image AFM avant (a) et après (b) les deux étapes de traitement de données
décrites dans le texte. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.7 Relation entre le facteur f et le facteur Q dans la conﬁguration de Van der
Pauw pour les mesures Hall. Les données sont tirées de [Look, 1989]. . . . 46
3.8 Facteur de correction à apporter à la mesure de résistivité (rouge) et à la
mesure de voltage Hall (noir) pour compenser l’eﬀet de taille non-nulle des
contacts. d est la taille latérale des contacts et L est la taille latérale de
l’échantillon. Selon les données de [Chwang et al., 1974]. . . . . . . . . . . 47
3.9 Largeur de déplétion totale pour du GaAs sur un substrat de GaAs semi-
isolant en fonction de la densité de porteurs. Selon les données de [Look,
1989]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.10 Schématisation du principe d’une mesure de photoluminescence. . . . . . . 48
3.11 Schématisation du montage expérimental pour une mesure de photolumi-
nescence. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.12 a) Schématisation du principe d’une mesure de photoluminescence résolue
en temps. b) Intensité de photoluminescence typique mesurée. . . . . . . . 50
3.13 Mesure PLRT aﬃchée en échelle log montrant les deux exponentielles dé-
croissantes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.14 Schématisation du montage expérimental pour une mesure de photolumi-
nescence résolue en temps. . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.15 Image typique obtenue par la caméra streak. L’axe horizontal représente les
longueurs d’onde et l’axe vertical le temps. . . . . . . . . . . . . . . . . . . 54
3.16 Schématisation du système de gestion des gaz dans le réacteur d’épitaxie
utilisé dans ce document. B est une bouteille. 1, 2, 3 et 4 sont des valves
pneumatiques. V est une valve variable, R une restriction et P une jauge
baratron pour mesurer la pression. . . . . . . . . . . . . . . . . . . . . . . 57
3.17 Décroissance de la pression dans la ligne de TEGa en fonction du temps
lorsque la valve 1 est fermée. La ligne rouge est un ﬁt en exponentielle
décroissante P = Ae(x−x0)/τ . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.18 Illustration de la méthode pour déterminer la position du band edge avec
le spectre de transmission (noir), la première dérivée (rouge) et la pente
montante (bleu). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
LISTE DES FIGURES ix
4.1 Equivalent thermal resistance as a function of the heatsink size for 3 dif-
ferent sizes of solar cells. The size indicated in the legend and on the x axis
are the lateral sizes for a square solar cell/heatsink. The active area of the
solar cell is assumed here to be its full area. . . . . . . . . . . . . . . . . . 68
4.2 Eﬃciency vs concentration curve for the classical triple junction solar cell
and the diﬀerent proposed design. Series resistance was ﬁxed at 1×10−6
Ω·m2 and thermal resistance was ﬁxed at 1×10−4 K·m2/W. . . . . . . . . 71
4.3 Concentration factor corresponding to the maximum eﬃciency for a) the
classical triple junction b) the proposed 3 junctions c) the proposed 4 junc-
tions d) the proposed 5 junctions e) the optimal 4 junctions. . . . . . . . . 73
4.4 Maximum eﬃciency for a) the classical triple junction b) the proposed 3
junctions c) the proposed 4 junctions d) the proposed 5 junctions e) the
optimal 4 junctions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.5 Relative cost of the electricity produced (in Watt−1) for the diﬀerent solar
cell designs with an electrical resistance of 1×10−6 Ω·m2 and a thermal
resistance of 1×10−3 K·m2/W. . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.6 Relative cost of the electricity produced (in Watt−1) for the diﬀerent solar
cell designs with an electrical resistance of 1×10−6 Ω·m2 and a thermal
resistance of 1×10−4 K·m2/W. . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.1 Visualisation de la barrière tunnel en bleu utilisant la relation de dispersion
de Franz. Figure tirée de [Paquette et al., 2013b]. . . . . . . . . . . . . . . 82
5.2 Schématisation représentant l’approximation utilisée pour la méthode des
matrices de transfert. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
5.3 Courant pic maximal en fonction de la densité de trous pour trois designs
diﬀérents de jonctions tunnel : GaAs/GaAs (noir), GaAs/Al0.3Ga0.7As et
GaAs/Al0.6Ga0.4As. La densité d’électrons est de 2× 1019 cm−3 dans chaque
cas. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.4 Diagramme de bande d’une jonction tunnel GaAs/Al0.6Ga0.4As avec des
dopages de 2× 1019 cm−3 (type n) et 2× 1020 cm−3 (type p). La ligne
pointillée présente le niveau de Fermi où le coeﬃcient de transfert est calculé. 85
5.5 a) Schématisation d’une barrière tunnel double. La ligne pointillée rouge
représente l’énergie de la particule incidente. b) Probabilité de transfert à
travers le système en a) en fonction du potentiel V. L’énergie de la particule
incidente est de 1 eV, la hauteur de la première barrière est de 2 eV et celle
de la deuxième barrière est 1.05 eV. Δx1 est de 0.8 nm, Δx2 de 0.5 nm et la
largeur de la première barrière est de 10 nm. Le coeﬃcient de transmission
à travers la première barrière seulement est illustrée par la ligne pointillée. 87
5.6 Courant pic maximal en fonction de la densité de trous pour deux desi-
gns diﬀérents : GaAs/Al0.6Ga0.4As (noir) et Ga0.5In0.5P/Al0.6Ga0.4As (bleu,
rouge, rose). La densité d’électrons est de 1× 1019 cm−3 (bleu), 2× 1019
cm−3 (noir et rouge) et 4× 1019 cm−3 (rose). . . . . . . . . . . . . . . . . 87
5.7 Spectre solaire avant et après absorption par une jonction tunnel GaAs/Al0.6Ga0.4As
de 15 nm/50 nm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
x LISTE DES FIGURES
5.8 Eﬃcacité en fonction de la concentration pour le design 4J (1.42/1.63/1.90/2.25
eV) en fonction des jonctions tunnel utilisées. . . . . . . . . . . . . . . . . . 90
5.9 Typical (004) XRD ω-2θ scans of a GaAs :Te layer grown on GaAs with Te
concentrations of 1.26×1020 cm−3 (red,top) and 5.30×1019 cm−3 (black,bottom).
The scans were shifted vertically for clarity. . . . . . . . . . . . . . . . . . 96
5.10 Inﬂuence of the growth temperature on the electron concentration (circle,black,bottom)
and on the Te concentration on lattice sites (triangle,red,top). The dashed
lines are guides for the eye. The growth rate was kept constant at 1.15
μm/h, except for 565 ◦C (0.95 μm/h). . . . . . . . . . . . . . . . . . . . . . 97
5.11 Inﬂuence of growth rate on the Te concentration on lattice sites (black
squares, left) and on the Te electrical activation (red triangles, right) for
three diﬀerent growth temperature : a) 565 ◦C, b) 505 ◦C, and c) 475 ◦C.
The dashed lines are guides for the eye. . . . . . . . . . . . . . . . . . . . . 97
5.12 Relative concentration of electrons and atomic Te after annealing at 565 ◦C
under a cracked AsH3 ﬂux. . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
5.13 10×10 μm AFM image of Te doped GaAs layers as a function of growth
temperature for a growth rate of 1.15 μm/h and a DIPTe/TEGa ﬂux ratio
of 0.008. Growth temperatures are a)595 ◦C, b)535 ◦C, c)505 ◦C, and d)475 ◦C. 99
5.14 RMS roughness taken over a 10 μm×10 μm area for various growth tempe-
ratures, a growth rate of 1.15 μm/h, except for 565 ◦C (0.95 μm/h), and a
relative DIPTe/TEGa ﬂux ratio of 0.008. . . . . . . . . . . . . . . . . . . . 100
5.15 AFM image of Te doped GaAs layers as a function of growth rate for two dif-
ferent growth temperatures : 505 ◦C (c),d)), and 475 ◦C (e),f)). Growth rates
are c)1.9 μm/h, d)1.1 μm/h, e)1.8 μm/h, and f)1.2 μm/h. The DIPTe/TEGa
ﬂux ratio was kept constant at 0.008. . . . . . . . . . . . . . . . . . . . . . 100
5.16 Inﬂuence of the DIPTe relative ﬂux on surface morphology. Growth condi-
tions were : c) T=505 ◦C, GR=1.15 μm/h, DIPTe/TEGa=0.008, and d)
T=505 ◦C, GR=0.52 μm/h, DIPTe/TEGa=0.016. The growth rate in d)
had to be reduced due to absolute DIPTe ﬂux limitations. . . . . . . . . . 101
5.17 Evolution of the surface morphology of Te doped GaAs with thickness at
a growth temperature of 565 ◦C, a DIPTe/TEGa ﬂux ratio of 0.008 and a
growth rate of 1.8 μm/h. The nominal deposited thickness is a) 0 ML b) 6
ML. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
5.18 Évolution en épaisseur de la morphologie du GaAs dopé au Te pour une
température de croissance de 565 ◦C, un ratio de ﬂux DIPTe/TEGa de
0.008, un taux de croissance de 1.8 μm/h et une commande d’arsine de 90. 106
5.19 Longueur caractéristique dans les deux directions <110> en fonction de
l’épaisseur pour les échantillons de la ﬁgure 5.18. La ligne pointillée est un
ﬁt décrit dans le texte. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
5.20 Évolution de la rugosité RMS en fonction de l’épaisseur pour deux tempé-
ratures de croissance diﬀérentes. La ligne pointillée est un ﬁt décrit dans le
texte. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
5.21 Longueurs caractéristiques dans les deux directions <110> en fonction du
ﬂux d’arsine pour des épaisseurs de 581 nm (40), 617 nm (60) et 577 nm (90).108
LISTE DES FIGURES xi
5.22 Densité de trous dans le GaAs dopé au Te en fonction de l’épaisseur pour
divers paramètres de croissance, tel qu’indiqué dans la légende. le ratio
DIPTe/TEGa est de 0.008 et le taux de croissance est de 1.8 μm/h. . . . . 110
5.23 Densité d’électrons en fonction de l’épaisseur pour deux températures de
croissance diﬀérentes. Le taux de croissance est de 1.8 μm/h, le ratio DIPTe/TEGa
est de 0.008 et le ﬂux d’arsine est de 90. . . . . . . . . . . . . . . . . . . . 110
5.24 Hole concentrations (black squares) and mobility (red circles) as a function
of V/III ﬂux ratio for a 565°C growth temperature. The linebreak represents
the transition from the 0.5 μm/h growth rate (low V/III ratios) to the 0.26
μm/h growth rate (high V/III ratios). . . . . . . . . . . . . . . . . . . . . 116
5.25 Inﬂuence of growth rate on hole concentration for Al0.25Ga0.75As with a
ﬁxed V/III ratio of 1.6. A linear ﬁt is shown by the dotted line. . . . . . . 116
5.26 Eﬀect of growth temperature on hole concentration (squares) and concentra-
tion(circles) for Al0.26Ga0.74As with a ﬁxed V/III ratio of 1.6 and a growth
rate of 1.3 μm/h, except for the sample at 485°C, which had a growth rate
of 1.1 μm/h for the same group III ﬂux. The dotted lines are guides for the
eye. The straight red lines are litterature data for GaAs grown with TMGa
and either As4 (top) [Konagai et al., 1989] or AsH3 (bottom) [De Lyon et al.,
1991]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
5.27 Inﬂuence of Al composition on the hole concentration of AlxGa1−xAs for
two sets V/III ratio and growth rate(R) : V/III=1.2 and R=1.2 μm/h
(squares), V/III=2.5 and R=0.5 μm/h (circles). The triangles are the degree
of electrical activation of the carbon atoms. Dashed lines are guides for the
eye. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
5.28 Typical grown structure for tunnel junction measurements. n doping in the
active layer is achieved using Te. C and Si are used respectively in the top
and bottom contact layer. . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
5.29 Typical J-V curve obtained for the tunnel junctions. The J-V curve for TJ1
is tilted toward higher voltages due to high contact resistance compared to
the tunnel junction resistance. This contact resistance was left uncorrected. 122
5.30 Comparaison des résultats des jonctions tunnel avec les meilleurs résultats
de la littérature et diﬀérents modèles. Les simulations Sentaurus sont une
gracieuseté de M. Wilkins de l’université d’Ottawa. [1][Wheeldon et al.,
2011], [2][Garcia et al., 2012]. . . . . . . . . . . . . . . . . . . . . . . . . . 123
5.31 Densité d’électrons en fonction de la commande de gaz pour deux dopants,
Si et Te, et pour plusieurs paramètres de croissance indiqués dans la légende.
La ligne pointillée est un ﬁt linéaire. . . . . . . . . . . . . . . . . . . . . . . 124
5.32 Courbe I-V d’une jonction tunnel GaInP/Al0.4Ga0.6As avec des densités de
dopage respectivement de -1×1019 cm−3 et 4×1020 cm−3. . . . . . . . . . . 124
5.33 Diagramme de bande du design de jonction tunnel avec un puits quantique
de GaAs. Les couches utilisées sont GaInP/GaAs/GaInP/AlGaAs avec des
épaisseurs de 15 nm/5 nm/2.5 nm/15 nm et des dopages de -1/-2/-1/40
×1019 cm−3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
xii LISTE DES FIGURES
5.34 Diagramme de bande du design de jonction tunnel avec boîtes quantiques
en InAs. Les couches utilisées sont GaInP/InAs/GaAs/GaInP/AlGaAs avec
des épaisseurs de 15 nm/4 nm/7.5 nm/2.5 nm/15 nm et des dopages de -
1/-0.001/-2/-1/40 ×1019 cm−3. . . . . . . . . . . . . . . . . . . . . . . . . . 125
5.35 Courant pic maximal en fonction de l’épaisseur de GaAs dans une jonction
tunnel GaInP/GaAs/GaInP/AlGaAs pour trois épaisseurs diﬀérentes de
GaInP entre le GaAs et l’AlGaAs. . . . . . . . . . . . . . . . . . . . . . . 127
5.36 Courant pic maximal en fonction de l’épaisseur de GaAs dans une jonction
tunnel GaInP/InAs/GaAs/GaInP/AlGaAs pour trois épaisseurs diﬀérentes
de GaInP entre le GaAs et l’AlGaAs. . . . . . . . . . . . . . . . . . . . . . 127
5.37 Courant tunnel maximal en fonction de l’épaisseur de GaAs dans une jonc-
tion tunnel GaInP/InAs/GaAs/GaInP/AlGaAs pour deux bandgaps diﬀé-
rents des boîtes quantiques en InAs. . . . . . . . . . . . . . . . . . . . . . . 128
5.38 Courant tunnel maximal en fonction de l’épaisseur de GaAs dans une jonc-
tion tunnel GaInP/InAs/GaAs/GaInP/AlGaAs pour trois épaisseurs diﬀé-
rentes d’InAs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
5.39 Courbe I-V d’une jonction tunnel GaInP/InAs/GaAs/GaInP/AlGaAs avec
les épaisseurs 50 nm/4 nm/3 nm/8 nm/50 nm et les dopages -1/0/-2/-1/40
×1019 cm−3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
6.1 (004) HRXRD rocking curves of the diﬀerent samples. For more clarity, the
curves were shifted vertically and centered on the GaAs substrate diﬀraction
peak. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
6.2 Normalized 20 K PL spectra of the diﬀerent samples. . . . . . . . . . . . . 136
6.3 20 K PL intensity and full width half maximum (FWHM) as a function of
growth temperature. The triangles are for sample D, which is deeper inside
the miscibility gap. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
6.4 Normalized PL spectra as a function of the temperature in the range of 20
to 300 K by steps of 20 K, for samples a) A and b) C. . . . . . . . . . . . . 138
6.5 Energy at the maximum of the PL peak plotted as a function of temperature
for all samples. Varshni curves for samples C and D are shown as solid lines.
Note that the results for sample E are limited to low temperatures beyond
which the PL intensity became too weak to be measured. . . . . . . . . . . 139
6.6 Energy of the maximum PL peak plotted against the temperature for the
sample C for two diﬀerent excitation power. . . . . . . . . . . . . . . . . . 140
6.7 Peak PL energy as a function of temperature for sample A and three dif-
ferent excitation powers. Missing data points at lower excitation powers
were caused by a too low PL intensity to resolve the peak. . . . . . . . . . 141
6.8 Integrated intensity of the PL spectra of sample A as a function of tempe-
rature. The solid line is a ﬁt described in the text. . . . . . . . . . . . . . . 142
6.9 Deconvoluted PL peaks for sample A at a) 20 K and b) 120 K. The peak
slightly below 1.50 eV is from the GaAs buﬀer and is thus not included in
the ﬁt. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
6.10 Ratio of the two deconvoluted PL peak intensities (I1/I2) for sample A as
a function of PL temperature. . . . . . . . . . . . . . . . . . . . . . . . . . 143
LISTE DES FIGURES xiii
6.11 Fit from the model described in the text for sample A. . . . . . . . . . . . 144
6.12 Dopage de type p du GaInAsP en fonction du ﬂux de dopant et de la
température de croissance. . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
6.13 Spectres de PL à 20 K normalisés en fonction de la densité de trous (en
unité de 1× 1017 cm−3) pour du GaInAsP dopé au Zn. L’échelle d’intensité
est en log pour mieux montrer l’asymétrie des pics. . . . . . . . . . . . . . 148
6.14 FWHM de la PL à 20 K pour une série d’échantillons de GaInAsP crû à
475°C pour diﬀérents dopages au Zn de type p. . . . . . . . . . . . . . . . 150
6.15 Densité de porteurs obtenues en fonction du ﬂux de SiBr4 pour du GaInAsP.
La température de croissance est de 450°C. . . . . . . . . . . . . . . . . . . 150
6.16 Densité d’électrons obtenue en fonction de la température de croissance
pour du GaInAsP dopé au Te. . . . . . . . . . . . . . . . . . . . . . . . . . 151
6.17 Spectres de PL à 20 K en fonction du dopage au Te de type n pour du
GaInAsP crû à 475°C. Le dopage dans la légende est en unité de 1× 1019
cm−3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
6.18 Position du pic de PL en fonction du dopage au Te de type n pour du
GaInAsP crû à 475°C. Le décalage Burstein-Moss est calculé selon l’équation
décrite dans le texte. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
6.19 FWHM du pic de PL à 20 K en fonction du dopage pour du GaInAsP crû
à 475°C et du GaInP. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
6.20 Spectre de PL à 20 K pour du GaInAsP crû à 450°C et diﬀérents dopants de
type n utilisés. Le pic à basse énergie de l’échantillon dopé au Te provient
du buﬀer de GaAs. L’intensité de PL de l’échantillon dopé au Te est environ
deux ordres de grandeur plus grande que celle de l’échantillon dopé au Si. . 154
6.21 Spectre SIMS pour deux échantillons de GaInAsP dopés au Si avec des
températures de croissance diﬀérentes. . . . . . . . . . . . . . . . . . . . . 155
6.22 Proﬁls SIMS de GaInAsP pour diverses conditions de croissance indiquées
dans la légende. La ligne noire est le seuil où la concentration d’oxygène
aﬀecte le temps de vie. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
xiv LISTE DES FIGURES
LISTE DES TABLEAUX
2.1 Valeurs mesurées des résistances de la ﬁgure 2.5 pour une cellule de 7x7 mm. 15
2.2 Courants pics maximaux obtenus dans la littérature. . . . . . . . . . . . . 20
4.1 Proposed bandgaps combinations. . . . . . . . . . . . . . . . . . . . . . . . 68
4.2 Eﬃciency sensitivity of the proposed designs to the thermal resistance (RT )
, the electrical resistance (RE), and the concentration at maximum eﬃciency
for a thermal resistance of 1×10−4 K·m2/W and an electrical resistance of
1×10−6 Ω·m2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.3 Minimal relative cost of the electricity produced by the system (in Watt−1)
obtained for the low thermal resistance (low T) and the high thermal resis-
tance simulation (high T). . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.1 Absorption des jonctions tunnel pour chacune des jonctions p-n des designs. 88
5.2 Résumé des dopages de type n maximaux obtenus pour le GaAs. . . . . . . 91
5.3 Résumé des dopages de type n maximaux obtenus pour le GaInP. *Pour un
substrat ayant une surface (411)A. . . . . . . . . . . . . . . . . . . . . . . 91
5.4 Growth parameters and resulting peak tunneling current for all tunnel junc-
tions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
5.5 Paramètres des jonctions tunnel pour la comparaison avec la littérature. La
jonction TJ4 s’ajoute à celles utilisées dans l’article précédent. . . . . . . . 122
6.1 Sample composition at diﬀerent growth temperatures and the critical tem-
perature for phase separation. These Tc values are calculated from the re-
sults found in reference [Onabe, 1982]. . . . . . . . . . . . . . . . . . . . . 134
6.2 Ga composition modulation (Δx) determined from the PL FWHM and the
calculated bandgap variation expected from this modulation. . . . . . . . . 145
6.3 Temps de vie des porteurs minoritaires à 300 K pour diﬀérents matériaux
de type p. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
6.4 Durée de vie des porteurs minoritaires à 300 K pour diﬀérents dopages de
type n et diﬀérentes températures de croissance. . . . . . . . . . . . . . . 156
xv
xvi LISTE DES TABLEAUX
LEXIQUE
DEZn : Diethyl zinc
DIPTe : diisopropul tellure
DMAH : dimethyl aluminium hydride
DMEAA : dimethylethylamine alane
TDMAAs : trisdimethylamino arsenic
TEAA : triethylamine alane
TEAl : triethyl aluminium
TEGa :triethyl gallium
TiBAl : triisobutyl aluminium
TMA : trimethyl aluminium
TMAA : trimethylamine alane
TMGa : trimethyl gallium
TMIn : trimethyl indium
TTBAl : tritertiarybutyl aluminium
xvii
xviii LEXIQUE
CHAPITRE 1
INTRODUCTION
1.1 L’énergie solaire
L’utilisation de l’énergie est omniprésente dans notre société moderne et est nécessaire
pour le développement social et économique. Il est projeté que la consommation d’énergie
augmentera de 56% en 2040 par rapport à 2013 [U.S. Energy Information Administration,
2013a], principalement causé par les aspirations socio-économiques des pays en voie de
développement. Les sources fossiles sont projetées comme devenant la source de 80% de
l’énergie consommée mondialement en 2040 [U.S. Energy Information Administration,
2013a]. Cela entraîne de nombreux problèmes : des problèmes environnementaux reliés
à la pollution et au réchauﬀement climatique et des problèmes géopolitiques reliés à la
localisation des ressources fossiles.
L’énergie solaire est la source d’énergie la plus abondante sur terre, avec environ 2 000 000
TWh/jour d’énergie incidente[Gray, 2003]. La consommation d’électricité de la planète
entière était de 18 466 TWh en 2010 [U.S. Energy Information Administration, 2013b].
Donc, en une journée, la Terre reçoit plus d’énergie solaire que la consommation mondiale
d’électricité en un an. L’énergie solaire est donc une solution de choix comme source
d’énergie, car elle est peu polluante et son universalité évite des conﬂits géopolitiques
causés par l’accessibilité à l’énergie.
La méthode la plus courante pour produire de l’électricité à partir de l’énergie solaire est
l’utilisation de cellules solaires, qui convertissent la lumière en électricité. La production
d’énergie par les cellules solaires étaient de 65 TWh en 2011 [IEA, 2013], soit 0.35%
environ de la consommation totale d’électricité. Cette faible pénétration du marché de la
production d’électricité est causée par le coût jugé trop élevé de l’électricité produite par
les cellule solaires. Plusieurs pistes de solutions sont suggérées pour résoudre ce problème.
Une première piste est d’utiliser divers concepts de cellules pour tenter de réduire les coûts
de la cellule solaire. Le marché est présentement dominé par les cellules solaires fabriquées
en Si cristallin, qui nécessitent un matériau de haute qualité et pureté. Une alternative à ces
cellules est la technologie de couches minces, tel que le Si amorphe, CdTe ou Cu(InGa)Se2,
qui ont des conditions de pureté moins strictes et des eﬃcacités légèrement plus faibles que
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le Si cristallin. En ce moment, leur coût est cependant supérieur à celui des cellules en Si
cristallin [Ciszek, 2014]. À l’opposé, il y a les cellules en matériaux III-V, qui nécessitent
une très grande pureté et donc un fort coût, mais donnent les meilleures eﬃcacités.
L’utilisation de lumière concentrée se propose aussi comme une solution au problème
principal de la production d’énergie solaire : le coût élevé. La concentration consiste à
utiliser un élément optique tel une lentille ou un miroir pour concentrer la lumière solaire
sur une cellule de taille réduite. Cela permet de remplacer la surface de la cellule par
la surface eﬀective de l’optique. Pour un système parfait, une cellule solaire de 1 m2 de
surface pourrait être remplacée par un système à concentration combinant une cellule de
10 cm2 avec une lentille de 1 m2. De plus, ce système performerait mieux que la cellule
solaire à large surface. Dans un système réel, l’eﬃcacité de transmission de l’optique est
de l’ordre de 80 à 90% [Marti et Luque, 2010], ce qui réduit légèrement l’électricité totale
générée par le système à concentration comparée à une simple cellule de surface eﬀective
équivalente. Cependant, réduire la taille de la cellule mène directement aux nombreux
avantages du photovoltaïque concentré.
Dans un premier temps, le coût relatif de la cellule solaire par rapport au coût total
est fortement réduit, car un système à concentration utilise beaucoup moins de surface de
cellule. Plus le facteur de concentration est élevé, plus le coût relatif de la cellule est réduit.
Cela permet aussi l’utilisation de cellules solaires plus complexes, donc plus coûteuses et
plus eﬃcaces, sans trop augmenter les coûts globaux du système. Plusieurs estimations
de coût prévoient qu’un système à concentration produit ou produira prochainement de
l’électricité à plus faible coût que des panneaux solaires plats [Bett et Lerchenmüller,
2007; Luque et al., 2006; Swanson, 2000]. Deuxièmement, puisque la cellule solaire n’est
qu’une petite partie du système total, cela permet de minimiser les problèmes potentiels
reliés à l’utilisation de matériaux toxiques, à des méthodes de fabrication potentiellement
dangereuses et à la rareté de certains éléments utilisés [Swanson, 2000]. Troisièmement, la
plus grande eﬃcacité des cellules à concentration permet d’utiliser moins d’espace pour
produire de l’électricité [Swanson, 2000]. Mais, l’utilisation de la concentration amène
certains désavantages aussi. La concentration de la lumière sur une petite cellule augmente
fortement la densité de chaleur qui doit être évacuée de la cellule. Ensuite, pour que
la lumière puisse être concentré sur un petite cellule, le concentrateur doit être aligné
en tout temps sur le soleil. Cela se fait par un système de tracking, qui augmente la
complexité du système et rajoute une composante mécanique qui peut nécessiter de la
maintenance. Ces inconvénients sont pris en compte dans les estimations de coût des
systèmes à concentration.
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Cependant, malgré ces avantages le photovoltaïque à concentration n’est que très peu dé-
veloppé. En eﬀet, la production d’électricité à partir de photovoltaïque concentré n’était
que de 4 TWh en 2011 [IEA, 2013]. Principalement parce que bien que l’utilisation de
concentration promet de réduire les coûts par rapport aux panneaux solaires, cette ré-
duction n’a pas encore été réalisée [IEA, 2013]. De grands eﬀorts doivent être consacrés
pour améliorer plusieurs aspects de la technologie, comme les standards, la ﬁabilité, les
capacités de production, les investissements, etc. Une des pistes de solution principales
considérées par la communauté photovoltaïque est de tenter d’augmenter l’eﬃcacité réelle
du système, car cela permet d’augmenter la production d’électricité pour le même coût et
donne donc un meilleur rendement global de la technologie. Dans le cas de la structure
de la cellule elle-même, la communauté se concentre donc sur les cellules III-V les plus
eﬃcaces et tente d’en augmenter l’eﬃcacité le plus possible.
La fabrication de ces cellules en III-V pour utilisation avec concentration est cependant la
méthode de fabrication la plus coûteuse. Pour expliquer cette diﬀérence de coût, la section
suivante décrit les diverses méthodes de fabrication des cellules solaires.
1.2 Fabrication des cellules
Chacune des trois grandes familles de cellules solaires (Si cristallin, couches minces et
III-V) est fabriquée par une méthode diﬀérente qui mène à la diﬀérence de coûts.
Le Si cristallin nécessite une grande pureté et est fabriqué selon le procédé Siemens [Ciszek,
2014] : du Si réagi avec un gaz de HCl pour former du SiHCl3. Ce gaz est distillé pour
avoir une grande pureté et ensuite un procédé de déposition de vapeur sur une surface
chauﬀée est utilisé pour obtenir du Si polycristallin de haute pureté. Un recuit à très haute
température permet de cristalliser ce Si polycristallin en Si cristallin. Ensuite, celui-ci est
coupé en tranches minces d’environ 300 μm sur lesquelles les cellules sont fabriquées.
Les couches minces sont fabriquées par dépôt de vapeur sur un substrat peu coûteux. En
théorie, le coût de ces cellules devrait être inférieur à celui des cellules en Si cristallin, car
ce procédé ne requiert par une aussi grande pureté des matériaux sources [Gray, 2003].
Cependant, le marché actuel du Si cristallin est aﬀecté par un problème d’oversupply, qui
diminue fortement son coût [Ciszek, 2014].
Les cellules en III-V sont fabriquées par épitaxie, qui consiste en la croissance d’un cristal
de très haute pureté sur un substrat monocristallin. Cette méthode est la plus coûteuse, car
le substrat lui-même doit être obtenu par une méthode similaire au procédé de fabrication
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du Si cristallin. Donc, avant même de commencer la croissance, le coût ne peut pas être
plus faible que celui d’une cellule en Si cristallin. En plus, les sources utilisées doivent
être d’une très grande pureté. Deux méthodes principales d’épitaxie sont utilisées pour
fabriquer des cellules solaires, la MBE (Molecular Beam Epitaxy) et la MOCVD (Metallo-
Organic Chemical Vapor Deposition).
La MBE utilise comme source de gaz des éléments chimiques sous forme solide qui sont
chauﬀés à de très hautes températures pour en vaporiser une fraction. Ce ﬂux de gaz créé
traverse une chambre sous vide poussé avant de se déposer sur un substrat chauﬀé. Cette
méthode est la plus coûteuse, car elle a un débit de production faible. En eﬀet, les taux de
croissance sont limités par la vaporisation des solides et l’ajustement des paramètres avant
la croissance nécessite un temps relativement long. La MOCVD est une méthode opposée
à la MBE : elle utilise des sources metallo-organiques transportées par un gaz porteur,
elles sont donc sous forme gazeuse. Ces sources sont transportées dans un réacteur à
pression atmosphérique et se déposent sur le substrat chauﬀé par diﬀusion à travers une
couche stagnante de gaz. Cette méthode présente un grand débit de production, car le
gaz porteur permet d’obtenir des ﬂux beaucoup plus élevés. Elle est donc la méthode
préconisée pour la production industrielle. Une autre méthode est cependant disponible
pour faire la croissance de cellules solaires : la croissance par jets chimiques.
1.2.1 La croissance CBE
La croissance épitaxiale par jets chimiques (CBE pour Chemical Beam Epitaxy) est une
méthode de croissance hybride entre les croissances MBE et MOCVD. Elle utilise des
sources metallo-organiques comme la MOCVD, mais dans un réacteur sous vide comme
la MBE.
Le CBE prédit plusieurs avantages économiques comparés aux autres méthodes de crois-
sance :
1. Une utilisation plus eﬃcace des sources chimiques.
2. Un contrôle plus stable et reproductible des croissances.
3. Un plus grand débit potentiel de production.
Cependant, l’utilisation de la CBE est présentement limitée à quelques groupes de re-
cherche. Son potentiel de production industrielle n’a donc jamais été développé et opti-
misé. La CBE est donc perdant lorsqu’il est comparé à la technologie mature qu’est la
croissance MOCVD, malgré ses promesses de réduction des coûts.
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1.3 Projet de recherche
Ce projet s’attaque à la problématique du coût encore trop élevé de l’énergie photovol-
taïque en explorant une manière de permettre l’augmentation du facteur de concentration
à partir du design de la cellule solaire elle-même. L’objectif général de ce projet est donc de
développer par croissance CBE des matériaux et des structures qui pourraient mener à une
réduction du coût de l’électricité produite par un système photovoltaïque à concentration.
1.3.1 Objectif
Cet objectif général est séparé en plusieurs sous-objectifs :
1. Identiﬁcation d’une structure de cellule solaire.
Ce projet propose d’optimiser une structure pour la très haute concentration plutôt
que pour maximiser l’eﬃcacité. Pour eﬀectuer cela, il faut limiter les deux éléments
qui limitent le facteur de concentration : les pertes résistives et la génération de
chaleur dans la cellule solaire.
2. Croissance par CBE de jonctions tunnel.
Les jonctions tunnel sont une composante critique des cellules solaires multijonctions
et la croissance CBE de ces structures n’est que très peu développée.
3. Croissance par CBE et évaluation des caractéristiques pertinentes pour les cellules
solaires de matériaux pouvant servir à croître la structure de cellule solaire identiﬁée.
1.4 Organisation du document
La partie initiale de ce document établie les bases théoriques et expérimentales qui se-
ront utilisées dans le reste du document. Le chapitre 2 donne les bases théoriques pour
comprendre le fonctionnement d’une cellule solaire multijonction et présente les parti-
cularités des matériaux considérés dans ce document. Le chapitre 3 décrit les méthodes
expérimentales qui seront utilisées pour croître et caractériser ces matériaux.
Les parties suivantes présentent les résultats obtenus lors de ce projet. Le chapitre 4
présente des simulations de structures de cellule solaire avec les objectifs d’augmenter
le facteur de concentration et de diminuer les coûts. Ces cellules solaires servent de jus-
tiﬁcation pour les structures et matériaux caractérisés dans les prochains chapitres. Le
chapitre 5 présente les jonctions tunnel qui servent d’interconnexions électriques dans les
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cellules solaires présentées au chapitre précédent. La simulation de ces jonctions tunnel,
l’optimisation des matériaux impliqués et la croissance des jonctions tunnel elle-mêmes
sont présentées. Ensuite, le chapitre 6 présente la caractérisation d’un matériau, le GaI-
nAsP, et l’évaluation de son potentiel pour servir de jonctions p-n dans les cellules solaires
présentées au chapitre 4.
Finalement, le chapitre 7 résume les résultats et présente des pistes à explorer pour ré-
pondre à certains questionnements soulevés lors de ce projet.
CHAPITRE 2
ETAT DE L’ART
2.1 Cellule solaire
Une cellule solaire est un dispositif qui convertit l’énergie lumineuse en énergie électrique.
Würfel [Würfel, 2009] donne deux conditions générales pour obtenir un tel dispositif :
1. La présence de membranes sélectives qui forcent les charges de signes opposés à se
diriger dans des directions opposées.
2. L’entropie est conservée sur le chemin parcouru par ces charges.
Ces conditions sont remplies par tous les types de cellules solaires, des cellules en semi-
conducteur aux cellules dites dye sensitized. Cependant, seulement le cas spéciﬁque des
semi-conducteurs est considéré ici.
2.1.1 Semi-conducteurs
Un semi-conducteur est un matériau cristallin caractérisé par un gap d’énergie (ou band-
gap). On déﬁnit un cristal comme étant un arrangement périodique d’atomes. La pério-
dicité de ces atomes est d’une importance critique, car elle mène à l’apparition d’un gap
d’énergie pour les électrons. En eﬀet, un électron se propageant dans le potentiel périodique
créé par les atomes aura une relation de dispersion où il y a une bande d’énergie interdite
[Kittel, 2007]. Cette bande d’énergie est dite interdite, car les électrons ne peuvent pas
avoir les énergies contenues dans cette bande. Un électron libre peut posséder toute énergie
possible. Mais lorsqu’il se déplace dans un cristal, sa fonction d’onde sera aussi périodique.
Si cette période diﬀère fortement de celle du cristal, l’énergie de l’électron n’est que peut
aﬀectée. Cependant, lorsque la période de la fonction d’onde de l’électron s’approche de
la période du cristal, il y a deux situations possibles : soit le maximum de probabilité de
présence de l’électron se situe sur les atomes du cristal, soit il se situe exactement entre
deux atomes du cristal. Dans le premier cas, l’attraction coulombienne entre l’atome et
l’électron diminue l’énergie de l’électron, alors que le deuxième cas il n’y a pas présence de
cette attraction. La diﬀérence d’énergie entre ces deux cas donne le gap d’énergie. L’élec-
tron ne peut pas exister entre ces deux énergies. Les énergies permises pour les électrons
sont séparées en deux bandes, soit la bande de valence sous le gap d’énergie et la bande de
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conduction au dessus du gap d’énergie [Kittel, 2007]. Pour un semi-conducteur intrinsèque,
le niveau de Fermi est situé au milieu de la bande interdite. Donc, à une température de 0
K, la bande de valence est remplie d’électrons et la bande de conduction est vide. Lorsque
la température est augmentée, les électrons adoptent une distribution de Fermi, il y a donc
présence d’électrons dans la bande de conduction. Ces électrons, lorsqu’excités de la bande
de valence à la bande de conduction, laisse derrière un trou dans la bande de valence, soit
un manque d’électron. Un mouvement collectif d’électrons dans la bande de valence peut
être considéré comme un trou de charge positive se déplaçant dans la direction opposée.
Généralement pour les semi-conducteurs, "électron" désigne seulement les électrons situés
dans la bande de conduction alors que "trous" désigne un électron manquant dans la bande
de valence.
La quantité totale de trous et d’électrons dans un semi-conducteur peut être modiﬁée
par le dopage, qui consiste à l’ajout d’atomes ayant des électrons de plus ou de moins
comparativement aux atomes constituant le semi-conducteur pur. Un semi-conducteur
intrinsèque a des concentrations égales de trous et d’électrons, alors qu’un semi-conducteur
ayant plus d’électrons que de trous est dit de type n et un semi-conducteur ayant plus de
trous que d’électrons est dit de type p.
2.1.2 Jonction p-n
À l’équilibre
Une jonction p-n est formée lorsqu’un semi-conducteur de type p est mis en contact avec un
semi-conducteur de type n. Lors de la formation de la jonction, il y a diﬀusion des électrons
de la région n vers la région p. Cette diﬀusion laisse une zone chargée positivement du
côté n de la jonction. Le phénomène inverse s’applique aux trous, laissant une zone chargée
négativement du côté p de la jonction. Il y a donc formation d’un champ électrique. Ce
champ électrique s’oppose à la diﬀusion des porteurs et un équilibre s’établit lorsque la
force de diﬀusion est égale à la force électrique, donc lorsqu’il n’y a plus de mouvement
collectif des charges.
La ﬁgure 2.1 présente la structure de bande d’une jonction p-n lorsqu’aucun voltage n’est
appliqué. Les zones où les bandes sont plates sont appelées zones quasi-neutres, car il n’y
a pas de champ électrique. La zone où les bandes sont courbées, donc où il y a un champ
électrique, est appelée zone de déplétion, car il n’y a que très peu de porteurs présents
dans cette zone.
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Figure 2.1 Diagramme de bande pour une jonction p-n en GaAs avec des
concentrations de trous (bord p) et d’électrons (bord n) de 1×1018 cm−3. La
ligne pointillée représente le niveau de Fermi.
Aucun courant ne passe lorsqu’il n’y a pas de voltage appliqué. En eﬀet, la population
d’électron du côté n ayant une énergie supérieure à la marche de potentiel, donc pouvant
passer à travers la jonction, est égale à la population d’électron du côté p générée ther-
miquement. Les populations étant égales de chaque côté de la jonction, il n’y a pas de
diﬀusion. Le même raisonnement s’applique aux trous.
Avec voltage appliqué
Lorsqu’un voltage est appliqué à la jonction, les niveaux de Fermi de chaque côté de la
jonction se séparent de la valeur du voltage appliqué, tel qu’illustré à la ﬁgure 2.2. Cela
réduit la marche de potentiel à la jonction p-n, ce qui induit un courant. En eﬀet, la
population d’électron pouvant franchir la barrière a maintenant augmenté alors que la
population d’électron du côté p est toujours la même. Les électrons vont donc se déplacer
du côté n au côté p, où ils se recombineront avec les porteurs majoritaires, les trous.
De par ces recombinaisons, la concentration d’électrons supplémentaires diminuera avec
la distance de la jonction jusqu’à ce qu’elle devienne égale à la population à l’équilibre
d’électrons du côté p. Il y a donc présence d’un gradient de concentration d’électron causé
par les recombinaisons, d’où les noms de courant de diﬀusion des porteurs minoritaires
ou de courant de recombinaisons donnés au courant d’une jonction p-n avec un voltage
appliqué. L’équation de Schockley donne la forme de ce courant :
J(V ) = J01(e
qV/kBT − 1) + J02(eqV/2kBT − 1) (2.1)
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Figure 2.2 Jonction de la ﬁgure 2.1 avec un voltage appliqué.
où J01 est le courant de saturation des zones quasi-neutres, J02 est le courant de saturation
de la zone de déplétion, kB la constante de Boltzmann, T la température, q la charge
électronique et V le voltage appliqué. Une dérivation complète des équations est disponible
dans la référence [Gray, 2003].
Sous illumination
Lorsque la jonction p-n est placée sous illumination, une paire électron-trou est générée
pour chaque photon absorbé dont l’énergie est supérieure au gap du semi-conducteur de la
jonction p-n. Cela génère une population excédentaire d’électrons et de trous. Cependant,
cette population excédentaire est négligeable (approximation de faible injection) lorsque
comparée à la population de porteurs majoritaires, soient les trous du côté p et les électrons
du côté n. Mais la population de porteurs minoritaires, les électrons du côté p et les trous du
côté n, est augmentée de manière non-négligeable. Cela mène à une diﬀusion des électrons
minoritaires de la région p vers la région n, où les porteurs sont majoritaires. Le phénomène
inverse se produit pour les trous. Les porteurs minoritaires peuvent aussi se recombiner
avant d’atteindre la région où ils sont majoritaires . Généralement, on considère que tous
les porteurs minoritaires générés à l’intérieur d’une longueur de diﬀusion de la jonction p-n
l’atteignent sans recombinaison, alors que les porteurs minoritaires générés à une distance
supérieure à la longueur de diﬀusion de la jonction se recombinent avant d’atteindre la
jonction p-n [Würfel, 2009]. Ce courant est opposé au courant de recombinaison mentionné
précédemment. Ce nouveau courant est nommé photocourant.
La population excédentaire de porteurs minoritaires peut être représentée par des distri-
butions de quasi-Fermi. À l’équilibre, la population d’électrons et de trous est caractérisée
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par un seul niveau de Fermi. Hors-équilibre, les populations sont représentées par deux
niveaux, dit de quasi-Fermi, un pour les électrons et un pour les trous. Cette nouvelle
déﬁnition permet d’utiliser les distributions de Fermi pour caractériser les populations
d’électrons et de trous en tenant compte des porteurs excédentaires. Les niveaux de quasi-
Fermi sont représentées par Fp pour les trous et Fn pour les électrons.
La ﬁgure 2.3 présente la schématisation d’un diagramme de bande d’une jonction p-n sous
illumination et sans voltage appliqué. Un gradient dans les niveaux de quasi-Fermi est
observable, ce qui mène à un courant à travers la jonction p-n. La génération d’un courant
sous illumination mène à l’utilisation d’une jonction p-n comme cellule solaire.
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Figure 2.3 Schématisation d’une jonction p-n sous illumination et avec aucun
voltage appliqué. Les quasis-niveaux de Fermis sont indiqués par les lignes poin-
tillées.
Courbe J-V
La caractérisation électrique la plus simple et la plus utilisée dans le cas d’une cellule
solaire est la mesure de la courbe J-V, tel qu’illustrée à la ﬁgure 2.4. De cette courbe,
plusieurs paramètres peuvent être déterminés :
1. Le courant de court-circuit JSC est le courant à 0 V. Ce courant correspond au
photocourant.
2. Le voltage de circuit ouvert VOC . Ce voltage est obtenu lorsque le courant est nul.
3. La puissance maximale Pmax, qui est le point où J·V est maximal.
Figure 2.4 Courbe J-V typique de cellule solaire. Reprinted with permission
from [Bertness et al., 1994b]. Copyright 1994, AIP Publishing LLC.
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4. Le facteur de forme FF, qui est le rapport Pmax
JSCVOC
. Cela est un indicateur de l’idéalité
de la cellule solaire.
5. L’eﬃcacité, qui est le rapport Pmax
Pin
, où Pin est la puissance lumineuse incidente sur
la cellule.
Selon le principe de superposition, on peut considérer le photocourant et le courant de
recombinaison comme étant deux courants indépendants qui s’additionnent. Donc, le VOC
est le voltage où les amplitudes de ces deux courants sont égales. Un troisième courant
peut s’ajouter lorsqu’il y a une résistance shunt qui court-circuite la cellule solaire, mais
celui-ci est négligée dans les modèles idéalisés, car il est très faible dans les cellules solaires
typiques.
2.2 Cellules multijonctions
L’eﬃcacité de conversion d’une simple jonction p-n est cependant limitée. Comme men-
tionné précédemment, chaque photon absorbé donne une seule paire électron-trou. Si ce
photon a une énergie supérieure au gap du semi-conducteur, l’énergie excédentaire sera
perdue par thermalisation. En eﬀet, les porteurs énergétiques perdront leur énergie par
émission de phonons pour adopter la distribution de Fermi autour du niveau de quasi-
Fermi. Ce phénomène s’eﬀectue en environ 1 · 10−12 s [Würfel, 2009] et peut donc être
considéré comme immédiat dans les cellules solaires usuelles.
Une solution pour augmenter l’eﬃcacité de conversion est d’utiliser plusieurs bandgaps
diﬀérents. En eﬀet, en absorbant les photons de haute énergie avec une jonction p-n à plus
grand gap, les pertes par thermalisation sont diminuées. Le cas idéal est une combinaison
inﬁnie de bandgap, où chaque photon est absorbé par une jonction p-n ayant un bandgap
égal à l’énergie du photon. Dans un tel cas, les pertes par thermalisation sont nulles.
En pratique, la manière la plus commune d’utiliser une combinaison de bandgap est la
croissance d’une cellule solaire monolithique, où les diﬀérentes jonctions p-n sont empi-
lées verticalement et connectées électriquement par des jonctions tunnel. Dans une telle
structure, les jonctions ayant des bandgaps plus élevés sont situées plus haut et servent
de ﬁltres sélectifs pour la lumière : les photons de haute énergie sont absorbés par la jonc-
tion du haut et ceux de plus basses énergies sont transmis à travers la jonction pour être
absorbés par la jonction en-dessous. Cette structure de cellule solaire est appelée cellule
multijonction.
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Cependant, la structure monolithique présente un désavantage, qui est la connexion en série
des jonctions. Cela a comme conséquence que les courants de chacune des jonctions doivent
être exactement égaux, condition dite de current match. Généralement, les jonctions ne
peuvent pas être choisies pour avoir un courant exactement égal. Dans ce cas, le courant
total de la cellule est limité par la jonction produisant le courant le plus faible.
2.2.1 Concentration
L’eﬃcacité de conversion est un paramètre important pour une cellule solaire, mais le
paramètre le plus critique est le coût de production d’électricité. Les cellules multijonctions
sont les plus eﬃcaces, mais ce sont aussi les structures les plus complexes et donc les plus
coûteuses. L’utilisation de lumière concentrée permet de remplacer des cellules solaires de
large taille par une cellule de petite taille et un élément d’optique peu coûteux.
En plus de réduire les coûts de l’électricité, la concentration améliore l’eﬃcacité des cel-
lules. En eﬀet, le photocourant est directement proportionnel au facteur de concentration,
alors que le courant de recombinaison est indépendant de la concentration [Gray, 2003].
Cela mène a une augmentation du VOC avec la concentration, donc une augmentation
de l’eﬃcacité en théorie. Cependant, en pratique, deux phénomènes émergent à haute
concentration et limitent l’eﬃcacité : la résistance série et la température.
Résistance série
Lorsqu’un courant passe dans une résistance, il y a perte d’énergie par eﬀet Joule, où
la puissance perdue est de la forme P = RI2. Dans une cellule solaire, le courant sans
concentration est faible, ce qui fait en sorte que la puissance perdue dans les résistances est
négligeable. Cependant, lorsque la concentration augmente, la puissance perdue augmente
selon le carré de la concentration. Éventuellement, cette perte devient non-négligeable et
diminue l’eﬃcacité de la cellule solaire. Ultimement, la résistance série est ce qui limite le
facteur de concentration maximal. Les sources de résistance dans une cellule solaire sont
illustrées à la ﬁgure 2.5 et des valeurs typiques sont montrées dans le tableau 2.1.
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Figure 2.5 Illustration des diﬀérentes sources de résistance dans une cellule
solaire multijonction. Reprinted from [Nishioka et al., 2006], with permission
from Elsevier.
résistance [Nishioka et al., 2004] (Ω· cm2)
1 0.0066
2 -
3 0.0050
4 -
5 0.0005
6 -
7 0.0004
8 -
total 0.0123
Tableau 2.1 Valeurs mesurées des résistances de la ﬁgure 2.5 pour une cellule
de 7x7 mm.
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Température
L’énergie transformée en chaleur par thermalisation augmente aussi avec le facteur de
concentration. Ce ﬂux de chaleur augmente la température de fonctionnement de la cellule
solaire. Cette haute température a plusieurs eﬀets sur la cellule solaire :
1. Une augmentation du courant de recombinaison, ce qui diminue l’eﬃcacité de la
cellule solaire.
2. Une diminution du bandgap, ce qui augmente le courant de recombinaison et aug-
mente aussi le photocourant.
L’eﬀet total est une diminution linéaire de l’eﬃcacité avec la température, tel qu’illustré
à la ﬁgure 2.6. L’expression exacte de cette diminution est très complexe. L’eﬀet majeur
de la température sur l’eﬃcacité passe par son inﬂuence sur le VOC , qui est [Kinsey et al.,
2008] :
∂VOC
∂T
= − 1
T
(
n
q
Eg − VOC + nkBT
q
(
3 +
γ
2
))
+
nkBT
q
1
JSC
∂JSC
∂T
+
n
q
∂Eg
∂T
(2.2)
où n est le facteur d’idéalité de la cellule solaire et γ un facteur de ﬁtting. Dans cet
équation, le terme dominant est kBT
q
(
3 + γ
2
)
, ce qui donne une diminution linéaire du VOC
(et donc de l’eﬃcacité, car celle-ci est proportionnelle au VOC) avec la température. Cette
diminution dépend toutefois du facteur de concentration. En eﬀet, plus la concentration
est grande, plus le photocourant est important face au courant de recombinaisons et moins
les variations dans celui-ci inﬂuence l’eﬃcacité. La diminution varie de -0.081 %/°C (10X)
à -0.035 %/°C (1000X) selon le logarithme de la concentration [Kinsey et al., 2008]. En
extrapolant les données expérimentales, on obtient un facteur de -0.005 %/°C (10000X).
Figure 2.6 Eﬃcacité d’une cellule triple-jonction GaInP/GaAs/Ge en fonction
de la température de la cellule. Figure tirée de [Nishioka et al., 2002] © 2002
IEEE.
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2.2.2 La triple jonction classique
La structure de référence pour les cellules solaires multijonctions est la triple jonction
classique, soit la combinaison des matériaux GaInP (1.82 eV), GaAs (1.42 eV) et Ge
(0.67 eV). L’inconvénient majeur de cette structure est que la sous-cellule de Ge produit
environ le double du courant des autres jonctions. Son bandgap est donc loin d’être optimal.
De plus, la sous-cellule de GaAs est limitante en courant dans cette structure. L’eﬃcacité
maximale de la triple jonction classique est d’environ 41.7% [King et al., 2009].
2.3 Jonctions tunnel
Comme mentionné à la section 2.2, une cellule solaire multijonction comprend des jonctions
tunnel comme interconnexion électrique entre les diﬀérentes jonctions p-n. Une jonction
tunnel est une jonction p-n où chaque bord de la jonction est suﬃsamment dopé pour
être dégénéré, donc pour que le niveau de Fermi soit à l’intérieur de la bande de valence
ou de conduction. Une telle jonction est illustrée à la ﬁgure 2.7. Puisque le niveau de
Fermi est à l’intérieur des bandes, il y a présence d’une forte population d’électrons et
de trous entre le minimum de la bande et le niveau de Fermi. Lorsqu’un voltage est
appliqué, ces populations se chevauchent en énergie et les porteurs peuvent tunneler à
travers le bandgap et se recombiner sans perte d’énergie. Cela donne une courbe I-V telle
qu’illustrée à la ﬁgure 2.8.
Plusieurs critères doivent être satisfaits pour qu’une jonction tunnel inclue dans une struc-
ture de cellule solaire multijonction permette d’obtenir une eﬃcacité de conversion la plus
élevée possible. Ces critères sont :
1. La jonction tunnel doit être la plus transparente possible aux longueurs d’onde ab-
sorbées par la cellule sous la jonction tunnel. En eﬀet, les photons absorbés dans la
jonction tunnel ne participent pas à la génération de courant, donc ils sont considérés
perdus pour la cellule solaire.
2. La valeur maximale du courant tunnel doit être maximisée. La densité de courant
dans une cellule solaire augmente linéairement avec la concentration. Donc, pour
que la jonction tunnel puisse fonctionner à très hautes concentrations, la densité de
courant générée dans la cellule solaire doit être inférieure à la densité de courant
tunnel maximale. Si la densité de courant dépasse cette limite, la jonction tunnel
fonctionnera en mode diode, ce qui entraîne une forte perte de voltage dans la jonc-
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Figure 2.7 Diagramme de bande d’une jonction tunnel p+/p++/n++/n+. Le
niveau de Fermi est illustré par la ligne pointillée en rouge.
Figure 2.8 Courbe I-V typique d’une jonction tunnel.
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tion tunnel et donc une forte perte d’eﬃcacité dans la cellule solaire. La densité de
courant dans une triple jonction classique est d’environ 14 A/cm2 sous 1000 soleils.
De plus, le courant tunnel maximal est un indicateur de la résistance électrique
de la jonction tunnel. En eﬀet, la résistance est déterminée à partir de la pente
montante du pic de courant tunnel, donc à très faible voltage. Cette pente montante
est fortement aﬀectée par l’amplitude du maximum de courant tunnel. On peut
généralement dire que plus la valeur maximale du courant tunnel est élevée, plus
la résistance dans la jonction tunnel est faible. La résistance totale dans une cellule
solaire de 49 mm2 est de l’ordre de 0.025 Ω [Nishioka et al., 2004]. Donc, réduire la
résistance de la jonction tunnel sous les 10−4 Ω permet de rendre cette résistance
négligeable et de minimiser la perte de voltage dans la jonction tunnel lorsque la
cellule solaire est utilisée à forte concentration.
3. La jonction tunnel doit être en accord de maille avec le reste de la cellule solaire.
Ce critère permet d’éviter la formation de dislocations dans la jonction tunnel qui
se propageraient lors de la croissance subséquente de la cellule solaire.
Cela réduit fortement les types de jonctions tunnel utilisables dans une cellule solaire multi-
jonction. Dans la littérature, on retrouve des jonctions tunnel GaAs/GaAs, GaAs/AlGaAs,
AlGaAs/AlGaAs et GaInP/AlGaAs.
Les jonctions tunnel avec du GaAs présentent les pics de courant tunnel les plus éle-
vés avec un record de 8630 A/cm2 (GaAs/GaAs [Garcia et al., 2012]) et de 10100 A/cm2
(GaAs/AlGaAs [Garcia et al., 2012]). Les jonctions tunnel GaInP/AlGaAs et AlGaAs/AlGaAs
ont une plus grande transparence, mais un pic tunnel moins élevé. Les meilleurs pics de
courant tunnel sont de 637 A/cm2 (AlGaAs/GaInP [King et al., 2002b]) et de 900 A/cm2
(AlGaAs/AlGaAs [Wheeldon et al., 2011]).
Cependant, ces excellentes performances ont été obtenues par MOCVD. Pour la croissance
CBE, une seule jonction tunnel GaAs/GaAs est démontrée dans la littérature [Garcia
et al., 1999]. Donc, la capacité du CBE de croître les matériaux des jonctions tunnel et
ces structures elles-mêmes est encore à démontrer.
Ces records ne sont cependant pas standard. Le tableau 2.2 résume les courants pics maxi-
maux obtenus dans la littérature. On observe que les jonctions tunnel standard performent
un ordre de grandeur ou plus en dessous des records de la littérature.
De plus, les détails sur les structures des jonctions tunnel record sont très clairsemés. La
courbe I-V de la jonction tunnel [Garcia et al., 1999] n’est pas présentée. Les niveaux de
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source type Jpic (A/cm2)
[Wheeldon et al., 2011] AlGaAs/AlGaAs 900
[Mols et al., 2007] AlGaAs/AlGaAs 17
[Wheeldon et al., 2011] GaInP/AlGaAs 80
[King et al., 2002b] GaInP/AlGaAs 637
[Samberg et al., 2013] GaInP/AlGaAs 12.5
[Jung et al., 1993] GaInP/AlGaAs 80
[Garcia et al., 2012] GaAs/GaAs 8630
[Beji et al., 2001] GaAs/GaAs 60
[Kang et al., 2011] GaAs/GaAs 0.11
[Gotoh et al., 1998] GaAs/GaAs 17
[Jandieri et al., 2008] GaAs/GaAs 25
[Garcia et al., 2012] GaAs/AlGaAs 10100
[Bauhuis et al., 2012] GaAs/AlGaAs >800
Tableau 2.2 Courants pics maximaux obtenus dans la littérature.
dopage de la jonction tunnel [King et al., 2002b] ne sont pas indiqués. Les compositions
et dopages de la jonction tunnel [Wheeldon et al., 2011] ne sont pas présentés non plus.
En plus, aucun détails n’est disponible sur la croissance des matériaux inclus dans ces
jonctions tunnel. La section 2.5 ira plus en détail sur ces matériaux spéciﬁques.
2.4 Designs de cellules multijonctions
Plusieurs alternatives sont présentement développées ou considérées pour améliorer la
structure triple jonction classique présentée à la section 2.2.2.
Il est possible d’insérer des structures quantiques dans la sous-cellule de GaAs pour en
augmenter l’absorption et donc le courant généré. Puisque cette sous-cellule est limitante,
augmenter son courant augmente le courant total de la cellule multijonction. L’ajout de
puits quantiques [Freundlich et al., 1994] et de boîtes quantiques [Zribi, 2014] permet eﬀec-
tivement d’augmenter le courant généré dans une cellule solaire, mais cela est accompagné
par une diminution du VOC à cause de la diminution du bandgap eﬀectif et de l’augmen-
tation des recombinaisons dans les boîtes quantiques. Des simulations indiquent que l’eﬀet
total de l’inclusion d’une telle jonction dans la structure triple jonction classique est tout
de même amélioration de l’eﬃcacité [Freundlich et Alemu, 2005].
L’inclusion d’une quatrième jonction entre celle de GaAs et celle de Ge permettrait de
récupérer la partie du spectre lumineux qui est perdue dans l’excédent de courant de
la jonction de Ge et donc d’augmenter l’eﬃcacité de la cellule solaire. Le nitrure dilué
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est considéré pour cette cellule [Geisz et Friedman, 2002]. Cependant, le nitrure dilué est
actuellement utilisé pour remplacer la sous-cellule de Ge plutôt que pour ajouter une 4ème
jonction [Sabnis et al., 2012], avec une légère augmentation de l’eﬃcacité à 43.5%.
Des designs alternatifs utilisant des structures métamorphiques (donc, pas au lattice-
match) permettent d’obtenir une combinaison de bandgap plus optimale. Des exemples de
tels structures métamorphiques sont : Ga0.35In0.65P (1.67 eV)/ Ga0.83In0.17As (1.18 eV)/Ge
(0.67 eV) [Guter et al., 2009] et Ga0.5In0.5P (1.83 eV)/Ga0.96In0.04As (1.34 eV)/Ga0.63In0.37As
(0.89 eV) [Geisz et al., 2008]. Le record actuel est une triple-jonction métamorphique avec
une eﬃcacité de 44.4% [Sharp Corporation, 2013].
L’addition de plus de jonctions permet de diminuer les pertes d’énergie par thermalisation
des porteurs et donc d’augmenter l’eﬃcacité de la cellule elle même. La ﬁgure 2.9 présente
de nombreux designs, métamorphiques ou au lattice-match, qui utilisent cette méthode.
L’objectif de tous ces designs de cellules multijonctions est une meilleure utilisation du
spectre solaire. Cependant, comme il a été mentionné à la section 2.2.1, deux facteurs
limitant l’eﬃcacité à haute concentration sont la température et la résistance série. Très
peu de designs de cellules solaires tiennent compte de ces eﬀets. En eﬀet, la technique
la plus usuelle est d’utiliser le design le plus eﬃcace et d’ensuite gérer la température et
la résistance à partir des autres composantes du système photovoltaïque (carrier pour la
température et design de grille pour la résistance série). Par exemple, [Algora et Diaz,
2000] analyse la résistance série d’une cellule pour des designs de grille carré et circulaire
et détermine qu’une grille carré permet d’obtenir une résistance série totale minimale pour
la cellule solaire. [Arenas et al., 2010] présente une optimisation de la taille d’un carrier
de cuivre pour minimiser le volume de cuivre tout en obtenant de bonnes performances
de cellule solaire.
[Geisz et al., 2010] a soulevé en premier l’inﬂuence du design de la cellule multijonction
sur le coeﬃcient théorique en température mentionné à la section 2.2.1 et a montré que le
design optimal peut changer selon la température de fonctionnement. De plus, il a soulevé
l’idée qu’un bandgap plus élevé pour la jonction du bas permet de réduire le ﬂux de chaleur
générée dans la cellule. [King et al., 2002a] a soulevé que la multiplication des jonctions
permet de réduire le courant total de la cellule multijonction et donc de réduire les pertes
résistives. Cependant, les arguments proposés par [Geisz et al., 2010] et [King et al., 2002a]
sont qualitatifs et n’ont pas été utilisés comme base pour des designs de cellules.
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Figure 2.9 Liste de structures proposées par Spectrolab pour améliorer l’ef-
ﬁcacité des cellules solaires multijonctions. Figure tirée de [King et al., 2012].
Copyright © 2012 John Wiley & Sons, Ltd.
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2.5 Matériaux
Ce projet portera sur la croissance de matériaux pour une jonction de cellule solaire et
pour des jonctions tunnel. Les matériaux AlGaAs et GaInAsP seront appliqués à la cellule
solaire elle-même et leur utilisation sera justiﬁée à la section 4. Les matériaux AlGaAs :C
et GaAs :Te seront appliqués à la jonction tunnel et leur utilisation sera justiﬁée à la
section 5.1.
2.5.1 AlGaAs
L’AlGaAs est un matériau très près de l’accord de maille avec le GaAs et ayant un gap
d’énergie direct qui varie de 1.42 eV à 1.97 eV et indirect de 1.97 eV à 2.17 eV. Il serait donc
parfaitement approprié pour la croissance de cellules solaires en accord de maille avec le
GaAs. Cependant, le dopage et les propriétés des porteurs minoritaires de l’AlGaAs sont
problématiques. Historiquement, ces problèmes ont été contournés en utilisant du GaInP
dans les structures de cellule solaire, qui a un bandgap moins optimal que l’AlGaAs, mais
qui présente de bien meilleures propriétés des porteurs minoritaires [Olson et al., 1990].
La dégradation des propriétés de l’AlGaAs est causée par sa très grande réactivité avec
l’oxygène et le carbone. Cette très grande réactivité entraîne une incorporation plus élevée
de l’oxygène et du carbone dans la couche épitaxiée. L’oxygène est un défaut profond dans
les semi-conducteurs III-V qui augmente fortement les recombinaisons non-radiatives et
peut rendre la couche électriquement isolante pour des concentrations supérieures à 2×
1018 cm−3 [Amano et al., 1988]. Le carbone est généralement un dopant de type p qui
doit être compensé pour produire un dopage de type n et diminue donc la mobilité des
porteurs.
L’incorporation plus élevée de l’oxygène est causée par plusieurs phénomènes :
1. L’oxyde d’aluminium est un composé très stable qui n’est pas volatile aux tempéra-
tures de croissance habituelles. Il n’y a donc pas de désorption pendant la croissance.
Comparativement, l’oxyde de gallium est volatile aux températures de croissance, il
y a donc élimination de l’oxygène en surface pendant la croissance par simple désorp-
tion pour le GaAs, phénomène qui n’intervient pas pendant la croissance d’AlGaAs
[Naritsuka et al., 2003].
2. L’oxygène provient généralement de la contamination des sources chimiques. La
source d’aluminium la plus courante en MOCVD, le trimethyl aluminium (TMA),
forme du dimethylaluminium monomethoxyde (du TMA où une liaison Al-C est
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remplacée par une liaison Al-O-C) lorsqu’elle est contaminée à l’oxygène. Cette mo-
lécule a une volatilité similaire à celle du TMA et sera donc transportée à la surface.
En règle générale, les alkoxydes sont de moins en moins volatiles à mesure que le
nombre de liaisons métal-O augmente ; Le methylaluminium dimethoxyde sera moins
volatile. Donc, plus la liaison métal-C est faible, moins le produit de contamination
de l’oxygène sera volatile, car il aura tendance à former des alkoxydes d’ordre plus
élevé. Puisque la liaison Al-C est très forte comparée aux liaisons Ga-C et In-C, la
source d’Al formera relativement plus de monomethoxyde et transportera donc plus
d’oxygène à la surface que les autres sources [Smith et al., 2000].
3. La liaison Al-O compétitionne avec la liaison Al-As pour s’incorporer. Donc, la
concentration d’O incorporée dépend de la concentration d’As et de la force re-
lative des liaisons Al-O et Al-As. Similairement, la liaison O-H formera de l’H2O qui
est volatile, ce qui mène à l’élimination de l’oxygène par désorption. Cette liaison est
donc en compétition avec la liaison Al-O pour éliminer l’oxygène [Kakinuma et al.,
1997]. Puisque la liaison Al-O est relativement forte, il y aura plus d’O incorporé.
L’incorporation plus élevée du carbone est causée par des phénomènes similaires :
1. La réaction chimique menant à la pyrolyse du précurseur peut mener à l’incorpora-
tion du carbone. En eﬀet, la réaction voulue est l’élimination progressive des methyls
de la molécule TMA. Cependant, plus la liaison Al-C est forte, plus l’élimination pro-
gressive des atomes d’H attachés au C prend place, ce qui donne une molécule C-Al-C
sur la surface plutôt qu’un atome d’Al [Fujii et al., 1999].
2. La pyrolyse voulue du TMA laisse des radicaux CH3 sur la surface qui peuvent soit
se pyrolyser pour donner des atomes de carbone sur la surface, ou se désorber sous la
forme d’une molécule de CH4 ou d’AsCHx. Donc la présence d’H ou d’As en surface
facilite l’élimination du carbone.
3. Le carbone compétitionne avec l’As pour les sites d’incorporation, donc une quantité
plus grande d’As en surface réduit la concentration de C incorporé.
La MOCVD est une bonne méthode pour éliminer l’incorporation du carbone et de l’oxy-
gène dans l’AlGaAs. En eﬀet, la pyrolyse du précurseur dans la phase vapeur permet déjà
d’éliminer une bonne partie des atomes de carbone et d’oxygène sans laisser de radicaux
sur la surface. En plus, le craquage des précurseurs de groupe V sur la surface fourni une
concentration très grande d’hydrogène atomique pour éliminer les atomes de C et d’O.
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La CBE, malheureusement, n’est pas appropriée pour éliminer eﬃcacement les atomes d’O
et de C de la surface. En eﬀet, les précurseurs de groupe III sont pyrolysés directement sur
la surface, donc les radicaux ne peuvent pas être éliminés dans la phase vapeur. En plus, les
groupes V sont précraqués, donc ils ne fournissent pas d’hydrogène atomique à la surface.
Finalement, le maintien du vide limite les rapports V/III. Donc, aucune des méthodes
eﬃcaces pour réduire l’incorporation du C et de l’O avec les conditions de croissance ne
fonctionnent en CBE.
Il est possible d’utiliser des précurseurs organométalliques des éléments du groupe V, tel
que le TDMAAs, comme alternative à l’AsH3. De tels types de précurseurs ne nécessitent
pas un précraquage et peuvent donc fournir de l’hydrogène atomique à la surface pour aider
à l’élimination du carbone. Eﬀectivement, l’utilisation de TDMAAs plutôt que d’AsH3 a
permis de réduire la concentration de carbone dans le GaAs crû avec du TMGa de deux
ordres de grandeur [Yoshida et Sasaki, 1995a]. Cependant, les essais sur l’AlGaAs n’ont
pas été fructueux. En eﬀet, plusieurs combinaisons de précurseurs ont été essayées pour
la croissance d’AlGaAs [Yoshida et Sasaki, 1996, 1995b] et les concentrations de carbone
obtenues sont : 8× 1018 cm−3 (DMEAA, As4), 1× 1018 cm−3 (DMAH,TDMAAs), 1×
1018 cm−3 (TMGa, DMAH, TDMAAs), 5× 1018 cm−3 (TMGa, DMAH, As4), et 5× 1018
cm−3 (TMGa, DMEAA, TDMAAs). Le TDMAAs réduit légèrement la concentration de
carbone, mais pour des précurseurs d’Al réduisant déjà la concentration de carbone.
En eﬀet, l’option préconisée pour diminuer la concentration d’O et de C incorporée en
CBE est donc d’utiliser des précurseurs alternatifs ayant des liens Al-C plus faibles. En
règle générale, plus le radical organique (methyl, ethyl, etc.) est de grande taille, plus
cela aﬀaiblie la liaison Al-C [Stringfellow, 1999]. Les précurseurs alternatifs TEAl, TTBAl
et TiBAl tentent d’utiliser ce phénomène. D’autres précurseurs éliminent complètement
la liaison Al-C et la remplace par une liaison Al-N-C. Ces précurseurs sont les amines :
DMEAA, TMAA, TEAA.
Le TEAl a une pression de vapeur de 0.02 Torr à 20°C. Cela est beaucoup trop faible
pour obtenir des taux de croissance raisonnables en CBE. Comme référence, une pression
d’environ 2.5 Torr est nécessaire pour obtenir un taux de croissance de 1 μm/h dans le
réacteur du laboratoire d’épitaxie avancée.
Le TTBAl a une pression de vapeur plus acceptable de 0.3 Torr à 20°C, mais les taux
de croissance obtenus sont de l’ordre de 30 nm/h. Cela est causé par un phénomène de
steric hindrance : l’adsorption de la molécule sur la surface se fait à travers la liaison
métal-surface. Le radical tertiaributyl est suﬃsamment grand pour empêcher l’interaction
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entre l’atome de métal et la surface, ce qui donne une énergie d’adsorption très faible et
la molécule désorbe avant de pyrolyser sur la surface. Ce phénomène a été observé pour
du TTBGa [Foord et al., 1992].
Le TiBAl a une pression de vapeur faible de 0.1 Torr à 20°C. De plus, la molécule de
TiBAl est instable à la température de la pièce.
Les amines DMEAA, TMAA et TEAA sont tous instables à la température de la pièce.
Cette instabilité est un inconvénient majeur, car cela entraîne une non-reproductibilité
des compositions et taux de croissance [Joyce, 2003]. De plus, cela entraîne des diﬃcultés
lors de la synthèse de ces composés. Cependant, les amines présentent des pressions de
vapeur acceptables (0.5 Torr (TEAA), 1 Torr (TMAA) et 2 Torr (DMEAA) à 20°C). Ces
pressions sont approximatives, car le produit de décomposition des amines est plus volatile
que l’amine lui-même, ce qui augmente artiﬁciellement la pression de vapeur mesurée. De
plus, d’excellents résultats ont été obtenues pour la croissance CBE d’AlGaAs, avec des
concentrations de carbone de l’ordre de 1016 cm−3 et des concentrations d’oxygène de
l’ordre 1016 cm−3 à 1017 cm−3 [Abernathy et Wisk, 1995; Moore et al., 1996]. Le DMEAA
est le précurseur le plus préconisé, car sa pression de vapeur plus élevée permet les meilleurs
taux de croissance.
Donc, la croissance d’AlGaAs est problématique en CBE et le meilleur compromis pour
obtenir un matériau de bonne qualité, le DMEAA, présente l’inconvénient majeur d’être
instable à la température de la pièce. Une alternative à l’AlGaAs serait donc intéressante
à explorer. Cette alternative est le GaInAsP, qui peut posséder les mêmes bandgaps que
l’AlGaAs tout en étant en accord de maille avec le GaAs.
2.5.2 GaInAsP
Le GaInAsP ne présente pas une sensibilité au carbone et à l’oxygène, mais il présente
une autre diﬃculté de croissance : la séparation de phase.
Séparation de phase
La séparation de phase survient lorsqu’un alliage, tel que le GaInAsP, se sépare en do-
maine de compositions diﬀérentes. Cette séparation de phase peut intervenir lorsque la
croissance s’eﬀectue dans le gap de miscibilité de l’alliage, soit la région où il est ther-
modynamiquement instable. L’énergie libre de Gibbs est minimisée par le système, donc
l’alliage est instable lorsque la courbure de l’énergie libre de Gibbs est négative. En eﬀet, la
conservation de la matière impose que la composition moyenne de l’alliage soit constante.
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Donc, lorsqu’il y a séparation de phase, il y a formation de deux domaines de composition
opposée. Pour que l’alliage soit instable, il faut que la somme des énergies libres de Gibbs
de ces deux domaines soit inférieure à l’énergie libre de Gibbs de l’alliage non-séparé. La
ﬁgure 2.10 illustre ce phénomène pour un alliage ternaire.
Figure 2.10 Énergie libre de Gibbs par mole en fonction de la composition
pour un alliage ternaire quelconque. Le cas 1 présente un alliage stable, car la
séparation de phase augmente l’énergie libre de Gibbs alors que le cas 2 présente
un alliage instable.
L’énergie libre de Gibbs peut être calculée par le modèle strictly regular solution approxi-
mation[Onabe, 1982] :
G = H − TS (2.3)
où H est l’enthalpie, T la température et S l’entropie. L’entropie a la forme suivante :
S = −R(x lnx+ (1− x)ln(1− x) + ylny + (1− y)ln(1− y)) (2.4)
pour un alliage de type A1−xBxC1−yDy avec R la constante des gaz parfaits [de Cremoux,
1982]. L’enthalpie a la forme :
H = ωAC(1− x)(1− y) + ωAD(1− x)y + ωBCx(1− y) + ωBDxy
+ αAC−BC(1− x)x(1− y) + αAD−BD(1− x)xy + αAC−AD(1− x)(1− y)y
+ αBC−BDx(1− y)y (2.5)
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où les ω représentent les interactions avec les premiers et deuxièmes voisins alors que les
α représentent les interactions des alliages ternaires.
Le gap de miscibilité est illustré par des courbes spinodales. Une courbe spinodale corres-
pond au point critique lorsque la courbure de l’énergie libre de Gibbs est nulle. Donc, les
compositions à l’intérieur de la courbe sont instables et les compositions à l’extérieur sont
stables. La ﬁgure 2.11 montre les courbes spinodales pour le GaxIn1−xAs1−yPy.
Figure 2.11 Courbes spinodales pour l’alliage GaxIn1−xAs1−yPy selon les don-
nées de [Onabe, 1982]. La ligne noire représente l’accord de maille avec le GaAs
et chacun des contours représente un saut de 100°C.
On remarque que plus la température est élevée, plus la région stable de l’alliage est
étendue. La température à partir de laquelle toutes les compositions de l’alliage sont
stables est appelée température critique. Inversement, plus la température est basse, plus
la séparation de phase est thermodynamiquement favorable.
Cependant, les calculs précédents n’incluent pas l’énergie de tension créée par un désac-
cord de maille. Cette énergie, appelée coherent strain energy [Stringfellow, 1982], prend la
forme :
Gstr = Vm
(C11 − C12)(C11 + 2C12)
C11
2 (2.6)
où Vm est le volume molaire, les C sont les constantes élastiques et  est le désaccord de
maille [Schlenker et al., 1999]. Cette énergie est suﬃsante pour stabiliser les matériaux
quaternaires considérées ici (GaInAsP et AlGaInP) à la température ambiante après la
formation du cristal.
Cependant, la stabilité n’est pas assurée lors de la croissance épitaxiale. En eﬀet, la pré-
sence de la surface permet la relaxation de l’énergie de contrainte par la formation d’ondu-
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lations en surface où le paramètre de maille est plus grande sur le dessus des vagues et est
plus petite dans les vallées. De plus, la croissance épitaxiale est un processus hors-équilibre
thermodynamique, donc la cinétique doit être prise en compte pour déterminer la stabilité
de l’alliage durant la croissance.
Modèle Un modèle développé par F. Léonard [Leonard et Desai, 1999, 1998] tient
compte de tous ces phénomènes pour calculer la stabilité d’un alliage lors de la crois-
sance épitaxiale. Ce modèle se base sur la conservation de la composition moyenne et de
l’épaisseur moyenne de la couche lors de la croissance, ce qui se traduit par les équations
diﬀérentielles suivantes :
∂φ
∂t
= Γφ∇2 δF
δφ
−Gφ (2.7)
∂h
∂t
= Γh∇2 δF
δh
(2.8)
où φ(x, y, z, t) est la composition variant de -1 à 1, h(x, y, z, t) l’épaisseur de la couche
épitaxiée, les Γ sont des facteurs cinétiques, F est l’énergie libre et G est un taux de
déposition.
L’énergie libre est la somme des trois composantes suivante(Fφ, FS, Fel) :
Fφ =
∫ h
0
(
χ
2
φ2 +
lφ
2
|∇φ|2)d3r (2.9)
où χ ∝ (T − TC), avec TC la température critique de l’alliage et lφ une constante qui
représente la force de la séparation de phase. Ce terme de l’énergie représente la force
thermodynamique qui a tendance à séparer l’alliage lorsque la température est sous la
température critique.
FS = γ
∫ √
1 + |∇h|2d2r (2.10)
où γ est la tension de surface. Ce terme de l’énergie représente l’énergie de la déformation
de la surface.
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Fel =
1
2
∫ h
−∞
Sijklσijσkld
3r (2.11)
où Sijkl est le tenseur élastique et les σ sont les tenseurs de stress. Ce terme représente
l’énergie de contrainte élastique.
La résolution détaillée de ces équations est présentée dans [Leonard et Desai, 1998]. La
solution prend la forme α = α0eat, où le signe de a donne la condition de stabilité. Si a
est positif, toute variation augmentera avec le temps, donc l’alliage est instable. Si a est
négatif, les variations diminueront avec le temps, donc l’alliage est stable.
Ce modèle permet de déduire les caractéristiques suivantes de la séparation de phase d’un
alliage en accord de maille avec le substrat :
1. L’énergie de contrainte élastique est insuﬃsante pour stabiliser les alliages lors de la
croissance épitaxiale.
2. Un fort taux de croissance favorise un alliage aléatoire.
3. Le processus de séparation de phase est la diﬀusion en surface des adatomes. Réduire
cette diﬀusion réduit l’amplitude de la séparation de phase. La diﬀusion dans le
volume est considérée comme étant négligeable.
4. Une modulation de composition est couplée avec une modulation de l’épaisseur.
Ces caractéristiques du modèle correspondent à plusieurs observations expérimentales.
Observations expérimentales La séparation de phase est couramment observée comme
formant des domaines en colonne au TEM [Knauer et al., 1997; Konaka et al., 2010; Ono
et Takemi, 2007; LaPierre et al., 1995, 1998], ce qui est cohérent avec la diﬀusion en sur-
face étant le processus dominant dans la séparation de phase. Une image typique de ces
domaines est montrée à la ﬁgure 2.12. De plus, une forte rugosité de surface est observée
lorsqu’il y a présence de séparation de phase [Domashevskaya et al., 2008; Ono et Ta-
kemi, 2007], ce qui est cohérent avec le couplage entre la modulation de composition et la
modulation d’épaisseur dans le modèle.
Généralement, l’indicateur choisi pour déterminer la séparation de phase est la largeur
à mi-hauteur du pic de photoluminescence [Ono et Takemi, 2008; Kondo et al., 1986;
LaPierre et al., 1995]. Une corrélation expérimentale a été trouvée entre cette largeur et
le degré de séparation de phase Δx et est donnée par la formule :
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Figure 2.12 Image TEM d’une couche de GaInAsP montrant une séparation
de phase. La structure typique en colonne est visible. Copyright [Ono et Takemi,
2008] 2008 The Japan Society of Applied Physics.
FWHM = 11e32Δx, (2.12)
où FWHM est la largeur à mi-hauteur en meV pour le spectre de PL à 7K [Ono et Takemi,
2008].
Techniques de réduction de la séparation de phase Certaines techniques de réduc-
tion de la séparation de phase reposent sur des tentatives de mélange aléatoire de l’alliage.
Par exemple, [Kaspi et al., 1995] bombarde la surface d’ions pendant la croissance pour
mélanger les atomes, ce qui réduit la séparation de phase. Cependant, la plupart des tech-
niques de réduction de la séparation de phase reposent plutôt sur une réduction de la
diﬀusion en surface. La longueur de diﬀusion en surface est approximée par la formule
[Takebe et al., 1997] :
λ =
c
PV
e
−qEa
kT (2.13)
où c est une constante, PV la pression des éléments du groupe V, k la constante de Boltz-
mann, q la charge électronique, T la température et Ea une énergie d’activation. Donc,
réduire la température de croissance et augmenter le rapport V/III sont deux méthodes
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directes pour réduire la diﬀusion en surface. Réduire la température de croissance réduit
en eﬀet la séparation de phase [LaPierre et al., 1997, 1995; Ono et Takemi, 2007; Wang,
2000] et augmenter le rapport V/III réduit aussi la séparation de phase [Ono et al., 2008;
LaPierre et al., 1995]. L’utilisation de surfactants peut aussi réduire la diﬀusion en sur-
face. [LaPierre et al., 1997, 1998] utilisent un ﬂux d’hydrogène atomique pour favoriser
l’incorporation, donc réduire la diﬀusion en surface, ce qui diminue la séparation de phase.
Inversement, l’utilisation de surfactants qui augmentent la diﬀusion en surface (tel que
Bi et Sb) augmentent aussi la séparation de phase [Lee et al., 2001]. Une autre méthode
pour réduire la séparation de phase est d’augmenter le taux de croissance [Ogasawara,
2003; De Carvalho Jr. et al., 2000; Wang, 2000]. Dernièrement, il a été démontré que
l’utilisation de diﬀérentes orientations de substrats inﬂuence la séparation de phase. Un
substrat vicinal désorienté de 6° vers (1 -1 1)B diminue la séparation de phase comparé à
un substrat désorienté de 2° vers (101) [Wang, 2000]. Un substrat désorienté de 2° vers (1
-1 1)B minimise la séparation de phase comparé à un substrat vicinal et des désorienta-
tions de 2° vers (101) et (-1 -1 1)A [Wang et al., 2001]. Un substrat désorienté de 10° vers
(111)A augmente la séparation de phase [Ono et al., 2008]. Ce comportement en fonction
de la désorientation du substrat est expliqué par le fait que la séparation de phase est
anti-corrélée avec la présence d’ordre atomique de type CuPt [Konaka et al., 2010].
Ordre atomique
L’ordre considéré ici est l’ordre de type CuPt, soit l’ordre selon des plans alternants (111).
Ce type d’ordre intervient dans les alliages semi-conducteurs où les deux atomes du groupe
III présentent une forte diﬀérence de taille. Donc, les alliages GaInAsP et AlGaInP sont
concernés. [Philips et al., 1994] présentent en détail le mécanisme de formation de ce type
d’ordre, dont les points majeurs sont :
1. La reconstruction de surface 2x4 mène à la formation de dimères des atomes de
groupe V alignés dans la direction [1 -1 0]. Ces dimères causent une alternance
de zones de tension et de zones de compression à la surface. Cette alternance crée
des sites préférentiels pour les atomes de groupe III à la 4ème monocouche sous
la surface. L’énergie est minimisée lorsqu’un atome plus grand est placé où il y a
tension et lorsqu’un atome plus petit est placé où il y a compression.
2. La présence de marches atomiques simples à la surface se propageant dans les direc-
tions [1 -1 0] ou [-1 1 0] décale les dimers d’une position atomique entre la terrasse
du bas et la terrasse du haut.
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Combinés ensemble, ces deux points donnent des domaines ordonnés selon les plans (-1 1 1)
et (1 -1 1). Ce modèle considère que les atomes se déplacent à la surface (la 4ème mono-
couche étant considérée comme faisant partie de la surface) et qu’ils sont ensuite ﬁgés dans
le volume, ce qui est la même approximation utilisée pour le modèle de la séparation de
phase.
Deux conséquences importantes de l’ordre atomique sont à considérer ici. Premièrement,
ce phénomène compétitionne avec la séparation de phase. En eﬀet, le minimum d’énergie
en présence de séparation de phase est lorsque les atomes de groupe III sont séparés en
deux domaines, alors que le minimum d’énergie en présence d’ordre atomique est lorsque
les atomes de groupe III sont placés en plans alternant. Il y a donc présence de deux
minimums d’énergie qui dépendent de la position spéciﬁque des atomes de groupe III. Le
phénomène dominant entre la séparation de phase et l’ordre peut donc être déterminé en
utilisant des conditions de croissance qui favorisent l’un ou l’autre. Cependant, l’étude
mentionnée précédemment sur la désorientation du substrat et la seule qui porte sur la
présence de ces deux phénomènes en même temps. Les conditions de croissance favorisant
l’un ou l’autre sont donc inconnues.
Deuxièmement, l’ordre atomique inﬂuence le bandgap. Le bandgap du Ga0.5In0.5P peut
varier de 1.82 (complètement ordonné) à 1.95 eV (complètement désordonné) selon le degré
d’ordre atomique. Cela donne donc une certaine imprécision sur le bandgap en fonction
de la composition, ce qui est la conséquence principale de l’ordre atomique. Le bandgap
du GaInAsP en fonction de sa composition est indiqué à la ﬁgure 2.13 pour un alliage
désordonné. Cette ﬁgure est basé sur l’équation suivante [Domashevskaya et al., 2008] :
Eg(x, y) = 1.35 + 0.668x− 1.068(1− y) + 0.758x2 + 0.078(1− y)2
− 0.069x(1− y)− 0.0332x2(1− y) + 0.03x(1− y)2 (2.14)
Dopage
Pour pouvoir être utilisé dans une cellule solaire, une jonction p-n de GaInAsP a besoin
d’être formée. Un dopage de type n a été obtenu avec du Si comme dopant [Zhang et al.,
2000]. Sugiura et al. [Sugiura et al., 1998] ont montré que le dopage au carbone du GaInAsP
dépend de la composition et peut donner du type n ou du type p. Un dopage de type p a
été obtenu avec du Zn, mais requiert des températures de croissance en-dessous de 500°C
[Veuhoﬀ et al., 1996]. Des dopages de type p au Be et de type n au Si ont été utilisés
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Figure 2.13 Composition x et y de l’alliage GaxIn1−xAs1−yPy en accord de
maille avec le GaAs pour obtenir le bandgap souhaité.
pour fabriquer une cellule solaire en GaInAsP [Smekalin et al., 1995]. Sharps et al. [Sharps
et al., 1991] ont obtenu un dopage de type p avec du Zn et un dopage de type n avec du
Se.
Le carbone est un mauvais choix de dopant, car il ne sera pas applicables à toutes les
compositions. Le Be est un dopant pour la MBE seulement et n’est que très peu utilisé
dans les autres méthodes de croissance, de par la très haute toxicité des composés organo-
métalliques de Be [Abernathy et al., 1993]. La source métallorganique de Mg, le Cp2Mg,
possède une pression de vapeur de 0.03 Torr à 20°C, un ﬂux porteur est donc nécessaire
en CBE pour l’utiliser [Courmont et al., 1994], ce qui complique le système. Le Zn est
donc le choix le plus approprié de dopant de type p. Quant au dopage de type n, le Si est
standard et a été utilisé avec succès à plusieurs reprises, il est donc le choix approprié.
Croissance
Le problème principal aﬀectant la qualité cristalline du GaInAsP est la séparation de phase
et celle-ci peut être réduite en diminuant la température de croissance. La CBE est donc
une méthode de croissance intéressante pour le GaInAsP, car elle permet l’utilisation de
températures de croissance plus faibles que le MOCVD. Cependant, très peu d’études ont
été eﬀectuées sur la croissance du GaInAsP par CBE [Tsang et al., 1987; Sugiura et al.,
1998; Veuhoﬀ et al., 1996] et consistent plutôt en des démonstrations que des études. Le
potentiel de la CBE est donc encore inexploré. De plus, le GaInAsP possède plusieurs
particularités de croissance, mais celles-ci sont diﬀérentes des particularités de l’AlGaAs
et peuvent être contrôlées à partir des conditions de croissance. Donc, il est intéressant
de comparer le GaInAsP à l’AlGaAs obtenu par CBE pour des applications de jonction
active dans une cellule solaire multijonction.
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2.5.3 GaAs :Te
Le GaAs dopé au Te est un matériau primordial pour la croissance de jonctions tunnel.
Il permet d’atteindre des niveaux de dopage plus élevés que le dopage au Si (le Si est
limité à une densité d’électrons d’environ 5× 1018 cm−3 par le comportement amphotère
du Si) tout en ayant un coeﬃcient de diﬀusion plus faible que les autres dopants de type
n. Cependant, le dopage au Te présente un problème dans la littérature : la morphologie
de surface.
Morphologie de surface
En eﬀet, le dopage au Te du GaAs a été observé comme ayant une inﬂuence sur la morpho-
logie de surface dans la littérature. [Lee et Stringfellow, 1998] observe que pour des sub-
strats désorientés, l’addition de Te lors de la croissance de GaAs diminue le step bunching
et, pour des concentrations supérieures à 1× 1018 cm−3, l’élimine complètement, donnant
des marches atomiques simples sur la surface. Le step bunching se manifeste lorsque les
marches atomiques qui séparent les terrasses sur la surface ont plusieurs monocouches de
hauteur. Ce phénomène provient du regroupement de plusieurs marches atomiques lors de
la croissance. L’hypothèse actuelle de la cause de ce phénomène est un coeﬃcient de collage
à la marche dit downstep plus grand que le coeﬃcient de collage dit upstep [Schwoebel et
Shipsey, 1966]. Ces coeﬃcients de collage sont illustrés à la ﬁgure 2.14. [Lee et Stringfel-
low, 1998] ont conclu que la présence de Te à la surface augmente le coeﬃcient de collage
upstep. [Wixom et al., 2004] observe l’apparition de trous avec une densité qui augmente
lorsque le ﬂux de DETe est augmenté lors de la croissance MOCVD de GaAs dopé au Te. Il
a relié ce phénomène à une augmentation de la barrière Ehrlich-Schwoebel, soit la barrière
de potentiel qui empêche un adatome de descendre d’une marche atomique, ce qui réduit
fortement le coeﬃcient de collage downstep. [Sun et al., 1991] observe une morphologie ru-
gueuse pour des températures de croissance inférieures à 600°C et pour une température de
croissance de 600°C combinée avec un fort taux de croissance. Une morphologie spéculaire
est obtenue pour des températures de croissance supérieures à 600°C avec un faible taux
de croissance. En conséquence, la mauvaise morphologie obtenue pour des températures
de croissance inférieures à 600°C est attribuée par les auteurs à une diﬀusion en surface
trop faible ou à un ﬂux insuﬃsant d’As. [Kang et al., 2011] observe une non-uniformité de
l’épaisseur pour du GaAs très fortement dopé au Te. Cela est attribué par les auteurs à
la formation de microprécipités de Te à l’intérieur de la couche de GaAs. [Li et al., 1995]
observe une surface spéculaire pour du GaAs fortement dopé au Te avec une température
de croissance de 650°C et un taux de croissance de 6 μm/h. Diminuer la température de
croissance ou le taux de croissance donne une morphologie rugueuse. La formation d’une
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seconde phase est mentionnée par les auteurs pour expliquer la mauvaise morphologie.
Toutes les croissances précédentes ont été eﬀectuées par MOCVD. Pour le cas du CBE,
une seule étude a été eﬀectuée [Kamp et al., 1994] et a obtenu une morphologie spéculaire
pour des dopages jusqu’à 2× 1019 cm−3 et des températures de croissance de 540°C et de
610°C.
Donc, l’eﬀet du Te sur la morphologie de surface du GaAs est encore nébuleux. Des
résultats contradictoires sont observées dans la littérature et la cause de la mauvaise
morphologie est sujet à débat. De plus, aucune étude systématique n’est présente dans
la littérature qui permettrait d’identiﬁer des tendances. Il est donc d’intérêt d’étudier ce
problème plus en détails pour trouver des solutions claires.
Figure 2.14 Illustration des coeﬃcients de collage downstep (k-), où l’adatome
descend d’une terrasse et s’incorpore au pied de la marche descendante, et upstep
(k+), où l’adatome s’incorpore au pied de la marche montante.
CHAPITRE 3
MÉTHODES EXPÉRIMENTALES
Cette section présente les méthodes de croissance et de caractérisation des semi-conducteurs
qui sont utilisées dans ce document. Les bases théoriques, le montage expérimental et le
traitement de données nécessaire pour obtenir une mesure signiﬁcative sont présentés.
3.1 HRXRD
La High Resolution X-Ray Diﬀraction (HRXRD) est une méthode de caractérisation des
cristaux qui permet de mesurer avec une très grande précision la structure et la périodicité
de ces cristaux. La théorie de base d’une mesure HRXRD est illustrée à la ﬁgure 3.1.
Soit un solide quelconque ayant des atomes situés aux positions rj. Une onde incidente
ayant un nombre d’onde ki est réémise par le nuage électronique avec un nombre d’onde
kf . Cette onde réémise est représentée par :
Aj ∝ ρ(rj)ei( kf ·r−ωt)ei( kf ·rj−ki·rj) (3.1)
où ρ(rj) est la densité électronique et ω la fréquence. La fréquence est la même que pour
l’onde incidente. On remarque l’ajout d’une phase par rapport à l’origine pour l’onde
réémise de la forme ( kf · rj − ki · rj), qui peut être réécrite S · rj où S = kf − ki. Ceci est
pour l’onde émise par un seul atome. Lorsqu’on prend tous les atomes j, on obtient pour
l’onde totale réémise :
A ∝ ei( kf ·r−ωt)
∫
ρ(rj)e
i(S·rj)drj (3.2)
Nous avons ici une transformée de Fourier. Donc, l’onde réémise est donnée par la trans-
formée de Fourier de la densité électronique évaluée à la fréquence spatiale S :
A ∝ F (ρ)(S) (3.3)
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Figure 3.1 Une onde ayant un nombre d’onde ki est incidente sur un cristal
ayant une origine arbitraire 0. Un atome placé à la position rj réémet une onde
de même énergie avec un nombre d’onde kf . Les projections en bleu sont détaillés
dans le texte.
où la partie oscillante de l’onde a été enlevée pour simpliﬁer la notation. Rappelons ici
une propriété critique d’un cristal : les atomes sont périodiques dans un cristal. Donc, la
densité électronique peut être représentée par une série de Fourier :
ρ(r) =
∑
i
Cie
i Gi·r (3.4)
Nous avons donc, selon la transformée de Fourier d’une somme d’exponentielle :
A ∝
∑
i
δ(S − Gi) (3.5)
où les constantes Ci ont été omises pour simpliﬁer la notation et δ est la fonction de
Dirac. On obtient donc le résultat important que l’onde réémise est non-nulle seulement
lorsque kf − ki correspond à un des vecteurs de périodicité du cristal Gi en assumant que
la fréquence de l’onde réémise est égale à celle de l’onde incidente. Cette condition est
dite condition de diﬀraction. Pour exprimer cette condition sous forme d’angle, Prenons la
condition de diﬀraction sous la forme kf = ki + G. Si on prend le carré de cette équation,
on obtient :
k2f = k
2
i +G
2 + 2 G · ki (3.6)
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Cependant, selon la conservation de l’énergie, il faut que k2f = k2i . On obtient donc :
G2 = −2G · ki (3.7)
Ce qui est appelé la condition de Laue. Pour déterminer l’angle de diﬀraction, prenons une
conﬁguration symétrique tel qu’illustrée à la ﬁgure 3.2. La condition de Laue devient :
G = 2kisinθ (3.8)
n2π
a
= 2
2π
λ
sinθ (3.9)
nλ = 2a · sinθ (3.10)
où on a pris le vecteur G selon une direction cristalline principale avec une constante de
maille de a. Cette dernière équation est la condition de Bragg pour la diﬀraction. On peut
donc déterminer la constante de maille d’un matériau à partir de l’angle de diﬀraction en
conﬁguration symétrique.
Le montage expérimental pour eﬀectuer une telle mesure est illustré à la ﬁgure 3.3. Une
source de rayon-x est utilisée, qui consiste en un tube à vide générant un faisceau d’élec-
trons qui entrent en collision avec une cible de cuivre. Cela génère des rayons-x selon les
raies d’émission du cuivre et un large background selon l’émission bremsstrahlung. En-
suite, le faisceau de rayon-x généré est ﬁltré pour sélectionner l’émission kα du cuivre
à une longueur d’onde de 0.154 nm et collimaté par quatre diﬀractions successives sur
des cristaux de germanium dans un monochromateur. Ce faisceau de rayon-x est dirigé
Figure 3.2 Conﬁguration pour une mesure HRXRD symétrique. Les vecteurs
d’onde ki et kf font un angle θ avec la surface d’un cristal.
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Figure 3.3 Montage expérimental pour eﬀectuer une mesure XRD. Un faisceau
de rayon-x produit par la source est monochromatisé avant d’être incident sur
un échantillon. Celui-ci peut être pivoté selon un angle ω. Le faisceau diﬀracté
est ensuite capté par un détecteur ayant un angle 2θ avec le plan horizontal du
schéma.
vers l’échantillon et un détecteur collecte le signal diﬀracté par l’échantillon. Une mesure
typique est illustrée à la ﬁgure 3.4.
Trois particularités sont à noter sur cette mesure : les deux pics observables et les os-
cillations de faible intensité autour de ces pics. Les deux pics observables permettent de
déterminer la constante de maille dans la direction verticale du substrat et de la couche,
selon la conﬁguration symétrique utilisée ici. Une particularité des mesures de couches
minces sur substrat est que la constante de maille mesurée n’est pas la constante de maille
naturelle du matériau. En eﬀet, pour de faibles épaisseurs, le substrat tend à imposer sa
constante de maille dans le plan à la couche épitaxiée. Il y a donc déformation du cristal
et un changement dans la constante de maille dans la direction verticale selon :
Δa
a
=
C11
C11 + 2C12
Δd
a
(3.11)
où Δa est la diﬀérence de constante de maille naturelle entre le substrat et la couche
épitaxiée, a est la constante de maille du substrat, les C sont les modules élastiques et Δd
est la diﬀérence de constante de maille pour le cas contraint.
Lorsque l’épaisseur de la couche épitaxiée dépasse une certaine épaisseur critique, il y a
relaxation par la création de dislocations ; La couche n’adopte plus la constante de maille
du substrat dans le plan. Cette relaxation peut être partielle et est dite complète lorsque
la constante de maille de la couche épitaxiée est sa constante de maille naturelle. Le cas
d’une couche relaxée peut être identiﬁé à partir d’une combinaison de mesures HRXRD
asymétriques qui permettent d’extraire les constantes de maille dans le plan et orthogonale
au plan.
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Figure 3.4 Mesure XRD obtenue pour une mesure symétrique du pic (004)
d’une couche crûe sur un substrat de GaAs.
À partir de la constante de maille, la composition d’un alliage peut être identiﬁée selon la
loi de Vegard. Pour un alliage AxB1−x, on a :
x =
acouche − aB
aA − aB (3.12)
où acouche est la constante de maille de la couche épitaxiée et aA,aB les constantes de maille
des deux composés. Pour de l’InGaAs les deux composés sont le GaAs et l’InAs.
Les oscillations autour du pic de diﬀraction de la couche permettent de déterminer l’épais-
seur de cette couche à partir de :
t =
λ
2ωT cosθ
(3.13)
où λ est la longueur d’ondes des rayons-x, ωT la période des oscillations et θ l’angle de
diﬀraction.
3.2 AFM
l’Atomic Force Microscopy (AFM) permet de mesurer la morphologie de surface d’un
échantillon avec une résolution verticale de 0.1 nm et une résolution latérale de 1 nm. Le
montage expérimental de base consiste en :
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1. Une pointe AFM en SiO2 de préférence ayant quelques atomes au bout de la pointe
et ayant un métal réﬂéchissant tel que l’aluminium déposé sur la face arrière. Cette
pointe est située au bout d’un levier.
2. Un laser.
3. Une diode à deux secteurs.
4. Des piézoélectriques pour contrôler ﬁnement la position de la pointe.
Le laser est réﬂéchi sur la face arrière du levier de la pointe et en utilisant une mesure
diﬀérentielle sur la diode à deux secteurs, il est possible de mesurer avec une grande
précision la déﬂexion du levier. Ce principe de base de l’AFM est schématisé à la ﬁgure
3.5.
Pour les mesures eﬀectuées dans ce projet, l’AFM est utilisé en mode tapping. Dans ce
mode, la pointe oscille près de la fréquence de résonance (environ 190 kHz) au dessus
de la surface avec une certaine amplitude. Lorsque la pointe touche la surface lors d’une
oscillation, l’amplitude de l’oscillation est réduite. La pointe est déplacée verticalement à
l’aide d’un contrôle PID pour garder l’amplitude de l’oscillation constante, ce qui donne
une distance pointe-surface constante. La position verticale de la pointe est sauvegardée
pour représenter la morphologie de la surface.
Deux traitements de données sont appliqués à toutes les images AFM obtenues. Le premier
traitement est la correction du background. En eﬀet, les déplacements des piézoélectriques
ne sont pas parfaitement horizontaux et peuvent s’eﬀectuer selon un arc de cercle, car
l’échantillon est placée loin du point de ﬁxation à la base du montage. Cela introduit un
background dans la position verticale de la pointe. Un polynôme de troisième degré dans
les directions horizontales et verticales est utilisé pour enlever ce background.
Une deuxième correction est l’équivalence de la médiane de chaque ligne horizontale. Cha-
cune des lignes est déplacée verticalement pour faire correspondre la valeur médiane de
la hauteur. Cela permet de corriger une dérive dans la hauteur. Cette dérive peut avoir
plusieurs causes : un échantillon non-parallèle à la pointe ou des sauts causés par des vi-
brations externes. La ﬁgure 3.6 montre l’eﬀet de ce traitement de données sur une image
AFM.
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Figure 3.5 Schématisation d’un montage de mesure AFM.
Figure 3.6 Image AFM avant (a) et après (b) les deux étapes de traitement de
données décrites dans le texte.
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3.3 Eﬀet Hall
La mesure d’eﬀet Hall permet de déterminer la densité de porteurs et la mobilité d’un
matériau. L’eﬀet Hall résulte de l’application d’un champ magnétique à une particule
chargée en mouvement. Cela résulte en une force selon :
F = qv × B (3.14)
où q est la charge de la particule, B le champ magnétique et v la vitesse de la particule.
Cette force déplace les particules perpendiculairement à leur trajectoire initiale. Lorsqu’il
y a une population de porteurs, cette force crée une accumulation de charges dans sa
direction. Cette accumulation de charge mène à la création d’un champ électrique qui
annule à l’équilibre cette force. En supposant v perpendiculaire à B, nous avons donc :
E = vB (3.15)
E =
I
nqA
B (3.16)
VH =
IB
nqt
(3.17)
où n est la densité de porteur, t l’épaisseur, A l’aire dans la direction du courant et VH le
voltage de Hall. Cette expression est valide lorsqu’il n’y a qu’un seul type de porteurs. Dans
un semi-conducteur, il y a des trous et des électrons, mais dans la très grande majorité
des situations, une des populations est négligeable par rapport à l’autre et on peut utiliser
l’approximation d’un seul type de porteurs. Lorsque la densité de porteurs est déterminée
par la mesure Hall, une mesure de conductivité permet de calculer la mobilité :
σ = nqμ (3.18)
où μ est la mobilité.
Cependant, pour eﬀectuer cette mesure sur des échantillons semi-conducteurs, les limi-
tations pratiques mènent à l’utilisation d’une conﬁguration de Van Der Pauw pour les
mesures d’eﬀet Hall. Cette conﬁguration consiste en 4 contacts déposés sur une couche
mince de forme arbitraire et assume un échantillon plat, homogène, isotrope et ayant un
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seul domaine continu. Les équations pour calculer la résistivité et la résistance de Hall
dans la conﬁguration de Van der Pauw sont [Look, 1989] :
ρ =
πd
ln(2)
1
8
((R21,34 −R12,34 +R32,41 −R23,41)fA+
(R43,12 −R34,12 +R14,23 −R41,23)fB) (3.19)
RH =
d
B
1
8
(R31,42(+B)−R13,42(+B)+
R42,13(+B)−R24,13(+B)+
R13,42(−B)−R31,42(−B) +R24,13(−B)−R42,13(−B)) (3.20)
où ρ est la résistivité de la couche, RH la résistance de Hall, d son épaisseur, Rab,cd des
résistances où le courant est mesuré du contact a au contact b et le voltage du contact c
au contact d, (±B) donne la polarité du champ magnétique lors de la mesure et fA, fB
sont des facteurs de forme calculés selon les facteurs de qualités
QA =
R21,34 −R12,34
R32,41 −R23,41 (3.21)
QB =
R43,12 −R34,12
R14,23 −R41,23 (3.22)
et la relation illustrée à la ﬁgure 3.7.
Cette conﬁguration est très intéressante expérimentalement, car il n’y a pas de restriction
sur le placement des contacts et nécessite une préparation très minimale de l’échantillon.
Pour les échantillons considérés dans ce document, cette conﬁguration est obtenue en
posant 4 contacts en indium sur un échantillon, puis en clivant celui-ci pour que les contacts
soient situés au coin d’un échantillon carré.
Plusieurs corrections sont toutefois nécessaires pour rendre cette mesure précise. Premiè-
rement, les équations pour la conﬁguration Van der Pauw sont pour des contacts de taille
nulle. Dans le cas réel, il faut donc apporter une correction pour la taille des contacts.
Cette correction est montrée à la ﬁgure 3.8 pour des contacts carrés aux coins d’un échan-
tillon carré. La correction pour le voltage de Hall dépend légèrement de la valeur de VHd
Iρ
et une correction itérative peut être souhaitable pour obtenir la plus grande précision pos-
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Figure 3.7 Relation entre le facteur f et le facteur Q dans la conﬁguration de
Van der Pauw pour les mesures Hall. Les données sont tirées de [Look, 1989].
sible. Dans les conditions expérimentales utilisées ici, le rapport d/L est d’environ 0.15.
Donc, la densité de porteur sera sous-estimée d’environ 10% sans correction pour la taille
des contacts. Cependant, des variations dans la taille et le placement des contacts ne per-
mettent pas d’obtenir une précision plus petite que 10% dans les mesures. Cette correction
n’est donc pas appliquée aux mesures, car l’erreur relative est approximativement la même
pour toutes les mesures et on peut donc les comparer sans cette correction.
Une deuxième correction est cependant nécessaire pour tenir compte des zones de déplé-
tion. En eﬀet, la surface d’un semi-conducteur typique possède une très grande densité
de pièges pour les porteurs, ce qui engendre une zone près de la surface où il y a moins
de porteurs. De la même manière, la diﬀérence de potentiel chimique entre la couche épi-
taxiée et le substrat engendre aussi un déplacement de charges et donc une diminution
de la densité de porteurs sur une certaine épaisseur. Il faut donc corriger ces épaisseurs
où la couche est déplétée pour pouvoir mesurer avec précision la densité de porteurs dans
la couche épitaxiée. Pour eﬀectuer cette correction, on assume que la densité de porteurs
est nulle sur une distance appelée longueur de déplétion. Cette longueur a été calculée
théoriquement pour le GaAs et est illustrée à la ﬁgure 3.9. Cette correction est appliquée
systématiquement à toutes les mesures. Pour les matériaux autres que le GaAs, il est
estimé que la largeur de déplétion du GaAs est une approximation raisonnable et cette
même relation est utilisée.
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Figure 3.8 Facteur de correction à apporter à la mesure de résistivité (rouge)
et à la mesure de voltage Hall (noir) pour compenser l’eﬀet de taille non-nulle
des contacts. d est la taille latérale des contacts et L est la taille latérale de
l’échantillon. Selon les données de [Chwang et al., 1974].
Figure 3.9 Largeur de déplétion totale pour du GaAs sur un substrat de GaAs
semi-isolant en fonction de la densité de porteurs. Selon les données de [Look,
1989].
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3.4 Photoluminescence
La photoluminescence est une méthode de caractérisation qui permet de mesurer l’énergie
et l’intensité des recombinaisons radiatives dans un semi-conducteur. Le principe de base
est illustré à la ﬁgure 3.10. Des paires électrons-trous sont générées dans le semi-conducteur
par excitation lumineuse. Ces paires électrons-trous sont rapidement thermalisées avant
de subir soit une recombinaison radiative ou non-radiative. Les recombinaisons radiatives
émettent un photon qui sera collecté. Généralement, il y a trois types de recombinaisons :
celles provenant d’une bande du semi-conducteur, celles provenant de niveaux d’énergie
à l’intérieur du bandgap et celles provenant d’excitons. Toute combinaison entre ces trois
types est aussi possible.
Le montage expérimental pour eﬀectuer une telle mesure est schématisé à la ﬁgure 3.11.
Une diode laser à 532 nm est utilisée pour exciter les porteurs dans le semi-conducteur. La
lumière de ce laser passe par un chopper pour pouvoir eﬀectuer une mesure synchrone et est
incidente sur l’échantillon à l’intérieur d’un cryostat. Celui-ci permet de contrôler la tem-
pérature de 20 K à 300 K. La lumière générée par l’échantillon est focalisée par un système
optique vers la fente d’entrée d’un spectromètre possédant un réseau de diﬀraction de 600
traits/mm. Ensuite, l’intensité lumineuse est mesurée par un tube photomultiplicateur.
Figure 3.10 Schématisation du principe d’une mesure de photoluminescence.
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Figure 3.11 Schématisation du montage expérimental pour une mesure de pho-
toluminescence.
3.5 Photoluminescence résolue en temps
La photoluminescence résolue en temps (PLRT) est une mesure très similaire à la photo-
luminescence. Mais plutôt que d’utiliser une excitation lumineuse en continue, les paires
électrons-trous sont excitées par une impulsion très courte. Cela donne donc accès à la
dynamique des porteurs. Le principe de base est illustré à la ﬁgure 3.12. Une impulsion
lumineuse très courte (de l’ordre de quelques centaines de fs) génère des paires électrons-
trous (étape 1). Les porteurs minoritaires sont thermalisés par émission de phonons et se
distribuent dans le bas de la bande (étape 2). Les porteurs majoritaires sont généralement
ignorés ici, car la densité générée est plus faible que la densité avant excitation. Ensuite,
après un certain temps caractéristique, les paires électrons-trous se recombinent et les
photons émis par les recombinaisons radiatives sont mesurés (étape 3).
L’intensité de photoluminescence avec le temps est une mesure de la quantité de porteurs
excédentaires. En eﬀet, nous avons que le taux de recombinaison est proportionnel à la
population excédentaire selon :
Rn =
n− n0
τrad
(3.23)
où n est la densité d’électrons, n0 est la densité d’électrons à l’équilibre et τ une du-
rée de vie. Cette relation est valide pour le régime de faible injection. Donc, on mesure
indirectement la population de porteurs dans le bas de la bande lors d’une mesure de
photoluminescence résolue en temps. On peut généralement déterminer deux temps carac-
téristiques, tel qu’illustré à la ﬁgure 3.12b). Un temps de montée (étape 2.) et un temps
de descente (étape 3.). Le temps de montée dépend de plusieurs facteurs : la largeur de
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Figure 3.12 a) Schématisation du principe d’une mesure de photoluminescence
résolue en temps. b) Intensité de photoluminescence typique mesurée.
l’impulsion d’excitation, le temps de thermalisation des porteurs et la résolution tempo-
relle de l’appareil de mesure. Le temps de montée sera le plus long de ces trois temps.
Dans le cas du montage expérimental utilisé, la résolution de la caméra streak utilisée est
ce qui détermine le temps de montée. Le temps de descente dépend de la décroissance de
la population excédentaire de porteurs. La population excédentaire est déterminée par :
∂Δn
∂t
= q(
Δn
τ
) (3.24)
Δn = Ce−q
t
τ (3.25)
où τ est la durée de vie eﬀective des porteurs minoritaires. Cette durée de vie provient de
la somme des facteurs de recombinaisons :
R = (
∑
trappes
RSRH) +Rrad +Rauger +Rsurface (3.26)
R = (
∑
trappes
Δn
τSRH
) +
Δn
τrad
+
Δn
τauger
+
2Δn · S
d
(3.27)
1
τ
= (
∑
trappes
1
τSRH
) +
1
τrad
+
1
τauger
+
2S
d
(3.28)
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où l’indice SRH est pour les recombinaisons non-radiatives selon la formulation de Shockley-
Read-Hall, rad est pour les recombinaisons radiatives, auger pour les recombinaisons auger
et surface pour les recombinaisons sur la surface. d est l’épaisseur de la couche. Il est à
noter que la durée de vie eﬀective est inﬂuencée par la vitesse de recombinaison à la surface
ici (S). On veut généralement obtenir la durée de vie dans le volume, donc ce terme doit
être éliminé. Trois méthodes sont préconisées pour l’éliminer :
1. La passivation de la surface. La croissance d’une couche à plus grand bandgap au-
dessus de la couche à mesurer permet de séparer celle-ci de la surface libre, ce qui
diminue fortement l’amplitude de S. Par exemple, la passivation du GaAs à l’AlGaAs
permet de passer de S = 4×105 cm/s à S = 500 cm/s [Nelson et Sobers, 1978]. Si la
durée de vie dans le volume est courte, cette réduction de S rend les recombinaisons
en surface négligeables.
2. L’utilisation d’une couche mince entre deux couches à plus grand bandgap. Une telle
hétérostructure conﬁne les porteurs dans la couche mince et permet de déterminer
exactement la valeur de τ et de S. En eﬀet, la durée de vie mesurée est donnée par
1
τmes
= 1
τ
+ 2S
d
. En eﬀectuant une mesure pour plusieurs épaisseurs (d) diﬀérentes, on
peut donc isoler τ .
3. L’utilisation d’un ﬁt à deux exponentielles. En eﬀet, les recombinaisons en surface
ne s’eﬀectuent que pour les porteurs pouvant atteindre la surface. On peut donc
considérer que celles-ci s’eﬀectuent seulement sur une longueur de diﬀusion de la
surface et que le reste du volume n’est pas aﬀecter par la surface. Si on excite des
porteurs suﬃsamment loin de la surface (avec une forte intensité par exemple), il
y a donc présence de deux décroissances exponentielles : une avec la durée de vie
incluant la surface et l’autre avec la durée de vie sans la surface. La ﬁgure 3.13
présente une mesure PLRT en log-log. Une région linéaire dans ce graphique indique
une courbe exponentielle. On observe deux régions linéaires : une très rapide avant
180 ps attribuée à la surface et l’autre plus lente après 180 ps attribuée au volume.
Une combinaison de la première et troisième méthode sera utilisée dans le présent travail.
Un ﬁt à deux exponentielles sera utilisé et certains échantillons auront une surface passivée.
Le montage expérimental pour eﬀectuer une mesure de photoluminescence résolue en
temps est schématisé à la ﬁgure 3.14. La lumière provenant d’un laser Ti :Sapphire est
séparée en deux faisceaux : un est utilisé comme trigger pour une caméra streak et le
deuxième excite un échantillon dans un cryostat après avoir passé dans un système op-
tique. La lumière réémise par cet échantillon est ensuite mesurée par la caméra streak.
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Figure 3.13 Mesure PLRT aﬃchée en échelle log montrant les deux exponen-
tielles décroissantes.
Figure 3.14 Schématisation du montage expérimental pour une mesure de pho-
toluminescence résolue en temps.
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Le laser Ti :Sapphire émet à 800 nm, mais un cristal optique est utilisé pour générer une
deuxième harmonique à 400 nm. La lumière à 800 nm est subséquemment ﬁltrée et seule-
ment celle à 400 nm est incidente sur l’échantillon. Les impulsions de ce laser sont de 75 fs
avec un taux de répétition de 1 kHz. Le système optique consiste en une série de lentilles
et ﬁltres pour collimater et isoler le signal à 400 nm.
La caméra streak mesure le signal en plusieurs étapes :
1. Un réseau de diﬀraction sépare spatialement les diﬀérentes longueurs d’ondes.
2. Les photons sont ensuite incidents sur une photocathode, qui les transforme en élec-
trons. Ceux-ci sont ensuite accélérés dans un tube cathodique.
3. Un champ électrique est appliqué perpendiculairement à la trajectoire des électrons
par deux plaques métalliques. Ce champ électrique varie avec le temps, donc la
déﬂexion de la trajectoire des électrons varie avec le temps aussi. La variation du
champ électrique est déclenchée par le signal trigger mentionné précédemment.
4. Les électrons sont ensuite incidents sur un écran phosphorescent, qui les transforme
en photons de nouveau.
5. Une caméra CCD collecte le signal émis par l’écran phosphorescent.
Le résultat typique obtenu est montré à la ﬁgure 3.15. Les images obtenues par la caméra
streak sont traitées à l’aide du logiciel Glotaran. Pour extraire une durée de vie, la méthode
singular value decomposition est utilisée. Cette méthode décompose une matrice A (l’image
dans ce cas-ci) selon :
A = UWV T (3.29)
où W est une matrice diagonale. Cette décomposition peut être réécrite sous la forme :
A =
∑
i
wiUi ⊗ V Ti (3.30)
où les wi correspondent aux éléments diagonaux de la matrice W et Ui, V Ti sont la colonne
i et la rangée i respectivement des matrices U et V T . Donc, cette décomposition est en fait
une décomposition en série de la matrice A. On peut donc approximer la matrice A au
premier ordre en prenant la première colonne et la première rangée des matrices obtenues
lors de la décomposition, car lors de la décomposition les éléments wi sont placés en ordre
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Figure 3.15 Image typique obtenue par la caméra streak. L’axe horizontal re-
présente les longueurs d’onde et l’axe vertical le temps.
décroissant. Ces deux vecteurs donnent l’évolution en temps de l’image et le spectre en
longueur d’onde de l’image. Ensuite, un ﬁt à deux exponentielles décroissantes est appliqué
à l’évolution en temps obtenue et deux temps caractéristiques sont extraits de ces ﬁts. Le
temps caractéristique le plus court représente les recombinaisons à l’interface. Le temps
caractéristique le plus long est la durée de vie des porteurs minoritaires dans le volume.
3.6 Croissance CBE
3.6.1 Croissance épitaxiale
La croissance épitaxiale consiste en la croissance de couches minces d’un monocristal sur un
substrat cristallin. L’application la plus commune de cette méthode est pour la croissance
de cristaux semi-conducteurs.
3.6.2 CBE
La croissance par épitaxie par jets chimiques (Chemical Beam Epitaxy ou CBE) est une
méthode de croissance hybride entre la MBE et la MOCVD. La MBE utilise des sources
solides pour la croissance et crée un ﬂux moléculaire en chauﬀant ces sources solides. Ce ﬂux
traverse une chambre sous vide poussé avant de se déposer sur le substrat. En MOCVD,
des sources métallorganiques avec un gaz porteur (souvent de l’hydrogène) sont utilisées
pour transporter les molécules voulus à travers un réacteur à pression atmosphérique et
sur la surface du substrat. Le CBE est un mélange des deux : il utilise les mêmes sources
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métallorganiques que la MOCVD, mais avec un réacteur sous vide poussé. Cela mène à
plusieurs particularités de la CBE :
1. Les ﬂux de gaz à l’intérieur du réacteur sont moléculaires, donc il n’y a pas d’in-
teractions entre les molécules. Ce régime moléculaire est valide pour les pressions
inférieures à 1× 10−4 Torr. Cela a comme conséquence que le ﬂux de gaz se dirige en
ligne droite dans le réacteur et est donc directement incident sur le substrat sans être
dispersé. Théoriquement, cela donne une meilleur eﬃcacité d’utilisation des sources
qu’en MOCVD. Cependant, cela a aussi comme conséquence qu’il n’y a pas de py-
rolyse dans la phase gazeuse. La pyrolyse des précurseurs des éléments de groupe III
ne peut donc s’eﬀectuer que sur la surface du substrat. Cela mène au point suivant :
2. Suite à cette pyrolyse sur la surface du substrat, il y a donc présence de radicaux
organiques (methyl, ethyl, etc.) sur cette surface, ce qui peut introduire une conta-
mination au carbone plus élevée des couches épitaxiées.
3. La pyrolyse des précurseurs des éléments de groupe V s’eﬀectue habituellement dans
un craqueur, contrairement à la MOCVD où ils sont craqués sur la surface. En eﬀet,
le substrat en CBE n’est pas chauﬀé à des températures suﬃsantes pour craquer ces
molécules. Puisque ces précurseurs sont communéments des hydrides (AsH3, PH3),
leur craquage sur la surface fourni de l’hydrogène sous forme atomique qui peut
réagir facilement avec certains contaminants (C et O) pour les éliminer. Le craquage
dans un craqueur avant d’atteindre la surface, comme en CBE, fait en sorte que
ces atomes d’hydrogène prennent une forme moléculaire (H2) avant d’atteindre la
surface, ce qui est une molécule très stable qui ne réagira pas avec les contaminants
et ne pourra donc pas aider à leur élimination.
4. Le ﬂux de gaz provient de la pression de vapeur des sources et est contrôlé par une
cellule de pression. Donc, les croissances par CBE sont stables et reproductibles. En
opposition, la MBE utilise des sources solides dont le ﬂux d’atomes ou de molécules
dépend de la quantité de matière solide et de la température. Donc le ﬂux varie avec
le temps et peu prendre longtemps à stabiliser avant de démarrer la croissance. La
MOCVD utilise des gaz porteurs, donc la quantité de précurseur transporté dans le
réacteur dépend du ﬂux de gaz porteur, du ﬂux de gaz entrant dans le réacteur et du
volume de précurseur traversé par le gaz porteur. Cela augmente donc le nombre de
variables à contrôler et rend le contrôle non-reproductible sur de grandes périodes
de temps.
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Les paramètres principaux à contrôler lors d’une croissance épitaxiale sont la température
du substrat et le ﬂux des gaz incidents sur celui-ci. Ces deux familles de variables sont
décrites ci-bas pour le réacteur d’épitaxie utilisé dans ce projet.
Flux de gaz
Le système de gestion des gaz du réacteur d’épitaxie est illustré à la ﬁgure 3.16. La pression
de vapeur d’un liquide ou solide contenu dans une bouteille (B) fournie une certaine
pression. Celle-ci peut être accédée en ouvrant la valve 1. Une restriction (R) permet de
contrôler un ﬂux de gaz à partir de la pression en amont. Celle-ci est mesurée par une jauge
baratron (P) et est contrôlée par une valve à ouverture variable (V). La valve 4 donne
accès à un manifold où toutes les lignes de gaz du même type sont connectées. Celui-ci
mène au réacteur. Les valves 2 et 3 permettent d’accéder à une pompe pour pomper la
ligne (valve 2) ou stabiliser le ﬂux (valve 3).
Le ﬂux à travers la restriction dépend théoriquement de la pression en amont (dans la
ligne) et en aval (dans le manifold) selon la formule [O’Hanlon, 1989] :
Q = C · P1(P2
P1
)
1
γ · (1− (P2
P1
)
γ−1
γ )
1
2 . (3.31)
Celle-ci est valide lorsque P2
P1
> ( 2
γ+1
)
γ
γ−1 . Sinon, le ﬂux est :
Q = C ′ · P1, (3.32)
où Q est le ﬂux, C et C ′ sont des termes indépendants de la pression, P2 la pression en
aval, P1 la pression en amont et γ =
Cp
CV
, le rapport des chaleurs spéciﬁques. On remarque
donc que lorsque la pression en amont est beaucoup plus grande que la pression en aval,
le ﬂux de gaz à travers la restriction est directement proportionnel à la pression en amont.
Il est préférable d’avoir un ﬂux proportionnel pour simpliﬁer les calibrations des ﬂux de
gaz. Il est possible de vériﬁer la dépendance du ﬂux en pression en remplissant la cellule
de gaz et en fermant la valve 1 tout en ouvrant la valve 4. En mesurant la décroissance
de la pression dans le temps, on peut déterminer le ﬂux grâce à Q ∝ dP
dt
. La ﬁgure 3.17
montre le résultat de cette expérience pour la ligne de TEGa du réacteur d’épitaxie. On
observe une excellente corrélation entre les données et un ﬁt exponentiel (en rouge) pour
des pressions entre 1 et 10 Torr, qui est le régime normal de pression utilisée. Cela donne
que le ﬂux est proportionnel à la pression, car si P suit une fonction exponentielle, on a
que dP
dt
∝ P et donc Q ∝ P .
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Figure 3.16 Schématisation du système de gestion des gaz dans le réacteur
d’épitaxie utilisé dans ce document. B est une bouteille. 1, 2, 3 et 4 sont des
valves pneumatiques. V est une valve variable, R une restriction et P une jauge
baratron pour mesurer la pression.
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Figure 3.17 Décroissance de la pression dans la ligne de TEGa en fonction du
temps lorsque la valve 1 est fermée. La ligne rouge est un ﬁt en exponentielle
décroissante P = Ae(x−x0)/τ .
Donc, le système de gestion des gaz du réacteur d’épitaxie utilise la pression de vapeur
dans une bouteille pour fournir un ﬂux de gaz proportionnel à la pression contrôlée dans
une cellule. Le paramètre de ﬁt τ a été déterminé pour chaque ligne et est utilisé pour
calculer des ﬂux relatifs entre les lignes en utilisant Q = V P
τ
où V est le volume dans la
cellule. Puisque le volume est le même dans chacune des lignes, ce terme est éliminé lors
des calculs relatifs.
Température de croissance
La température de l’échantillon est mesurée à partir d’un système nommé ABES (Ab-
sorption Band-Edge Spectroscopy). Dans ce système, de la lumière blanche est transmise
à travers l’échantillon et est mesurée par un spectromètre. La transmission en fonction
de la longueur d’onde est calculée à partir d’un spectre de référence. Ensuite, la position
du band-edge est déterminée selon la méthode illustrée à la ﬁgure 3.18. Le spectre de
transmission est dérivé et un ﬁt linéaire est utilisé sur la partie montante de la dérivé.
Le point d’intersection entre cette pente montante et l’axe des abscisses donne la position
du bandedge. Celle-ci varie avec la température, car le bandgap varie en fonction de la
relation de Varshni [Varshni, 1967] :
∂Eg
∂T
= −α
[
2T
T + β
− T
2
(T + β)2
]
(3.33)
où Eg est le bandgap, T la température et α, β des paramètres empiriques. Un élément
chauﬀant radiatif est utilisé pour contrôler la température en variant le courant passant
dans cet élément.
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Figure 3.18 Illustration de la méthode pour déterminer la position du band
edge avec le spectre de transmission (noir), la première dérivée (rouge) et la
pente montante (bleu).
Les précurseurs utilisés dans ce réacteur sont :
groupe III : TEGa, TMIn, DMEAA, TMA.
groupe V : AsH3 et PH3.
dopants : DEZn, CBr4, SiBr4, DIPTe.
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CHAPITRE 4
DESIGN DE CELLULE
La plupart des designs de cellules solaires multijonctions actuels sont optimisés pour utiliser
de la façon la plus eﬃcace possible le spectre solaire. On propose ici de considérer plutôt le
facteur de concentration maximal comme paramètre à optimiser plutôt que l’eﬃcacité, ce
qui requiert une approche multiphysique au design de cellule solaire. La section suivante
décrit une telle approche et démontre comment cette approche peut inﬂuencer le design
de cellules solaires.
4.1 Simulation
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Titre français : Design original de cellule multijonction pour des systèmes à haute
concentration et bas coût.
Contribution au document : Cet article présente l’un des axes de réduction des coûts
de l’électricité produite par des cellules solaires : l’optimisation d’un design de structure
de cellule solaire pour maximiser le facteur de concentration plutôt que l’eﬃcacité. C’est
donc un point essentiel de ce document et présente les raisons de l’étude des matériaux
considérés dans le reste de ce document.
Résumé français : Dans le but de réduire le coût de l’énergie, les innovations en photo-
voltaïque concentré ont comme objectif d’augmenter l’eﬃcacité de conversion. Une autre
approche est de concentrer de plus en plus de lumière sur la cellule solaire pour réduire sa
portion des coûts de l’énergie. On propose de nouvelles structures adaptées à une haute
eﬃcacité de conversion pour des concentrations solaires au-dessus de 1000 soleils, avec un
minimum de chaleur générée. Ces designs sont composés de multiples jonctions (3, 4 et 5)
de matériaux en accord de maille avec le GaAs et un bandgap égal ou supérieur au GaAs.
Des simulations qui incluent les eﬀets thermiques et résistifs sont utilisées pour prédire
le comportement de ces designs en concentration. Une analyse de coût relatif montre une
réduction du coût de l’électricité pour ces designs comparativement à la triple jonction
classique. D’autres méthodes possibles de réduction des coûts utilisant ces designs sont
discutées.
4.1.2 Novel multijunction solar cell design for low cost, high concen-
tration systems
abstract
In the quest to reduce the levelized cost of energy, recent concentrated photovoltaics in-
novations have striven to increase the solar cell conversion eﬃciency. Another approach
aims at concentrating more light on the solar cell in order to reduce its share of the energy
cost. We propose new cell structures that are tailored for high conversion eﬃciency at so-
lar concentration exceeding 1000 suns, with a minimum amount of heat generated. These
designs are composed of multiple junctions (3, 4 and 5) of materials lattice matched to
GaAs with bandgaps at or above that of GaAs. Simulations that include thermal eﬀects
and electrical resistance eﬀects are used to predict the performances of the proposed de-
signs under high concentrations. A relative cost analysis shows a reduction in electricity
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cost when using these designs compared to the state of the art triple junction solar cell.
Further cost reduction schemes using these proposed designs are discussed.
Introduction
Current state of the art lattice-matched multijunction solar cells have record eﬃciency of
43.5% for a concentration of 925X [Sabnis et al., 2012], while the more classical design
(GaInP/(In)GaAs/Ge) reaches eﬃciency of 41.6% for concentrations below 500 suns [King
et al., 2009]. Yet, this is still insuﬃcient to produce electricity with a low enough cost to
compete with other electricity production methods. Currently, most research is focused on
eﬃciency increase. Proposed designs to improve eﬃciency includes the addition of a 4th
junction at a bandgap of 1 eV with diluted nitride materials [Friedman et al., 1998], the
use of metamorphic growths to obtain more junctions [Friedman et al., 2006] or a more
optimal bandgap combination [Guter et al., 2009; Geisz et al., 2008; Ermer et al., 2012],
and the addition of quantum dots to increase the photocurrent of the limiting subcell
[Wheeldon et al., 2010].
However, cost analysis of electricity production done by Vossier et al. [Vossier et al.,
2012] have shown that increasing the concentration factor beyond the maximum eﬃciency
point of a solar cell can still decrease overall electricity production cost. This indicates that
eﬃciency is not the only way to reduce costs, but increasing concentration is an alternative
solution, even when the eﬃciency is reduced.
Two sources of eﬃciency loss become non-negligible at high concentration factors, which
are i) electrical resistance losses and ii) losses caused by an increased temperature. Concer-
ning electrical resistance losses, the current generated by the solar cell is proportional to
the concentration factor while the resistive losses are determined by the Joule eﬀect in
the electrical resistances (RI2). Thus, the resistive losses are proportional to the square of
the concentration factor and eventually becomes non-negligible as the concentration factor
is increased beyond 200X. The grid design can be optimized and the solar cell size can
be reduced to limit the electrical resistance of the solar cell and thus limit these losses.
However, simulations have shown that a standard triple junction solar cell will ultimately
be limited by the electrical resistance to a peak eﬃciency at around 1000X, no matter
how small the solar cell is or how the grid is designed [Vossier et al., 2011]. As for the
losses caused by an increased temperature, as the concentration increases, both the heat
generated by thermalisation of photogenerated carriers and the heat generated by Joule
eﬀect in the electrical resistances will lead to an increase in temperature of the solar cell.
This temperature increase leads to a decrease in the eﬃciency of the solar cell due mainly
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to increased recombinations. This eﬃciency decrease was experimentally determined by
Braun et al. [Braun et al., 2011] to be dln(η)
dT
= −0.00197 K−1 at 12 suns and of -0.00085
K−1 at 2700 suns for a standard triple junction solar cell. But despite this temperature
eﬀect, ultimately the electrical resistance is the limiting factor for concentration in the
standard triple-junction solar cell [Braun et al., 2011].
Increasing the number of junctions will reduce the current generated, as the same solar
spectrum is separated between more junctions, and will also reduce the generated heat by
minimizing thermalisation of carriers. But, this becomes diﬃcult to achieve due to a lack
of high quality lattice-matched materials with a bandgap between GaAs (1.42 eV) and
Ge (0.67 eV), while metamorphic growth quickly becomes very complex as the number of
mismatched junctions increases.
We propose instead to focus on a narrower part of the solar spectrum, where lattice-
matched materials with tunable direct bandgaps between 1.42 and 2.25 eV are available.
By using a higher bandgap (GaAs at 1.42 eV) as the bottom junction of a multijunction
solar cell, most of the infrared spectrum is reﬂected away by the back contact, thus reducing
the generated heat. Geisz et al [Geisz et al., 2010] used this argument to compare a triple-
jonction with a Ge bottom cell to a metamorphic triple-junction with a 1 eV bottom
cell and determined a 20% lower heat ﬂux for the metamorphic solar cell due to reduced
thermalization. However, the eﬀect of this lower heat ﬂux on the performance of the
solar cell was not determined. A further advantage of our proposition is that the current
generated is greatly reduced as each junction absorbs a narrower range of wavelength,
allowing the cell to operate eﬃciently at higher concentrations.
We propose 3 designs that implement this method of increasing the concentration factor.
All designs, the classical triple-junction, and an eﬃciency-optimal four junction are simu-
lated and their performances are compared. Relative cost analysis are used to show that
electricity production prices are decreased by using these designs compared to the classical
triple junction solar cell.
Simulation details
Simulation is based on the detailed balance limit calculation and is inspired by EtaOpt
[Létay et Bett, 2001]. This speciﬁc simulation method was chosen as it allows the abs-
traction of many parameters such as speciﬁc material parameters and speciﬁc structures
(thickness, inclusion of front surface ﬁeld, etc.), while still allowing for a valid relative
comparison. The simulation procedure is :
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1. The photocurrent is calculated for each junction by assuming each photon creates
one electron-hole pair and by integrating over the absorbed solar spectrum :
Jg = X
q
hc
∫ λi+1
λi
λI(λ)dλ, (4.1)
where Jg is the generated current density,X the concentration factor, q the electronic
charge, h the Planck constant, c the speed of light, λ the wavelength of the light,
I(λ) the power density of the light, which is the AM1.5D spectrum in this case, and
λi the equivalent wavelength of the ith junction’s bandgap.
2. Partial transparency of each junction is based on the same assumption that each pho-
ton creates one electron-hole pair. Therefore, partial transparency can be calculated
as a photocurrent sharing scheme between a subcell and the underlying subcells.
Each subcell can give a fraction of its photocurrent to the underlying subcell. This
fraction is calculated iteratively until one of the following conditions is met : i) The
photocurrent of each subcell is equal. ii) The photocurrent doesn’t change. The to-
tal photocurrent is conserved, as it represents the total amount of photons. Partial
transparency can be achieved by thinning a junction.
3. Recombination current is calculated based on the radiative equilibrium of the solar
cell [Létay et Bett, 2001; Gray, 2003] :
J0 =
2πq
h3c2
(n2u + n
2
l )
∫ ∞
Eg
E2
1
e
(E−qV
kbT
) − 1
dE (4.2)
where J0 is the recombination current, kB the Boltzmann constant, T the tempe-
rature, Eg the bandgap energy, nu the refractive index of the upper layer, nl the
refractive index of the lower layer, and V the applied voltage. This equation is the
blackbody emission of the solar cell with a chemical potential of V. The refractive
indexes of the upper and lower layers increase the density of states and therefore in-
crease the radiative recombinations. To simplify calculations, this equation assumes
layers suﬃciently thick to absorb all incoming light and a refractive index of 3.65
for all semiconductor layers, thus having no reﬂections or refractions at semiconduc-
tor/semiconductor interfaces. Detailed derivations of this formula are available in
[Derkacs et al., 2013; Marti et al., 1997].
This equation can be simpliﬁed by neglecting the "-1" term and evaluating the
integral, which gives
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J0 =
2πq
h3c2
kBT (n
2
u + n
2
l )(E
2
g + 2kBT + 4(kBT )
2)e
qV−Eg
kBT . (4.3)
4. The J-V curve of each subcell is simulated from J(V ) = Jg − J0(V ). Luminescence
coupling between the cells is assumed as negligible.
5. As the subcells are series connected, the current must be equal in each subcell. The
limiting subcell is determined as the one with the lowest photocurrent. For each
current value between 0 and this limiting current, the voltage of the full solar cell is
taken as the sum of the voltages of each subcell at this current. Then, the maximum
power point is extracted by maximizing the following formula :
P = IV −RI2 (4.4)
, where P is the power, I the current and R the series resistance. It was found
that taking the resistance into account as a power loss here is exactly equivalent to
taking the series resistance into account as a voltage drop in the single diode current
equation (by adding a term e
qJR
kBT to equation 4.3). The power loss was chosen to
calculate resistance eﬀects as it is much faster. It is to be noted that solar cell size
can greatly inﬂuence series resistance [Algora et Diaz, 2000], care must therefore be
given to the meaning of the electrical resistance used here. As a point of reference,
Nishioka et al. [Nishioka et al., 2004] measured a lumped electrical resistance of
0.0256 Ω for a 7 mm x 7 mm solar cell, or 1.25×10−6 Ω· m2 .
6. The eﬃciency is calculated from the ratio Pmax
Pin
, where Pin is the intensity of the
incident light.
Thermal eﬀects are calculated in parallel to this simulation. Instead of adding the various
heat generating processes in the solar cell (thermalisation, Joule eﬀect in the resistance,
etc.), the heat ﬂux is taken as the remaining energy when all other energy inputs and
outputs have been calculated. The only input in the solar cell is the incident solar energy.
Energy outputs are :
1. All photons of energy below the lowest bandgap are assumed to be reﬂected away.
This is achievable with a silver back contact. Reﬂectivity around 100% in the 1000-
1500 nm range has been demonstrated for a semiconductor/silver interface [Soders-
trom et al., 2011] and around 90% in the 1200-1600 nm range for a semiconduc-
tor/aluminium interface [Cudzinovic et Sopori, 1996].
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2. The solar cell eﬃciency is used to calculate the amount of energy converted into
electricity.
3. Since the model assumes all recombinations are radiative, the recombination current
leading to photons exiting the solar cells (emitted upward) of each subcell is mul-
tiplied by the voltage and added to obtain the total power that is radiated away.
Photons emitted in the other direction are assumed to be absorbed by the underlying
subcell. However, this contribution to the photocurrent is considered negligible and
is not taken into account.
The remaining energy is taken as the generated heat ﬂux in the solar cell. The temperature
is then calculated using a lumped thermal resistance term. The eﬀects of this temperature
on the solar cell eﬃciency are taken into account in the increase in the recombination
current from equation 4.3 and by including a bandgap reduction using Varshni’s equation
[Varshni, 1967] :
∂Eg
∂T
= −α( 2T
T + β
− T
2
(T + β)2
) (4.5)
the α and β terms are taken from the value for GaAs (α = 5.5× 10−4 eV/K and β = 225
K) [Adachi, 1994]. As the temperature calculation here is based on the eﬃciency, and the
eﬃciency calculation is aﬀected by the temperature, both calculations are done recursively
until a stable solution is found.
Equivalency of this thermal resistance to a practical thermal resistance is not direct, as the
thermal resistance of a heatsink depends on its geometrical parameters and those of the
heat source. To obtain a more practical term, a thermal spreading resistance model with
backside convection cooling was used [Muzychka et al., 2003]. Since solar cells are usually
placed in a closed module, no upper convection cooling takes place. Figure 4.1 presents
the equivalent thermal resistance used to calculate solar cell performance as a function of
heatsink size for 3 diﬀerent sizes of solar cells. Model parameters used are : solar cell and
corresponding carrier are square, the solar cell is centered on 1 cm thick copper carrier
(k=400 Wm·K), the bottom of the carrier is unﬁnned (h=20
W
m2·K) and the solar cell/carrier
thermal interface is supposed as perfect. Realistically, the area ratio between the solar
cell and the heatsink cannot be higher than the concentration factor, as the whole system
is limited by the size of the optics. Therefore, realistic thermal resistances are between
1×10−4 and 1×10−3 K·m2/W for passive cooling.
The simulated designs are presented in table 4.1.
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Figure 4.1 Equivalent thermal resistance as a function of the heatsink size for
3 diﬀerent sizes of solar cells. The size indicated in the legend and on the x axis
are the lateral sizes for a square solar cell/heatsink. The active area of the solar
cell is assumed here to be its full area.
Design bandgaps (eV)
classical 3J 0.67/1.42/1.90
3J 1.42/1.73/2.17
4J 1.42/1.63/1.90/2.25
5J 1.18/1.42/1.63/1.90/2.25
Optimal 4J 0.67/1.03/1.40/1.90
Tableau 4.1 Proposed bandgaps combinations.
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The 3J and 4J design use only the solar spectrum above the GaAs bandgap, thus reducing
the generated heat ﬂux by reﬂecting away the infrared spectrum. The 4J has an additional
junction to further reduce the current of the solar cell. The 5J design incorporate a 1.18
eV diluted nitride junction. The generated heat ﬂux will therefore be higher than that
predicted for the other 2 designs, but the current is still reduced. Such a junction has less
stringent requirements on the quality of the diluted nitride layer, as a current of only half
that of the classical triple junction one is necessary to be current matched. The materials
used in the various simulated designs are Ge (0.67 eV), (In)GaAs (1.42 eV or 1.40 eV
with In to be lattice-matched to Ge), InGaAsN (1.18 eV and 1.03 eV), GaInP (1.90 eV),
AlGaAs or GaInAsP (1.63 and 1.73 eV), and AlGaInP (2.17 and 2.25 eV).
Material considerations
The proposed designs uses quaternary materials that are rarely used in such devices. Their
suitability to be used as active junctions in a solar cell must therefore be investigated.
Diﬀusion length is the critical parameter for solar cell performances, and it must be longer
than the subcell thickness for optimal performances. As a point of reference, diﬀusion
lengths of 1 μm are usually suﬃcient [Dimroth et al., 2006].
The diﬀusion length can be calculated from :
L =
√
μkBTτ
e
(4.6)
, where L is the diﬀusion length, μ the minority carrier mobility, e the electronic charge
and τ the minority carrier lifetime. Since the minority carrier lifetime is the most com-
monly measured property, it is useful to calculate an approximate lifetime that would be
acceptable for a solar cell. For a mobility of 100 cm2/V·s, a lifetime of 4 ns is necessary to
obtain a diﬀusion length of 1 μm.
Ahrenkiel et al.[Ahrenkiel et al., 1991] measured electron lifetime of 13.6 ns (uncorrected
for interface recombinations) in 1.79 eV AlGaAs with a hole concentration of 5×1016 cm−3.
Takahashi et al.[Takahashi et al., 2001] used 1.87 eV AlGaAs as an active junction in a
solar cell and obtained good performances.
Sharps et al.[Sharps et al., 1991] measured hole lifetime of 35 ns in 1.53 eV GaInAsP
on GaAs with electron concentration of 1.5×1017 cm−3. Sermage et al.[Sermage et al.,
1985] measured minority carrier lifetimes of 50 ns in 0.95 eV GaInAsP on InP with carrier
concentration of 1×1017 cm−3. Smekalin et al.[Smekalin et al., 1995] used simulations on
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solar cell measurements to calculate minority carrier diﬀusion length of 2.5 μm and 0.5
μm for 1.5 eV p-InGaAsP and n-GaInAsP respectively on GaAs. The measured lifetimes
are plenty suﬃcient to reach acceptable diﬀusion lengths even with poor mobility. Though
the compositions used for growth on GaAs is much lower than the proposed design, the
good properties of InGaAsP grown on InP show that good quality material can still be
grown in the miscibility gap on GaAs.
As for AlGaInP, Altieri et al.[Altieri et al., 2005] modeled LED performance and, using a
radiative recombination factor B=1.2×10−10 cm3/s, ﬁtted a non-radiative recombination
factor A=4×106 s−1 for 2.15 eV AlGaInP. These factor would give a combined minority
carrier lifetime of 60 ns at a carrier concentration of 1×1017 cm−3, which is quite suﬃcient
for good solar cell performances. Furthermore, 2.14 eV AlGaInP has been successfully used
as an active subcell in a solar cell [Dimroth et al., 2006].
As for InGaNAs, Jackrel et al. measured lifetimes of 0.74 ns [Jackrel et al., 2007]. This is
too low to obtain good solar cell performances. However, InGaAsN oﬀers a way around this
poor lifetime : the composition can be adjusted to reduce the bandgap and thus increase
the photocurrent. Jackrel et al. also reviewed various literature results and calculated
below GaAs short circuit current densities between 6.7 and 9.6 mA/cm2 at 1 sun despite
the poor lifetime. Considering that our 3J (4J) design has a current density of 9.4 (7.1)
mA/cm2 at 1 sun, current InGaNAs results are of suﬃcient quality to be added under the
GaAs subcell in our designs. Lowered bandgap will slightly increase the heat generated
in the solar cell, but this was found to not impact performances signiﬁcantly for a 1 eV
junction vs the 1.18 eV junction used in this paper.
Results
Figure 4.2 presents typical eﬃciency vs concentration curves for the proposed designs. We
can observe that the proposed designs have their eﬃciency peak at higher concentration
factors and have a slower drop in eﬃciency for increasing concentration compared to the
classical 3J and optimal 4J designs. Peak eﬃciency is displaced toward higher concentration
due to both the decreased current and heat ﬂux. Furthermore, the slower eﬃciency drop
with higher concentration is critical to reduce costs, as the most cost eﬀective operating
point is not at the maximum eﬃciency, but at slightly higher concentrations [Vossier et al.,
2012].
Figure 4.3 and 4.4 presents respectively the concentration factor at maximum eﬃciency
and the maximum eﬃciency for the classical triple junction solar cell, the optimal four
junction, and the three proposed designs. The electrical resistance and thermal resistance
4.1. SIMULATION 71
         





 
 







 
	
 	  
 	
	 
  
  
  
 
	 
Figure 4.2 Eﬃciency vs concentration curve for the classical triple junction
solar cell and the diﬀerent proposed design. Series resistance was ﬁxed at 1×10−6
Ω·m2 and thermal resistance was ﬁxed at 1×10−4 K·m2/W.
are varied separately to isolate the eﬀect of the reduced current and of the reduced heat
ﬂux. The direction of the slope at a speciﬁc point can be used to determine whether thermal
eﬀects or electrical resistance eﬀects are limiting the solar cell eﬃciency. A slope parallel to
the thermal resistance axis indicates that the solar cell is limited by the temperature, and
reducing the electrical resistance will have no eﬀect on its performance. A slope parallel
to the electrical resistance axis indicates that the solar cell is limited by the Joule eﬀect
losses, and reducing the thermal resistance will have no eﬀect on the performances. In a
transition region that roughly corresponds to a diagonal from the bottom left corner to the
top right corner for the classical triple junction solar cell, both eﬀects are present and limit
the solar cell eﬃciency. Most current solar cells have peak eﬃciencies between 500 and 1000
suns and are measured under ﬂash illumination, thus with no thermal eﬀects. Therefore,
from ﬁgure 3a we can determine that realistic resistances are between 7×10−7 and 2×10−6
Ω·m2, which is consistent with measurements [Nishioka et al., 2004]. By combining this
with the calculated realistic thermal resistance between 1×10−4 and 1×10−3 K·m2/W, we
can determine that the operating region for the solar cells are situated in the transition
region. Thus, both thermal and electrical resistance eﬀect are important to maximize solar
cell performances.
The sensitivity of all designs to both the thermal resistance and the electrical resistance
were determined from the slopes of ﬁgure 4 and are summarized in table 4.2. As expec-
ted from the reduced current, a lowered sensitivity to series resistance is observed for the
proposed designs compared to the classical triple junction, with a lower sensitivity at lo-
wer currents. However, the optimal 4 junction solar cell presents a lower than expected
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Design dηmax
dRT
( WK·m2 )
dηmax
dRE
( 1
Ω·m2 ) max conc
classical 3J -46 -8745 310
3J -18 -7387 580
4J -32 -5578 830
5J -52 -5541 850
optimal 4J -100 -6202 270
Tableau 4.2 Eﬃciency sensitivity of the proposed designs to the thermal resis-
tance (RT ) , the electrical resistance (RE), and the concentration at maximum
eﬃciency for a thermal resistance of 1×10−4 K·m2/W and an electrical resistance
of 1×10−6 Ω·m2.
sensitivity to the series resistance. This can be explained by the much higher concentra-
tion factor at maximum eﬃciency for the proposed designs compared to the optimal 4
junction solar cell. Indeed, at 270 suns only, the current density will be much lower and
thus resistive eﬀects will be lessened. As for the eﬀect of thermal resistance, its inﬂuence
on the eﬃciency is indeed reduced for the proposed 3J and 4J design as the heat ﬂux is
reduced. However, as the number of junctions is multiplied, the solar cell becomes increa-
singly sensitive to the thermal resistance. This is counter-intuitive as heat generated by
thermalization is reduced. However, as the number of junctions is increased, the radiative
recombinations are greatly increased. Indeed, the presence of a semiconductor material
above or below a junction increases the density of states as seen in the refraction index
in equation 4.3. Thus, as the number of junctions increases, more junctions have increa-
sed radiative recombinations. As the main eﬀect of the temperature is to also increase
these recombinations, this leads to an increased sensitivity to the thermal resistance. Fur-
thermore, the maximum concentration greatly increases with the proposed design ; It is
approximately doubled for the 3J, and tripled for the 4J and 5J designs. This concentra-
tion increase is crucial to decrease electricity cost production and the reduced sensitivity
to both electrical and thermal resistance leads to design ﬂexibility that can further reduce
costs, which will be discussed in the next section.
Cost discussion
The cost per watt of the electricity produced by the full concentration system is the deter-
mining factor in deciding which design has potential for practical applications. However,
determining an absolute value for this cost requires too many assumptions to have much
merit. Instead, a relative cost analysis allows a comparison between similar systems with
much less assumptions. Such a relative cost analysis was done by Vossier et al. [Vossier
et al., 2012] based on a simple formula :
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Figure 4.3 Concentration factor corresponding to the maximum eﬃciency for
a) the classical triple junction b) the proposed 3 junctions c) the proposed 4
junctions d) the proposed 5 junctions e) the optimal 4 junctions.
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Figure 4.4 Maximum eﬃciency for a) the classical triple junction b) the pro-
posed 3 junctions c) the proposed 4 junctions d) the proposed 5 junctions e) the
optimal 4 junctions.
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C(X) =
(
C1
Xopt
X
+ C2 + C3
)
η(Xopt)
η(X)
, (4.7)
where C is the relative cost of the electricity produced by the system per watt, X is the
concentration factor used in the system, and Xopt the concentration factor at which the
fractional costs C1, C2, C3 were determined. C1 is the fraction of the total electricity
cost that comes from the solar cell itself and its assembly. C2 is the fraction of the total
electricity cost that comes from the electronics, module assembly and indirect costs. C3
is the fraction of the total electricity cost that comes from the optical system and tra-
cker. The same factor as [Vossier et al., 2012] were used here : 0.366, 0.378, and 0.256.
These were determined from a cost analysis of the commercial FLATCON system [Bett
et Lerchenmüller, 2007], which was designed for a concentration factor of 500X. Thus,
Xopt = 500 was used here. η is the eﬃciency of the solar cell. The eﬃciency of the solar
cell is used instead of the eﬃciency of the whole system, as the other system components
are the same and thus all proposed designs are aﬀected equally by it. The eﬃciency of
the classical triply-jonction solar cell at 500X was used as a reference for η(Xopt). This
equation takes the cost for a known system (FLATCON) as a basis and assumes that the
cost of the electronics, module assembly, tracker, and optical system (C2 and C3) scales
linearly with power. However, the cost of the solar cell (C1) is assumed to be constant and
will thus decrease as the concentration factor is increased. Hence, the term Xopt
X
modulates
the cost C1. Furthermore, as the eﬃciency is decreased, the electricity cost increases, thus
the term η(Xopt)
η(X)
modulates the whole equation.
Two sets of relative costs were calculated. Figure 4.5 presents relative cost analysis for a
high thermal resistance, which represents the case when the eﬃciency is limited by the
temperature, such as with a larger solar cell area or with a poorer heatsink. Figure 4.6
presents relative cost analysis for a low thermal resistance, where the eﬃciency is more
limited by the electrical resistance, which would be the case for state of the art 1 mm2
solar cells. Table 4.3 presents the minimum relative cost for each design.
These calculations show that the 4J and 5J designs can produce electricity cheaper than
the classical triple junction solar cell under optimal conditions, while the proposed 3J
design is cheaper only in the case of poorer cooling.
Other cost reductions that are possible with the proposed designs are :
1. Replacing the heatsink copper with aluminium. As seen in ﬁgure 3, the proposed
design are mostly limited by the electrical resistance, as the slope is mostly parallel
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Figure 4.5 Relative cost of the electricity produced (in Watt−1) for the diﬀerent
solar cell designs with an electrical resistance of 1×10−6 Ω·m2 and a thermal
resistance of 1×10−3 K·m2/W.
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Figure 4.6 Relative cost of the electricity produced (in Watt−1) for the diﬀerent
solar cell designs with an electrical resistance of 1×10−6 Ω·m2 and a thermal
resistance of 1×10−4 K·m2/W.
Design minimal cost high T minimal cost low T
classical 3J 1.26 0.79
3J 1.02 0.79
4J 0.99 0.75
5J 0.92 0.65
optimal 4J 1.20 0.69
Tableau 4.3 Minimal relative cost of the electricity produced by the system (in
Watt−1) obtained for the low thermal resistance (low T) and the high thermal
resistance simulation (high T).
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to the electrical resistance axis when compared to the classical triple junction. It is
therefore possible to use a higher thermal resistance while still keeping the concen-
tration factor high. Aluminium has a thermal conductivity that is half that of copper
while having a cost that is between 1
4
and 1
3
that of copper. Using aluminium would
reduce the maximum concentration factor by 22% for the 3J design while reducing
the eﬃciency by 0.2% (absolute). For the classical triple junction, it would reduce the
maximum concentration by 30% while reducing the eﬃciency by 0.5% (absolute).
2. Using larger solar cells. Solar cell miniaturization has been essential to obtain the best
performances, as it reduces both thermal and electrical resistance. But, it increases
costs as there is more wastage during wafer cutting and it requires more assembly
and interconnecting electronics. All proposed designs have much ﬂatter eﬃciency
vs concentration curves as shown in ﬁgure 3 and their eﬃciency is less sensitive to
variation in both thermal and electrical resistance, as shown in ﬁgure 5. Therefore,
their size can be increased without aﬀecting as much their performance.
3. Through the elimination of the Ge subcell, the solar cell structure can easily be
separated from the substrate through standard epitaxial lift-oﬀ techniques, allowing
for substrate recuperation to reduce epitaxy costs.
Conclusion
We have proposed new multijunction solar cell designs based on a reduction of the cur-
rent and heat ﬂux by using a narrower portion of the solar spectrum and a higher bottom
bandgap. Simulations that include both thermal and electrical resistances have shown that
these designs allow the use of much higher concentration factors. These higher concentra-
tion factors reduce electricity production costs below those for the classical triple junction
solar cell. Furthermore, the proposed designs allow more freedom in the fabrication of the
complete solar cell assemblies, such as change in the passive heatsink or the solar cell size,
which leads to further cost reductions.
4.2 Conclusion
Cette étude basée sur des principes théoriques simples a permis de déterminer qu’il est
possible de réduire les coûts de l’électricité produite par des cellules solaires en utilisant des
bandgaps plus élevés, car cela permet d’utiliser des facteurs de concentrations beaucoup
plus élevés. Les deux designs identiﬁés possèdent des jonctions ayant des bandgaps de
1.42/1.73/2.17 et 1.42/1.63/1.90/2.25 eV. La jonction ayant un bandgap de 1.42 eV est
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en GaAs, et la croissance de cellules solaires en GaAs a déjà été démontrée par CBE avec
d’excellentes performances [Freundlich et al., 2000]. La jonction ayant un bandgap de 1.90
eV est en GaInP, qui est aussi un matériau bien contrôlé par CBE [Ryu et al., 2006]. Les
jonctions ayant des bandgaps de 2.17 et 2.25 eV sont en AlGaInP, un matériau encore à
développer en CBE. Les jonctions à 1.73 et 1.63 eV peuvent être soit en AlGaAs ou en
GaInAsP. Ce projet se concentre sur deux aspects de ces designs de cellules, aspects qui
ne sont que peu développés en CBE : 1. les jonctions à 1.73 eV et 1.63 eV. 2. Les jonctions
tunnels qui servent d’interconnexion électriques entre chacune des jonctions dans tous les
designs. Le chapitre suivant porte sur les jonctions tunnels à inclure dans ces designs, alors
que le chapitre 6 porte sur la croissance et caractérisation de matériaux potentiels pour
les jonctions à 1.73 et 1.63 eV.
CHAPITRE 5
JONCTIONS TUNNEL
Les jonctions tunnel servent d’interconnexions électriques entre les diﬀérentes sous-cellules
dans une cellule solaire multijonction. Dans cette section, un design spéciﬁque sera présenté
et justiﬁé à l’aide de simulations. Ensuite, la croissance des matériaux concernés dans ce
design sera étudiée et les caractéristiques de jonctions tunnel obtenues seront présentés.
5.1 Design de jonction tunnel
Tel que mentionné à la section 2.3, les jonctions tunnel dans une structure de cellule solaire
multijonction doit être transparente, avoir un courant tunnel le plus élevé possible et être
en accord de maille. Donc, pour les structures décrites au chapitre 4, ces critères limitent
les matériaux utilisés dans les jonctions tunnel aux : GaAs, GaInP, AlGaAs, AlGaInP.
Ces matériaux sont en accord de maille avec le substrat de GaAs et ont des bandgaps
suﬃsamment élevés pour minimiser l’absorption dans la jonction tunnel.
5.1.1 Cadre théorique
Pour prédire les performances de jonctions tunnel utilisant ces matériaux, des simulations
MATLAB ont été eﬀectuées. Ces simulations sont basées sur le calcul du coeﬃcient de
transmission à travers la jonction.
En eﬀet, le courant à travers une jonction tunnel dans le régime de courant tunnel (à faible
voltage) est déterminé par le recouvrement des populations de porteurs dans les bandes,
tel que donné par cette intégrale [Sze et Kwok, 2007] :
IC→V = C1
∫
FC(E)NC(E)Tt(1− FV (E))NV (E)dE (5.1)
où IC→V est le courant de la bande de conduction à la bande de valence, C1 est une
constante, F sont les distributions de Fermi dans la bande considérée (C pour la bande
de conduction et V pour la bande de valence), Tt le coeﬃcient de transmission à travers
la barrière tunnel, N sont les densités d’état dans la bande considérée et E est l’énergie.
Le courant de la bande de valence à la bande de conduction a la même forme, mais avec
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les indices de bande (V et C) échangés. Le courant total est la diﬀérence entre ces deux
courants et est donné par l’équation [Sze et Kwok, 2007] :
I = C1
∫ EV p
ECn
Tt(FC(E)− FV (E))NC(E)NV (E)dE (5.2)
où ECn est le minimum de la bande de conduction du côté n et EV p le maximum de la
bande de valence du côté p. Dans cette équation, le terme Tt, le coeﬃcient de transmission
à travers la barrière tunnel, est largement dominant.
La méthode préconisée pour calculer ce coeﬃcient de transmission est l’approximation
semi-classique Wentzel-Kramers-Brillouin (WKB). Dans cette approximation, le coeﬃcient
de transmission est donnée par [Sze et Kwok, 2007; Ankerhold, 2007] :
Tt = e
−2 ∫ |k|dx (5.3)
où k est le nombre d’onde.
Dans le cas des semiconducteurs, on doit corriger le coeﬃcient de transmission :
T =
k2m
∗
1
k1m∗2
Tt (5.4)
Cette correction provient du fait que le coeﬃcient de transmission est le ratio des densités
de courant de probabilité et non celui des probabilités de présence, alors que le terme Tt
est le ratio des probabilités de présence. Dans les cas simples, l’opérateur de courant de
probabilité est donné par J = k
m
|A|2, où A est l’amplitude de la fonction d’onde, donc
|A|2 est la probabilité de présence.
Avec cette équation du coeﬃcient de transmission, il suﬃt de calculer la valeur de k, ce
qui nécessite une évaluation de la hauteur de la barrière V . Plusieurs auteurs se réfèrent
à la bande de conduction pour déterminer la hauteur de la barrière et utilisent k2 =
2m∗
2
(E − V (x)) où m∗ est la masse eﬀective [Sze et Kwok, 2007; Jandieri et al., 2008].
Cette formulation est erronnée. En eﬀet, la bande de valence permet aussi la présence de
porteurs, donc le choix de la bande de conduction plutôt que la bande de valence n’est pas
justiﬁé. Franz a calculé rigoureusement la relation de dispersion d’un électron en présence
de deux bandes et a obtenu [Franz, 1956] :
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k2 =
2m∗t
2
(E − Ec)(E − EV )
Eg
(5.5)
où m∗t est la masse tunnel, qui est égale à
2
1
me
+ 1
mlh
, où me indique la masse eﬀective des
électrons et mlh celle des trous légers [Sze et Kwok, 2007]. La ﬁgure 5.1 montre l’eﬀet de la
relation de dispersion de Franz sur la hauteur eﬀective de la barrière tunnel, calculée selon
Veff = − 22m∗k2 + E. Intuitivement, la relation de dispersion de Franz peut être comprise
comme étant du transport parallèle dans la bande de valence et la bande de conduction.
Une deuxième méthode pour calculer le coeﬃcient de transmission est d’utiliser la mé-
thode des matrices de transfert. Cette méthode approxime la barrière tunnel comme étant
une série de barrières rectangulaires. Puisque les barrières sont rectangulaires, on peut
simpliﬁer la fonction d’onde de l’approximation WKB [Ankerhold, 2007] :
φ = Ae
i

px +Be
−i

px (5.6)
où p2 = 2m(E− V (x)) et A,B sont des constantes. Ensuite, deux conditions de continuité
sont utilisées à la frontière de la barrière : la continuité de la fonction d’onde et la continuité
de la dérivé de la fonction d’onde. Prenons la situation de la ﬁgure 5.2.
La barrière (en bleu) sur la ﬁgure 5.2 est approximée par deux barrières rectangulaires
que l’on note région 1 et région 2. Dans la région 1, la fonction d’onde est donnée par :
φ1 = A1e
ik1x +B1e
−1k1x (5.7)
et dans la région 2 :
φ2 = A2e
ik2x +B2e
−1k2x (5.8)
Donc, à la frontière entre les deux barrières (le point x=0), on a :
A1 +B1 = A2 +B2 (5.9)
k1
m∗1
(A1 − B1) = k2
m∗2
(A2 − B2) (5.10)
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Figure 5.1 Visualisation de la barrière tunnel en bleu utilisant la relation de
dispersion de Franz. Figure tirée de [Paquette et al., 2013b].
Figure 5.2 Schématisation représentant l’approximation utilisée pour la mé-
thode des matrices de transfert.
5.1. DESIGN DE JONCTION TUNNEL 83
Cela peut être représenté par le système matriciel :
[
1 1
k1
m∗1
− k1
m∗1
][
A1
B1
]
=
[
1 1
k2
m∗2
− k2
m∗2
][
A2
B2
]
(5.11)
En inversant, on obtient :
[
A1
B1
]
= S
[
A2
B2
]
(5.12)
où la matrice S est donnée par :
S =
−1
2 k1
m∗1
[
− k1
m∗1
−1
− k1
m∗1
1
][
1 1
k2
m∗2
− k2
m∗2
]
(5.13)
S = 0.5 ·
[
1 + k2
k1
m∗1
m∗2
1− k2
k1
m∗1
m∗2
1− k2
k1
m∗1
m∗2
1 + k2
k1
m∗1
m∗2
]
(5.14)
De plus, dans le cas de barrières multiples, il faut aussi considérer le déplacement de la
fonction d’onde d’une frontière à une autre, ce qui crée un déphasage. Cela est fait à partir
de la matrice P :
P =
[
eikΔx 0
0 e−ikΔx
]
(5.15)
On a donc que pour une série arbitraire de barrières triangulaires, la fonction d’onde au
début et à la ﬁn est calculée par :
[
Ai
Bi
]
=
∏
n
PnSn
[
Af
Bf
]
(5.16)
En prenant A comme étant le produit total des matrices , on peut donc calculer le coeﬃ-
cient de transmission en prenant :
T =
1
|A11|2
kfm
∗
i
kim∗f
(5.17)
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La méthode des matrices de transfert est équivalente à l’équation 5.3 pour le cas d’une
simple barrière. Cependant, lorsque l’eﬀet tunnel s’eﬀectue en deux étapes, la méthode des
matrices de transfert est plus simple à utiliser, car les équations sont valides en-dessous
et au-dessus d’une barrière. Dans le cas de l’équation 5.3, celle-ci est valide seulement en
dessous d’une barrière. Il faut eﬀectuer le calcul séparément pour chaque barrière. Dans
le cas des jonctions tunnel, les discontinuités de bande peuvent induire un eﬀet tunnel en
deux étapes. La méthode des matrices de transfert sera donc utilisée. Pour simpliﬁer les
simulations, les valeurs calculées sont relatives entre chacune des simulations et ne sont
donc pas des valeurs absolues de courant.
5.1.2 Résultats
Les résultats des simulations pour les designs GaAs/GaAs et GaAs/AlGaAs sont illustrés
à la ﬁgure 5.3. On observe que les designs GaAs/AlGaAs et GaAs/GaAs convergent vers le
même ordre de grandeur pour de fortes densités de trous. Alors qu’à faible densité de trous,
les designs GaAs/AlGaAs sont plusieurs ordres de grandeur sous celui en GaAs/GaAs.
Cela s’explique par le fait que le bandgap plus élevé de l’AlGaAs augmente la hauteur
de la barrière tunnel et diminue donc la courant tunnel maximal. Cependant, lorsque le
dopage de type p augmente, la zone de déplétion se déplace de plus en plus du côté n, soit
dans le GaAs. Le bandgap de l’AlGaAs inﬂuence donc de moins en moins la hauteur de
la barrière.
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Figure 5.3 Courant pic maximal en fonction de la densité de trous pour trois
designs diﬀérents de jonctions tunnel : GaAs/GaAs (noir), GaAs/Al0.3Ga0.7As
et GaAs/Al0.6Ga0.4As. La densité d’électrons est de 2× 1019 cm−3 dans chaque
cas.
Figure 5.4 Diagramme de bande d’une jonction tunnel GaAs/Al0.6Ga0.4As avec
des dopages de 2× 1019 cm−3 (type n) et 2× 1020 cm−3 (type p). La ligne
pointillée présente le niveau de Fermi où le coeﬃcient de transfert est calculé.
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Un eﬀet intéressant à remarquer à la ﬁgure 5.3 est que les jonctions tunnel en GaAs/AlGaAs
donnent un courant pic maximal plus élevé que la jonction tunnel en GaAs/GaAs. Ce
phénomène est un eﬀet de résonance tunnel causé par la discontinuité de bande. En eﬀet,
lorsqu’il y a présence de deux barrières tunnel en série, le coeﬃcient de transmission total
peut être plus grande que le coeﬃcient de transmission de la première barrière seulement.
La ﬁgure 5.4 présente le diagramme de bande pour une jonction tunnel GaAs/Al0.6Ga0.4As.
On observe que la discontinuité de bande cause l’apparition d’une deuxième barrière tun-
nel suite à celle présente dans le GaAs. En augmentant le dopage de type p, la région
à l’intérieur de la bande avant la barrière devient plus profonde et la deuxième barrière
diminue en hauteur. Le phénomène de résonance tunnel est illustré dans un cas simpliﬁé
à la ﬁgure 5.5a). Le coeﬃcient de transmission à travers ce sytème est montrée à la ﬁ-
gure 5.5b). On observe une résonance relativement large où le coeﬃcient de transmission
est supérieur au coeﬃcient de transmission à travers la première barrière seulement. La
largeur de cette résonance est déterminée par Δx2 alors que Δx1 détermine sa position.
Pour le cas des jonctions GaInP/AlGaAs, les résultats sont illustrés à la ﬁgure 5.6. Les deux
bandgaps sont équivalents, on ne peut donc pas réduire la hauteur de la barrière tunnel en
déplaçant la zone de déplétion. Cela réduit le courant tunnel de deux ordres de grandeur
comparé à une jonction de GaAs/AlGaAs avec les mêmes dopages. Tel qu’observé à la
ﬁgure 5.6, il faut doubler le dopage de type n à 4×1019 cm−3 pour obtenir un pic tunnel
du même ordre que pour la jonction de GaAs/AlGaAs.
Avoir un courant tunnel pic élevé n’est pas le seul critère à respecter. Il faut aussi que
l’absorption soit minimisée dans la jonction tunnel pour s’assurer d’obtenir une eﬃcacité de
conversion maximale de la cellule solaire. Une première manière de diminuer l’absorption
est d’augmenter le bandgap de la jonction tunnel. Utiliser de l’AlGaAs et du GaInP permet
d’eﬀectuer cela. Une deuxième manière de réduire l’absorption de la jonction tunnel est
d’amincir la couche de GaAs. Le spectre solaire avant et après absorption dans une jonction
tunnel GaAs/Al0.6Ga0.4As de 15 nm/50 nm est montré à la ﬁgure 5.7. Il est à noter qu’une
jonction tunnel GaInP/AlGaAs dans les designs proposés absorberait aussi une portion
de la lumière, car le bandgap du GaInP n’est pas assez élevé et augmenter le bandgap en
utilisant de l’AlGaInP pour réduire l’absorption diminuerait trop le courant pic tunnel.
Le tableau 5.1 montre la réduction de courant de chaque jonction p-n dans les designs
proposés.
L’eﬀet de l’absorption des jonctions tunnel sur l’eﬃcacité du design quatre jonctions a été
calculé à la ﬁgure 5.8. On remarque que l’utilisation de jonctions tunnel GaAs/AlGaAs
diminue l’eﬃcacité de 1.5% absolue par rapport aux jonctions tunnel GaInP/AlGaAs.
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a) b)
Figure 5.5 a) Schématisation d’une barrière tunnel double. La ligne pointillée
rouge représente l’énergie de la particule incidente. b) Probabilité de transfert
à travers le système en a) en fonction du potentiel V. L’énergie de la particule
incidente est de 1 eV, la hauteur de la première barrière est de 2 eV et celle de
la deuxième barrière est 1.05 eV. Δx1 est de 0.8 nm, Δx2 de 0.5 nm et la largeur
de la première barrière est de 10 nm. Le coeﬃcient de transmission à travers la
première barrière seulement est illustrée par la ligne pointillée.
Figure 5.6 Courant pic maximal en fonction de la densité de trous pour deux
designs diﬀérents : GaAs/Al0.6Ga0.4As (noir) et Ga0.5In0.5P/Al0.6Ga0.4As (bleu,
rouge, rose). La densité d’électrons est de 1× 1019 cm−3 (bleu), 2× 1019 cm−3
(noir et rouge) et 4× 1019 cm−3 (rose).
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Figure 5.7 Spectre solaire avant et après absorption par une jonction tunnel
GaAs/Al0.6Ga0.4As de 15 nm/50 nm.
Jonctions tunnel
Design Jonction GaAs/GaAs GaAs/AlGaAs GaInP/AlGaAs
3 jonctions 1.42 eV 5.0% 3.8% 0%1.73 eV 7.4% 5.6% 2.6%
4 Jonctions
1.42 eV 5.7% 4.3% 0%
1.63 eV 9.7% 7.4% 0.8%
1.90 eV 9.3% 7% 4.5%
Tableau 5.1 Absorption des jonctions tunnel pour chacune des jonctions p-n
des designs.
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Cependant, pour que cette comparaison soit valide, la résistance des jonctions tunnel doit
être égale. Cela nécessite donc un dopage de type n de 2× 1019 cm−3 pour la jonction
GaAs/AlGaAs et un dopage de type n de 4× 1019 cm−3 pour la jonction GaInP/AlGaAs.
Ces dopages sont diﬃciles à atteindre, car le dopage de type n maximal est ultimement
limité par la formation de défauts compensateurs. En eﬀet, l’énergie de formation d’un
défaut accepteur est donné par [Zhang, 2002] :
ΔH(A−) = ΔH(A0) + E(−/0)− F (5.18)
où ΔH(A−) est l’énergie de formation d’un défaut accepteur chargé, ΔH(A0) l’énergie
de formation de ce défaut neutre, E(−/0) l’énergie requise pour ioniser ce défaut et F
l’énergie de l’électron capté par l’accepteur, soit le niveau de Fermi. Donc, lorsque la
densité d’électrons augmente, cela déplace le niveau de Fermi, ce qui favorise la formation
de défauts accepteurs. Lorsque le niveau de Fermi est suﬃsamment élevé, l’énergie de
formation du défaut accepteur devient nulle. Ce point est considéré comme étant la limite
de dopage théorique. Cette limite explique aussi pourquoi la densité de trous maximale
atteignable est généralement plus élevée que la densité maximale d’électrons : la masse
eﬀective beaucoup plus élevée des trous comparés aux électrons donne une densité d’états
beaucoup plus élevée dans la bande de valence que dans la bande de conduction. Les
variations de l’énergie de Fermi sont donc beaucoup plus grandes pour des électrons que
pour des trous.
Le dopage de type n maximal dans la littérature présente certaines variations. Une première
cause est que la limite ultime de dopage est lorsque l’énergie de formation des défauts
compensateurs est nulle. Mais la limite pratique est lorsque cette énergie de formation est
égale à kBT, où T est la température de croissance. Donc, il est possible de se rapprocher
de la limite théorique en diminuant la température de croissance. Pour certaines méthodes
de croissance (MOCVD et CBE), la température de croissance est limitée par le besoin
de craquer les précurseurs sur la surface, il y a donc une limite ﬁxe à la réduction de la
température de croissance. Une deuxième cause des variations dans la littérature est la
procédure de mesure Hall qui varie entre les diﬀérents laboratoires. Plus spéciﬁquement,
la taille des contacts peut causer d’importantes variations, tel que vue à la section 3.3.
Le tableau 5.2 résume le dopage de type n maximal pour le GaAs. La limite pratique
de dopage de type n du GaAs semble donc être d’environ 2× 1019 cm−3, avec quelques
aberrations. Le tableau 5.3 résume le dopage de type n maximal pour le GaInP. Il est à
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Figure 5.8 Eﬃcacité en fonction de la concentration pour le design 4J
(1.42/1.63/1.90/2.25 eV) en fonction des jonctions tunnel utilisées.
noter que ces dopages sont les résultats publiés seulement. Donc, les résultats obtenus par
l’industrie ne sont pas inclus ici.
On remarque que la limite pratique de dopage dans des conditions normales est plus faible
pour le GaInP que pour le GaAs. Cependant, deux cas spéciﬁques attirent l’attention. La
croissance sur un substrat de surface (411)A permet d’augmenter la concentration d’élec-
trons de saturation de 1 à 4 × 1019 cm−3. L’utilisation de la méthode de croissance ALE
permet d’atteindre une concentration de 5 × 1019 cm−3. Il est donc possible d’atteindre
les dopages nécessaires, mais pour des conditions de croissance très limitées.
Nous avons donc identiﬁé qu’une jonction tunnel GaAs/AlGaAs sera la plus performante
pour une cellule solaire multijonction lorsque l’absorption n’est pas considérée. Une jonc-
tion tunnel GaInP/AlGaAs serait idéale pour minimiser l’absorption, mais selon les limi-
tations pratiques sur le dopage, la réalisation de cette jonction par CBE n’est pas assurée.
La jonction tunnel GaAs/AlGaAs a donc été choisie comme jonction tunnel standard
dans nos structures, car elle présente un bon compromis entre un fort courant tunnel, une
absorption limitée et des matériaux réalisables dans des conditions de croissance usuelles.
Suite à l’identiﬁcation du design de la jonction tunnel, il faut faire la croissance des deux
matériaux concernés, soit le GaAs très fortement dopé n et l’AlGaAs très fortement dopé
p. Les deux articles suivants portent sur ces matériaux. Le premier article considère le
Te comme dopant de type n dans le GaAs pour atteindre les concentrations d’électrons
nécessaires pour maximiser le courant tunnel. Cependant, comme on le verra, bien que le
Te permet eﬀectivement d’atteindre les concentrations nécessaires, il a un eﬀet majeur sur
la morphologie de surface du GaAs. Cet eﬀet sera étudié et sa cause sera aussi identiﬁée.
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Référence Densité (1× 1019 cm−3)
[Walukiewicz, 2001] 1.5
[Bauhuis et al., 2012] 1.8
[Oyama et al., 2000] 1.5-2
[Nuñez et al., 2011] 1.6
[Chavanapranee et Horikoshi, 2006] 6
[Kamp et al., 1994] 1
[Williamson et Gibart, 1981] 1.3
[Chen et al., 1993] 2.3
[Uchitomi et al., 2004] 1.2
[Kurabayashi et al., 2001] 2
[Li et al., 1995] 3.3
[Kang et al., 2011] 4
[Oyama et al., 2002] 1.7
[Garcia et al., 1999] 1.5
[Garcia et al., 2012] 3
Tableau 5.2 Résumé des dopages de type n maximaux obtenus pour le GaAs.
Référence Densité (1× 1019 cm−3)
[Ebert et al., 2011] 1
[Yoon et al., 1999] 0.9
[Hatatani et al., 1998] 1
[Hatatani et al., 1998] 3.8*
[Jung et al., 1993] 5
[Li et al., 1998] 1.8
[Samberg et al., 2013] 1.15
Tableau 5.3 Résumé des dopages de type n maximaux obtenus pour le GaInP.
*Pour un substrat ayant une surface (411)A.
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En plus, une solution à ce problème de morphologie sera présentée. Le deuxième article
considère le dopage au C de l’AlGaAs utilisant le précurseur d’AlGaAs lui-même comme
source de C. Ce précurseur, le TMA, est inutilisé en CBE à cause de la très forte concentra-
tion de carbone incorporé lorsqu’il est utilisé. L’inﬂuence des conditions de croissance sur
l’incorporation de C et la croissance de jonctions tunnel avec le TMA seront présentées.
5.2 GaAs dopé Te
5.2.1 Avant-propos
Auteurs et aﬃliation : B. Paquette : doctorant, Institut interdisciplinaire d’innovation
technologique (3IT), Université de Sherbrooke, Sherbrooke, Québec, Canada, J1K 2R1
B. Ilahi : professeur invité, Institut interdisciplinaire d’innovation technologique (3IT),
Université de Sherbrooke, Sherbrooke, Québec, Canada, J1K 2R1
V. Aimez : professeur, Institut interdisciplinaire d’innovation technologique (3IT), Univer-
sité de Sherbrooke, Sherbrooke, Québec, Canada, J1K 2R1
R. Arès : professeur, Institut interdisciplinaire d’innovation technologique (3IT), Université
de Sherbrooke, Sherbrooke, Québec, Canada, J1K 2R1
Date d’acceptation : 16 août 2013
État de l’acceptation : version ﬁnale publiée
Revue : Journal of Crystal growth
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Titre français : Inhibition de l’eﬀet surfactant du Te sur la morphologie de surface du
GaAs très fortement dopé au Te.
Contribution au document : Cette article présente l’optimisation de la morphologie
de surface du GaAs très fortement dopé au tellure. Cette optimisation est primordiale
pour pouvoir croître des jonctions tunnel GaAs/AlGaAs.
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Résumé français : La morphologie de surface du GaAs fortement dopé au Te et l’in-
corporation du Te dans le GaAs ont été étudiées pour divers paramètres de croissance par
épitaxie par jets chimiques. Le précurseur de Te, DIPTe (diisopropyl telluride), est volatile
sur la plage de température 475-595°C. L’activation électrique du Te augmente pour des
températures de croissance plus basses. On démontre que l’eﬀet surfactant du Te mène
à la croissance tri-dimensionnelle, ce qui aﬀecte fortement la morphologie de surface. On
montre que les paramètres de croissance peuvent être ajustés pour réduire l’eﬀect surfac-
tant du Te grâce à la limitation cinétique, donnant une morphologie de surface améliorée.
Modiﬁcation : Cet article a été modiﬁé pour inclure les changements apportés dans un
corrigendum publié dans Journal of Crystal growth [Paquette et al., 2014]. Il a aussi été
modiﬁé pour corriger deux erreurs d’orthographe.
5.2.2 Inhibition of Te surfactant eﬀect on surface morphology of
heavily Te-doped GaAs
Abstract
The surface morphology and incorporation behavior of heavily Te-doped GaAs was studied
for various growth parameters by chemical beam epitaxy (CBE). The Te precursor, DIPTe
(diisopropyl telluride), acts as a volatile dopant in the growth temperature range of 475-
595 ◦C. Electrical activation of Te is increased for lower growth temperatures. The Te
surfactant eﬀect was shown to lead to 3 dimensional growth, which greatly aﬀected the
resulting surface morphology. We have shown that growth parameters can be tuned to
reduce the Te surfactant eﬀect through kinetic limitation, thus obtaining improved surface
morphologies.
Introduction
High n-doping of GaAs is critical for the performances of tunnel junctions (TJ). TJs
serve as electrical interconnect between the diﬀerent subcells of a multijunction solar cell.
Lowering the series resistance of TJs is desirable for high sunlight concentration use, as
losses by the Joule eﬀect (RI2) limit the maximum usable concentration factor.
To reduce resistance, the tunneling eﬀect must be maximized in the tunnel junction. Hi-
gher doping level increases the electric ﬁeld and therefore enhances the tunneling eﬀect.
However, the electric ﬁeld is asymptotic by the lowest doping level in the junction [Wheel-
don et al., 2011]. Since p-doping with carbon can routinely reaches levels well into the
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1×1020 cm−3 range [Paquette et al., 2013a], TJ performances are limited by the n-doped
side of the junction.
Tellurium (Te) is the most promising n dopant in GaAs compared to other commonly
used atoms like silicon (Si), tin (Sn), sulfur (S), and selenium (Se). It possesses a very low
diﬀusion coeﬃcient (D=3×10−23 cm2/s at 600 ◦C [Kamp et al., 1994]) and allows electron
concentrations above 2×1019 cm−3. Si saturates at around 5×1018 cm−3 [Abernathy, 1995],
which is too low for good tunnel junction performance. Sn suﬀers from high diﬀusion [Debs
et Kuech, 2006], which limits its use in TJs. S has a higher diﬀusion coeﬃcient than Te
(D=10−17-10−16 cm2/s at 600 ◦C [Lee, 1999]) and presents a lower maximum doping level
than Te [Foord et al., 1997].
However, epitaxial Te-doping of GaAs often induces poor surface morphology. Examples
are the formation of pits [Wixom et al., 2004], thickness non-uniformity [Kang et al., 2011],
or formation of ripples and hillocks [Li et al., 1995; Sun et al., 1991]. But, most of the
available reports on this critical issue are for a single speciﬁc set of growth parameters or
present opposite trends ; Decreasing growth rate was observed to both roughen [Li et al.,
1995] or smoothen [Sun et al., 1991] the surface morphology.
Diﬀerent arguments have been proposed to explain this behavior. Wixom et al. [Wixom
et al., 2004] suggested than an increase in the down-step potential barrier, known as
the Ehrlich-Schwoebel (ES) barrier, can explain the formation of pits. Kang et al. [Kang
et al., 2011] mentioned cluster formation. Sun et al. [Sun et al., 1991] mentioned potentially
insuﬃcient As supply or an insuﬃcient surface diﬀusion length. Li et al. [Li et al., 1995]
suggested second phase formation, or clustering.
In fact, Te is recognized to inﬂuence surface kinetics during growth, with various observed
eﬀects. Massies et al. [Massies et Grandjean, 1993] observed an hindrance in the step ﬂow
growth mode and attributed it to a decreased surface diﬀusion length. Lee et al. [Lee et
Stringfellow, 1998] observed a stabilization of the step ﬂow growth mode and attributed it
to an increased up-step sticking coeﬃcient. Forbes et al. [Forbes et al., 2009] observed an
increased size of InAs quantum dots on GaAs with a Te delta-doped layer and attributed
it to an eﬀective increase in the In surface diﬀusion length. Accordingly, the origin of Te
doping induced surface roughness is still a matter of debate.
In this article, we present a detailed study of the inﬂuence of growth parameters on the
surface morphology of heavily Te-doped GaAs. We identify the speciﬁc surfactant eﬀect
of Te that causes poor surface morphology and demonstrate how the growth parameters
can inhibit this eﬀect to improve morphology.
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Experimental procedure
Samples were grown in a VG V90F reactor modiﬁed for chemical beam epitaxy (CBE).
Group III precursor was triehtyl gallium (TEGa), group V precursor was precracked AsH3
and the Te precursor was diisopropyl telluride (DIPTe). Gas ﬂuxes were controlled by the
pressure in a cell with a calibrated leak. All substrates were nominal (001) semi-insulating
GaAs.
Growth rate was changed by keeping all ﬂux ratio equals ; If the growth rate was cut in
half, both the DIPTe and AsH3 ﬂux were also cut in half to keep the V/III ratio and the
total Te concentration constant. Layer thickness was approximately 600 nm.
Samples were characterized by atomic force microscopy (AFM) and high resolution X-
Ray diﬀraction (HRXRD). Electron concentrations and mobilities were measured by Hall
measurement in the Van der Pauw conﬁguration.
Results
All the investigated Te doped GaAs layers show an increased lattice parameter due to the
larger size of Te atoms compared to As atoms. Typical XRD spectra are shown in ﬁgure
5.9.
Assuming all Te atoms are on As sites, the concentration on lattice sites can be extracted
from the following formula[Giannini et al., 1993] :
NTe = −Δθcot(θB)
β
c11
c11 + 2c12
, (5.19)
where NTe is the Te concentration on atomic sites in cm−3, Δθ the peak displacement in ra-
dian, θB the Bragg diﬀraction angle for GaAs, c11=11.88×1011 dyn· cm−2 and c12=5.36×1011
dyn· cm−2 the GaAs elastic constants, and
β =
rTe − rAs
rTeN
, (5.20)
where the r are the atomic covalent radii (1.38 pm for Te and 1.19 pm for As) and N the
total atomic concentration (4.42×1022 cm−3). All atomic Te concentrations were calculated
using this formula, where "atomic" means on the lattice site of As atoms.
Figure 5.10 shows the incorporation behavior of Te versus the growth temperature. Atomic
Te concentration shows typical volatile behavior, which is to decrease with increasing
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Figure 5.9 Typical (004) XRD ω-2θ scans of a GaAs :Te layer grown on
GaAs with Te concentrations of 1.26×1020 cm−3 (red,top) and 5.30×1019 cm−3
(black,bottom). The scans were shifted vertically for clarity.
growth temperature. The electron concentration, on the other hand, saturates near 2×1019
cm−3 (maximum measured concentration was 2.3×1019 cm−3) and shows a slight increase
with decreasing growth temperature. This behavior is indicative of a decreasing electrical
activity of Te atoms with increasing concentration.
Figure 5.11 shows a study of the incorporation and activation of Te atoms as a function
of growth rate for 3 diﬀerent temperatures. The growth temperatures were 565 ◦C, 505 ◦C,
and 475 ◦C respectively. Volatile behavior is conﬁrmed, as the atomic Te concentration in-
creases with increasing growth rate for higher temperatures. Electrical activation decreases
with increasing atomic Te concentration. Furthermore, improved electrical activation with
decreasing growth temperature is observed, as shown by the data points at equivalent
atomic Te concentrations (505 ◦C with low growth rate vs 565 ◦C with high growth rate
and 475 ◦C vs 505 ◦C for high growth rate). This behavior is in agreement with previous
observations for total Te concentration measured by SIMS [Kamp et al., 1994].
To further explore the inﬂuence of growth temperature on electron concentration, samples
were annealed at 565 ◦C for one and two hours. Relative concentration results are shown
in ﬁgure 5.12. A decrease in total electron concentration accompanied by a smaller de-
crease in atomic Te concentration is observed. During annealing, the atomic intermixing
induced by the point defects diﬀusion can lead to the formation of complex defects and
clustering of Te atoms. Since clusters have been shown to generate no lattice dilatation
[Chavanapranee et Horikoshi, 2006], our method to determine the atomic Te concentration
is sensitive to the migration of Te atoms from lattice sites in the crystal to clusters. Thus,
the observed reduction in atomic Te concentration is likely to originates from clustering.
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Figure 5.10 Inﬂuence of the growth temperature on the electron concentra-
tion (circle,black,bottom) and on the Te concentration on lattice sites (tri-
angle,red,top). The dashed lines are guides for the eye. The growth rate was
kept constant at 1.15 μm/h, except for 565 ◦C (0.95 μm/h).
Figure 5.11 Inﬂuence of growth rate on the Te concentration on lattice sites
(black squares, left) and on the Te electrical activation (red triangles, right) for
three diﬀerent growth temperature : a) 565 ◦C, b) 505 ◦C, and c) 475 ◦C. The
dashed lines are guides for the eye.
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However, the electron concentration decreases much more than the atomic Te concentra-
tion. Thus, clustering can be ruled out as a source of decreased electrical activation. This
suggests the formation of acceptor complexes that compensate the donor level leading to
the observed decrease in the electrical activation. this interpretation is in agreement with
previous reports showing that post growth annealing promotes the formation of accep-
tor complexes TeAsVGa [Williamson et Gibart, 1981]. The resulting decrease in electrical
activation with annealing time suggests that the lower electrical activation from higher
growth temperatures is likely to be caused by the eﬀective dynamic annealing occurring
during growth.
The surface morphology of GaAs :Te was studied as a function of growth temperature,
growth rate and relative DIPTe ﬂux. First, the inﬂuence of growth temperature on surface
morphology was studied for a ﬁxed growth rate of 1.15 μm/h and a ﬁxed DIPTe/TEGa ﬂux
ratio of 0.016. Figure 5.13 shows the various observed morphologies. Two distinct types of
morphologies are observed ; a very rough morphology at higher growth temperature, as seen
in a), is characterized by a rough surface with no apparent order or coherent structures. A
second type, identiﬁed as pitted, shows oval shaped pits surrounded by a smooth surface
with a measured RMS roughness of about 0.5 nm and mounds of about 2 to 4 atomic steps
in height. Figure 5.13 c) and d) exhibit such a morphology. b) presents a transition between
the other two morphologies. As seen in ﬁgure 5.14, a clear and progressive improvement
in the overall surface roughness is observed as the growth temperature is lowered. The
measured surface roughness at 535 ◦C does seem to show signiﬁcantly diﬀerent behavior
from the trend suggested by the other results. The fact that the surface shows a mixed
rough-pitted nature at that growth temperature might be related to this situation. More
data from surfaces with growth temperatures in the vicinity of 535 ◦C would be required
to conclude on this hypothesis.
The inﬂuence of the growth rate on the surface morphology was studied for three diﬀerent
growth temperatures : 565 ◦C, 505 ◦C, and 475 ◦C and a ﬁxed DIPTe/TEGa ﬂux ratio of
0.016. Figure 5.15 presents the resulting surface morphologies. Pitting is observed at low
growth temperatures for all growth rates, as shown in c)-f). With a slight decrease in pit
density and depth with higher growth rates.
Finally, the inﬂuence of the DIPTe/TEGa ﬂux ratio was studied for a growth tempe-
rature of 505 ◦C. Figure 5.16 presents the resulting surface morphologies for diﬀerent
DIPTe/TEGa relative ﬂuxes. We observe a transition in the type of morphology with
increasing DIPTe/TEGa relative ﬂux, with a change from a pitted surface to a rippled
surface.
5.2. GAAS DOPÉ TE 99
Figure 5.12 Relative concentration of electrons and atomic Te after annealing
at 565 ◦C under a cracked AsH3 ﬂux.
Figure 5.13 10×10 μm AFM image of Te doped GaAs layers as a function
of growth temperature for a growth rate of 1.15 μm/h and a DIPTe/TEGa
ﬂux ratio of 0.008. Growth temperatures are a)595 ◦C, b)535 ◦C, c)505 ◦C, and
d)475 ◦C.
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Figure 5.14 RMS roughness taken over a 10 μm×10 μm area for various growth
temperatures, a growth rate of 1.15 μm/h, except for 565 ◦C (0.95 μm/h), and
a relative DIPTe/TEGa ﬂux ratio of 0.008.
Figure 5.15 AFM image of Te doped GaAs layers as a function of growth
rate for two diﬀerent growth temperatures : 505 ◦C (c),d)), and 475 ◦C (e),f)).
Growth rates are c)1.9 μm/h, d)1.1 μm/h, e)1.8 μm/h, and f)1.2 μm/h. The
DIPTe/TEGa ﬂux ratio was kept constant at 0.008.
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Figure 5.16 Inﬂuence of the DIPTe relative ﬂux on surface morphology. Growth
conditions were : c) T=505 ◦C, GR=1.15 μm/h, DIPTe/TEGa=0.008, and d)
T=505 ◦C, GR=0.52 μm/h, DIPTe/TEGa=0.016. The growth rate in d) had to
be reduced due to absolute DIPTe ﬂux limitations.
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To better understand the formation of the very rough morphology observed at higher
growth temperatures, the surface morphology at very low thickness was studied, as shown
in ﬁgure 5.17. An AFM image from the surface of the GaAs buﬀer is shown in a), exhibiting
a smooth surface morphology characteristic of growth by 2D island coalescence. Figure
5.17 b) shows the surface morphology after the deposition of 6 ML of Te-doped GaAs at
565 ◦C on top of the same buﬀer layer. Formation of mounds is observed, with heights of
up to 11 ML and well-deﬁned atomic steps and terraces.
In the framework of this study, the observed morphologies can be classiﬁed in three ca-
tegories : Pitting, rippling, and very rough. All three are caused by the presence of Te
atoms, since undoped GaAs is smooth with a RMS roughness below 1 nm for all growth
parameters used here. Therefore, we can determine the order of the observed morphologies
from least inﬂuenced by the Te atoms to most inﬂuenced by them from ﬁgure 5.16. The
surface goes from pitted to rippled as the quantity of Te atoms increases. Furthermore,
we can determine that the inﬂuence of Te atoms on the resulting surface morphology is
thermally activated, as a lower growth temperature and higher growth rate favors a good
surface morphology. This is despite an increase in the concentration of Te atoms with
those growth parameters, as Te was determined to be volatile over the observed range.
Discussion
Two causes of the degradation of surface morphology of GaAs with Te doping have been
suggested in the literature :
1. microprecipitate of Te atoms, or clustering [Kang et al., 2011; Li et al., 1995], or
2. an increase in the Ehrlich-Schwoebel (ES) barrier [Wixom et al., 2004].
Te cluster formation is coherent with the observed pitting, as nucleation of GaAs around
the cluster itself would be hindered. Surface pitting has also been linked to the presence of
SiC clusters during Si homoepitaxy [Weil et al., 1998]. However, the formation of generally
rough or rippled surfaces cannot be directly linked to such an eﬀect.
Furthermore, clustering is not coherent with the trends seen in ﬁgure 5.15. At 475 ◦C, a
clear reduction of the pit density is observed when the growth rate is increased. From ﬁgure
5.11, we can determine that they have the same concentration of atomic Te. Therefore,
the higher growth rate sample should either have an equal or higher degree of clustering,
as Te incorporation generally increases with growth rate. This is not consistent with the
decrease in pit density. Additionally, the samples grown at 475 ◦C and at 505 ◦C with a high
growth rate have the same concentration of atomic Te. Since Te incorporation increases
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Figure 5.17 Evolution of the surface morphology of Te doped GaAs with thi-
ckness at a growth temperature of 565 ◦C, a DIPTe/TEGa ﬂux ratio of 0.008
and a growth rate of 1.8 μm/h. The nominal deposited thickness is a) 0 ML b)
6 ML.
with decreasing growth temperatures as seen in ﬁgure 5.10, the 475 ◦C sample should
also present a higher degree of clustering than the 505 ◦C sample. Yet the pit density
decreases. Furthermore, if clustering caused pitting, the density of pits should increase
with the sample thickness, as more clusters are formed. We have counted the number of
pits over a 10 μm x 10 μm area for a 57 nm thick sample and a 570 nm thick sample grown
with the same conditions, and the number of pits did not vary signiﬁcantly (138 vs 123).
Additionally, clustering does not explain mound formation at very small thicknesses, as
observed in ﬁgure 5.17. The results shown above lead us to conclude that clustering of Te
does not inﬂuence the surface morphology as observed here.
However, as stated above, an increase in the ES barrier has been suggested to explain
the presence of pits. The ES barrier is a down-step potential which hinders the movement
of adatoms toward a lower terrace. Without this barrier, it is preferential for adatoms to
diﬀuse from the upper terrace to incorporate at the lower step on the bottom terrace, as
this site presents a higher degree of coordination. This leads to the usual two-dimensional
growth. However, in the presence of an ES barrier, adatoms present on the upper terrace
are more likely to incorporate on this terrace. This leads to a growth instability [Politi
et al., 2000; Politi, 1997; Krug et al., 2000] where three dimensional structures are formed
and increase in height as the growth proceeds. The lateral size of these three dimensional
features decreases as the ES barrier increases. Indeed, the nucleation probability on a
terrace increases as the density of adatoms on the terrace increases, and this density
greatly increases with the ES barrier [Politi, 1997]. The nucleation length of a top terrace
was derived by Politi [Politi, 1997] :
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ln ∝ ld( ld
6ls
)1/3 (5.21)
,where ln is the nucleation length, which is the typical size of a terrace to obtain a nucleation
probability of 1, ld is the diﬀusion length, and ls the Schwoebel length, which increases as
the ES barrier increases. We observe that as ls increases, ln decreases. Thus, the larger the
ES barrier is, the smaller are the terraces’ lateral size.
Typical morphologies formed by an ES barriers are mounds with well-deﬁned terraces,
usually called wedding cakes [Krug et al., 2000]. The shape of these mounds is determined
by the strength of the ES barrier [Politi et al., 2000; Politi, 1997; Wixom et al., 2004]. For
a low barrier, mounds present a large and ﬂat top with deep crevasses in between, while
for a high barrier, mounds are tall with a small lateral size [Politi, 1997].
Our observed morphologies are coherent with these theoretical predictions. Indeed, ﬁgure
5.17 presents wedding cake-like mounds at very small layer thicknesses. Furthermore, the
pitted morphology can be interpreted as very large ﬂat-topped mounds, where the pits are
the crevasses in between these mounds [Wixom et al., 2004]. The very rough morphology
is coherent with the formation of tall mounds with a small lateral size.
Thus, we infer that the presence of Te atoms on the growing surface increases the ES
barrier, and we refer to this as the surfactant eﬀect of Te.
However, as the growth temperature increases, the eﬀective ES barrier decreases, as ada-
toms have more energy to overcome it [Van Nostrand et al., 1998]. Furthermore, if the
presence of Te increases the ES barrier, it is logical that higher concentrations would
increase the ES barrier further. We observe the opposite trends in ﬁgure 5.13, where a
decrease in temperature leads to morphologies typical of a small ES barrier. Furthermore,
a low temperature increases the concentration of incorporated Te atoms, which indicates
a higher concentration of Te atoms on the surface.
To explain this discrepancy, we propose that the surfactant eﬀect of Te is thermally acti-
vated. Thus, kinetically limiting growth parameters (low growth temperature, high growth
rate) favors a two-dimensional growth by limiting the activation of the Te surfactant eﬀect.
Conclusion
The incorporation behavior of Te in GaAs using DIPTe and its eﬀect on surface mor-
phology was studied. Volatile behavior over the range 475 ◦C-595 ◦C was observed, with
a higher degree of Te electrical activation for lower temperature. Electron concentration
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was found to saturate near 2×1019 cm−3. At the concentrations used in this study, Te was
shown to have a surfactant eﬀect, increasing the ES barrier to favor 3 dimensional growth.
This surfactant eﬀect can be inhibited with kinetically limiting growth parameters, such
as low growth temperature and high growth rate.
5.2.3 Complément
Suite à la publication de cet article et pour identiﬁer quel eﬀet microscopique mène à
une activation thermique de l’augmentation de la barrière ES avec la présence de Te, une
étude complémentaire a été eﬀectuée sur l’évolution de la morphologie avec l’épaisseur.
Cette étude est une continuation de la ﬁgure 5.17. La ﬁgure 5.18 montre les résultats de
cette étude complémentaire. On observe la présence des mounds de la ﬁgure 5.17b) pour
les épaisseurs de 8 et 16 nm. Cependant, on observe aussi l’apparition de trous à faibles
épaisseurs de croissance et une augmentation de leur densité avec l’épaisseur jusqu’à 75 nm
environ. Ensuite, lorsque l’épaisseur continue d’augmenter, la surface devient très rugueuse
et une certaine périodicité commence à apparaître dans la morphologie de surface.
Pour comprendre cette évolution, les images AFM ont été analysées pour extraire une lon-
gueur caractéristique, ce qui consiste en le premier zéro de la fonction d’autocorrélation
[Leal et al., 2011]. Cette longueur correspond à la taille typique des mounds. La ﬁgure
5.19 montre l’évolution de cette longueur caractéristique en fonction de l’épaisseur. On
remarque qu’à partir de 35 nm environ, la longueur caractéristique dans une direction
<110> augmente avec l’épaisseur, alors qu’elle reste constante dans la direction perpen-
diculaire. Cela indique que la taille des mounds augmente avec l’épaisseur. Ceci est un
processus dit de coarsening [Xun et al., 2010; Bratland et al., 2011; Schinzer et al., 2000;
Leal et al., 2011; Politi et al., 2000], où il y a coalescence des mounds lors de la croissance.
Cette coalescence est typique pour plusieurs modèles de croissance avec barrière ES. La
ﬁgure 5.20 montre l’évolution de la rugosité de surface en fonction de l’épaisseur. On ob-
serve à 565°C une augmentation de la rugosité avec l’épaisseur. À 505°C, la tendance n’est
pas assez complète pour séparer le bruit de l’augmentation de la rugosité avec l’épaisseur.
L’évolution de la coalescence et de la rugosité de surface peut être modélisée à partir des
formules :
L ∝ tn (5.22)
R ∝ tβ (5.23)
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Figure 5.18 Évolution en épaisseur de la morphologie du GaAs dopé au Te
pour une température de croissance de 565 ◦C, un ratio de ﬂux DIPTe/TEGa
de 0.008, un taux de croissance de 1.8 μm/h et une commande d’arsine de 90.
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Figure 5.19 Longueur caractéristique dans les deux directions <110> en fonc-
tion de l’épaisseur pour les échantillons de la ﬁgure 5.18. La ligne pointillée est
un ﬁt décrit dans le texte.
où L est la longueur caractéristique, R la rugosité, t l’épaisseur, n l’exposant dit coarsening
et β l’exposant dit growth. Ces deux exposants ont été extraits de ﬁts indiqués sur les ﬁgures
5.19 et 5.20. On obtient une valeur de 0.65 pour n et 0.77 pour β. Les valeurs typiques de
la littérature pour n varient fortement et sont de 0.16 à 0.56 [Politi et al., 2000].
On remarque aussi à la ﬁgure 5.19 que le processus de coarsening est très anisotrope, car il
s’eﬀectue dans une seule direction cristalline. Cela supporte l’hypothèse que ce processus
est relié à la diﬀusion en surface des adatomes, car celle-ci est aussi anisotropique sur le
GaAs.
L’exposant dit de coarsening est inﬂuencé par les conditions de croissance. En eﬀet, la
ﬁgure 5.21 présente les longueurs caractéristiques pour diﬀérents ﬂux d’arsine. On observe
que la longueur caractéristique dans la direction du coarsening diminue avec un ﬂux d’AsH3
plus faible. En plus, on remarque que l’anisotropie de ce coarsening est modiﬁée par
le ﬂux d’AsH3, avec une augmentation de la longueur caractéristique dans la direction
perpendiculaire pour des ﬂux plus faibles.
Cependant, on remarque que pour des faibles épaisseurs, l’évolution de la morphologie
avec l’épaisseur n’est pas cohérente avec du coarsening. En eﬀet, on observe une augmen-
tation de la densité de trous à 565°C. Si on interprète les trous comme étant la frontière
entre des mounds très larges et plats, l’augmentation de la densité de trous indiquerait
une diminution de la taille de ces mounds. On a déterminé précédemment (voir équations
5.21 et 5.22) que la taille des mounds dépend de la valeur de barrière ES et de l’exposant
de coarsening. Donc, la taille latérale est soit constante (exposant=0) ou augmente avec
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Figure 5.20 Évolution de la rugosité RMS en fonction de l’épaisseur pour deux
températures de croissance diﬀérentes. La ligne pointillée est un ﬁt décrit dans
le texte.
Figure 5.21 Longueurs caractéristiques dans les deux directions <110> en fonc-
tion du ﬂux d’arsine pour des épaisseurs de 581 nm (40), 617 nm (60) et 577
nm (90).
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l’épaisseur selon la théorie de la barrière ES. De plus, on observe que la densité de trous
est constante en épaisseur pour 505°C, comme le montre la ﬁgure 5.22. L’augmentation de
la densité de trous à 565°C avec l’épaisseur indiquerait donc que la barrière ES augmente
avec l’épaisseur. Puisque cette barrière dépend de la présence de Te en surface, une aug-
mentation de la concentration de Te à la surface durant la croissance serait cohérent avec
les résultats observés et la théorie de la barrière ES. Pour conﬁrmer cela, des mesures Hall
ont été eﬀectuées pour diverses épaisseurs et les résultats sont montrés à la ﬁgure 5.23.
L’augmentation de la densité d’électrons avec l’épaisseur pour 565°C supporte la présence
de ségrégation de surface des atomes de Te pendant la croissance.
Nous avons donc déterminé deux eﬀets qui aﬀectent la croissance du GaAs fortement
dopé au Te : 1. Une augmentation de la barrière ES causée par la présence d’atomes de
Te à la surface. 2. Une ségrégation des atomes de Te à la surface pendant la croissance.
Diminuer la température de croissance réduit la ségrégation en surface des atomes de Te,
ce qui diminue suﬃsamment leur concentration en surface pour inhiber l’augmentation
de la barrière ES. Résoudre ces deux problèmes permet l’utilisation des couches de GaAs
fortement dopé au Te dans les jonctions tunnel.
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Figure 5.22 Densité de trous dans le GaAs dopé au Te en fonction de l’épaisseur
pour divers paramètres de croissance, tel qu’indiqué dans la légende. le ratio
DIPTe/TEGa est de 0.008 et le taux de croissance est de 1.8 μm/h.
Figure 5.23 Densité d’électrons en fonction de l’épaisseur pour deux tempéra-
tures de croissance diﬀérentes. Le taux de croissance est de 1.8 μm/h, le ratio
DIPTe/TEGa est de 0.008 et le ﬂux d’arsine est de 90.
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5.3 AlGaAs
Un deuxième matériau est nécessaire à optimiser pour maximiser les performances des
jonctions tunnel : l’AlGaAs. Selon les simulations, le dopage de type p doit être maximisé
pour maximiser le courant tunnel. Cela sera eﬀectué en utilisant le TMA comme source
de C, le dopant de type p, et en utilisant les conditions de croissance pour en accroître
l’incorporation. Ensuite, la croissance de jonctions tunnel GaAs/AlGaAs est eﬀectuée.
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Référence : Reprinted from [Paquette et al., 2013a] with permission from Elsevier.
Titre français : Optimisation du dopage de type p de l’AlGaAs crû par épitaxie par
jets chimiques utilisant du TMA pour des jonctions tunnel en GaAs/AlGaAs
Contribution au document : Cet article présente l’optimisation de la couche d’Al-
GaAs, qui est primordiale pour les jonctions tunnel GaAs/AlGaAs et présente aussi les
résultats de la croissance de ces jonctions tunnel.
Résumé français : Trimethyl aluminium (TMA) a été utilisé comme une source intrin-
sèque de dopant pour croître de l’AlGaAs très fortement dopé de type p par épitaxie par
jets chimiques. Pour contrôler le niveau de dopage, les paramètres de croissance ont été
variés et trois sets de paramètres permettant de maximiser le dopage ont été identiﬁés :
Basse température de croissance, faible rapport V/III combiné avec un haut taux de crois-
sance et une composition riche en aluminium. Des jonctions tunnel AlGaAs/GaAs ont
été fabriquées pour chacun de ces sets de paramètres et un maximum de courant tunnel
de 6136 A/cm2 a été obtenu. Ces jonctions tunnel sont adaptées à l’utilisation dans des
cellules solaires multijonctions pour la très haute concentration.
Modiﬁcation : Cet article été modiﬁé pour corriger une erreur d’orthographe.
5.3.2 Optimization of p-doping in AlGaAs grown by CBE using
TMA for AlGaAs/GaAs tunnel junctions
Abstract
Trimethyl aluminium (TMA) was used as an intrinsic dopant source to grow highly p-
doped AlGaAs by chemical beam epitaxy (CBE). Growth parameters were varied to
control doping level, and three sets of growth parameters were identiﬁed to maximize
the hole concentration in CBE-grown AlGaAs : low temperature growth ; low V/III ra-
tio combined with high growth rate ; aluminium-rich composition. AlGaAs/GaAs tunnel
junctions were fabricated using each of these set of growth parameters and tunneling peak
currents as high as 6136 A/cm2 were obtained. These tunnel junctions are suitable for use
in very high concentration multijunction solar cells.
Introduction
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Current state-of-the-art triple junction (Ge/GaAs/GaInP) solar cells reach eﬃciencies
above 40% [King et al., 2009]. Further improvement in eﬃciency requires the insertion of
a fourth junction between the Ge and GaAs subcell with a bandgap of 1 eV [Friedman et al.,
1998]. Diluted nitrides (InGaNAs) are materials that can reach this bandgap while still
being lattice-matched to Ge, yet poor crystalline quality is limiting their use in solar cells.
Triple junction solar cells with diluted nitride materials as the bottom junction have been
achieved [Sabnis et al., 2012], but the four junction solar cell (Ge/InGaAsN/GaAs/GaInP)
has not been successfully demonstrated. CBE has shown promising results for the growth
of diluted nitride materials compared to more conventional epitaxial growth techniques
such as metallo-organic chemical vapor deposition (MOCVD) or molecular beam epitaxy
(MBE) [Ohshita et al., 2011; Honda et al., 2011; Suzuki et al., 2010]. Furthermore, CBE
is compatible with industrial production, as it shows potential for reduced cost due to
increased source eﬃciency and high throughput [Yamaguchi et al., 1994]. It is therefore of
interest to explore the potential of CBE growth for growth of the full solar cell structure
to complement its promising results for the diluted nitride junction.
Among the components of a full multijunction solar cell structure, tunnel junctions are
critical. They serve as electrical interconnect between the diﬀerent subcells and must fulﬁll
the following requirements as not to impede performances : i)transparency to wavelengths
absorbed by the underlying subcells, ii) suﬃciently high peak tunneling current for high
concentration use, iii) lattice-match to the full structure and iv) minimal electrical resis-
tance.
The growth of tunnel junctions by CBE has only been demonstrated so far for InP related
materials [Vilela et al., 1996; Medelci et al., 1993] or for a GaAs/GaAs junction [Garcia
et al., 1999]. Yet, both models [Wheeldon et al., 2011] and experimental data from other
growth techniques [Garcia et al., 2012] show that AlGaAs(p++)/GaAs(n++) tunnel junc-
tions oﬀer the lowest resistance and thus are optimal for implementation in a multijunction
solar cell for high concentration use. Due to its bandgap, such a tunnel junction would be
ideal as an interconnect between the Ge and GaAs subcells in a triple junction solar cell
or between an eventual GaInNAs and GaAs subcells in a quadruple junction solar cell.
Growth of AlGaAs by CBE is challenging, as Al precursors commonly used in MOCVD
yield much higher carbon and oxygen incorporation when used in CBE [Foord et al., 1997].
Alternative precursors in the amine family were developed for CBE, such as dimethyle-
thylamine alane (DMEAA) and trimethylamine alane (TMAA), but these precursors have
other disadvantages, such as low vapor pressure, which limit growth rates, and instability
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at room temperature, which creates storage, synthesis and reproducibility issues [Foord
et al., 1997; Joyce, 2003; Moore et al., 1996].
However, carbon is an ideal p-type dopant for tunnel junctions, as it has an extremely
low diﬀusion coeﬃcient and commonly saturates well above 1×1020 cm−3 , while tunnel
junctions require doping above 1×1019 cm−3 to obtain suﬃcient degeneracy. The high
carbon incorporation from classic MOCVD precursors such as trimethyl aluminium (TMA)
can therefore be used here to obtain these doping levels. Furthermore, it’s stability and
high vapor pressure makes TMA an ideal precursor for p++ doped AlGaAs layers.
Control of p++ doping in GaAs grown with trimethyl gallium (TMGa) in CBE has been
previously demonstrated [Abernathy et al., 1994; De Lyon et al., 1991; Saito et al., 1988].
However, to the best of our knowledge, controlled doping of AlGaAs using TMA as the
carbon source has not been done in CBE, although studies of MOCVD [Kakinuma et al.,
1997; Fujii et al., 2000, 1999; Mols et al., 2007] and vapor chemical epitaxy (VCE) growth
[De Carvalho et al., 1990] were reported.
In this work, we demonstrate how p-doping of AlGaAs grown by CBE with TMA can be
controlled by varying the growth parameters and demonstrate the growth of AlGaAs(p++)/
GaAs(n++) tunnel junctions for use in multijunction solar cells.
Experimental procedure
The epitaxial growths were carried out in a VG V90F reactor modiﬁed for CBE. Group
III precursors were triethyl gallium (TEGa) and TMA. Group V precursor was precracked
arsine (AsH3) and the n-type dopant source was diisopropyl telluride (DIPTe). Contact
layers for tests devices were doped using silicon tetrabromide (SiBr4) and carbon tetra-
bromide (CBr4) for n-type and p-type contact layers respectively. Growth temperature
was measured using absorption band edge spectroscopy [Johnson et Tiedje, 1995]. Growth
rates were determined using emissivity oscillation during growth. Gas ﬂux were controlled
by the pressure in a cell with a calibrated leak.
Doping concentration and mobility were determined using Hall measurements in the Van
der Pauw conﬁguration using indium contacts. Composition was determined by 20K pho-
toluminescence (PL) measurements for samples with measurable PL. For samples with
no measurable PL, composition was determined by ellipsometry with a correction factor
for high doping levels, extrapolation of gas ﬂux calibration curves and high resolution
X-ray diﬀraction (HRXRD) measurements corrected for carbon-induced lattice contrac-
tion [Giannini et al., 1993; Lubyshev et al., 1999]. Gas ﬂux calibration curves and the
ellipsometry correction factor were determined from the samples with PL.
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Results
The inﬂuence of the V/III ﬂux ratio on the hole concentration in AlxGa1−xAs is shown in
ﬁgure 5.24. Two diﬀerent growth rates were used.
Aluminium content varied from x=0.23 to x=0.26, with higher values corresponding to
higher V/III ratios. Higher V/III ratios also slightly reduced growth rates, but variations
were as small as 10% overall.
At low V/III ratios, a maximum hole concentration of approximately 5×1019 cm−3 is ob-
served, followed by a sharp drop as the V/III ratio reaches unity. This drop is explained
by a loss of crystallinity induced by an insuﬃcient As supply to provide a stoichiometric
crystal, as conﬁrmed by a strong decrease in mobility and a lack of peak in HRXRD mea-
surements. At high V/III, hole concentration steadily declines and reaches below 1×1019
cm−3 for a V/III ratio above 8, which is the lower limit on doping for tunnel junction.
The inﬂuence of growth rate on hole concentration was investigated for a V/III ratio of
1.6, as it gives the highest hole concentration. The results are shown in ﬁgure 5.25.
An almost linear increase in hole concentration with growth rates is observed, indicating
an improvement in carbon incorporation eﬃciency as the CHx molecules are buried by the
growing layer before a competing mechanism can remove them from the surface [Foord
et al., 1997].
In a further experiment, the inﬂuence of growth temperature on hole concentration was
studied for the parameters maximizing hole concentration. The gas ﬂux were kept constant
to obtain a V/III ratio of 1.6 and a nominal growth rate of 1.33 μm/h. Results are shown
in ﬁgure 5.26. The hole concentration is steady for the growth temperature range of 505-
605°C. Below 505°C, a large increase in hole concentration is observed along with a decrease
in growth rate.
The inﬂuence of aluminium composition on hole concentration is shown in ﬁgure 5.27
for 2 sets of growth conditions. The hole concentration follows a linear tendency with a
saturation at 3.25×1020 cm−3 over the measured composition range, though the carbon
incorporation follows a superlinear trend over the same composition range, as seen from the
decreasing carbon activation at Al composition above 0.4. The saturation concentration
is independent of growth conditions, as the same hole concentration was found at very
similar Al composition (x=0.53 vs x=0.55) for 2 sets of growth conditions.
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Figure 5.24 Hole concentrations (black squares) and mobility (red circles) as
a function of V/III ﬂux ratio for a 565°C growth temperature. The linebreak
represents the transition from the 0.5 μm/h growth rate (low V/III ratios) to
the 0.26 μm/h growth rate (high V/III ratios).
Figure 5.25 Inﬂuence of growth rate on hole concentration for Al0.25Ga0.75As
with a ﬁxed V/III ratio of 1.6. A linear ﬁt is shown by the dotted line.
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Figure 5.26 Eﬀect of growth temperature on hole concentration (squares) and
concentration(circles) for Al0.26Ga0.74As with a ﬁxed V/III ratio of 1.6 and a
growth rate of 1.3 μm/h, except for the sample at 485°C, which had a growth
rate of 1.1 μm/h for the same group III ﬂux. The dotted lines are guides for the
eye. The straight red lines are litterature data for GaAs grown with TMGa and
either As4 (top) [Konagai et al., 1989] or AsH3 (bottom) [De Lyon et al., 1991].
Figure 5.27 Inﬂuence of Al composition on the hole concentration of
AlxGa1−xAs for two sets V/III ratio and growth rate(R) : V/III=1.2 and R=1.2
μm/h (squares), V/III=2.5 and R=0.5 μm/h (circles). The triangles are the de-
gree of electrical activation of the carbon atoms. Dashed lines are guides for the
eye.
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Further increasing the aluminium composition lowers the hole concentration and the
mobility drops sharply (from 15 to 8 cm2/V·s), indicating an increase in carbon self-
compensation.
Hole saturation is caused by a decrease in the carbon electrical activation. The concentra-
tion of carbon on lattice sites was determined by the carbon induced lattice contraction on
HRXRD measurements [Giannini et al., 1993; Lubyshev et al., 1999]. Electrical activation
was taken as the ratio of holes to lattice sites carbon. We assumed all carbon on lattice
sites were on As sites, as the strong Al-C dominates carbon incorporation. The electrical
activation of carbon atoms on lattice site is also shown in ﬁgure 5.27. The electrical activa-
tion is 1 for layers far from saturation, and starts decreasing when saturation is achieved,
indicating that the saturation limit is not related to a limit on carbon incorporation.
Discussion
To explain the carbon incorporation mechanism, it is of interest to compare our results
with those of GaAs grown by CBE using TMGa [Abernathy et al., 1994; De Lyon et al.,
1991; Saito et al., 1988]. Both TMA and TMGa transport methyl species to the growing
surface, so carbon incorporation or elimination mechanisms should be similar. For GaAs,
it was found that hole concentrations steadily declined when temperature was increased
from 450 to 600 °C, with a slope dependent on the speciﬁc group V source, as shown in
ﬁgure 5.26. This decrease was attributed to a competition between desorption of methyl
species and their pyrolysis into carbon [Foord et al., 1997]. In our case, hole concentration
is stable in the 500-600°C range and greatly increases below 500°C, indicating that the
incorporation mechanism is diﬀerent. From the non-linearity of carbon incorporation in
ﬁgure 5.27 at low Al content, we can determine that Al atoms are preferential incorpo-
ration sites for carbon. Our proposed incorporation mechanism is the following : In the
temperature range 500 to 600°C, methyl radical will diﬀuse on the surface until they attach
themselves to an Al atom. Methyl radicals who do not reach an Al atom will go through
the normal process of competition between desorption and pyrolysis. But, this competition
would provide doping levels below those observed and is therefore negligible compared to
the incorporation of methyl attached to Al atoms. When attached, their desorption is
much slower and temperature eﬀects become negligible. Higher V/III ratio will suppress
carbon incorporation as the extra As will either compete for Al sites or scavenge the me-
thyl radical attached to Al atoms [Abernathy, 1995] and higher growth rate will bury the
methyl radical before this process can remove it from the surface. At lower growth tem-
perature, hole concentration is greatly enhanced despite lower Al content because methyl
radicals no longer need to diﬀuse to Al atoms to incorporate, as desorption is suﬃciently
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suppressed even for GaAs in this range. The suppressed desorption of methyl species at
low temperature is conﬁrmed by the diminishing growth rate, as methyls block adsorption
sites for TEGa [Foord et al., 1997].
Tunnel junctions
In a typical InGaP/GaAs/Ge solar cell structure, there are ideally 2 tunnel junctions. A
high bandgap one between the GaAs and GaInP subcells, and a low bandgap one between
the Ge and GaAs subcells. The high bandgap one is an AlGaAs p++/GaInP n++ junction
where the Al content is above 0.4 to obtain a bandgap above 1.9 eV. From ﬁgure 5.27, we
can determine that at those composition, the hole concentration is well into the 1×1020
cm−3 range and is close to saturation for multiple growth parameters. Therefore, AlGaAs
grown with TMA is ideal for the p-doped side of a high bandgap tunnel junction and does
not need speciﬁc growth parameters to be optimized for high p doping.
But, for the AlGaAs p++/GaAs n++ tunnel junction, a higher bandgap can reduce the
peak tunneling current according to the theoretical dependency [Wheeldon et al., 2011]
Jpeak ∝ e−
√
E3g
Neff (5.24)
, where Jpeak is the peak tunneling current and Neff is the eﬀective doping deﬁned by
Neff =
np
n+ p
(5.25)
, where n and p are the electron and hole concentrations. This formula applies to homo-
junction tunnel junctions. For a heterojunction, as is the case here, the reduction in the
tunneling current caused by the high bandgap is modulated by the width of the depletion
layer in the high bandgap material. Therefore, further maximization of the p doping level
becomes critical in order to both maximize the eﬀective doping level and minimize the
depletion layer width in the AlGaAs layer of an AlGaAs p++/GaAs n++ tunnel junction.
Three sets of growth parameters maximizing hole concentrations were identiﬁed to grow
AlGaAs p++/GaAs n++ tunnel junctions. Low growth temperature (TJ1), high Al com-
position (TJ2), and low V/III ratio and high growth rate (TJ3). Table 5.4 summarizes the
growth parameters for the AlGaAs layer of each tunnel junction. The structure used for
tunnel junctions is schematized in ﬁgure 5.28.
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TJ Al% p(1×1020 cm−3) V/III T(°C) R(μm/h) current(A/cm2)
TJ1 43 4.01 2.9 475 0.4 6136
TJ2 62 2.87 2.5 565 0.5 1534
TJ3 26 0.81 1.6 565 1.3 0.141
Tableau 5.4 Growth parameters and resulting peak tunneling current for all
tunnel junctions.
Figure 5.28 Typical grown structure for tunnel junction measurements. n do-
ping in the active layer is achieved using Te. C and Si are used respectively in
the top and bottom contact layer.
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Typical J-V curves for the fabricated tunnel junctions are shown in ﬁgure 5.29. These
curves are uncorrected from the eﬀect of contact resistance, which causes the curve to lean
toward higher voltages [Kolhatkar, 2010]. This induces a slight reduction in the measured
peak tunneling current, which means the measured value here is a lower bound of the real
peak tunneling current value.
Peak tunneling currents of 6136 A/cm2 (TJ1), 1534 A/cm2 (TJ2), and 0.141 A/cm2 (TJ3)
were obtained. TJ3 shows a much lower peak tunneling current from what would be
expected for those doping levels. A peak tunneling current between 100 and 1000 A/cm2
would be more consistent with previous literature results and models [Wheeldon et al.,
2011; Garcia et al., 2012; Bertness et al., 1994a]. The deviation may be related to a
degradation of surface morphology with lower V/III ratio. Therefore, we conclude that
low V/III ratio and high growth rate are an unsatisfactory method of obtaining high
p-doping for tunnel junctions.
The low growth temperature tunnel junction (TJ1) shows a very high peak tunneling
current density and is comparable to the best reported TJ grown by MOCVD (10 100
A/cm2) [Garcia et al., 2012]. Low growth temperature makes very high doping achie-
vable for smaller aluminium content and does not cause further degradation of the tunnel
junction properties, it is therefore ideal for CBE growth of highly p-doped AlGaAs.
Conclusion
TMA has been successfully used for the growth of AlGaAs by CBE with controlled p-
doping in the 1×1019 to 4×1020 cm−3 range. Hole concentration was found to increase
with higher growth rate, higher Al content, lower V/III ratio and growth temperature
below 505 °C. Hole concentration was constant in temperature in the range 505 to 595
°C. These AlGaAs layers were used to microfabricate and demonstrate the ﬁrst tunnel
junctions grown by CBE that are applicable for use in multijunction solar cells with
high concentration factors. Peak tunneling currents of over 6000 A/cm2 were obtained,
showing that CBE can be used to grow the components of a multijunction solar cells with
performances comparable to state of the art devices.
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Figure 5.29 Typical J-V curve obtained for the tunnel junctions. The J-V curve
for TJ1 is tilted toward higher voltages due to high contact resistance compared
to the tunnel junction resistance. This contact resistance was left uncorrected.
5.4 Complément d’analyse
Les performances des jonctions tunnel sont comparées aux meilleurs résultats de la litté-
rature à la ﬁgure 5.30. Le tableau 5.5 résume les paramètres de toutes les jonctions tunnel
considérées. On remarque que la jonction tunnel GaAs/AlGaAs la plus dopée (TJ1) per-
forme mieux que les prédictions théoriques pour les jonctions GaAs/GaAs (lignes noires,
calibré sur la jonction TJ4 et la jonction GaAs/GaAs de la littérature). Cela est cohérent
avec les prédictions de la ﬁgure 5.3.
nom Al% Neff (1×1019 cm−3) Jpic (A/cm2)
TJ1 43 1.90 6140
TJ2 62 1.87 1530
TJ3 26 1.60 0.141
TJ4 0 1.70 190
[Garcia et al., 2012] 0 2.1 8630
[Garcia et al., 2012] 30 2.31 10100
Tableau 5.5 Paramètres des jonctions tunnel pour la comparaison avec la lit-
térature. La jonction TJ4 s’ajoute à celles utilisées dans l’article précédent.
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Figure 5.30 Comparaison des résultats des jonctions tunnel avec les meilleurs
résultats de la littérature et diﬀérents modèles. Les simulations Sentaurus sont
une gracieuseté de M. Wilkins de l’université d’Ottawa. [1][Wheeldon et al.,
2011], [2][Garcia et al., 2012].
5.5 Jonctions tunnel GaInP
Les jonctions tunnel GaInP/AlGaAs seraient plus optimales pour les cellules solaires que
les jonctions tunnel GaAs/AlGaAs si le dopage de type n du GaInP pouvait être augmenté
jusqu’à 4×1019 cm−3. Des essais préliminaires de dopage élevé sont présentés à la ﬁgure
5.31. On remarque que le dopage augmente linéairement de 1×1017 à 1×1019 cm−3, puis
sature autour de 1×1019 cm−3. Varier les paramètres de croissance diminue cette densité
de saturation. Utiliser du Te pour doper plutôt que du Si ne modiﬁe pas de manière
signiﬁcative cette densité de saturation.
Des jonctions tunnel GaInP/AlGaAs utilisant le dopage Si maximal de 1×1019 cm−3 ont
été crûes. Les résultats sont présentés à la ﬁgure 5.32. Le courant tunnel pic est en dessous
du bruit de la mesure, ce qui est cohérent avec les prédictions théoriques de la section
5.1.2. Le dopage maximal obtenu pour le GaInP est donc insuﬃsant pour obtenir de bonnes
performances de jonctions tunnel. Cependant, il est possible de rajouter des nanostructures
à l’intérieur de la jonction tunnel pour faciliter l’eﬀet tunnel à travers la jonction [Wang
et al., 2012b]. En eﬀet, les nanostructures à plus faible gap réduisent la hauteur de la
barrière tunnel et donc augmentent le coeﬃcient de transmission. Il est aussi possible de
rajouter une couche très mince d’un matériau plus dopé [Samberg et al., 2013] pour réduire
la largeur de la barrière. Deux designs principaux basés sur ces principes ont été simulés.
Les structures de bande de ces designs sont illustrées aux ﬁgures 5.33 et 5.34. L’épaisseur
d’InAs décrite ici et dans le reste de la section représente l’épaisseur de la boîte quantique
d’InAs et non celle de la couche d’InAs.
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Figure 5.31 Densité d’électrons en fonction de la commande de gaz pour deux
dopants, Si et Te, et pour plusieurs paramètres de croissance indiqués dans la
légende. La ligne pointillée est un ﬁt linéaire.
Figure 5.32 Courbe I-V d’une jonction tunnel GaInP/Al0.4Ga0.6As avec des
densités de dopage respectivement de -1×1019 cm−3 et 4×1020 cm−3.
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Figure 5.33 Diagramme de bande du design de jonction tunnel avec un puits
quantique de GaAs. Les couches utilisées sont GaInP/GaAs/GaInP/AlGaAs
avec des épaisseurs de 15 nm/5 nm/2.5 nm/15 nm et des dopages de -1/-2/-
1/40 ×1019 cm−3.
Figure 5.34 Diagramme de bande du design de jonction tun-
nel avec boîtes quantiques en InAs. Les couches utilisées sont
GaInP/InAs/GaAs/GaInP/AlGaAs avec des épaisseurs de 15 nm/4 nm/7.5
nm/2.5 nm/15 nm et des dopages de -1/-0.001/-2/-1/40 ×1019 cm−3.
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Le courant tunnel maximal a été calculé pour le design avec un puits quantique de GaAs
à la ﬁgure 5.35. Lorsqu’on augmente l’épaisseur de GaAs, la zone de déplétion est réduite
en largeur à cause du dopage plus élevé du GaAs par rapport au GaInP et la hauteur
de la barrière tunnel diminue à cause du bandgap plus faible du GaAs. Les performances
de la jonction tunnel tendent donc vers celles de la jonction GaAs/AlGaAs à mesure
que l’épaisseur de GaAs augmente. Cela donne une grande liberté dans les designs des
jonctions tunnel, car l’absorption et la résistance de la jonction tunnel peuvent être variées
continuellement pour atteindre un maximum de performance de la cellule solaire. Il est à
noter qu’une résonance tunnel est observable dans ces designs causée par la discontinuité
de la bande de conduction entre le GaInP et le GaAs. Cette résonance ne permet pas
d’augmenter les performances de la jonction au delà de celle de la jonction GaAs/AlGaAs.
Le courant tunnel maximal a été calculé pour le design avec boîtes quantiques en InAs à
la ﬁgure 5.36. Ce dernier design présente une forte amélioration de courant pic maximal
par rapport à la jonction tunnel GaInP/AlGaAs, plus particulièrement pour une épaisseur
nulle de la deuxième couche de GaInP. Plusieurs résonances tunnel sont observables dans
ces courbes et sont notées 1, 2, 3, 4 sur la ﬁgure 5.36.
La résonance 1 est causée par un eﬀet tunnel qui s’eﬀectue en trois étapes : les porteurs
passent du GaInP à la bande de conduction de la boîte quantique, puis passent par la
bande de valence de la boîte quantique et passent ﬁnalement par la discontinuité de bande
de valence à l’interface GaAs/GaInP/AlGaAs. Cette résonance nécessite le passage des
porteurs de la bande de conduction à la bande de valence de la même boîte quantique,
elle nécessite donc un champ électrique très fort et un bandgap très faible. En pratique,
cette résonance n’est pas atteignable. En eﬀet, un eﬀet d’intermixing lors de la croissance
subséquente sur les boîtes quantiques en modiﬁe la composition, et augmenter le bandgap
de la boîte quantique fait disparaître cette résonance, tel que le montre la ﬁgure 5.37.
Les pics 2, 3 et 4 sont des résonances dans la bande de conduction de la boîte quantique.
Le pic 2 apparait lorsque le champ électrique est suﬃsamment fort pour avoir une bande
de forme triangulaire. Les résonances 3 et 4 apparaissent lorsque le champ électrique est
plus faible à l’intérieur de la boîte quantique et que la bande est rectangulaire. Ce cas est
montré à la ﬁgure 5.34. Cependant, les résonances 3 et 4 sont très sensibles à l’épaisseur
d’InAs. La ﬁgure 5.38 montre l’eﬀet de la variation de cette épaisseur. De faibles variations
d’épaisseurs des boîtes quantiques peuvent diminuer de deux ordres de grandeur le courant
tunnel maximal pour une même épaisseur de GaAs.
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Figure 5.35 Courant pic maximal en fonction de l’épaisseur de GaAs dans une
jonction tunnel GaInP/GaAs/GaInP/AlGaAs pour trois épaisseurs diﬀérentes
de GaInP entre le GaAs et l’AlGaAs.
Figure 5.36 Courant pic maximal en fonction de l’épaisseur de GaAs dans
une jonction tunnel GaInP/InAs/GaAs/GaInP/AlGaAs pour trois épaisseurs
diﬀérentes de GaInP entre le GaAs et l’AlGaAs.
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Figure 5.37 Courant tunnel maximal en fonction de l’épaisseur de GaAs dans
une jonction tunnel GaInP/InAs/GaAs/GaInP/AlGaAs pour deux bandgaps
diﬀérents des boîtes quantiques en InAs.
Figure 5.38 Courant tunnel maximal en fonction de l’épaisseur de GaAs dans
une jonction tunnel GaInP/InAs/GaAs/GaInP/AlGaAs pour trois épaisseurs
diﬀérentes d’InAs.
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Une jonction tunnel avec la structure GaInP/InAs/GaAs/GaInP/AlGaAs avec des épais-
seurs de 50 nm/4 nm/3 nm/8 nm/50 nm a été crûe. Les simulations de cette jonction
tunnel montre que ces épaisseurs correspondent à la résonance 3 avec un courant maximal
de l’ordre de 1×10−8. La jonction tunnel GaInP/AlGaAs équivalente aurait un courant
pic de l’ordre de 1×10−11, la jonction GaInP/GaAs/AlGaAs un courant pic de l’ordre
de 1×10−9 et la jonction GaAs/AlGaAs un courant pic de l’ordre de 1×10−6. La courbe
I-V de cette jonction tunnel est montrée à la ﬁgure 5.39. On remarque l’apparition d’un
pic tunnel, ce qui est une amélioration par rapport à la jonction tunnel GaInP/AlGaAs.
Cependant, ce pic tunnel est 4 ordres de grandeur sous celui de la jonction GaAs/AlGaAs
équivalente. Cela est en dessous des performances prédites pour les jonctions équivalentes
avec boîtes quantiques et avec puits quantiques.
L’amélioration la plus importante qui peut être apportée à ce design est de se concentrer
sur la résonance 2 plutôt que 3. En eﬀet, les variations dans la taille des boîtes quantiques et
l’imprécision sur l’épaisseur de GaAs et de GaInP font en sorte que la résonance 3 n’est pas
utilisable en pratique. Cela permet d’éliminer la deuxième couche de GaInP, dont l’utilité
principale était de déplacer la position de la résonance pour pouvoir l’atteindre avec une
épaisseur moindre de GaAs. La résonance 2 est insensible aux variations en taille et en
composition, tel que montré aux ﬁgures 5.37 et 5.38, donc les jonctions tunnel seraient plus
reproductibles et uniformes en utilisant cette résonance. Une structure optimale pour la
résonance 2 serait GaInP/InAs/GaAs/AlGaAs avec les épaisseurs 50 nm/4 nm/5 nm/50
nm. Il est aussi possible que l’eﬀet de ségrégation de surface identiﬁé pour le dopage au
Te du GaAs soit présent ici. La température de croissance était de 465°C pour réduire
cet eﬀet, mais étant donné sa très faible épaisseur (3 nm), le dopage de la couche GaAs
peut être inférieur au dopage nominal de 2×1019 cm−3. Ce problème peut être résolu en
modiﬁant la recette de croissance de manière à initier le ﬂux de DIPTe plusieurs secondes
avant la croissance de cette couche.
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Figure 5.39 Courbe I-V d’une jonction tunnel
GaInP/InAs/GaAs/GaInP/AlGaAs avec les épaisseurs 50 nm/4 nm/3
nm/8 nm/50 nm et les dopages -1/0/-2/-1/40 ×1019 cm−3.
5.6 Conclusion
Les jonctions tunnel sont une composante critique de toute cellule solaire multijonction.
Un design standardisé de jonction tunnel GaAs/AlGaAs a été identiﬁé à l’aide de simu-
lations comme point de départ, car il représente un bon compromis entre un fort courant
maximal, une faible absorption et des matériaux réalisables. Des problèmes de morpholo-
gie de surface et de ségrégation de surface lors de la croissance du GaAs fortement dopé au
tellure ont été identiﬁés, étudiés et résolus à partir d’une optimisation des conditions de
croissance. Des couches d’AlGaAs fortement dopé p ont été crûes à partir d’un précurseur
habituellement inutilisé en CBE, le TMA, et ont été utilisées pour croître des jonctions
tunnel GaAs/AlGaAs avec d’excellentes performances.
Des jonctions tunnel GaInP/AlGaAs ont été identiﬁées comme étant idéales pour mi-
nimiser l’absorption, mais sont limitées par les considérations pratiques de dopage. Des
jonctions tunnel incluant des nanostructures ont été proposées et simulées pour parer à ce
problème. Une structure test a été crûe avec ces nanostructures et démontre une augmen-
tation du courant tunnel par rapport à une simple jonction tunnel GaInP/AlGaAs. Une
nouvelle structure GaInP/InAs/GaAs/AlGaAs avec les épaisseurs 50 nm/4 nm/5 nm/50
nm serait prometteuse selon les simulations.
CHAPITRE 6
GaInAsP
Les structures simulées au chapitre 4 permettent des choix multiples de matériaux. En
eﬀet, les bandgaps de 1.73 et 1.63 eV sont atteignables pour deux matériaux diﬀérents en
accord de maille avec le GaAs : l’AlGaAs et le GaInAsP. Cependant, comme il en a été
discuté à la section 2.5.1, les particularités de la croissance de l’AlGaAs font en sorte que
les propriétés des porteurs minoritaires de l’AlGaAs sont généralement insuﬃsantes pour
obtenir de bonnes performances de cellules solaires. Donc, il serait intéressant d’explorer la
ﬁlière GaInAsP en accord de maille avec le GaAs. Cette section explore donc la croissance
du GaInAsP en accord de maille avec le GaAs et caractérise les propriétés des porteurs
minoritaires de cet alliage par rapport à l’AlGaAs.
6.1 Caractérisation d’états localisés par photolumines-
cence
6.1.1 Avant-propos
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Titre français : Observation d’états localisés dans du GaInAsP crû sur GaAs et séparé
en phase.
Contribution au document : Cet article démontre la présence d’états localisés sous
le bandgap dans le GaInAsP séparé en phase. Ces états localisés dégraderaient fortement
les performances d’une cellule solaire, car ils auraient un eﬀet similaire à l’insertion de
boîtes quantiques : une diminution du VOC et une légère augmentation du courant de
court-circuit. Cela est donc une contrainte supplémentaire à l’utilisation du GaInAsP : la
composition et les conditions de croissance doivent être ajustées pour éviter l’apparition
de ces états localisés si l’objectif est la croissance de cellules solaires.
Résumé français : Du GaInAsP crû par CBE dans la gamme de compositions où il y a
séparation de phase est caractérisé par photoluminescence (PL) et diﬀraction de Rayon-X
à haute résolution (HRXRD). La séparation de phase est réduite pour des températures
de croissance entre 450◦C et 475◦C, mais elle n’est pas éliminée. Une petite modulation de
composition est caractérisée par une divergence de la fonction de Varshni pour de faibles
températures de mesures de PL. De plus grandes modulations de composition mènent à
l’apparition d’états localisés dans le gap. La dépendance atypique de la PL en température
a été analysée par un modèle prenant en compte un ensemble d’états localisés.
6.1.2 Observation of localized states in phase separated GaInAsP
grown on GaAs
abstract
GaInAsP grown by CBE in the composition range susceptible to phase separation is cha-
racterized by photoluminescence (PL) and high resolution x-ray diﬀraction (HRXRD).
Phase separation was found to be reduced for growth temperatures between 450◦C and
475◦C, but not eliminated. A small amplitude of composition modulation was found to
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be characterized by a divergence from the expected Varshni curve at low PL tempera-
tures. Higher composition modulation amplitude was observed to lead to the apparitions
of localized states below the bandgap. The observed atypical temperature dependent PL
behaviors are analyzed by a model taking into account the localized states ensemble.
Introduction
InGaAsP alloys that are lattice matched to GaAs have bandgap energy values that can vary
between 1.42 and 1.9 eV. These materials are an interesting alternative for the commonly
used AlGaAs in functions such as conﬁnement barriers in GaAs-based heterostructure
devices. InGaAsP is less sensitive to the presence of oxygen so it can also be used as an
eﬃcient protective layer in other applications. InGaAsP can advantagously replace AlGaAs
as both the active layer and conﬁnement layers of high-power laser diodes emitting around
800 nm. Previous studies [Diaz et al., 1997; Bezotosnyi et al., 2008] have shown that
InGaAsP-based laser diodes can eﬀectively emit more light and this for a longer operating
time without failure than their Al-based counterparts.
However, at the required compositions for alloys lattice-matched to GaAs, the solid solu-
tion is energetically unstable and homogeneous InGaAsP crystals are diﬃcult to obtain by
epitaxy. The quaternary solid decomposes into regions that are InAs or GaP rich [Onabe,
1982]. Most reported GaInAsP alloys lattice-matched to GaAs have been grown by me-
tallorganic chemical vapor deposition (MOCVD) [Konaka et al., 2010; Ono et al., 2008;
Knauer et al., 1997; Vavilova et al., 2003; Ono et Takemi, 2007; Knauer et al., 2003; Ono
et Takemi, 2008]. Furthermore, the inﬂuence of growth parameters on phase separation
has been extensively studied [Konaka et al., 2010; Ono et al., 2008; LaPierre et al., 1995;
Ogasawara, 2003], with the conclusion that surface diﬀusion limiting growth parameters,
such as low growth temperature, high growth rate, and high V/III ratio, generally reduce
phase separation. Since MOCVD growth usually requires high growth temperatures to
crack group V precursors on the surface, it is not well adapted for the growth of materials
susceptible to phase separation. Alternatively, chemical beam epitaxy (CBE) uses precra-
cked group V precursors, allowing for a greater range of growth temperatures. Thus, it
should be better suited for studying the impact of phase separation. However, previous
studies by CBE are limited to non-phase separated InGaAsP [Tsang et al., 1987].
Phase separated GaInAsP can present abnormal photoluminescence (PL) properties. Ono
et al. [Ono et Takemi, 2008] observed PL energies that were much lower than the lowest
phase separated material’s bandgap and attributed them to defects. Domashevskaya et
al.[Domashevskaya et al., 2008] also observed very low energy PL peaks compared to the
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nominal GaInAsP composition and erroneously attributed it to the lowest bandgap in the
phase separated material. Oelgart et al [Oelgart et al., 1998] observed a S-shift in the PL
energy that was ascribed to piezoelectric ﬁelds caused by ordered domains in a disordered
matrix.The diﬀerent PL observations are related to diﬀerent structural properties of these
alloys. It is thus of interest to further investigate the PL properties of GaInAsP lattice-
matched to GaAs and determine the inﬂuence of phase separation on those properties. In
this article, we present a study of the inﬂuence of growth temperature on the structural
and optical properties of InGaAsP epilayers grown by CBE on (001) GaAs substrates.
Experimental details
InGaAsP epilayers, grown at temperatures varying from 425 to 500◦C, have been studied.
The epitaxial layers were grown in a VG V90F reactor modiﬁed for CBE. Group III
precursors were triethylgallium (TEGa) and trimethylindium (TMIn). Group V precursor
were arsine (AsH3) and phosphine (PH3), both precracked in a thermal cell before injection.
Gas ﬂuxes were controlled by the pressure in a cell along the gas path, and a calibrated
leak.
Table 6.1 gives the growth temperature and composition of each sample along with the cri-
tical temperature (Tc) under which the alloy is thermodynamically unstable. Compositions
were determined from the combination of room temperature PL and high resolution x-ray
diﬀraction (HRXRD) measurements. Vegard’s law was used for the lattice constant and
the following formula for the room temperature bandgap [Domashevskaya et al., 2008] :
Eg(x, y) = 1.35 + 0.668x− 1.068y + 0.758x2 + 0.078y2
− 0.069xy − 0.0332x2y + 0.03xy2 (6.1)
Sample Growth T (◦C) GaxIn1−xAsyP1−y Tc (◦C)
A 500 x=0.80, y=0.49 515
B 475 x=0.79, y=0.56 513
C 450 x=0.77, y=0.53 563
D 450 x=0.76, y=0.48 588
E 425 not determined
Tableau 6.1 Sample composition at diﬀerent growth temperatures and the cri-
tical temperature for phase separation. These Tc values are calculated from the
results found in reference [Onabe, 1982].
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The alloy composition for sample A was determined from an extrapolation of a gas ﬂux
calibration curve. Composition for sample E was not determined, as no PL could be
observed at room temperature.
PL measurement were carried out in a closed-cycle He cryostat. Samples were mounted on
a cold ﬁnger whose temperature can be controlled between 20 and 300 K. The excitation
light source was a 532 nm laser diode. The maximum laser power was 15 mW and the
beam was focused on a 100 μm spot size (1/e intensity criteria). Neutral density ﬁlters were
used to reduce the excitation power when applicable. The PL signal is detected by a GaAs
photomultiplier tube. HRXRD measurement were done in a double crystal conﬁguration
using a standard copper target source.
Results and discussion
Figure 6.1 presents ω − 2θ HRXRD curves for each of the studied samples. Phase sepa-
ration, predicted thermodynamically for each of these samples, leads to the formation of
InAs-rich or GaP-rich regions having diﬀerent lattice constants. For sample A, grown at
500◦C, the broad HRXRD peak observed at high angle is an indication of a large composi-
tion modulation amplitude, where this amplitude is the maximalΔx in the Ga composition
between regions of diﬀerent compositions. Rocking curves of the other samples show nar-
rower, but slightly asymmetric peaks, indicating a smaller dispersion in the compositions
of the diﬀerent phases. The small oscillations clearly observed in the HRXRD spectra of
samples B, C, and D are related to the ﬁnite size of the diﬀerent composition domains. It
should be noted that these domain sizes are smaller than the samples thicknesses.
Figure 6.2 presents normalized 20 K PL spectra of the diﬀerent samples. The PL full
width at half maximum (FWHM) is usually correlated with phase separation [Ono et
Takemi, 2008]. We observe here a correspondance between the width of the PL band
and the width of the HRXRD peak for sample A, which indicates that phase separation
indeed plays a key role in the PL FWHM here. The PL integrated intensity and the PL
FWHM are plotted with respect to the growth temperature in ﬁgure 6.3. The FWHM
of the emission peak ﬁrst decreases with increasing temperature (up to 450◦C), is mostly
ﬂat in the 450-475◦C range, and then increases for growth temperatures beyond 475◦C.
The large increase in PL FWHM with temperature at 500◦C is attributed to a large
increase in phase separation as the growth temperature is increased, as conﬁrmed by
the also widened HRXRD peak. However, the large FWHM observed for sample E is
not accompanied by a widened HRXRD diﬀraction peak, thus it is caused by crystalline
defects unrelated to phase separation. This is supported by the very low PL intensity.
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Figure 6.1 (004) HRXRD rocking curves of the diﬀerent samples. For more
clarity, the curves were shifted vertically and centered on the GaAs substrate
diﬀraction peak.
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Figure 6.2 Normalized 20 K PL spectra of the diﬀerent samples.
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The PL intensity increases by several orders of magnitude as the growth temperature
varies from 425◦C (sample E) to 500◦C (sample A). This increase is attributed to an
improvement in the crystalline quality of the material through a reduction in the density
of non-radiative recombination centers. Phase separation slightly reduces PL intensity, as
seen by comparing samples C and D at 450◦C, which suggests the formation of defects
at the frontiers between diﬀerent phase domains. However, growth temperature is the
dominant factor in determining PL intensity. Thus, we can determine that below 475◦C,
the reduction in the surface adatom diﬀusion length tends to limit the amount of phase
separation, but that the growth temperature must be above 425◦C to maintain good
crystalline quality.
Ono et al. [Ono et Takemi, 2008] determined an empirical correlation between the 7 K
PL FWHM and phase separation using local energy dispersive X-ray spectrometry (EDX)
measurements, which ﬁtted well for ﬂuctuations in the Ga composition (Δx) below 0.1.
This relation was used to measure the Ga fraction ﬂuctuation in the studied samples,
where the ﬂuctuation is deﬁned as the diﬀerence between the lowest Ga content and the
highest Ga content and where the nominal composition is the average value. As the FWHM
thermal broadening between 7 K and 20 K is small compared to the broadening induced
by phase separation, the 7 K FWHM correlation can be used for our 20 K data. This
method gives ﬂuctuation in the Ga content of : 0.03 (sample C), 0.04 (sample D), 0.02
(sample B), and 0.08 (sample A).
To further investigate how phase separation inﬂuences the optical properties of GaInAsP,
PL spectra as a function of temperature were obtained for all the investigated samples.
The normalized PL spectra are shown for two samples in ﬁgure 6.4, while ﬁgure 6.5
plots the PL peak energy as a function of temperature, for all samples. The maximum
of the emission band shifts in an unusual manner with temperature. For sample C, the
PL peak is ﬁrst blue-shifted as the measurement temperature increases up to 100 K,
followed by a red-shift as the temperature is further increased. A similar behavior is
observed for all samples (see Figure 6.5), except for sample A. For this sample (Figure
6.4a) a gradual red-shift is observed up to 200 K and a blue-shift is observed for higher
temperatures. The expected behavior with temperature is shown by the Varshni curves
in ﬁgure 6.5. The blue-shift behavior observed in the 20-100 K temperature range (for
samples B, C and D) is related to photocarrier de-trapping processes. Diﬀerent origins
can lead to this observed behavior : the presence of lower bandgap regions from phase
separation, ordered domains, or localized defect states. To diﬀerenciate between these
phenomena, the inﬂuence of the laser excitation power on the PL peak energy was used
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Figure 6.3 20 K PL intensity and full width half maximum (FWHM) as a
function of growth temperature. The triangles are for sample D, which is deeper
inside the miscibility gap.
a)
b)
Figure 6.4 Normalized PL spectra as a function of the temperature in the range
of 20 to 300 K by steps of 20 K, for samples a) A and b) C.
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Figure 6.5 Energy at the maximum of the PL peak plotted as a function of
temperature for all samples. Varshni curves for samples C and D are shown as
solid lines. Note that the results for sample E are limited to low temperatures
beyond which the PL intensity became too weak to be measured.
as a probe. Indeed, in the case of localized states, a ﬁlling eﬀect will cause an increase in
the peak energy with excitation power. While for ordered domains, Coulomb screening of
the generated piezoelectric ﬁeld will also cause an increase in the peak PL energy with
excitation power, of the order of 0.005 eV per decade or more [Oelgart et al., 1998]. In
the case of photocarrier recombination within a low bandgap domain, the laser power-
dependence is inﬂuenced by the size of this domain. For domains with dimensions of a few
hundred nm (thus without conﬁnement eﬀects), no dependence on the excitation power is
expected. Figure 6.6 shows the temperature-dependent PL peak energy measured between
20 and 120 K at two diﬀerent laser powers for sample C. No change within the uncertainty
is observed with excitation power. Similar results are obtained for samples B and D. The
blueshift observed between 20 and 60 K is therefore due to carriers being thermally excited
from the low bandgap regions into higher bandgap regions. The temperature at which the
peak PL energy converges with the normal Varshni curve is indicative of the energy barrier
height between the diﬀerent bandgap regions. These onset temperatures, as observed in
ﬁgure 6.5, are about 100 and 120 K for sample C and D, respectively. This result indicates
that the phase regions are separated by slightly larger barriers in sample D. Again, this is
expected as sample D has a larger Tc value. Therefore, we can attribute the initial blue
shift with temperature to phase separation.
However, sample A presents a peculiar photoluminescence behavior that demands further
investigation. Figure 6.7 presents the inﬂuence of both excitation power and temperature
on its peak PL energy. The peak PL energy generally increases with excitation power.
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Figure 6.6 Energy of the maximum PL peak plotted against the temperature
for the sample C for two diﬀerent excitation power.
However, at low temperatures there is a saturation eﬀect where the peak PL energy no
longer increases after a certain excitation power is reached.
To explain this behavior with excitation power and temperature, we propose that there is
presence of localized states distributed at diﬀerent energies within the bandgap in sample
A. Such localized states were observed in InGaN/GaN multiple quantum wells [Wang et al.,
2012a] and we adopt a similar interpretation here. At low temperature, photocarriers are
trapped in the diﬀerent localized states. As the temperature increases, carriers within the
shallow localized states can escape, while carriers in the deeper localized states cannot.
This leads to a redistribution of carriers toward the deeper localized states, thus a decrease
of the PL peak energy with temperature in the 20-200 K range. Further increasing the
temperature gives suﬃcient energy to carriers in the deepest localized states to escape,
which leads to a thermal distribution of carriers over all the localized states and an increase
in the PL peak energy. The peak PL energy increase with excitation power is explained by
ﬁlling of the localized states. As the excitation power increases, more carriers are generated
and ﬁlls up the lower energy states.
To conﬁrm the localization of carriers, the integrated PL intensity is plotted as a function
of temperature in ﬁgure 6.8. An exponential decrease in intensity with temperature is
observed, which is due to thermal quenching [Reshchikov et al., 2013]. This temperature-
dependent behavior can be ﬁtted with the general formula [Pankove, 1971] :
I =
I0
1 + A · exp [−E1/kBT ] + B · exp [−E2/kBT ] (6.2)
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Figure 6.7 Peak PL energy as a function of temperature for sample A and three
diﬀerent excitation powers. Missing data points at lower excitation powers were
caused by a too low PL intensity to resolve the peak.
where I0 is the PL intensity at 0 K, kB is Boltzmann’s constant, T the sample temperature,
A and B are weight constants, and E1, E2 are activation energies. This formula models
non-radiative recombinations that are thermally activated with the eﬀective energies E1
and E2. Figure 6.8 presents a ﬁt with the activation energies 0.034 ± 0.03 eV and 0.196
± 0.04 eV. Care should be given to the physical interpretation of these values, as they are
a simpliﬁcation of a population of localized states distributed over a certain energy range
and are excitation-power dependent.
Such a thermal quenching of PL was not observed for the other samples (not shown
here). Thermal quenching supports spatial localization of photocarriers. Indeed, when
trapped in a localized state, carriers cannot reach non-radiative recombination centers in
the material. Electrons (or holes) that are trapped in theses localised states will eventually
recombine radiatively with surrounding free holes (or electrons). When the temperature
increases, photocarriers can escape these shallow localized states and reach non-radiative
recombination centers, leading to a reduced PL intensity.
Figure 6.9 shows PL spectra of sample A, obtained at 20 and 120 K. These spectra can be
deconvoluted using two gaussian peaks. Further evidence to support photocarrier redis-
tribution with increasing temperature can be observed by using this deconvolution. The
intensity ratio of the two peaks identiﬁed as 1 and 2 in ﬁgure 6.9 (I1/I2) is plotted as a
function of the temperature in ﬁgure 6.10. A transfer in the relative intensity from the
higher energy peak to the lower energy peak is observed with increasing temperature up
to 140 K. This supports the interpretation given above. As temperature increases, carriers
can thermally escape from their localize state to redistribute into lower energy states.
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Figure 6.8 Integrated intensity of the PL spectra of sample A as a function of
temperature. The solid line is a ﬁt described in the text.
a)
b)
Figure 6.9 Deconvoluted PL peaks for sample A at a) 20 K and b) 120 K. The
peak slightly below 1.50 eV is from the GaAs buﬀer and is thus not included in
the ﬁt.
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Figure 6.10 Ratio of the two deconvoluted PL peak intensities (I1/I2) for
sample A as a function of PL temperature.
In support of the localized states hypothesis, a model was adopted from [Li et al., 2005].
This model is used to reproduce the emission band originating from a population of locali-
zed states. It is well adapted for a population of quantum dots [Alouane et al., 2014], which
can be considered as localized states within a bandgap. In this model, the steady-state
population of photocarriers within the localized states is calculated taking into account
photogeneration, radiative recombinations, escape of photocarriers from localized states,
and recapture of photocarriers by localized states. The peak PL energy is then determined
from the maximum of the photocarrier population. These maxima are given by :
E = E0 − x · kBT, (6.3)
where x is obtained by solving
xex =
((
σ
kBT
)2
− x
)
τr
τtr
e(E0−Ea)/kBT . (6.4)
In this model, the density of state among the localized states is assumed to follow a gaussian
distribution with a central energy E0 and a width σ. Carriers within this distribution may
not move directly from one state to another, but must thermally escape from the localized
state into a delocalized state of energy Ea before being recaptured by a diﬀerent localized
state. Two characteristic times are used in this model : τr the radiative lifetime and τtr the
lifetime before a photocarrier can escape from a localized state. After calculating the eﬀect
of carrier relocalization on the PL peak energy, the bandgap reduction with temperature
is taken into account using the Varshni formula :
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E = E0 − αT
2
β + T
− x · kBT, (6.5)
where α and β are the empirical Varshni parameters.
Figure 6.11 presents a ﬁt from this model with the peak energy of sample A, using the
following parameters : E0=1.693 eV, σ=0.0445 eV, Ea − E0=0.125 eV, and τr/τtr=1·108.
A good ﬁt is observed for the initial rapid decrease in energy. Divergence at higher tem-
perature can be explained by a non-gaussian distribution of localized states, as deduced
from the presence of at least 2 peaks in the photoluminescence.
The origin of these localized state is still unclear. In the InGaN/GaN system, localized
states are observed in quantum wells, and it is believed that the conﬁnement in the growth
direction from the quantum well and conﬁnement in the lateral direction from lateral com-
position modulation leads to the formation of In-rich InGaN quantum dots [Wang et al.,
2012a], thus the localized states originate from conﬁnement in the lowest bandgap region.
However, in our case, there are no quantum well to provide conﬁnement in the growth
direction. Furthermore, small composition modulation amplitudes do not lead to localized
states but to extended region of lower bandgap, as observed for samples B, C, and D. Also,
we can show that the PL emissions of sample A is of lower energy than what would be ex-
pected from composition modulation, disproving the conﬁnement hypothesis. Indeed, the
composition modulation was determined from the 20 K PL FWHM. Assuming that the
phase separation is along the tie line [Ono et Takemi, 2008], which gives Δy = Δx/2, we
can calculate a ΔEG that represents the bandgap variation between the nominal compo-
sition and the region with the lowest composition caused by the composition modulation.
We can compare this calculated value with a measured value. This measured bandgap
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Figure 6.11 Fit from the model described in the text for sample A.
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variation is determined from the diﬀerence between the PL peak energy and the Varshni
curve at 20 K for samples B, C, and D. For sample A, this variation is measured between
the highest and lowest PL peak energies. Results are summarized in table 6.2. A good
qualitative agreement is seen for samples B, C, and D with a slight overestimation of com-
position modulation for samples C and D. The measured bandgap variation is expected to
underestimate phase separation, as the PL will be generated from various regions in the
material and not uniquely the region with the lowest bandgap. However, sample A clearly
presents a much higher bandgap variation than composition modulation would account
for. Thus, we propose that the localized states are below the bandgap energy, in agree-
ment with the observations of Ono et al. [Ono et Takemi, 2008], and that they form after
a certain threshold of phase separation. Furthermore, these localized states are common
across various growth methods and material systems, which indicates it is a fundamental
property of phase separated materials.
Conclusion
InGaAsP, lattice-matched to GaAs was grown at various temperatures and compositions
inside the miscibility gap by CBE. Growth temperatures in the 450-475◦C range were found
to reduce phase separation, but not eliminate it. Further reducing the growth temperature
greatly degraded the quality of the layer. At a low composition modulation amplitude, a
divergence between the peak PL energy and the expected Varshni curve is observed for low
temperatures and is attributed to emission from the lower bandgap region. However, over
a certain threshold of phase separation, formation of a population of localized states below
the bandgap is proposed as the cause for the following observations : a rapid decrease in
the PL peak energy with temperature, followed by a recovery at higher temperatures, a
thermal quenching of the integrated intensity, a transfer from a high energy peak to a low
energy peak of the integrated intensity, and an increase in the peak energy with excitation
power.
Acknowledgements
Sample Δx calculated ΔEG (eV) measured ΔEG (eV)
A 0.10 0.111 >0.20
B 0.02 0.025 0.026
C 0.03 0.035 0.018
D 0.04 0.045 0.030
Tableau 6.2 Ga composition modulation (Δx) determined from the PL FWHM
and the calculated bandgap variation expected from this modulation.
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Les états localisés caractérisés ici sont à éviter si l’on veut inclure ce matériau dans une
cellule solaire. En eﬀet, leur inﬂuence éventuelle sur les performances d’une cellule solaire
peut être comparée à l’inﬂuence de boîtes quantiques, qui conduisent à des états localisés
dans le bandgap d’un matériau les entourant. On sait que la présence des boîtes quantiques
mènent à une diminution du VOC et une augmentation du JSC [Zribi, 2014], ce qui est
nuisible dans les designs considérés ici. Le degré de séparation de phase auquel il y a
formation de ces états localisés est donc la limite supérieure de séparation acceptable pour
inclure ce matériau dans une cellule solaire. Cela nous donne donc la région de condition
de croissances utilisable pour ce matériau, soit une température de croissance sous les
500°C pour les compositions susceptibles à la séparation de phase. De plus, il faut vériﬁer
que le dopage n’inﬂuence pas cette séparation de phase.
6.2 Dopage
Pour pouvoir croître une cellule solaire en GaInAsP, il doit être possible de former une
jonction p-n dans ce matériau. Les sections suivantes décrivent les particularités du dopage
du GaInAsP.
6.2.1 Type p
Selon la discussion dans la section 2.5.2, le dopage de type Zn est le dopant de type p le
plus approprié pour le GaInAsP. La ﬁgure 6.12 montre les résultats de la calibration du
dopage en fonction de la température de croissance, et ce pour les températures optimales
identiﬁées précédemment. On remarque qu’une température de croissance de 450°C donne
des densités de trous d’un ordre de grandeur plus faible qu’une température de croissance
de 475°C. Celle-ci est donc la plus optimale pour le dopage de type p.
La caractérisation par PL des échantillons les plus dopés est montrée à la ﬁgure 6.13.
Celle-ci révèle la présence de deux pics rapprochés pour le plus haut niveaux de dopage.
Le pic à plus faible énergie est aussi présent dans les autres spectres, mais son intensité est
faible et il apparait sous la forme d’une asymétrie du pic principal. Puisque ce pic de plus
basse énergie est dépendant de la densité de dopant, on en conclut qu’il provient du niveau
accepteur du Zn. On obtient une énergie de 0.035 eV pour le niveau accepteur du Zn dans
le GaInAsP selon la séparation des pics, ce qui est cohérent avec le niveau accepteur du
Zn dans le GaInP dont la valeur rapportée dans la littérature varie de 0.024 à 0.030 eV
[Lee et al., 1999].
148 CHAPITRE 6. GAINASP
Figure 6.12 Dopage de type p du GaInAsP en fonction du ﬂux de dopant et
de la température de croissance.
Figure 6.13 Spectres de PL à 20 K normalisés en fonction de la densité de trous
(en unité de 1× 1017 cm−3) pour du GaInAsP dopé au Zn. L’échelle d’intensité
est en log pour mieux montrer l’asymétrie des pics.
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Le dopage au Zn n’inﬂuence pas la séparation de phase. En eﬀet, la ﬁgure 6.14 montre
l’inﬂuence du dopage sur la FWHM du pic de PL, qui est un indicateur du degré de
séparation de phase. Aucune diﬀérence signiﬁcative n’est observée entre l’échantillon non-
dopé et les échantillons dopés p pour les mêmes conditions de croissance. Une légère
variation est observée, mais celle-ci est causée par de légères variations dans les conditions
de croissance entre les échantillons.
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Figure 6.14 FWHM de la PL à 20 K pour une série d’échantillons de GaInAsP
crû à 475°C pour diﬀérents dopages au Zn de type p.
6.2.2 Type n
Le dopage au Si est le plus courant pour doper les III-V de type n. Cependant, le dopage
du GaInAsP présente un problème dans le cas du Si, tel que le montre la ﬁgure 6.15. On
remarque que le Si ne dope pas. Lorsque le ﬂux de dopant augmente, les échantillons sont
initialement déplétés de type n, puis le type de dopage passe à p après un certain seuil. Il
est à noter que puisque les échantillons de type n de cette ﬁgure sont déplétés, la densité
mesurée n’est pas un indicateur de la véritable densité d’électrons. On peut seulement en
déduire qu’elle est sous les 1×1014 cm−3.
Figure 6.15 Densité de porteurs obtenues en fonction du ﬂux de SiBr4 pour du
GaInAsP. La température de croissance est de 450°C.
Une alternative au dopage au Si est d’utiliser du Te comme dopant de type n. La ﬁgure
6.16 montre la densité d’électrons obtenue avec ce dopant. On observe qu’on peut obtenir
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de grandes densités d’électrons avec le dopage au Te, il est donc préférable au Si. De
plus, la température de croissance de 475°C maximise cette densité d’électron. On peut
expliquer la diminution du dopage à 425°C par la compensation par les défauts structuraux
mentionnés à la section 6.1.2 alors que la diminution du dopage à 500°C peut être expliquée
par la compensation par des défauts provenant de la séparation de phase, qui est fortement
augmentée à 500°C. Donc, 475°C semble être idéale pour doper eﬃcacement.
Figure 6.16 Densité d’électrons obtenue en fonction de la température de crois-
sance pour du GaInAsP dopé au Te.
Pour vériﬁer si le Te a une inﬂuence sur les propriétés structurales du GaInAsP, des
spectres de PL ont été réalisés pour diﬀérents niveaux de dopage pour une température
de croissance de 475°C. La ﬁgure 6.17 présente ces spectres. On remarque un décalage
vers le bleu de l’énergie de pic accompagné d’une asymétrie du pic. En plus, on observe
un élargissement de la FWHM. Le décalage vers le bleu et l’asymétrie sont attendus selon
l’eﬀet Burstein-Moss [Burstein, 1954; Munoz et al., 2001], où un eﬀet de remplissage de
la bande par les électrons fait en sorte que le signal de PL provient des électrons dont
l’énergie est supérieure au niveau de Fermi et non des électrons dans le bas de la bande
de conduction. Cet eﬀet peut-être calculé selon l’équation [Munoz et al., 2001] :
ΔEg =
(

2
2μ∗
)(
3π2n
)3/2 (6.6)
où μ∗ = mhme
mh+me
m. m est la masse de l’électron, n la densité d’électrons. La ﬁgure 6.18
montre le décalage observé dans le GaInAsP et une courbe selon l’équation précédente en
utilisant les masses eﬀectives du GaInP. On observe que le décalage observé est légèrement
inférieur au décalage prévu. Cela peut s’expliquer par le fait que l’équation précédente est
pour des bandes paraboliques, ce qui est une approximation. Des décalages de 0.150 eV
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pour un dopage de 1.3× 1019 cm−3 dans l’InP [Lahtinen, 1986] et de 0.220 eV pour un
dopage de 2× 1019 cm−3 dans l’In0.53Ga0.47As [Munoz et al., 2001] ont été observés dans
la littérature. Le décalage observé pour le gaInAsP correspond donc bien aux valeurs du
modèle de Burstein-Moss et des données expérimentales dans d’autres matériaux. L’élar-
gissement de la FWHM peut provenir soit d’une augmentation de la séparation de phase
ou de l’augmentation normale de la FWHM avec le dopage. Pour séparer les deux eﬀets,
le GaInAsP est comparé au GaInP à la ﬁgure 6.19, où l’on suppose que le GaInP n’est
pas aﬀecté par la séparation de phase. On observe que l’augmentation de la FWHM avec
le dopage est similaire dans les deux cas. On peut donc en déduire que si le dopage au Te
a un eﬀet sur la séparation de phase, celui-ci n’est pas majeur à 475°C.
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Figure 6.17 Spectres de PL à 20 K en fonction du dopage au Te de type n pour
du GaInAsP crû à 475°C. Le dopage dans la légende est en unité de 1× 1019
cm−3.
Ces résultats précédents sont obtenus pour de faibles températures de croissance, dont
l’objectif est de réduire la séparation de phase. Une deuxième méthode pour réduire la
séparation de phase est de simplement utiliser une température de croissance supérieure à
la température critique de l’alliage. Cela impose une certaine limitation sur la composition
de l’alliage, car la température de croissance dans le réacteur d’éptaxie utilisé de composés
phosphorés est limitée à 550°C environ par la désorption du phosphore. Un essai de dopage
au Si et au Te a été eﬀectué pour une température de croissance de 520°C. La ﬁgure 6.20
présente la PL pour un échantillon non-dopé, un dopé au Si et un dopé au Te. Les densités
d’électrons obtenues sont de -1,1×1018 cm−3 (Te) et -2,8×1018 cm−3 (Si). On remarque
que l’échantillon non-dopé présente un pic de PL avec une FWHM de 0.031 eV, un indice
de faible séparation de phase. Cependant, lorsqu’un dopant est ajouté, on observe un fort
décalage vers le rouge et un élargissement du pic de PL. Cet élargissement, de 0.12 eV
pour le Si et environ 0.09 eV pour le Te, est largement supérieur à celui prévu pour les
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Figure 6.18 Position du pic de PL en fonction du dopage au Te de type n pour
du GaInAsP crû à 475°C. Le décalage Burstein-Moss est calculé selon l’équation
décrite dans le texte.
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Figure 6.19 FWHM du pic de PL à 20 K en fonction du dopage pour du
GaInAsP crû à 475°C et du GaInP.
densités d’électrons impliquées ici (environ 0.02 eV pour du GaInP [Yoon et al., 1999]).
Donc, une augmentation de la séparation de phase induite par le dopage semble être en
jeu ici. En eﬀet, un décalage vers le rouge du pic de PL à 20 K a été relié à la séparation
de phase à la section 6.1 et l’augmentation de la FWHM est l’indicateur préconisé pour
la séparation de phase.
Plusieurs raisons pourraient expliquer pourquoi le Si ne dope pas à 450°C : soit il ne
s’incorpore pas ou soit il forme des complexes avec des défauts. Pour tenter d’élucider la
raison, une mesure SIMS a été eﬀectuée pour mesurer si le Si s’incorpore bien à 450°C.
La ﬁgure 6.21 montre le résultat de cette mesure. On observe une concentration de Si
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Figure 6.20 Spectre de PL à 20 K pour du GaInAsP crû à 450°C et diﬀérents
dopants de type n utilisés. Le pic à basse énergie de l’échantillon dopé au Te
provient du buﬀer de GaAs. L’intensité de PL de l’échantillon dopé au Te est
environ deux ordres de grandeur plus grande que celle de l’échantillon dopé au
Si.
dans les 1×1018 cm−3 pour les températures de croissance de 450°C et 520°C. Donc, le Si
s’incorpore à 450°C.
Nous pouvons conclure que le Si ne dope pas pour de faibles températures de croissance,
mais dope à 520°C. Le Te dope pour toutes les températures de croissance. Cependant,
les deux dopants, Si et Te, induisent une forte séparation de phase lorsqu’utilisé à 520°C,
alors que le Te ne semble pas inﬂuencer celle-ci à 475°C. Or une forte séparation de phase
fait varier le bandgap du matériau, ce qui inﬂuence fortement les performances d’une
éventuelle cellule solaire. Il est donc préférable de la minimiser. Cependant, un autre
facteur important qui inﬂuence les performances d’une cellule solaire est la durée de vie
des porteurs minoritaires. La section suivante porte sur cette mesure.
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Figure 6.21 Spectre SIMS pour deux échantillons de GaInAsP dopés au Si avec
des températures de croissance diﬀérentes.
6.3 Propriétés des porteurs minoritaires
Les échantillons dopés au Zn ont été caractérisés par PLRT. Les durées de vie des por-
teurs minoritaires obtenues sont indiquées dans le tableau 6.3. On remarque une variation
d’un facteur 3 environ pour des dopages similaires, ce qui implique un certain problème
de reproductibilité dans la croissance du GaInAsP. Néamoins, on observe que la durée de
vie dans le GaInAsP est un ordre de grandeur au-dessus de celui de l’AlGaAs crû avec du
DMEAA. Malgré cela, toutes les durées de vie mesurées sont très faibles. Pour comparai-
son, des durées de vie de 35 ns pour du GaInAsP de type n sur GaAs ont été mesurées
dans la littérature [Sharps et al., 1991].
Les durées de vie des échantillons dopés n sont présentées dans le tableau 6.4. On remarque
que la durée de vie diminue fortement lorsque le dopage excède 1× 1019 cm−3, mais que
pour des densités plus faibles elle est relativement constante. On remarque aussi que le
dopage au Te diminue fortement la durée de vie pour une température de croissance de
520°C, alors que le dopage au Si à 520°C donne la meilleure durée de vie. La diﬀérence
Matériau dopage (1× 1017 cm−3) temps de vie (ps)
GaInAsP :Zn 3.9 54
GaInAsP :Zn 8.8 60
GaInAsP :Zn 4.7 135
GaInAsP :Zn 4.4 98
Al0.31Ga0.69As :C 3.5 5
Tableau 6.3 Temps de vie des porteurs minoritaires à 300 K pour diﬀérents
matériaux de type p.
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entre le dopage au Si et au Te à 520°C peut être expliquée par la séparation de phase. En
eﬀet, la ﬁgure 6.20 montre que le décalage vers le rouge est beaucoup plus important pour
le dopage au Te que pour le dopage au Si alors que la FWHM de la PL de l’échantillon dopé
au Si (0.15 eV) est plus élevée que celle de l’échantillon dopé au Te (0.13 eV). Cela indique
que le décalage vers le rouge de l’échantillon dopé au Te n’est pas seulement causé par la
séparation de phase, mais aussi par l’apparition des états localisés identiﬁés à la section
6.1. En eﬀet, bien que les états localisés soient radiatifs, ceux-ci sont aussi accompagnés
par une forte densité de centres de recombinaison non-radiative. La ﬁgure 6.8 montre en
eﬀet que l’intensité de PL diminue fortement lorsque les porteurs s’échappent des états
localisés et est plus faible que les autres échantillons à 300 K (non-montré sur la ﬁgure).
Il y a donc correlation entre la présence de ces états localisés et les recombinaisons non-
radiatives. Pour conﬁrmer cet eﬀet, une mesure de durée de vie a été eﬀectuée sur un
échantillon crû à 500°C qui présente une forte séparation de phase. Une durée de vie sous
4 ps a aussi été obtenue.
Toutes les durées de vie mesurées ici sont très faibles, ce qui indique une forte présence
de recombinaisons non-radiatives. La présence d’oxygène est reconnue comme augmentant
fortement ces recombinaisons et est souvent la cause de mauvaise durée de vie. Une série de
mesure SIMS a été eﬀectuée pour mesurer la concentration d’oxygène dans les échantillons
de GaInAsP pour diverses conditions de croissance. La ﬁgure 6.22 montre les proﬁls de
ces mesures. On remarque que dans tous les cas, la concentration d’oxygène est sous les
1×1017 cm−3 (indiqué par la ligne en noir), qui est le seuil où l’oxygène aﬀecte de manière
non-négligeable la durée de vie. Les faibles durées de vie observées ne peuvent donc pas
être expliquées par la présence d’oxygène.
Donc, le dopage au Si avec une température de croissance de 520°C semble donner les
meilleures durées de vie. Cependant, ces conditions de croissance induisent une séparation
de phase qui aﬀecterait l’absorption de la cellule solaire. Le dopage au Te à 475°C donne des
Matériau dopage (1× 1018 cm−3) T croissance (°C) durée de vie (ps)
GaInAsP :Te 1.2 475 58
GaInAsP :Te 15 475 10
GaInAsP :Te 0.28 475 60
GaInAsP :Te 8.0 475 70
GaInAsP :Te 1.1 520 <4
GaInAsP :Si 2.8 520 120
Tableau 6.4 Durée de vie des porteurs minoritaires à 300 K pour diﬀérents
dopages de type n et diﬀérentes températures de croissance.
6.3. PROPRIÉTÉS DES PORTEURS MINORITAIRES 157
                   
 

 

 

 

 
	
 
 







	




 
 




	 

   
   
   
  
  
Figure 6.22 Proﬁls SIMS de GaInAsP pour diverses conditions de croissance
indiquées dans la légende. La ligne noire est le seuil où la concentration d’oxygène
aﬀecte le temps de vie.
durées de vies un peu plus faibles, mais n’est pas accompagné d’une séparation de phase.
Il est donc préférable pour fabriquer une cellule solaire. Cependant, toutes les durées de
vie mesurés ici sont très faibles, toutes conditions de croissance et matériaux confondus.
La présence d’oxygène a été éliminée comme cause de ces faibles durées de vie. Une forte
densité de dislocations est aussi à éliminer, car les échantillons sont en accord de maille
avec le GaAs. La cause de ces faibles durées de vie est donc encore inconnue.
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CHAPITRE 7
CONCLUSION
7.1 Sommaire
Le but de ce projet était de développer par croissance CBE des matériaux et des struc-
tures qui pourraient mener à une réduction du coût de l’électricité produite par un sys-
tème photovoltaïque à concentration. Cela passe premièrement par l’optimisation de la
structure de la cellule solaire pour tenter de maximiser le facteur de concentration plutôt
que de de maximiser l’eﬃcacité. Pour ce faire, des simulations incluant des eﬀets ther-
miques et résistifs ont été eﬀectuées dans ce projet et, combinées avec une estimation
du coût d’électricité simpliﬁée, ont permis de conclure que des structures en accord de
maille avec le GaAs incluant seulement des matériaux ayant des bandgaps supérieurs au
GaAs permettent d’augmenter le facteur de concentration et peuvent diminuer les coûts
de production comparé à la triple-jonction classique pour un refroidissement passif.
Suite à l’identiﬁcation de ces structures de cellules solaires, la croissance CBE a été uti-
lisée pour croître les matériaux impliqués. Premièrement, des jonctions tunnel pouvant
être utilisées dans les structures identiﬁées doivent être obtenues. Des simulations 1D de
diﬀérents types de jonctions tunnel ont permis d’identiﬁer une jonction tunnel standard
réalisable en pratique, une jonction tunnel GaAs n++/AlGaAs p++, et une jonction tun-
nel idéale, GaInP n++/AlGaAs p++. La réalisation pratique de la jonction tunnel GaAs
n++/AlGaAs p++ nécessite l’optimisation de ces deux matériaux. Un problème de mor-
phologie de surface pour le GaAs fortement dopé au Te a été identiﬁé comme provenant
d’une ségrégation de surface des atomes de Te combinée à une augmentation de la barrière
ES aux marches atomiques à la surface. Une faible température de croissance (sous 500°C)
permet de résoudre ce problème et d’obtenir une morphologie satisfaisante pour la crois-
sance de jonctions tunnel. Ensuite, l’AlGaAs a été optimisé pour maximiser le dopage de
type p en utilisant un précurseur chimique non-utilisé en CBE, le TMA. Son désavantage
principal, la forte incorporation de carbone, a été exploité dans ce cas-ci pour obtenir
les meilleures performances en CBE pour une jonction tunnel. Par la suite, la croissance
d’une jonction tunnel GaInP/AlGaAs a été essayée avec des performances décevantes. Des
simulations ont permis d’identiﬁer des structures incluant des puits quantiques de GaAs
et des boîtes quantiques d’InAs comme étant prometteuses et une croissance test a permis
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de conﬁrmer une augmentation du courant pic, mais étant toujours trop bas pour être
utilisé dans des cellules solaires.
Finalement, la croissance de GaInAsP comme alternative à l’AlGaAs pour croître une des
jonctions des cellules solaires identiﬁées lors des simulations a été explorée. Il a été montré
qu’une température de croissance de 450°C et 475°C diminue la séparation de phase. De
plus, la présence d’états localisés sous le bandgap a été reliée à un fort degré de séparation
de phase, et ces états localisés seraient nuisibles aux performances d’une cellule solaire.
Les propriétés de dopage du GaInAsP ont été explorées avec les résultats que le Zn dope
de type p avec des bonnes densités de dopant pour une croissance à 475°C. Le dopage de
type n présente une certaine particularité, où le Si ne dope pas sous 500°C alors que le
dopage au Si ou au Te engendre une séparation de phase à 520°C. Il a été déterminé que
le dopage au Te à 475°C serait le plus optimal pour une cellule solaire.
Les contributions originales de ce projet sont :
1. La première fois que les eﬀets résistifs et thermiques ont été inclus explicitement dans
une simulation de cellules solaires pour comparer divers designs. Cette méthode a
été utilisée ici pour comparer des designs en accord de maille, mais peut être très
facilement étendue à des designs métamorphiques.
2. La première application de la méthode des matrices de transfert combinée à la rela-
tion de dispersion des électrons qui inclue les eﬀets de la bande de conduction et la
bande de valence pour la simulation de jonctions tunnel.
3. Des tendances complètes pour l’eﬀet des paramètres de croissance sur la morphologie
de surface du GaAs dopé au Te et l’identiﬁcation de la cause de cette mauvaise
morphologie.
4. Une première étude de l’inﬂuence des paramètres de croissance sur l’incorporation
de C pour le précurseur TMA utilisé en CBE.
5. Une première démonstration de jonctions tunnel GaAs/AlGaAs par CBE avec d’ex-
cellentes performances.
6. Les premières simulations de jonctions tunnel avec des boîtes quantiques.
7. La première démonstration de la présence d’états localisés dans le GaInAsP séparé
en phase.
8. La première observation que le dopage engendre une séparation de phase dans le
GaInAsP.
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7.2 Perspectives
Avec la réalisation de ce projet, plusieurs pistes de solutions intéressantes à explorer se
sont dégagées. Premièrement, deux pistes se dégagent pour obtenir des jonctions tun-
nel GaInP/AlGaAs plus performantes. La première piste est un essai supplémentaire de
croissance de jonctions tunnel avec boîtes quantiques avec les deux changements suivant :
démarrer le ﬂux de Te avant celui de TEGa pour la couche mince de GaAs permettrait d’éli-
miner toute ségrégation en surface du Te et utiliser la structure GaInP/InAs/GaAs/AlGaAs
avec les épaisseurs 50 nm/4 nm/5 nm/50 nm pour utiliser la résonance tunnel qui est la
moins sensible aux variations des paramètres. Une deuxième piste est de tenter de doper
plus le GaInP de type n. Bien que le niveau de dopage obtenu dans ce document est
équivalent aux limites de dopage conventionnelles pour le GaInP, une limite plus élevée
a été obtenue par ALE (voir le tableau 2.2). Il est possible d’utiliser un réacteur CBE
pour faire de l’ALE en alternant les ﬂux de gaz. Il serait donc intéressant de tenter de
reproduire les résultats de [Jung et al., 1993] en CBE. Il est à noter ici que le niveau
de dopage record n dans le GaAs a aussi été obtenu par une méthode d’alternance des
ﬂux similaire à l’ALE [Chavanapranee et Horikoshi, 2006]. Il serait d’intérêt scientiﬁque
d’explorer pourquoi cette méthode de croissance permet de dépasser une limite qui semble
être intrinsèque au matériau. En plus, il a été observé que la croissance sur un substrat
(411)A augmente le dopage dans le GaInP. Il serait aussi intéressant d’explorer l’inﬂuence
de la désorientation du substrat sur le dopage maximal.
Par ailleurs, il a été montré dans ce document que le dopage du GaInAsP de type n en-
gendre de la séparation de phase pour une température de croissance de 520°C. Il serait
intéressant de trouver pourquoi. Une première piste de solution serait de calculer théori-
quement la température critique de l’alliage sans et avec dopage, car une augmentation de
la température critique mènerait à la séparation de phase observée. De plus, la présence
d’états localisés a été observée dans le GaInAsP séparé en phase, mais leur provenance
est encore inconnue. Une mesure locale de la PL à la frontière entre les domaines de
composition diﬀérentes serait intéressante pour déterminer si ces états sont localisés à ces
frontières. Il faudrait par avant vériﬁer la taille de ces domaines par EDX pour déterminer
si la résolution d’un système de microPL permettrait de résoudre la PL à la frontière de
deux domaines.
De plus, des études microscopiques seraient intéressantes pour appronfondir l’étude du
GaAs dopé au Te. Des observations TEM pourrait permettre de conﬁrmer s’il y a ou non
la présence de clusters dans les couches très rugueuses. La non-présence de clusters sup-
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porterait l’hypothèse que la forte rugosité est causée par une augmentation de la barrière
ES provenant de la présence d’adatomes de Te en surface.
Finalement, les temps de vie des porteurs minoritaires mesurés dans ce projet sont très
faibles, tous matériaux, structures (avec et sans couches de conﬁnement) et conditions de
croissance confondus. Explorer la cause de ces faibles temps de vie est d’une importance
capitale pour pouvoir faire la croissance de cellules solaires. Identiﬁer les trappes dans le
matériau à partir d’une mesure DLTS est un bon point de départ pour régler ce problème.
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