In prior work, a CMT protocol using SCTP multihoming (termed SCTP-based CMT) was pro-25 posed and investigated for improving application throughput. SCTP-based CMT was stud-26 ied in (bottleneck-independent) wired networking scenarios with ns-2 simulations. This 27 paper studies the TCP-friendliness of CMT in the Internet. In this paper, we surveyed his- 
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In prior work, a CMT protocol using SCTP multihoming (termed SCTP-based CMT) was pro-25 posed and investigated for improving application throughput. SCTP-based CMT was stud-26 ied in (bottleneck-independent) wired networking scenarios with ns-2 simulations. This 27 paper studies the TCP-friendliness of CMT in the Internet. In this paper, we surveyed his-28 torical developments of the TCP-friendliness concept and argued that the original TCP-29 friendliness doctrine should be extended to incorporate multihoming and SCTP-based 30 CMT. 31 Since CMT is based on (single-homed) SCTP, we first investigated TCP-friendliness of 32 single-homed SCTP. We discovered that although SCTP's congestion control mechanisms 33 were intended to be ''similar'' to TCP's, being a newer protocol, SCTP specification has some 34 of the proposed TCP enhancements already incorporated which results in SCTP performing 35 better than TCP. Therefore, SCTP obtains larger share of the bandwidth when competing 36 with a TCP flavor that does not have similar enhancements. We concluded that SCTP is 37 TCP-friendly, but achieves higher throughput than TCP, due to SCTP's better loss recovery 38 mechanisms just as TCP-SACK and TCP-Reno perform better than TCP-Tahoe. 39 We then investigated the TCP-friendliness of CMT. Via QualNet simulations, we found out 40 that one two-homed CMT association has similar or worse performance (for smaller number 41 of competing TCP flows) than the aggregated performance of two independent, single- 42 homed SCTP associations while sharing the link with other TCP connections, for the reason 43 that a CMT flow creates a burstier data traffic than independent SCTP flows. When compared 44 to the aggregated performance of two-independent TCP connections, one two-homed CMT 45 obtains a higher share of the tight link bandwidth because of better loss recovery mecha- 46 nisms in CMT. In addition, sharing of ACK information makes CMT more resilient to losses. 47 Although CMT obtains higher throughput than two independent TCP flows, CMT's AIMD- 48 based congestion control mechanism allows other TCP flows to co-exist in the network. 49 Therefore, we concluded that CMT is TCP-friendly, similar to two TCP-Reno flows are TCP- 50 friendly when compared to two TCP-Tahoe flows. 51 
Introduction
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A host is multihomed if the host has multiple network 56 addresses [1] . We are seeing more multihomed hosts con- 57 nected to the networks and the Internet. For instance, PCs 58 with one Ethernet card and one wireless card, and cell 59 phones with dual Wi-Fi and 3G interfaces are already 60 common realities. Nodes with multiple radios and radios 1389 operating over multiple channels are being deployed [2, 3] . 62 In addition, Wi-Fi wireless interface cards are now so inex- 63 pensive that nodes with multiple Wi-Fi cards and wireless 64 mesh networks (or testbeds) with multiple radios are prac-65 tical [4, 5] . can benefit from CMT in many ways such as fault-toler- 83 ance, bandwidth aggregation, and increased application 84 throughput. 85 The current transport layer workhorses of the Internet, 86 TCP and UDP, do not support multihoming. However, the 87 Stream Control Transmission Protocol (SCTP) [6, 7] 3 That is, simply using the standard SCTP without any modifications. 4 That is during slow-start, TCP doubles its sending rate per RTT.
Therefore, in contrast to its name, during slow start TCP's congestion window opens up exponentially. 5 Note that during the congestion avoidance phase, TCP congestion window is incremented a total of 1 MSS per RTT, i.e., a linear increase. However, based on the definition given in the document, TCP-compatible flow is the same as what was earlier defined as TCP-friendly in [9]. 8 In this paper, unless otherwise stated, SCTP refers to single-homed and single-stream SCTP associations as in [6] . 9 Note that, if the size of A-PDU is bigger than MTU, then an SCTP sender fragments the A-PDU into multiple chunks. Then, the SCTP receiver reassembles the A-PDU before delivering it to the receiving application. and calculates the maximum data that can be put into an TCP-PDU based on the effective-MSS. Since every TCP-PDU included timestamps option (extra 12 bytes) in our simulations, we set the TCP-MSS to 1212, to let TCP effectively send 1200 bytes of data in each PDU, similar to SCTP. 22 Send buffer size of each transport protocol is set to 2xbandwidth À delay product. Receiver buffer size of each transport protocol is set to a large value such as, 65535⁄2 14 bytes. 23 In the simulations, we started the two flows at random times within ½0 . . . RTT to get different randomized results with the repetition of the experiments. 24 At a random time between ½0 . . . RTT. 25 In the simulations, the latter flow is started at a random time between 80sec þ ½0::RTT. System Utilization -This metric is calculated using Eq. high showing a stable network (see Table 2 Table 3 Fairness index, link utilization, and system utilization when one flow is followed by (fb) another flow. Table 3 ). as the high system utility values in Table 3 suggest. tellite (high bandwidth-delay product) link using ns-2.
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Reference [34] found out that the subtle enhancements 33 We prefer to use the term tight link [32] rather than bottleneck, in this paper. 34 In this section, simulations run with svn revision 10 of the SCTP module in QualNet 4.5.1. 35 Our topology is similar to the access link scenario in [46] . 36 We counted each CMT subflow as one flow. 37 All the TCP flows in this section are TCP-SACK connections. The simulated results are depicted in Figs. 10 and 11. 904 We observed the following from the figures. shown in this paper due to space constraints). As 945 depicted in Fig. 11(a) , CMT performance is better than 946 the total performance of TCP1 and TCP2. We had also 947 expected CMT to perform better than two SCTP flows. 
