Abstract. An object-oriented 
Introduction
It has been recognized in a number of different fields that object-oriented programming in general, and software frameworks in particular, provide a means to allow the efficient construction and maintenance of large scale software systems. Since general purpose numerical analysis codes certainly qualify as large scale software, it makes sense to see how these methodologies can be applied to this field.
The emphasis of this work is on techniques for the solution of Partial Differential Equations (PDEs) over domains of various types using generalized discretization methods (e.g. finite element, finite difference, etc.). This is a natural emphasis considering the fact that PDE models of physical systems dominate engineering analysis, and general discretization methods are capable of addressing a wide range of PDE's over general geometries. It should be noted that as computing power and analysis technologies continue to advance, analysis methods considering problems at multiple physical scales, with the finest scales modeled using discrete methods, will become the dominant engineering analysis methodology.
Correspondence and offprint requests to: M. W. Beall As a first step in the direction of objected-oriented analysis codes, a number of investigators have created object-oriented finite element analysis programs that, in essence, construct objects within the basic structure of classic procedural implementations [1] [2] [3] . Although such efforts produce codes that are easier to maintain and extend, the direct mapping of the standard methods will not provide a framework that will be easily extensible to very different analysis techniques, or provide easy ways to ensure solution reliability. A number of other systems have also been developed [4] [5] [6] [7] that take a more general approach, and utilize more of the flexibility inherent in an object-oriented system.
Over the past few years, we have been designing and developing a numerical analysis framework, named Trellis, that specifically deals with these issues. In the past couple of years, Trellis has begun to be used on a number of new projects with very different analysis requirements. Thus far, it has been successful in allowing users to easily implement new techniques with a minimum of effort while being able to take advantage of some useful and unique capabilities that have been implemented within the framework.
Trellis has some unique capabilities such as direct links to geometry to support adaptive processes, hierarchic p-version shape functions, and direct mappings to geometry to allow the elimination of geometric approximation error. Although initially focused on finite element methods, Trellis is easily extensible to other types of analysis as well. Recently, we have implemented Partition of Unity methods within Trellis [8] . While these techniques are similar in some ways to finite elements, they are sufficiently different that without a general framework, it would have been very difficult to implement them with a significant reuse of existing code.
This paper describes the design philosophy and main abstractions of Trellis that give it this flexi-bility. Some specific details are given related to how finite element techniques are implemented with Trellis.
Requirements
The major design requirements of Trellis are:
¼ Support general implementations of various numerical methods for solving PDEs over arbitrary spatial and temporal domains. One of the higher level goals was to come up with a design that could, at various levels, be used in other types of analyses in the future. At this point, both finite element methods [9, 10] and partition of unity methods [11] [12] [13] have been implemented using Trellis. For the remainder of this paper, unless otherwise specified, analysis will mean a finite element analysis. ¼ Support general forms of adaptivity. As will be discussed in Section 3, there are many idealizations that are used in mathematical modeling. Each of these idealizations introduces approximation errors into the solution process. Trellis is designed to support adaptivity not only of the mesh (h-, p-and r-adaptivity), but also adaptivity of other idealizations such as dimensional reduction or homogenization of material properties. In connection with this, Trellis must support various types of error estimation to drive the adaptive processes. Only adaptive discretization error control has been implemented to date. ¼ Ease of implementation of new formulations. The user should be able to implement a new formulation without having to understand the entire system. A formulation should be implemented in such a manner that all the advanced features of the framework are available without having to do special work to enable them. This means that the formulations must be implemented at a fairly abstract level. ¼ Be able to incorporate external software packages for various functionality. There are many other groups in the world doing important work in many areas. Trellis is designed to be able to incorporate external functionality in a number of places. One particular external software package that has been interfaced with Trellis is PETSc from Argonne National Laboratory [14] . ¼ Efficient implementation. Although the initial implementation of Trellis is focused more on flexibility than performance, the design decisions that are made must not preclude having a high performance implementation.
¼ Direct linkage to CAD systems for geometric information.
A direct linkage to a CAD description of the domain allows adaptive procedures to converge to the correct representation of the domain. In addition, this allows easier integration into the engineering process since separate representations of the domain don't have to be constructed for the purpose of analysis.
Although all of these requirements are important, this paper will mainly concentrate on describing the aspects of the design related to the first and third requirements.
Design Philosophy
The computer modeling of a physical problem can be seen as a series of idealizations, each of which introduces errors into the solution as compared to the solution of the initial problem. Since these idealizations are introduced to make solving the problem tractable (due to constraints on either problem size and/or solution time), it is necessary to understand their effect on the solution obtained, and to have procedures to reduce the errors to an acceptable level with respect to the reason the analysis is being performed. Understanding of the effects of idealizations requires a more complete definition of the problem than is typically used in numerical analysis procedures. In particular, it is necessary to have a complete geometric description of the original domain and have the rest of the problem defined in terms of that geometry. We can identify three levels of description that arise in the analysis of a physical problem (Fig. 1) . The highest level description is that of the physical problem which is posed in terms of physical objects interacting with their environment. We want to obtain reliable estimates of the response of these objects through modeling. Modeling physical behavior requires a mathematical problem description which introduces some level of problem idealization, which we want to control as well as possible. The mathematical problem description consists of a domain definition (geometry), a description of the external forces acting on the object and the properties of the object (attributes), and in the classes of physical problems considered, a set of appropriate partial differential equations which describe the behavior of interest. For any one physical problem there are any number of mathematical problems that can be constructed. Quite often, one mathematical problem description is constructed as an idealization of another. If the mathematical problem as stated cannot be solved analytically, numerical techniques can be used. Construction of a numerical problem from a mathematical problem involves another set of idealizations. Again, from a single mathematical problem, it is possible to construct any number of levels of numerical problems, which are idealizations of one another.
The framework described in this paper currently starts at the level of a mathematical problem description, allowing multiple numerical problems to be formulated, solved, and the solution related back to the original problem description. All of this is built on top of a geometry-based environment that provides a number of the necessary tools to perform these functions. Section 4 briefly describes the abstractions and functionality provided by this geometry-based environment.
In addition to providing the necessary structure for idealization control, basing the framework on a geometry-based problem description also has several other distinct advantages, including:
¼ direct support of the functionality needed for adaptivity of the discretization; ¼ gives direct ties to design and manufacturing data through the CAD representation; ¼ supports the transfer of information between different analyses through a common analysis problem description.
Overview of Geometry-Based Environment
The structures used to support the problem definition, the discretizations of the model and their interactions are central to Trellis. The two structures of the geometric model and attributes are used to house the problem definition. The general nature of the attribute structures allows them to also be used for defining numerical analysis attributes. The domain discretizations are housed in the mesh structure which is linked to the geometric model. The final structure is the field structure which houses the distributions of numerical solution results over the domain of the problem.
Geometric Model
The geometric model representation used by the analysis framework is a boundary representation based on the Radial Edge Data Structure [15] . In this representation, the model is a hierarchy of topological entities called regions, shells, faces, loops, edges and vertices. This representation is general, and is capable of representing non-manifold models that are common in engineering analyses. The use of a boundary representation is convenient for attribute association and mesh generation processes, since the boundaries of the model are explicitly represented. Figure 2 shows an object diagram of the major classes in the model representation (all of the object diagrams in this paper use the Unified Modeling Language notation [16] ).
The classes used to represent the geometric model support operations to find the various model entities that make up a model and to find which model entities are adjacent to a given entity. Other operations relating to performing geometric queries are also supported. The details of these operations are not important in the current context. Much more important is the fact that there are associations between the ModelEntity class and both the Attribute and MeshEntity classes. What these associations are and their importance is detailed below.
Attributes
In addition to geometry, the definition of a mathematical problem requires other information that describes such things as material properties, loads and boundary conditions [17] . This information is described in terms of tensor valued attributes that may vary in both space and time.
Attribute information is organized into a Directed Acyclic Graph (DAG). There are three basic types of nodes in the graph. The leaf nodes of the graph are information nodes. These nodes hold the actual attribute information (e.g. an information node might define a vector with a certain variation in space and time). Above the information nodes are two types of grouping nodes. The first of these is called a group which is simply used to represent the grouping of information nodes. The other grouping node is called a case. The case node has important semantics; it represents a point in the graph where all the information below it makes a meaningful whole with respect to some operation.
Tensor valued attributes are only meaningful when applied to a geometric model entity. The process of applying attributes to a geometric model is called association. During this process the graph is traversed, starting from a case node, and when the information nodes are encountered at the leaves of the graph, attribute objects are created. These attributes (represented by the Attribute class) are a particular instance of the information represented in the attribute graph. One reason for the distinction between the information nodes and attributes is that the interpretation of the information node can depend upon the path in the graph traversed to get to that node. Thus, one information node may give rise to multiple attributes with different values.
A simple example of a problem definition is shown in Fig. 3 . The problem being modeled here is a dam subjected to loads due to gravity and the water behind the dam. There is a set of information nodes that are under the attribute case for the prob- lem definition. When this case is associated with the model, attributes (indicated by triangles with A's inside of them) are created and attached to the individual model entities on which they act.
Domain Discretization
All domain discretizations must provide the functionality of expressing the domain (be it space, or space and time) in terms of entities of the appropriate type for the analysis. No matter what the type of domain discretization, there is certain information that must be able to be obtained: the entities that make up the discretization, their relation to the original geometric description of the domain, and their neighboring entities.
At this point, the majority of work that has been done within Trellis is finite element based, thus the most developed domain discretization is that of a mesh. The representation used for a mesh is discussed in detail in [18] . A hierarchy of regions, faces, edges and vertices, similar to that used for a geometric model, makes up the mesh. In addition, each mesh entity maintains a relation, called the classification of the mesh entity, to the model entity that it was created to partially represent (Fig. 4) . The inverse of this relation, the mesh entities classified on a model entity, can also be retrieved. This representation of the mesh is very useful for mesh adaptivity, since with this information, as the mesh is refined its approximation to the domain of the geometric model is improved. Knowing the relation between the mesh and the geometric model allows an understanding of how the solution relates back to the original problem description, as well as how the original problem relates to the mesh, e.g. what mesh entities a boundary condition applies to. The topological representation can also be used to great advantage in performing adaptive p-version analyses as polynomial orders can be directly assigned to the various entities [19] . 
Field
A problem with many 'classic' numerical analysis codes is that the solution of an analysis is given in terms of the values at a certain set of discrete points (e.g. nodal locations or integration points). However, the discretization actually has more information about the interpolations that were used in the analysis. Therefore, without knowing the specifics of the analysis code it is impossible to reconstruct the interpolations used, and one cannot define the values at general locations given just the discrete values. This makes the use of the solution in a subsequent step in the analysis (e.g. error estimation, or as an attribute for another analysis) difficult at best, and ambiguous in general. To avoid this problem, this information is preserved by introducing a construct known as a field.
A field describes the variation of a tensorial quantity over one or more entities in a geometric model. The spatial variation of the field is defined in terms of interpolations defined over the domain discretization. A field is a collection of individual interpolations, all of which are interpolating the same quantity (Fig. 5 ).
An interpolation defines the variation of a tensor over the domain described by a mesh entity. The basic functionality of an interpolation is to provide evaluations of the interpolated field or its spatial derivatives within the domain of the interpolation. Each interpolation has associated with it a local coordinate system, and evaluations of the interpolation are done with respect to that local coordinate system. The degrees of freedom that the interpolation interpolates are stored on the mesh entities. When interpolations are continuous the shared degrees of freedom on the lower order mesh entities automatically enforce this continuity. Discontinuous interpolations can also be written where these degrees of freedom are not shared, and thus the field is multivalued on the boundaries between the interpolations.
It is assumed that, in general, an interpolation can be written as 
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where a i (and thus A) can be any order tensor, and ෂ is the location in the parametric space of the interpolation. The a i terms are amplitudes of the shape functions, N i . The shape functions may be arbitrary functions. It is also possible to define compound interpolations, where AЈ represents multiple tensor quantities (e.g. AЈ = {, T, } for a fluid dynamics problem), all interpolated in the same manner. Multiple fields with different interpolations may also be defined on the same mesh.
It is possible to evaluate an interpolation (or one of its derivatives), with the a i terms either known or unknown. If the a i terms are known, evaluating the interpolation results in a numerical quantity. If the a i terms are unknown, evaluating the interpolation results in a set of coefficients that act on the unknown amplitudes. Either type of evaluation of an interpolation can then be acted on by a variety of operators (e.g. ٌ, ٌ s , etc.) to do useful calculations with the interpolations. Having the ability to evaluate the fields with unknown coefficients and perform these operations is the basis for being able to write element level calculations in a manner that is independent of the interpolation, as discussed in Section 6.2.
Although interpolations can be implemented in a number of different ways, one general form currently implemented within Trellis is shown in Fig. 6 , where each interpolation is the combination of a ParametricInterpolation object, which expresses the interpolation in the local parametric coordinate sys- tem of the mesh entity, and a Mapping object, which gives the mapping from the parametric coordinate system to the global coordinate system. This particular representation of interpolations gives a great deal of flexibility in implementation. Currently within Trellis there are implementations of standard Lagrange shape functions, as well as hierarchic legendre polynomial-based shape functions [19] . The hierarchic shape functions allow an arbitrary polynomial order (currently up to order 8) to be associated with each mesh entity in the mesh (e.g. a region in a mesh may have polynomial order of 5, while its four faces may be orders 4,4,3 and 2 and each edge be some other order). This association of the orders with the lower order entities automatically enforces continuity of the shape functions, and allows effective use of variable p-orders across the mesh for p-adaptivity.
In addition to the classes described here, there are also classes to perform various other functions on interpolations and fields. Among these are classes to perform numerical integration over the domain of the interpolation, classes to represent the value of an interpolation when it is evaluated with unknown coefficients, classes to assist in setting the value of a field to an arbitrary function and others.
Overview of the Analysis Process
Since one of the requirements of Trellis was to be able to support different types of numerical analyses based on some domain discretization, the abstraction of the solution process needed to be independent of the type of numerical technique used. In addition, the core routines provided by Trellis that perform the majority of the 'standard work' within the analysis process (things such as matrix assembly, linear and nonlinear equation solving) all needed to be designed in a more abstract way, such that they could be used by varying types of analysis techniques. The resulting system provides a clean abstraction of the analysis process, and the computations that are performed during that process allow easy implementation of various types of analysis techniques.
Trellis presents the analysis process as a series of transformations of the problem from the original mathematical problem description through to sets of algebraic equations approximately representing the problem (Fig. 7) . This transformation currently starts at the mathematical problem description level, which is described by a class named ContinuousSystem, containing the geometric model and the attributes which apply to that model. The attributes for a particular problem are specified by a particular case node in the attribute graph. All of the attributes under this case node are used for the given problem. An instance of a ContinuousSystem is then transformed to an instance of the class DiscreteSystem, which represents the discretized version of the model and attributes and the weak form of the Partial Differential Equation (PDE). This transformation is done by an object that is an instance of a class which is part of a hierarchy of analysis classes. The particular analysis class that is used depends upon the selected weak form of the PDE to be solved. The next transformation is from the DiscreteSystem to an AlgebraicSystem, which corresponds to the process of calculating the individual contributions to the global system of equations and assembling them into the proper form for the given solution procedure. This transformation is handled by an Assembler object.
For each problem definition, it is possible to define any number of analyses. An analysis is defined by combining a problem definition with a solution strategy case that contains the rest of the information needed to perform the analysis, as shown in Fig. 8 . The information contained in each of these cases is responsible for controlling a parti- cular aspect of performing the analysis. The system is data driven using the information contained in the attribute graph.
Discrete System
In virtually every numerical analysis technique, the problem eventually requires solving a system of the form Ax = b, where A is a matrix and x and b are vectors. Both A and b are constructed from a number of smaller contributions, e.g. a set of finite element stiffness matrices or the repeated application of a finite difference stencil. The contributions of all of these independent calculations are assembled into the global system (note that this viewpoint still holds even if we don't literally assemble a global system, just the order of some of the details change). This concept is the basis for the more important abstractions in Trellis, that of the DiscreteSystem and the SystemContributor.
The DiscreteSystem class represents the problem in terms of contributions from a set of objects that are associated with the discrete representation of the model. These objects are called SystemContributors. There are three types of SystemContributors: StiffnessContributors contribute coupling terms between degrees of freedom of the system, ForceContributors contribute terms to the right hand side vector, Constraints set specific values to given degrees of freedom (e.g. setting the value of a certain degree of freedom to zero). The SystemContributors are created by the Analysis object and correspond to an interpretation of attributes consistent with the weak form that the Analysis implements. For example, in a heat transfer analysis, material property attributes will give rise to StiffnessContributors, applied heat fluxes will give rise to ForceContributors and prescribed temperatures will give rise to constraints. Typically, a SystemContributor corresponds to a mesh entity classified on the model entity where the attribute is applied.
The Analysis class creates all of the SystemContributors and adds them to an instance of a DiscreteSystem. There is a hierarchy of DiscreteSystem classes corresponding to different manipulations that have been performed on the weak form of the PDE. For the case where the weak form has been semidiscretized in time, there are the classes DiscreteSystemZeroOrder, representing an equation of the form F (x, t) = 0, DiscreteSystemFirstOrder, representing an equation of the form F(x, x · , t) = 0, and so on. In this case, the domain of a given stiffness contributor that is added to the discrete system will be a spatial domain. For a space-time formulation there is a DiscreteSystemSpaceTime class. The stiffness contributors added to this discrete system will have a domain that is both space and time. This transformation of the problem from the ContinuousSystem to the DiscreteSystem allows the various solution routines to work on a representation that is independent of the type of problem being solved.
The abstraction of the problem in terms of the SystemContributor objects and a DiscreteSystem object is one of the more important abstractions in Trellis. It effectively decouples all the details of performing the low level computations (assembly and linear algebra) from the higher level computations of implementing a particular type of solution procedure (e.g. finite element) or a particular formulation.
A stiffness contributor represents some equation of the form:
where ⍀ SC is the domain of the stiffness contributor (may be space only or space and time), SC(. . .) is the term in the weak form that the stiffness contributor represents and x and t are the independent variables. The interface defined for a Stiffness Contributor is given below, which is basically to provide certain information about the contribution of the stiffness contributor to the global system. Note that the details of how this information is actually calculated all lie in the derived classes, and are totally dependent on the type of analysis that is being performed. However, all of the code that deals with the DiscreteSystem and the contributions to it only uses this interface, and thus is insulated from those details. Information about how stiffness contributors are defined for finite element analysis is given in Section 6.
The Analysis Classes
Analysis classes (those derived from the base class Analysis) implement behavior that is specific to a particular type of analysis. In this context, a 'type of analysis' corresponds to a particular weak form of the PDE being solved. For each type of problem there can be more than one analysis (representing different ways to solve the same problem). A portion of the current analysis class hierarchy within Trellis is shown in Fig. 10 . The contents of some of the classes in this figure will be discussed further in Section 6. At the highest level of the Analysis class hierarchy (down to and including FEAnalysis in Fig.  10 ), the classes implement the overall strategy for what operations the analysis must perform. In Analysis itself this overall strategy is rather simple: Each derived class must then implement appropriate code to perform the given operations. For example, FEAnalaysis::setup() loops over the necessary mesh entities and, for each one, calls a virtual function (typically overridden in the next level down of derived class, e.g. HeatTransfer Analysis) to create the specific types of SystemContributor needed for that analysis. In this sense, the other main purpose of the analysis classes is to act as factory classes [23] that produce objects of a type specific to the problem being solved.
Overall the responsibilities of an Analysis class are to:
1. Create a DiscreteSystem of a type appropriate for the problem. 2. Interpret attributes associated with the geometric model and appropriately create StiffnessContributors, ForceContributors and EssentialBCs and add them to the DiscreteSystem. 3. Create a solver of the appropriate type, passing it the DiscreteSystem.
Algebraic System
The next step in the solution process is to set up and solve the linear algebra. The setting up of the linear algebra consists of transforming a DiscreteSystem into an AlgebraicSystem. This transformation is handled by an Assembler object. Each solution algorithm (for example, semi-discrete methods such as backward Euler or SIRK time integrators) must create an Assembler that knows how to create the specific algebraic equations that the solution algorithm needs. This Assembler is used by the algebraic system to construct or update its internal representation of the equations to be solved (Fig. 11 ). An Assembler maps the contributions of each StiffnessContributor and ForceContributor in a DiscreteSystem into the correct entries in the matrix A and vector b in an AlgebraicSystem. The easiest way to understand this is to consider a simple example of using Backward Euler to solve a first order system. In this case, the equation we are solving is
where each of the global matrices and vectors is the sum of the contributions of the individual system contributors M = ⌺M sc , K = ⌺K sc and f = ⌺f sc . When the Backward Euler algorithm is applied to Eq. (3), the resulting equation is of the form
If this equation is then mapped into Ax = b, we find that
and, of course, basically the same thing happens at the level of the individual system contributors.
In the solution process, what needs to be done is to form Eq. (4) from the contributions of the individual system contributors. It would be inefficient to first form a global M, K and f and then perform the algebra needed to form the final equation. A more efficient way to do this is to separately transform the individual contributions according to Eq. (5) and directly assemble them into the desired form. This is the task of the assembler.
Each type of operation that needs to form a global matrix or vector must use an assembler (either defining a new one or using an existing one). The base class Assembler provides the operations needed to do the actual assembly into a global system through its assemble() method (this method is only accessible to subclasses of Assembler). Each derived class must implement the operations that need to be carried out on the matrices returned by the ForceContributors and Stiffness contributors and then call the base classes assemble() method.
Two examples of Assembler subclasses are shown in Fig. 12 . One, the BackwardEulerAssembler, was discussed above. The other, the MatrixAssembler, just directly assembles the matrix contributions with no additional manipulations.
An assembler gets the contributions from the individual system contributors by being passed to a DiscreteSystem process() method. For all the appropriate system contributors contained in the DiscreteSystem, this method passes the assembler to the contributor's accept() method. The contributor then calculates what it is contributing to the system and passes the result (which is either an ElementMatrix or a ForceVector) to the assembler's accept() method. Due to the abstraction of the problem in terms of the system contributors and discrete system, all of the operations at this level are independent of the solution technique, formulation and any other details of how the computations at the element level are carried out.
Performing Finite Element Analysis within Trellis
All of the classes and structures described to this point are independent of the technique used to solve the PDE, whether it be finite element, finite volume, finite difference or other techniques. Admittedly, there is a bias in what has been presented in the Mesh and Field abstractions towards unstructured grid techniques, but it is possible to use other discretization techniques with the definition of their domain discretization classes. This independence from the solution technique is intentional, since one of the design goals of Trellis was to be able to support a variety of different techniques. This section describes how to use these tools to perform finite element analysis within Trellis. Reference 8 discusses a Partition of Unity implementation using Trellis, which was able to utilize many of the classes developed for finite element analysis due to their general nature.
As mentioned in Section 5.2, there is a class named FEAnalysis that is derived from Analysis which implements the common control structure for all finite element analyses. This class (which is only about 100 lines of code) implements some common functions such as looping over all the entities in the mesh that will produce system contributors, and calling a virtual function to create the appropriate type of contributor. In addition, there are routines to create and set up time integration routines, nonlinear and linear solvers. The first step in implementing a new analysis is to create a new class, derived from FEAnalysis, to handle the details of this setup that is specific to the analysis being performed.
Deriving a New Analysis Class and Auxiliary Classes
The main responsibility of the analysis class is to create system contributors of the appropriate type in response to the presence of attributes on the model. For example, in an elasticity analysis, the presence of an attribute that signifies a traction on a particular model face would require the construction of appropriate types of force contributors for the mesh faces classified on that model face. Thus, the analysis class is simply a factory class that creates the appropriate types of objects to perform the particular analysis.
In addition to the analysis class, there may be other classes and class hierarchies that would be advantageous to utilize, depending on the type of analysis. For example, in implementing a solid mechanics analysis it would be useful to have classes to represent material properties (and for nonlinear materials, material state). These types of classes have been implemented for each type of problem that has been implemented within Trellis, but given space limitations, they will not be discussed in the present paper.
Defining New System Contributors
Consider an example problem of static heat transfer. If we use a standard Galerkin derivation we end up with this form:
where ⍀ SC is the domain of a stiffness contributor, ⌫ FC is the domain of a force contributor on the portion of the boundary where fluxes are applied, is the temperature field, g is a function describing the variation of the applied fluxes, and k is the conductivity matrix. For this formulation there will need to be three classes defined. The one for the left-most term involves a coupling between degrees of freedom, and will thus be a stiffness contributor (we'll name this HeatTransferSC), the surface integral term becomes a force contributor (HeatFlux). In addition, there are boundary condition terms that will be constraints (TemperatureBC).
One way to do this would be to directly implement the calculations for each type of system contributor class using the functionality provided by the Interpolation classes, material property classes, numerical integration classes, etc. This gives a class structure as shown in Fig. 13 , where the new classes written are indicated with dotted lines.
However, since these types of calculations are very common, Trellis provides predefined classes for these and other common types of calculations so that little or no code must be written for these. For example, a force contributor of the form
where g is a function of space given by an attribute, u is some arbitrary tensor field, and ⌫ FC is the domain of the force contributor, is provided by the class AttributeForce2d. Thus, the analysis class simply must create an instance of this class to use this functionality.
Similarly, Trellis provides templates (in the conceptual and literal Cϩϩ sense) for common types of stiffness contributors. For example, one template provided is for a stiffness contributor of the form
where F (. . .) is some arbitrary operator on the interpolation, u, (e.g. ٌ (. . .)), and C(x ෂ ) is a constitutive relation that is implemented by an object of an appropriate type. To use this template, a class is defined that has the appropriate types defined for the template arguments and the template instantiated with that class. For the above template, it is quite simple to define both an elasticity formulation and a heat transfer formulation To use such a stiffness contributor, it is then just necessary to instantiate the template using the appropriate formulation as the template parameter. Typically, this is made cleaner in the rest of the code by defining a shorter name for the template using a typedef statement: Note that the formulation is defined in terms of arbitrary interpolations, thus it is valid for any type of interpolation. Currently, Trellis includes standard Lagrange shape functions and hierarchic p-version shape functions. The actual interpolation type is selected at runtime based on attribute information.
More complicated formulations than those presented here have been implemented using Trellis. Perhaps the most interesting to this point has been a mixed formulation for biphasic tissue analysis [24] . The implementation used to solve this problem is a mixed formulation involving different interpolations for displacement and pressure.
In this case, there was not an existing template to fit the form of the equation so a new one had to be developed which can later be reused if a similar problem arises. The derivation of a new template is more tedious than difficult and could easily be automated starting with the weak form expression given in a symbolic form [20] [21] [22] .
Closing Remarks
This paper has described an object-oriented framework (Trellis) for performing numerical simulations. The requirements to support both adaptivity and various types of analyses resulted in a design that employs a geometry-based problem description.
A number of different analyses have been implemented using Trellis, including static and transient heat transfer, linear and non-linear solid mechanics, and biphasic tissue analysis. The formulations are implemented at the level of the weak form of the PDEs to be solved, allowing a single implementation to use multiple types of discretization of the domain and different interpolations of the solutions.
Although the majority of efforts to-date have used finite element discretizations, Trellis has been designed to be general enough to implement other techniques. This flexibility has been demonstrated by implementing partition of unity methods within Trellis.
Current efforts are focused on implementing adaptive strategies within the framework.
