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Key Points: 17 
• Carbon isotopes, 14C and 13C, in atmospheric CO2 are changing in response to fossil fuel 18 
emissions and other human activities  19 
• Future simulations using different SSPs show continued changes in isotopic ratios that 20 
depend on fossil fuel emissions and, for 13C, BECCS 21 
• Applications using atmospheric 14C and 13C in studies of the carbon cycle or other fields 22 
will be affected by future changes  23 
  24 
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Abstract (up to 500 words) 25 
In this “Grand Challenges” paper, we review how the carbon isotopic composition of 26 
atmospheric CO2 has changed since the Industrial Revolution due to human activities and their 27 
influence on the natural carbon cycle and we provide new estimates of possible future changes 28 
for a range of scenarios. Emissions of CO2 from fossil fuel combustion and land use change 29 
reduce the ratio of 13C/12C in atmospheric CO2 (δ13CO2). This is because 12C is preferentially 30 
assimilated during photosynthesis and δ13C in plant-derived carbon in terrestrial ecosystems and 31 
fossil fuels is lower than atmospheric δ13CO2. Emissions of CO2 from fossil fuel combustion also 32 
reduce the ratio of 14C/C in atmospheric CO2 (Δ14CO2) because 14C is absent in million-year-old 33 
fossil fuels, which have been stored for much longer than the radioactive decay time of 14C.  34 
Atmospheric Δ14CO2 rapidly increased in the 1950s-60s because of 14C produced during nuclear 35 
bomb testing. The resulting trends in δ13C and Δ14C in atmospheric CO2 are influenced not only 36 
by these human emissions, but also by natural carbon exchanges that mix carbon between the 37 
atmosphere and ocean and terrestrial ecosystems.  This mixing caused Δ14CO2 to return towards 38 
preindustrial levels in the first few decades after the spike from nuclear testing. More recently, as 39 
the bomb 14C excess is now mostly well mixed with the decadally-overturning carbon reservoirs, 40 
fossil fuel emissions have become the main factor driving further decreases in atmospheric 41 
Δ14CO2.  For δ13CO2, in addition to exchanges between reservoirs, the extent to which 12C is 42 
preferentially assimilated during photosynthesis appears to have increased, slowing down the 43 
recent δ13CO2 trend slightly. A new compilation of ice core and flask δ13CO2 observations 44 
indicates that the decline in δ13CO2 since the preindustrial period is less than some prior 45 
estimates, which may have incorporated artifacts owing to offsets from different laboratories’ 46 
measurements.  47 
Atmospheric observations of δ13CO2 have been used to investigate carbon fluxes and the 48 
functioning of plants, and they are used for comparison with δ13C in other materials such as tree 49 
rings. Atmospheric observations of Δ14CO2 have been used to quantify the rate of air-sea gas 50 
exchange and ocean circulation, and the rate of net primary production and the turnover time of 51 
carbon in plant material and soils. Atmospheric observations of Δ14CO2 are also used for 52 
comparison with Δ14C in other materials in many fields such as archaeology, forensics and 53 
physiology. Another major application is the assessment of regional emissions of CO2 from 54 
fossil fuel combustion using Δ14CO2 observations and models.  55 
In the future, δ13CO2 and Δ14CO2 will continue to change. The sign and magnitude of the 56 
changes are mainly determined by global fossil fuel emissions. We present here simulations of 57 
future δ13CO2 and Δ14CO2 for six scenarios based on the shared socioeconomic pathways (SSPs) 58 
from the 6th Coupled Model Intercomparison Project (CMIP6). Applications using atmospheric 59 
δ13CO2 and Δ14CO2 observations in carbon cycle science and many other fields will be affected 60 
by these future changes. We recommend an increased effort toward making coordinated 61 
measurements of δ13C and Δ14C across the Earth System, and for further development of isotopic 62 
modelling and model-data analysis tools. 63 
 64 
1. Introduction 65 
Carbon isotopes are present in the atmosphere, ocean and terrestrial biosphere in ratios of 66 
approximately 99% 12C/C, 1% 13C/C and 1x10-12 14C/C. 12C and 13C are stable isotopes while 14C 67 
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is a radioactive isotope called radiocarbon. Radiocarbon is formed naturally in the upper 68 
atmosphere from cosmogenic radiation, which produces neutrons that react with atmospheric 69 
nitrogen. Because the isotopic composition of carbon is affected by physical, chemical and 70 
biological processes, these ratios are not constant and they vary across different carbon pools and 71 
over time and space. Precise measurements of small differences in these ratios, together with 72 
theoretical or empirical models of isotopic fractionation and mixing, enable the investigation of 73 
various aspects of the carbon cycle. Observing and analyzing the changes in carbon isotopic 74 
composition of atmospheric CO2 can help to understand the natural carbon cycle’s response to 75 
human activities. 76 
The notation δ13C refers to the deviation of the ratio 13C/12C in a sample from a standard ratio 77 
13C/12C, referred to as Vienna Pee Dee Belemnite (VPDB). Typical measurement precision is 78 
±0.01-0.03 ‰ for atmospheric CO2. The primary international reference material for δ13C is 79 
calcite (IAEA-603 and, formerly, NBS19). Calcite must be converted to CO2 to implement the 80 
VPDB scale at individual laboratories, which has been shown to result in significant laboratory 81 
offsets [WMO/IAEA, 2003]. Current activities to address measurement compatibility include the 82 
distribution of pure CO2 or CO2 in whole air reference materials [Brand et al., 2009; Wendeberg 83 
et al., 2013; WMO/IAEA, 2018], but achieving long-term compatibility of δ13C measurements in 84 
atmospheric CO2 made at different laboratories remains a challenge and laboratory offsets must 85 
be considered when compiling data (see Section 5).   86 
The notation used for 14C is Δ14C, which is similar to the definition of δ13C in that it refers to 87 
deviations from a standard ratio termed “Modern”. The notation Δ14C includes a correction for 88 
radioactive decay in samples of known age and a correction for mass-dependent fractionation, 89 
defined as Δ in Stuiver and Polach [1977]. Assuming that any process discriminating against 13C 90 
will discriminate approximately twice as strongly against 14C, measurements of δ13C in a sample 91 
can be used to correct for mass-dependent fractionation. This enables Δ14C to uncover effects 92 
that are unrelated to simple fractionation processes. Typical measurement precision is ±2-3 ‰ 93 
for atmospheric CO2. Reference material used for Δ14C measurements is typically oxalic acid 94 
[Stuiver, 1983] but whole air reference materials have also been used for atmospheric 95 
measurements [Graven et al., 2012b]. Whole air and CO2 have been used in intercomparisons 96 
between radiocarbon laboratories making atmospheric measurements and generally showed 97 
compatibility of 2 ‰ or better [Hammer et al., 2017; Miller et al., 2013], in addition to 98 
intercomparison activities using wood cellulose and other materials (e.g. [Scott et al., 2010]).  99 
In this paper, we review the observed changes in the 13C and 14C isotopic composition of 100 
atmospheric CO2 (δ13CO2 and Δ14CO2) over the Industrial Period and the processes driving these 101 
changes. We review key applications for atmospheric δ13CO2 and Δ14CO2 observations from the 102 
literature, with an emphasis on global or large-scale processes. Then we present new simulations 103 
of future changes in atmospheric δ13CO2 and Δ14CO2 corresponding to future emission scenarios 104 
through 2100. We discuss the impacts of these future changes on applications for atmospheric 105 
δ13CO2 and Δ14CO2 observations and make recommendations for observational and modelling 106 
activities for δ13C and Δ14C. 107 
 108 
2. The 14C and 13C Suess Effects  109 
The onset of the Industrial Revolution initiated extensive fossil fuel burning that introduced 110 
carbon previously stored in geological reservoirs into the atmosphere. Fossil fuels are completely 111 
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devoid of 14C because they have been stored in geological reservoirs for millions of years, much 112 
longer than the 14C half-life of 5700 years. This gives fossil fuels a Δ14C signature of -1000 ‰. 113 
For 13C, the carbon in fossil fuels has an isotopic signature (δ13C) that ranges from -44 to -19 ‰ 114 
[Andres et al., 2000]. The δ13C in fossil fuels is lower than the δ13C in atmospheric CO2 (-8.5 to -115 
4 ‰ from the present through the past 65 million years [Graven et al., 2017; Tipple et al., 2010]) 116 
because fossil fuel carbon originates from plant materials and the photosynthesis process 117 
discriminates against 13C. There are also geological processes causing further discrimination 118 
against 13C for some fossil fuels. There is no fractionation during combustion if combustion is 119 
complete, but carbonization can produce fractionation [Turney et al., 2006].  120 
As fossil fuels are slightly depleted in 13C and entirely depleted in 14C, the burning of fossil fuels 121 
increases 12CO2 at a faster relative rate than 13CO2 and 14CO2.  This dilution effect, which drives 122 
δ13C and Δ14C downwards, is termed “The Suess Effect.”  In 1955, Hans Suess published the 123 
first observations of 14C dilution using tree ring records of atmospheric CO2 [Suess, 1955]. The 124 
“Suess Effect” terminology was also later applied to 13C, as the dilution process is similar 125 
[Keeling, 1979]. Importantly, the decreases observed in atmospheric δ13CO2 and Δ14CO2 are 126 
governed not only by the amount of fossil fuels burnt, but also by other human activities and by 127 
natural carbon cycle exchanges and their response to changes in atmospheric composition and 128 
climate. 129 
Cement manufacturing also involves “fossil” carbon in that the source material is geological and 130 
therefore free of any 14C. The source material is carbonate rock, which has a δ13C of 131 
approximately 0 ‰. The amount of CO2 produced by cement manufacturing is only a few 132 
percent of the CO2 produced by fossil fuel burning. The global average δ13C for all fossil fuel 133 
combustion and cement production has been -28 to -24 ‰ [Andres et al., 2016]. It has shifted 134 
toward more negative values in recent years as the share of combustion from natural gas (δ13C ~ 135 
-44 ‰) increases while coal (δ13C ~ -24 ‰) decreases. 136 
Land use changes represent another influence on the carbon cycle from human activities. Land 137 
use can have various effects that could impact δ13CO2 and Δ14CO2: net transfer of carbon from 138 
the biosphere to the atmosphere (or vice versa), changes to the average 13C discrimination and its 139 
spatial pattern through changes in plant type such as the conversion of forest to pasture, and 140 
changes in the residence time of carbon in the biosphere. Overall, land use appears to have had 141 
small effects on global mean δ13CO2 and Δ14CO2 over the Industrial Period, in part because of 142 
responses of natural biospheric and ocean fluxes that compensate for land use effects on δ13CO2 143 
and Δ14CO2. However, land use effects could be important regionally and for some applications 144 
[Scholze et al., 2008].  145 
 146 
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 147 
Figure 1. Diagram of 13C in the global carbon cycle showing the pools interacting with 148 
atmospheric CO2 on the timescale of the Industrial Period. Typical ranges of δ13C are shown for 149 
each of the pools [Andres et al., 2000; Bowling et al., 2008; Graven et al., 2017; Olsen et al., 150 
2016]. Global average δ13CO2 was -8.4 ‰ in 2015 and -6.6 ‰ in 1850. Processes involving 151 
significant fractionation are shown in italics, processes without significant fractionation are 152 
shown in normal text.  153 
 154 
3. The Nuclear Bomb Effect for 14C 155 
In the 1950s and 1960s, nuclear weapons testing produced 14C in the atmosphere, strongly 156 
enriching 14C and counteracting the Suess Effect. This effect was termed the “Atom Bomb 157 
Effect” when first reported by Rafter and Fergusson [1957]; we refer to it as the “Nuclear Bomb 158 
Effect”. The process for 14C production was similar to the natural production of 14C in the 159 
atmosphere: neutrons produced by the hydrogen bomb explosions react with atmospheric 160 
nitrogen to produce 14C. Most of the nuclear explosions and 14C production took place in the 161 
Northern Hemisphere, and most tests and particularly the largest tests occurred shortly before the 162 
Partial Test Ban Treaty came into effect in 1963 [Naegler and Levin, 2006]. 163 
There is an ongoing production of 14C by the nuclear industry at nuclear power plants, with the 164 
14C production varying by type of reactor. The amount of 14C produced by the nuclear industry 165 
and released to the atmosphere is only about 10% of the natural production of 14C [Graven and 166 
Gruber, 2011] so the effects on Δ14CO2 are much smaller than the effects from the nuclear 167 
weapons testing, which, in contrast, exceeded the rate of natural production by 2 orders of 168 
magnitude [Naegler and Levin, 2006]. Nuclear power plant emissions ramped up between the 169 
1970s and 1990s as the nuclear industry expanded, but they appear to have recently started to fall 170 
[Zazzeri et al., 2018]. 171 
 172 
4. Natural Carbon Cycle Response to the Suess and Nuclear Bomb Effects 173 
By perturbing the isotopic composition of atmospheric CO2, the Suess and Nuclear Bomb Effects 174 
have also affected all the other carbon reservoirs in the ocean and on land that exchange with 175 
atmospheric CO2 on decadal to centennial timescales (Figures 1 and 2). These exchanges 176 
between the atmosphere and other carbon reservoirs have modulated the changes to atmospheric 177 
CO2, effectively mixing the anthropogenic emissions into a larger carbon pool that encompasses 178 
atmospheric CO2 and land and ocean carbon with residence times of about a century or less.  179 
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 180 
181 
Figure 2. Diagram of 14C in the global carbon cycle showing the pools interacting with 182 
atmospheric CO2 on the timescale of the Industrial Period. Typical ranges of Δ14C are shown for 183 
each of the pools. Global average Δ14CO2 was approximately 15 ‰ in 2018 and 0 ‰ in 1850, 184 
whereas Δ14CO2 in the troposphere was much higher in 1964-65, 600 to 1000 ‰ (Figure 3). In 185 
the shallow ocean, average Δ14C was approximately 5 ‰ in 2018 and -50 ‰ in 1850. Production 186 
of 14C occurs naturally through cosmic radiation, and anthropogenically through nuclear 187 
activities. All 14C undergoes radioactive decay with a half-life of 5700 years. 188 
 189 
On land, the CO2 taken up by photosynthesis carries the stable isotopic signature of atmospheric 190 
CO2, modified by fractionation during photosynthesis (Figure 1). Photosynthetic fractionation, 191 
also called discrimination, varies by plant type. Most trees are C3 plants that discriminate more 192 
than C4 plants like grasses, with the δ13C of the fixed carbon approximately 18 ‰ lower in C3 193 
and 4 ‰ lower in C4 plants than in atmospheric CO2. The CO2 returned to the atmosphere by 194 
respiration carries the isotopic signature of the organic material being respired, which can have a 195 
range of ages. Fractionation does not occur during respiration [Lin and Ehleringer, 1997], 196 
although there can be differences in δ13C between different plant and soil compounds or 197 
gradients within plants that can lead to variation in δ13C of respiration [Bowling et al., 2008].   198 
Similarly, the CO2 entering the ocean through air-sea exchange carries the stable isotopic 199 
signature of atmospheric CO2, modified by fractionation during gas transfer (Figure 2). The CO2 200 
exiting the ocean carries the isotopic signature of dissolved inorganic carbon (DIC) at the 201 
surface, modified by fractionation during gas transfer. Fractionation during gas transfer includes 202 
both kinetic and equilibrium effects [Zhang et al., 1995] and results in ocean DIC being 13C-203 
enriched compared to atmospheric δ13CO2. The δ13C of ocean waters are also influenced by 204 
marine ecosystems such that the net photosynthesis in the surface ocean and net respiration at 205 
depth cause δ13C to generally decrease with depth [Eide et al., 2017]. 206 
The gross fluxes to the atmosphere from the terrestrial biosphere and the ocean, and vice versa, 207 
also carry the radiocarbon signature of the respective pool. Because of the fractionation 208 
correction used in the Δ14C notation, the processes involving fractionation do not alter the Δ14C 209 
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signature of the carbon leaving one pool and entering another. Differences in the Δ14C signature 210 
of different pools are caused by natural or anthropogenic 14C production and by radioactive 211 
decay. Before the Suess and Nuclear Bomb effects, Δ14C in terrestrial and oceanic pools was 212 
lower than atmospheric Δ14C because of radioactive decay, depending on how long the carbon 213 
was isolated from the atmosphere.  The Δ14C in new leaves would be nearly the same as 214 
atmospheric Δ14C, whereas the Δ14C in the deep ocean or in aged soils would be much lower.  215 
The decline in atmospheric δ13CO2 since the Industrial Revolution has resulted in the CO2 taken 216 
up by photosynthesis being lighter than CO2 returned to the atmosphere by respiration. Similarly, 217 
the CO2 taken up by the ocean is lighter than the CO2 returned to the atmosphere. Therefore, the 218 
net land exchange and net ocean exchange are causing a net flux of 13C from the terrestrial 219 
biosphere to the atmosphere and from the ocean to the atmosphere that partly counteracts the 220 
decline in atmospheric δ13CO2. These are referred to as “disequilibrium fluxes.” In addition, the 221 
discrimination against 13C that occurs during photosynthesis may be increasing over time 222 
[Keeling et al., 2017; Schubert and Jahren, 2012], causing even less 13C to be removed by 223 
photosynthesis. Discrimination is increasing because of the impact of rising atmospheric CO2 224 
concentration on photorespiration and mesophyll processes. Individual plants and ecosystems 225 
may have also experienced changes in δ13C due to variation or trends in climate that influence 226 
the strength of 13C discrimination. Air-sea exchange of 13C is also influenced by ocean 227 
temperature, wind speed and biological productivity. Changes in these properties may have also 228 
caused small influences on the atmospheric δ13CO2 trend over the Industrial Period [Keeling et 229 
al., 2017]. 230 
The Suess Effect has a similar effect on 14C, such that decreases in atmospheric Δ14CO2 lead to 231 
net effluxes of 14C from the land biosphere and the ocean that partly counteract the decrease in 232 
atmospheric Δ14CO2 [Stuiver and Quay, 1981]. The nuclear weapons tests had the opposite 233 
effect. The Nuclear Bomb Effect caused the atmosphere to become highly enriched in 14C and 234 
land and ocean exchanges acted to remove 14C and decrease Δ14CO2 [Levin and Hesshaimer, 235 
2000]. Now that several decades have passed since the bomb testing ended, the land and ocean 236 
exchanges of 14C have become more complex. There are both positive and negative influences 237 
on Δ14CO2. Reservoirs where the carbon is stored for a matter of years quickly became more 238 
enriched in 14C following the atmosphere, but with a lag.  Now, as atmospheric Δ14C is falling, 239 
the Δ14C of these reservoirs is again falling behind the atmosphere trend.  These reservoirs, 240 
which include carbon in terrestrial vegetation and in the surface waters of subtropical ocean 241 
gyres, are now positive influences on Δ14CO2, releasing 14C back to the air [Graven et al., 2012c; 242 
Randerson et al., 2002a]. Reservoirs that exchange with the atmosphere on longer timescales, 243 
such as the carbon in the surface water of the Southern Ocean, remain lower in Δ14C and 244 
continue to be a negative influence on Δ14CO2 today [Graven et al., 2012c].  245 
In the simple diagrams in Figures 1 and 2, and in the simple carbon cycle model we present later, 246 
we have omitted the conduit of terrestrial carbon to the ocean via rivers, which comprises 0.4 to 247 
0.8 PgC/yr [Resplandy et al., 2018]. The impacts of rivers on atmospheric δ13CO2 and Δ14CO2 248 
are likely to be small overall, since the riverine flux is much smaller than the gross fluxes 249 
between atmospheric CO2 and the terrestrial biosphere and ocean, but the carbon in rivers will 250 
respond to atmospheric δ13CO2 and Δ14CO2 and changing environmental conditions that affect 251 
terrestrial and riverine carbon cycling. Radiocarbon measurements have revealed differences in 252 
the age of dissolved and particulate organic carbon in rivers that help to identify the source 253 
[Marwick et al., 2015]. There is also evidence that land use has altered the age of the terrestrial 254 
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carbon exported to the ocean, where deforestation increases the transport of aged soil organic 255 
carbon in rivers and its subsequent remineralization [Drake et al., 2019].  256 
 257 
5. Atmospheric Changes over the Industrial Period  258 
The changes in atmospheric δ13CO2 and Δ14CO2 over the Industrial Period have been quantified 259 
using a combination of direct sampling of the atmosphere and records of atmospheric 260 
composition from tree rings, ice cores and firn. Regular observations of δ13CO2 and Δ14CO2 have 261 
been made by direct measurements of air samples since the 1970s for δ13CO2 [Allison and 262 
Francey, 2007; Keeling et al., 2005; Vaughn et al., 2010], and the 1950s for Δ14CO2 [Levin et al., 263 
2010; Turnbull et al., 2016]. Records of δ13CO2 and Δ14CO2 prior to direct measurements have 264 
been constructed using measurements of air in ice cores and firn for δ13CO2 [Rubino et al., 2013] 265 
and tree ring cellulose and other materials for Δ14CO2 [Hogg et al., 2013; Reimer et al., 2013].  266 
Recently, various records have been compiled and harmonized to provide a consistent record of 267 
global δ13CO2 and Δ14CO2 changes over the Industrial Period, 1850-2015 [Graven et al., 2017] 268 
(Figure 3). These compiled records provide annual averages for global δ13CO2 and for Δ14CO2 in 269 
three zonal bands.  270 
From 1850 to 2015 atmospheric δ13CO2 decreased by 1.8 ‰, with 1.5% of this drop occurring 271 
since 1950 (Figure 3) [Graven et al., 2017; Rubino et al., 2013]. The Graven et al. [2017] 272 
compilation shows a smaller change in δ13CO2 over the Industrial Period, 1850 to 2015, than in 273 
previous estimates. Measurements of δ13CO2 reported by Bauska et al. [2015] and Friedli et al. 274 
[1986] between 1850 and 1950 are approximately 0.05 ‰ and 0.12 ‰ higher, respectively, than 275 
in Graven et al. [2017] so that when combined with recent flask data the change since 1850 276 
appears larger. The difference arises from the methods of to convert calcite 13C standards into 277 
CO2 and implement the VPDB scale at individual laboratories [Brand et al., 2009]. Laboratory 278 
offsets can be larger than 0.1 ‰, much larger than the compatibility goal of ±0.01 ‰ 279 
[WMO/IAEA, 2003; 2018]. We expect the data reported by Graven et al. [2017] to be the most 280 
robust estimate available of the δ13CO2 change since 1850 because they ensured that the data 281 
from both periods was from the same laboratory (CSIRO), while also incorporating recent flask 282 
data from other laboratories by quantifying laboratory offsets. Ongoing activities to distribute 283 
reference materials of pure CO2 or CO2 in whole air show promise for improving measurement 284 
compatibility [Wendeberg et al., 2013; WMO/IAEA, 2018] 285 
Atmospheric Δ14CO2 decreased by approximately 20 ‰ between 1850 and 1950 as a result of 286 
fossil fuel emissions after the Industrial Revolution [Suess, 1955] (Figure 3). Then Δ14CO2 rose 287 
rapidly from the mid-1950s until the mid-1960s during the period of intense nuclear weapons 288 
testing [Rafter and Fergusson, 1957]. Tropospheric Δ14CO2 reached its highest level in 1964-65, 289 
which was 835 ‰ in the Northern Hemisphere annual average (Figure 3). After the peak in 290 
1964-65, Δ14CO2 decreased at a nearly exponential rate as the “bomb 14C” mixed into the ocean 291 
and terrestrial biosphere. Initially, large gradients were observed between the Northern and 292 
Southern Hemispheres because most of the bomb tests occurred in the Northern Hemisphere 293 
(Figure 3) [Nydal and Lövseth, 1983]. The large interhemispheric gradients in the atmosphere 294 
weakened after a few years through atmospheric mixing. Since the 1990s the decrease of Δ14CO2 295 
has been almost linear at about 5 ‰ yr-1, now driven primarily by fossil fuel emissions [Graven 296 
et al., 2012b; Levin et al., 2010]. The interhemispheric gradient has switched sign: now Δ14CO2 297 
in the Northern Hemisphere is about 5 ‰ lower than in the Southern Hemisphere. Both the 298 
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Δ14CO2 trend and the interhemispheric gradient are weaker than expected from fossil fuel 299 
emissions alone because of the combined influence on Δ14CO2 from carbon exchanges with the 300 
ocean and land biosphere, and by natural 14C production and 14C emissions from nuclear power 301 
plants.   302 
 303 
 304 
Figure 3: Compiled historical datasets for Δ14CO2 (top) and δ13CO2 (bottom) from Graven et al. 305 
[2017]. Annual mean values of Δ14C are provided for three zonal bands representing the 306 
Northern Hemisphere (30°N-90°N), the Tropics (30°S-30°N) and the Southern Hemisphere 307 
(30°S-90°S). Annual mean, global mean values are provided for δ13C.  308 
 309 
How would atmospheric Δ14CO2 have evolved in response to the Suess Effect, if there had been 310 
no bomb tests? And how would the Nuclear Bomb Effect have evolved in the absence of fossil 311 
fuel emissions? To demonstrate the different effects of fossil fuel emissions and nuclear weapons 312 
testing on Δ14CO2, we conducted simulations with a simple carbon cycle model under two 313 
hypothetical scenarios. One is a scenario with nuclear weapons testing, but without fossil fuel 314 
emissions. The other scenario includes fossil fuel emissions, but no nuclear weapons testing. 315 
Details of the simulations are given in SM1. 316 
Under the scenario without fossil fuel emissions, global atmospheric Δ14CO2 peaks at a higher 317 
level of 790 ‰ (compared to the observed value in the tropics in 1965 of approximately 700 ‰) 318 
because, in this case, the bomb-derived 14C is mixed into a lower concentration of atmospheric 319 
CO2. After the peak in Δ14CO2, it exponentially declines in a similar way to that observed until 320 
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around 1990. Then, the simulated Δ14CO2 decline slows, whereas the observed Δ14CO2 decline 321 
continues at a nearly steady rate after 1990. This divergence of the simulated and observed 322 
Δ14CO2 shows how the importance of the Suess Effect has strengthened in the past few 323 
decades[Graven et al., 2012b; Levin et al., 2010]. Without fossil fuel emissions, Δ14CO2 would 324 
have been about 150 ‰ higher than observed in 2015. 325 
Under the scenario without nuclear weapons testing, atmospheric Δ14CO2 decreases throughout 326 
the period 1850 to 2015, reaching -130 ‰ in 2015. Without the addition of 14C from the weapons 327 
tests, the Suess Effect would have reduced Δ14CO2 substantially below preindustrial levels by 328 
now.  329 
 330 
 331 
Figure 4: Observed Δ14CO2 and simulated Δ14CO2 for scenarios without nuclear weapons tests 332 
(“No Bombs”) or without fossil fuel burning (“No Fossil”).   333 
 334 
6. Applications of Atmospheric 13CO2 Measurements 335 
Observations of atmospheric δ13CO2 have been used in many applications to investigate carbon 336 
fluxes and the functioning of plants. A major application has been the so-called “double 337 
deconvolution” on historical CO2 and δ13CO2 data to partition CO2 uptake by the ocean vs the 338 
terrestrial biosphere [Keeling et al., 1989]. These studies use mass balance equations and model 339 
simulations that account for fractionation and changing disequilibrium fluxes. The double 340 
deconvolution method has been used with direct atmospheric measurements to attribute 341 
interannual variations in CO2 growth rate to land and ocean sources, concluding that El Niño 342 
events are associated with an anomalous terrestrial source of CO2 [Keeling et al., 1995]. The 343 
double deconvolution method has also been used with ice core and firn data to investigate 344 
centennial- to millennial-scale variations associated with climate variability, indicating the 345 
terrestrial response to temperature is generally stronger than the ocean’s response [Trudinger et 346 
al., 1999]. The double deconvolution suggested that the low CO2 growth rate in the 1940s was 347 
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driven by the ocean [Trudinger et al., 2002], although this conclusion remains controversial 348 
[Bastos et al., 2016; Rafelski et al., 2009]. 349 
Atmospheric inversions have been used to estimate spatially-resolved fluxes of carbon and 13C 350 
based on atmospheric data and models. These operate similarly to the double deconvolution. The 351 
first study employed a two-dimensional atmospheric model and helped to identify the “missing 352 
sink” of carbon in the land biosphere and particularly in the Northern Hemisphere [Ciais et al., 353 
1995]. Subsequent three-dimensional studies indicated that land and ocean CO2 sinks were 354 
comparable in magnitude, and that CO2 uptake increased in the Northern Hemisphere after the 355 
Pinatubo eruption in 1991, in addition to the interannual variability related to El Niño [Enting et 356 
al., 1995; Rayner et al., 1999]. A shortcoming of these studies was that variability in plant 13C 357 
discrimination was not considered. In reality, plant 13C discrimination and CO2 uptake are 358 
expected to be correlated, for example, because drought will reduce both productivity and 359 
discrimination as plants close their stomata to minimize water loss [Randerson et al., 2002b]. 360 
Expanding the methodology to estimate discrimination as part of the inversion, Peters et al. 361 
[2018] estimated variations in water use efficiency on continental scales and showed that global 362 
models underestimated the drought response of plants. 363 
The potential for long term trends in plant discrimination had also been neglected in global 364 
studies using the double deconvolution. Using historical δ13CO2 data with a simple carbon cycle 365 
model, Keeling et al. [2017] found that 13C discrimination is likely to have strengthened by 0.7 366 
‰ between 1975 and 2005, which is consistent with a dependence on CO2 concentration that has 367 
been found in laboratory and paleo studies and attributed to mesophyll and photorespiration 368 
effects [Schubert and Jahren, 2012]. Keeling et al. [2017] further argue that the past double 369 
deconvolution studies have neglected a mechanistic link between land and ocean isotopic fluxes 370 
that means long-term δ13CO2 data actually do not provide a strong constraint on land and ocean 371 
CO2 sinks. For example, changing the ocean diffusivity in a simple model changes the ocean 372 
CO2 uptake and 13C flux, but it creates compensating changes in the 13C flux to the land via the 373 
residual CO2 flux needed to maintain mass balance. Therefore, ocean diffusivity (which governs 374 
ocean CO2 uptake) does not have a strong influence on the long-term δ13CO2 trend.  375 
Atmospheric δ13CO2 measurements are commonly used to investigate terrestrial biosphere 376 
activity on local or regional scales by estimating isotopic signatures of photosynthesis or 377 
respiration using the “Keeling Plot” approach. The “Keeling Plot” [Keeling, 1958], or alternative 378 
formulations such as the “Miller-Tans Plot” [Miller and Tans, 2003], quantifies the isotopic 379 
signature of a CO2 source or sink by manipulating the CO2 and 13CO2 mass balance equations so 380 
that the isotopic signature is given by the intercept or slope of a regression fit. These studies have 381 
revealed a strong link between isotopic fluxes and water availability [Pataki et al., 2003]. They 382 
have helped to explain the driving factors of water use efficiency by plants, a metric for the 383 
amount of productivity per unit water loss, and how these factors affect spatial and temporal 384 
patterns of water use efficiency [Bowling et al., 2002]. These studies typically sample air in 385 
flasks that are subsequently analyzed for δ13CO2 by mass spectrometry in the laboratory, but now 386 
optical instruments that measure 13CO2 are increasingly used in the field. These instruments have 387 
also enabled eddy covariance measurements of 13CO2 fluxes, uncovering the suppression of 388 
daytime respiration [Wehr et al., 2016]. 389 
Other studies have measured δ13CO2 in urban areas to investigate fossil fuel emissions. In 390 
combination with other tracers such as Δ14CO2 or δ18O of CO2, δ13CO2 measurements have been 391 
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useful for determining the proportion of natural gas vs petroleum contributions to fossil fuel CO2 392 
emissions in urban areas [Newman et al., 2016; Pataki et al., 2007]. 393 
Measurements of atmospheric δ13CO2 are also critical to other studies that do not interpret the 394 
measurements directly but rather use them for comparison with δ13C measured in other materials. 395 
In terrestrial ecology, atmospheric δ13CO2 is compared to δ13C in tree rings or leaves to 396 
investigate spatial patterns and temporal variation in the internal leaf CO2 concentration and 397 
thereby, the response of plant productivity to climate, atmospheric CO2 and other variables 398 
[Frank et al., 2015; Wang et al., 2017]. Measurements of δ13C in dissolved inorganic carbon in 399 
the ocean have been compared with atmospheric δ13CO2 to estimate anthropogenic CO2 uptake 400 
[Gruber and Keeling, 2001; Quay et al., 2003]. Comparisons with atmospheric δ13CO2 are also 401 
used in ecological studies of the diet, trophic structure, physiology and local environment of 402 
animals [DeNiro and Epstein, 1978]. 403 
 404 
7. Applications of Atmospheric 14CO2 Measurements 405 
Observations of atmospheric Δ14CO2 have been used in many applications to investigate the 406 
global carbon cycle [Levin and Hesshaimer, 2000]. Suess [1955]’s measurement of industrial-era 407 
Δ14CO2 via tree ring records comprised some of the first evidence of the strong impact of fossil 408 
fuel burning on atmospheric CO2, predating the start of C.D. Keeling’s long-term CO2 409 
concentration measurements [Keeling, 1960]. The first direct measurements of atmospheric 410 
Δ14CO2 were made around the same time as the nuclear weapons tests, revealing large spatial 411 
gradients caused by the location of the nuclear tests. These observations were used to investigate 412 
atmospheric mixing and showed that the interhemispheric exchange time in the troposphere is 413 
about one year, and the mixing between the stratosphere and troposphere has a seasonal variation 414 
[Lal and Rama, 1966; Nydal, 1966]. 415 
Other studies have investigated ocean or terrestrial biosphere CO2 fluxes using Δ14CO2 416 
measurements. By using Δ14CO2 measurements and carbon cycle models to construct an 417 
inventory of bomb-derived 14C in each of the main carbon reservoirs, Hesshaimer et al. [1994] 418 
showed that previous estimates of the ocean 14C inventory [Broecker et al., 1985] had been too 419 
high. This implied that the depth to which bomb-derived 14C had penetrated into the ocean and 420 
the amount of CO2 that had been taken up were also overestimated. Several other studies have 421 
used oceanic measurements of Δ14C in dissolved inorganic carbon to estimate the air-sea gas 422 
exchange velocity [Naegler et al., 2006; Sweeney et al., 2007; Wanninkhof, 2014]. Changes in 423 
ocean circulation that impact the air-sea exchange of 14C have been inferred from Δ14CO2 424 
measured on timescales of interannual, El Niño events [Rozanski et al., 1995] and timescales of 425 
decades to centuries [Rodgers et al., 2011]. The magnitude of net primary production in the 426 
terrestrial biosphere has also been estimated [Naegler and Levin, 2009] using Δ14CO2 427 
measurements and carbon cycle models to construct an inventory of bomb-derived 14C, in a 428 
similar approach to Hesshaimer et al. [1994]. A few studies have also considered the effect of 429 
biospheric carbon fluxes on atmospheric Δ14CO2 measurements. Signatures of elevated Δ14C in 430 
respiration were postulated for seasonal cycles of Δ14CO2 in North America [LaFranchi et al., 431 
2016] and for the large scale meridional gradients of Δ14CO2 [Levin and Hesshaimer, 2000]. 432 
A major and growing application for atmospheric Δ14CO2 measurements is the calculation of 433 
local CO2 added by fossil fuel combustion (ffCO2). Evidence for a regional Suess Effect had 434 
already appeared in comparisons of tree ring data [Tans et al., 1979]. Then, I. Levin developed 435 
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the methodology for the calculation of ffCO2 with atmospheric observations in Europe in the 436 
1980s [Levin et al., 1989]. The method attributes regional gradients in Δ14CO2 to fossil fuel 437 
emissions, while accounting for other regional influences on  Δ14CO2 from heterotrophic 438 
respiration and nuclear power plants (β) [Turnbull et al., 2006]: 439 
ffCO2 = Cm
∆bg−∆m
∆bg+1000‰
+ β     (1) 440 
Here Cm is the measured CO2 concentration, Δm is the measured Δ14CO2 and Δbg is the Δ14CO2 441 
at a “background” site that is upwind of the region of interest. β represents a correction for non-442 
fossil fuel influences on Δ14CO2, which could include heterotrophic respiration or 14C emissions 443 
from nuclear power plants. I. Levin and colleagues have measured Δ14CO2 in the city of 444 
Heidelberg since 1986, comparing it to measurements from Jungfraujoch in the Swiss Alps to 445 
calculate ffCO2 [Levin et al., 2003; Levin et al., 2011]. Their measurements have shown little 446 
change in the ffCO2 present in Heidelberg, similar to reported trends in local emissions. 447 
Observing system simulation experiments have demonstrated that Δ14CO2 measurements have a 448 
strong potential for improving atmospheric observation-based estimates of not only regional 449 
fossil fuel emissions but also biospheric fluxes [Basu et al., 2016; Fischer et al., 2017]. In the 450 
state of California, USA, measurements of Δ14CO2 from a network of towers were combined 451 
with a regional atmospheric transport model in an atmospheric inversion to estimate fossil fuel 452 
emissions, finding that reported emissions were consistent with Δ14CO2 observations [Graven et 453 
al., 2018]. In an atmospheric inversion applied to Δ14CO2 measurements across North America, 454 
estimated emissions for the entire USA were consistent with those officially reported but 455 
significantly higher than some other commonly used fossil fuel emissions data products [Basu et 456 
al., 2020]. Some other studies have combined Δ14CO2 measurements with CO, a combustion 457 
product that can be measured continuously [Turnbull et al., 2015; Vogel et al., 2010]. However, 458 
other than the measurements from Heidelberg and some regional campaigns, the method has yet 459 
to be systematically implemented for the evaluation of regional ffCO2 emissions.  460 
Applications making use of Δ14CO2 measurements for comparison with Δ14C in other materials 461 
are much more numerous than for δ13CO2, and they span a broad range of fields including 462 
archaeology, physiology and forensics [Bronk Ramsey, 2008; Geyh, 2001; Spalding et al., 2005]. 463 
Within carbon cycle science, Δ14C measurements are widely used in ecology and soil science to 464 
determine the residence time of carbon in different compound classes [Trumbore, 2000].  465 
Some applications combine δ13C and Δ14C to draw more powerful inferences from the 466 
combination that was possible with either alone. For example, Keeling et al. [2017] showed that 467 
atmospheric δ13CO2 trends could not be matched by a carbon cycle model constrained by 468 
radiocarbon data, unless changes in 13C discrimination during photosynthesis were included in 469 
the model. Krakauer et al. [2006] analyzed spatial patterns in both atmospheric Δ14CO2 and 470 
δ13CO2 to investigate the air-sea gas exchange velocity. 471 
 472 
8. Projected Future Changes in δ13CO2 and Δ14CO2  473 
In the future, atmospheric δ13CO2 and Δ14CO2 will continue to evolve in response to the fossil 474 
fuel emissions and other human activities, and the carbon cycle responses to them. Future 475 
simulations of  Δ14CO2 were first presented by Caldeira et al. [1998] for the IS92a “business-as-476 
usual” emission scenario from the 1st IPCC Assessment Report. They showed that increasing 477 
fossil fuel emissions cause Δ14CO2 to decrease to lower than -150 ‰ in 2100. While Δ14CO2 478 
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decreases strongly, the number of atoms of 14C in the atmosphere actually increases due to a 479 
large efflux of 14C from the ocean to the atmosphere in response to the changing air-sea 480 
disequilibrium. Graven [2015] ran similar simulations using the Representative Concentration 481 
Pathways from the 5th IPCC Report considering not just business-as-usual but a range of future 482 
scenarios [Meinshausen et al., 2011]. She found a range of possible paths for Δ14CO2 through 483 
this century, with the high fossil fuel emission scenario dropping to less than -230 ‰ in 2100 but 484 
a mitigation scenario in line with limiting global warming below 2°C dropping to about -20 ‰ in 485 
the 2030s and then remaining nearly steady. She made important inferences about the impacts of 486 
these different scenarios. The high fossil fuel emission scenario creates ambiguity in the use of 487 
radiocarbon dating because at some point during the century “new” materials would have the 488 
same radiocarbon age as materials that are up to two thousand years old, with impacts on 489 
archaeology and forgery detection. In contrast, scenarios where Δ14CO2 stops decreasing imply 490 
that applications in ecology, forensics and physiology that make use of the Δ14CO2 trend as a 491 
shorter-term clock would no longer be viable.     492 
The first simulations of future δ13CO2 were presented by Köhler [2016] using the Representative 493 
Concentration Pathways. They showed continued declines in δ13CO2 as fossil fuel emissions 494 
grow in high emission scenarios, but reversals of δ13CO2 trends for low emission scenarios. 495 
There was a range of about 5 ‰ between the high fossil fuel emission and mitigation scenarios 496 
in 2100, with the most stringent mitigation scenario reaching a minimum around mid-century 497 
and then increasing by several per mil.  498 
The future scenarios being considered for the 6th IPCC Report by the Coupled Model 499 
Intercomparison Project (CMIP) are now based on a set of five narratives, called the Shared 500 
Socioeconomic Pathways (SSPs) [O’Neill et al., 2014]. Scenarios ranging from worlds without 501 
climate action to very stringent mitigation scenarios in line with limiting global warming to 502 
1.5°C have been explored for each of these narratives [Riahi et al., 2017; Rogelj et al., 2018]. 503 
Finally, a selection of SSP-based scenarios have been identified as the main scenarios to be 504 
examined in CMIP6 [O'Neill et al., 2016]. The atmospheric CO2 concentration, fossil fuel 505 
emissions and land use emissions for six of the key SSP-based scenarios are shown in Fig 5 506 
[Hoesly et al., 2018; Meinshausen et al., 2017]. These pathways employ varying amounts of 507 
“negative emissions” from deliberate CO2 removal and the net fossil fuel emissions including 508 
negative emissions are also shown in Fig 5. These SSP-based scenarios span a larger range of 509 
possible future pathways than the RCPs, including a lower emission pathway consistent with a 510 
maximum end-of-century warming of 1.5°C (SSP1-1.9) as well as a very high emission pathway 511 
without controls on greenhouse gas emissions (SSP5-8.5). There is also an “overshoot” scenario 512 
where atmospheric CO2 concentration rises until mid-century and then decreases rapidly as a 513 
result of strong and targeted CO2 removal activities (SSP5-3.4os). The process for deliberate 514 
CO2 removal included in the SSP scenarios is Bioenergy with Carbon Capture and Storage 515 
(BECCS). In this way, the CO2 removal is mediated by an initial uptake into the terrestrial 516 
biosphere, which has implications for atmospheric δ13CO2 [Köhler, 2016]. BECCS acts like an 517 
“anti-Suess Effect”, enriching atmospheric δ13CO2 by preferentially removing 12C through 518 
photosynthesis and burial of biofuel-derived CO2. 519 
Our simulations of future atmospheric δ13CO2 and Δ14CO2 consider the change in atmospheric 520 
CO2 concentration, fossil fuel emissions, land use emissions and BECCS, as well as the response 521 
of the carbon cycle to these changes (Figure 5). In addition, future changes in 13C discrimination 522 
by land plants are included as a function of atmospheric CO2 concentration following Schubert 523 
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and Jahren [2015], and changes in air-sea fractionation factors are included as a function of sea 524 
surface temperature and dissolved carbonate concentration [Orr et al., 2017]. Future changes to 525 
the δ13C in fossil fuel emissions were not included because there was not enough information 526 
provided with the SSP-based scenarios to estimate them. Further details of the future simulations 527 
are given in SM2. 528 
 529 
 530 
Figure 5: (a) Atmospheric CO2, (b) fossil fuel emissions, (c) land use emissions, (d) 13C 531 
discrimination, (e) CO2 removal by BECCS and (f) global mean sea surface temperature (SST) 532 
used in the future simulations. In (b) the gross fossil fuel emissions are shown with solid lines 533 
while dashed lines show net emissions accounting for BECCS. Historical data are shown in 534 
black until 2015, then the six SSP-based scenario projections are shown for 2015-2100.  535 
 536 
The simulations show that atmospheric Δ14CO2 drops below 0 ‰ within the next few years in all 537 
scenarios (Fig. 6). In the lowest emission scenario, SSP1-1.9, where net fossil fuel emissions 538 
reach zero around 2050 (Fig. 5), Δ14CO2 stays around 0 ‰ for about ten years and then increases 539 
again, remaining at about 10-12 ‰ for the second half of the century. In this scenario, the effect 540 
of a small amount of continued fossil fuel emissions is roughly balanced by other 14C fluxes. The 541 
less ambitious mitigation scenario SSP1-2.6 reaches a minimum of -38 ‰ in the 2050s and then 542 
rebounds slightly. The simulated Δ14CO2 for SSP1-2.6 is approximately 20 ‰ lower than the 543 
simulated Δ14CO2 for RCP2.6 in Graven [2015] due to the different structure of the model 544 
biosphere, the different criteria for selecting model parameters, and differences between 545 
emissions in SSP1-2.6 and RCP2.6 (see SM2).  546 
The scenarios SSP2-4.5, SSP3-7.0 and SSP5-8.5 include the least mitigation of emissions and 547 
simulated Δ14CO2 declines steadily until late in the century. Atmospheric Δ14CO2 reaches -105 548 
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‰, -209 ‰ and -290 ‰ for SSP2-4.5, SSP3-7.0 and SSP5-8.5, respectively. SSP2-4.5 and 549 
SSP3-7.0 are comparable to RCP4.5 and RCP8.5, which were simulated to reach -80 and -254 ‰ 550 
by Graven [2015]. In this case the differences in the model structure, calibration and scenario 551 
cause Δ14CO2 to be 25 ‰ lower or 40 ‰ higher Δ14CO2 in 2100. The scenario SSP5-8.5 has 552 
stronger emissions than any of the RCPs and therefore a more negative Δ14CO2 in 2100. 553 
In the overshoot scenario SSP5-3.4os, Δ14CO2 is simulated to rebound quickly after 2050 due to 554 
the reduction in fossil fuel emissions and the rapid implementation of BECCS. The input of 555 
fossil carbon is rapidly reduced and the removal of lower-Δ14C carbon, relative to the carbon in 556 
the shallow ocean and terrestrial biosphere, leads to a net efflux of 14C back to the atmosphere 557 
that increases Δ14CO2.  558 
 559 
 560 
Figure 6: Observed Δ14CO2 and δ13CO2 for 1940 to 2015 and simulated Δ14CO2 and δ13CO2 for 561 
2015 to 2100 for the six SSP-based CMIP6 ScenarioMIP scenarios. Colored lines show the mid-562 
range values across the 32 sets of parameters used in the simulations. The right axis in the top 563 
panel shows the conventional radiocarbon age of a carbon-containing specimen with the same 564 
radiocarbon content, calculated by 8033 * ln (Δ14C/1,000 + 1).  565 
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 566 
Simulated δ13CO2 declines to approximately -8.7 ‰ in 2025 in all SSP-based scenarios and then 567 
diverges. All scenarios that we explored that reach a peak and then reduce fossil fuel emissions 568 
(all but SSP3-7.0 and SSP5-8.5) show an inflection in δ13CO2 that is more pronounced than for 569 
Δ14CO2. In SSP1-1.9, δ13CO2 is approximately -7 ‰ in 2100, about the same as it was in 1940. 570 
SSP1-2.6 and SSP5-3.4os both have δ13CO2 of approximately -7.5 ‰ in 2100, after a stronger 571 
decline and reversal in SSP5-3.4os compared to SSP1-2.6. SSP2-4.5 reaches a minimum of -9.4 572 
‰ in 2070, then returns to -9 ‰ by 2100. SSP3-7.0 and SSP5-8.5 decrease through the century 573 
and reach -11.4 ‰ and -12.8 ‰, respectively, in 2100.  574 
In Figure 7, we show the individual contributions to the trends in δ13CO2 and Δ14CO2 for SSP1-575 
2.6, SSP5-3.4os and SSP5-8.5. The contributions for SSP1-1.9, SSP2-4.5 and SSP3-7.0 are 576 
shown in Figure S1. Over the recent past, 2000-2015, the negative influence of the ocean 577 
weakens from about -5 ‰ yr-1 to zero while the negative influence of fossil fuel emissions 578 
strengthens slightly. Positive influences from biospheric exchange and from 14C production by 579 
natural cosmogenic radiation and by nuclear power plants have relatively constant positive 580 
influences of 3-4 ‰ yr-1 over 2000-2015. Trend contributions of similar magnitudes were found 581 
in the early 2000s by Levin et al. [2010] and Graven et al. [2012b].  582 
 583 
 584 
Figure 7: Simulated trend components for Δ14CO2 (top row) and δ13CO2 (bottom row) for SSP1-585 
2.6, SSP5-3.4os and SSP5-8.5. Other SSP-based scenarios are shown in Figure S1. Colored lines 586 
show the mid-range values across the 32 sets of parameters used in the simulations. BECCS and 587 
land use contributions are uniformly near zero for Δ14CO2. 588 
 589 
After 2015 the SSP scenarios diverge. The fossil fuel influence weakens in SSP1-2.6, followed 590 
by an inflection in the oceanic and biospheric contributions, which turn negative around mid-591 
century. After this point, the positive influence of 14C production is approximately balanced by 592 
the other influences and Δ14CO2 remains around -30 ‰ (Figure 6). In these simulations, nuclear 593 
power plant 14C emissions are assumed to stay constant at 2008 values throughout 2100. In 594 
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reality, these emissions could increase or decrease, depending on the future changes in the 595 
nuclear industry. However, nuclear power plant 14C emissions are only about 10% of natural 14C 596 
production so their changes are unlikely to have a large impact on these simulations. Even 597 
though natural and nuclear power plant 14C production is constant in the future simulations, its 598 
contribution to the Δ14CO2 trend varies over time and across different simulations because it 599 
depends on the CO2 concentration in the atmosphere. BECCS and land use have essentially no 600 
effect on Δ14CO2 in SSP1-2.6 or in any other SSP-based scenario assessed here. 601 
For SSP5-3.4os and SSP5-8.5, the negative influence of fossil fuel emissions strengthens until 602 
2040 (SSP5-3.4os) or 2060 (SSP5-8.5). Over this time, the overall trend in Δ14CO2 remains 603 
approximately steady at -4 ‰ yr-1, which results from the change in oceanic influence 604 
counteracting the strengthening in fossil fuel influence. Other influences remain steady. In 2040, 605 
SSP5-3.4os begins a rapid reduction in fossil fuel emissions (Figure 5). About ten years later, 606 
Δ14CO2 starts to increase. The rapid weakening of the fossil fuel influence on Δ14CO2 leads to a 607 
net positive trend in Δ14CO2 starting in the 2050s. This suggests that a rapid decarbonization of 608 
the energy system could lead to the first increase in Δ14CO2 since the “bomb peak” in 1964-65. 609 
In contrast, the decreasing trend in SSP5-8.5 remains remarkably steady before weakening in the 610 
last few decades of the century. In this scenario, the positive influence of ocean exchange 611 
becomes twice as strong as the positive influence of 14C production. The strong positive 612 
influence from the ocean is a major reversal from the preindustrial period when the ocean was 613 
the main negative influence counteracting natural 14C production, and from the 20th century 614 
period when the ocean was the main sink for bomb 14C.  615 
In all scenarios, the biospheric influence responds to the change in the atmospheric trend that 616 
governs the biospheric disequilibrium. For example, as the Δ14CO2 trend slows, the biospheric 617 
disequilibrium weakens because Δ14C of previously assimilated carbon is more similar to present 618 
Δ14CO2. Sign changes in the Δ14CO2 trend lead to sign changes in the biospheric diequilibrium 619 
and influence on the Δ14CO2 trend. The effect is modulated by the turnover time of carbon in the 620 
biosphere, between 36 and 56 years (Text SM2, [Naegler and Levin, 2009]). The oceanic 621 
influence responds to changes in the Δ14CO2 trend with a longer effective turnover time and with 622 
exchanges between many vertical boxes.For δ13CO2, the positive biospheric and oceanic 623 
contributions to the trend nearly balance the negative fossil fuel contribution over 2000-2015. 624 
The negative influence from land use is much smaller and similar to the overall trend. In SSP1-625 
2.6 fossil fuel emissions peak and slowly weaken after 2015, leading to a weaker negative trend 626 
in δ13CO2. Interestingly, the fossil fuel emissions in 2030 are not much smaller than 2015, but the 627 
overall trend in δ13CO2 is positive. The weakening in the biospheric and oceanic contributions 628 
happens more slowly than for the fossil fuel contribution, resulting in an overall positive trend in 629 
δ13CO2 despite the continued fossil fuel emissions. This indicates the negative trend in δ13CO2 630 
that has been taken as an indication of the 13C Suess Effect is actually dependent not just on the 631 
presence of fossil fuel emissions but on the acceleration in fossil fuel emissions or their 632 
magnitude. In SSP1-2.6 the effect of land use switches sign around 2030 but remains small. 633 
After 2070, BECCS is the strongest positive contribution to the δ13CO2 trend. The disequilibria 634 
in the biosphere and ocean switch sign around 2080 after several decades of increasing δ13CO2.  635 
In SSP5-3.4os, the patterns are similar to SSP1-2.6 but more extreme as a result of the rapid drop 636 
in fossil fuel emissions and the rapid expansion of BECCS. Between 2040 and 2060, the δ13CO2 637 
trend changes from about -0.05 ‰ yr-1 to more than +0.05 ‰ yr-1. In SSP5-8.5, δ13CO2 continues 638 
to decrease even after fossil fuel emissions growth stalls in 2080, unlike the other two SSPs 639 
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where the δ13CO2 trend turned positive after fossil fuel emissions weakened. In SSP5-8.5, the 640 
fossil fuel emissions are large enough that the fossil fuel contribution to the δ13CO2 trend remains 641 
dominant.  642 
The simulated future changes in atmospheric δ13CO2 and Δ14CO2 span a larger range than 643 
previous atmospheric carbon isotope studies [Graven, 2015; Köhler, 2016]. This is expected 644 
because the SSP-based scenarios span a larger range in atmospheric CO2 concentration and fossil 645 
fuel emissions than the RCPs. The lowest simulated Δ14CO2 in 2100 for SSP5-8.5 is nearly -300 646 
‰ while the highest simulated Δ14CO2 in 2100 for SSP1-1.9 is above 0 ‰. The range in the 647 
RCPs was -250 to -20 ‰ [Graven, 2015]. For δ13CO2, the lowest simulated value in 2100 for 648 
SSP5-8.5 is nearly -13 ‰, while the highest simulated value in 2100 for SSP1-1.9 is 649 
approximately 7 ‰, similar to what it was in 1950. It is difficult to compare these values with 650 
[Köhler, 2016] because his simulations underestimated δ13CO2 observed over the Industrial 651 
Period. 652 
We emphasize that these simulations do not account for all climate change-related feedbacks to 653 
13C and 14C fluxes. They do account for temperature-driven changes to solubility and 654 
fractionation that affect air-sea exchanges, but not for other potential changes to ocean or 655 
terrestrial biospheric fluxes. For example, Khatiwala et al. [2018] found that simulated changes 656 
in ocean circulation affected the air-sea 14C fluxes over the 21st century, although these fluxes 657 
were still within the range simulated by Graven [2015]. Changes to ocean circulation could also 658 
affect 13C fluxes, and other changes such as wind speed not considered by Khatiwala et al. 659 
[2018] could affect both 13C and 14C fluxes through the impact on gas exchange. On land, 660 
changes in climate could affect photosynthesis, turnover of biospheric carbon, and permafrost 661 
stability with impacts on 13C and 14C fluxes. However, we do expect that the SSP-driven changes 662 
in emissions and atmospheric CO2 concentration that are included in these simulations will be 663 
the dominant influences over this century. 664 
 665 
9. Impacts of Predicted Future Changes 666 
The predicted changes in atmospheric δ13CO2 and Δ14CO2 have impacts on the way δ13CO2 and 667 
Δ14CO2 are used in carbon cycle science and other fields. As described in Graven [2015] high 668 
emissions scenarios that cause strong decreases in Δ14CO2 provide a continuing atmospheric 669 
perturbation that can be tracked to study exchange rates and residence times in different carbon 670 
pools. However, these scenarios create problems for applications such as radiocarbon dating 671 
because recently produced materials will have the same radiocarbon content as materials 672 
produced at some point up to 2500 years in the past. Figure 6 includes on the right axis the 673 
equivalent conventional radiocarbon age. This shows the age of materials with the same ratio of 674 
14C/C but where the ratio has been reduced because of radioactive decay rather than dilution by 675 
fossil carbon. The “age” of the atmosphere in the highest emission scenario is up to 2500 years in 676 
the year 2100, older than for the highest RCP [Graven, 2015]. In this scenario, radiocarbon 677 
dating would not be able to distinguish newly produced materials from those up to 2500 years 678 
old by the end of this century and by 2050, radiocarbon dating would give ambiguous results for 679 
samples up to nearly 1500 years old. These periods encompass much of the development of 680 
human civilization when radiocarbon dating has been a key tool in archaeology.  681 
Similarly, applications for forgery detection or illegal ivory trading will be affected because 682 
newly produced materials will not be so easily distinguished from older ones. Radiocarbon 683 
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measurements have been used to date the age of ivory [Cerling et al., 2016], with low 684 
radiocarbon content below Modern reflecting ivory produced prior to the 1950s that is not 685 
subject to legal restrictions or bans. But new ivory will soon also measure below 0 ‰, 686 
eliminating the use of 14C as a detection tool for illegal ivory. Within carbon cycle science, the 687 
high emissions scenarios reduce the effectiveness of using Δ14CO2 to quantify fossil fuel 688 
emissions because the sensitivity of Δ14CO2 to fossil fuel CO2 goes down from −2.6‰ ppm−1 689 
presently to −1.6‰ ppm−1 in 2050 for high-emission scenarios [Graven, 2015]. Advances in 690 
measurement precision are needed to maintain the detection limit for fossil fuel CO2, but 691 
measurement precision has not improved over the last 10 years.  692 
On the other hand, low emission scenarios reduce the impact to these applications above but 693 
create different challenges for other applications. Low emission scenarios cause Δ14CO2 to 694 
stabilize in the mid to late 21st century, eliminating the temporal change in Δ14CO2 that formed 695 
the basis of many applications examining exchange rates and residence times, both in carbon 696 
cycle science and other field such as physiology. For example, in physiology the production of 697 
different types of cells can be assessed with their radiocarbon content. The age of a person can be 698 
matched to the atmospheric “bomb curve” (Figure 3) to determine what the Δ14C in the cells of 699 
interest would be at birth or early in life, and then by comparing the Δ14C in cells of adults their 700 
production rate be estimated [Spalding et al., 2005]. If atmospheric Δ14CO2 stabilizes, then this 701 
application cannot be used because the difference in radiocarbon content of materials produced 702 
in different years or decades would drop to very low levels. This type of application is now 703 
widely used to examine decadal-scale carbon turnover in soil science [Trumbore, 2000] and it 704 
would be difficult to replace with other methods. 705 
For δ13CO2, the predicted changes also have impacts on applications using atmospheric δ13CO2 706 
measurements. As atmospheric δ13CO2 changes, the disequilibrium between atmospheric CO2 707 
and the carbon in the terrestrial biosphere and the ocean will also change. Following a low 708 
emission scenario will result in the atmospheric δ13CO2 trend reversing and the disequilibrium 709 
changing sign. For atmospheric inversions interpreting atmospheric δ13CO2, it will be important 710 
to accurately estimate the changing disequilibrium flux despite potentially complex changes. 711 
Studies of plant activity using tree rings could also be complicated by the reversal of the 712 
atmospheric δ13CO2 trend in the low emission scenarios, or by the predicted changes in 713 
discrimination of several per mil in the high emission scenarios (Figure 5). Ocean observations 714 
of δ13C will also show a more complicated relationship with anthropogenic CO2 in the low 715 
emission scenarios, such that it may not be possible to use ocean δ13C data to estimate ocean CO2 716 
uptake as it has been used in the past [Gruber and Keeling, 2001; Quay et al., 2003]. 717 
 718 
10. Current Status and Future Needs for Observations and Modelling of Carbon Isotopes 719 
Observations of δ13C and Δ14C in atmospheric CO2 and other carbon reservoirs have enabled 720 
important insights on the carbon cycle and on atmospheric and oceanic circulation, as outlined 721 
above. The observations from the unique period of the nuclear bomb testing were particularly 722 
powerful and scientific research would have benefitted greatly if an even larger number of 723 
observations had been made during that time, across a larger variety of environments, including 724 
additional measurements of the atmosphere and ocean as well as the carbon in soils, rivers and 725 
lakes. The geochemist Wally Broecker, who pioneered many radiocarbon applications, used to 726 
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say, “Instead of publishing papers, we should have just dropped everything and collected 727 
samples all over the world”.  728 
Another critical period is now upon us, as Δ14CO2 drops below 0 ‰ and either stabilizes or 729 
continues dropping to very low levels. Simulations of future atmospheric changes demonstrate 730 
that it is unavoidable that some applications for Δ14C, and possibly δ13C, will become less 731 
effective in the future. The specific applications that will be affected depend on the emissions 732 
pathway followed. Since the utility of at least some applications is decreasing over time, 733 
observations made now will, in general, be more useful than those that will be made in the 734 
future. For example, the use of Δ14C measurements to establish the decadal scale turnover of 735 
terrestrial carbon pools will disappear in the future if Δ14CO2 stabilizes. Therefore, it would be 736 
immensely valuable to make concerted, coordinated efforts to conduct more observations of 737 
Δ14C in the Earth system as soon as possible. The sooner we make the observations, the more we 738 
will achieve with them.  739 
Currently, observations of atmospheric δ13CO2 and Δ14CO2 are conducted by several laboratories 740 
operating global or regional networks of stations. Global networks for δ13CO2 are operated by the 741 
US National Oceanic and Atmospheric Administration (NOAA), Australia’s Commonwealth 742 
Scientific and Industrial Research Organisation (CSIRO) and Scripps Institution of 743 
Oceanography (SIO). Only one global network for Δ14CO2 is currently being operated, by the 744 
University of Heidelberg, although other global networks have operated in the past [Graven et 745 
al., 2012a; Nydal and Lövseth, 1983]. There are regional networks for Δ14CO2 and δ13CO2 in 746 
Europe as part of the Integrated Carbon Observing System (ICOS) and in North America by 747 
NOAA and other laboratories. Urban-scale networks have also been developed [Turnbull et al., 748 
2015]. Most of these observations are publicly available, for example through the World Data 749 
Centre for Greenhouse Gases (https://gaw.kishou.go.jp/) or the ICOS portal (https://www.icos-750 
cp.eu/). 751 
Little is known about the current atmospheric distribution of Δ14CO2 and δ13CO2 away from the 752 
surface. There have been some stratospheric observations of Δ14CO2 conducted since the late 753 
1980s [Kanu et al., 2016; Nakamura et al., 1994] but these comprise only a handful of vertical 754 
profiles. NOAA conducts regular aircraft measurements of Δ14CO2 in the troposphere at some 755 
sites in North America (Estevan Point, Park Falls, Cape May and Portsmouth) and at a larger 756 
network of sites for δ13CO2[Miller et al., 2012; Sweeney et al., 2015]. Some other aircraft 757 
measurements of δ13CO2 have also been made, showing influences of biospheric exchange and 758 
atmospheric mixing in the northern free troposphere and influences of the stratosphere in the 759 
tropopause region [Assonov et al., 2010; Levin et al., 2002]. More observations from aircraft 760 
would help to refine our understanding of δ13CO2 and Δ14CO2 variations through the atmosphere, 761 
with applications for assessing biospheric fluxes, fossil fuel emissions and atmospheric transport. 762 
The implementation of laboratory calibration recommendations and continued intercomparison 763 
activities are needed to ensure that data from different labs can be combined [WMO/IAEA, 2016].  764 
In addition to efforts expanding the observations of Δ14C and δ13C across the carbon cycle, 765 
efforts to make modelling tools more openly available are needed to optimize the scientific 766 
advances that can be made with Δ14C and δ13C observations. We believe that existing 767 
observations are underutilized at present because isotopic modelling tools and expertise are not 768 
widely available or widely used. Modelling of atmospheric δ13CO2 and Δ14CO2 is typically done 769 
on a case-by-case basis. There is currently a lack of shared atmospheric modelling tools for 770 
isotopic simulations. Models are used on global scales and on regional scales, ranging from box 771 
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models to high-resolution three-dimensional transport models [Basu et al., 2016; Keeling et al., 772 
2017; Peters et al., 2018]. To simulate atmospheric δ13CO2 and Δ14CO2, models or data-based 773 
estimates of the carbon and isotopic fluxes from relevant processes are also needed. Here too, 774 
various models and estimates of isotopic fluxes have been used in individual studies, but not 775 
many of these are made available for other researchers. To provide modelled isotopic fluxes for 776 
use by the community, and to promote isotopic modelling in general, it was recommended that 777 
modelling groups in the latest Coupled Model Intercomparison Project activity (CMIP6) 778 
simulate carbon isotopes in the land and ocean modules of their Earth System Models using a 779 
specified atmospheric boundary condition (Figure 3, Graven et al. [2017], Jones et al. [2016], 780 
Orr et al. [2017]). Only one model, CESM2, has so far included carbon isotopes in their CMIP6 781 
simulations. It is hoped that the next phase of the CMIP will include more isotopic modeling, and 782 
that isotopic modeling will be incorporated in other large modeling activities. Simulation of 783 
atmospheric δ13CO2 and Δ14CO2 in the atmospheric models of Earth System Models has not yet 784 
been implemented so it is currently not possible to do a fully coupled simulation of δ13C and 785 
Δ14C using the most state-of-the-art models. Such fully coupled isotopic models would be useful 786 
not only for the modern period, but also for paleoclimate modeling. Other shared tools enabling 787 
atmospheric modeling of δ13CO2 and Δ14CO2 would also help to exploit existing and future 788 
atmospheric measurements.   789 
To fully develop the use of Δ14CO2 observations to monitor regional emissions from fossil fuel 790 
combustion, many more observations and better modeling capabilities on regional scales are 791 
needed. Studies of dense regional atmospheric measurement networks combined with high 792 
resolution atmospheric modeling have only recently been published [Graven et al., 2018; Basu et 793 
al. 2020] and best practices are still under development. For example, different studies have 794 
constructed atmospheric inversions differently. The methods used in Graven et al. [2018] and 795 
Fischer et al. [2017] first calculate fossil fuel derived CO2 (ffCO2, Equation 1) and biospheric 796 
CO2, and then run an inversion for fossil fuel and biospheric fluxes. In contrast, Basu et al. 797 
[2016] set up their inversion to estimate individual 14CO2 and CO2 fluxes across North America, 798 
including all the processes that can influence Δ14CO2 in the inversion. Other best practices that 799 
are still under development include the location and sampling height of observation sites in the 800 
network. Sites that have lower sampling heights or that are located closer to emission sources 801 
have higher signals in ffCO2, whereas sites with higher sampling heights or located further from 802 
sources have lower signals but they represent larger regions. Having more than one observation 803 
site within a particular region can be important to prevent biases from any unique site 804 
characteristics, for example including both urban and ex-urban sites that differ not only in their 805 
ffCO2 signals or representation scale but also in the atmospheric model’s representation of the 806 
transport in different types of regions [Brophy et al., 2019]. In some locations, the 14C emissions 807 
from nuclear power plants can cause enrichment of Δ14CO2, particularly near to high 14C-808 
emitting reactors in the UK and Canada [Bozhinova et al., 2014; Graven and Gruber, 2011; 809 
Vogel et al., 2013]. A better understanding of 14C emissions from nuclear power plants and better 810 
14C emissions data would enable their effect to be accurately accounted for and improve the 811 
utility of Δ14CO2 for ffCO2 quantification in regions with nuclear power plants. Further 812 
development of regional networks for Δ14CO2 and complementary measurements including 813 
satellite observations, as well as the model-data analysis frameworks for interpreting the 814 
observations to constrain ffCO2 emissions are needed [Ciais et al., 2015; Fischer et al., 2017]. 815 
11. Summary 816 
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Since the Industrial Revolution, the carbon isotopic composition of atmospheric CO2 has 817 
undergone dramatic changes as a result of human activities and the response of the natural 818 
carbon cycle to them. The relative amount of atmospheric 14C and 13C in CO2 has decreased 819 
because of the addition of 14C- and 13C-depleted fossil carbon, while the nuclear bomb tests 820 
increased 14C in the atmosphere in the 1950s and 60s. Measurements of Δ14CO2 and δ13CO2 have 821 
been used to make invaluable contributions to our knowledge of atmospheric mixing, air-sea gas 822 
exchange, plant function, and fossil fuel emissions. As fossil fuel burning continues to grow, the 823 
Suess Effect on 14C and 13C in CO2 continues. However, lower emission scenarios would lead to 824 
stabilized Δ14CO2 and increases in δ13CO2 over this century. The different paths described by the 825 
SSP-based scenarios show that there is a wide range of possible changes to 14C and 13C of CO2 in 826 
the future. Researchers should be aware of the possible changes to ensure the continued utility of 827 
14C and 13C measurements of CO2 for scientific applications across various fields. We 828 
recommend a concerted effort to increase the number of 14C and 13C measurements across the 829 
Earth System and more development of publicly available modelling tools that incorporate 14C 830 
and 13C, including Earth System Models. 831 
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