Abstract. We prove that |A n | cn · |A| n+1 2 for any finite subset A of a free group if A contains at least two noncommuting elements, where cn > 0 are constants not depending on A. Simple examples show that the order of these estimates are the best possible for each n > 0.
Introduction
We use the following notation: F m is the free group of rank m; |A| is the cardinality of a set A; AB is the set of all products of the form ab, where a ∈ A and b ∈ B; A n is the set of all products of the form a 1 . . . a n , where a i ∈ A; |a| is the length of a word a in some alphabet; [x] is the largest integer not exceeding a real number x.
Mei-Chu Chang [2] proved that there exist constants c, δ > 0 such that |A 3 | > c · |A| 1+δ for any finite subset A of the group SL 2 (C) not contained in any virtually abelian subgroup. In particular, this estimate is valid for any finite subset of a free group not contained in any cyclic subgroup. A. A. Razborov [3] improved Chang's estimate in this special case: there exists a constant c > 0 such that |A · A · A| |A| 2 (log |A|) c for any finite subset A of a free group not contained in any cyclic subgroup.
It is easy to see that the squares of subsets satisfy no nontrivial analogues of Chang and Razborov's inequality; the best possible estimate is linear in this case.
The following theorem shows, in particular, that the logarithm in Razborov's estimate can be removed.
Theorem. There exist constants c n > 0 such that, for any finite subset A of a free group not contained in any cyclic subgroup, we have
] for all positive integers n.
It is easy to show that if
] for each fixed n 1, where x and y are free generators of a free group. Indeed, for n = 1 and n = 2, the assertion is obvious. Further, by induction,
] . This simple example shows that the order of our estimates is the best possible for each n .
Note also that the proof below is significantly simpler than the argument from [3] ; but, on the other hand, in [3] , a more general fact about the number of elements in the product of three (possibly, different) subsets of free group was proven.
In commutative case, i.e., when the set A is contained in a cyclic group, the situation is quite different. A survey of results on this subject can be found in [3] and in the literature cited therein.
The author thanks A. A. Klyachko for setting the problem, attention to the work, and several valuable remarks.
Auxiliary lemmata
The period, or the left period, of a word w in some alphabet is a nonempty word w not being a proper power such that the word w has the form w = w s− → w , where s 2 and − → w is a beginning of the word w ( − → w may be empty but must not coincide with w). The word − → w is called the tail (or the right tail ) of the word w. It is well known that the period and the tail of a periodic word are uniquely determined.
The right period of a word w in some alphabet is a nonempty word w not being a proper power such that the word w has the form w = ← − w w s , where s 2 and ← − w is an end of the word w ( ← − w may be empty but must not coincide with w). The word ← − w is called the left tail of the word w. It is well known that the word has a right period if and only if it has a left period (such words are called periodic); in addition, either both tails ← − w and − → w are empty or w = − → w ← − w and w = ← − w − → w . In the following lemma, we collect some known properties of periodic words.
Lemma 0. If two periodic words have the same left periods and the same right periods, then the tails of these words coincide too. If, for some words, u 1 vw 1 = u 2 vw 2 and 0 < |u 2 | − |u 1 | 1 2 |v| (i.e., a word contains two occurrences of a word v and these occurrences intersect in a word of length at least 1 2 |v|), then the word v is periodic and u 2 ends with v. Proof. Let us prove the first assertion. We assume that the tails of the both words are nonempty; otherwise, the assertion is obvious. Suppose that u = v and u = v, i.e.,
Since a word which is not a proper power can commute only with its powers [1] , we obtain The proof of the second assertion we leave to the reader as an exercise. In [3] , this assertion (but with rougher estimate) was called the second overlapping lemma. Lemma 1. For any finite set A ⊂ F 2 , there exist a word u ∈ F 2 and sets A 0 , B 0 ⊆ uAu −1 such that |A 0 |, |B 0 | 1 62 |A| and 1) for any a ∈ A 0 and b ∈ B 0 , the words ab and ba are reduced; 2) |b| |a| for all b ∈ B 0 and a ∈ A 0 .
Proof. Let x 1 and x 2 be free generators of the group F 2 , and let e denote the empty word. We prove the lemma by induction on the sum of lengths of words from the set A. Let us decompose A into the union of the 16 disjoint subsets
A (x,y) = {words from A beginning with x and ending with y}, where x, y ∈ {x 1 , x A (x1,x1) .) Case 1. |A (x,y) | 1 31 |A| for some non mutually inverse x, y. In this case, we put A 0 to be the set of
shortest words from A (x,y) and put B 0 to be the set of
longest words from A (x,y) . Clearly, these sets A 0 and B 0 are as required (with u = e).
Without loss of generality, we assume that a mean (by length) word from A (x,x −1 ) is not longer than a mean word from A (y,y −1 ) . In this case, we put A 0 to be the set of
shortest words from A (x,x −1 ) , and put B 0 to be the set of
longest words from A (y,y −1 ) . Clearly, these sets A 0 and B 0 are as required (with u = e).
If the conditions of neither case 1 nor case 2 hold, then, obviously, for some letters x,
and, therefore, the total length of words of the set x −1 Ax is less than the total length of words of the set A. The application of the induction hypothesis completes proof. This lemma is proven in the last section. Now, let us derive the theorem from these two lemmata.
Proof of the theorem
The words from A have only finitely many different letters. Therefore, A is contained in a free group F m of finite rank. Since, as is known, F m embeds into F 2 [1] , we can assume that m = 2. Clearly, it is sufficient to prove the assertion of the theorem for odd n; so, we assume that n = 2k + 1.
Applying Lemma 1 to A, we obtain sets A 0 , B 0 ⊆ u −1 Au. Note that |(uAu −1 ) n | = |A n |; therefore, we can assume that u = e.
First, consider the case where the set B 0 consists of periodic words with the same period p and the same tail t:
If t = e, then there exists a word b ∈ A not commuting with p, because by condition, the set A contains noncommuting elements. The group generated by p and b is generated by them freely, because any two noncommuting words freely generate a free group of rank 2 (see [1] ). Therefore, all products of the form u 1 b . . . u k bu k+1 , where u i ∈ B 0 , are different and, hence,
). If t = e, then we estimate |B n 0 |. Since p and t do not commute (because, in a free group, only powers of the same element commute [1] , the period p is not a proper power, and |t| < |p|), they freely generate a free group of rank 2.
Therefore, all words n i=1 u i , where u i ∈ B 0 , are different and
Now, consider the case where B 0 is not of the form ( * ). Let us prove the inequality
by induction on k. For k = 0, the assertion is obvious. By Lemma 0, either not all left periods of words from B 0 coincide, or not all right periods of words from B 0 coincide. Without loss of generality, we assume that the left periods do not coincide.
Applying Lemma 2 to the sets U = A 0 , V = B 0 , and W = (A 0 B 0 ) k−1 A 0 , we obtain the required inequality
Proof of Lemma 2
Lemma 3. Suppose that words u 1 , u 2 , u 3 , v, w 1 , w 2 , w 3 ∈ F 2 are such that u 1 vw 1 = u 2 vw 2 = u 3 vw 3 , all words u i vw i are reduced, u i are pairwise different, and |v| |u i |. Then the word v is periodic with period v and one of the words u i ends with v.
Proof. We see that the word f = u 1 vw 1 = u 2 vw 2 = u 3 vw 3 has three occurrences of the subword v. Without loss of generality, we can assume that |u 1 | < |u 2 | < |u 3 |. Since |v| |u i |, any two of these three occurrences of v either intersect or, at least, are adjacent to each other (i.e. the k-th letter of f is the end of one occurrence of v and the (k + 1)-th letter of f is the beginning of the other occurrence of v). Therefore, the second occurrence of v is completely covered by the first and third occurrences of v and, hence, the second occurrence of v intersects with one of the other occurrences (say, the first) in a subword of length at least Proof. Lemma 3 shows that no word has more than two representations as a product uvw, where u ∈ U and w ∈ W . Therefore, |U vW | Proof of Lemma 2. Clearly, it is sufficient to prove the first assertion. By Lemma 4, we may assume that the set V consists of periodic words. Suppose that V has two words v 1 and v 2 with different periods v 1 and v 2 . Suppose that | v 1 | | v 2 |. Applying Lemma 4 once again, we obtain that either the required inequality holds or there exists a set U 0 ⊆ U such that |U 0 |
