In the case of complete data, weak approximations to tail empirical processes for heavytailed distributions have been established by many authors. In this paper, we consider the random censoring setting through a tail Kaplan-Meier process and define a new estimator of the extreme value index. Under mild conditions, we establish the asymptotic normality of the proposed estimator and, through a simulation study, we investigate its performance and compare it to the adapted Hill estimator introduced by Einmahl et al. (2008) .
Introduction
The analysis of extreme values of randomly censored data is a new research topic to which Reiss and Thomas (2007) made a very brief reference, in Section 6.1, as a first step but with no asymptotic results. Considering Hall's model (Hall, 1982) , Beirlant et al. (2007) proposed estimators for the EVI and high quantiles and discussed their asymptotic properties, when the data are censored by a deterministic threshold. More recently, Einmahl et al. (2008) adapted various EVI estimators to the case where data are censored, by a random threshold, and proposed a unified method to establish their asymptotic normality. Recently, Brahimi et al. (2015) adopted a new approach, using the empirical process theory, to provide a very useful approximation to the adapted Hill estimator of the tail index in terms of a sequence of Brownian motions. In this context, we continue our investigation and develop a new methodology for the estimation of the extreme value index.
Let X 1 , , ..., X n be n (n ≥ 1) independent copies of a non-negative random variable (rv) X, defined over some probability space (Ω, A, P) , with continuous cumulative distribution function (cdf) F. These rv's are censored to the right by a sequence of independent copies Y 1 , ..., Y n of a non-negative rv Y, independent of X, with cdf G. At each stage 1 ≤ j ≤ n, we can only observe the rv's Z j := min (X j , Y j ) and δ j := 1 {X j ≤ Y j } , with 1 {·} denoting the indicator function. The latter rv indicates whether there has been censorship or not.
If we denote by H the cdf of the observed Z ′ s, then, by the independence of X and Y, we have 1 − H = (1 − F ) (1 − G) .
(1.1)
Assume that both F and G are heavy-tailed, that is, there exist to constants γ 1 > 0 and γ 2 > 0 such that lim t→∞ 1 − F (tx) 1 − F (t) = x −1/γ 1 and lim
for any x > 0. This yields that H is heavy-tailed too, that is
for any x > 0, where γ := γ 1 γ 2 / (γ 1 + γ 2 ) . The class of heavy-tailed distributions takes a prominent role in the extreme value theory. It includes models such as Pareto, Burr, Fréchet, α−stable (0 < α < 2) and log-gamma, known to be very appropriate for fitting large insurance claims, large fluctuations, log-returns,... (see e.g. Resnick, 2006) . The most popular estimator of F is the nonparametric maximum likelihood one defined by Kaplan and Meier (1958) as follows where Z 1:n ≤ ... ≤ Z n:n denote the order statistics, pertaining to the sample (Z 1 , ..., Z n ) ,
with their associated concomitants δ [1:n] , ..., δ [n:n] , so that δ [j:n] = δ i if Z j:n = Z i . This estimator has been used extensively in practice even though it is undefined at the largest observation Z n:n (if it happens to be a right censored one) and beyond. To overcome this shortfall, Efron (1967) suggested to define it as 1 beyond the last observation, whether it is censored or not, while Gill (1981) recommended to extend it by its value at the last uncensored observation. Efron (1967) termed his proposition as self-consistent and
showed that it has a positive bias, whereas Klein (1991) showed that Gill's estimator is negatively biased. A nice discussion on the completion of the Kaplan-Meier estimator can be found in Chen and Phadia (2006) . In this paper, we consider the self-consistent version of Efron (1967) defined by
The strong almost sure uniform consistency of F n was established by Phadia and Ryzin (1980) and Földes and Rejtö (1981) and its small sample behavior was discussed in Chen et al. (1982) . It is worth mentioning that F (KM ) n and F n are right-continuous and increasing functions, and
for any measurable function ϕ. We use the integral convention that a,b) as integration is with respect to the measure induced by a right-continuous function. Then, in virtue of (1.3), a large class of statistics based on censored heavy-tailed data could be expressed in terms of either one of the two estimators. We define the tail Kaplan-Meier empirical process by
where k = k n is an integer sequence satisfying 1 < k < n, k → ∞ and k/n → 0 as n → ∞.
(1.5)
In the case of complete data the latter process reduces to
where
is the usual empirical cdf based on the fully observed sample (X 1 , ..., X n ) . Combining Theorems 2.4.8 and 5.1.4 in (de Haan and Ferreira, 2006, pages 52 and 161), we infer that under the second-order regular variation condition (2.7) , there exist a constant τ ≤ 0, a function A (t) ∼ A (t) at infinity with
and a sequence of Brownian motions {W n (s) ; 0 ≤ s ≤ 1} such that for all x 0 > 0
for any ε > 0. This approximation enables to solve many problems with regards, for example, to the asymptotic behavior of the tail index estimators (see e.g. Resnick, 2006, page 76) and the goodness-of-fit statistics of heavy-tailed distributions (Koning and Peng, 2008) .
The main goal of this paper is to provide an analogous result to (1.6) in the random censoring setting through the tail Kaplan-Meier empirical process (1.4). To the best of our knowledge, this was not addressed yet in the extreme value theory literature. Our considerations are based on the uniform empirical process theory (Shorack and Wellner, 1986 ) and the related weak approximations (Csörgő et al., 1986 ) and the methodology developed by Brahimi et al. (2015) . Our main result is stated in Section 2 and as an application, we introduce, in Section 3, a new Hill-type estimator (Hill, 1975) for the tail index γ 1 under random censoring. The asymptotic normality of the proposed estimator are established by means of the aforementioned weak approximation of the tail KaplanMeier process D n (x) . Its finite sample behavior is checked by simulation in Section 4. The proofs are postponed to Section 5 and some results that are instrumental to our needs are gathered in two lemmas in the Appendix.
Main result
Weak approximations of extreme value theory based statistics are achieved in the secondorder framework (see de Haan and Stadtmüller, 1996) . Thus, it seems quite natural to suppose that cdf F satisfies the well-known second-order condition of regular variation.
That is, we assume that for any
where U := 1/F ) ← and |A| is some regularly varying function at infinity with index
, for any function V and E ← (y) := inf {x : E (x) ≥ y} , for 0 < y < 1, stands for the generalized inverse of a given function E. Throughout the paper, we use the notations
Theorem 2.1. Assume that (2.7) holds and p > 1/2. For any sequence k := k n sat-
, there exists a sequence of Brownian motions {W n (s) ; 0 ≤ s ≤ 1} such that, for all x 0 > 0, we have for any 0 < ǫ < 1/4 and as
and
W n (s) and W n (s) , 0 < s < 1, being two independent centred Gaussian processes defined by
Remark 2.1. In the complete data case, we use F n instead of F n and we have p = θ =
This implies that
and the approximation agrees with the result (1.6) .
Application: tail index estimation
In the last decade, some authors began to be attracted by the estimation of the tail index of a heavy-tailed distribution subject to random censoring. Indeed Einmahl et al.
(2008) adapted various EVI estimators to the case where data are censored, by a random threshold, and proposed a unified method to establish their asymptotic normality. Thus
Hill's estimator was adjusted for a censored sample to give the following estimator of γ 1 .
is the classical Hill estimator of γ based on the complete sample (Z 1 , ..., Z n ) and p :=
,is a consistent estimator of p. The authors established the asymptotic normality of their estimator under several conditions. Recently, Brahimi et al. (2015) adopted a different approach, only using the second order of regular variation framework, to provide a Gaussian approximation to γ
, from which one infers that this estimator is asymptotically normal with variance γ 2 1 /p. For their part, Worms and Worms (2014) introduced an estimator that can be obtained via a slight modification of the one we will define in this section. They proved its consistency (but not its asymptotic normality) under conditions that are rather strong and unusual. Thereafter, we will see that the assumptions under which we establish the asymptotic normality of our estimator are lighter and more familiar.
We start the construction of our estimator by noting that from Theorem 1.2.2 in de Haan and Ferreira (2006) , the first order condition (1.2) implies that
which, by an integration by parts, becomes
By replacing F by F n and letting t = Z n−k:n , we obtain an estimator γ 1 of γ 1 as follows
The numerator of this ratio may be rewritten into
where ϕ n (z) := 1 {Z n−k:n ≤ z ≤ Z n:n } log (z/Z n−k:n ) . The previous integral form, known in the literature as Kaplan-Meier integral, has many applications in the analysis of censored data (see for instance, Stute, 1995 and 1995) . Using the form given to this integral in Stute (1995) and changing i to n − i + 1 yield the following form for our estimator γ 1 of the tail index γ 1 under random censorship:
.
Note that for non censored data, we have X = Z and all the δ ′ s are equal to 1. In this case, it is easy to verify that c i,n = k −1 , for i = 1, ..., k, which leads to the the formula of the famous Hill estimator of the extreme value index (Hill, 1975) . The asymptotic normality of γ 1 is established in the following result.
Theorem 3.1. Under the assumptions of Theorem 2.1, we have
where W n and W n are as defined in Theorem 2.1.
Corollary 3.1. In addition to the assumptions of Theorem 2.1, suppose that
where N (b, a 2 ) designates the normal distribution with mean b and variance a 2 .
Simulation study
We carry out a simulation study to illustrate the performance of our estimator, through two sets of censored and censoring data, both drawn from the following Burr models: , we apply the algorithm of (Reiss and Thomas, 2007, page 137) . However, the RMSE of γ
is smaller than that of γ 1 . This was expected, since we have
Proofs
We begin by a brief introduction on some uniform empirical processes under random censoring. The empirical counterparts of H j (j = 0, 1) are defined, for z ≥ 0, by
In the sequel, we will use the following two empirical processes
which may be represented, almost surely, by a uniform empirical process. Indeed, let us define the following iid (0, 1)-uniform rv's (see Einmahl and Koning, 1992 )
The empirical cdf and the uniform empirical process based upon U 1 , ..., U n are respectively denoted by Deheuvels and Einmahl (1996) state that almost surely
easy to verify that almost surely 12) and
Our methodology heavily relies on the following Gaussian approximations used in Brahimi et al. (2015) : on the probability space (Ω, A, P) , there exists a sequence of Brownian bridges {B n (s) ; 0 ≤ s ≤ 1} such that, for every 0 ≤ ǫ < 1/4,
and sup
5.1. Proof of Theorem 2.1. For any x ≥ x 0 > 0, we have
A prominent part of this proof is to provide a weak approximation for M n1 . For this, notice that, in view of equations (1.1) , (2.8) and (2.9) , we have
On the other hand, since
Making use of Lemma 6.1 and equations (5.18) and (5.19) , we write
while R n (x) is a remainder term defined in Lemma 6.1 and shown to be asymptotically equal to O p (k −1 ) x q/γ−(1/2−ǫ) , for any 0 < ǫ < 1/4. Next we represent each T nj (x) , j = 1, 2, 3, in terms of the processes
In view of Theorem 2 in Csörgő (1996) , we have
where the notation V
(1)
n means that V
n (1 + o P (1)) , as n → ∞. Using (5.23) and replacing dH 1 n (w) and dH 1 (w) by −dH 1 n (w) and −dH 1 (w) respectively, we get
By using Potter's inequality (6.2), we infer that uniformly on w > x ≥ x 0 > 0,
it follows, after a change of variables, that
An integration by parts yields
It is clear that, as w → ∞, we have H 1 n (wZ n−k:n ) = 0, H 1 (wZ n−k:n ) /H (wZ n−k:n )
tends, in probability, to zero as w → ∞. On the other hand, due to the regular variation of H, we have H (wZ n−k:n ) ≈ kw −1/γ /n, for any x ≥ x 0 > 0 as n → ∞, then by routine manipulations of the regular variation , we end up with
Making use of representation (5.21) , we write
Let us now consider the term T n2 (x) . First, notice that
which, by an integration by parts, is equal to
It follows that T n2 (x) may be written into
For the first term, we, once again, use (5.23) and (5.24) to obtain
In what follows, we will need the following two equivalences (for details, see Brahimi et al., 2015) :
By the central limit theorem, we have H
In view of (5.23) and by using a change of variables and Lemma 6.1, we get, by similar arguments as those used for T n1 (x) ,
As for the third term T (3)
n2 (x) , we write
which may be rewritten into
An integration by parts of the latter quantity results in
Applying similar arguments, we show that
For the term T n3 (x) , routine manipulations lead to
Then, by an integration by parts, we have
In other words, we have after a change of variables
Substituting the above results on the terms T nj (x) , j = 1, 2, 3, in the equality (5.20) , we end up with
The weak convergence of √ kM n2 (x) is readily obtained. Indeed, we have
We have
We are now in position to apply the well-known Gaussian approximation (5.15) to get
where B n (w) and B * n (w) are two Gaussian processes defined by
By using similar arguments as those used in Lemma 5.2 in Brahimi et al. (2015) , we end up with
where B n (s) and B n (s) , 0 < s < 1, are sequences of centred Gaussian processes defined by B n (s) := B n (θ) − B n (θ − ps) and B n (s) := −B n (1 − qs) .
Let {W n (t) ; 0 ≤ t ≤ 1} be a sequence of Brownian motions defined on (Ω, A, P) so that
It is easy to verify that
where W n (s) and W n (s) are the Gaussian processes defined in Theorem 2.1. Observe the some of the terms between brackets equals L (W n ; x) given in 2.1. Let us take care of the term M n3 (x) . To this end, we shall use the uniform inequality of the second-order regular variation functions to F (see, e.g., the bottom of page 161 in de Haan and Ferreira (2006) ), there exists a function A (t) ∼ A (t) , as t → ∞, such that
uniformly on x ≥ x 0 . Since A • U is regularly varying (with index τ γ) and Z n−k:n /h ≈ 1,
Recall (5.26) and observe that
Finally, we end up with
for x ≥ x 0 > 0, which achieves the proof.
Proof of Theorem 3.1. It is easy to verify that
then by applying Theorem 2.1, we get
It is clear that
Observe that I 1 and I 2 may be rewritten into
By using an integration by parts, for I 2 , yields
By using the change of variables s = x −1/γ , we end up with
, as n → ∞, which achieves the proof.
6. Appendix Lemma 6.1. For any 0 < ǫ < 1/4 and x ≥ x 0 > 0, we have
with ℓ (·) as defined in (5.17) .
Proof. We exploit a useful representation, given in the proof of Theorem 1 in (Stute, 1995, pages 431-432) , summarized as follows. For a given measurable function ϕ :
, where
and d (Z i ) is between I (Z i ) and J (Z i ) where
The terms R nj = R nj (ϕ) , j = 1, 2, 3 will be defined and discussed thereafter. Let us choose ϕ (z) := ϕ x (z) , where ϕ x (z) := 1 {z > xZ n−k:n } /F n (Z n−k:n ) . It follows that
which is equal, from the decomposition (6.30) , to 3 j=1 S nj (x) + ∆ n (x) , where
Next we study the asymptotic behavior both of
which this latter is equal to Zn:n xZ n−k:n ℓ (z)
By using the fact that ℓ (z) = F (z) /H (z) , the previous expression may be rewritten into Zn:n xZ n−k:n F (z)
We have H/H n , H 0 n /H 0 and H 1 n /H 1 are stochastically bounded from above on v < Z n:n , as n → ∞ (see, for instance Shorack and Wellner, 1986, page 145) . Then making of (5.23) ,we show easily that the latter quantity equals
By using the routine manipulations of the regular variation functions to H, H 0 , and H 1 , the quantity (6.31) is
Since F is regularly varying with index (−1/γ 1 ) and Z n−k:n → ∞ in probability. Then making use of Potter's bounds inequality (6.2) , for any 0 < ǫ < 1/4, there exists n 0 , such that for all n ≥ n 0 ,
(1 − ǫ) z −1/γ 1 −(1/2−ǫ) ≤ F (zZ n−k:n ) F (Z n−k:n ) ≤ z −1/γ 1 +(1/2−ǫ) (1 + ǫ) .
In other words, we have U n1 (x) = O p (k −1 ) x −1/γ 1 −(1/2−ǫ) , as n → ∞. By similar arguments we show that U n2 (x) = O p (k −1 ) x −1/γ 1 −(1/2−ǫ) as well. Now let us focus on the terms R nj (x) = R nj (ϕ x ) , j = 1, 2, 3. From (Stute, 1995 , page 432), we have
which equals
Zn:n xZ n−k:n ℓ (z)
Once again by using the fact that H (v) /H n (v) is stochastically bounded from above on v < Z n:n , as n → ∞, together with the R n1 (x) = Zn:n xZ n−k:n ℓ (z)
From the second inequality of assertion (16) in (Shorack and Wellner, 1986 , page 425), we infer that n ω H n − H / H 1−ω is stochastically bounded from above for z > 0 and for any 0 < ω < 1/2. Therefore
Observe that
The, by using similar arguments as used for the terms above, we end up with R n1 (x) ≈ x q/γ−(1−2ω)/γ O p k −2ω , for any 0 < ω < 1/2.
By letting ω = ǫ/2 + 1/4 to get R n1 (x) ≈ x q/γ−(1/2−ǫ)/γ O P k −1/2−ǫ , for any 0 < ǫ < 1/4.
