Abstract. We study the analytic behavior of the restriction of a Siegel modular form to H × H in the case that the Siegel form is a Saito-Kurokawa lift. A formula of Ichino links this behavior to a family of GL 3 × GL 2 L-functions.
1. Introduction 1.1. The restriction of a Siegel modular form. Suppose that F : H 2 → C is a Siegel modular form of weight k for Sp 4 (Z), where Siegel's upper half space H 2 is defined by (1.1) H 2 = {Z ∈ Mat 2×2 (C) : Z = Z t and Im(Z) is positive definite}.
In coordinates, if Z = τ z z τ ′ then Z ∈ H 2 means τ, τ ′ ∈ H and Im(z) 2 < Im(τ )Im(τ ′ ).
Recall that Sp 4 (Z) acts on H 2 via γ = A B C D with γ(Z) = (AZ + B)(CZ + D) −1 . Then F is a Siegel modular form of weight k if F (γ(Z)) = det(CZ + D) k F (Z) for all γ ∈ Sp 4 (Z) and Z ∈ H 2 and if F is holomorphic in τ, z, τ ′ . The Koecher principle means that such an F automatically is bounded on a fundamental domain for Sp 4 (Z)\H 2 .
In this paper we study the behavior of Siegel modular forms when restricted to z = 0. One can easily check that SL 2 (Z) × SL 2 (Z) embeds into Sp 4 (Z) as follows. Say α, α ′ ∈ SL 2 (Z)
furthermore, for Z = τ 0 0 τ ′ , we have γ(Z) = aτ +b cτ +d 0 0
, and hence F τ 0 0 τ ′ is a modular form in τ and in τ ′ . It is an interesting question to understand how this restricted function F | z=0 behaves. In particular, we wish to understand when F | z=0 vanishes identically, and also to compare the Petersson L 2 norm of F | z=0 on SL 2 (Z)\H × SL 2 (Z)\H to the Petersson norm of F on Sp 4 (Z)\H 2 . This measures in some sense how concentrated F is along F | z=0 .
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By linear algebra, one can write F τ 0 0 τ ′ = g 1 ,g 2 c g 1 ,g 2 g 1 (τ )g 2 (τ ′ ), where g 1 and g 2 range over an orthonormal basis of weight k modular forms and c g 1 ,g 2 is the projection of F onto g 1 × g 2 , with respect to the Petersson inner product. The size and nonvanishing properties of F | z=0 are then encoded by the behavior of these coefficients. A beautiful result of Ichino [Ic] gives a formula for |c g,g | 2 as a central value of a GL 3 × GL 2 L-function in the case that F arises as a Saito-Kurokawa lift of a Hecke eigenform, and when g is a Hecke eigenform. Under these assumptions, it is not hard to show that c g 1 ,g 2 = 0 unless g 1 = g 2 (see [Ic] , Lemma 1.1). Ichino's work is what drew us to this problem.
1.2. Saito-Kurokawa lifts. In order to state Ichino's formula we need to review some theory of Saito-Kurokawa lifts. We refer to [EZ] for a comprehensive treatment. In brief summary, there is a chain of isomorphisms between various spaces of modular forms which when combined allows one to construct a Siegel cusp form F f of even weight ℓ from a given weight 2ℓ−2 cusp form f for SL 2 (Z). The Shimura correspondence as progressed by Kohnen [Ko] constructs from f a weight ℓ − 1 2 form h f for Γ 0 (4) lying in the Kohnen + space. If h f (τ ) = n≥3 c(n)e(nτ ), then the Fourier expansion of F f can be given explicitly in terms of the c(n)'s. Below we give a more elaborate summary of this correspondence and set notation; we also give the correspondence in the reverse order of above.
Let ℓ be an even positive integer. Let M ℓ (Sp 4 (Z)) (resp. S ℓ (Sp 4 (Z))) denote the space of Siegel modular forms (resp. cusp forms) of weight ℓ. Each Here φ m is a Jacobi form of weight ℓ and index m (see [EZ] for these definitions). The expansion (1.4) is called the Fourier-Jacobi expansion.
Let J ℓ,m denote the space of Jacobi forms of weight ℓ and index m. c(4n − r
2 )e(nτ + rz) (1.6) gives a Hecke isomorphism between M + ℓ−1/2 (Γ 0 (4)) and J ℓ,1 . Given f ∈ M 2ℓ−2 (SL 2 (Z)) a holomorphic modular form of weight 2ℓ − 2, then using the Shimura correspondence, Theorem 1.2, and Theorem 1.1, one associates to it a Siegel modular form F f ∈ M * ℓ (Sp(4, Z)). Moreover if f is a cusp form, then F f is also a cusp form. We call F f the Saito-Kurokawa lift of f .
Explicit L
2 norm formula. In this section, we will state Ichino's formula as well as some consequences of it.
Let k be an odd positive integer. Let f ∈ S 2k (SL 2 (Z)) be a normalized (first Fourier coefficient equals 1) Hecke eigenform and h ∈ S + k+1/2 (Γ 0 (4)) a Hecke eigenform associated to f by the Shimura correspondence. Let F f ∈ S k+1 (Sp 4 (Z)) be the Saito-Kurokawa lift of f .
Let B k+1 denote a Hecke basis of S k+1 (SL 2 (Z)), normalized so that the first Fourier coefficient equals 1. For each g ∈ B k+1 , the period integral F f | z=0 , g × g is given by
where dµ(z) = y −2 dxdy if z = x + iy. We recall that the Petersson norms of f, g, h are defined by
We also recall
where Y = Im(Z) and dµ u + iv x + iy
is an invariant measure for Sp 4 (Z). It is convenient to recall that with the above measures that (1.8)
Let λ f (n) (resp. λ g (n)) denote the n-th Hecke eigenvalue of f (resp. g), scaled so Deligne's bound gives
and its completed L-function satisfies a functional equation under s → 1 − s. We will normalize all L-functions to have functional equations under s → 1 − s in this paper. Let G be the cusp form on GL 3 which is the symmetric-square lift (Gelbart-Jacquet lift) of g [GJ] , with Fourier coefficients A G (m 1 , m 2 ) satisfying
It is entire and satisfies the functional equation [CP] 
where
Now we can state Ichino's result.
Note that Ichino's formula shows the central values of the L-functions are nonnegative. For F and g fixed Ichino's result in some sense gives a complete description of the (modulus squared) projection of F | z=0 onto g × g. It is interesting to ask about the behavior of F | z=0 which leads to understanding the average behavior over g in which case one can hope for more refined information. To this end, we make the following definition:
where the inner product in the numerator is the product of Petersson inner products on SL 2 (Z)\H × SL 2 (Z)\H. One can see from the Fourier expansion (1.3) that F f | z=0 is a cusp form so that the inner product in the numerator is finite. Clearly, F f | z=0 is identically zero if and only if N(F f ) = 0. We divide by the volumes so that in practice we are comparing probability measures; we thank Akshay Venkatesh for this excellent suggestion. Using Ichino's formula as well as some nice simplifications we derive the following:
Theorem 1.4. With the same notation as in this section, we have This derivation occurs at the end of this subsection. It is pleasant to consider some small weight examples. For k + 1 = 10 there exists a cusp form F f , commonly denoted χ 10 [Ku] which vanishes along z = 0. This can be seen directly by its Fourier expansion but is also obvious from the right hand side of (1.14) since the sum over g is empty. For the same reason, when k + 1 = 14 there is a form χ 14 in the Maass space, but there are no g's and N(χ 14 ) = 0. For other small values of k we numerically computed N(F f ) obtaining Table 1 .3 where the labels "a" and "b" distinguish two forms of the particular weight. It would be good to extend the table to larger weights, and to compute the norm more accurately; the second displayed digit may not be correct though it seems the calculation has stabilized enough to detect the first digit. Based on these calculations as well as other heuristics (see Conjecture 1.6 and Theorem 1.10 below) we conjecture that N(F f ) = 0 for k + 1 ≥ 16. It would be interesting (and surprising) to find f and g such that
, sym 2 g ⊗ f ≪ k, the well-known bound [HL] (1.15)
and the "trivial" bound
we deduce the following corollary: Corollary 1.5. With the same notation as in this section, we have
The Lindelöf hypothesis implies N(F f ) ≪ k ε but in fact we have a much more refined conjecture: Conjecture 1.6. As k → ∞, we have
This is a special case of the conjectures of [CFKRS] , though it takes a little work to derive this particular answer from their conjecture, which we discuss in Section 4. It is a challenging problem to unconditionally prove Conjecture 1.6; to help measure the diffculty, one can consider the mean-value problem with f replaced by an Eisenstein series (which past experience indicates should be an easier problem) leading to the problem of estimating the second moment of symmetric-square L-functions in the weight aspect, which is listed as an open problem in [Kh, Conjecture 1.2] . We can prove Conjecture 1.6 on average over f and the weight k (of course f depends on the weight so we cannot try to fix f and vary the weight): Theorem 1.7. Suppose that w is a function satisfying
w is smooth with compact support on
We sketch a proof of Theorem 1.7 in Section 1.5 while the full proof takes up the majority of the paper. Corollary 1.8. The number of pairs (f, k) with f ∈ B 2k and k odd with K < k ≤ 2K and
. Furthermore, the number of pairs (f, k) with f ∈ B 2k and k odd with K < k ≤ 2K and N(F f ) > 1 (in particular, not close to zero) is ≫ K/ log K.
Proof of Corollary 1.8. For the first statement, let Q denote the number of such pairs (f, k) with
which is ≪ K 2 by Theorem 1.7 (after a smoothing argument). For the second statement, we use Cauchy's inequality as follows (1.20)
Since N(F f ) is 2 on average, the left hand side of (1.20) is ≫ K 2 . Let Q ′ be the number of pairs (f, k) with N(F f ) > 1. Using the convexity bound (Corollary 1.5), we see that the right hand side of (1.20) is then
Using Theorem 1.7 again, we find the stated lower bound on Q ′ . 
Combining (1.22) and Theorem 1.3, we have the following L 2 norm formula
Furthermore, [KS, Corollary of Theorem 2] and [Br, Lemma 5.2] show (be aware that Brown's normalization of h, h differs from ours by our extra 1/6 arising from the index of Γ 0 (4) in
Combining the formulas gives the result.
1.4. Nonvanishing of the L 2 norm. In this section, we fix the weight ℓ (even) and study the nonvanishing of the restricted L 2 norm in two ways. One is using the structure of the theory of Jacobi forms while the other is from a lower bound on twisted L-functions. Be aware that the weight ℓ used in this section and Section 1.2 corresponds to weight k + 1 used in Section 1.3 and the rest of the paper. 
Consequently, for such f we have that there exists a Hecke eigenform g of weight ℓ such that
This result says that at least (
))·dim(S 2ℓ−2 ) of the forms do not vanish. The proof of this theorem is based on the theory of Jacobi forms and does not directly show nonvanishing of any GL 3 × GL 2 L-functions. By the way, this nonvanishing result for N(F f ) does not lead to a lower bound on N(F f ) and only shows that for at least one g that L(1/2, sym 2 g ⊗f ) = 0 by way of Ichino's formula. Corollary 1.8 complements this by showing that the norm is at least 1 for at least ≫ K/ log K out of the ≍ K 2 forms F f under consideration. Our results do not rule out the following "worst-case" behavior: for each weight 2ℓ − 2, 50% of the forms have vanishing norm and the other 50% have nonvanishing norm, yet amongst the forms with nonvanishing norm, there exists one form f with N(F f ) ≈ K, and the rest with very small (say ≤ exp(− exp(K))) but nonzero norm. It would be interesting to obtain a better upper bound on N(F f ) 2 on average over f and k as one could improve the lower bound in Corollary 1.8.
We also present a different argument giving the following result.
Theorem 1.10. Suppose that for ℓ even large enough and for given f a Hecke eigenform of weight 2ℓ − 2, there exists a fundamental discriminant D < 0, 4|D, such that |D| ≪ ℓ 1−ε and satisfying L(
The result of Iwaniec and Sarnak [IS] shows that the hypothesis holds with D = −4, say, for at least ( 1 2 − ε) · dim(S 2ℓ−2 )) of the forms (for ℓ large enough in terms of ε), on average over ℓ; note that Theorem 1.9 holds for individual ℓ. Recall that any improvement in Iwaniec-Sarnak's work to ( 1 2 + ε) would effectively remove the Landau-Siegel zero, however this requires a nonvanishing result uniformly in D over a large range whereas we only require a single D, e.g., D = −4.
Proof of Theorem 1.9. For this proof we use the Fourier-Jacobi expansion of Siegel modular forms and properties of Jacobi forms. There is a certain family of Hecke operators V q : J ℓ,m → J ℓ,mq defined as follows:
Then the inverse map of the map in Theorem 1.1 is given as follows: if φ ∈ J ℓ,1 , then
is a Siegel modular form of weight ℓ in Maass space ( [EZ, ). Notice from (1.24) that if φ(τ, 0) = 0 for all τ , then φ| ℓ,1 V m has the same property for all m, and thus v(φ)| z=0 is zero. This means that for F in the Maass space, it restricted to z = 0 is identically zero iff φ 1 (τ, 0) is identically zero. Therefore, the subspace of Saito-Kurokawa cusp forms F 's that vanish at z = 0 is isomorphic to the subspace of J cusp ℓ,1 that vanish at z = 0. Now we simply quote the following vector space isomorphism from [EZ, p.40] :
given by the map
Here φ 10,1 (τ, z) and φ 12,1 (τ, z) are specific Jacobi forms of weight 10 and 12 respectively. Moreover φ 10,1 (τ, z) = O(z 2 ) while φ 12,1 (τ, 0) = 12∆(τ ). This shows that the dimension of the subspace of J cusp ℓ,1 of vanishing forms is the same as dim(M ℓ−10 ). Hence there cannot be more than dim(M ℓ−10 ) Hecke forms that vanishing along z = 0.
Proof of Theorem 1.10. For this result, we use the isomorphism (Theorem 1.2) between Jacobi forms and half-integral weight forms. We first consider the special case D = −4. Note that if c(4) + 2c(3) = 0 then the coefficient of q 1 in the Fourier expansion of φ(τ, 0) (which is an elliptic modular form of weight k) is nonzero, and hence that φ(τ, 0) does not identically vanish. If c(4) = −2c(3) then |c(4)| 2 = 4|c(3)| 2 and by the Kohnen-Zagier formula [KZ, Theorem 1], we deduce that
We apply the hypothesized lower bound for L( , f ⊗ χ −3 ) to deduce a contradiction for such an f . The point is the L-functions are naturally normalized not to grow too much with respect to ℓ while the different growth rate of 4 ℓ and 3 ℓ is extreme. One may observe that the same argument carries through for any D = −4n for which we can show
by Cauchy's inequality. By Kohnen-Zagier, (1.27) would be implied by
which in turn would be implied by the stated lower bound on L(1/2, f ⊗ χ −4n ) and the convexity bound on all other central values, provided n ≪ l 1−ε . This argument certainly breaks down once n is approximately ℓ for then the terms 4n 
−100 ? This problem was studied by Hoffstein and Kontorovich [HK] who obtained D as small as ℓ 1+ε , which barely fails to give a useful lower bound for our application. The Riemann-Roch theorem shows that there exists a D ≪ ℓ such that c(|D|) = 0 but does not give a lower bound on |c(|D|)|.
1.5. Sketch of proof of Theorem 1.7. The difficult part of this paper is proving Theorem 1.7 so here we indicate roughly how the argument goes before embarking on the full proof.
are Petersson weights; we wish to show that this expression is ≍ K. This corresponds to a variant of the main theorem, namely Theorem 6.1 which uses the Petersson weight for g rather than the "natural" weight given by Theorem 1.4.
and apply the Petersson formula in f and in g. The diagonal term leads to the main term, the "cross terms" which arise from the diagonal in one of either f or g (but not both) is quite small, and the hard part is to analyze the double sum of Kloosterman sums, namely
The exponential decay of J ν (x) for ν > 0 large and x ≤ ν/100 indicates that c 1 ≪ n K ≪ K and c 2 ≪ 1. The hard part is to understand this sum of Bessel functions. In Theorem 5.3 we work out the asymptotics of this sum over k; the answer is that roughly
Since c 2 is very small we consider c 2 = 1 for simplicity. Then the double sum of Kloosterman sums is reduced to understanding
At this point the Weil bound suffices to show that error term so far is O(K) (in reality it should be O(K 1+ε )) which is slightly larger than the main term. Thus the terms with n ≤ K 1−ε lead to an error term of size O(K 2−ε ) which is satisfactory; hence we consider K 2 /2 < n ≤ K 2 and replace n −1 by K −1 . The summand is then periodic in c 1 so is closely approximated by
S(r 2 , 1; c 1 )e 2r c 1 .
Then we compute (1.28)
e hr 2 c 1 .
In (9.15) and following we compute this sum; the answer is that it is φ(c 1 )c 1/2 1 in case c 1 is a square, and vanishes otherwise. Thus this error term is of size
This heuristic derivation is consistent with Theorem 6.1.
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3. Useful formulas 3.1. Approximate functional equation. The following approximate functional equation was proved for general L-functions and can be found in [IK] . 
By Stirling's approximation, one shows
where H 1 (u) is meromorphic on C with poles at u = −1, −2, . . . , having exponential decay as |Im(u)| → ∞ in any vertical strip, and each c i (u) is a polynomial in u. Moving the contour far to the right shows V (y, k) ≪ A (1 + y k 2 ) −A with A > 0 arbitrarily large. Taking the first two terms in the expansion, we write
where for i = 0, 1, we have
Lemma 3.2. For i = 0, 1, we have
The implied constant depends only on a and A.
3.2. Petersson trace formula. The following Petersson trace formula is well-known and can be found in Iwaniec's book [Iw] .
Proposition 3.3 (Petersson trace formula). Suppose φ ∈ B k has the Fourier expansion
where e(z) = e 2πiz and λ φ (1) = 1. Then
δ m,n equals 1 if m = n and 0 otherwise, S(m, n; c) is the Kloosterman sum defined below, and J k−1 is the J-Bessel function.
The Kloosterman sum is defined as S(m, n; c) = 
The norm conjecture
In this section we explain how the moment conjectures of [CFKRS] lead to Conjecture 1.6. We write the formula for the norm in the form
Now we wish to apply the method of [CFKRS] to find the asymptotic of N(F f ); for the following calculations to make sense, the reader should be familiar with their general recipe. We use the following representation of the Dirichlet series for L(s, sym 2 g ⊗ f ):
which follows from the definition (1.11) followed by the relations (1.9) and (1.10) and finally reversal of orders of summation.
The recipe of [CFKRS] calls for us to formally write an "approximate functional equation" for this L-function in the shape
where the dots indicate a similar term with α replaced by −α, and multiplied by certain gamma factors (which take the value 1 when α = 0). Since we shall let α = 0 we focus only on this first term. We also write (4.5)
Now we have in this formal way that c −1
The [CFKRS] conjecture now says we average over g using the Petersson formula and retain only the diagonal. We need to use the Hecke relation in the form
c 2 ).
Thus averaging (4.6) formally over g with Petersson weights and retaining only the diagonal leaves us with (4.8)
with the dots indicating a term that will be identical to the above when α = 0. Notice that if c|(a 2 1 , a 2 2 ) then c|a 1 a 2 so for such c we can always solve for k = a 1 a 2 /c. Thus we simplify (4.8) as A f (α) + . . . , where
Summing freely over l and b 2 , we see that A f (α) = ζ(2 + 4α) 2 B f (α), where
Note that B f (α) has an Euler product B f (α) = p B f,p (α), where with x = p
one can use a computer to explicitly evaluate B f,p (α) as a rational function in x. Indeed, we have
−1 is the Euler factor for the symmetric-square L-function associated to f . We then see that
We obtain the conjectured on the asymptotic for N(F f ) by setting α = 0 and multiplying by 2 to account for the term with −α. Thus we are led to (4.14)
2 ζ −1 (4) = 2, giving Conjecture 1.6.
Summation formulas
5.1. Summing over the weight. In this section we will state some summation formulas which we need in the proof of Theorem 1.7.
Proposition 5.1 ( [Iw] , pp.87-88). Let K ≥ 1, and suppose w satisfies (1.17). For a = 0, 2 and x > 0, we have
Moreover g(x) ≪ j (xK −2 ) j for any j ≥ 0.
Prior to summing over k, the left hand side of (5.1) is very small for x ≤ K/100, say, using the exponentially small size of the Bessel functions in this regime (see 6.15 below). After summing over k, we have two terms. One term retains the condition x ≈ K but is not oscillatory while the other term (involving g) is oscillatory but effectively has x ≫ K 2+ε which is a much more restrictive truncation.
Corollary 5.2. We have
Suppose that α, β are positive real numbers, w satisfies (1.17), and let
Our goal is to understand the asymptotic behavior of S(α, β) for α, β in different ranges. It turns out that the answer strongly depends on the size of . If γ ≥ 1 then S(α, β) ≪ K −1 . For γ < 1 we have the asymptotic formula
where H ± (x, y) is a complex-valued function vanishing unless K ≤ 2πx ≤ 2K and 0 ≤ y ≤ 1, and satisfying
for i, j ∈ {0, 1, 2, . . . }, and A > 0 is arbitrary, where the implied constants depend only on i, j, A.
The answer is in contrast to the more well-known such sum involving one Bessel function (Proposition 5.1). Notice here that the answer is oscillatory and has its largest size for α of rough size K.
We develop a fairly explicit formula for H ± in the course of the proof (specifically (8.37)) which clearly displays its dependency on any auxiliary parameters.
The proof is somewhat lengthy and we divide it into managable pieces. We will prove Theorem 5.3 in Section 8. 
Here r 1 , r 2 , c 1 , c 2 are certain integers, and
. In our application α ≪ K 2+ε , and β ≪ K 1+ε . Thus we can apply Theorem 5.3 to evaluate the sum over k. Write T = ± T ± + T E where T ± correspond to the two main terms, and T E corresponds to the error term. We will prove the following Theorem 5.4 in Section 9. 
where δ m= is the indicator function for m = .
Asymptotic evaluation of the restriction norm on average
Let notation be as in Section 1.3.
Theorem 6.1. Let N * (F f ) be given by
,
), and
Then for w(k) satisfying (1.17), we have
Observe that N * (F f ) is given by the same definition as N(F f ) except we have removed the weight
In Section 7 below we explain how to re-introduce these weights and recover Theorem 1.7.
, and hence
, we then have
where (6.6)
Note that u(k) satisfies (1.17). By the approximate functional equation (Lemma 3.1), and (4.3), we have
Using (3.5) we write M * = M 0 + M 1 + M E , corresponding to the three terms on the right hand side of (3.5). Trivially bounding the sum of Hecke eigenvalues (say using Deligne's bound) immediately shows M E ≪ K ε . The form of M 1 is practically the same as M 0 but is 1/K times the size, and so the method used to show M 0 ≪ K then would show M 1 ≪ 1. We henceforth consider only M 0 .
By applying the Petersson trace formula twice, we get
c 1 , and (6.10)
In the following Lemmas,
Recalling dim(S 2k ) = (2k − 1)/12 + O(1), we then express this main term as
Finally observe
Lemma 6.2. For k large enough, we have
Proof. Using (3.6) and then changing the order of summation and integration, we have
Recall that H(0) = 1 and H(−1/4) = 0 and hence H 1 (u) has the same properties (see (3.4)). Therefore, moving the line of integration to (−1 + ε) we pick up a simple pole at u = 0 only which delivers the stated main term. The error term is obtained by trivially bounding the new contour integral.
Lemma 6.3. We have E 2 ≪ K ε , and E 3 ≪ K ε .
Proof. Consider E 3 . We have
The change of variables 2k − 1 → k − 1 gives
We claim that F 3 ≪ 1 and is very small (O(K −100 )) unless
, which we henceforth assume. By [Wa, 2.11 (5)] (6.15)
In our case,
This immediately means F 3 is very small unless (6.14) holds. Thus we have by Proposition 5.1 that F 3 ≪ 1 and so using (6.14) we immediately obtain E 3 ≪ K ε . The proof for E 2 is similar, so we omit the details. The point is that essentially a 2 ≪ K 1+ε so (6.15) essentially gives c 1 ≪ K ε , while Corollary 5.2 shows the sum over k is bounded.
Lemma 6.4. We have
Proof. By Lemma 3.2,
By Theorem 5.3, the contribution to E 1 from c 1 ≫ K 1+2ε or c 2 ≫ K ε is thus negligible. Next we apply a smooth dyadic partition of unity to the sum over a 1 , with say 1 = N dyadic Ω(a 1 /N), where Ω is a fixed smooth function with support contained in [1, 2] . It then suffices to show E *
where T * is an instance of the expression T defined by (5.6), with n = a 1 , r 1 = db 2 1 , r 2 = a 2 , and W (n, k) = Ω(n/N)(n/N)
which is satisfactory since N ≪ K 2+ε . By Theorem 5.4, the contribution from
which is then seen to be O(K 1/2+ε ) by trivial estimations.
Proof of Theorem 1.7
Recall in Theorem 6.1 we showed an asymptotic for the mean value of N * (F f ) with a power saving, where N * (F f ) is the same as N(F f ) but with slightly different weights. Precisely, we need to include L(1, sym 2 g)/L(3/2, f ) to get N(F f ). We argue that L(1, sym 2 g) can almost always be approximated by a short sum. Precisely, write
, Let δ, ε 1 > 0 be chosen (small), and set V = K δ . Then there exists ε 2 > 0 such that the number of pairs (g, k) such that g ∈ B k+1 , and
Furthermore, by trivial estimations we have |E(g, V )| ≪ (log K) 100 , say. This result is a consequence of a zero-density estimate for this family which is a very minor modification of results of [L] who considered the harder case of Maass forms on the full modular group. Now modifying (6.5), we have
, sym 2 g ⊗ f ).
Next we apply the approximation (7.1). The error term to M in this approximation is
by positivity of the central values and the trivial bound L(3/2, f ) −1 ≪ 1. The contribution to (7.4) from "good" g, k, i.e. those such that |E(g, V )| ≤ K −ε 2 is, by Theorem 6.1,
The contribution to (7.4) from "bad" g, k is, using the convexity bound L(1/2, sym
keeping in mind the Petersson weights satisfy ω −1 .7)). Thus for purposes of obtaining the asymptotic formula for N , it suffices to replace L(1, sym 2 g) by the sum on the right hand side of (7.1).
Next we observe
A trivial bound gives
By combining (7.1) and (7.8), we then find a satisfactory approximation to N which leads to a minor modification of the sums studied in Section 6. As before, we apply an approximate functional equation and apply the Petersson trace formula over f and g. The error terms are practically of the same shape as before (since q, r, t are small) and so we claim that the asymptotic for N comes from the diagonal only, which we denote N 0 ; we also let M 0 be the corresponding diagonal term from M. We shall presently show
Proof of (7.9). We have
where δ m=n is 1 if m = n and is 0 otherwise, and the (. . . ) indicates only the weight functions. In the course of the computations it will be apparent that the sum above converges absolutely. The Perron formula method will then show that M 0 is asymptotic to the above sum with the weight functions removed (we use the fact that the Mellin transforms of the weight functions all have residue 1 at the origin). Now we observe that b 2 and q are free and each leads to a ζ(2), and that b 1 = 1 since a is squarefree. Furthermore, we solve r = a 1 a 2 /c and a = da 1 so that
Taking the Euler product of the above, we have
Note that 0 ≤ c ≤ 2. The contribution to the inner sums above from c = 0 is (7.13) 0≤d,a 1 ,a 2 ,b 0≤d+a 1 +b≤1
(−1)
If c = 1 or c = 2 then a 1 = 1, d = b = 0, and the condition on a 2 is a 2 ≥ 1. Thus these terms contribute (7.14)
Note that (7.13) plus (7.14) is (1 − p −2 ) −1 (1 − p −4 ). Thus (7.9) holds, as desired.
Now applying (7.9) to N , we have
Finally we finish the proof of Theorem 1.7 by computing As a first step, we remark that the exponential decay of S(α, β) for α or β ≤ K/100 follows from the rapid decay of the Bessel functions, that is (6.15). Our next step is to find a compact integral representation for S(α, β) that immediately shows S(α, β) ≪ 1, which is already a sizable savings compared to say using the bound
Lemma 8.1. Recall the definition of S(α, β) given by (5.2). We have
The nice feature of (8.1) is that it effectively involves only one integral, since we shall find an asymptotic formula for I K,±α (u) in Lemma 8.2 below.
Proof. We begin by applying the integral representation
e(lt)e −ix sin(2πt) dt, to both Bessel functions and reversing the orders of summation and integration, giving
Next we apply the Poisson summation formula to the sum over k. After some calculation, we find that for any y ∈ R,
where w 1 (x) = w(1+2x). Thus, after interchanging the orders of summation and integration, we have
e(−2α sin(2πt))e(−2β sin(2πu))e(t + u) w 1 (ν − 2t − 4u − 1 2 )dtdu.
Let S = S + + S − where S + corresponds to even values of ν, while S − corresponds to odd values of ν. In S + we change variables t → t + e(−2α sin(2πt))e(−2β sin(2πu))e(t + u) w 1 (−2t − 4u + 1 2 )dudt.
Next we reverse the orders of integration and change variables t → t − 2u ∓ 1/4 (depending on if it is S + or S − ), giving (after some brief calculation)
e(±2α cos(2π(2u − t))) w 1 (−2t)e(t)dtdu.
To complete the proof, notice that e(t) w 1 (−2t) = 1 2 w(−t).
, then there exists J depending on ε only and absolute constants a j such that
Remark. In our desired application we only require α ≪ K 2+ε but with extra work the analysis of S(α, β) can be extended to larger values of α.
Proof. Recall that w is assumed to satisfy (1.17), and so by integration by parts we have for each j = 0, 1, 2, . . . , and any A > 0,
for r = 2, 3, 4, and s = 0, 1, 2, 3, and
Suppose also that f ′ (x) changes sign from negative to positive at a point x = x 0 with A < x 0 < B. If T is sufficiently large in terms of the constants C r , then we have
Proof of Theorem 5.3. Applying Lemma 8.2 to S(α, β) given in the form of (8.1), we have
and
Technically, we need to assume α ≪ K 2−ε to appeal to Lemma 8.2, and we henceforth assume this since if α ≫ K 2−ε then the main term in Theorem 5.3 is absorbed by the error term.
We find it convenient to fix the ± sign to be −; the + case can be reduced to this form by conjugating the integral and changing variables u → −u. Observe that conjugating (5.3) effectively swaps the two main terms.
We compute
The support on g means that 4πα sin(4πu) ≥ K whence f ′ (u) ≥ 2K − 4πβ cos(2πu). Since cos ( (8.28) W (x) = − 1 2 j≤J a j α j w (2j) (x).
Notice that sin(2πu) is nonnegative and one-to-one on [0, 1/4], and so is cos(2πu). Now we change variables v = sin(2πu). Then dv = 2π cos(2πu)du = 2π √ 1 − v 2 du, sin(4πu) = 2 sin(2πu) cos(2πu) = 2v √ 1 − v 2 , cos(4πu) = 1 − 2v 2 , and e(−u) = √ 1 − v 2 − iv. K 2 , which is O(K −1+ε ) using α ≪ K 2+ε . All that remains is to check that the main term in Lemma 8.4 is consistent with Theorem 5.3. We have f 1 (γ) = − )(c 1 W (2πx) + c 2 β 4K yh(2πx)).
Proof of Theorem 5.4
For the error term T E , we have using the Weil bound for Kloosterman sum of modulus c 1 and the trivial bound for the Kloosterman sum of modulus c 2 , that This is an abuse of notation because in the development of H ± we neglected the dependence of the weight function on n. However, recalling the development (8.37) we obtained H ± very explicitly in terms of W (n, k) (with n suppressed in the notation). A little thought shows that it is sufficient to bound a sum of the form where H ± (t, x, y) has support in t ≍ N, x ≍ K, and y ≤ 1, and satisfies H (i,j,k) ± (t, x, y) ≪ N −i K −j for any i, j, k ∈ {0, 1, 2, . . . }. At this point we forsake any cancellation except in n and therefore suppress the dependence of H ± on other variables besides n. That is, we write where U(n) is a certain smooth function satisfying (9.5)
We get this using (9.6) r 1 N K 2 c 2 2
≪ K ε , √ r 1 c 1 √ Nr 2 ≪ 1, the latter following from H ± (t, x, y) = 0 for y > 1.
Lemma 9.1. Let U(x) be any function compactly-supported on the positive reals satisfying (9.5). Then T ) .
h becomes a Ramanujan sum which we evaluate in terms of a divisor sum. Then (9.14) becomes 
