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This thesis presents a parametric model of quadrotor power consumption and
characterizes the performance of this model in hardware experiments. Like
other existing power models that have been used both for quadrotors and
general rotorcraft, it can be expressed as the sum of four terms—induced,
parasitic, profile, and climb power—that depend on estimates of the aerody-
namic forces and moments acting on the quadrotor. The model’s accuracy
was measured across a wide range of flight conditions. The results of an
ablation study to show the relative contribution of each term are presented,
concluding that the contribution strongly depends on the ground velocity of
the quadrotor. Both the dataset and code are freely available as a benchmark
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Even though quadrotor helicopters have become the dominant small un-
manned aerial vehicle (UAV) for both research and commercial users, the
platform’s problem with power efficiency persists. In addition to available
LiPo battery technology, general rotor vehicle inefficiency when operating
at or near hover [1] is one of the main driving issues behind this problem.
Because quadrotors are often at or near hover in application, power systems
often require 25-30% of the mass budget to achieve 15-18 minute flight times
[2]. The problem of quadrotor power efficiency therefore creates a practical
limit on the platform’s utility.
Currently, most approaches to solving this problem can be classified into
the development of either hardware, algorithm (software) [3, 4, 5], or bio-
inspired/hybrid systems. Traditionally, the bulk of work done to increase
quadrotor efficiency is in the first category. Efforts here consist mostly of
reducing the weight of materials such as the airframe, sensors, and power
electronics. The second category contains methods that incorporate vehicle
power consumption into cost functions of existing optimal planning and con-
trol algorithms. Finally, the third category often produces novel systems that
increase efficiency by transitioning to another dynamic mode such as perch-
ing, walking, or rolling. In [6], Karydis et al. provide a thorough review of
promising work in all three categories.
This thesis contributes to the second category, the popularity of which has
grown in recent years due to the increased capabilities of onboard computers.
Since the majority of algorithmic approaches are model-based, their perfor-
mance is directly related to how well their power consumption model can
estimate the true power consumed in actual flight. Several white box [7, 8]
and black box [3, 9] models have been proposed in recent years each with
their own drawbacks.
The benefit of black box models is that they remove the need for a theoret-
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Figure 1.1: Position data from all flight experiments. With 2 orbit radii, 3
altitudes, and 5 linear ground velocities data was collected for 30 different
trajectories. Each trajectory was flown for approximately 120 seconds
resulting in 97 complete orbits to analyze. All flight data and the ROS
package used can be found at
https://github.com/alex-faustino/brg-qr-OptEnd.
ical model, which would require determining numerous physical parameters
about the quadrotor. However, they do not generalize to any desired trajec-
tory; this constrains motion planning methods to the set of predetermined
models.
White box models primarily consist of summing some combination of the
four major sources of aerodynamic power – induced, parasitic, profile, and
climb – which are each covered in more detail in Chapter 4. Depending
on which terms a model includes and how it approximates them, the model
either sacrifices accuracy or requires several parameters to be identified about
the quadrotor beforehand.
This thesis makes three contributions:
1. It provides a parametric model of quadrotor power consumption that
performs better than existing models.
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2. It shows the impact of each power term on the accuracy of the model
using an ablation study with data from outdoor flight tests.
3. It releases the data from these flight tests for others to use freely as a
benchmark.
The remainder of the thesis is formatted as follows: Chapter 2 talks in more
detail about existing power consumption models and example applications of
how they can be used to increase flight performance; Chapter 3 presents the
quadrotor dynamic model, in particular a different method for modeling aero-
dynamic drag; Chapter 4 presents the power consumption model; Chapter 5
describes flight experiments, hardware, and software; Chapter 6 describes
the results of the experiments and discusses their significance; Chapter 7




2.1 Existing white box models
White box models for quadrotor power consumption are derived from the-
oretical models for general rotorcraft, mainly presented by Leishman [1].
Leishman’s full model has aerodynamic power required for a steady maneu-
ver equivalent to the sum of induced power, parasitic power, profile power,
and power required to climb. Aerodynamic power is then scaled by an effi-
ciency factor to convert to electrical power consumed. The individual power
terms can be approximated, simplified, or assumed negligible to reduce model
complexity. Which of these terms is included and how they are simplified
is the main difference between the existing white box models implemented
specifically for quadrotors.
A nearly comprehensive model for power consumption is given by Liu et
al. [7]. Their model contains three of the four terms from Leishman’s model
relevant to quadrotors: induced, profile, and parasitic, while neglecting the
power required to climb. Somewhat similar to the black box models, their
model requires initially collecting flight data to numerically determine seven
constants. Their model is validated by flying a known trajectory and com-
paring the estimate of power to the actual power measured onboard. The
experiments presented in this thesis are a natural extension to this valida-
tion, as similar trajectories are flown with more parameter variation. What
differs is the analysis of how the individual terms contribute to the estimate’s
accuracy rather than just determining the accuracy.
Bangura and Mahony [10] present a model for mechanical power produced
by the rotors as the integral part of their nonlinear dynamic model. They
draw on the previous work by [1] and [11] to derive a model that more ac-
curately depicts the relationship between the rotors’ mechanical and aerody-
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namic characteristics and the dynamics of the whole body during aggressive
maneuvers. While this model has seen success in implementation, the tra-
ditional thrust-and-torque-based nonlinear model is still the most prevalent
implementation.
2.2 Black box models
Prevalent black box models for quadrotor power consumption all follow the
same style of derivation. A set of trajectories is flown with known parameters
such as distance traveled, velocity, turn radius, quadrotor mass, etc. then a
model for each category of trajectory is regressed from the data.
Di Franco and Buttazzo present one of the earliest successful black box
models in [3] along with a method for trajectory optimization using their
model, which is covered in more detail in the following section. They provide
models for four basic maneuvers: take-off, straight and level flight, level
turn, and landing then validate their models by implementing them in their
trajectory optimization algorithm. A major drawback of this model was that
it did not account for the transient effects produced by stopping and going
at the end of each maneuver.
Prasetia et al. address this issue in[9] by taking a similar but more ”mis-
sion” focused approach. Here, the trajectories modeled are specific to those
seen most commonly in current quadrotor applications. Most importantly,
they specifically design their experiments so that transient behavior is cap-
tured in their models. The mission options they provide models for are
takeoff, loiter, waypoint, and return to launch. They validate their model by
predicting the power consumption for two surveillance style missions. The
major drawback here is that the models do not generalize to any desired
trajectory and therefore constrain any motion planning method to only use
the trajectories with predetermined models.
2.3 Trajectory optimization applications
Several promising approaches for increasing small UAV endurance through
software have been made in the last four years. Di Franco and Buttazzo
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present one of the earliest successful methods in [3] where they use energy
as an additional optimization criteria for coverage problems. They fit en-
ergy models to empirical data collected from four basic maneuvers: take-off,
straight and level flight, level turn, and landing. Their algorithm then finds
a set of nodes at a fixed altitude that maximizes coverage with a given res-
olution. The edges of the graph are one of the four basic maneuvers they
have an energy model for. An optimization scheme then finds the constant
velocity that minimizes the energy consumed by each edge.
The major drawback of this approach is that the UAV must come to a
stop at each node consuming a large amount of energy while accelerating
and decelerating. It may be that incorporating a white box model, such
as the one presented in this thesis, would alleviate this issue; allowing for
smooth trajectories.
One of the most promising approaches comes from Morbidi et. al [12] where
they leverage a brushless DC motor model to find minimum energy paths
with respect to the angular acceleration of the rotors in continuous time.
Their approach has relatively lax constraints, the initial and final angular













With a clever change of variables the optimization problem becomes simple
enough that it can be solved numerically. An issue with this method is that
it has only been validated in simulation and there is currently no method for
determining the polynomial coefficients of the objective function for a real
system.
Ware and Roy [4] incorporate urban wind data to find more efficient tra-
jectories between two points in the urban canopy layer. Using the wind’s
prevailing speed and direction above the surrounding buildings as the input
to a CFD solver, they generate a grid with 1 m resolution. Similar to [3]
they create a graph for a fixed altitude such that each interior node has eight
edges. Using the wind vector, vw, from the CFD solution, they can then
6
choose an upper and lower bounded ground velocity, vg, for the quadrotor
such that it minimizes:
Ei =
T (vi + v∞ sinα)(vg − vw)‖d‖
vg
where ‖d‖ is the Euclidean distance between the two nodes. They address
the acceleration problem encountered by [3] by constraining the change in
velocity, ∆vg, between edges. Their simulation results show that wind aware
planning uses less power than wind naive planning and highlights the im-
portance of having an estimate of the local wind field. Their expression for
energy consumption only uses Pind to minimize power along an edge. Chap-
ter 6 shows that including more terms in their power model, specifically a
term for parasitic power, could improve their results.
Most recently, Tagliabue et. al [5] presented a model-free control approach
that uses an extremum seeking controller to converge to the velocity that
minimizes energy consumption on a given trajectory. The extremum seek-
ing controller takes the voltage and current draw measured at the battery
terminals as inputs and ouputs a velocity for the flight controller to track.
This approach requires little knowledge about your system and environment
which they demonstrate by attaching packages to the quadrotor, completely
altering its dynamics and aerodynamics. Theirs is one of the only methods
to be verified empirically on a physical system, however the experiments did
not include wind disturbance. A potential downside to this approach is that
it minimizes energy consumed on a predetermined trajectory rather than de-
termining a minimal energy trajectory. For practical applications, combining




This chapter contains a derivation of the standard quadrotor dynamic model
given in [13] and [14] specific to the assumptions made in this thesis, such as














Figure 3.1: Definition of the coordinates used in analysis. Frame W is
defined as a NEU world frame. Frame B is attached to the quadrotor’s
center of mass. Keeping with convention, zB points down and xB points
forward so that positive pitch angles, θ, correspond to pitching up. Angle of
attack, α, is defined as the angle between vW∞ and the rotor plane. Total





Two frames of reference are defined, the NEU world frame, W , and the body
fixed frame, B, attached to the quadrotor’s center of mass. Using these
frames, several variables are defined: R, a rotation matrix that describes the
orientation of B in W ; qw =
(
xW , yW , zW
)
, a vector that gives the Cartesian
position of B in W ; and ωB, a vector that describes the angular velocity of
B with respect to W in the body frame. R is parameterized by the XYZ
Euler angle sequence Θ = (φ, θ, ψ) corresponding to roll, pitch, and yaw
respectively.
Assuming all four rotors are identical and neglecting blade flapping, each
rotor will produce a thrust, fBj ∝ σj, where σj is the spin rate of the rotor.
Additionally, each rotor will produce a torque, τBj , around each axis of B.
Torques about xB and yB are moments proportional to σj, whereas torques
about zB are pure torques proportional to the difference in spin rate between
a rotor and its counter-rotor (i.e. σ2 − σ4 and σ1 − σ3).
Then the translational and rotational dynamics of the quadrotor can be










Where IB is the rotational inertia matrix, which is diagonal when the quadro-
tor is axisymmetric, the gravity vector is gW = (0, 0, 9.8066) ms−2, and m
is the mass of the quadrotor in kilograms.
3.2 Assumption of level flight and planar wind
By assuming level flight and that vwind is always on the x
W × yW plane,
two simplifications can be made to reduce the power model’s number of
parameters. First, rather than having to determine the angle of attack, α, its
cosine and sine can be approximated with Equation (3.3) and Equation (3.4).
cosα = cosφ cos θ (3.3)
sinα = sinφ sin θ (3.4)
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Second, using Equation (3.3) the total thrust output by all four rotors, T ,





This means the model does not require information about rotor spin rates to
predict power consumption.
3.3 Drag model
Differing from [5] and [15], we approximate our drag force with a function
cubic in v∞ rather than quadratic. This avoids overestimating the drag force
at lower v∞ as shown in Figure 3.2. We find that a cubic drag model reduces











Where µ1, µ2, and µ3 are experimentally determined drag coefficients selected
to make Equation (3.6) approximate a more complex drag model such as the
ones presented in [16], [10], or [17]. We assume that fWD is always co-linear
with vW∞ and acts at the quadrotor’s center of mass, producing no moments.
3.4 Wind estimation
The question of how to estimate a wind field onboard a quadrotor has been
studied in great detail over the last decade, and continues to be a pressing
question in aerial robotics [18, 16, 19, 20]. As seen in Chapter 4, Equa-
tion (4.5) is dependent on the output of these models to calculate the free-
stream velocity’s norm, v∞. For these experiments, the output from DJI’s
built-in, proprietary method is used for estimating wind velocity and heading.
The accuracy of results in this thesis is directly dependent on the accuracy
of DJI’s model across varied flight regimes.
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Figure 3.2: Here we see that the quadratic fit (red) overestimates drag at
lower v∞, whereas the cubic fit (green) closely matches the regression data
for the whole range of v∞. The regression data was collected on level flights
not in our experimental set; corresponding drag estimates are based on the
residual dynamics of the quadrotor, where we assume thrust and
acceleration are known. Drag coefficients for our vehicle:




This chapter contains the derivations for each term of the power required
model based on models for general rotorcraft given in [1] and models specific
to quadrotors [4, 21, 5, 7]. It concludes with how the power required model
is converted to power consumed.
The general rotorcraft model assumes the total aerodynamic power re-
quired to maintain steady maneuvers is the sum of induced power, parasitic
power, profile power, and power to climb in altitude. Defining these terms
begins with a force balance analysis of a quadrotor in steady, forward flight.
Assume that in Figure 3.1 the quadrotor is at equilibrium. Additionally,
define two new variables Θfp, the flight path angle, as the angle between v∞
and xW × yW ; and vc, the climb velocity. Then, assuming that Θfp and α
are small; and that the drag force, fWD , is independent of Θfp, the equations
for vertical and horizontal equilibrium can be written as Equation (4.1) and
Equation (4.2) respectively.
T cos(α−Θfp) = W
T ≈ W
(4.1)
T sin(α−Θfp) = fWD cos Θfp




To find the total power required to maintain level flight, it can first be
written in its simplest terms as Equation (4.3).
Preq = Tv∞ sinα (4.3)
By making the same assumptions as above and subbing in Equation (4.1)
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and Equation (4.2), Equation (4.3) can be rewritten as Equation (4.4).














From Equation (4.4), it can be seen that the power required to maintain
level flight can be written as a sum of the power required to overcome drag
and the power required to climb. From fundamental flight mechanics [22]
it is known that drag is better modeled as its own sum of individual drag
components. The types of drag components most important to quadrotors
are induced, parasitic, and profile. Replacing the first term of Equation (4.4)
with three terms for the power required to overcome the corresponding drag
type gives Equation (4.5), the basic model given by [1].
Preq = Pind + Ppar + Ppro + Pc (4.5)
The following sections go in to the details of each term’s derivation.
4.1 Induced power
Simply put, all surfaces that produce lift consequently produce drag, defined
as induced drag. Several sources cover this in much greater detail in gen-
eral [22], specific to rotorcraft [1], and specific to quadrotors [10]. Keeping
with the existing quadrotor models, the induced power is modeled as Equa-
tion (4.6), which is a simplified model given in [1]
Pind = T (vi + v∞ sinφ sin θ) (4.6)
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where vi is the velocity induced by air flowing through the rotors and is




2 + (vi + v∞ sinα)
2
(4.7)
where vh is the induced velocity at hover and can be found theoretically
using Equation (4.8) where r is the rotor radius. This expression for vi can







Parasitic drag comes from all nonlifting surfaces and is the predominant
source of drag at higher velocities. It is often considered negligible at lower
velocities for quadrotors [10]. The power to overcome parasitic drag is mod-
eled as Equation (4.9), which is also given in [1], and where fD is modeled
by Equation (3.6).
Ppar = fDv∞ (4.9)
4.3 Profile power
Profile drag is generated by the transverse velocity of the rotors as they ro-
tate. Its standard derivation uses Blade Elment Theory, an abridged, quadro-
tor specific version is presented here. For a more generalized version see [1]
and for a more detailed, quadrotor version see [10].
First find the profile power required for a single rotor while hovering. Fig-
ure 4.1 shows how an infinitesimal slice of rotor i with radius R is located
r from the rotor’s center. Then the linear velocity of a slice of the ith rotor
can be written as Equation (4.10) where Ωi is the spin rate of that rotor.






Figure 4.1: Diagram of the infinitesimal slice of a rotor blade that is
fundamental to Blade Element Theory.
By assuming that dD in Figure 4.1 can be modeled as quadratic in Equa-
tion (4.10) and integrating those infinitesimal drag forces across the length
of the rotor the expression for profile power required for a single rotor while
hovering is obtained as Equation (4.11). Where N is the number of blades
on the rotor, cd is the drag coefficient of the slice, and c the chord length. cd

























While hovering in no wind, Equation (4.11) is equal to 0 though since
the opposing rotors cancel each other. Therefore, the profile required dur-
ing forward flight is of much greater interest. To derive this expression the
concept of advance ratio must introduced. The advance ratio is defined as
Equation (4.12), it is a standard term in rotorcraft analysis. It captures
the effects of the forward moving blade and retreating blade of the rotor
15





The power required to overcome profile drag for a single rotor in forward






By making the standard assumptions Ti ∝ Ω2i and that the angle of at-
tack, α, is the same for all rotors, Equation (4.13) can be rewritten as Equa-
tion (4.14). Where κ1 and κ2 are determined empirically using methods such





























≈ κ1T 3/2 + κ2 (v∞ cosφ cos θ)2 T 1/2
(4.14)
As Liu et al. states, κ2 is often approximately 0, so the second term





This is the only term in the presented model that is not associated with over-
coming drag. To define it properly, additional expressions must be brought
in from [1]. First, it must be accounted for that the model for vi, the ve-
locity induced by the rotors is affected by climbing since this would greatly

















There is also need for an expression that relates changes in power required



































Rearranging Equation (4.18) and subbing in Equation (4.1) then gives






To convert Preq to an estimate of electrical power consumed, P̂ , it is assumed
that all losses due to electrical components can be aggregated to one efficiency
term η. This assumption is in line with previous work [4], [21], and [5]. This






(Pind + Ppar + Ppro + Pc) (4.20)
η is defined as the ratio between the theoretical power required at hover,
which is found using (4.8), and the mean power consumed during hover





Experiments consist of flying orbit trajectories, seen in Figure 5.1, around
a fixed point of interest. They are parameterized by the radius of the orbit
r, altitude h, and the target linear velocity vg. Each of these parameters is
varied independently within the following sets:
r = {20, 50} m
h = {20, 25, 30} m
vg = {0, 2, 4, 6, 8} m/s
The set of target linear velocities was chosen to satisfy the goal of char-
acterizing how the contribution of each term in Equation (4.20) vary with
v∞. By tracking a variety of vg while orbiting, the quadrotor experiences an
even larger range of v∞. The lower and upper bound were chosen because
hovering is still one of the most common modes for a quadrotor and 8 m/s
is approaching the dynamic limits of most commercially available platforms.
Similarly, the set of altitudes was chosen to verify flights were conducted
high enough to avoid viscous effects from the ground. Otherwise, a planar
wind field assumption would be severely inaccurate. The lower bound of this
set was a safety measure to ensure the quadrotor avoided standing structures
at the airfield by at least 5 m.
Lastly, the choice to fly at two different orbit radii was motivated by φ
being smaller at larger orbits, improving our approximations of α in Equa-
tion (4.20). 25 and 50 m were chosen because smaller radii make it dynami-
cally challenging to fly at high linear velocities, whereas larger radii begin to





















Figure 5.1: Diagram of flight experiments. The radial position in the orbit
is defined by finding the mean wind heading for each experiment, Θ̄, and
taking that as 0 radians. This diagram also shows that vW∞ and α vary as
the quadrotor moves around the orbit.
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5.2 Hardware and software
Originally, the quadrotor platform was supposed to be a replica of an open
source build designed at ETH Zurich [23], but due to out of date hardware
and compatibility issues only a some of the hardware was utilized. Their plat-
form and its capabilities were still used as a model for guiding the decisions
that produced the quadrotor platform presented here.
The DJI M100 was selected as the quadrotor platform because of its high
performance technical specifications, its ability to interface with the DJI
ROS SDK, and the 40% discount offered to researchers and developers. Full
technical specifications can be found on DJI’s website, the most important
ones that lead to its selection are listed here:
• Maximum takeoff weight: 3.6 kg
• Operating temperature: −10◦ C to 40◦ C
• Maximum angular velocity: pitch/roll: 300◦/s yaw: 150◦/s
• Maximum wind resistance: 10 m/s
• Maximum velocity (GPS mode): 17 m/s
• Hovering time with 0.5 kg payload: 17 min
In addition to also using the DJI M100, an Intel NUC was still used as the
onboard computer to handle high level control, communication with ground
station, and some data logging. . Several versions of the NUC are available
from Intel. To ensure Linux compatibility, the NUC7i7DNH1E was selected.
Memory and storage components were selected so that the computer could
handle processing several complex ROS services and nodes running at once
with plenty of margin. The final components are listed here:
• Memory: 16 GB DDR4 2400 RAM from Crucial
• Storage: 500 GB M.2 internal SSD from Crucial
As already stated DJI offers a ROS version of their SDK that allows for
an onboard computer to provide high-level control to the M100 either fully
or semi autonomously. The ROS framework was chosen over the regular,
core SDK because ROS is without a doubt the most common framework
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for open source robotic projects. With one of the goals of this work be-
ing to provide a means for easier future work, it makes sense to have the
platform’s software framework as accessible and common as possible. The
ROS package used to run the experiments outlined in Chapter 5 can be in
the online repository at https://github.com/alex-faustino/dji-GNC-ROS. It
is compatible with Ubuntu 16.04 and ROS Kinetic Kame.
(a) (b)
(c) (d)
Figure 5.2: Close-ups of 3D printed parts for mounting NUC and cable
management. The part under the NUC is a custom bracket that serves as
an adapter for the mount included with NUC and the DJI expansion rails.
The box houses the power converter and serial cable, it is mounted with
same adhesive sticker that attach the GPS sensor. (a) View of the cable
management box without any cables or lid. (b) Top view of the cable
management box with the power converter partially visible. (c) View of the
quadrotor side of the power cable and computer side of the serial cable. (d)
View of the quadrotor side of the serial cable and the computer side of the
power cable.
Powering and connecting the NUC to the M100 is done with commercially
available parts. The connection to the M100’s battery is regulated down to
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12 V by a Turnigy Multistar Twin Output 5/10 A SBEC. The M100 caps the
current draw of external devices at 10 A, this is more than enough to run the
NUC. The serial connection is done with a USB to UART cable purchased
from Adafruit Industries. The M100 also has CAN bus capabilities if a more
suitable onboard computer is selected.
Mounting the NUC to the M100 was accomplished by 3D printing two
custom parts, as seen in Figure 5.2. The bracket below the NUC acts as an
adapter between mounting plate included with the NUC and the expansion
rails of the M100. This piece was custom designed for this platform. The box
for cable management protects and stores the power converter cable assembly
and the serial cable. It is secured to the M100 using the adhesive stickers
that are included from DJI. The lid is secured with 4 screws. This part is
adapted from the build in [23].
Figure 5.3: Typical setup for flight experiments. From left to right:
peripherals for NUC so that ROS node could be easily edited in the field.
DJI M100 with Intel NUC mounted onboard and a 3D printed case for
cable management. Linux ground station running on Lenovo T450.
Additional DJI TB47D batteries. DJI C1 RC controller. Access point for
connecting NUC to ground station.
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Parameters determined for the platform used in this thesis:
m = 3.29 kg





Where κ1 was found following [7], and the determination of µ1, µ2, and µ3 is
described in 3.
The majority of flight data comes from the onboard DJI flight logs. In these
logs DJI collects 130 different types of data. Accessing this data can be done
using free software available called CsvView that converts the data files to
CSVs. To get the data used in this thesis, the generated CSVs are processed
by a Matlab script available at the online repository https://github.com/alex-
faustino/brg-qr-Optend. The script allows for the user to select the data of
interest and create a .mat file that can be used by the analysis script in the
same repository.
The sampling rate of the data depends on the sensor:
• GPS data at 200 Hz
• IMU data at 200 Hz
• Magnetometer data at 50 Hz
• Battery data at 1 Hz
While there is a large amount of data collected for each flight only a fraction
are used in the analysis. They are listed below with their corresponding unit:
• offset time (s)
• acceleration x (g)
• acceleration y (g)
• acceleration z (g)
• acceleration norm (g)
• IMU N veloctiy (m/s)
• IMU E veloctiy (m/s)









• GPS MSL height (m)
• GPS N velocity (m/s)
• GPS E velocity (m/s)
• GPS D veloctiy (m/s)
• power at battery (W)
• air speed body frame x (m/s)
• air speed body frame (m/s)
• air speed ground frame x (m/s)
• air speed ground frame y (m/s)
IMU velocities, GPS velocities, and air speed in both frames are estimated
by DJI proprietary software onboard. The origin for the ground frame is
placed at the ”home point” and the axes are aligned so that positive y is




The results of the experiments detailed in Chapter 5 are evaluated by assum-
ing two primary use cases for a power consumption model in autonomous
UAV planning and control. The first case is predicting the total power con-
sumed by a trajectory, which requires the power consumption model to be
accurate across all states in the trajectory. The second case is determining
the parameters of minimal power trajectories, where the model’s gradient
should have the same direction of descent as the actual gradient of power
consumption. For both cases, our results indicate that a hybrid model based
on v∞ may be necessary. The Matlab scripts and functions necessary to
repeat the analysis in this thesis can be found in the online repository at:
https://github.com/alex-faustino/brg-qr-OptEnd.
6.1 Estimating total power
As seen in Figure 6.2, Figure 6.3, and Table 6.1, Pind is by far the largest
contributor to accurate estimates of power consumption, especially at lower
vg. As expected, the contribution of Ppar increases with vg, but is still domi-
nated by Pind. Interestingly, it is evident that the inclusion of Ppro degrades
the estimate at greater vg. This could be attributed to the assumption used
to neglect a term discussed in Chapter 4 or the method for determining the
constant κ1. Since all experimental flights were conducted at near-level flight,
it is expected that Pc is nearly negligible.
Table 6.1 also shows that the full model achieves relative errors lower than
previously published models. Since existing models were not evaluated using
the same data, it is not a fair comparison, but it is still worth noting until
further verification. This is of particular interest to path and motion planning
problems that keep a large margin of battery capacity. By having a better
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Figure 6.1: Mean P and P̂ ±1 standard deviation results for all non-hover
flights separated by target vg. Each plot is averaged over all altitudes and
orbit radii flown. The x-axis is the quadrotor’s position in the orbit in
radians, descibed in Figure 5.1. From left to right vg is 2 m/s, 4 m/s, 6
m/s, and 8 m/s. The subscript of P̂ denotes which term is removed from
the model. As vg increases so does the variance of P̂ . When vg is 8 m/s
there is also a large increase in error, but as seen in Figure 6.2 and
Figure 6.3, this error can be reduced by neglecting Ppro.
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Figure 6.2: Relative error between model estimates and measured P results
for all non-hover flights separated by target vg. Each plot is averaged over
all altitudes and orbit radii flown. The x-axis is the quadrotor’s position in
the orbit in radians, descibed in Figure 5.1. From left to right vg is 2 m/s, 4
m/s, 6 m/s, and 8 m/s. There is little difference between the full model and
the model with Pc removed. Because all flights were targeting a fixed
altitude this is expected. It is also easy to see that the removal of Pind
causes the largest error magnitude over all vg. At 8 m/s it can be seen that
the inclusion of Ppro degrades the accuracy of P̂ .
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estimate of P , uncertainty around max flight time decreases, allowing for a
larger feasible trajectory set.
Figure 6.3: Absolute error between model estimates and measured P
results for all non-hover flights separated by target vg. Each plot is
averaged over all altitudes and orbit radii flown. The x-axis is the
quadrotor’s position in the orbit in radians, descibed in Figure 5.1. From
left to right vg is 2 m/s, 4 m/s, 6 m/s, and 8 m/s. Absolute error is also
included here to give an idea of the error’s scale. While 10% to 20% would
not be an issue with low wattage systems, when integrating over long time
horizons on a high wattage system it would lead to enormous uncertainty in
battery consumption estimates.
6.2 Determining minimal power trajectories
For model-based methods that use gradient descent, it is ideal that the
model’s computed gradient’s descent direction aligns with the descent di-
rection of the underlying physics. Otherwise, the algorithm will converge to
non-minimal states. To evaluate this, the gradient of Equation (4.20) with
respect to v∞, θ, and φ is approximated by taking a finite difference between
samples taken while orbiting. In Figure 6.4, we see that removing Pind causes
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discrepancies between the descent directions of ∇P and ∇P̂−ind. Figure 6.4
also shows that this problem diminishes as vg increases, but as previously
stated this magnitude of vg approaches the current dynamic limit of com-
mercial platforms. Based on that, Pind should always be present in a model
where some form of gradient descent is used.
It should be highlighted that the model presented in this thesis and all cur-
rent power consumption models are heavily reliant on accurate estimations
of the 3D, time-varying wind field. Certainly there is room for significant
improvement in solutions to this problem, particularly in the atmospheric
boundary layer and urban canopies. Looking forward, it will be important
to not only estimate the wind vector directly acting on the UAV, like current
methods, but to predict the wind field of the entire operating area as well.
Table 6.1: P̂ mean nRMSE (%) for the removal of each term from the model
Dropped
Hover 2 m/s 4 m/s 6 m/s 8 m/s
out term
none 8.36 7.22 7.06 9.15 18.30
Ppar 13.57 11.20 12.65 15.99 18.26
Ppro 20.97 17.89 17.51 13.28 11.36
Pind 80.70 81.86 78.12 68.44 54.73
Pc 8.46 7.31 7.12 9.19 18.37
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Figure 6.4: Gradient approximation of P and P̂ with respect to changes in
state variables as orbit is flown results for all non-hover flights separated by
target vg. Each plot is averaged over all altitudes and orbit radii flown. The
x-axis is the quadrotor’s position in the orbit in radians, descibed in
Figure 5.1. From left to right vg is 2 m/s, 4 m/s, 6 m/s, and 8 m/s. At
lower vg, the exclusion of Pind causes the descent direction of the gradient
to not lead towards minima in P . Although, as vg increases this problem
dissipates. There is a larger amount of error when Ppar is removed, but in
methods using gradient descent, magnitude of the gradient is less important




This thesis presents a white box model for quadrotor UAV power consump-
tion, which achieves relative errors below 12 % across a range of flight condi-
tions. The contribution of each term in the model was evaluated with respect
to accuracy of the power estimate and its gradient. By assuming level flight
and planar wind, the model only depends on roll, pitch, and v∞. These pa-
rameters were varied by flying planar orbits at different ground velocities,
vg. It is shown empirically that the Pind term is the greatest contributor to
reducing total error across all flight regimes studied. Agreeing with previous
work, results also show that Ppar contributes more to error reduction as vg
increases. To reduce error at larger velocities, Ppro should be ignored; this
suggests the use of a hybrid model. Additionally, with respect to the model’s
gradient’s direction of descent aligning with underlying physics, Pind is ex-
tremely important at lower vg, but is nearly negligible at larger velocities.
Moving forward, a hybrid or weighted model should be designed and vali-
dated using the data from these experiments. This new model could then be
utilized as the power consumption model for power minimization methods
in experiment and practice. Based on the findings of experiments in this
thesis, incorporating that model should reduce power consumption relative
to previous implementations. Additionally, greater focus should be placed on
improving the wind estimation techniques that current models heavily rely
on. Particularly, moving towards onboard capabilities for estimating low al-
titude and urban canopy wind fields at large. Improving methods for wind
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