Abstract. The application of document clustering to information retrieval has been motivated by the potential effectiveness gains postulated by the cluster hypothesis. The hypothesis states that relevant documents tend to be highly similar to each other and therefore tend to appear in the same clusters. In this paper we propose an axiomatic view of the hypothesis by suggesting that documents relevant to the same query (co-relevant documents) display an inherent similarity to each other that is dictated by the query itself. Because of this inherent similarity, the cluster hypothesis should be valid for any document collection. Our research describes an attempt to devise means by which this similarity can be detected. We propose the use of query-sensitive similarity measures that bias interdocument relationships toward pairs of documents that jointly possess attributes expressed in a query. We experimentally tested three query-sensitive measures against conventional ones that do not take the query into account, and we also examined the comparative effectiveness of the three query-sensitive measures. We calculated interdocument relationships for varying numbers of top-ranked documents for six document collections. Our results show a consistent and significant increase in the number of relevant documents that become nearest neighbors of any given relevant document when query-sensitive measures are used. These results suggest that the effectiveness of a cluster-based information retrieval system has the potential to increase through the use of query-sensitive similarity measures.
Introduction
Cluster analysis is a technique that allows the identification of groups, or clusters, of similar objects in a space that is typically assumed to be multidimensional. It was initially introduced in the field of information retrieval (IR) as a means of improving the efficiency of serial search (Salton 1971) . Apart from efficiency, effectiveness was also put forward for the use of hierarchic clustering in IR (Jardine and Van Rijsbergen 1971; Croft 1978) . Relevant documents that might have otherwise been ranked low in a traditional inverted file search (IFS) will be (through interdocument associations) grouped together with other relevant documents, thus improving the effectiveness of an IR system (Croft 1978) .
The cluster hypothesis conceptually lies at the heart of the clustering process. If, as the hypothesis postulates, relevant documents are indeed more similar to each other than to nonrelevant ones, then the effectiveness of document clustering should indeed be high, as the likelihood of placing documents relevant to the same requests (co-relevant documents) in the same clusters will also be high.
From the definition of the cluster hypothesis it becomes evident that the concept of similarity is central to it: "closely associated documents tend to be relevant to the same requests" (Van Rijsbergen 1979, p. 45) . The tests that are typically used to quantify the degree to which test collections adhere to the cluster hypothesis (Jardine and Van Rijsbergen 1971; Voorhees 1985; El-Hamdouchi and Willett 1987) take as input the set of interdocument associations for each collection and output a numerical value that is treated as an indication of the comparative clustering tendency of these collections.
In this paper we propose an alternative view of the cluster hypothesis. According to this view, the hypothesis should not be seen as a test for an individual collection's clustering tendency. Instead, we argue that the hypothesis should be valid for every collection and therefore be seen as an axiom of cluster-based retrieval.
We postulate that, for any given query, pairs of relevant documents will exhibit an inherent similarity that is dictated by the query itself. Under this view, and contrary to the traditional treatment of the hypothesis in the literature so far, failure to validate the hypothesis is not caused by properties of the test collection under examination. Instead, it is caused by failure to structure the document space in such a way that the inherent similarity of documents that are jointly relevant to the same queries can be detected.
The structuring of the document space prior to clustering is implemented through the calculation of the interdocument associations between pairs of documents that are considered for clustering. The outcome of the association calculations dictates the positions of documents relative to each other and also constitutes the input to a clustering method that may be applied to the database.
Conventional measures of interdocument relationships, such as the cosine coefficient, for example, cannot detect the inherent similarity between co-relevant documents since they do not take into account the specific context (i.e., query) under which the similarity of two objects is judged.
Our research describes an attempt to devise means by which this similarity can be detected. We propose the use of query-sensitive similarity measures (QSSM) that bias interdocument relationships toward pairs of documents that jointly possess attributes (i.e., terms) that are expressed in a query. In this way, we consider the query terms to be the salient features that define the context under which the similarity of any two documents is judged. This is a novel approach to calculating interdocument relationships and is motivated by the belief that similarity is a dynamic concept that is highly influenced by purpose. In the context of calculating interdocument relationships in IR, purpose can be defined as a per-query adherence to the cluster hypothesis.
The aim of this paper is to introduce the notion of query-sensitive similarity, to propose specific formulas for its calculation, and to test its effectiveness against conventional similarity measures. The remainder of the paper is organized as follows.
Some necessary background is first presented in Sect. 2. Specific formulas for the calculation of QSSM are then presented in Sect. 3, followed by a description of the experimental environment under which their effectiveness is evaluated in Sect. 4. Experimental results are presented and discussed in Sect. 5, and Sect. 6 presents some related research. Finally, in Sect. 7 conclusions are drawn and some points for further research mentioned.
Background
Many measures are available for the calculation of interdocument relationships (e.g., Van Rijsbergen 1979; Jones and Furnas 1987; Ellis et al. 1993; Rorvig 1999) , and the choice of a specific measure may influence the outcome of the calculations. Van Rijsbergen (1979) advised against the use of any measure not normalized by the length of the document vectors, something that was experimentally verified by Willett (1983) . Van Rijsbergen also noted that most of the measures are monotone in respect to each other, and therefore methods that depend only on the rank ordering of the similarity values would give similar results for all such measures. Hubálek (1982) suggested that, after argument and trial, each scientific area should settle down on those measures that are most appropriate for its needs. For the field of IR, Ellis et al. (1993) have concluded that "the historical attachment to the association coefficients provided by the Dice and cosine formulae is in no need of revision".
As applied to IR, clustering methods typically require as input a similarity matrix that contains values of all interdocument associations (Van Rijsbergen 1979; Willett 1988) . Traditionally, clustering has been applied statically over entire document collections prior to querying (static clustering). Under static clustering, interdocument relationships are also calculated statically. This means that for any two documents D i and D j in a document collection, their similarity Sim(D i , D j ) will have a value that will be the same under all queries that a user may pose to the IR system.
Equation 1 demonstrates this for the cosine coefficient, which is commonly used to measure interdocument relationships (Ellis et al. 1993) .
1 From (1) it follows that the similarity between two objects depends only on the weights of their constituent terms (d ik and d jk ). Therefore, for a particular document collection Sim(D i , D j ) will be the same across all queries.
The static notion of similarity has been implicitly challenged by Hearst and Pedersen (1996) . Hearst and Pedersen viewed the cluster hypothesis in the light of queryspecific clustering, an approach to clustering proposed and tested by Preece (1973) and Willett (1985) . Query-specific clustering is applied to the search results of an IR system (i.e., the top-n ranked documents returned by an IFS).
The reexamination of the cluster hypothesis by Hearst and Pedersen postulated that relevant documents tend to appear in the same clusters, but the clusters are created as a function of the documents retrieved in response to a query and therefore have the potential to be more closely tailored to the characteristics of a query than a static clustering (Hearst and Pedersen 1996) .
A consequence of this is that the similarity between any two documents D i and D j , assuming that they are both retrieved in the top-n documents for different queries, will be different under each query. This difference is attributed to the different documents retrieved in the top-n ranks in response to different queries. Similarity in this case will vary because the term weights of documents (d ik and d jk in (1)) will also vary depending on other documents in the same neighborhood. However, it should be noted that if binary (presence/absence) term representations are used, then similarity will remain static.
Both in the static and in the implicitly variable use of similarity under queryspecific clustering, interdocument associations are defined through enumeration of common terms and a mathematical formulation that quantifies this enumeration (e.g., (1)). According to this view, all dimensions (i.e., terms) are deemed equally relevant in contributing to the similarity value and, furthermore, the importance of dimensions does not change depending on the query.
The use of term weighting schemes for document vectors does not address this issue, first because such schemes are not always applied when calculating interobject similarities -binary representations are often used (Van Rijsbergen 1979; Willett 1983; Ellis et al. 1993 ) -and second because such schemes weight terms according to their indexing importance within a document collection (Van Rijsbergen 1979) and not according to their value as salient features for the purpose of clustering relevant objects together.
The static calculation of interdocument similarity seems to neglect some potentially important information: the context under which the similarity of the two documents is judged. Evidence from a number of researchers in such fields as philosophy, cognition, and experimental psychology (Goodman 1972; Tversky 1977; Nosofsky 1986) suggest that similarity is a highly dynamic concept that is highly influenced by purpose.
We view the query as the context under which the similarity of two documents that are retrieved in response to this query is judged in IR applications. The context assigns greater importance to these dimensions (i.e., terms) that are more significant for accomplishing a specific goal. The goal in the context of IR is, for any query, to place relevant documents closer to each other than to nonrelevant ones, hence enforcing the validity of the cluster hypothesis. According to this approach, interdocument similarity is dynamic and changes explicitly depending on the query. Some measure of variability needs then to be introduced in (1) so that Sim(D i , D j ) varies depending on the query that has retrieved the pair of documents. We will call such a class of similarity measures query-sensitive measures and present them in the following section.
Query-Sensitive Similarity Measures
Query-sensitive measures can be defined as a function of two components. The first one corresponds to the conventional similarity between two documents D i and D j and is given by (1). The second component corresponds to the common similarity of all three objects: the pair of documents D i , D j and the query Q, and we will represent this component by Sim (D i , D j , Q) . This is the variable component of the similarity measure. The query-sensitive similarity Sim(D i , D j | Q) can therefore be defined as:
The similarity given by the variable component Sim(D i , D j , Q) can be defined by finding all common terms between documents D i and D j and seeing which of these common terms are also terms that appear in the query Q. The similarity between pairs of documents with large numbers of common query terms should then be augmented accordingly. This idea can be defined in terms of the cosine coefficient in (3). In this equation, Q = {q 1 , q 2 , . . . , q n } is the query vector, D i and D j are the two document vectors, and C = D i ∩ D j = {c 1 , c 2 , . . . , c k , . . . , c n } is a vector that contains the common terms of documents D i and D j :
The terms of the common vector C can be represented by
, where d io and d jp are the weights of each of the common terms in D i and D j , respectively. Vector C then contains the set of common terms of the two documents, and each term of C is weighted by the average of the weights of the common terms. Other representations of c k were also investigated (min
, but no significant differences were found. We report this specific form, which consistently proved to be the most effective.
Having established ways to define the two components of (2) it remains to define the function that combines these two sources of evidence. One way to do so is by using a linear combination of the two sources:
By substituting (1) and (3) in the above, we derive (4), which gives the querysensitive similarity between D i and D j . We will call this measure M3. It should be noted that a linear combination of sources of evidence is commonly used in IR applications (Wen et al. 2001) :
Intuitively, if one bases the calculation of interdocument similarities on measure M3, then for a specific query, pairs of documents that have more terms in common with the query than other pairs will be assigned higher similarity values (assuming that they have the same number of nonquery terms in common). This reflects the idea that, under the context defined by the query, query terms possess greater salience when determining interdocument relationships. The relative importance of each of the components of (4) can be determined by assigning appropriate values to parameters ϑ 1 and ϑ 2 .
More specifically, the first parameter (ϑ 1 ) determines the importance assigned to the conventional, static similarity of the documents under comparison, while the other parameter determines the importance assigned to the varying component of (4). If ϑ 2 is set equal to zero, then the similarity given by (4) is simply the cosine coefficient between the two documents D i and D j adjusted by the parameter ϑ 1 . The same effect can be achieved when none of the common terms between the two documents is a query term; in this case (3) will give a similarity value of zero.
On the other hand, if parameter ϑ 1 is set equal to zero, then the query-sensitive similarity between the two documents becomes equivalent to the one given by (3). In this case, the effect of the static similarity is ignored and the resulting formula can be seen as the most extreme form of query biasing. We will call this measure M2. Measure M2 only takes into account common terms between the two documents that are also query terms. Unlike the measure defined by (4), M2 will equal zero if none of the common terms between the documents is a query term. Also unlike (4), the overall similarity between D i and D j does not take into account the co-occurrence of other terms (apart from query terms) in the two documents. The effectiveness attained with M2 can be seen as a lower limit of the effectiveness of query-sensitive measures.
Regarding the value of these two parameters, it should be noted that their absolute value is of no practical significance. Instead, it is the ratio of one parameter over the other that is important. The reason for this is that it is not the absolute value of interdocument similarities that affects the clustering process, but rather the relative ranking of these similarities (Van Rijsbergen 1979) . The constraint set earlier (ϑ 1 + ϑ 2 = 1) reflects this. In Sect. 5.1 we investigate the selection of appropriate values for the two parameters.
One more QSSM will be defined in this section, its definition being very similar to the one of M3. This third measure differs in the way that it combines the two sources of evidence given by (1) and (3). Instead of a linear combination of the two components of (4), the new measure is defined as the product of the two sources of information. This is presented in (5); we will call this measure M1. The rationale behind measure M1 is exactly the same as for M3, i.e., for a specific query, pairs of documents that have more terms in common with the query than other pairs will be assigned higher similarity values:
However, there is one significant difference between the two measures. When using M1, if none of the common terms between the two documents is a query term (i.e., Sim(D i , D j , Q) = 0), then the overall similarity Sim(D i , D j | Q) will equal zero. This is in contrast to the use of M3, where Sim(D i , D j | Q) will be equal to the conventional similarity of the two documents (adjusted by the parameter ϑ 1 ). The aim of query-sensitive measures is to increase, on a per-query basis, the similarity of documents that are likely to be co-relevant. Measure M1 attempts to do so in a rather "greedy" way by setting the similarity of pairs of documents that do not possess any query terms in common to zero. This choice for M1 reflects the assumption that the presence of query terms is required for a document to be relevant. This assumption is verified by the behavior of the test collections used in this experimental environment. Table 1 presents in the first row the percentage of relevant documents that contain at least one query term for each of the six collections used in this work, and in the second row the average number of query terms contained (Schamber et al. 1990 ). The implication of this for the query-sensitive measures presented here, and especially for M1, is that the likelihood for pairs of co-relevant documents to contain at least one query term in common is high.
It should be mentioned that if the pair of documents under comparison contains nonoverlapping sets of query terms, this will not be taken into account as an indication of co-relevance by any of the similarity measures presented here. Although the presence of query terms in both documents can be seen as a source of evidence of their co-relevance, this is not incorporated by the QSSM. The main reason for this decision is that if two documents contain nonoverlapping sets of query terms, this may be an indication that the documents are discussing these terms under different topics.
For measures M1 and
For measure M3 this property can be retained by appropriate selection of parameters ϑ 1 and ϑ 2 (e.g., by constraining the parameters so that ϑ 1 + ϑ 2 = 1). To preserve the reflexivity of the measures defined by M1, M2, and M3 (i.e., Sim(D i , D i ) = 1), the similarity of a document to itself is defined to be equal to 1. This does not follow as a result of (3), (4), or (5) but can be introduced by definition. Finally, for all three measures Sim(
e., query-sensitive similarity is symmetric). These properties are in accordance with those of conventional similarity measures (Van Rijsbergen 1979).
Limitations
The assumption that query terms are sufficient indicators of document relevance is made for all three measures defined in the previous section, and especially for measures M1 and M2. Therefore, implicitly the notion of topicality (Saracevic 1970 ) is adopted for relevance. It is well established in IR research that relevance is a multidimensional concept and that topicality is only one such aspect (Schamber et al. 1990 ). Research into the concept of relevance has indicated that topicality plays a significant role in the determination of relevance, although it does not automatically result in relevance for users (Barry 1994) .
Apart from the topical view of relevance taken, query-sensitive measures only take one instance of a user's information need into account (i.e., the set of query terms posed by the user to the IR system). Due to this treatment, contextual and temporal factors that may affect the user's perception of relevance are not incorporated.
Campbell (2000) suggested that there is a temporal aspect to the notion of relevance and that this temporal aspect should be incorporated into the retrieval model.
In the same way, one can argue that the similarity between two objects may change over time due to new evidence presented or due to the contextual effect of other objects (Tversky 1977) .
As far as the temporal aspects are concerned, these are not explicitly incorporated into the query-sensitive measures. These measures take into account the current instance of the user's query. If the user's information need (and thus the query) changes during the course of a search session, then the modified query will be incorporated into the calculation of interdocument similarity by the query-sensitive measures. Therefore, it can be argued that dealing with temporal aspects of information needs follows logically from this work. However, this is not examined experimentally here.
These limitations are not unique to the approach proposed in this work. The majority of IR research to date has focused on the topical aspect of relevance, taking the view that query terms offer the only evidence about a user's information need. As far as this work is concerned, the choice not to consider factors such as those mentioned above was taken on the basis that in a noninteractive laboratory-based environment it is difficult to model such factors.
A further limitation relates to the problem of short queries, the type usually encountered in Web search engines, averaging about 2-3 terms per query (Jansen et al. 2000) . The three measures defined previously regard query terms as the dimensions that acquire significant discriminatory power. If only two or three such terms are supplied by the user, it is doubtful whether these measures (especially M2) will have enough information to effectively bias similarity. This is a wellknown research problem in IR, and methods that have been used to tackle it previously (Voorhees 1994; Xu and Croft 1996) could also be applied here. The effect of query length on the effectiveness of these measures is investigated in Sect. 5.4.
Experimental Details
The experiments reported here aim mainly to investigate the effectiveness of the proposed query-sensitive measures (M1, M2, and M3) in "forcing" documents that are likely to be co-relevant to be more similar to each other than when using a conventional similarity measure (i.e., the cosine coefficient). In other words, we examine the degree to which the cluster hypothesis is adhered to. If query-sensitive measures are more effective in placing co-relevant documents closer to each other than conventional measures, then their application to document clustering can be expected to prove more effective.
Two evaluation tests that measure the degree of separation between relevant and nonrelevant documents have been widely applied to IR. Jardine and Van Rijsbergen (1971) proposed the overlap test, and Voorhees (1985) the N-nearest neighbor test.
We chose to use the N-nearest neighbor test proposed by Voorhees (1985) because it fits best with our experimental aims. This test consists in finding the N nearest neighbors (i.e., most similar documents) for each relevant document for a specific query and counting the number of relevant documents in that neighborhood. The higher the number of relevant documents, the higher the separation of relevant documents from nonrelevant ones. A single value that corresponds to the number of relevant documents contained in the NN set (we used a value of 5 for the test, the same that Voorhees used for her experiments) can be obtained when averaging over all of the relevant documents for all the queries in a collection. This single value is calculated and displayed in the results presented in Sect. 5. The 5NN test does not give information about the relevance status of the immediate NN (i.e., most similar) document of a relevant document. A number of researchers have suggested that for the purposes of clustering it may be worth considering clusters containing only a document with its nearest neighbor (e.g. Griffiths et al. 1986; El-Hamdouchi 1987) . Therefore, in addition to the 5NN test, we also calculated the percentage of relevant documents whose most similar neighbor is also relevant. We will call this test NN to distinguish it from the 5NN test.
Testing for statistical significance of the results was done using the Wilcoxon signed-ranks test. This test is a powerful statistical tool that makes no assumptions about the distribution of the values it is comparing (Croft 1978, pp. 27-29; ElHamdouchi 1987, pp. 158-159) .
Document Collections and Initial Retrieval
Six document collections are used in the experiments. Four of them (CACM, CISI, LISA, and Medline) have been used by other researchers for experimentation with hierarchic clustering methods (Voorhees 1985; Griffiths et al. 1986) , and the remaining two are part of the TREC standard collections (Harman 1993) .
Statistics for the six document collections are presented in Table 2 . It should be noted that the four smaller collections (CACM, CISI, LISA, and Medline) are homogeneous, treating one major subject area (e.g., library and information science, biomedicine, etc.), and such topical homogeneity may effect the experimental results. The AP and WSJ collections, on the other hand, cover in their documents a wide variety of topics, providing two collections with different characteristics.
For these two collections, TREC topics (i.e., queries) 1-50 were randomly chosen and used in the experiments. The Title section of the queries and a number of manually selected terms from the Concepts field were used as query terms. On average 4.4 terms per query were added from the Concepts field, yielding an average of 7.6 terms per query for the WSJ collection ( Table 2 ). The Concepts field usually lists terms and phrases that the creator of the query thinks are related to it (Harman 1993) .
The SMART IR system (Salton 1971 ) was used to perform the initial retrieval. Initial retrieval for all collections was performed using a tf-idf weighting scheme for document and query terms that involves cosine normalization -SMART's ltc scheme (Salton and Buckley 1988) . The default SMART stoplist and stemming were used in indexing all the collections and queries.
After the initial retrieval, the top-n ranked documents were used to create the document sets that would be investigated. Seven values of n were used: 100, 200, 350, 500, 750, 1000, and full collection (n = collection size).
3 Our motivation for using different values of n (as opposed to testing only for the full collection size for example) was twofold. First, we were interested in examining how the results would scale for increasing values of n, when more nonrelevant documents are introduced in the document sets. Second, recent research (Tombros et al. 2002) has suggested that optimal hierarchical clustering effectiveness occurs for smaller values of n.
The same weighting scheme as for the initial retrieval was applied to the document vectors of the sets whose interdocument relationships we were calculating. After initial experimentation with different vector weighting schemes for the cosine coefficient (binary weights, term frequency weights) no significant differences were found, which is in agreement with previous suggestions and findings (Van Rijsbergen 1979; Willett 1983; Ellis et al. 1993 ). However, we did not examine the effect of other query weighting schemes on the effectiveness of query-sensitive measures.
Experimental Results
In this section we report and analyze results regarding the effectiveness of the querysensitive measures. The presentation of the results consists of four parts. First, in Sect. 5.1 we examine how the effectiveness of measure M3 varies as a function of two parameters (ϑ 1 and ϑ 2 ). Then in Sect. 5.2 we investigate the comparative effectiveness of the QSSM and the cosine coefficient. In Sect. 5.3 we study the comparative effectiveness of the three query-sensitive measures, and in Sect. 5.4 we consider the effect of the query length on M1, M2, and M3.
Selecting Parameters for M3
In this section the selection of appropriate values for the parameters ϑ 1 and ϑ 2 of M3 (Sect. 3, (4)) is examined. As was explained in that section, it is not the absolute values of these parameters that are of interest, but rather their ratio. By varying the ratio of these parameters, one can investigate the effect of assigning different importance to the two components of (4). More specifically, ϑ 1 determines how much importance is associated with the static similarity of the two documents, whereas ϑ 2 determines how much importance is associated with the common similarity of the two documents and the query. Recall also that for ϑ 1 = 1 and ϑ 2 = 0 M3 becomes equivalent to the cosine coefficient (1), and also that for ϑ 1 = 0 and ϑ 2 = 1 M3 becomes equivalent to M2 (3).
Intuitively, one would expect the results of the 5NN test to resemble those attained by the cosine coefficient when the values of the parameter ϑ 1 are much higher than those of ϑ 2 . Then, by decreasing the difference in the values of the two parameters (and hence their ratio), the results should start to differ from those obtained by the cosine. This is evident in Table 3 , where the results of the 5NN test are presented for four different ratios of the two parameters (9:1, 4:1, 2:1, 1:1) when using LISA (highest value for each ratio is in bold). The results presented in Table 3 are representative of the results obtained using the other five test collections. Results for all six collections for varying ratios of the two parameters are presented in the Appendix, Tables 10-15. For comparison, the results for this collection using the cosine coefficient are reported in Table 6 . The results make it clear that significant improvements are introduced by reducing the importance of the component of (4) that corresponds to the static similarity between the two documents and the query terms (i.e., by increasing the importance of ϑ 2 ). If one compares, for instance, the results obtained when the static component of (4) is nine times more important than the variable component (i.e., ϑ 1 :ϑ 2 = 9:1) with the results obtained when both components are weighted equally, the differences range between 27.5% and 46% in favor of the latter ratio. The differences in the majority of cases are statistically significant, especially as the relative importance assigned to ϑ 1 is reduced.
Having established that the values resulting from the 5NN test significantly increase when the ratio of the two parameters increases in favor of ϑ 2 , it remains to be established whether there is a specific ratio for each collection that displays the highest effectiveness. In Table 4 , the results of the 5NN test are presented when using the LISA collection and when the ratio of the two parameters is varied in favor of ϑ 2 . The last column of this table contains the results obtained when using ϑ 1 = 0 and ϑ 2 = 1; as mentioned earlier, this corresponds to the M2 measure (3). The results of this table demonstrate that, in general, the effectiveness of M3 tends to increase as the weight assigned to ϑ 2 increases. When M3 becomes equivalent to M2 (last column of the table), there seems to be a rather significant drop in the effectiveness of the measure. For the specific case of the LISA collection, the peak in effectiveness seems to occur between the ratios of 1:7 and 1:10. However, the differences in effectiveness at this region are not statistically significant.
It should also be noted that the behavior when using LISA with increasing importance assigned to ϑ 2 is not typical of the two larger collections (AP and WSJ). In general, when using LISA, as the data in Table 4 demonstrate, when the importance attributed to the common similarity between the documents and the query increases, it does not seem to significantly impair the effectiveness of the measure, at least not until M3 becomes equivalent to M2 (i.e., the difference in effectiveness when using ratios 1:7, 1:9, 1:10 are small). This is especially evident for small values of n (i.e., 100, 200, 350) . Figure 1 demonstrates the variation in the effectiveness of M3 for varying ratios of the two parameters for n = 100, 200, 350, and 500 when using the WSJ collection. The pattern of the results for the WSJ collection is for the effectiveness of M3 to peak when the ratio between the two parameters is in the region of 1:4. The results display a consistent decrease past this point as the weight assigned to ϑ 2 increases (i.e., ratios 1:7, 1:9 yield lower results).
A reason for the rather different behavior of the two databases can be given in terms of their characteristics. Documents of the LISA collection are rather short, with 39.7 terms on average per document. The length of the queries for this collection is large (almost 20 terms per query on average, Table 2 ), almost half the average document size. Moreover, as was mentioned in Sect. 3, relevant documents in this collection contain on average 4.5 query terms (Table 1) . Taking these characteristics into account, it can be appreciated why query influence in this database is strong: the combination of short documents, long queries, and a relatively large number of query terms per relevant document increases the likelihood of pairs of co-relevant documents to be assigned high similarity by M3.
The WSJ collection, on the other hand, is characterized by long documents (377 terms on average per document) and shorter queries than LISA (7.6 terms on average). In this collection, as the weight assigned to the static similarity decreases and calculations are increasingly biased toward common query terms between documents, the effectiveness of the measure seems to be obscured by the length of the documents and the relatively few query terms (especially comparatively to document length). In addition, documents of the WSJ are more topically diverse than those of the smaller collections, and therefore query terms can be used under a varying number of contexts in such documents. In such an environment, M3 is more likely to reach a higher effectiveness when the importance assigned to common query terms and common "content" terms is more balanced (but still in favor of the former) than in more topically homogeneous collections. The other TREC collection (AP) displays a similar behavior (Appendix, Table 10 ).
As far as the other three collections are concerned (CACM, CISI, and Medline), the effectiveness of M3 seems to peak when the ratio of the two parameters is set to around 1:7 (Appendix, Tables 11, 12, 14) . This behavior is similar to the one noted for LISA. These four collections are topically homogeneous, treating mainly a single subject area (e.g., library and information science for LISA).
As a conclusion regarding the selection of parameters for M3, the data obtained support the view that this is heavily dependent on the characteristics of the test collection under investigation. What was noted for all six collections was that the effectiveness of M3 for the 5NN test increases as the relative importance of ϑ 2 over ϑ 1 increases, and it reaches its peak when the ratio between the two parameters is considerably in favor of ϑ 2 . The effectiveness of the measure then tends to drop past this point, and when ϑ 1 becomes equal to zero, M3 generally displays its lowest effectiveness.
It should also be emphasized that as the ratio of the two parameters increases in favor of ϑ 2 , the differences in the effectiveness of M3 are generally not statistically significant. For the two TREC collections there are significant differences as the ratios of the values move past the peak point (1:4), i.e., the differences between the ratios of 1:4 and 1:7, 1:9 are significant in favor of the former.
Comparative Effectiveness of the Query-Sensitive Measures and the Cosine Coefficient
In Tables 5-7 the results of the 5NN test for each of the six test collections and each of the three QSSM are presented. Each table comprises five columns. 4 In the first column the different values of n are given for which results are calculated. Columns 2-5 contain the results obtained for the 5NN test with the cosine coefficient and measures M1, M2, and M3, respectively. In columns 3-5 the percentage difference between the results for M1-cosine, M2-cosine, and M3-cosine, respectively, are also calculated. The differences are displayed in brackets. For each of the four columns (2-5), the highest value for the 5NN test across all values of n is displayed in bold.
As far as measure M3 is concerned, the values presented here are the ones resulting from a single setting of the ratio of the two parameters ϑ 1 and ϑ 2 for each test collection. The ratio selected is the one that displayed the highest effectiveness for each collection across values of n based on the results reported in the previous section. For the four smaller collections (CACM, CISI, LISA, and Medline) the ratio selected is that of 1:7, whereas the ratio selected for the two TREC collections is 1:4. In cases where there is not a clear best ratio for all values of n, the ratio that displays the best average rank among all ratios is selected.
An alternative procedure for reporting results for M3 would have been to select, for each value of n, that ratio that gives the highest effectiveness. This strategy would have resulted in the best possible values for M3. However, it was deemed more realistic to select values from a single ratio for all values of n rather than to do so selectively from the best ratio for each value of n. Moreover, it was mentioned in the previous section that the differences in the effectiveness of M3 for the ratios that give the highest values are not significantly different. The results obtained for the 5NN test across all test collections show that, in the majority of experimental conditions, QSSM are more effective than the cosine coefficient at placing co-relevant documents in the same "neighborhood". The only exception to this is noted when using the M2 measure in the two TREC collections (AP and WSJ), where M2 is less effective than the cosine for all values of n when using the AP collection and for n ≤ 500 when using the WSJ (Table 5) .
Statistical tests of the results reveal significant improvements of M1 and M3 over the cosine (significance level < 0.001 for the majority of cases) for all experimental conditions except for the CISI collection when n = 100. Measure M2 is significantly more effective than the cosine for the CACM (except for n = 100), LISA (all values of n), and Medline (except for n = 100, 750, full) collections. It is also significantly more effective than the cosine when using the WSJ collection for n = 750, 1000. Significance levels for M2 are not as low as the ones for M1 and M3, but they are still lower than 0.04 for all significant cases. The gains in effectiveness introduced by using QSSM are in most cases "material", i.e., over 10%, which confirms the significance of the results (Keen 1992 ). The largest differences occur when using the LISA collection, where all three querysensitive measures are over 50% more effective than the cosine in all experimental conditions. Even M2, which relies only on common terms between documents that are query terms, introduces improvements of that magnitude. This behavior for LISA can be explained on the basis of its characteristics: on average, queries contain as much as half the number of terms that documents do, and also relevant documents for this collection are strongly characterized by the presence of query terms. CACM, which possesses similar properties, also displays high effectiveness gains for all three QSSM.
Regarding the two TREC collections, it is perhaps not surprising that the use of M2 does not introduce effectiveness gains. The documents of the two TREC collections are large (370 and 377 terms on average per document for AP and WSJ, respectively) and the queries relatively short (7.6 terms per query). Moreover, as mentioned previously, these two collections are topically diverse, and therefore terms that appear in queries are likely to be used in documents under many different contexts, not necessarily under the ones dictated by the query. M2 does not use any further contextual information (i.e., the rest of the content overlap between documents), and hence the topical diversity of these collections may mislead the similarity calculations. In such a setting it would seem unlikely that the use of only common query terms between documents can improve the effectiveness of the cosine coefficient.
As far as the AP collection is concerned, this is verified: the use of M2 is always significantly lower than that of the cosine. However, when using the WSJ collection, for n = 750 and 1000, M2 is significantly more effective than the cosine coefficient. This result is surprising, given that for large numbers of top-ranked documents one would expect the confounding effect of nonrelevant documents that contain query terms to be stronger on the effectiveness of M2. As this result is not confirmed when using the other TREC collection, it should be viewed with caution since it is more likely to be attributed to particular characteristics of the WSJ documents rather than to the actual effectiveness of M2.
If we look at the results across different values of n (across the rows of Tables 5-7 for column 2), we can see that the cosine coefficient always gives the highest value for n = 100 and values then follow a decreasing pattern for increasing values of n. As values of n increase, so do the numbers of nonrelevant documents that are present in the document sets. The cosine coefficient seems to be affected by the nonrelevant documents introduced. Recent research has also shown that the decrease of the 5NN values across increasing values of n is, in the majority of cases, statistically significant (Tombros et al. 2002) .
Measures M1, M2, and M3 (across rows of Tables 5-7 for columns 3-5) seem to be less affected by the increasing numbers of nonrelevant documents introduced. Statistical tests across different values of n were not performed, as it is not the aim of this paper to examine effectiveness variations for different sets of retrieved documents.
In Sect. 4 we mentioned that the 5NN test does not provide any information on the number of immediate co-relevant nearest neighbors. To provide information at this level of detail, a variation of the 5NN test (the NN test) is performed. The results for this test are presented in the Appendix, Tables 16-18. In these tables the percentage of documents whose nearest neighbor is also relevant is displayed when using the cosine coefficient and when using each of the three QSSM. For measure M3 the same best ratio ϑ 1 :ϑ 2 for each collection is used as for the calculations in Tables 5-7. These results reveal a similar pattern to those for the 5NN test. M1 and M3 are significantly more effective than the cosine for all experimental conditions (significance levels < 0.02). M2 is significantly more effective for the CACM (except for n = 100), LISA, and Medline (except for n = full) collections (significance levels < 0.03). It is worth noting that, like the 5NN test, for the WSJ collection measure M2 performs worse than the cosine for most values of n. Therefore, all three QSSM (especially M1 and M3) are likely to increase the effectiveness of a clustering system that employs nearest neighbor clusters, such as those proposed by Griffiths et al. (1986) .
The results of both the 5NN and NN tests suggest that measures M1 and M3 are significantly more effective than the cosine at placing co-relevant documents closer to each other. In this way, the likelihood of a more effective clustering of the document space is increased. Augmenting term co-occurrence similarity with query-term cooccurrence information in a pair of documents is shown to be an effective way of detecting the similarity of co-relevant documents.
As we discussed in Sect. 3, the results obtained with measure M2 can be seen as a lower limit for the effectiveness of QSSM. However, despite the extreme form of query biasing that M2 employs, it manages to introduce significant improvements over the cosine in a large number of cases. This result can be seen as providing further evidence for the applicability of query-sensitive measures to IR.
Comparative Effectiveness of M1, M2, and M3
The results of the 5NN test in Tables 5-7 (columns 3-5) show that measures M1 and M3 achieve higher scores than M2 for the majority of experimental conditions. The only two exceptions are noted when using CISI for n = 200 and when using LISA for n = 100; in both cases M2 is more effective (though not significantly so) than M1. Statistical testing showed that M1 and M3 are significantly more effective than M2 for all values of n = 200 when using CACM, for n > 200 when using CISI, and only for n = 750 and full when using LISA. For the two TREC collections and Medline, all differences are significant.
The results regarding the comparatively lower effectiveness of M2 are not surprising, given that this measure uses less information than the other two measures. Especially when using the topically diverse TREC collections, the lower effectiveness of M2 compared to M1 and M3 is attributed to its reliance only on common query terms between documents. M2 ignores other common terms between documents that may define the context under which query terms are used within documents.
The other issue to be examined here is the comparative effectiveness of M1 and M3. The results in Tables 5-7 reveal that the effectiveness of these measures is comparable in most experimental conditions. When using CACM, CISI, LISA, or Medline, the differences between the two measures are generally negligible and never statistically significant. Moreover, none of the two measures consistently outperforms the other in these collections so as to offer an indication of superior effectiveness. For example, when using CACM, M3 is more effective than M1 in 4 out of 7 possible values of n; there is no pattern to relate smaller values of n with superior effectiveness of one measure over the other. The only consistent behavior noted is when using CISI where M3 is always more effective than M1 and when using Medline where M1 is always more effective than M3.
The only indication of superior performance comes when using the two TREC collections. When using AP, M1 is more effective than M3 for all but one (n = 100) values of n, and when using WSJ it is more effective than M3 for all values of n. Significant differences occur for n = 750 when using AP and for n > 200 when using WSJ.
To appreciate why any significant differences in performance occur between these two measures, one has to look at the way they use information from the query to augment interdocument similarity values. Both measures use information from the content overlap and from the query-term overlap between documents. Consequently, when query terms are common between documents, both measures will augment the content similarity value between those documents by a factor that is incorporated differently for each measure (product for M1, linear combination for M3).
More important than the way similarity values are augmented is the behavior of the two measures when no common terms between the two documents are query terms (i.e., when (3) outputs zero): M1 sets the similarity of the two documents to zero, whereas M3 sets it equal to a value corresponding to the static similarity between the two documents, adjusted by the parameter ϑ 1 .
Let us consider the case of a relevant document D i that contains a few query terms. According to the static component of the similarity, this document will be similar to other documents with which it shares a large number of content terms (not necessarily including query terms). M1 and M3 will reorder this initial similarity ranking in such a way as to promote documents that share a large number of content terms and query terms with document D i . The reordering generated by M1 will remove documents with no query-term overlap with D i from the top of the list in a rather crude way by setting their similarities to D i to zero. The reordering generated by M3 will promote documents with query-term overlap with D i but may not promote such documents sufficiently to "force" them to obtain a similarity to D i higher than documents with no query-term overlap (but significant content term overlap) may have. This is also more likely to occur for TREC documents because of their length: it is more likely to have documents with a strong (nonquery term) content overlap than it is for documents of shorter lengths, as with those of the other four collections. Based on the results presented in this section, it is valid to state that M1 and M3 are both more effective than M2 at placing co-relevant documents at close proximity to each other. This is especially evident when using document collections with short queries since M2 relies only on the information supplied by the query terms.
Effect of Query Length on the Query-Sensitive Measures
In the results for the 5NN test in Tables 5-7 (columns 3-5), M2 was more effective than the cosine for the CACM, LISA, and Medline collections, where the average query length is relatively large (on average, 13 terms for CACM, 19.4 for LISA, and 10 for Medline, compared to 7.6 for AP, CISI, and WSJ). This is a consequence of the strong dependence of M2 on query terms.
To investigate the effect of query length on the effectiveness of all three measures, an expanded and a shorter version of the 50 TREC topics for the AP and WSJ collections were used. For the expanded version, terms from the Title, Description, and Concepts fields of each topic were used (see Sect. 4.1), yielding on average 23.4 terms per query (compared to 7.6 terms initially). For the shorter version of the queries only the Title field was used, with an average of 3.2 terms per query.
The expansion terms for the TREC topics are not generated algorithmically, and this can perhaps be seen as a point of criticism. For example, a query expansion algorithm might have selected terms that are better discriminators than the ones selected manually by analyzing distribution patterns over an entire document corpus or locally over a set of retrieved documents (Xu and Croft 1996) . However, it is felt that the experimental procedure followed in this section is sufficient to demonstrate the behavior of the query-sensitive measures when variations in query length occur, as no research relating to query-expansion issues is pursued here.
The 5NN test was repeated for both the expanded and shorter versions of the queries on the same sets of documents as for the original queries for each value of n. (−10.9) change the most effective ratio for these collections, but there were no significant deviations from the pattern of the results presented in Tables 10 and 15 . The results using the modified queries for the AP and WSJ collections are presented in Tables 8  and 9 , respectively, where the highest values for each column are displayed in bold.
For columns 2-7 the percentage differences between the reported values and those obtained with the standard queries (Table 5 , columns 3-5) are displayed in brackets.
The results in Tables 8 and 9 confirm the strong dependence of M2 on query length. M2 with the expanded queries (column 3) is significantly more effective than using the initial queries for all values of n (significance levels < 0.001). Moreover, when using WSJ, M2 is significantly more effective than the cosine coefficient for all values of n (significance levels < 0.03) and is not significantly worse than M1 or M3 (with either expanded or initial queries). It is also more effective that M3 for n = 750 and 1000, but not significantly so. When using the AP collection, M2 outperforms the cosine for some values of n (500, 750, and 1000) but not significantly, and it is also not significantly worse than the cosine for the other values of n. Unlike when using WSJ, M2 with the expanded queries is still significantly worse than both M1 and M3 for all values of n.
The behavior of M2 for expanded queries can be explained on the basis of the role that the added query terms play for this measure. Because M2 relies only on common query terms between documents, it lacks the contextual information provided by other common terms between documents. The addition of terms to the query provides more information to M2 to effectively assess the likelihood of two documents to be jointly relevant to the same query.
Column 6 of Tables 8 and 9 shows a significant decrease in effectiveness for M2 when average query length is decreased to 3.2 terms. The decrease in effectiveness is sizeable if one considers that the difference in query length between the initial and the short queries is on average just 4.4 terms.
Measures M1 and M3, on the other hand, are less affected by the increase in query length from 7.6 terms per query (initial queries) to 23.4 (expanded) . None of the differences in effectiveness reported in Tables 8 and 9 (columns 2 and 4) between the expanded and the initial form of the queries is significant. In some cases, when using AP there is even a minor decrease in the effectiveness of the measure when expanded queries are used (n = 200 and 500 for M1 and n = 200 for M3).
When short queries are used (columns 5 and 7 of Tables 8 and 9), both measures (M1 and M3) display a significant decrease in effectiveness. The decrease is smaller in scale than that reported for M2, but significant (significance levels < 0.03) for both collections and all values of n, except for n = 100. Despite this decrease, M1 and M3 using the short queries are still significantly more effective than the cosine when using the WSJ collection (Table 5 , column 2, significance levels < 0.003). When using AP, M1 is more effective than the cosine for n = 100, 750, and 1000 and more effective than M3 for all values of n. However, no significant differences between these measures and the cosine are noted.
The results presented here suggest that M2 is highly affected by query length, and it would therefore not seem suitable to be applied to environments where very short queries are usually input by users, unless effective ways to expand the query could be used. Assessing the likelihood of two documents being jointly relevant to a query based on the amount of information provided by approximately three terms on average is not likely to be effective.
The other two measures do not seem to be as affected by variations in query length. This is due to the fact that they combine contextual information (the whole set of terms between documents) with increased weight assigned to query information. In this way, M1 and M3 are more likely to cope well when query length is decreased: the contextual information may be a good indicator of whether the few query terms are used in the same topic between documents. It is for this same reason that the effectiveness of the two measures does not significantly benefit from the addition of terms to the query.
This behavior of measures M1 and M3 might appear useful in an operational environment, like a Web search engine for example, where user queries comprise only a few terms (Jansen et al. 2000) . In the specific experimental environment used, M1 and M3 outperformed the cosine coefficient in a large number of cases where short queries were used. It remains to be seen whether such improvements would occur in operational environments.
It should also be mentioned that the results reported in this section regarding the effect of query length may have been affected by the way the expanded forms of the queries were obtained. If the expanded terms were chosen in a different way, then a different picture regarding the effectiveness of the measures for varying query lengths might have been obtained. If, for example, expansion terms were obtained algorithmically, then the effectiveness of M2 compared to M1 and M3 may improve. Query terms added algorithmically may be better at discriminating between relevant and nonrelevant documents than the ones used here.
The way the expanded forms of queries were obtained may also be a contributing factor to the different effect of query length when using the two TREC collections. Tables 8 and 9 show that the results of the 5NN test in each of the two collections are differently affected by variations in query length. The discriminating power of the query terms in each query form examined is likely to be different for each collection and therefore likely to have a different effect on the effectiveness of the querysensitive measures.
Related Research
The query-sensitive similarity measures we presented in this paper increase the similarity of co-relevant documents on a per-query basis, aiming to increase the probability that such documents will be placed in the same clusters. A number of ap-proaches that try to "force" co-relevant documents in the same clusters have been developed in the past under the name of user-oriented or adaptive clustering (e.g., Yu et al. 1985; Deogun and Raghavan 1986; Gordon 1991; Bartell et al. 1995) . These approaches require user feedback in terms of document relevance as in Yu et al. (1985) or in terms of exhaustive target interdocument similarity values as in Bartell et al. (1995) . User-supplied information is then used to optimally predict a useful clustering of the documents by trying to place documents that are likely to be jointly accessed (or jointly assessed as relevant) in response to a set of queries in the same clusters.
This implicitly assumes that there are means of monitoring user activities, collecting usage information, and incorporating this information into the cluster-based system. Moreover, in most of the adaptive approaches it is assumed that the user will perform his searches on the same document collection since user behavior over time is monitored to optimize clustering on a specific collection. Most of these assumptions might not be realistic in an operational environment where user searches can be performed on a number of different databases or where users may not be willing to provide feedback or document usage information. In contrast to adaptive clustering methods, our approach does not require any form of user feedback, nor does it rely on the user interacting with a single database. QSSM assume that the only information available is the query and the document set.
Evidence supporting our view about the salience of specific features for measuring interobject relationships is provided by a number of researchers in such fields as philosophy, cognition, experimental psychology, and memory-based reasoning (MBR) (Goodman 1972; Tversky 1977; Nosofsky 1986; Stanfill and Waltz 1986) . Goodman (1972) , for example, "accused" similarity of being an insidious and highly volatile concept. He suggested that one can "tie the concept of similarity down" by selecting some important features on which to judge similarity. Tversky (1977) argued, for the specific task of classification, that the salience of features is determined in part by their classificatory significance or diagnostic value. A feature may acquire diagnostic value, and hence become more salient in a particular context, if it serves as a basis for classification in that particular context. Each class should then contain objects that are similar to each other in the sense that they are similar in respect to these important features. Nosofsky (1986) , for assessing similarity in a psychological space, and Stanfill and Waltz (1986) , for determining similarity of cases for MBR, have adopted similar views.
Conclusions and Future Research
In this paper we introduced the notion of query-sensitive similarity measures (QSSM) for the calculation of interdocument relationships. Query-sensitive measures bias similarity toward pairs of documents that jointly possess terms expressed in a query. This is based on the view that similarity is a dynamic and purpose-sensitive notion and that QSSM have the potential to capture the dynamics of similarity for the calculation of interdocument relationships.
We presented three such measures. Two of them take into account all common terms between a pair of documents but bias the similarity measure toward those common terms that are also query terms (measures M1 and M3). Each of these two measures uses a different function to combine static and variable similarity (M1 uses a product of the two sources, where M3 uses a linear combination). The third measure only takes into account common terms between documents that are query terms (measure M2).
Through a series of experiments that assess the degree to which similarity measures place relevant documents at close proximity to each other, we demonstrated that QSSM are significantly more effective than the cosine coefficient. More specifically, measures M1 and M3 are always significantly more effective than the cosine and are not strongly dependent on query length. Measure M2, on the other hand, is sensitive to variations of query length, but despite this it also brought significant improvements over the cosine in a large number of experimental conditions.
The main conclusion from this research is that the use of query-sensitive measures for the calculation of interdocument relationships is highly effective. Regarding the motivation behind the introduction of QSSM to IR, the per-query adherence to the cluster hypothesis, the results presented in this paper demonstrate that, compared to static measures, query-sensitive measures achieve a significantly higher adherence to the hypothesis. A perfect per-query adherence is not achieved, and it would seem unlikely that considering only topical aspects of relevance would achieve this.
A more thorough evaluation of QSSM can be performed if one integrates them in a wider application area. An obvious area where QSSM can be applied is document clustering. We are currently investigating whether the effectiveness improvements introduced by query-sensitive measures in this paper apply to document clustering. We believe that query-sensitive measures have the potential to introduce effectiveness improvements both from a system (intrinsic) and a user (extrinsic) point of view. Further research would be needed to warrant these assumptions.
In Sect. 3.1 we mentioned some limitations of the proposed measures. Further work should aim to address such limitations. For example, alternative methods of biasing the similarity measures (e.g., by using user profiles) can be investigated. Furthermore, a more systematic analysis of the dependence of such measures on query length would be appropriate.
In conclusion, we view similarity as a dynamic and purpose-sensitive notion. In the context of IR, we demonstrated that query-sensitive measures have the potential to capture the dynamics of similarity for the calculation of interdocument relationships. 
