Background: Adaptive designs are becoming increasingly important in clinical research. One approach subdivides the study into several (two or more) stages and combines the p-values of the different stages using Fisher's combination test.
, where is the (1 -α)-quantile of the central χ 2 -distribution with 2k degrees of freedom.
In clinical trials boundaries for early stopping after an interim analysis may be incorporated. Obviously, in the case of p 1 ≤ c α early stopping with the rejection of H 0 is possible after stage one. In general, H 0 can be rejected after the j-th stage if
. In addition, one may terminate the trial due to insufficient effects. A lower limit α 0 can be included so that the trial is terminated without rejecting H 0 if p 1 ≥ α 0 . According to Bauer Note that, in case of α 0 < 1, larger boundaries for apply for early stopping with the rejection of H 0 . For a two-stage design, one can reject H 0 after stage one if p 1 ≤ α 1 for a value of α 1 that lies between c α and α [4, 6] . This value can be calculated iteratively using the formula [ [4] , p. 1032]
As an alternative to Fisher's product test, Zaykin et al. [7] recently introduced a truncated product method for combining p-values. To be precise, instead of calculating the product of all p-values, they suggested the use of the product of only those p-values that do not exceed some fixed cut-off value τ, 0 < τ ≤ 1. The truncated product W τ is defined as
where I(.) is the indicator function. Since the p-values of the different stages are independent,
[ [7] , p. 173] holds for w < 1 under the overall null hypothesis (i.e., under the assumption that each stage's null hypothesis is true). Figure 1 displays the rejection region for k = 2 and τ = 0.5.
When using the truncated product method, the (1-α)-quantile of the distribution of W τ , , is the critical value for the combination test. Analogous to Fisher's combination test an can be calculated for given α 0 such that the overall type I error rate is α.
Zaykin et al. [7] and Neuhäuser [8] investigated the truncated product method for combining a large number of pvalues and demonstrated by simulation that it can provide high power. In this paper we investigate whether the truncated product method is also useful for the adaptive design described above. In contrast to previous applications [7, 8] we consider classical experimental questions involving only few p-values. Very recently, a rank truncated product was proposed as a further alternative [9] . That method uses the product of the K most significant pvalues where K can be chosen. Since we consider the p c
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The rejection region of the truncated product method for k = 2 and τ = 0.5. combination of 2 to 4 p-values only, the rank truncated product does not seem to be appropriate for our aim.
We first present the comparison of the combinations with and without truncation for designs with two stages. Afterwards, designs with more than two stages are investigated. We then illustrate the method using two examples, and conclusions are given in final section.
Methods
In order to compare the adaptive procedures with and without truncation we consider the situation of two parallel groups with means µ 1 and µ 2 . There are 100 observations per stage. These observations are subdivided into two groups and are assumed to be normally distributed with a common, but unknown variance σ 2 . Student's t test is performed in each of the two stages with a one-sided significance level of α = 5%. The case α 0 = 0.5 First, we consider a study that is terminated early due to insufficient effects if p 1 ≥ α 0 = 0.5. Without any truncation (i.e., τ = 1) we have c α = 0.0087 and α 1 = 0.0233 in this case [4] . However, when we set τ = α 0 = 0.5, a smaller value for α 1 but a larger boundary for is obtained. To be precise, the trial can be terminated early with the rejection of H 0 if Although α 1 is decreased the overall power can increase in case of truncation as the boundary for W τ = 0.5 is larger than that for W τ = 1 . Table I displays the overall power, that is, the power to reject H 0 after any stage, for different alternatives (see the appendix for details about the calculation of the power). The power is slightly higher in case of truncation. The difference is very small when the ratio (sample size in stage one)/(sample size in stage two) is large. The reason is that the probability to stop already after the first stage depends on the sample size in stage one.
The area of the rejection region of Fisher's test that can be relocated in case of α 0 < 1 [[4] , p.1032] has, under H 0 , the probability Pr(p 1 ≥ α 0 and p 1 p 2 ≤ c α ) = c α (-lnα 0 ). In case of truncation with τ = α 0 , an area with probability Pr(p 1 ≥ α 0 and
for practically relevant situations (see e.g. Table II ), we have < α 1 . Hence, the probability to terminate the trial after stage one is lower in case of truncation with τ = α 0 . + ≤ ∫ ∫ I p p c dp dp
c dp dp
. This expected total sample size is 148 for τ = 1, but 152 in case of truncation. Hence, the slight increase in power is connected with a larger expected total sample size.
An a priori fixed sample size for stage two is uncommon within an adaptive design. Instead, a sample size reassessment can be carried out during the interim analysis [11] . Using p 1 and the difference and variability observed in stage one, we simulated the sample size for stage two needed for an overall power of 80%. The results (not shown) indicate that, in this case, the application of the truncated product method can lead to a smaller expected total sample size.
Nevertheless, there is still a smaller probability to stop the trial after the first stage when the truncation is applied. That is a clear disadvantage in clinical development where early decisions are desirable. Therefore, despite the (small) improvement in terms of power, a truncation does not seem to be preferable within a two-stage adaptive design when α 0 < 1.
The case α 0 = 1 As mentioned in the introduction, α 0 = 1 can be a suitable choice, for example when establishing a dose-response relationship. The choice α 0 = 1 leads to the same rejection boundary c α for the interim and the final analysis, respectively. Hence, there is α 1 = c α and . Since c α < , the expected total sample size is decreased due to truncation even in case of a fixed sample size for stage two. However, as demonstrated in Figure 2 there is hardly any difference in power between the choices τ = 0.5 and τ = 1. Nevertheless, the application of the truncated product method is preferable in the case α 0 = 1 because there is a lower expected total sample size and a higher probability to reject H 0 already after the first stage.
The value increases with a decreasing truncation point τ. Hence, in order to increase the probability to reject H 0 after stage one, one may argue that a smaller value of τ is preferable. However, this is not the case because the overall power depends on the choice of τ, too. For example, consider 50 observations per group and stage and δ = 0.4 (α = 0.05) again. In this case, the overall power is 0.861 for τ = 1, 0.864 for τ = 0.5, but only 0.830 for τ = 0.2.
We now present results for adaptive designs with three and four stages, respectively, and α 0 = 1. Again, the behaviour of the strategies is investigated for fixed sample sizes in the separate study stages without including the option for sample size reassessment. The trial can be terminated with the rejection of H 0 after the j-th stage if in case of τ = 1 or if in case of truncation. The choices τ = 1 and τ = 0.5 were compared in a Monte Carlo simulation study performed using SAS version 8.2. For each configuration, 10,000 simulation runs were created. Table III shows the overall power and the expected total sample sizes. Always, the truncation is more powerful than the choice τ = 1, however, the difference in power is small. Furthermore, as in the case of k = 2, the expected total sample size is smaller when the truncated product method is applied (α 0 = 1). The decrease of the expected total sample size is more pronounced for larger values of k. Therefore, the truncation can be recommended again. It reduces the expected total sample size without a loss in power.
Discussion
In this section we only consider the case α = 0.025 and α 0 = 1. The first example discussed in this section was presented by Bauer and Röhmel [6] . In a two-stage doseresponse study the effect of a new drug on blood pressure was investigated. Assume that the trial would have started with two medium doses. The p-value for the one-sided t test between these two doses in the interim analysis was p 1 = 0.206. Thus, the study continued with the comparison placebo vs. a higher dose, and the second stage led to p 2 = 0.0178. The product in the final analysis was p 1 p 2 = 0.00367, the corresponding overall p-value of the nontruncated product test is 0.024. Hence, the combination test is significant even at the 0.025 level. Figure 3 shows the overall p-value of the combination test in case of truncation. Note that TPM p-values may be calculated using a C++ code offered by Zaykin et al. [7] which is available at ftp://statgen.ncsu.edu/pub/zaykin/tpm, in addition, the method is implemented in the SAS procedure psmooth. The changes to the baseline measurements of the five endpoints were combined into a single generalized least squares (GLS) criterion according to O'Brien [12] , and the first stage's p-value was p 1 = 0.1758. Hence, the study continued.
For the second stage the set of five endpoints may be reduced for different reasons such as observed effects and variability, burden to the patients, and costs. The test statistic for the second stage was again the corresponding GLS criterion. In this example, this led to a p-value of a similar magnitude as in the first stage: p 2 = 0.1517. Therefore, in the final analysis we have p 1 p 2 = 0.0267, and the corresponding overall p-value is 0.1233 when Fisher's 
Conclusion
The application of the truncated product method instead of Fisher's combination test within an adaptive design hardly changes the overall power. Therefore, to decide whether or not a truncation is useful one should focus on the probability to stop early and on the expected total sample size. According to these criteria, a truncation seems to be preferable in case of α 0 = 1, but not for α 0 < 1.
A variety of other combination functions exists [13] , for example, the inverse normal method was proposed for adaptive designs [14] . According to Rice [15] There is also some literature related to the efficiency of adaptive designs, and to the choice of combination functions. Wassmer [16] , for example, compared Fisher's product criterion with an alternative adaptive design proposed by Proschan and Hunsberger [17] based on a conditional power function. Wassmer [16] concluded that "no substantial differences between the procedures were found in terms of rejection regions, power, and expected sample sizes". One of the first to investigate optimal adaptive designs for the control of conditional power were Brannath and Bauer [18] . They constructed two-stage designs with overall and conditional power, which minimize the expected sample size for different specifications of the alternative. It transpires that there is a variety of different options to combine P-values and there is no consensus on the best method to use. In this paper we improve under special conditions Fisher's combination test using the truncated product method.
It is worthwhile to note that the truncation point τ must be specified a priori in the study protocol. Unless determined a priori, the truncated product method can be misused to alleviate an observed significance. A post-hoc choice based on the observed maximum of the individual p-values is therefore not permitted. As discussed above, τ = 0.5 may be a suitable choice. A further argument for this choice is that those p-values are excluded from the product that indicate a difference in the unanticipated direction. Note that the truncated product does not follow a χ 2 -distribution. Thus, a penalty results for the exclusion of large p-values. Nevertheless, this exclusion can be advantageous as demonstrated by Zaykin et al. [7] and above for the case of adaptive designs.
For the presentation of the power a one-sided significance level of α = 5% was chosen in this paper. However, completely analogous results can be found in case of α = 2.5%. Regarding the choice of α for one-sided tests it is referred to Neuhäuser [19] . where f δ denotes the respective density under the alternative δ [20] . In case of truncation with τ > α, but α 0 = 1, the power is
Wassmer [20] presented a SAS/IML program to calculate the power for the two-stage test without truncation. Modifications of this program were used to calculate the different powers given above.
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