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Abstract
Due to its inherent advantages, linear friction welding is a solid-state joining process of increasing importance to the
aerospace, automotive, medical and power generation equipment industries. Tangential oscillations and forge stroke
during the burn-off phase of the joining process introduce essential dynamic forces, which can also be detrimental to
the welding process. Since burn-off is a critical phase in the manufacturing stage, process monitoring is fundamental
for quality and stability control purposes. This study aims to improve workholding stability through the analysis of
fixture cassette deformations. Methods and procedures for process monitoring are developed and implemented in
a fail-or-pass assessment system for fixture cassette deformations during the burn-off phase. Additionally, the de-
noised signals are compared to results from previous production runs. The observed deformations as a consequence
of the forces acting on the fixture cassette are measured directly during the welding process. Data on the linear
friction-welding machine are acquired and de-noised using empirical mode decomposition, before the burn-off phase
is extracted. This approach enables a direct, objective comparison of the signal features with trends from previous
successful welds. The capacity of the whole process monitoring system is validated and demonstrated through the
analysis of a large number of signals obtained from welding experiments.
Keywords: linear friction welding, process condition monitoring, Hilbert-Huang transform, time-frequency analysis,
empirical mode decomposition, non-stationary signal
1. Introduction
This paper discusses the setting up of a condition monitoring system to verify the workholding stability during a
linear friction welding process using empirical mode decomposition. The Introduction is split into four parts. Firstly,
the background of the work is discussed in Section 1.1. After which in Section 1.2 a review is held of closely related
work on condition monitoring systems found in the literature. Subsequently, some relevant developments of empirical
mode decomposition for manufacturing process monitoring purposes are discussed in Section 1.3. Finally, the outline
of the rest of the paper is presented in Section 1.4.
1.1. Background: Linear Friction Welding
The linear friction welding process has many advantages and benefits compared with other joining processes.
From a technical point of view, it has the advantage that it can be used to join two complex shaped parts. The econom-
ical benefits of the process are that the process is fast and the welding area requires little preparation. Additionally, it
needs relatively low energy input and requires no consumables as means to assist the welding process, nor is there an
emission of dangerous substances during the process, making it a relatively sustainable process.
However, a considerable perceived drawback of the process is that for most applications the weld quality cannot
be inspected with appropriate non-destructive testing methods. Hence the weld verification is done by means of
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Figure 1: Schematics of a linear friction welding machine. Adapted from Ref. [2, Fig. 1]
process condition monitoring in combination with statistical process monitoring, to ensure a repeatable production of
reliable welds. The outcome of the linear friction welding process depends on a set of controllable input parameters
and other process parameters which can be monitored for process condition monitoring purposes. The most popular
application of linear friction welding is the manufacture of “blisks” (bladed disks) for aero-engines. Blisks have the
advantage over traditionally designed disk assemblies that the fir tree joint is no longer needed, which leads to up to
30% weight reduction and improvements in aerodynamic efficiency [1]. The work presented in this paper focusses on
the monitoring of the workholding stability during the burn-off phase.
In Refs [2, 3] the basics of the working of a linear friction welding machine for blisk manufacturing are explained.
An adapted version of the working diagram that can be found in Ref. [2] is shown in Fig. 1. As can be seen in the
figure, generally a LFW machine consists of a frame and two sections. The first section holds the substrate (disk)
on a platform. An actuator can move this platform in a controlled manner in the forging direction x. The second
section is used to provide the reciprocal oscillatory tangential motion required for the LFW process. It comprises of
an actuator that provides the motion to drive the cassette in the tangential direction z. The machine’s tooling consists
of the inner cage wherein a cassette is placed that holds the workpiece (blade) [4]. To ensure workholding stability in
the y−direction, the cassette deformation during the process should be kept below certain limits.
During the LFW process the workpiece and substrate are datumed and brought in contact with each other up to
a certain contact pressure. This is also known as the contact phase [3] and is depicted in Fig. 2. The workpiece in
Fig. 1 is moved in a linear, reciprocating way, tangential and relative to the other part. The friction generates heat,
which is enough to make the material ductile. In the first instance the rubbing is used to remove the outer layer of
material, this is called burn-off in this work and comprises what is generally known as the initial (conditioning, [3]),
the transition and equilibrium (frictional, [3]) and the first part of the deceleration (forge, [3]) phases [5], see Fig. 2.
In the ramp-down phase, which is the first stage of the deceleration phase in Ref. [5] the amplitude of the tangential
reciprocating motion is decreased, as can be seen in Fig. 2. After this, when the reciprocating movement is completely
stopped, and the moving part is placed in the desired position, the part and substrate are then forged onto each other
in the second part of the forge or deceleration phase. It should be noted that in the work presented here, the welding
process is monitored for the duration of the tangential motion. These oscillations take place from the initial phase to
the ramp-down phase, as shown in Fig. 2 and this period is denoted as ‘period of interest’ in the figure. Furthermore,
it should be noted that this work studies the reproducibility of the welds, hence, the analysis of the influence of the
different phases on the weld is not a part of this study. The interested reader is referred to the papers by Vairis and
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Figure 2: Weld phases and period of interest, naming conventions taken from Refs [3–5].
Figure 3: Definition of the cassette deformations.
Frost [5] and Bhamji et al. [3], where the influence of the weld phases on the parameters is discussed in much greater
detail. However, the methodology presented here can be easily extended to do such a mechanistic analysis of the weld
parameters.
A LFW machine is typically equipped with several sensors that can be used to monitor the process variables,
some of these sensor are shown in Fig. 1. The processor is used to control the processes and capture the data from the
sensory system. On the linear friction welding machine used for the experiments presented in this work, force sensors
are placed on the cassette by the machine builder for the purpose of stable workholding, using these variables an
indirect analysis can be made of the workholding stability. When all the measured forces are included in the analysis,
such that a proper force balance can be established, inverse mechanics can be utilized, if necessary, to calculate
whether the required conditions for workholding are met, similar to the scheme proposed by Hameed et al. [6] to
obtain the cutting forces from the reaction forces on fixture locators. However for the purposes here, ultimately aimed
at supporting the application of linear friction welding in production of components for aero-engines, the interest lays
in monitoring the weld and compare it with other welds.
The force sensors are utilized to monitor the following deformations shown in Fig. 3: compression, bending, bar-
relling, keystoning and warping, which, hence, are related to the workholding stability in y−direction, the x, y, z−direc-
tions of the right-handed coordinate system are given in each of the deformation modes shown in Fig. 3.
1.2. Manufacturing process monitoring
Manufacturing process monitoring can be done with a variety of sensors. Typically, the sensor output is a dis-
crete signal in the time domain. When necessary, the signal can be transformed to the frequency domain. Over the
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last two or three decades, manufacturing process monitoring for quality control has received much attention in the
manufacturing research community [7–11].
When focussing more specifically on area of monitoring systems for machining operations, according to Refs
[8, 11], manufacturing process monitoring can be classified in four broad approaches within a process monitoring
application or scope. These scopes are e.g. tool conditions, process condition, machine tool state or surface roughness
and dimensional variations. The four approaches within each of these applications are: (1) model-based, (2) exper-
imental, (3) design of experiment, (4) artificial intelligence. For the purposes of LFW process monitoring, a brief
review of the state-of-the-art in tool condition monitoring and process condition & machine tool state is conducted in
Sections 1.2.1 and 1.2.2 respectively.
1.2.1. Tool condition monitoring
1. As tool wear and tool breakage are the outcome of highly random and stochastic processes, it is currently
impossible to establish reliable models that predict the tool life time or model the occurrence of tool breakage.
Note that tool breakage can cause severe disruption to the production process and should be avoided if possible.
For this reason, there is a strong emphasis on the prediction of tool life time and or tool breakage, such that the
cutting tool can be replaced on time.
2. Tansel et al. [12] investigated the impedance, response to excitation and the propagation of Lamb waves on the
tool surface to estimate the wear of drill bits.
Bisu et al. [13] executed a spectral analysis for machine tool diagnosis and tool condition monitoring and did
further data processing with the Hilbert transform and spectral envelope analysis (Short-Time Fourier Transform
(STFT)) to obtain a waterfall-type diagram to study the behaviour of the frequency spectrum over the elapse of
time to enhance their spectral analysis. Kalvoda and Hwang [14] applied the Hilbert-Huang transform (HHT)
to the measured signal of monitor tool wear in the frequency domain and compared the outcome of the results
with the widely applied Fourier transform.
Shao et al. [15] applied a modified single-channel blind sources separation (BSS) technique based on the wavelet
transform and independent component analysis to separate the source signals related to a milling cutter and a
spindle for the application of tool breakage monitoring. Chen et al. [16] measure the tool vibrations, apply
the wavelet transform and use a logistical correlation study of the wavelet energy is made to identify feature
frequency bands that indicate tool wear.
3. Sivasakthivel et al. [17] conducted a series of experiments to apply the response surface methodology to predict
the vibration amplitude for the following cutting parameters: the helix angle of cutting tool, the spindle speed,
the feed rate, and the axial and radial depth of cut. Chen et al. [18] applied a singular spectrum analysis to relate
surface roughness and tool vibration to the spindle speed, feed rate, cutting depth, cutting feed direction and
holder type.
4. Yang and Yu [19] built a grinding wheel monitoring system to predict grinding wheel wear based on a wavelet
analysis of the acoustic emissions from the grinding process feeding into a support vector machine algorithm.
Boutros and Liang [20] applied hidden Markov models for the detection and diagnosis of faults in bearing and
cutting tool systems.
Kilundu et al. [21] studied tool wear by extracting features associated with tool wear from three different
frequency bands, applying a windowed singular spectrum analysis and several machine learning techniques.
Tobon-Mejia et al. [22] measured cutting forces, acoustic emissions and vibrations to train a ‘mixture of Gaus-
sians Hidden Markov Model’ to build a model to predict the useful lifetime of a milling cutter. Yen et al. [23]
trained a neural network (NN) with the frequency spectrum of acoustic emissions and applied a self-organization
feature map to make the method more robust with respect to influence of noise.
1.2.2. Process and machine tool conditions
1. Trimble et al. [24] established a finite element model that predicts tool forces for different friction stir welding
parameters and tool failure. Their model has been validated by experimental results. Kalinski and Galewski [25]
built a mechanical model to simulate the cutting for a ball-end milling process and applied optimal-linear spindle
speed control to prevent the occurrence of chatter in the cutting process.
Zhou et al. [26] monitor an aspect of the machine tool state: the fault in a machine tool feed-axis gearbox
utilizing the built-in position sensors. The signal is split in frequency bands using the ensemble empirical
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mode decomposition (EEMD), which overcomes the mode mixing occurring in the standard empirical mode
decomposition method (EMD).
2. Pe´rez-Canales et al. [27] calculated the approximate entropy (ApEn) in the measured vibration to identify
chatter conditions in the signal and compared it with a Fourier analysis of the same signals.
Jin and Shi [28] applied a wavelet analysis to check for errors in the tonnage signal of a stamping process.
Longangbach and Kurfess [29] designed a gauge that can measure the diameter of a workpiece in-process on a
turning lathe using LVDTs (linear variable distance transducers).
3. Rabani et al. [30] conducted a series of experiments to link the transfer rate of energy to the input jet energy,
area of abraded footprint and jet feed velocity for monitoring of abrasive waterjet milling process.
4. Kong and Nahavandi [31] established a control system using NN, inputing force signals and acoustic emissions,
to monitor the forging process and predict tool life.
1.2.3. Discussion of Related Work
Even from this short review, it is abundantly clear that a plethora of techniques is applied for the purpose of
condition monitoring, as each application is unique or has unique aspects to it. Secondly, (combinations of) certain
techniques have certain advantages and disadvantages which can be employed for the monitoring problem and are
sometimes used because of the previous experience or familiarity. Also using these techniques results in a working
solution because of constraints of a non-technical nature. This is related to another important observation that should
be made when reviewing the relevant literature [7–11]: the large majority of the papers that can be found describe
work that has been carried out in laboratories, but there are almost no commercially available condition monitoring
systems for manufacturing applications. This is in part because of the above mentioned uniqueness of each different
application and also because there is still a low level of standardization which hampers the automated integration of
sensors in a monitoring systems, establishing of learning models and automated diagnostics of the monitored process
or equipment. Furthermore, the majority of the monitoring considers the analysis of stationary signals, whereas most
variables in a production system are inherently non-stationary. However, as tools for the analysis of non-stationary
signals become more widely available, more recent works do analyze non-stationary signals, e.g. Refs [14, 15, 26, 28].
1.3. Hilbert-Huang Transform
The Hilbert-Huang transform was established in 1998 by Huang et al. [32] to analyze nonlinear and non-stationary
data. This uses the empirical mode decomposition technique to divide a signal in a number of components, called
intrinsic mode functions (IMF), that are in different frequency bands. The mode decomposition does not work flaw-
lessly. One of the major issues is mode mixing. When this phenomenon occurs, the frequency bands are smeared
out over multiple modes. As a result, the signal analysis can become problematic. To overcome this problem, several
improvements and modifications have been suggested. The two most prominent methods encountered in applica-
tions are the ensemble empirical mode decomposition and the combination of wavelet packet decomposition and the
Hilbert-Huang transform. Wu and Huang [33] proposed the ensemble empirical mode decomposition that deals with
the white noise that causes mode mixing. Peng et al. [34] proposed the application of the wavelet packet transform to
split the signal into a set of various narrow band signals before the use of the empirical mode decomposition.
Besides the field of machine monitoring, the Hilbert-Huang Transform and empirical mode analysis have been
successfully applied for structural health monitoring [35], fault monitoring in rotating machinery [36], (spindle) bear-
ings [37] and gearboxes [26].
1.4. Paper outline
For the purpose of monitoring the forces on the cassette in the LFW process, this paper follows the methodol-
ogy typically applied to establish a monitoring system for a manufacturing process. In Section 2, firstly the applied
methodology is explained in Section 2.1. Then, the signal de-noising and further processing are discussed in Sec-
tion 2.2. After which the extraction of the forces during the burn-off phase from the whole measured force vectors is
discussed in Section 2.3. A series of welding experiments have been conducted by Rolls-Royce plc. The methodol-
ogy presented in this paper has been applied to the measured forces for these experiments. In Section 3 the trends for
de-noised forces are discussed, followed by the conclusions that can be drawn from this work in Section 4.
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Figure 4: Software flowchart.
2. Method
2.1. Applied methodology
The basic methodology to design monitoring and decision making systems is well established, see e.g. the six key
areas examined in the review paper by Abellan-Nebot and Subiro´n [7]. However, each time the methodology needs to
be tailored to suit an application, and the right tools need to be applied. The flowchart of the methodology to develop
the cassette forces monitoring system is shown in Fig. 4.
As one can see in Fig. 4, firstly, the force measurement vectors are collected from the sensory system of the LFW
machine. Subsequently, these vectors are de-noised and the burn-off period is extracted from the signal. After which
the welding trend is compared against the values of previous successful production runs.
Apart from comparing the forces with previous production runs for the purpose of process condition monitoring,
a secondary objective for the process monitoring system is to detect other oscillatory content in the measured signals.
As the burn-off phase consists of the oscillatory motion that occurs during a relatively short phase within the whole
LFW process – usually between 1 and 2 s, depending on the application – it is easy to extract this period as explained
later in Section 2.3.
2.2. Signal de-noising
2.2.1. Effects of filtering
The combination of noise, forced vibrations and tangential oscillations occurring in the LFW machine can be
traced in the measured forces acting on the cassette. When the signal is differentiated with respect to the time, these
phenomena can obscure the trend of the force rate
(
d
dt
)
and the change of force rate
(
d2
dt2
)
. For this reason, some
filtering of the signal is essential, especially, for removing the oscillatory component introduced by the reciprocating
movement of the LFW machine. However, the filtering action introduces extra distortion to the signal. In Fig. 5 the
6
effects of several filtering strategies on the trend in one of the force signals are shown. As the reciprocal frequency
ωris the dominant frequency, the first choice is to apply a notch filter (a band-stop filter with a narrow stopband) with
a notch frequency equal to the reciprocal frequency ωr of the LFW process. However, the signal contains higher
harmonics, furthermore, applying purely a notch filter results in spurious harmonics as can be seen in the left hand
detail in the top most sub-figure in Fig. 5. Consequently, the application of a notch filter does not give the desired
results. The signal can be further smoothed by adding certain low-pass filtering action. Traditionally, to smooth the
signal, only a low-pass filter is used. This means that it filters out the signal components from the high-frequency
range. A Fourier transform shows that a steep change in the gradient of the measured signal contains many high-
frequency components. Hence filtering with a typical low-pass smoothing filter will always change the gradient to
make it less steep. This is shown in the centre sub-figure in Fig. 5, where the effect of filters with an increasingly
shorter pass-band is shown. As can be seen in the figure, the changes in the gradient of the filtered trend become
increasingly dull. A more recent yet firmly established method is to de-noise signals using the wavelet transform.
This form of de-noising is suited for the analysis and de-noising of signals of non-linear processes such as the LFW
process. As can be seen in the bottom sub-figure in Fig. 5, the result of wavelet de-noising is superior to low-pass and
notch filtering. However, as is demonstrated in the centre right detail, small noise spikes or serrations are unavoidable.
The reason for this lies in the nature of the signal representation in the wavelet domain. According to the wavelet
analysis when a noiseless signal is decomposed into sub-bands, a signal without noise has a relatively sparse signature
in these sub-bands. The standard de-noising functions make use of this fact, by removing all signal components which
are smaller than certain threshold values from the sub-bands. Any noise component that is larger than the threshold
values remains in the sub-band, causing noise spikes and serrations. These small noise spikes or serrations come out
as large noise spikes when the derivative of the trend is studied, which forms a large drawback for the analysis of the
trends in the measured cassette forces. All this means that one has to pay the price of a less accurate signal when
applying filtering action to smooth the signal. When the smoothing filter is designed with a much too low cut-off
frequency to remove the oscillatory component in the signal, the filter will cut out much of the undesired noise etc.,
but will significantly decrease the accuracy of the signal as the changes in the gradient become duller. Therefore,
filter design for signal smoothing filters comprises an optimisation of the trade-off between the loss of accuracy in the
gradients and the remaining noise content.
2.2.2. EMD principle [32]
The Hilbert-Huang transform (HHT) is devised to analyze nonlinear and non-stationary signals. The fundamental
part of the HHT is the empirical mode decomposition (EMD). Any real-valued signal x(t) can be separated into a set
of intrinsic mode functions (IMFs) ci(t) and a residual r(t) so that:
x(t) =
n∑
i=1
ci(t) + rn(t). (1)
Each individual IMF possesses its frequency band that can be analyzed. To obtain each IMF, the EMD algorithm
runs until it finds an oscillatory function around the local mean defined by the upper and lower envelopes governed
by the local maxima and minima, respectively. This oscillatory function is defined as follows:
1. The number of extrema differs from the number of zero-crossings in the IMF by zero or one at most.
2. At any point, the mean value of the lower and upper envelopes around the IMF is zero.
The EMD algorithm employs a sifting process, which works as follows. Firstly, it looks for the envelopes around
the signal. Between these envelopes there is a mean m1. The first component h1 is formed by the difference between
the data and the mean:
h1 = x(t) − m1. (2)
In the consecutive sifting process, h1 is used as data:
h11 = h1 − m11, (3)
where the new component becomes h11 and the new mean m11. This sifting process is repeated k times, until h1k has
converged close enough to the IMF criteria defined above. Then h1k becomes
h1k = h1(k−1) − m1k, (4)
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and h1k is designated the first IMF, c1 = h1k. The first IMF contains all the shortest oscillations and hence possesses
the highest frequency band in the signal. Subsequently, the first IMF is subtracted from the original signal as follows:
r1 = x(t) − c1, (5)
where r1 is the residual, which is then treated as data and the sifting procedure is repeated n times until the values
in residual rn are smaller than the threshold value of the sifting procedure stoppage criterion, or form a monotonic
function. Eq. (5) is a crucial step in the EMD analysis carried out for this work. It allows the frequency bands to be
studied individually and to be subtracted from the signal x(t) to study the trend in the signal.
In the HHT, the instantaneous frequency is calculated using the Hilbert transform, which finds the complex con-
jugate y(t) of any real valued function x(t) as long as it is in the Lebesgue integrable function space [38], then:
H(t) = 1
π
∫ −∞
+∞
x(τ)
t − τdt. (6)
The analytic signal is found by combining the real and the complex valued parts:
z(t) = x(t) + iH(t) = a(t)eiθ(t), (7)
where
a(t) =
√
x2(t) +H2(t) (8)
is the instantaneous amplitude of the signal and
θ(t) = arctan
(H(t)
x(t)
)
(9)
is the instantaneous phase of the signal. Hence, the instantaneous frequency ω(t) simply becomes
ω(t) = dθdt . (10)
2.2.3. Frequency band selection
In order to find the trend in the measured force signals, the IMFs containing the noise and oscillation need to be
separated from the trend; the EMD process is used as a filter bank. The selection of the frequency bands is based on
the physical meaning of its contents. This can be illustrated by analyzing the HHT of one of the force signals of the
experimental welds presented in Section 3: barrelling forces, weld 7 in Table 2. The HHT consists of two parts: the
IMFs and the instantaneous frequency. In Fig 6, all the IMFs for the duration of the burn-off phase of the barrelling
force of weld 7 obtained with the EMD are shown. In this figure it can be seen that during the burn-off period
the first six IMFs contain the noise and reciprocating motion induced oscillations. The corresponding instantaneous
frequencies for each of the IMFs shown in Fig 6, are shown in Fig. 7. The instantaneous frequencies show that the
IMFs are split up in frequency bands. Within the bandwidth of frequency bands the instantaneous frequency can move
up or down over time. However, it can be seen that the frequency bands that comprise the trends contain frequencies
lower than the reciprocating frequency ωr, since they are lower than one in the plots in Fig. 7.
One-by-one experimental investigation using the HHT function in Matlab R© [39] of each of the signals reveals
the same pattern, namely that the IMFs containing the trend of the measured force all have instantaneous frequencies
lower than ωr. Therefore it is possible to select the IMFs that form the noise and oscillation band by considering
the average instantaneous frequency during the burn-off phase in an IMF which determines how many IMFs form the
noise and oscillation band. Furthermore in Fig. 6b, it can be seen that IMF 7 is no longer recognisable as a typical IMF
over the period of interest: there are no zero crossings here. Temporally the frequency in Fig 7b of IMF 7 drops below
zero, further indicating that the IMF locally doesn’t meet Hilbert’s criterion for instantaneous frequency. From Fig 7
it can be observed that the calculated instantaneous frequency is not a smooth line. The clearly visible dots indicate
that sometimes the frequency is making a jump or even becomes negative. For the calculation of the value of the
average instantaneous frequency, the results below zero are discarded. As a result, finding the average instantaneous
frequency and separating the noise and oscillations from the trend form the third and forth step in the process, as is
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Figure 6: Intrinsic mode functions (IMFs) barrelling weld 7; burn-off period extracted from whole signal. (a) IMF
1-4, (b) IMF 5-8, (c) IMF 9-12.
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Figure 7: Instantaneous frequency per intrinsic mode function (IMF) barrelling weld 7, normalized with respect to
the reciprocating frequency ωr and energy per IMF. (a) Instantaneous frequency IMF 1-4, (b) Instantaneous frequency
IMF 5-8, (c) Instantaneous frequency IMF 9-12, (d) Energy per IMF.
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Figure 8: Algorithm to select number of IMFs to form noise and oscillation band and trend.
shown in Fig. 4. Note that the instantaneous frequency of IMF 12 in Fig. 7c is entirely below zero as this is residual
and not a proper IMF; when investigating the instantaneous frequency over the whole time period from the beginning
of the contact phase till the end of the forge phase, the frequency is zero, apart from the beginning and end and the
period of motion along the z-axis.
Beginning and end effects in the EMD process in the form of waves at the beginning and end of the signal which
come in larger amplitudes and lower frequencies when the IMF number increases affect the accuracy of the trend.
Therefore, after subtracting the IMFs that form the noise and oscillation bands, the beginning and end of the de-noised
forces during the burn-off phase can significantly differ from the unprocessed measured signal. For this reason, the
de-noised values at the beginnings and ends are compared with the unprocessed values and if the difference trespasses
a certain value, one IMF is deducted from the noise and frequency band to make a better fit between the trend and
the measured signal. As this is too detailed to show in Fig. 4 the pseudo algorithm for this step is shown in Fig. 8
and works as follows. Starting at the highest IMF number n the algorithm checks if the average frequency ω(ci) of
any IMF ci during the burn-off phase is higher than the reference value r. If the average frequency is below the the
reference value, the algorithm will move one IMF number lower to i− 1 and check whether the average frequency for
this IMF higher than the reference value, if the average frequency is still larger than the reference value, the algorithm
will move as many IMF numbers lower until the average frequency becomes smaller than the reference value, as can
be seen in Fig. 8. If for a certain IMF the average frequency is below the reference value, the sum of all the IMFs 1 to i
should form the noise oscillation band. If the difference between the measured analytic signal and trend consisting of
the sum of IMFs i + 1 to n at t = tb or t = te is larger than a certain reference value r, the found trend is too inaccurate
and IMF ci is subtracted from the noise and oscillation band and added to the trend. The difference between the
measured signal and the new trend at at t = tb or t = te again compared with reference value r. This procedure will
repeat until the found difference is smaller than the reference value, as can be seen in Fig. 8.
Following experimental and automated analysis, it appears that, depending on which of the five forces is consid-
ered, band comprising the parts of the signal formed by the noise and oscillations is made up by the first 4 − 7 IMFs
containing the higher frequencies as can be seen in Table 1.
If one considers the energy in the IMF, the spectral energy from the noise tends to decay for higher IMF numbers,
which Flandrin et al. [40, Chapter 3] and Wu and Huang [40, Chapter 5] take as measure to establish a noise band con-
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weld number compression bending barrelling keystoning warping
1 1–4 1–8 1–6 1–6 1–4
2 1–4 1–7 1–6 1–6 1–4
3 1–5 1–8 1–5 1–6 1–4
4 1–4 1–8 1–5 1–5 1–4
5 1–5 1–8 1–6 1–5 1–4
6 1–4 1–6 1–6 1–6 1–4
7 1–5 1–8 1–6 1–6 1–5
Table 1: Number of IMFs that form noise and oscillation.
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Figure 9: Measured and de-noised signals weld 7.
sisting of IMFs for filtering purposes. The physical approach taken here is in agreement with the energy distribution
as found by Flandrin et al. and Wu and Huang per IMF. The energy in an analytical signal is calculated as
Es = 〈x(t), x(t)〉 =
∫ ∞
−∞
|x(t)|2dt. (11)
To de-noise the barrelling signal for weld 7 from Table 2 shown in Fig. 9 it was found that 6 IMFs form the noise
and oscillation band in the measured signal and were subsequently subtracted. In Fig. 7d it can be seen that after 6
IMFs the energy for the IMFs becomes substantial. The same trend is seen in Fig. 10: in general the lowest number
of the IMFs containing the trend of the measured signal can be found were the energy in the IMF increases after
a minimum found between IMF 4 − 7, consistent with the findings of Flandrin et al. [40, Chapter 3] and Wu and
Huang [40, Chapter 5].
2.3. Feature extraction
The penultimate step in Fig. 4 is the feature extraction. This work studies the monitoring of the cassette forces
during the burn-off phase, which takes place during the reciprocating motion of the moving part, as shown in Fig. 2
and discussed in Section 1.1. It is therefore an unambiguously defined time period during a weld operation. Hence, the
start and end times of the burn-off phase can be easily and accurately established from other measurement and control
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Figure 10: Energy in measure signals per IMF.
signals from the LFW machine. Once these are established, these are then applied to identify and extract the burn-off
phase in the measured force signals. As has been done for the practical application of this work. Alternatively, these
can be found using standard feature extraction techniques, e.g. using the instantaneous frequency information from
the HHT.
2.4. Experimental Welds
The results shown in this work are applied to series of preproduction experiments that were conducted on the LF60
linear friction welding machine at the Rolls-Royce plc [4, 41]. These experiments consist of welding two blocks of
Ti6Al4V alloy together. The experimental series of welds is shown in Table 2. In this table, seven experimental welds
are given. They differ in two ways from each other as is described below.
A difference between the welds are the settings applied to the LFW machine. These settings prescribe the values
for the control settings. The control of each of the LFW machine’s axes (see Fig. 1 for a definition of the x, y, z−axes)
is done with a combination of proportional-integral-derivative (PID) and Amplitude and Phase control (APC) [4].
These seven welds are part of a larger series of test welds. However, it is not necessary to present all these results
here. In total 3 settings were used for the APC controller, and 2 different PID values for the control of the tangential
z−axis, as is shown in Table 2. It is thought that the change of control parameters has a minor influence on the welds,
as the normal input parameters such as desired upset and commanded forge force, tangential oscillation frequency etc.
were not changed.
Additionally it can be noted that weld 1-4 were used to verify the motion control of the z−axis [41]. Weld 5 is
made after removing and placing the inner cage back, which always affects the machine’s tooling. Weld 6 and 7 come
from another batch, as the whole series of welds is made over a longer period of time.
Figure 11a shows all the measured signals, scaled, Fig. 11b shows all the trends of those scaled measured signals.
The axes of the plots in this work have been normalized due to Rolls-Royce plc confidentiality. For an appreciation of
the machine’s dynamics and to understand why it is crucial that advanced signal processing techniques are applied for
the welding process monitoring, the typical weld length is a few seconds and generally has over 100 cycles, in addition
the four forces acting on the cassette are in the order of 10’s of kilonewtons. As mentioned in the introduction, the
measured forces on the cassette are related to the deformations as shown in Fig. 3: compression, bending, barrelling,
keystoning and warping are all shown in the figures.
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weld number APC Setting PID settings z−axis weld date
1 APC1 PID1 day 1
2 APC1 PID1 day 1
3 APC2 PID1 day 1
4 APC2 PID1 day 1
5 APC1 PID1 day 160
6 APC3 PID2 day 293
7 APC3 PID2 day 294
Table 2: Weld settings for the Amplitude and Phase Controller (APC) and the Proportional-Integral-Derivative (PID)
controller of the linear friction welding machine.
Additionally, for reasons of comparison, after the feature extraction in the time domain, the bending, barrelling,
keystoning and warping forces are all started at t = 0s and at zero load. However, this did not work for the compression
forces, as this made comparison more difficult. These forces have been translated down around zero, using the average
value of the 7 welds to align the start value of the compression around zero at t = tb.
(a)
(b)
Figure 11: Measured and de-noised signals(a) Measured signals, (b) de-noised signals for trend monitoring.
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Figure 12: Compression forces on cassette versus time (normalized).
3. Results
3.1. Trends
3.1.1. Compression
The beginning and end effects occurring in the EMD of the compression forces signals resulted in strong deviations
at t = tb between measured signals and the trend. Consequently, to approximate the trend, a lower number of IMFs
had to be used, resulting in the occurrence of oscillations in the signal, as can be found in Fig. 12. As a result, with the
currently applied signal processing, the trends of the compression forces are difficult to compare between each other.
In Fig. 12, it can be seen that different machine settings result in different weld profiles. When comparing these
weld with welds with a smaller weld area, the required forces become smaller and the differences become more
pronounced, however this would overload this demonstration of using EMD to de-noise cassette forces with too much
information. Welds 1, 2 and 5 (around t = 0.375) do not have such a high maximum as welds 3, 4, 6 and 7 (around
t = 0.31).
3.1.2. Bending
The bending forces shown in Fig. 13 show similar trends to the compression forces shown in Fig. 12. Note that
the trend in weld 1 in Fig. 13 goes below zero. As mentioned above, for reasons of comparison the signal starts at a
scaled force of zero at t = tb. Therefore, the physical forces still come with a positive sign.
Welds 6 and 7 are relatively similar, but there is no real distinction between the welds 1-4. Also note that the
bending force trend for weld 5 increases the whole time.
3.1.3. Barrelling
The trends for the barrelling forces are plotted in Fig. 14. For welds 1, 2 and 5 these trends behave in a different
manner compared to those of welds 3, 4 and 5, however this behaviour would be more pronounced in case the trends
were smooth enough to establish the force rate by differentiating the force with respect to time to study the gradient.
It can be seen that weld 1, 2 and 5; weld 3 and 4; and weld 6 and 7 are lying close to each other.
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Figure 13: Bending forces on cassette versus time (normalized).
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Figure 14: Barrelling forces on cassette versus time (normalized).
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Figure 15: Keystoning forces on cassette versus time (normalized).
3.1.4. Keystoning
As can be seen in Fig. 15, the trends in the keystoning forces regardless of weld area size are characterized by a
steep positive gradient, leading to a maximum at around t = 0.3 followed by a steep negative gradient that lasts until
t = 0.5 − 0.55. From this point onward, the keystone force trends plateau until t = 0.85 − 0.9. Note that the trend in
weld 5 behaves differently, as the trend keeps a negative gradient in that section. Subsequently, the trend gets a steeper
negative gradient again to end with a scaled force. However, welds 1-4 and 6, 7 are not easily distinguishable from
each other.
3.1.5. Warping
Due to the two different warping directions, the warping forces show the largest variation within the forces studied
in this work. The first direction is shown in Fig. 3, the second is a deformation in the opposite direction. Hence in
Fig. 16, welds 1-4 show the exact opposite trend of welds 5, 6 and 7. This makes weld 5 quite distinguishable from
welds 1-4, and also welds 6 and 7 are obviously different from welds 1 and 2 and welds 3 and 4. Weld 1 has an extra
maximum occurring at t = 0.375 compared to the other welds.
3.2. Analysis of Residue
3.2.1. Residue envelope analysis
From the residues shown in Fig. 17 it can be seen that there is little variation in the magnitude and shapes of the
force oscillations of the monitored forces in and amongst the measured sets of the five different forces. The exception
here is weld 5, which has quite a different signature compared to the other welds, as was already observed when
comparing the trends in the forces. Weld 5 seems not only out of phase with the other welds, the magnitude of the
oscillations is different too, which will also shown when analysing the peak values in the power spectral density plots
in the next section.
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Figure 16: Warping forces on cassette versus time (normalized).
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Figure 17: Decay in noise + oscillation aligned at t = te.
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(b)
Figure 18: Power spectral density: (a) power spectral density plot of residue obtained with EMD, (b) power spectral
density plot of filtered residue.
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weld 1 weld 2 weld 3 weld 4 weld 5 weld 6 weld 7
compression
-12.6% -12.5% -12.5% -12.6% -0.4% -12.5% -12.6%
-0.4% -0.4% -0.4% -0.4% -12.5% -0.4% -0.4%
-0.7% -0.7% -1.2% -1.4% -1.5% -0.7% -0.7%
bending
-12.9% N/A -0.4% -0.4% -12.6% -0.4% -0.4%
-0.4% N/A -1.3% -1.3% -0.4% -12.7% -12.6%
-1.3% -1.4% -12.6% -12.6% -3.2% -3.1% -1.4%
barrelling
-12.6% -12.6% -12.6% -12.6% -0.4% -12.6% -12.6%
-0.4% -0.4% -0.4% -0.4% -12.6% N/A -13.3%
-0.7% -3.3% -3.3% -0.7% -3.2% -2.9% -3.2%
keystoning
-1.4% -12.6% -12.6% -12.6% -3.3% -12.7% -12.7%
-0.1% -0.7% -0.7% -0.7% -12.6% -0.7% -0.4%
-12.7% -1.4% -1.4% -0.1% -0.4% -0.4% -0.7%
warping
-12.5% -12.6% -12.6% -12.5% -12.2% -12.5% -12.7%
-0.4% -0.3% -0.4% -0.4% -1.4% -0.4% -0.4%
-0.7% -0.9% -12.9% -0.7% -0.7% -3.2% -3.3%
Table 3: Relative differences between the amplitudes of the three largest peaks in the frequency spectrum of each
force after using EMD as a filter bank and filtering in a power spectral density analysis.
3.2.2. Frequency domain analysis
In this section the frequency content of the residue formed by the IMFs that span the noise and oscillation band of
the measured signal is studied. This allows for the detection of undesired frequency components in the force signals.
In Fig. 18, the power spectral density of the residue is shown calculated with the Fast Fourier Transform.
Firstly, in the figure, it can be noted that the excitation frequency, i.e. the frequency ωt of the reciprocating motion
in z−direction is dominant, which is as expected. In the figure, the frequency axis is scaled such that a frequency
when ωr = 1, ωr = ωt. Higher harmonics of ωt are clearly visible. Furthermore, the power of the signal components
in the frequency domain for the compression and warping forces is of one order higher than those of the bending,
barrelling and keystoning forces. Additionally, the power of the components in welds 1 and 2, welds 3 and 4, and
welds 6 and 7 is relatively similar in magnitude within these little group of welds, the three groups themselves are
dissimilar in magnitude. The magnitudes of weld 5 do not match up with those of welds 1 and 2. This means that
analyzing the average amplitude of the residue can help to determine whether a weld belongs to a certain group. The
more subtle power spectra only constitute a small contribution in the total power in the signal. These contributions
are so small, that even when considering that the power in a oscillating signal is proportional to the square of the
oscillation amplitude, the amplitude of the reciprocating frequency and its higher order harmonics are still more than
one or two orders larger than the amplitudes of the other frequency components.
The residue obtained with EMD de-noising is given in Fig. 18a and the residue established with filtering using a
standard first-order filter is shown in Fig. 18b. To compare these, the same scale is used. When zooming in to look at
the more subtle contributions, comparing Fig. 18a and 18b with each other, the same subtle contributions are clearly
visible. Furthermore, the residue established by de-noising the measured signal with EMD, shows some content for
near zero frequencies. Because of the beginning and end effects occurring in standard EMD, a small deviation can
occur below the deviation threshold as discussed in Section 2.2.3, where the algorithm shown in Fig. 8 is explained.
This small deviation locally adds a small constant value mostly at the beginning of the burn-off period, which explains
the near zero frequency contributions.
There is some more content when ωr < 1 for the compression residue, which possibly indicates mode mixing,
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however, this contribution is relatively small. Both EMD de-noised and filtered residuals of the warping forces show
some more low frequency (ωr < 1) content.
A more quantitative comparison of the two power spectral density analyses is made in Table 3. Here the amplitude
of the three largest peaks of the power components in the signal in the frequency spectrum are compared:
ε% =
PEMD − PFO−filter
PEMD
× 100%, (12)
where PEMD is the amplitude of the power component in the residue obtained by de-noising using EMD, and PFO−filter
is the amplitude of the power component at the same frequency of the residue obtained with filtering using a standard
first-order filter. Where the entry says “N/A” in Table 3 this means that the highest peaks coming from the filtering
belong to different higher order harmonics of the reciprocating motion’s frequency. It is clearly visible that amplitudes
of signal components in the frequency domain are consistently smaller than those obtain using the EMD-based de-
noising method. This means that the amplitudes of the filtered residues are smaller than those of the EMD-based
de-noised residues, meaning that the noise is removed a further when applying the EMD-based de-noising approach.
This reinforces the choice of using EMD-based de-noising in order to de-noise the force signals in the linear friction
welding process. Using the well-known approximation
√
1 + 2ǫ ≈ 1 + ǫ, the percentage difference when considering
the amplitude rather than the power of the signal components, for small ǫ would be about a factor 2 smaller, and
should be multiplied by the correction for the wave shape.
3.3. Overall comparison of the welds
Due to the fact that the inner cage was taken out and placed back in the linear friction welding machine, weld 5
shows a different signature for the force profiles than the other welds, this is because the tooling needs to settle during
the first weld after taking out the inner cage. Subsequent welds will show a larger repeatability.
The compression and warping forces and the power spectral density analyses show that different welds settings
for welds 1 and 2, welds 3 and 4 and welds 6 and 7 give slightly different results and allow these welds to be grouped
together. Overall, as could be expected, the welds show similarity. However, the fact that this can be studied means
that obtaining the trends in the forces can be applied to monitor the repeatability of the welds.
4. Conclusions
This work studies the development of a cassette forces monitoring system for a linear friction welding machine.
The monitoring of the forces consists mainly of an analysis for the trend in the signal during the period, when the part
to be welded on the substrate is undergoing an oscillatory motion, i.e. during the burn-off period. To obtain the trend
in the signal, the following method has been established:
1. The data is captured from the linear friction welding (LFW) machine using its sensory and data storage systems.
2. The data is de-noised before other data processing takes place, to prevent the adverse effects on accuracy by
beginning and end effects. For robust data processing, a de-noising strategy to find the trends in the signals
based on empirical mode decomposition (EMD) has been designed using the intrinsic mode functions (IMFs)
as filter bank.
3. The selection of the number of IMFs that form the noise and oscillation band is automated and is based on the
average frequency of the IMFs during the burn-off period, but can also automatically adapt to a lower number
of IMFs when the trend and the measured signal differ too much at beginning and end of the burn-off period.
4. The feature extraction takes place in the time domain, where begin and end times of the burn-off phase are
identified from the sensory system of the LFW machine, and the forces acting on the cassette are extracted from
their respective vectors utilizing the begin and end times.
5. The data are compared against previously analyzed welds established with the outlined methodology.
Some other contributions established in this work are the following:
• The methodology has been demonstrated with the analysis of test welds performed on a LFW machine.
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• The automated selection of the IMFs that form noise and process induced oscillation band has been based on
the average instantaneous frequency of the IMFs during the burn-off phase.
• For frequency domain analysis, the EMD de-noising strategy has been benchmarked against traditional filtering.
• Applying EMD based de-noising of the signal gives more accurate information on the trend in the signal.
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