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0. INTRODUCTION 
In this paper we shall use most of the notations and ideas already 
developed in [I] and [2]. Th e novel element introduced will be that 
we shall consider tensor algebras over discrete spaces. More explicitely 
let D, and D, be two discrete spaces we shall consider D = D, x D, 
and 
VOP) = vo = a=oP,> 63 G.@,); V(D) = v = @(Dl) 6J @(D,) 
(C(D,) (i = 1,2) is the space of bounded functions and C,(DJ is the 
subspace of those functions that tend to zero at co). Similarly tensor 
products of more than two factors can be considered, for simplicity 
however we shall restrict ourselves exclusively to products of only 
two factors. 
Together with V, and V we shall consider N(D) = N the multiplier 
algebra of V, i.e. the space of those complex functions F defined on D 
for which F - f E V,, for every f E V, , N will be normed by the operator 
norm V,, -+ V, and it is easy to see then (using the closed graph 
theorem)that N is a Banach algebra and that N(D) -% C(D). (Observe 
that in [2] we used the letter M for our N above, we have been forced 
to change the notation here to avoid later confusion). 
In the present paper we shall study the above algebras V,, , V and N 
and we shall examine connections with harmonic analysis. 
Most of the results and proofs will be direct generalizations of the 
analogous results for tensor algebras over compact spaces [I], we shall 
therefore feel free to be fairly sketchy with most proofs stressing only 
the novel elements introduced by the noncompactness of the spaces; 
we shall in other words presuppose that the reader is already fairly 
familiar with the techniques of Tensor algebras and shall have no 
difficulty in filling in the gaps for himself. 
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1. ELEMENTARY REMARKS 
The following remarks are immediate and are stated below without 
proofs. 
V,(D) is a regular, symmetric (under complex conjugation) algebra 
without identity whose spectrum can be identified with D = <1 x D, 
and whose Gelfand transform is the topological inclusion V,,(D)-+C,(D). 
If, adopting standard notations, we denote by /?T the Stone-Cech 
compactification of the topological space T, we can identify V = V(D) 
with C@D,) @ @@D,)(% @(/3Dl x ,f?D&) so that the maximal ideal 
space of V is pDl x /ID, . We can also identify V with a subalgebra of 
@(D) which however is not dense for the uniform topology of @(D). 
Let us denote by APV(D) th e uniform closure of V in e(D) (almost 
periodic V, the terminology will be justified later); if we identify 
@(D) with tZ(/lD) we see then that APV(D) is identified with 
piw% x P&J1 where v : PD -+/3D, x /ID, is the canonical 
mapping associated to the Stone-Cech compactification. 
V, can be identified isometrically with a closed subalgebra of V 
which is no other than the closure of Z(D) (= the space of functions 
with compact support in V) 
V,(D) = x-(D) c V(D). (1-l) 
Let now f E c(D) and let F = Fl x F, C D, x D, = D be a 
finite subset (Card Fi < + co i = 1, 2) and let us denote by 
fF = f jF E C(F,) @ @(F,) = V(F) = B=(F) (V(F) and (C(F) have not 
the same norm) using then fF we can obtain the following character- 
isation of elements of N(D). 
LEMMA 1.1. A function f E C(D) belongs to N(D) if and only if 
s, = s”PFiCD,,i=1,2 IifFh < + 9 *e have then Ilf IIN = Sj - 
Proof. Cf. [2] Theorem 3. 
Using Lemma 1 .l we see that a function f E C(D) belongs to N(D) 
and ]I f ]IN < a if and only if there exists a net fa E V,, (resp. E V) 
(a E A) s.t. Ilfm lb, < a (rev. Ilfa IL < 4 va E A and s-t. fa *f, 
the limit being taken for the topology of simple convergence on D. 
We also see that the unit ball of N is compact for the topology of 
simple convergence on D and if I D ( < K, it is also metrisable. 
Observe finally that V can be identified isometrically with a closed 
subalgebra of N (Cf. [2] Th. 3). 
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2. TENSOR ALGEBRAS OVER A GROUP AND THE HOPF MAPPING 
One of the crucial points in the theory of Tensor Algebras over 
compact spaces is the identification of A(G) with a closed subalgebra 
of V(G) where G is a compact group (Cf. [I], Ch. 8). In this paragraph 
we shall examine the analogue of that identification when G is discrete. 
Let I’ be a discrete group and let us denote (abusively) 
V,,(r) = @,-Jr) 2 C,,(r), V((r) = C(r) @C(r) and N(r) = N(r x r) 
the multiplier of V,,(F); let us also follow standard notations and denote 
A(r) = &5l(ii), B(r) = @V(f) (Cf. [3] Ch. 1) and d(Y) = BL1(fd) 
where pd is the dual group of r with the discrete topology so that 
L1(pd) is just the space of discrete (atomic) measures on f. 
Let us finally denote by AP(r) the Banach algebra of almost 
periodic functions on r with the uniform norm. 
Let us further define for every y E r and every f E @(r x T) the 
translation operator T, : 
?m Y> = f@ - YP x + r>, x,yE:r; T,.f~ w x J-7 
TY induces then for every y E r isometric transformations 
of Ir,(r), v(r), N(T) and APV(F). We shall define then 
B*(r) = {f E N(F); T,,f = f Vy E r} the diagonal subalgebra of N(F) 
and M : C(r) -+ @(.F x r); Mf (x, y) = f (x + y) the diagonal map- 
ping. We can state then the following: 
THEOREM 2.1. (i) For every f E B(T) C C(P) we have Mf E B*(T) 
and /I Mf IIN = 11 f lIB, furthermore MB = B*; in other words M 
identiJies isometrically B with B”. 
(ii) If we denote again by M : B(I’) -+ N(T) the Banach algebra 
homomorphism de$ned in (i) then the transposed mapping A$: A%$ --t A+%~ 
from the maximal ideal space of N in the maximal ideal space of B is 
surjective. 
Proof. We first prove that 
Indeed (2.1) is immediate if f E d(r) (C B(T)) (Cf. [I] Ch. 8, $1). 
To obtain (2.1) in general it suffices to observe that for any f E B(T) 
we can find {fa E J~)),,A a net s.t. llfa lb d Ilf lb va E A; fa ;;-;;af 
&A tgf topology of simple convergence on r) so that I] Mfu \IN < II f lls 
---+ Mf (for the topology of simple convergence on r x I’), 
we obt%n?ien (2.1) by applying Lemma 1 .l and the remarks that 
follow it. 
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We shall now prove that there exists a linear mapping 
P : N(T) -+ B(T) s.t. 
IIPII < 1 
P 0 M = A?(B(T)); M 0 P jBr(r) = D(B*(r)) (2.2) 
P(f *f) = Pf * . Pf tlf*EB*, feN. 
To define P we first define PF where F C r is a finite subset by: 
where fF = f IFXF E C(F x F). 
An easy application then of Plancherel’s theorem and of Lemma 1.1 
shows that iff E N(r) then PFf E A(r) and 1) PFf IJR < )( f IIN . 
Let now G = {.ZCr} b e a family of finite subsets directed by 
inclusion and such that: 
Card[(y - Z) n ZJ 
Card .Z ZEG 
1 
Q~EI'. (2.3) 
Such a family always exists (Cf. [3] 2.6.7). It follows then from (2.3) 
that iff E C(r) is s.t. Mf E B*(r) then P,(Mf) ~ f (for the topology 
of simple convergence on r) from which we deduce that f E B(T) and 
Ilf IIB < II Jtf IIN 9 and this in itself completes the proof of (i). To 
obtain now the mapping P that satisfies (2.2) we choose a subdirected 
family 6’ C G s.t. (Pz}zEGj converges and we set P = lim,,,, Pz , 
the convergence being understood in the sense that Pzf EEG’- Pf for 
the topology of simple convergence on I’ for every f E N. 
Taking into account the Lemma 1.1 and (2.3) we see that P satisfies 
the conditions of (2.2). 
To prove (ii) we shall show that if fi , fi ,..., f, E B*(T) C N(T) are 
finitely many functions s.t. 
fj = Gelfand transform on J& (2.4) 
then we can find vl, q2 ,..., vn E B*(r) s.t. x;“c, cp,f, = 1, (= the 
identity of N). 
Towards this it suffices ‘to observe that if the f’s satisfy (2.4) then 
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there exist or, 8a ,..., 19,~ E N(F) s.t. Cy=, tlifi = 1, so that if we set 
ye = MO POj (j = 1, 2,..., n) we have 
Our proof is complete. 
3. THE EMBEDDING OF A TENSOR ALGEBRA IN A GROUP ALGEBRA 
Let r be a discrete group and let EC F be a subset we 
shall say that E is an e-Kronecker set (e > 0) of r if for every 
f E C(E) s.t. 1 f 1 E 1 there exists x E fis.t. )I f - x jE /la, < E. We 
shall also say that E C r is a &-subset where p is some prime if for 
every f E C(E) s.t. f P = 1 there exists x E f s.t. f = x IE. 
The definitions above are of course direct analogues of the standard 
one’s for compact groups. 
It is well known and is easy to prove that for every E > 0 there 
exists fj = q(e) > 0 s.t. nj E Z, nj+&zj > 4, n, > 4, j = 1,2 ,... * (nj}fm=r 
is an e-Kronecker set of Z. 
It is also trivial that infinite discrete abelian groups of bounded order 
always contain an infinite K, subset for some p (Cf. [4] $24). 
We shall now say that E C I’ is a X-set if it is either a K,-subset 
for some primep or if it is an &Kronecker set of I’. 
Using then the above remarks it is easy to see that every discrete 
group contains infinite Z-sets (cf. [5] $5). 
Let us further denote by A(E) (resp, B(E), d(E), &P(E)), where 
E C I’ is a subset of I’, the Banach algebra of restrictions on E of the 
functions of A(r) (resp. B(r), d(r), AP(r)) the norm being the 
quotient norm of A(r) (resp. B(r), d(r), my)), 
Let now D, , D, C r be two subsets of the discrete group r s.t. 
D, n D, = ,a D, u D, is a X-set of r. 
It is then easy to verify that the mapping 
s:D, x D,+D,+DaCr; ~(4 ,A) = 4 + 4 E r; 
die&, i= 1,2 
(3.1) 
is l-l and it identifies the space D, x D, with the subset D, + D, C r, 
its transposed mapping g : @(D, + D,) -+ @(D, x D,) identifies then 
cC(D, + D,) with @(D, x D,); we can state then the following basic: 
580/3/2-12 
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THEOREM 3.1. Let D, , D, be two disjoint subsets of the discrete group 
Fs.t. D, w D, is a X-set, the mapping S identifies then topologically 
-WI + Q) (rev. B(Q + D,), WI + 41, AP(D, + QJ) with 
Vo(Dl x Q) (resp. N(D, x D,), V(4 x DA, APV(D, x D,)). 
Proof. The fact that s’ identifies topologically d(D, + D,) with 
V(D, x D,) is a straightforward modification of the analogous result 
for compact sets (cf. [I] Ch. 4) an d we shall leave the details to the 
reader, the fact that D, u D, is only &-Kronecker rather than Kronecker 
causes no difficulty (cf. [a). (Ob serve that alternatively we can deduce 
the identification of V with A by passing to the Bohr compactified f 
and by reducing the problem to the compact case). 
To prove that iidentifies B(D, + D,) with N(D, x D,) we observe 
that a function f E C(D, + D,) belongs to B(L), + D,) and l/f IJB < a 
if and only if there exists a net vol E A(D, + D,) (CI E A) s.t. 11 v= jJd < a 
VCIEA and v. z f for the topology of simple convergence, and 
we combine this fact with the remark following Lemma 1.1. 
To prove that S identifies A(D, + D,) with VO(D, x D,) it suffices 
to observe that A(D, + DJ is the closure in B(D, + D,) (for the 
norm of B(D, + D,)) of T(D, + D,), the space of functions of finite 
support on D, + D, , and to combine this with (1.1). 
To prove finally that S identifies AP(g, + D2) with APV(D, x D,) 
we consider D, + D, C r C ii where I’ is the Bohr compactification 
of r and D, + D, the closure of D, + D, in r and we observe that 
AP(D, + D,) consists exactly of those functions on D, + D, that can 
be extended to continuous functions on D, + D, ; from this we 
deduce that AP(D, + D,) is exactly the uniform closure of A(D, + D2) 
and our result follows at once. 
Let us observe that in the above identification the norms are not 
only equivalent but also uniformly equivalent, in the sense that the 
ratio of the norms of two identified elements always lies between two 
absolute constants not depending on the particular sets D, and D, of 
our theorem. 
4. SIDON SETS AND SETS OF INTERPOLATION 
We shall denote throughout in this paragraph by D, and D, two 
discrete spaces and by E a subset of D = D, x D, , we shall denote 
also by VO(E) (resp. V(E), N(E), APV(E)) the Banach Algebras of 
restrictions on E of functions of the algebra VJD) (resp. V(D), N(D), 
APV(D)) the norm being of course the quotient norm induced by that 
algebra. 
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DEFINITION 4.1. (i) We say that Eis a V-Sidon set if V,(E) = C,(E) 
(ii) We say that E is a set of V-interpolation if V(E) = C(E). 
It is then clear that if T’is an infinite discrete group and if D, , D, C P 
are two disjoint subsets s.t. D, U D, is a X-set so that A(& + D,) 
can be identified with V,,(D) then a subset EC D is a V-Sidon set 
(resp. a set of V-interpolation) if and only if the corresponding subset 
s(E) C D, + D, (cf. (3.1)) is a Sidon set (cf. [3] 5.7) (resp. a set of 
interpolation i.e. d(E) = @(E) cf. [7]) of the group r. 
From this using the results in ([3], 5.7) and [7] we deduce 
THEOREM 4.1. (i) 1f E C D, x D, is a V-Sidon set then 
N(E) = C(E); conversely if N(E) 3 c,(E) then E is a V-Sidon set. 
(ii) E C D, x D, is a set of V-interpolation if and only if 
APV(E) = c(E). 
The above theorem can also of course be proved directly without 
using the embedding of Theorem 3.1. For example (ii) above is an 
immediate corollary of a general theorem of Bade, Curtis and Hoffman 
as it is found in K. Hoffman’s book [S] p. 205. 
From Theorem 4.1 it follows in particular that sets of V-inter- 
polation are V-Sidon sets. 
We recall now the following (cf. [I], Ch. 6, 94) 
DEFINITION 4.2. We shall say that E C D, x D, is an SA-set 
where X is a positive integer if for any finite subsets F, C D, 
(i = 1, 2) s.t. Card FI = Card F2 < +CO we have: 
Card(E n F1 x F,) < h Card FI 
We have then the following 
THEOREM 4.2. A subset E C D is a V-Sidon set if and only if it is 
an S.+et for some X > 0. 
Proof. It is a trivial modification of the proof of Theorem 6.4.1 
of [I]. 
We introduce now the 
DEFINITION 4.3. We shall say that E C D is an i-section (i = 1, 2) 
if Card( pi’(x) n E) < 1 Vx E D, where pi : D -+ Di is the ith 
projection of the Cartesian product. We shall say that E is a section if 
it is either a l-section or a %-section; we shall finally say that E is a 
bisection if it is the union of a l-section with a 2-section. 
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We have then the following 
THEOREM 4.3. Every S,+et 5’ C D can be decomposed as the union 
of h bisections i.e. 
s= s,vs,v**~vs,; Sj is a bisection j = 1, 2 ,..., A. (4.1) 
Proof (*). It suffices to prove the theorem making the additional 
hypothesis that Card Di = d < + co (i = 1, 2) for the general 
theorem follows then from that using a simple device due to R. Rado [9] 
and Tychonov’s theorem. 
We shall prove then the result by induction on d (= Card D, = 
Card D,) in other words we shall suppose that the assertion of the 
theorem holds if d = iV - 1 (N > 1) and we shall proceed to prove 
it for d = N. Towards that let S C D, x D, be an A’,-set and let 
Card D, = Card D, = N. 
Using then the S,,-condition of Definition 4.2 with Fi = D, 
(i = 1, 2) we see that for i = 1, 2 there exists 
xi E Di s.t. Card(p;l(xJ A S) < X 
(pi : D + Di as in Definition 4.3) so that 
pyl(x,) n S = {e:), ep),..., ey)) 
where the e’s are not necessarily distinct. 
Let then 0: = Di\{xi} and D’ = 0; x 0; and S’ = S n D’, 
5” is then an S,,-subset of D’ and Card 0; = Card 0; = N - I, so 
that the inductive hypothesis applies and we have 
S’= s;vs;v*~*vs;; Sj is a bisection of D', j = 1, 2,..., h 
but we have then 
S=S~VS~V*“VS~; Sj=S;Vep’Ve,(2’ (j = 1, 2,..., A) 
and it is clear that Si (j = 1, 2,..., A) is also a bisection (of D) and this 
completes the inductive step and finishes the proof. 
We introduce now the following 
DEFINITION 4.4. (i) We say that R C D = D, x D, is a rectangle 
or a rectangular set if there exists Ei C Di (i = 1,2) s.t. R = El x E, . 
* The proof I give here was communicated to me verbally by Prof. L. Hiirmander; 
the one I originally had was much more intricate. 
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(ii) We shall say that two sets P, Q C D can be separated by 
rectangles if there exist finitely many rectangles R, , R, ,..., R, s.t. 
either 
or 
PCfiRj; QC cc Rj, 
j=l j-1 
PC ($ R,; Q&A; 
j=l j=l 
We shall say that P and Q (C 0) can be separated by n rectangles if 
the number of rectangles R, , R, ,..., R, that do the separation can be 
chosen less or equal to n i.e. cy < n. 
(iii) We say that a set E has property P (resp. P,) if for every 
partition E = E, v E, (E, n E, = 1z1) E, and E, can be separated by 
rectangles (resp. n rectangles). 
We have then the following 
LEMMA 4.1. If a set E C D satisjes the property P then there exists 
a positive integer n s.t. E satisfies the property P,, . 
Proof. It is entirely elementary and is left to the reader. 
We are now in a position to prove the following basic 
THEOREM 4.4. A set E C D is a set of V-interpolation if and only 
if it has property P. 
Proof. Let us first prove that property P implies that the set is 
a set of V-interpolation. Indeed since E has property P it also has 
property P, for some n > 1, and from this we deduce every idem- 
yo;;.m;tfc C(E) (i.e. f = 0, 1) can be written f = Jo (PI x F2)lE 
i : Di-tI,, = (1, 2,..., 2”) (= the space of 2n elements) and 
where j E C(It,, x Ian) (f and Fl , Fz depend of course on f ). From 
this it follows then at once that for every idempotent f E @(E) there 
exists f * E V(D) s.t. f = f * IE, 11 f * lIy < 2”i2 (cf. [I] Ch. 6, $2) and 
this implies of course that E is a set of V-interpolation. 
Let now conversely EC D be a set of V-interpolation and let 
E=PuQ(PnQ= @) b e a partition of E. We shall show that P 
and Q can be separated by rectangles. 
It is then clear that we can find finitely many 
p = v(l) @$’ : D = D, x Dz+Z(2) = (-1, l}C @ a OL 
olGA (card A < +a) 
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where 
@’ : Di -+ Z(2) = (-1, l} C @; c( cp,w = Py,) Tf’(d,) 
Vd = (4 , d2) E D 
such that between themselves they separate the two sets P and Q 
more explicitely s.t. the function v : D--f Z(2)A defined by 
p(d) = {~~(d)}~~~ separates the two sets (i.e. v(P) n y(Q) = D). This 
we can do because by hypothesis the characteristic function of P 
in E can be approximated in C(E) by 1 inear combinations of functions 
of the type @l) @ y(2) (@J : Di -+ Z’(2)). To complete the proof it 
suffices now to observe that the sets {~-1(~))5Ez(2)a re unions of 
rectangles and that among them we can choose the ones that separate P 
from Q. 
It is interesting to observe that Theorem 4.4 is just a combinatorial 
formulation of the analogue of M&la’s criterion for sets of interpolation 
on groups (cf. [II] Th. II 1.) 
We have also the following immediate 
COROLLARY 4.1. Let El , E, ,..., E, C D be finitely many sets of 
V-interpolation and let us suppose that for each j = 1, 2,..., n the 
set Ej can be separated by rectangles from UiZk E,, , then the set (Jy=, Ei 
is a set of V-interpolation. 
Let now E C D and let us denote by p(E) the smallest rectangle that 
contains E i.e. the intersection of all the rectangles that contain E. 
Let us further for x, y E E two distinct points of E define the relation 
x 7 y - CardW, ~1) n E) 3 3 
in other words x F y if and only if x and y are two diagonally opposite 
“corners” of a “square” which has yet one more corner on the set E. 
Relative to the above relation we shall need the following 
LEMMA 4.2. Let E C D be s.t. for any two distinct x, y E E we have 
x + y (i.e. not y) then E is an S, set. 
E 
Proof. Immediate. 
We shall denote then by I’(E) the graph whose vertices are the 
points of E and where two distinct points x and y on E are joined by 
an edge if and only if x 7 y. We shall say that we have a colouration 
of the graph F(E) ‘f 1 each vertex of T(E) is coloured with some colour 
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in such a way that any two vertices that are joined by an edge have 
different colours. The minimum number of colours needed to colour 
r(E) will be denoted by K(E) if it is finite, otherwise we shall set 
K(E) = +a. 
We have then the following 
THEOREM 4.5. E C D = D, x D, is a set of V-interpolation if and 
only if K(E) < + co. 
Proof. We first prove that if E is a set of V-interpolation then 
K(E) < +a. 
Indeed E is a V-Sidon set therefore using Theorem 4.3. we see that 
E = Uoa S, (Card A < + co) where each S, is a section. To prove 
our assertion it suffices to show that for each 01 E A we can colour the 
points of S, with finitely many (say KJ colours so that if two distinct 
points X, y E S, are joined by an edge of r(E) then they have different 
colour, for the required colouration of T(E) with finitely many colours 
would follow then by combining the colourations of the S, 
(K(E) < &A ‘Cc)- 
To achieve now colourations of E, (for each 01 E A) we consider 
p, R’“’ 2 ,***> R$;’ finitely many disjoint rectangles s.t. 
S, C ij R;:‘, E\S, C c (j Rt’. 
j=l j=l 
It follows then by the fact that S, is a section and by the definition 
of the relation r that no two points of R!m) n S, (j = 1,2,..., KJ 
can be joined by an edge of T(E), if therefore a’11 the points of RF) A S, 
are coloured with thejth colour out of K, distinct colours, the required 
colouration of S, is obtained. 
Let us now suppose that E is s.t. K = K(E) < +cc and let 
E = E, u E2 u **. v E, be a chromatic decomposition of E with K 
colours, i.e. we suppose that E has been coloured with K colours and 
we let Ei C E(j = 1, 2,..., K) be the points of E that are coloured 
with the jth colour. The first thing we can deduce is that since each 
E* (j = 1, 2,..., K) is an S, set E itself is an S,, set and that therefore 
it can be decomposed as the union of 4~ sections i.e. E = uusA S, 
where S, is a section for each c11 E A, Card A < 4~. 
Let us now define the rectangles p:“) = p(S, n Ej) (cx E A; 
j= 1,2 ,***, K), it is then clear that if x E ~9) then there must exist 
two points y1 , ys E S, n E, s.t. x E p(yl , ys) and since it is impossible 
332 VAROPOULOS 
to have y1 y y2 we see that if x E E n e(u) then x E S, n E3 already, 
from that we deduce that S, C UT==, $); E\S, C C (U& py)). In other 
words we obtain that for each ct E A the sets S, and UP+ S, can be 
separated by rectangles, and since now every section is a set of 
V-interpolation it follows from Corollary 4.1 that E itself is a set of 
V-interpolation and the proof of our theorem is complete. 
We finish up by observing that the notion of a set of V interpolation 
is strictly stronger than that of a V-Sidon set. Indeed let 
P = {(n,p,) E z x Z},+,m_, ; Q = {(n, q,J E Z x Z},+,m_, 
be two sections of Z x E s.t. {(p, , qm)}zZ-m = Z x Z it is then easy 
to see that P u Q is a V-Sidon set but not a set of V-interpolation. 
The last point can best be seen by identifying Z x Z with 
D1$-D,CZ (= q as in Theorem 3.1 and observing that the set 
that corresponds to P U Q cannot be a set of interpolation (for the 
group Z)because of MCla’s criterion (cf. [II] Th. II 1). Observe 
however that we have the following corollary of Theorem 4.5. 
COROLLARY 4.2. Every bisection is a set of V-interpolation. 
Proof. It is easy to verify that for a bisection B C D, x D, we have 
/c(B) < 6. 
5. THE INDIVIDUAL SYMBOLIC CALCULUS 
Let us first of all introduce some notations. Let f E N(T) 
be s.t. f (F x r) C [- 1, I] we shall denote then 
[fl” = P E @(L-L 11); @ of E wq, 
for an f E B(r) s.t. f (r) C [-1, l] we define analogously [f]“, We 
define also 
iBRl = fG [fl*; LNR1 = ,-j kffl” CR > 0) 
R R 
where BR = cf~ B(F); f (F) C [-1, I], 11 f lie < R} and where NR is 
defined analogously. We denote finally by CPI, C C([- 1, 11) the space 
of those complex functions defined on C-1, l] that can be extended to 
a function that is analytic on the complex disc {z E @; 1 x 1 < R}. 
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An easy modification of a well known theorem of Kahane and Rudin 
(cf. [3] 6.1.4) d an an application of Theorem 2.1 shows then that if 
Card F = + co then 
where r(R) > 0 is some increasing function of R s.t. r(R) m co 
(in fact r(R) = C log R would do). 
We can state now the following theorem the second part of which is 
a refinement of earlier results obtained by R. Kaufman [I2]. 
THEOREM 5.1. Let r be an injinite abelian discrete group, then 
(i) For every R > 0 we canfind some f = fR E N(T) s.t. jj fR ljN < R, 
f(r x r) C [-1, l] and [f]” C [NJ. 
(ii) For every R > 0 we can j&d some f = fR E B(T) (resp. N(T)), 
s.t. [f]” C GT, (resp. [f]” C a,). 
Proof. Let us first observe that (ii) is an immediate corollary of (i) 
of (5.1) and of Theorem 3.1 and that it suffices to prove (i) for I’ = Z. 
Let nowfi , fi E X(Z x Z) be two functions of finite support we shall 
denote: 
where Tifi is a translate of fi (i = 1, 2) i.e. 
7Ji(n, n’) = fi(n + ti , 12’ + t:) i= 1,2 12, n’, ti , t: e Z 
and where t, , t; are characterized by the following properties. 
(i) supp Tafi C Z+ X Z+ 
(ii) (xi,yi)ESUppTifi,i= 1,2*Xx2 >xl,y2 >yl 
(iii) ti , t; (i = 1, 2) are all four minimal under properties (i) 
and (ii). 
We choose in fact T1 and T2 so that the fi and fi are placed in two 
successive principal minors of the semiinfinite matrix Z+ x Z+. The 
important thing of course is that (Cf. [2] Lemma 2). 
Let now @ = {fj E X(Z x Z)) C NR be a sequence s.t. bi = NR , 
the closure being taken for the topology of simple convergence on 
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Z x Z (such a @ exists because the unit ball in N(Z) is compact and 
metrisable for that topology). We claim then that the function 
satisfies the conditions of our Theorem (The limit is taken for the 
topology of simple convergence on 72 x h and 
by definition). 
Indeed using (5.1) we see that (1 f (IN < R and also it is immediate 
that f (T x F) C [-1, l] and that [f]” C [fi]” Vfj E @; our assertion 
that [jJN C [NJ is then a simple consequence of the fact that 
11 F ofj IIN < (1 F of ]IN Vh E @ and of the fact that 6 = NE . We finish 
up by giving another version of Theorem 5.1 (ii). 
THEOREM 5.2. Let I’ be an injinite abelian discrete group and let 
D = {z E C; 1 x I < l> then we canJindf E N(T) s$. II f IIN < 1 and s.t. 
ifF E C(D) and F 0 f E N(P) then F is analytic in D. 
We leave the proof to the reader because it is a simple modification 
of the proof of Theorem 5.1. 
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