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Kapitel 1
Abstract
In the following work we propose an introduction to Statistical Shape Analysis
and adapt the procedures to three and four dimensional objects. Especially, in
the case of four dimensional objects we show one possible approach of Dynamical
Shape Analysis. In Shape Analysis we use parameters of the distribution as
the mean shape, a representative shape of a group, to test the possibility of
discriminating different kind of groups of objects. First-time we are using in the
concept of Shape Analysis the variance. Furthermore we combine the Neural
Networks with the Shape Analysis and also the tests used for discriminating
groups with Answer Tree. To classify the objects well known procedures as
Logistic Regression, Neural Networks, Discriminant Analysis and Answer Tree
are used. For the application more than one hundred renal tumors in childhood,
also more than one hundred electronic nose sensor data for different kind of
odor quality and concentration as well as the behaviour of around fifty sexual
serial murderer are measured and used. In all the disciplines a new approach in
measurement of data is shown. The work shows furthermore, that all three fields
Shape Analysis is applicable. The results of Shape Analysis and the classification
afford the discrimination of different kind of objects. Shape Analysis could be
one answer for classifying image data in the light of increasing image data.
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Kapitel 2
Einleitung
In einer Vielzahl von Diszplinen ist es von großem praktischen Interesse, die
Form von Objekten nachvollziehbar zu beschreiben und miteinander zu ver-
gleichen. Allgemein kann die Form eines Objekts, einer Datenmenge oder eines
Bildes als die Information definiert werden, die invariant gegenu¨ber Translatio-
nen, Rotationen und Skalierung ist. Das Feld der Formanalyse beinhaltet daher
die Methoden zur Auswertung von Formen, bei denen die Lage, die Gro¨ße und
die Rotation eliminiert werden kann.
Die zwei- oder mehrdimensionalen Objekte werden durch entsprechende Punkte,
so genannte Landmarken beschrieben. Die Landmarken ergeben sich entweder
rein explorativ oder aufgrund der Erkenntnisse der Fachdisziplin.
Dieser Ansatz einer durch Landmarken beschriebenen Form fu¨hrt uns zuna¨chst
schon allein optisch zu der Aussage, ob dadurch eine Differenzierung der Ob-
jekte u¨berhaupt mo¨glich scheint. Bei entsprechender Differenzierbarkeit gelangt
man durch die Anwendung des Verfahrens zu einer Zuordnung der gegebenen
Form zu einer vorgegebenen Gruppe von Objekten und damit zu einer objek-
tiven Methode fu¨r die Klassifikation von Objekten, die gerade in der heutigen
Zeit eine Alternative zu den zunehmend intutiv erscheinenden Entscheidungs-
prozesse bei der Bewertung von Bildmaterial sein ko¨nnten1.
Fu¨r die Klassifikation bei vorgegebener Zuordnung kommt keine Clusteranalyse
in Frage, da die Clusteranalyse lediglich eine Gruppenzuordnung anhand der
Distanz oder A¨hnlichkeit der Objekte untereinander vornimmt [57].
Sollte nur die Information der Form in das Verfahren eingehen, so wa¨re davon
auszugehen, dass die Formen innerhalb ein- und derselben Gruppe nur gering
voneinander abweichen, wa¨hrend die eine Gruppe bildenden Formen im Ver-
gleich zu einer anderen Gruppe von Formen erheblich von dieser abweichen
[32]. Sobald daru¨ber hinaus bei den Formen den jeweils einzelnen Landmarken
eine unterschiedliche Bedeutung bei der Zuordnung zu einer Gruppe beizumes-
sen ist, ist die Clusteranalyse, die eine solche Bewertung und Gewichtung der
Landmarken nicht anhand einer vorgegebenen Zielgro¨ße vornimmt, nicht mehr
1 Siehe [26] S.126
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verwendbar [38] oder nur in Kombination mit einer entsprechenden Gewichtung
der jeweiligen Landmarken.
Die statistische Formanalyse bescha¨ftigt sich methodisch mit der Analyse von
Formen unter Beachtung der Zufallsprozesse. Die statistische Formanalyse ist
ein mathematisches Verfahren, um zwei- oder mehrdimensionale Daten unter
Beachtung der Gro¨ße und der Lage des zu beschreibenden Objektes auszuwer-
ten. So ko¨nnen Objekte unterschiedlicher Gro¨ße und Lage miteinander vergli-
chen werden. Um die Form eines Objektes zu bestimmen, werden die Objekte
standardisiert, zentriert usw. in einem dafu¨r geeigneten metrischen Raum. Die-
ser Ansatz ist zu unterscheiden von der Wiederherstellung von Formen innerhalb
von Bildern [10] und ist durch die Vorverarbeitung der Daten eine Erweiterung
gegenu¨ber einerr reinen Berechnung von Distanzen zwischen Objekten [17].
In dieser Arbeit werden die fu¨r die Anwendung notwendigen theoretischen Ansa¨tze
der statistischen Formanalyse vorgestellt und praktische Anwendungen in ver-
schiedenen Gebieten durchgefu¨hrt. Die bestehende Theorie wird hinsichtlich der
Metrik, der Berechnung der mittleren Form erweitert und die mehrdimensiona-
le mittlere Abweichung eingefu¨hrt. Außerdem werden vereinfachte Beweise fu¨r
einige bestehende Resultate aufgezeigt.
Die verwendete euklidische Metrik setzt den zu betrachtenden Formvera¨nde-
rungen Grenzen. In Folge der verwendeten Metrik werden Unterschiede beachtet
oder vernachla¨ssigt. Daher ist gerade bei der Differenzierung von Objektgrup-
pen stets eine fu¨r die Anwendung geeignete Metrik zu wa¨hlen. Man muss sich
auch u¨ber die sich auf alle Landmarken im gleichem Umfang auswirkende Trans-
formation im klaren sein und eventuelle Besonderheiten beachten (zum Beispiel
Tumorgewebe im Bereich von weichem Gewebe wie Organe und in der Na¨he der
Ko¨rperbegrenzungen).
Die mittlere Form ist der Erwartungswert nach Fre´chet [62]. Sie ergibt sich als
die Form mit dem fu¨r die verwendete Metrik geringsten Abstand zu allen Ob-
jekten.
Der Erwartungswert der mittleren Form einer Gruppe von Objekten kann
zur Differenzierung von Objektgruppen dienen. Außerdem wird die Formanaly-
se in Kombination mit Neuronalen Netzen durchgefu¨hrt, die im Rahmen des zu
untersuchenden Wertebereichs ein Minimum fu¨r ein zu definierendes Maß wie
die Anzahl an Fehlzuordnungen bestimmen ko¨nnen.
Daru¨ber hinaus werden Ansa¨tze vorgestellt, die Formen der Objekte mittels
einer Funktion zu interpolieren und die Interpolationsfunktionen von Objekten
fu¨r die Bestimmung einer Funktion verwendet, die die mittlere Form beschreibt.
Dieser Ansatz macht nur dann einen Sinn, wenn eine entsprechende Vorkennt-
nis der Art der Verbindungen zwischen den Punkten existiert und von einer
entsprechenden Bewertbarkeit und Deutbarkeit der Verbindungen zwischen den
Punkten gesprochen werden kann.
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Die mehrdimensionale mittlere Abweichung stellt analog zur mittleren Form
die Beachtung von Rotation und Translation im mehrdimensionalen Raum si-
cher. Sie veranschaulicht die Abweichungen entlang der zu betrachtenden Di-
mensionen. Allein aus messtechnischen Gru¨nden ist nicht unbedingt davon aus-
zugehen, dass in allen Dimensionen und bei allen Landmarken eine gleiche Ab-
weichung zu erwarten ist.
Aufbauend auf der Formanalyse werden Tests entwickelt, um die Unterschie-
de zwischen Gruppen von Objekten zu pru¨fen. Eine mittlere Form und mittlere
Abweichung einer Gruppe stellt noch keine Differenzierung von anderen Grup-
pen sicher. Die Tests benutzen dabei den Abstand von der mittleren Form, die
mehrdimensionale mittlere Abweichung, sowie den Abstand und die Varianz des
Abstandes von der mittleren Form als Unterscheidungsmerkmale zwischen den
Objektgruppen.
Um zwei Objektgruppen voneinander unterscheiden zu ko¨nnen, kann man ana-
log zu dem Mann-Whitney-U-Test [90] die Abweichung von der mittleren Form,
die von einer der beiden Objektgruppen berechnet wird, verwenden. Es wird
davon ausgegangen, dass Objekte, die zur Berechnung der mittleren Form bei-
getragen haben, eine geringere Distanz zur mittleren Form haben als andere
Objekte. Der Test von Ziezold [90] verlangt die Berechnung der mittleren Form
der zu untersuchenden und der komplementa¨ren Gruppe, da bei a¨hnlichem Mit-
telwert der beiden Gruppen das Testergebnis, welches zu einem Verwerfen der
Annahme der Gleichheit der Verteilungen berechtigt, eine Folge der Varianz sein
kann, denn es wird die jeweilige ”mittlere Form” einer Gruppe im Verha¨ltnis
zu einer anderen Gruppe gepru¨ft. Ist andersherum die Varianz einer der beiden
Gruppen sehr groß, so ko¨nnen sich die Objekte, die zu der Gruppe mit der ge-
ringeren Varianz geho¨ren, in die andere Gruppe einfu¨gen und allein dadurch zu
einer schlechteren Differenzierbarkeit fu¨hren.
Eine Berechnung der mittleren Form einer Objektgruppe ist bezu¨glich der An-
wendung auch nur dann sinnvoll, wenn von einer homogenen Gruppe ausge-
gangen werden kann. In vielen Anwenderfa¨llen ist lediglich eine oder mehrere
Gruppen von Objekten von allen anderen zu unterscheiden. Die verbliebene
restliche Gruppe ist dann allein aus Anwendersicht zu heterogen, um von einer
mittleren Form zu sprechen oder von einer solchen ausgehen zu ko¨nnen.
Die mehrdimensionale mittlere Abweichung dient zur Pru¨fung der Varianzun-
terschiede in den beiden Gruppen, ohne dass man von beiden Objektgruppen
die mittlere Form zu berechnen braucht. Unter Verwendung der Ansa¨tze des
F-Tests wird gepru¨ft, ob die Annahme der Varianzgleichheit verworfen werden
kann.
Ein weiterer Ansatz zur Pru¨fung der mittleren Form ist die Einbeziehung der
Varianz in den Test in Form der Standardabweichung µ ± σ. Die Tschebys-
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cheffsche Ungleichung2 ermo¨glicht verteilungsunabha¨ngig die Einscha¨tzung der
eingegangen Abweichungen von µ anhand von P (|X − µ| ≥ k) ≤ σ2k2 , fu¨r alle
reellen k > 0. Durch Vera¨nderung von k kann die fu¨r die Differenzierung der
Objektgruppen optimale zula¨ssige Abweichung bestimmt werden.
Ein zu der Berechnung beider mittlerer Formen weiterer Nachteil des Tests
von Ziezold [90] ist seine Anwendung lediglich im Vergleich zweier Gruppen zu-
einander. Ein Nachteil der durch ein schrittweises bivariates Vorgehen analog
beispielsweise zum χ2-Test bei den Entscheidungsba¨umen ausgeglichen werden
kann und durch die Kombination des Tests mit dem schrittweise bivariaten Vor-
gehen eine weitergehende Differenzierung der Gruppen ermo¨glicht.
Fu¨r den Anwender ergibt sich des Weiteren die Fragestellung nach der Rele-
vanz der Landmarken. Wir stellen drei verschiedene Landmarken-Tests vor, ein
Test zur Messung eines eventuellen Einflusses der Landmarken auf die mittlere
Form, ein Test zur Unterscheidbarkeit der Objektgruppen anhand der Land-
marken und eine explorative Selektion und Pru¨fung von Landmarken.
Der Einfluss der Landmarken auf die Form wird durch den Test von Ziezold(2003)
[91] untersucht. Ziezold selbst spricht dabei von der Pru¨fung auf Unabha¨ngigkeit
der Landmarken. Um Verwechselungen zwischen der stochastischen Unabha¨n-
gigkeit und der von Ziezold verwendeten Begriﬄichkeit zu vermeiden, sprechen
wir lediglich von dem Einfluss der Landmarken.
Unabha¨ngig von der Gruppengro¨ße bietet der Wilcoxon-Test die Mo¨glichkeit die
Distanz der Landmarken von Objekten zur jeweils mittleren Form auf Grup-
penunterschiede hin zu pru¨fen. Durch das Vorgehen kann man die Landmarken
erkennen, die zu einer hohen Distanz zur mittleren Form beitragen.
Bei der explorativen Selektion von Landmarken wird eine bestimmte Anzahl
von Landmarken ausgewa¨hlt und auf ihre Mo¨glichkeit zur Differenzierbarkeit
der Objektgruppen gepru¨ft. Fu¨r die endgu¨ltige Pru¨fung der sich als relevant
erwiesenen Landmarken werden noch unbekannte Daten verwendet oder der
entsprechende Test zur Unterscheidung der Gruppen verwendet, wenn die He-
terogenita¨t einer der beiden Gruppen einem Datensplit entgegensteht.
Hinsichtlich der dynamischen Formanalyse wird im Weiteren lediglich ein Ver-
fahren vorgestellt, welches die Vera¨nderung von dreidimensionalen Ko¨rpern in
der Zeit untersucht und vergleicht. Zusa¨tzlich zur Formanalyse ist im Fall einer
vierdimensionalen Betrachtung eine Funktion g zu ermitteln, die die Vera¨nderung
beschreibt. Um Gruppen zu unterscheiden, ist dann die Differenz der Transfor-
mationen u¨ber die Funktion g fu¨r das jeweilige Objekt zu betrachten und mit
der Differenz der Transformationen u¨ber die Funktion gˆ der mittleren Form zu
vergleichen. Wir ko¨nnen leider nur die Theorie dieses Verfahrens vorstellen, da
bis zum Abschluss der Untersuchung keine fu¨r eine Aussage notwendige Daten-
mernge zusammengestellt werden konnte.
Fu¨r die endgu¨ltige Klassifikation der Objekte wird die Diskriminanzana-
lyse nach Fisher, die Logistische Regression, die Neuronalen Netze und die
Pra¨diktions-Konfigurationsfrequenzanalyse verwendet. Die Diskriminanzanaly-
2 S. 116, [20]
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se nach Fisher trennt die Gruppen linear voneinander, die Logistische Regres-
sion bestimmt eine Wahrscheinlichkeit fu¨r die Gruppenzugeho¨rigkeit bei den
entsprechenden Auspra¨gungen des Patienten und trennt nichtlinear. Die ver-
wendeten zweischichtigen Neuronalen Netzen sind lediglich eine Erweiterung
der Logistischen Regression unter Beachtung von Wechselwirkungen der Ein-
gangsvariablen, insofern wie in vielen Disziplinen die Wechselwirkungen nicht
bekannt sind. Im Folgenden wird zusa¨tzlich auf das chaotische Verhalten in Neu-
ronalen Netzen eingegangen und auf den Einfluss des chaotischen Verhaltens auf
die Interpretation der Ergebnisse.
Die Pra¨diktions-Konfigurationsfrequenzanalyse setzt eine Diskretisierung der
Eingangsvariablen voraus und bestimmt anhand der aus mehreren Merkmalen
gebildete Profile die wahrscheinliche Zuordnung eines Profils zu einer Kategorie.
Unsere Arbeit ist folgendermaßen gegliedert: Zuna¨chst wird der Grundge-
danke der Form eines Objekts behandelt und der erste Einstieg in die statistische
Formanalyse gewa¨hrt, dann wird den Tests zur Pru¨fung der Unterschiede der
Objektgruppen nachgegangen, Klassifikationsverfahren vorgestellt und schließ-
lich nach Beschreibung der Anwenderprobleme die statistischen Tests und die
Klassifikationsverfahren auf die zu lo¨senden Probleme angewandt. Am Ende
wird kritisch den Ergebnissen und Aussagen unserer Untersuchung nachgegan-
gen.
11
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Kapitel 3
Die statistische
Formanalyse
3.1 Der Gedanke der ”Form”
Bereits bei dem griechischen Mathematiker und Philosophen Plato [66] findet
man in der Beschreibung des Ideals die Idee der ”Form”; einer Form, die re-
pra¨sentativ fu¨r eine Gruppe von Objekten steht, oder einer Schablone, mit der
der Mensch immer wieder von neuem Objekte einordnen kann. Diese fu¨r die
Gruppe von Objekten allgemeingu¨ltige Form ist zur ho¨heren u¨ber die irdischen
Dinge hinausgehenden Erkenntnisfindung zu suchen und zu beschreiben. Die von
Plato angestrebte Erkenntnis hat noch einen religio¨sen Charakter im Sinne der
Suche nach dem Ursprung alles Seienden. Wer sich nach ihm dem Ursprung der
Erkenntnisfa¨higkeit na¨hert, na¨hert sich dem Go¨ttlichen. In Platos Theorie der
Formen wird behauptet, dass vielmehr die nicht-materiellen abstrakten Formen
und nicht die vera¨nderliche materielle Welt die Wirklichkeit beschreiben. Die
Vera¨nderungen sind bei ihm nur unterschiedliche Erscheinungen ein- und dersel-
ben Form. Alle von uns wahrgenommenen Dinge entsprechen nach ihm solchen
Urbildern. Plato vertritt die Auffassung, dass diese Formen bzw. Urbilder die
einzig wahren Objekte wa¨ren. Sie ermo¨glichen uns erst die Einordnung von wahr-
genommenen Dingen in Kategorien und sie existieren nach Plato unabha¨ngig
von unserer Wahrnehmung. Ein Pferd wird somit als ”Pferd”wahrgenommen,
weil es dem Urbild eines ”Pferdes” entspricht. Mittels der Urbilder bzw. Formen
versucht Plato seine Lo¨sung fu¨r das Problem des Universellen zu formulieren.
Philosophisch gesehen ist mit H. Reichenbach [63] die Existenz der Dinge nur
eine Frage der Perspektive und mit M. Heidegger [52] sind die Dinge erst in der
”Jemeinigkeit” und in ihrer ”Zuhandenheit” erfahrbar. Reichenbach stellt sich
ausgehend von der Relativita¨tstheorie und der Quantenphysik na¨mlich die Fra-
ge, ob die Dinge, die wir momentan nicht wahrnehmen, u¨berhaupt vorhanden
sind. Er geht der Frage nach, ob der Baum in dem Moment noch existiert, wenn
wir ihn nicht gerade wahrnehmen. Die Berechtigung der Frage ergibt sich aus
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der physikalischen Erkenntnis der Abha¨ngigkeit der Wahrnehmung des Lichts
vom Beobachter als Teilchen oder als Welle.
Heidegger verweist auf die individuelle Wahrnehmung und die Unmo¨glichkeit,
Dinge als solches wahrzunehmen, die nicht mit uns als in der Welt Handelnde
im Zusammenhang stehen. Nur in unserer je eigenen Welt werden Dinge fu¨r
uns erfahrbar. Objektivita¨t an sich stu¨tzt sich auf Intersubjektivita¨t, auf eine
zwischen mindestens zwei Subjekten vergleichbare Erfahrung und Zuhandenheit
der Dinge.
Hinsichtlich der mathematischen Herangehensweise ist unabha¨ngig von dem ob-
jektiven Vorhandensein der Urbilder eine ”Form”, die zur Beschreibung der
Wirklichkeit taugt und zur Einordnung weiterer Objekte dient, stets erstre-
benswert, womit wir im Weiteren dem Pragmatismus von C.S. Peirce [65] in der
Anwendung folgen. Es geht nicht darum, die Wahrheit hinter den Dingen zu
finden, sondern darum ein Vorgehen zu finden, das sich als nu¨tzlich und hand-
habbar im Umgang mit der Welt erweist und eine Vergleichbarkeit im Umgang
mit den uns erfahrbaren Dingen sicher stellt. Der Focus des Interesses wissen-
schaftlichen Denken und Handelns beeinflusst nicht nur die Gesellschaft und
das Leben des Menschen, sondern die Gesellschaft und das Leben des Menschen
bedingen den Focus allen Denkens.
Neben dem Tastsinn, ist das Auge das wichtigste Sinnesorgan des Menschen,
wenn es um die Erkennung der Form geht. Das Auge ist in der Lage, die elek-
tromagnetische Strahlung, im Wellenla¨ngenbereich des Sonnenspektrums wahr-
zunehmen [18]. Das menschliche Auge in seiner Perfektion nimmt das gesamte
Farbspektrum wahr und stellte fu¨r Kritiker der Darwinschen Evolutionslehre
stets ein Beweis dafu¨r da, dass es nicht durch zufa¨llige Mutationen entstanden
sein ko¨nnte. Mittlerweile gilt es als bewiesen, dass diese besonderen Zellen im
Auge aus lichtempfindlichen Zellen des Gehirns entstanden sind [4].
Die Wahrnehmung an sich entsteht aus der Verarbeitung der Informationen
von Mustern und Formen. Dabei werden die wahrgenommenen Punkte im Zu-
sammenhang gesehen. Der Zusammenhang basiert auf den Erfahrungen des
Menschen mit seiner Umwelt. Dies kann auch zu Fehleinscha¨tzung der wahr-
genommenen Informationen fu¨hren, wie dies in vielen optischen Ta¨uschungen
nachzuweisen ist. So sehen wir im folgenden Bild (3.1) graue Punkte zwischen
den schwarzen Fla¨chen, obwohl dort keine sind.
Abbildung 3.1: Beispiel einer optischen Ta¨uschung
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Mustererkennung ist die Fa¨higkeit, eine Menge von Daten hinsichtlich ihres
Informationsgehalts durch Regeln, Wiederholungen oder A¨hnlichkeitenn ver-
arbeiten zu ko¨nnen. Diese Leistung kennzeichnet im Sinne der Biologie ho¨her
entwickelte kognitive Systeme. Anwendungsgebiete sind die Sprach-, Text-, Ge-
sichterkennung uvm. So nehmen wir im folgenden Bild 3.2 aus der Anordnung
eines Kreises, zweier Kreuze und eines Bogens ein Gesicht wahr.
Abbildung 3.2: Beispiel einer Erkennung eines Gesichts
Die Form des Bogens gibt uns zusa¨tzlich die Information, dass das Gesicht
Unzufriedenheit oder Trauer darstellt und dies relativ unabha¨ngig vom Kultur-
kreis des Betrachters.
Seit den ersten Photograpien im Jahr 1826 durch Joseph Nice´phore Nie´pce sind
Bilder ein wesentlicher Bestandteil der Informationsweitergabe und -verarbei-
tung geworden. Mit der Einfu¨hrung des Internets, welches 1969 aus einem Pro-
jekt der Advanced Research Project Agency des US-Verteidigungsministeriums
entstand, haben die Mo¨glichkeiten des Informationsaustauschs gerade von Bil-
dern noch weiter zugenommen, genau wie der Wunsch, diese verarbeiten und
auswerten zu ko¨nnen, sogar zu U¨berwachungszwecken [11]. Heutzutage leidet
man nicht an einem Mangel an Informationen, sondern an einer schieren Infor-
mationsflut.
In der Medizin haben seit der Entdeckung der Ro¨ntgenstrahlen 1895 die bildge-
gebenen Verfahren wie Ro¨ntgenaufnahmen, Computertomographie, Szintigra-
phie, Sonographie, Magnetoresonanztomographie und diagnostistische Thermo-
graphie immer mehr an Bedeutung in der Diagnostik gewonnen. Sie sollen dem
Mediziner bereits ohne einen erheblichen Eingriff in den Ko¨rper ermo¨glichen,
eine Einscha¨tzung und die sich daraus ergebende Planung entsprechender Maß-
nahmen vorzunehmen. Ein Eingriff ohne eine entsprechende Einscha¨tzung kann
gerade im medizinischen Bereich unvorhersehbaren Folgen haben und die Situa-
tion fu¨r den Patienten noch weiter verschlechtern [44].
Auch in anderen Bereichen versucht man die neuen Mo¨glichkeiten der Bildverar-
beitung zu nutzen, um weitere Einblicke in die entsprechenden Forschungsfelder
zu gewinnen. In diesem Zusammenhang kann man Messdaten, wie die von elek-
tronischen Nasen zur Bestimmung der Geruchsbelastung und Geruchssubstanz
nennen [30]. Im Bereich der Kriminalistik und Kriminologie kann neben der Er-
kennung von Ta¨tern [6] und Taten die Bildgebung das Vorgehen bei Straftaten
[13] oder bei spezifischen Ta¨tern veranschaulichen [82], wie beispielsweise das
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bei sexuell motivierten Serienmo¨rdern [50].
Die Formanalyse setzt genau an dieser Informationsauswertung von Bildmate-
rial an. Ihr Ziel ist es, Objekte bzw. Objektgruppen trotz Transformationen
(Rotation, Lage, Reflexion, etc.) wiederzuerkennen.
So ist in der folgenden Abbildung 3.3, die griechische Flagge trotz unterschied-
licher Lage (4,6), Gro¨ße (3), Drehung (1) und Spiegelung (3) als griechische
Flagge zu sehen und wieder zu erkennen.
Abbildung 3.3: Beispiel fu¨r die unterschiedlichen Transformationen eines Ob-
jektes
Sobald man das Objekt im dreidimensionalen Raum betrachtet und dreidi-
mensionale Transformationen beru¨cksichtigen muss, sind aus den zweidimensio-
nalen Bildern zuna¨chst ein dreidimensionales Objekt zu bilden, um eine Ver-
gleichbarkeit zu ermo¨glichen. Nur unter Beachtung der Bewegungen im dreidi-
mensionalen Raum wird die Spinne aus der Ansicht von oben mit der Spinne
auf Augenho¨he in Bild 3.4 vergleichbar.
Abbildung 3.4: Beispiel fu¨r die notwendige Beachtung von Transformationen im
dreidimensionalen Raum
Außerdem ist zu beachten, dass die Transformationen sich unterschiedlich
auf die einzelnen Bereiche ein- und desselben Objektes auswirken ko¨nnen und
damit die Wiedererkennung erschweren. So wird im Vergleich der beiden Spin-
nen im Bild 3.4 deutlich, dass die Proportion der Gliedmaße trotz derselben
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Kategorie ”Spinne” sehr unterschiedlich sein ko¨nnen.
Dies ha¨ngt davon ab, ob u¨ber die Formanalyse hinaus weitere Transformationen
in der jeweiligen Anwendung fu¨r die Einordnung eines Objektes zu beachten
sind. Sollte ein Parallelogramm in die gleiche Kategorie einzuordnen sein wie
ein Rechteck, so ist die unterschiedliche Verschiebung der vier Punkte zu beach-
ten. Eine solche zu vernachla¨ssigende Transfomation ko¨nnte sich aufgrund der
Bewegungsabla¨ufe des Objekts ergeben (Bewegung des Patienten wa¨hrend der
Aufnahme, Atmung, Herzschlag, Mimik, Gestik etc.).
Abbildung 3.5: Transformation eines Rechtecks zu einem Parallelogramm
Die oberen zwei Punkte sind im Bild 3.5 weiter nach rechts verschoben worden
als die unteren zwei Punkte.
Unter euklidischen Transformationen versteht man die Translation, die Spiege-
lung und die Drehung des gesamten Objektes. Im obigen Fall handelt es sich
also um ein nicht-euklidische Transformation.
Wenn man Transformationen eliminiert, geht man davon aus, dass die Informa-
tionen in den Transformationen unbeachtet bleiben ko¨nnen. Dies ist nicht immer
der Fall. Die beiden Verkehrsschilder in Bild 3.6 haben einen unterschiedlichen
Sinn und du¨rfen also nicht mit Hilfe einer geometrischen Transformation als
gleich angesehen werden.
Abbildung 3.6: Beispiel: Relevante Informationen in der Reflektion
3.2 Eine kurze Historie der Formanalyse
Interesse an der Formanalyse begann 1977. D.G. Kendall [71] stellte einerseits
in einem Artikel eine Mo¨glichkeit vor, Formen als Elemente des Komplexen dar-
zustellen. Er benutzte dabei die A¨quivalenz IR2 ≡ C. Zweidimensionale Punkte
(x, y) werden im Komplexen dann als z = x+ ıy abgebildet.
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K.V. Mardia [76] erforschte andererseits die Verteilung der Formen von Drei-
ecken. Wenn alle Landmarken unabha¨ngig und identisch nach einer rotations-
symmetrischen Verteilung verteilt sind, dann ergibt sich eine Gleichverteilung
im betrachteten Raum der Formen [69]. In [69] sind die unterschiedlichen Ra¨ume
fu¨r die zu betrachtenden Formen definiert1.
Die theoretischen Ansa¨tze, welche eine Menge an interessanten Forschungsfel-
der (Dinosaurierspuren, Siedlungen in der spa¨ten Bronzezeit in England etc.)
umfasst, sind von D. Kendall [72] und F. Bookstein [7] publiziert worden. Ei-
ne detailierte Darstellung, sowie der weiteren Entwicklung kann man in den
Bu¨chern von C.G. Small [83] und I.L. Dryden & K.V. Mardia [60] finden2.
In der Pilotstudie von Giebel [32] wird erstmalig bei den Nierentumoren hin-
sichtlich der auf den dreidimensionalen Schwerpunkt zentrierten zweidimensio-
nalen Objekte von der Gestalt gesprochen. Werden diese zuna¨chst normiert,
wird von Form I gesprochen, bei einer darauf folgenden Zentrierung auf den
zweidimensionalen Schwerpunkt von Form II. Unter Originaldaten werden die
bereits unter Beachtung des dreidimensionalen Schwerpunktes erfassten Daten
verstanden3.
Abbildung 3.7: Definition der Ra¨ume nach Mardia & Dryden
1 siehe S. 58 [69]
2 In [83] ist der U¨berblick auf S.199/200 zu finden und bei [60] auf den S.9-21
3 Eine tabellarische U¨bersicht findet sich in [38] auf S.47
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Die Form einer Menge unabha¨ngiger Teilchen diffundierend gema¨ß der Brown-
schen Bewegung kann nach [71] wiederum als eine Brownsche Bewegung im
Komplexen verstanden werden.
Abbildung 3.8: Beispiel fu¨r die Brownsche Bewegung zum Zeitpunkt t = 1 und
t = 2
Aufbauend auf den Arbeiten von Kendall, nutzt H. Ziezold [90] das Um-
schreiben der zweidimensionale Punkte zu Vereinfachungen bei der Beweisfu¨hrung
und Berechnung [90].
Um die Brownsche Bewegung mathematisch zu verstehen, braucht man den
Begriff der Filtrierung.
Definition 3.2.1. Sei T eine beliebig geordnete Indexmenge und (Ω,A, P ) ein
Wahrscheinlichkeitsraum. Eine Filtrierung ist eine Familie (Ft), t ∈ T , von σ-
Algebren, bei der (Ft), t ∈ T , aufsteigend geordnet ist, das heißt ∀s, t ∈ T, s <
t : Fs ⊆ Ft. Im speziellen wird dadurch die zu dem Zeitpunkt t vorhandene
Information u¨ber den Verlauf des zufa¨lligen Prozesses modelliert.
Beispiel 1. Bei der Betrachtung der Aktienkurse in [36] wird das mit dem
stochastischen Prozess kombinierte Neuronale Netz zur Vorhersage von Aktien-
kursen stets unter der Kenntnis eines bestimmten bereits vergangenen Zeitab-
schnitts kallibriert. Die Ordnung der vorhandenen Information ergibt sich durch
die Zeit. Die zuku¨nftigen Werte werden mit Hilfe der Information aus den ver-
gangen Werten vorhergesagt.
Definition 3.2.2. Die Brownsche Bewegung oder Wiener-Prozess ist ein sto-
chastischer Prozess (Wt)t∈R+ auf dem Wahrscheinlichkeitsraum (Ω, F, P ), der
an die Filtrierung (Ft)t∈R+ angepasst ist und folgende Bedingungen erfu¨llt:
1. W0 = 0 (P -fast sicher). Das bedeutet, dass es nahezu sicher ist, dass der
Startwert des Wiener-Prozesses 0 ist.
2. Fu¨r ein gegebenes s mit t > s ≥ 0 sind alle Inkremente Wt − Ws sto-
chastisch unabha¨ngig von Fs. Der Wiener-Prozess hat also unabha¨ngige
Zuwa¨chse.
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3. Wt −Ws ∼ N (0, t− s) ∀ 0 ≤ s < t. Die Zuwa¨chse sind also stationa¨r
und normalverteilt mit Mittelwert 0 und Varianz t− s.
4. Die einzelnen Pfade sind (P-)fast sicher stetig.
Beispiel 2. In [36] wird bei der stochastischen Modellierung angenommen, dass
die Vera¨nderung des Kurses zu jedem Zeitpunkt von den in der Vergangenheit
vorhandenen Vera¨nderungen unabha¨ngig ist. Das Neuronale Netz setzt keine
Unabha¨ngigkeit voraus und bestimmt den weiteren Kursverlauf durch eine ent-
sprechend unterschiedliche Gewichtung der Zeitpunkte bei der Berechnung des
Mittelwertes und der Varianz.
Definition 3.2.3. Ein Martingal ist ein stochastischer Prozess, in dem der
Erwartungswert einer Beobachtung dem Wert der vorherigen Beobachtung ent-
spricht. Hinsichtlich der Form erwarten wir zuku¨nftig die bereits beobachtete
Form. Nach Le´vy kann ein Wiener-Prozess (Wt)t∈R+ durch folgende zwei Ei-
genschaften charakterisiert werden:
• Wt ist ein stetiges lokales Martingal mit W0 = 0
• Wt2 − t ist ein Martingal
Beispiel 3. Bezogen auf die Aktienkurse geht man bei einem Martingal davon
aus, dass der zuku¨nftige zu erwartende Wert der Aktie gleich dem vorherigen
beobachteten Wert entspricht.
U¨bertragen auf die Formen ist die letzte beobachtete Form zu erwarten.
Trotz der Vielzahl an Anwendungsmo¨glichkeiten der statistischen Formanalyse
fristet sie außerhalb der Mathematik noch ein Nischendasein und selbst in der
Mathematik gibt es nur sehr wenige, die mit diesem Forschungsgebiet vertraut
sind.
3.3 Die Grundbegriffe der statistischen Form-
analyse
Die statistische Formanalyse ist ein Verfahren, welches erlaubt, aus dem Umriss
von Objekten eine mittlere zu erwartende Form oder Gestalt einer Menge von
Objekten zu errechnen.
Um die Form eines Objektes zu ermitteln, beno¨tigt man klar definierte Punkte
zur Erfassung der geometrischen Information.
Definition 3.3.1. Eine Landmarke ist ein Punkt, der bei jedem Objekt in der
zu untersuchenden Objektmenge vergleichbar erhoben wird. Es gibt durchnu-
merierte und nicht durchnumerierte Landmarken. Bei durchnumerierten Land-
marken kann die Relevanz bestimmter Bereiche des Objektes na¨her untersucht
werden.
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Abbildung 3.9: Erhebung von 24 Landmarken um den Tumor und Hervorher-
bung der in der Pilotstudie fu¨nf relevanten Landmarken [32]
Die Erhebung der Landmarken und damit die Gewichtung bestimmter Bereiche
des Objektes liegt ga¨nzlich in der Hand des Anwenders. Die Wahl der Land-
marken kann rein explorativ erfolgen oder sich aus theoretischen Annahmen
und Voru¨berlegung des jeweiligen Fachgebietes ergeben, wie im Falle des Ge-
hirns (Bild 3.10).
Zusa¨tzlich zu den Landmarken kann als weitere geometrische Information die
Verbindungen zwischen den Landmarken erhoben werden. Fu¨r k Landmarken
kann man bis auf maximal
(
k
2
)
Verbindungen kommen, wenn jede Landmarke
mit allen anderen Landmarken verbunden wird.
Abbildung 3.10: Aufnahme des Gehirns und die medizinische Bedeutung einiger
Areale
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Bemerkung 1. Die Relevanz bestimmter Bereiche des Objektes, sowie die
Vergleichbarkeit der Objekte untereinander ha¨ngen allein von der Erhebung
(Landmarken) ab.
Aus den erhobenen geometrischen Informationen muss nun eine charakteris-
tische Form der Objekte gewonnen werden. Die zur Differenzierung wichtigen
Eigenschaften und damit die eventuelle Notwendigkeit der Eliminierung der La-
ge, Gro¨ße und der Rotation ha¨ngt von der Anwendung ab. Es stellt sich fu¨r
den Anwender die Frage, ob die Eliminierung der jeweiligen Information eine
Verbesserung der Differenzierung der Objektgruppen zur Folge hat.
Definition 3.3.2. Die Gestalt umfasst sa¨mtliche geometrische Informationen
nach dem Entfernen der Unterschiede hinsichtlich der Lage des Objektes
Definition 3.3.3. Die Vorform umfasst sa¨mtliche geometrische Informationen
nach dem Entfernen der Lage und Gro¨ße des Objektes
Definition 3.3.4. Die Form umfasst sa¨mtliche geometrische Informationen
nach dem Entfernen der Lage, Gro¨ße und Rotationseffekte des Objektes
Abbildung 3.11: Vorgehen der Formanalyse: 1 Erhebung, 2 Gestalt, 3 Vorform
und 4 Form
Nachdem die Daten erhoben sind, werden k Landmarken vom Rand des Objek-
tes o gewa¨hlt: lj ∈ ∂o fu¨r j = 1, . . . , k. Die Landmarke hat die Dimension m des
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Raumes V , in welchem die Umrandung des Objektes liegt: ∂o ⊂ V .
Abbildung 3.12: Landmarke im dreidimensionalen Raum am Rand des Scha¨dels
eines Patienten
Im Fall von medizinischen Bildern liegt die Umrandung ∂o im zwei- oder drei-
dimensionalen Raum, demnach m = 2 oder m = 3 bzw. ∂o ⊂ IR2 oder ∂o ⊂
IR3. Anwendungen in ho¨herdimensionalen Ra¨umen wa¨re bei Beachtung weiterer
Kenngro¨ßen der Landmarken wie bspw. des Zeitpunkts der Aufnahme, der ge-
messenen Gewebedichte oder Durchblutung denkbar. Durch das Hinzunehmen
der Zeit bekommen wir zum Beispiel vierdimensionale Landmarken in den An-
wendungen der Herzfrequenz und dem Vorgehen von Serienmo¨rdern.
Da der Zeitachse meist in der Anwendung eine besondere Bedeutung zukommt
(Diastole und Systole, Mord Nr. 1... Mord Nr. k) und teilweise nicht kontinu-
ierlich gemessen wird bzw. gemessen werden kann, fu¨hrt man die Formanalyse
dabei zuna¨chst im IR3 durch. Die Vergleichbarkeit der jeweiligen Momentauf-
nahme ist nur unter Beachtung der jeweiligen Anwendung und der Deutung des
Zeitpunkts mo¨glich.
Jedes der n analysierten Objekte wird also durch k Landmarken imm-dimensionalen
Raum beschrieben, das heißt, man braucht k ·m Koordinaten fu¨r jedes Objekt.
∀i = 1 . . . n,∀j = 1 . . . k, oi = {l1 . . . lk}, lj ∈ IRm, oi ∈ IRmk (3.1)
Die bereits definierte Gestalt des Objektes erha¨lt man da nn durch eine ver-
gleichbarer Lage der Objekte und damit der Landmarken entweder durch Zen-
trierung oder durch eine entsprechende Art der Erhebung der Daten (Erfassung
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der Daten ausgehend vom dreidimensionalen Schwerpunkt etc.).
Die Zentrierung der Landmarken wird folgendermaßen erreicht:
1. Man bestimmt das Zentrum zi der k Landmarken des i-ten Objektes oi
durch den Mittelwert
zi =
1
k
k∑
j=1
lij (3.2)
2. Man zentriert das Objekt oi auf dieses Zentrum, indem jede Landmarke
um das bereits berechnete Zentrum zi verschoben wird
l∗i = l
i
j − zi (3.3)
Beispiel 4. Zentrierung im zweidimensionalen Raum Sei das Dreieck mit
den Eckpunkten A(5|5), B(5|1), C(8|3)
Da IR2 ≡ C kann man die Berechnungen im komplexen Raum durchfu¨hren:
z = 13 (5 + 5ı + 5 + 1ı + 8 + 3ı) =
1
3 (18 + 9ı) = 6 + 3ı. Das Zentrum des Drei-
ecks liegt somit im Punkt Z(6|3). Das Zentrum wird nach der Verschiebung in
den Ursprung Z ′(0|0) verlegt, indem die erste Koordinate jeder Landmarke um
6 Einheiten und die der zweiten Koordinate um 3 Einheiten verschoben wird
Az(−1|2), Bz(−1| − 2), Cz(2|0) .
Beispiel 5. Zentrierung im dreidimensionalen Raum Sei das Dreieck mit
den Eckpunkten A(5|5|1), B(5|1|0), C(8|3|2).
Die Verschiebung fu¨r die x-Achse ergibt sich aus 13 (5+5+8) = 6, fu¨r die y-Achse
aus 13 (5 + 1 + 3) = 3 und fu¨r die z-Achse aus
1
3 (1 + 0 + 2) = 1. Das zentrierte
Dreieck hat also die Koordinate Az(−1|2|0), Bz(−1| − 2| − 1), Cz(2|0|1).
Eine Alternative fu¨r die so vorgenommene Zentrierung ist die Verwendung von
Bookstein- Koordinaten [7] oder durch die Multiplikation mit der sogenannten
Helmert-Matrix. Problem bei der Helmert-Matrix ist, dass bei der Zentrierung
eine Landmarke verloren geht4 und das so erhaltene Objekt nicht mehr mit dem
urspru¨nglichen Objekt vergleichbar ist.
Bei Bookstein-Koordinaten wird eine ”Basis”(Linie zwischen zwei Punkten)
beno¨tigt. Die Projektion dieser Basis auf vorbestimmte Punkte wird fu¨r al-
le weiteren Punkte durchgefu¨hrt. Der Nachteil der Bookstein-Koordinaten ist,
dass die Varianz der Punkte, die die Basis bilden, eliminiert wird und damit ist
die Varianz dieser Punkte nicht mehr vergleichbar mit der der anderen Punkte.
Die bereits definierte Vorform des Objektes wird dann durch die Normierung
erhalten. Durch die Normierung, wird die Gro¨ße der Objekte neutralisiert. In
4 siehe [60], S.60
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Abbildung 3.13: Zentrierung im dreidimensionalen Raum gema¨ß dem obigen
Beispiel 5
Anwendungen, in denen keine Rotation der Objekte mo¨glich ist, erha¨lt man
durch Zentrierung und Normierung bereits die Form des Objektes.
In der vorliegenden Untersuchung wird fu¨r die Normierung der Landmarken die
euklidische Norm verwendet:
1. Zuna¨chst wird die euklidische Norm fu¨r das i-te Objekt berechnet :
‖oi‖ =
√√√√ m∑
j=1
|lij |2 (3.4)
2. Jede der Landmarken wird dann durch den Wert der Normierung geteilt:
l0i =
l∗i
‖oi‖ (3.5)
Beispiel 6. Normierung im zweidimensionalen Raum Sei das in Beispiel
4 verwendete Dreieck. Es ergibt sich:
‖oi‖ =
√|(5 + 5ı)|2 + |(5 + 1ı)|2 + |(8 + 3ı)|2 = √50 + 26 + 73.
Das zentrierte und normierte Dreieck hat also folgende Koordinaten:
An( 5√
149
| 5√
149
),Bn( 5√
149
| 1√
149
,Cn( 8√
149
| 3√
149
).
Beispiel 7. Normierung im dreidimensionalen Raum Sei eine Kugel,
beschrieben durch ihren Mittelpunkt A(0|0|0) und einem Punkt an der Kugelo-
berfla¨che B(2|2|2). Die Norm der Kugel ergibt dann:
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‖oi = ‖
√
(02 + 02 + 02) + (22 + 22 + 22) =
√
12.
Die normierte Kugel ist also durch den Mittelpunkt An(0|0|0) und den Punkt
Bn( 2√
12
| 2√
12
2√
12
) definiert.
Abbildung 3.14: Normierung im dreidimensionalen Raum gema¨ß Beispiel 7
Durch die Normierung wird sicher gestellt, dass alle Objekte auf “gleiche Gro¨ße”
gebracht werden und die geometrische Information der Objekte ohne Beachtung
ihrer Lage und Gro¨ße nach diesen beiden Schritten miteinander verglichen wer-
den ko¨nnen.
Bemerkung 2. Will man Objekte mit unterschiedlicher Anzahl an Landmar-
ken miteinander vergleichen, ist eine Multiplikation bei jeweils k Landmarken
des Objektes mit 1k bei der Berechnung der Distanz notwendig.
Abbildung 3.15: Berechnung der Distanz bei unterschiedlicher Anzahl von Land-
marken
Beispiel 8. Dieses Problem ergibt sich zum Beispiel beim Vergleich von Schrift-
zeichen. Im folgenden werden die zwei chinesichen Schriftzeichen sh´ı (zehn) und
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xia` (na¨chste) verglichen. Als Landmarken werden die Schnittpunkte und End-
punkte des Buchstabens im Fließtext gewa¨hlt:
p : A(27, 926|221, 970), B(0, 589|197, 220), C(57, 188|197, 220), D(27, 355|161, 782),
E(28, 716|197, 220) und
q : A′(66, 739|212, 407), B′(126, 230|212, 918), C ′(121, 235, 184, 845), D′(94, 293|
160, 095), E′(94, 293|212, 407), F ′(93, 750|219, 375).
Fu¨r die Normierung ergibt sich ohne die Beachtung von k fu¨r das erste eine
Norm von 500.133 und fu¨r das zweite eine von 495.736. Unter Beachtung von
k eine Norm von 83.3554 und 99.1472. Um einen Abstand der dann zu zentrie-
renden Objekte bei unterschiedlicher Anzahl an Landmarken k zu erhalten wird
die Differenz der Norm als Abstand: d = || 15p|| − || 16q|| = 0.0500973 verwendet.
Da bei Schriftzeichen keine Rotation vorliegt, kann das Alphabet nun in eine
Rangfolge u¨berfu¨hrt werden und die Erkennung eines Buchstabens u¨ber dien
Abstand zu anderen Buchstaben erfolgen.
Abbildung 3.16: Berechnung der Distanz bei unterschiedlicher Anzahl von Land-
marken
Beispiel 9. Bei den 2010 untersuchten n = 16 Raubmo¨rdern [51] ergibt sich
die unterschiedliche Anzahl an Landmarken durch die Anzahl an begangenen
Taten. Fu¨r den Kriminologen stellt sich die Frage, ob trotz der unterschiedli-
chen Anzahl, eine Vergleichbarkeit der Ta¨ter hinsichtlich ihres ra¨umlichen Pro-
fils mo¨glich ist. Die 35ja¨hrige Irmgard Swinka begang 14 Raubmorde in den
Nachkriegsjahren und wurde 1949 verurteilt. Eckhard Kru¨ger ist ein ebenfalls
bundesweit agierender Raubmo¨rder. Ihm konnten vier Raubmorde nachgewie-
sen werden.
Die Norm fu¨r die Ta¨terin Irmgard Swinka betra¨gt 14.072 und die Norm fu¨r
den Ta¨ter Eckhard Kru¨ger 26.5607. Der Abstand der dann zentrierten Profile
betra¨gt −0.515032. Trotz der unterschiedlichen Anzahl an Taten ko¨nnen die
beiden Raubmo¨rder miteinander verglichen werden. Ein entsprechend a¨hnliches
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ra¨umliches Vorgehen kann Ru¨ckschlu¨sse zur Mobilita¨t und zu Charakteristika
des Ta¨ters erlauben.
Abbildung 3.17: Zwei Raubmo¨rder im Vergleich, Legende: Pfeile kennzeichnen
die Orte, in denen die Taten veru¨bt worden, Kreise den genauen Tatort
Nach dem Zentrieren und Normieren der Objekte stellt sich die Frage, ob die
Objekte nun in der optimalen Lage zueinander liegen, oder ob die Beachtung
der Rotation mo¨glicherweise die Distanz zwischen ihnen noch verringern kann.
Definition 3.3.5. Sei u ∈ SO(m) eine Drehung und a ∈ IRm die Verschiebung
des Objektes, so wird in IRmk eine Distanz δ definiert durch:
δ(x, y) = infu∈SO(m),a∈IRm ||x − uy − a1||,∀u, v ∈ SO(m) × . . . SO(m),∀a, b ∈
IRmk fu¨r x, y ∈ IRmk.
Die beiden Objekte x und y werden dabei derart in ihrer Lage verschoben und
gedreht, dass sie den geringsten Abstand zueinander aufweisen. Es gilt:
δ(ux+ a1, vy + b1) = δ(x, y) fu¨r x ∈ x˜, y ∈ y˜.
x˜ und y˜ sind dabei die A¨quivalenzklassen von x und y. x und y ∈ IRmk geho¨ren
zu der k-dimensionalen A¨quivalenzklasse in IRm modulo der euklidischen Bewe-
gungen. Der nun betrachtete metrische Raum aller Objekte ist der der Quoti-
entenmetrik. Im Weiteren wird dieser mit (Fmk, d) bezeichnet. Fu¨r x, y ∈ IRmk
hat man x˜, y˜ ∈ Fmk und
d(x˜, y˜) = δ(x, y). (3.6)
Von daher kennzeichnet ˜ im weiteren die entsprechende A¨quivalenzklasse in
dem betrachteten Raum. Egal in welcher Art die beiden Objekte nun verschoben
und gedreht werden, der so bestimmte Abstand der beiden Objekte bleibt davon
unberu¨hrt.
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Abbildung 3.18: Afrika und Italien in optimaler Lage zueinander
Beispiel 10. Das Dreieck x A(0|1), B(0|0), C(3|0) wird um eine Einheit auf
der ersten Achse nach rechts verschoben und um eine Einheit nach unten auf
der zweiten Achse. Es ergibt sich das Dreieck y A(1|0), B(1| − 1), C(4| − 1).
Beide Dreiecke sind nach obiger Definition als a¨quivalent anzusehen. Die Distanz
betra¨gt δ(x, y) = 0.
Bemerkung 3. Nur die euklidischen Bewegungen finden dabei Beachtung Um
nicht-euklidische Bewegungen zu beachten, ist der Ansatz entsprechend zu er-
weitern: δ′(x, y) = infu∈SO(m),a∈IRm ||Ax − uBy − a1|| mit einer m × k Matrix
A und B.
Definition 3.3.6. xi und xj ∈ IRmk befinden sich in optimaler Lage zuein-
ander, wenn der Abstand der beiden Objekte nach Drehung und Verschiebung
minimal ist. Die Drehungen ui ∈ IRm×m × . . . IRm×m ⊂ IRmk×mk sind in einer
Untergruppe von SO(m) der umkehrbaren homogenen linearen Abbildungen
GL(m) im Rm, sie sind orientierungstreu und la¨ngenerhaltend, und fu¨r alle
a1 . . . an ∈ IRm gilt∑
1≤i<j≤n
|xi − xj |2 = inf
∑
1≤i<j≤n
|uixi + ai1− ujxj − aj1|2 (3.7)
Die k - eckigen Objekte x1 und x2 liegen bei Erfu¨llung obiger Gleichung in
optimaler Lage zueinander.
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Nachdem die Objekte zentriert und normiert sind und wir davon ausgehen
ko¨nnen, dass sie in optimaler Lage zueinander stehen, stellt sich die Frage, ob wir
anhand der nun noch vorliegenden geometrischen Informationen Gruppen von
Objekte bilden ko¨nnen. Da die Gruppe in den untersuchten Anwendungsfa¨llen
meist vorgegeben sind, bietet es sich an, die Verteilung der bereits definierten
Gruppen mittels eines Erwartungswerts oder der ”mittleren Form”, sowie die
Abweichung von der mittleren Form mittels der Varianz zu beschreiben und
diese Kennwerte fu¨r eine Differenzierung der Gruppen zu verwenden.
3.4 Die mittlere Form
Die mittlere Form oder Gestalt einer Gruppe von Objekten soll diese Objekte
optimal charakterisieren, unabha¨ngig von ihrer urspru¨nglichen Lage und Gro¨ße.
Die mittlere Form ist der Erwartungswert nach Fre´chet der Menge der zufa¨lligen
Objekte.
Definition 3.4.1. Erwartungswert nach Fre´chet [62]: Sei X eine Zufallsva-
riable von einem Wahrscheinlichkeitsraum (Ω, F, P) in einen metrischen Raum
(Ξ, d). Ein Element µ ∈ Ξ ist der Erwartungswert von X bei k Objekten, wenn
k∑
j=1
d(xj , µ)
2 = inf
α∈Ξ
k∑
j=1
d(xj , α)
2,∀α ∈ Ξ.
Der Erwartungswert µ weist also von allen Elementen im metrischen Raum den
niedrigsten Abstand zu der Zufallsvariablen X auf.
Auf unsere Notationen u¨betragen, ergibt sich also die folgende Definition der
mittleren Form.
Definition 3.4.2. Die mittlere Form einer Menge von Objekten oi, i = 1, ..., n
ist das Objekt m definiert durch:
n∑
i=1
d(oi,m)
2 = inf
α∈IRmk
n∑
i=1
d(oi, α)
2 (3.8)
Vorausgesetzt ist die Endlichkeit des obigen Ausdrucks. Die mittlere Form m
entspricht dem Erwartungswert nach Fre´chet bei zufa¨lligen Objekten. Es stellt
sich nun die Frage, ob das Infinum immer von mindestens einem der Objekte
erreicht wird:
Bemerkung 4. Stetigkeit einer Funktion fu¨hrt dazu, dass keine Spru¨nge auf-
treten. Der Zwischenwertsatz sagt aus, dass alle von der Funktion abgebildeten
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Werte des Intervalls [a, b], na¨mlich [f(a), f(b)] mindestens einmal erreicht wird:
Da fu¨r die Metrik die Dreiecksungleichung gilt, erha¨lt man
d(x, y) ≤ d(x, x0) + d(x0, y)
−d(x, x0) ≤ d(x0, y)− d(x, y)
d(x0, y)− d(x, x0) ≤ −d(x, y)
|d(x0, y)− d(x, x0)| ≤ d(x, y)
δ = |d(x0, y)− d(x, x0)| ≤ d(x, y) ≤ .
Bemerkung 5. Es gibt immer eine untere Schranke. Diese wird erreicht und
fu¨r eine Menge von Formen ergibt sich also mindestens eine mittlere Form
Je nach Metrik kann es mehrere unterschiedliche mittleren Formen geben.
Beispiel 11. Sei die diskrete Metrik
d(x, y) = 1, wenn x 6= y und d(x, y) = 0, wenn x = y
Da bei dieser Metrik die Distanz zwischen verschiedenen Objekten immer den
gleichen Wert ergibt, kann jedes Element einer Menge unterschiedlicher Formen
auch deren mittlere Form darstellen.
Beispiel 12. Bei ehemals inhaftierten Strafta¨tern wird die erneute Straffa¨lligkeit,
der Erhalt der Disziplinarmaßnahme und die Partnerschaft mit Auspra¨gung
1/”ja”und 0/”nein” erfasst. Es gibt also acht verschiedene Profile: ”111” . . . ”000”.
Die mittlere Form ist das Profil, welches am ha¨ufigsten vorkommt und entspricht
damit dem Modus der erhobenen Daten. Es stellt das Infinum dar.
Beispiel 13. Die Dreiecke g : A(1|0|0), B(1|1|0),C(0|1|4) und h : A(1|0|0), B(1|2|0),
C(0|1|5) haben in der diskreten Metrik den Abstand d(g, h) = 2.
Nach der Zentrierung gz : A( 13 | − 23 | − 43 ), B( 13 | 13 | − 43 ), C(− 23 | 13 | 83 ) und hz :
A( 13 | − 1| − 53 ), B( 13 |1| − 53 ), C(− 23 |0| 103 ) haben sie den Abstand d(gz, hz) = 3.
Zentrierung
Ziezold definierte die Zentrierung und die mittlere Form fu¨r die Euklidische
Metrik ||.|| [90]. Er blieb in seinen Anwendungen im zweidimensionalen Raum.
Erst in dieser Arbeit werden seine Ansa¨tze und Voru¨berlegungen auf den drei-
dimensionalen Raum u¨bertragen.
Fu¨r die von der p-Norm |.|p induzierten Metrik dp(x, y) := |x − y|p wird ange-
nommen, dass fu¨r die Varianz gilt:
s2 =
1
n2
∑
1≤i<j≤n
|xi − xj |2 = 1
n2
∑
1≤i<j≤n
|ui · xi + ai1− uj · xj + aj1|2. (3.9)
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Erinneren wir daran, dass m die Dimension des Raumes ist, in dem wir die Ob-
jekte beobachten, k die Anzahl an Landmarken pro Objekt und n die Anzahl
an Objekten. Sei die Abbildung g : IRmk → IR+0
g(a) : |x−a|p = p
√∑k
i
∑m
j (xij − aij)p = p
√∑k
i
∑m
j (xij − aj)p = p
√∑k
i |xi − a|pp:
Eine Diffenrenzierung von g nach al, fu¨r l = 1, . . . ,m ≤ k ergibt :
∂g
∂al
= −
k∑
i=1
(xil − al)p−1 p
√√√√ k∑
i=1
|xi − a|pp.) (3.10)
Das zentrierte Objekt ergibt sich dann als Extremalstelle von g. Die Zentrie-
rung erfolgt je nach Objekt unterschiedlich. Erst nach der Zentrierung sind die
Objekte alle in der gleichen Lage. Fu¨r p = 2 ergibt sich nach Differentiation von
g(a) = ||x− a|| :
al =
1
k
k∑
j=1
xj ∈ IRm. (3.11)
Mittlere Form
Sei die Abbildung f : IRmk → IR+0 . Die mittlere Form m fu¨r die p-Norm ergibt
sich aus:
f(m) :=
n∑
r
||xi −m||2p =
n∑
r=1
(
km∑
ij
|xr,i,j −mi,j |pp)
2
p (3.12)
Differentiation nach m:
∂f
∂mpq
= −2
n∑
r=1
(|m− xr|pp)
2
p−1(xr,pq −mpq)p−1 (3.13)
Fu¨r den Spezialfall p = 2 nehmen wir |xi| =
√
(xi)2
m =
1
n
n∑
i=1
xi (3.14)
Fu¨r p 6= 2 sind die Gleichungen df/dm = 0 und die Lo¨sungen fu¨r m jeweils
neu zu bestimmen. Um zu zeigen, dass es ein Minimum ist, ist das Ergebnis in
f ′′(m) einzusetzen. Da f ′′(m) > 0, handelt es sich um ein Minimum.
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Rotationen
Im Weiteren sind die Rotationen ein- und derselben Form wie im unteren Bild
3.19 zu beachten:
Abbildung 3.19: Rotationen der Formen
Die Reflektion (von 0◦ auf 180◦) ist eine der mo¨glichen Rotationen.
Fu¨r die Betrachtung der Rotationen eines dreidimensionalen Objekts eignen sich
Kugelkoordinaten P (r, φ, θ). Fu¨r die Koordinaten x, y, z gilt:
x = r sin θ cosφ (3.15)
y = r sin θ sinφ (3.16)
z = r cos θ (3.17)
Die Cauchy-Schwarzsche Ungleichung gilt fu¨r ein abstraktes Skalarprodukt:
| < v,w > |2 ≤< v, v > · < w,w > (3.18)
Die Gleichung kann im Fall von x, y 6= 0 umgeformt werden:
| < v,w > |√
< v, v > · < w,w > ≤ 1 (3.19)
cosφ =
| < v,w > |√
< v, v > · < w,w > (3.20)
Es gilt im Weiteren die Parallelogrammgleichung, wobei |x|2 =< x, x > das
Skalarprodukt definiert. u bezeichnet die Drehung des Objekts.
33
Abbildung 3.20: Kugelkoordinaten
|x? − u︸︷︷︸
Drehung
y?| =< x− uy, x− uy >=< x, x− uy > − < uy, x− uy >
=< x, x > − < x, uy > − < uy, x > + < y, y >
=< x, x > −2u < x, y > + < y, y >
(3.21)
Die Koordinaten fu¨r eine Landmarke nach einer Rotation ergeben sich:
x′1 = x1 cos θ − x2 sin θ + 0x3
x′2 = x1 sin θ − x2 cos θ + 0x3
x′3 = 0x1 + 0x2 + 1x3
(3.22)
Es sind somit:
1 〈x, y〉 = Rv mit R ≥ 0.
2 Die Drehmatrix u
||x− uy|| = ||x||2 + ||y||2 − (〈xy〉u︸ ︷︷ ︸
Rvu
+ 〈yx〉u)︸ ︷︷ ︸
Rvu
= ||x?||2 + ||y?||2 − 2Rvu. (3.23)
Fu¨r u = v erreicht obige Gleichung das Minimum, fu¨r u = −v das Maximum.
Das bedeutet, dass das Minimum dann vorliegt, wenn keine Rotation vorzuneh-
men ist, und das Maximum, wenn die beiden Objekte genau entgegengesetzt
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zueinander liegen.
Zum Erreichen des Minimums ist y um den Winkel φ und θ zu drehen und
um das Maximum zu erreichen um den Winkel φ + pi und θ + pi. Gesetz dem
Fall R ≥ 0 kann Maximum und Minimum von keinem anderen u ∈ S erreicht
werden. Durch die Eliminierung der Rotation wird die Distanz zwischen den
Objekten minimiert.
Bei der Bestimmung der mittleren Form ist die Rotation der Objekte (n > 2)
auch dann zu beachten, wenn bei der Gruppe der zu untersuchenden Objekte
keine Rotation zu eliminieren ist.
Beispiel 14. (2 Dreiecke) Seien die Dreiecke A(0|1), B(0| − 2), C(3| − 2) und
D(0|3), E(0|−2), F (7|−2). Die mittlere Form ist der MittelwertM1(0|2),M2(0|−
2),M3(5| − 2).
Im Allgemeinfall kann man die mittlere Form nur bei zwei Objekten durch den
Mittelwert der Landmarken bestimmen. Hat man mehr als zwei Objekte, so
gestaltet sich die Bestimmung einer eindeutigen mittleren Form, die in optimalen
Position zu allen Objekten liegt, aufwendiger [89].
Behauptung . Fu¨r n > 2 gilt Mittlere Form 6= Mittelwert.
Beispiel 15. Fu¨r die drei Dreiecke
L = {{1, 2}, {2, 3}, {1, 4}},
M = {{1, 0}, {−1, 2}, {−2, 1}},
N = {{4,−100}, {1,−1}, {−1,−2}}
ergibt sich die mittlere Form
Mˆ = {{1.33333,−34.}, {−0.666667,−0.666667}, {−1.33333,−1.66667}}.
Der Mittelwert hingegen istM = {{2,−32.6667}, {0.6667, 1.3333}, {−0.66667, 1}}.
Beispiel 16. Seien die drei dreidimensionale Objekte mit jeweils vier Punkten
L = {{1, 2, 0}, {2, 4, 1}, {3, 5, 2}, {2, 3, 7}},
M = {{−1, 5, 0}, {2, 7, 1}, {3,−1, 2}, {2,−1, 8}},
N = {{−2, 6,−1}, {−3, 8, 1}, {−1,−1, 2}, {−200,−1,−1}}.
Sie ergeben die mittlere Form
Mˆ = {{−0.666667,−0.333333,−0.333333}, {−2.33333,−1.,−0.333333},
{−2.33333,−1.66667,−0.666667}, {−68.,−1.,−5.33333}}.
Der Mittelwert hingegen ist
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M = {{−0.666667, 4.333333,−0.333333}, {0.333333, 6.333333, 1},
{1.666667, 1, 2}, {−65.333333, 0.333333, 4.666667}}.
Da es sich bei der mittleren Form nicht um eine einfache Berechnung des
Mittelwertes handelt, beno¨tigen wir einen entsprechenden Algorithmus zu ihrer
Bestimmung.
3.5 Berechnung der mittleren Form
Man verwendet folgenden Algorithmus nach Ziezold(1994) [90] unter Anwen-
dung des Skalarprodukts:
i = 1, . . . , n
m˜ 7→ wi(m˜) =
 〈m˜,oi〉|〈m˜,oi〉| wenn 〈m˜, oi〉 6= 0
1 wenn 〈m˜, oi〉 = 0
(3.24)
m˜ 7→ T (m˜) = 1
n
n∑
i=1
wi(m˜)oi (3.25)
Rekursiv ergibt sich die Folge:
m˜r = T (m˜r−1), r = 1, 2, . . . Iterationen. (3.26)
Abbruchkriterium des Algorithmus:
m˜ = T (m˜) (3.27)
Vorteil des Algorithmus ist, dass er in sehr kurzer Zeit, meist in weniger als drei
Durchga¨ngen, die mittlere Gestalt oder Form der Objekte bestimmt.
Behauptung . Durch den beschriebenen Algorithmus wird erreicht, dass die
so errechnete mittlere Form optimal zu allen n Objekten liegt.
Beweis . Sei y irgendeine zentrierte k-eckige Form und seien x′i = wi(y)xi
fu¨r i = 1, . . . , n die zentrierten Objekte. Sind die x′i und y in optimaler Lage,
so ist der Abstand unabha¨ngig von Verschiebung und Drehung und die Objekte
liegen nach dem Algorithmus optimal zur mittleren Form. Im Folgenden wird
dies erstmalig bewiesen:
Zu zeigen: 1nf(y) =
1
nf(y
′)⇔ y = y′
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1n
f(y) =
1
n
n∑
i=1
δ(y, xi) =
1
n
n∑
i=1
|y − x′i|2
=
1
n
n∑
i=1
(|y|2 + |x′i|2 − 2〈y, x′i〉)
=
1
n
n∑
i=1
(|y|2 + |x′i|2 − 2〈y,
1
n
n∑
i=1
x′i〉)
=
1
n
n∑
i=1
(|y|2 + |x′i|2 − 2〈y, y′〉)
=
1
n
n∑
i=1
(|y′|2 + |x′i|2 − 2〈y, y′〉 ⇔ y = y′
=
1
n
n∑
i=1
|y′ − x′i|2
=
1
n
f(y′)
(3.28)

Bemerkung . Da in unseren Anwendungen Rotationen von Objekten nicht vor-
kommen, wird ab jetzt die Vorform nach Zentrierung und Normierung als die
zu untersuchende Form genommen.
U¨berlegungen . Wenn man zwei disjunkte Mengen von Objekten M und Ma
hat, die beide durch eine mittlere Form charakterisiert werden, so sollte ein
Objekt oi ∈ M einen geringeren Abstand zu der mittleren Form oder Gestalt
dieser Menge aufweisen als ein Objekt oai ∈ Ma. Ein noch nicht eingeordnetes
Objekt obi kann man also der Menge zuordnen, zu dessen mittleren Form es den
geringsten Abstand besitzt.
Im folgenden Bild 3.21 ist die mittlere Form der Tumore von 24 Patienten
der Pilotuntersuchung von Giebel [32], sowie der Tumor einer der Patienten in
der Frontalansicht dargestellt.
Diese mittlere Form muß nicht ein Objekt der Menge sein. Es handelt sich
lediglich um einen Erwartungswert. Das bedeutet, im Durchschnitt u¨ber eine
entsprechende Menge an Objekten wird in dieser Gruppe diese Form erwartet.
Dies ist eine Analogie zum Erwartungswert von Zufallsprozessen.
Beispiel 17. Die Dreiecke p mit den Punkten A(1|0), B(2|0) und C(1|7) und
p mit den Punkten P (−1|0), Q(−4|0) und R(−1|7) haben als Mittelwert bzw.
mittlere Form das Dreieck mM1(0|0),M2(−1|0) und M3(0|7). Keines der beiden
Ausgangsdreiecke p und q entspricht dem mittleren m
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Abbildung 3.21: Patient Nr. 1 und die mittlere Form aus der Studie[32]
Ein anderer Ansatz, eine spezifische Form fu¨r eine Gruppe zu finden, ist der
Median. Der Median ist eine der bereits in der Erhebung erfassten Formen.
Sei 1X(x), x ∈ IRd die Indikatorfunktion [86]. Der Mittelwert, der Median und
die Varianz der Indikatorfunktion fu¨hren zu einer deterministischen Funktion in
IRd. pX(x) = E1X(x) = P (1X(x) = 1) = P (x ∈ X).
Definition 3.5.1. Der Median ist definiert als Medi(X) = {m(x)}x∈IRm mit
m(x) = 1, wenn pX(x) ≥ 12 und anderenfalls m(x) = 0.
Die Wahrscheinlichkeit pX(x) kann aus der Anordnung der Objekte errech-
net werden [86]. Der Vorteil des Medians ist, dass es sich um ein Objekt handelt,
das in der Realita¨t beobachtet werden kann und gegenu¨ber Ausreißern stabil ist.
Beispiel 18. Sei eine Menge von drei Objekten, ein Kreis, ein Fu¨nfeck und ein
Rechteck. Um den Median zu bestimmen, sind die Objekte in eine aufsteigen-
de Anordnung zu u¨berfu¨hren. Die unten abgebildete Anordnung spiegelt den
steigenden Fla¨cheninhalt wieder. Analog kann dies fu¨r den Umfang etc. durch-
gefu¨hrt werden. Der Median im Bild 3.22 ist dann das gelbe Rechteck.
3.6 Varianz
Die Varianz wird in der Formanalyse bisher eindimensional gefasst. Bei fehlender
Kenntnis der Verteillung kann die Varianz zur Abscha¨tzung der Wahrscheinlich-
keit fu¨r eine Abweichung mittels der Tschebyscheffschen Ungleichung verwendet
werden: Fu¨r irgendein t > 0 :
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Abbildung 3.22: Bestimmung des Medians innerhalb einer Gruppe von Objekten
P (|X − µ| ≥ t) ≤ σ
2
t2
(3.29)
Die Varianz kann dazu dienen, eine zula¨ssige Abweichung von der mittleren
Form zu bestimmen. Damit kann der Anwender den zufa¨lligen Fehler bei der
Messung der Daten beru¨cksichtigen.
Beispiel 19. In meiner ersten Untersuchung [32] bei Nierentumoren im Kin-
desalter habe ich 24 Tumore fu¨r die zweidimensionale Auswertung zur Verfu¨gung
gehabt und ausgewertet. Der durchschnittliche Abstand der 18 normierten und
zentrierten Wilms-Tumore (Nephroblastome) betra¨gt 0,1304. Die Varianz be-
tra¨gt 0,002. Die Abweichung von der mittleren Form ist nur einseitig zu be-
trachten, denn je na¨her ein Objekt an der mittleren Form der Wilms-Tumore
liegt, desto eher ist von einem Wilms-Tumor auszugehen. Entsprechend wa¨re die
Wahrscheinlichkeit bei Annahme einer symmetrischen Verteilung nur fu¨r einen
gro¨ßeren Wert als den Mittelwert (X > 0, 1304) zu berechnen:
P ((X − 0.1304) ≥ t2 ) ≤ 4·0,002
2
t2 .
3.7 Mittlere Varianz
Die Varianz ist eine reele Zahl. Sie ist ein Maß fu¨r die gesamte Streuung. Bei
mehrdimensionalen Daten ist es von Interesse, die Abweichung von der mittleren
Form je nach Landmarke und Dimension zu untersuchen. Analog zur ”mittle-
ren Form”kann die ”mittlere Varianz” als der Erwartungswert der Distanz zur
”mittleren Form”berechnet werden. Die ”mittlere Varianz” ist dann die kleinste
Distanz zwischen allen Objekten und der ”mittleren Form”.
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Definition 3.7.1. Mittlere Varianz: σ˜ wird als Erwartungswert der
Absta¨nde von der mittleren Form bezeichnet, also als Mittel von
m− x1 . . .m− xn, wenn:
n∑
i=1
d(m− xi, σ˜)2 = inf
α∈Ξ
n∑
i=1
d(m− xi, α)2,∀α ∈ Ξ (3.30)
Das bedeutet, dass die ”mittlere Varianz”definiert ist als der Mittelwert der
Distanzen zwischen der mittleren Form und den Objekten.
3.8 Alternative Berechnung einer mittleren Form
mittels neuronaler Netze
Die mittlere Form kann auch mit Hilfe eines einschichtigen neuronalen Netzes
berechnet werden, welches die einzelnen Landmarken der Objekte gewichtet und
die Varianz minimiert. Vorteil dieses Vorgehens ist es, nicht bei jeder Dimen-
sion der Landmarken und jeder Landmarke von einer gleichen Transformation
auszugehen.
Die mittlere Form in den bisherigen Anwendungen wie Muscheln [90] ging von ei-
ner vergleichbaren Transformation aller Landmarken in allen Dimensionen aus.
Nicht nur die Objekte werden im Gegensatz zu dem Algorithmus [90] unter-
schiedlich gewichtet, sondern jede Landmarke in jeder Dimension: Eine vorher-
gehende Normierung und Zentrierung ist bei diesem Vorgehen nicht unbedingt
notwendig, da die Objekte entsprechend der Objektgruppe optimal wa¨hrend des
Verfahrens angepasst werden. Zu vergleichende Objekte sind entsprechend der
Gewichtungen dann zu transformieren.
Zusa¨tzlich zur Minimierung der Varianz wird der u-Wert berechnet. Es wird die
Form gewa¨hlt, die eine optimale Differenzierung zu der entsprechend anderen
Objektgruppe zula¨sst.
Die Minimierung der Varianz fu¨hrt dazu, dass mit geringer werdender Varianz
der stochastische Prozess abbricht. Daher ist bei der Minimierung der Varianz
im allgemeinen eine Verringerung der Differenzierbarkeit hinsichtlich anderer
Objektgruppen zu erwarten. Mittels der Formel von Tschebyscheff ergibt sich
P (|X −m| ≥ ) = 0,∀ > 0 . Fu¨r P (|x −m| > 0) = P (x 6= m) = 0, fu¨r das
Gegenereignis P (x = m) = 1. Das bedeutet, dass nur noch ein Ereignis na¨mlich
A = {x = m} eintreten kann. Bei einer diskreten Verteilung bedeutet das, dass
alle beobachteten Objekte dem Objekt m mit 100%iger Wahrscheinlichkeit ent-
sprechen.
Ein solches Vorgehen wird bei der Formerkennung angewandt, wenn die zu su-
chende Form bereits bekannt ist und lediglich in einer Gruppe von Formen
wiederzuerkennen ist. Minimierung in einer der beiden Gruppen fu¨hrt damit
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nicht immer zu einer optimalen Differenzierung der Objektgruppen.
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Kapitel 4
Differenzierung und
Relevanz der Landmarken
Die bisher als Formanalyse bezeichneten Ansa¨tze bescha¨ftigen sich gro¨ßtenteils
mit Formen, die dem Anwender bereits bekannt und vertraut sind. Bei der
Bildverarbeitung geht es meist darum, das Bildmaterial fu¨r die Erkennung der
Formen auf das Wesentliche zu komprimieren oder darum im Bild, eine Form
wieder zu finden.
Artikel u¨ber die statistische Formanalyse sind meist theoretischer Natur. Trotz
der durchaus vorhandenen Anwendungsmo¨glichkeiten fehlt es an entsprechen-
den Umsetzungen.
Im Bereich der Radiologie ist das besonders erstaunlich, da gerade in diesem
Bereich ein statisticher Ansatz fu¨r die Auswertung von Formen nahe liegend
ist. Zum einen handelt es sich um Formen, die einem stochastischen Prozess
entstammen, und im Gegensatz zu Organen oder Knochen keine klare Form
besitzen, und zum anderen ist es mo¨glich die Informationen fu¨r eine Auswer-
tung direkt aus dem vorhandenen Bildmaterial zu entnehmen. Oft ko¨nnen vom
Mediziner a priori keine oder nur unzureichend relevante Parameter angegeben
werden. In diesem Fall ko¨nnen auch vorgegebene Formen wie die Kugel oder
das Ellipsoid benutzt werden, um regelma¨ßig verteilte Landmarken zu definie-
ren. Außerdem mu¨ssen ko¨rperlich gegebene Beschra¨nkungen der Form beachtet
werden. Nierentumore werden in ihrem Wachstum zum Beispiel durch die Wir-
belsau¨le und die umliegenden Organe eingeschra¨nkt. Dies wirkt sich auch auf
ihre mittlere Form aus. Man ko¨nnte also annehmen, das einige der Landmarken
fu¨r die Bestimmung der mittleren Form wichtiger sind als andere.
4.1 Wiederherstellung von Formen
Um eine bekannte Form wiederherzustellen, gibt es zum einen die Mo¨glichkeit,
die vorhandenen Landmarken zu verwenden, um die u¨brigen Landmarken zu
ermitteln. Das heißt, es wird eine Zuordnung f ermittelt, die ausgehend von
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den Landmarken xi fu¨r i = 1 . . .m die Landmarken xi fu¨r i = m+ 1 . . . k bei k
Landmarken bestimmt.
Beispiel 20. Bei einem Rechteck :A(1|7), B(2|1), C(3|4) ist D zu bestimmen.
An A ist der Vektor v der Strecke von B nach C anzulegen. Demnach ergibt sich
D aus den Koordinaten von A um den Vektor v = (1, 2) verschoben: D(2|9).
Beispiel fu¨r die Wiederherstellung der Form bei einem Rechteck
Der andere Ansatz zur Wiederherstellung einer Form bedient sich eine Funk-
tion F , die die Form im R3 beschreibt. Sa¨mtliche Landmarken sind in beliebigen
Absta¨nden u¨ber diese Funktion F zu bestimmen.
Beispiel 21. Anhand der 16 Raubmo¨rder ist aus der Entfernung von der ersten
Tat zur zweiten Tat x1 die Entfernung von der zweiten zu dritten Tat y zu
bestimmen. Es wird die Lineare Regression angesetzt: y = β0 + β1x1
In vielen Bereichen, wie bereits bei den Raubmo¨rdern, ist nicht von einer de-
terministischen Form auszugehen. Die meisten beobachteten Formen entstam-
men einem stochastischen Prozess.
4.2 Test auf Differenzierbarkeit
Um die ”mittlere Form” oder ”mittlere Varianz” als ein verwendbares Cha-
rakteristikum einer Gruppe verwenden zu ko¨nnen, ist zu pru¨fen, ob diese eine
Differenzierbarkeit von den jeweils anderen Gruppen ermo¨glicht.
Beim Testen der Annahme auf Zufa¨lligkeit gehen wir einen Fehler ein, der mit α
beschrieben wird. In α · 100 Fa¨llen wird die Zufa¨lligkeit zwar stimmen, aber wir
verwerfen die Annahme der Zufa¨lligkeit fa¨lschlicherweise. Es wird vom Fehler
1.Art gesprochen.
Einen Fehler 2.Art gehen wir ein, wenn wir die Anfangsannahme fa¨lschlicherweise
beibehalten. Die Wahrscheinlichkeit hierfu¨r wird mit β beschrieben. Sie ist auf-
grund des Vorgehens bei Tests meist nicht berechenbar. Es sei denn, man nimmt
einen weiteren Test mit einer anderen konkurierenden Anfangsannahme.
4.2.1 Test der mittleren Form
Der Test von Ziezold [90] kann in folgenden Schritten beschrieben werden:
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1.Schritt: Definition der Untermengen
Es gibt eine Menge M = {o1, . . . , oN} :
Die Untermenge A ist eine Realisierung der Verteilung P und die Untermen-
ge B ist eine unabha¨ngige Realisierung der Verteilung Q.
Hypothese: H0 : P = Q
Alternative: H1 : P 6= Q
Setze ein Signifikanzniveau α. Wenn die Wahrscheinlichkeit fu¨r H0 niedriger
als das Signifikanzniveau ist, wird H0 abgelehnt und H1 angenommen.
2. Schritt: Berechnen der ”mittleren Form”
Die ”mittlere Form”wird berechnet durch den Algorithmus von Ziezold (1994)[90].
Im Weiteren bezeichnet m0 die ”mittlere Form”der Untermenge A.
3. Schritt: Berechnen des u-Wertes
u0 =
n∑
j=1
card
(
bk : d(bk,m0) < d(aj ,m0)
)
4. Schritt: Bestimmung aller Mo¨glichkeiten die gesamte Menge
aller Objekte in zwei Menge im gleichen Verha¨ltnis aufzuteilen
5. Schritt: Vergleichen des u0-Wertes mit allen sich aus den mo¨glichen
Aufteilungen ergebenden u-Werten. Berechne den Rang (ein niedri-
ger u-Wert bedeutet ein niedriger Rang).
6. Schritt: Berechne den p-Wert fu¨r H0
pr=i =
r
(Nn)
for i = 1, . . . ,
(
N
n
)
, wobei r der Rang ist, fu¨r welchen wir Gleich-
verteilung annehmen.
Diesen Rechenvorgang mu¨ssen wir bei diesem Test auch fu¨r die komplementa¨re
Menge B durchfu¨hren, da ansonsten ein Verwerfen der Hypothese H0 ledig-
lich eine Folge der unterschiedlichen Varianz innerhalb der beiden Mengen sein
kann. Vorteil des Tests ist darin zu sehen, dass zum Pru¨fen des u-Wertes keine
Verteilung angenommen wird, die es weiter zu pru¨fen gilt, sondern lediglich die
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Gleichverteilung von zufa¨lligen u-Werten.
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Abbildung 4.1: Darstellung zweier Gruppen mit unterschiedlicher Varianz
Nachteilig erweist sich bei der Anwendung des Tests bei meiner ersten Unter-
suchung bei zweidimensionalen Tumoren, dass die ”mittlere Form” des jeweili-
gen Komplements zu berechnen und in der jeweiligen Disziplin zu interpretieren
ist. Die Restgruppe ergibt sich in der Anwendung ha¨ufig als zufa¨lliges Ergebnis
der Erhebung und kann in Folge ihrer Heterogenita¨t nicht als eine Gruppe in
der Disziplin gedeutet werden. Dieser Nachteil des Verfahrens, einer Berechnung
mit Referenz zu beiden Gruppen, la¨sst sich durch eine entsprechende Pru¨fung
der Varianz beheben.
4.2.2 Test der Varianz
Der Test einer mehrdimensionalen Varianz kann durch folgendes Verfahren erst-
malig durchgefu¨hrt werden:
1.Schritt: Definition der Untermengen
Es gibt eine Menge M = {o1, . . . , oN} :
Die Untermenge A ist eine Realisierung der Verteilung P und die Untermen-
ge B ist eine unabha¨ngige Realisierung der Verteilung Q. Die -Untermenge A
hat die Varianz σ21 und B die Varianz σ
2
2 .
Hypothesis: H0 : σ
2
1 = σ
2
2
Alternative: H1 : σ
2
1 6= σ22
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Setze ein Signifikanzniveau α. Wenn die Wahrscheinlichkeit fu¨r H0 niedriger
als das Signifikanzniveau ist, wird H0 abgelehnt und H1 angenommen.
2. Schritt: Berechnung der Varianz
Die mehrdimensionale Varianz wird erstmalig in dieser Untersuchung analog
zur ”mittleren Form” in [90] berechnet. Sei σ21 die mehrdimensionale Varianz
der Untermenge A. σ22 ist dann die berechnete mehrdimensionale Varianz von B.
3. Schritt: Berechnen des F -Wertes
F =
|σˆ21 |
|σˆ22 |
4. Schritt: Berechnung aller oder eines zufa¨lligen Teils von mo¨glichen
Aufteilung der Gesamtgruppe mit der gleichen Proportion von A und
B zueinander.
5. Schritt: Vergleiche den F0-Wert mit allen weiteren in Schritt
4 berechneten F -Werten. Berechne den Rang (ein geringerl F -Wert
bedeutet ein geringer Rang).
6. Schritt: Berechne den p-Wert fu¨r H0
pr=i = 1− r(Nn) for i = 1, . . . ,
(
N
n
)
, wobei r der Rang ist fu¨r welchen wir eine
Gleichverteilung annehmen und sich eine Wahrscheinlichkeit mit pr=i =
1
(Nn)
ergibt.
Dieser Test ist lediglich als eine Erga¨nzung des Tests von Ziezold(1994) [90]
zu sehen. Der Test ist lediglich in der Lage die Varianzunterschiede der beiden
Gruppen zu pru¨fen.
4.2.3 Test der mittleren Form und der Varianz
Der Test von Ziezold(1994)[90] weist den Nachteil auf, dass er sowohl hinsicht-
lich der mittleren Form der Menge A, als auch hinsichtlich der mittleren Form
der komplementa¨ren Menge B anzuwenden ist, um eine Aussage u¨ber die Ver-
wendbarkeit der mittleren Form erhalten zu ko¨nnen. Im vorherigen Test wurde
zusa¨tzlich zu dem Test der mittleren Form die Pru¨fung der Varianz vorgestellt.
Im nun folgenden Test wird die mittlere Form unter Beachtung der Varianz in
einem Vorgehen gepru¨ft:
1.Schritt: Definition der Untermengen
Die Untermenge A ist eine Realisierung der Verteilung P und die Untermen-
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ge B ist eine unabha¨ngige Realisierung der Verteilung Q.
Hypothese: H0 : P = Q
Alternative: H1 : P 6= Q
Setze ein Signifikanzniveau α. Wenn die Wahrscheinlichkeit fu¨r H0 niedriger
als das Signifikanzniveau ist, wird H0 abgelehnt und H1 angenommen.
2. Schritt: Berechnen der ”mittleren Form”
Die ”mittlere Form”wird berechnet durch den Algorithmus von Ziezold (1994)[90].
Im Weiteren bezeicnei m0 die ”mittlere Form”der Untermenge A.
3. Schritt: Berechnen des u-Wertes
Im Vergleich zum Test von Ziezold(1994) wird die Varianz in Form der Stan-
dardabweichungen in der Menge A und B beru¨cksichtigt.
u0 =
n∑
j=1
card
(
bk : d(bk,m0) + σB < d(aj ,m0) + σA
)
4. Schritt: Bestimmung aller Mo¨glichkeiten die gesamte Menge in
zwei Menge im gleichen Verha¨ltnis aufzuteilen
5. Schritt: Vergleichen des u0-Wertes mit allen sich aus den mo¨glichen
Aufteilungen ergebenden u-Werten. Berechne den Rang (ein niedri-
ger u-Wert bedeutet ein niedriger Rang).
6. Schritt: Berechne den p-Wert fu¨r H0
pr=i =
r
(Nn)
for i = 1, . . . ,
(
N
n
)
, wobei r der Rang ist, fu¨r welchen wir Gleich-
verteilung annehmen.
Vorteil des Tests ist darin zu sehen, dass zum Pru¨fen der Aussage nicht die mitt-
lere Form der komplementa¨ren Menge B berechnet werden muss. Die Beru¨ck-
sichtigung der Varianz in Form der Standardabweichung innerhalb des Test kann
sich bereits theoretisch ergeben. So ist davon auszugehen, dass Tumore, die nur
in der Na¨he eines Organs wachsen, eine geringere Varianz haben als Tumore,
die u¨berall im menschlichen Ko¨rper wachsen ko¨nnen.
4.2.4 Entscheidungsba¨ume
In einer Untersuchung des Maßregelvollzugs Hadamar, der sich speziell der Be-
handlung von drogen- und alkoholabha¨ngigen Strafta¨tern widmet, wurden aus
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den Entlassungsjahrga¨ngen 1998 bis 2003 144 Patienten erfasst. Fu¨r 107 Pati-
enten konnte ein vergleichbarer Zeitraum nach Entlassung aus dem Maßregel-
vollzug sicher gestellt werden[49].
Fu¨r die statistische Ermittlung von Risiko- und Schutzfaktoren, sowie der ent-
sprechenden Klientel wurden die Entscheidungsba¨ume verwendet. Entscheidungs-
ba¨ume ermitteln u¨ber ein Testverfahren wie den χ2-Test das statistisch in der
jeweiligen Gruppe relevanteste erkla¨rende Merkmal. Die Daten werden anhand
der Auspra¨gungen des erkla¨renden Merkmals aufgeteilt und wieder in den sich
ergebenden Untergruppen nach weiteren gema¨ß dem χ2-Test relevanten Merk-
malen untersucht. Es handelt sich um ein schrittweise bivariates Verfahren. Es
werden nicht wie bei multivariaten Verfahren alle Merkmale gleichzeitig im Ver-
fahren verarbeitet. Der χ2-Test setzt voraus, dass die Merkmalsauspra¨gungen in
sinnvolle Kategorien zusammengefu¨hrt werden ko¨nnen. Die Kategorien sollten
mindestens eine zu erwartende Fallzahl von fu¨nf nicht unterschreiten.
Anstatt des χ2-Test kann auch ein anderes beliebiges Testverfahren wie das
von Ziezold (1994) [90] beschriebene verwendet werden. Durch die in dieser Ar-
beit erstmalige Kombination der Entscheidungsba¨ume mit dem Test von Ziezold
(1994) [90] wird die Betrachtung auf Subgruppne innerhalb der differenzierbaren
Gruppen gelenkt. Die Aufteilung erfolgt dann zuna¨chst anhand der Gruppe mit
der ”mittleren Form”, zu der die meisten geho¨ren und die signifikant zur Un-
terscheidung von den u¨brigen nicht zu der Gruppe zugeho¨rigen beitra¨gt. Dieser
Schritt erfolgt dann wieder fu¨r die jeweiligen Untergruppen von Objekten.
Abbildung 4.2: Zuordnung zur Diagnose anhand der Entscheidungsba¨ume
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Der bisherige Ansatz des χ2-Tests wurde bereits in der seit 2006 begonnenen
Untersuchung des Maßregelvollzugs Hadamar [25] angewandt und vorgestellt.
Folgende Auswertung der Entscheidungsba¨ume ist ein anschauliches Beispiel
fu¨r den schrittweise angewandten χ2-Test.
Abbildung 4.3: Erkla¨rung des Therapieabbruch im Maßregelvollzug Hadamar
anhand der Entscheidungsba¨ume
In der Gruppe von 107 Patienten mit einem Mindestzeitraum von zwei Jah-
ren nach Entlassung aus dem Maßregelvollzug stellt sich als entscheidender
Faktor die Therapiewilligkeit heraus In der Gruppe der Therapiewilligen er-
gibt sich das Alter unter/gleich und u¨ber 34 Jahre als weiterer Faktor. Die
ju¨ngeren Patienten sind ebenfalls eher diejenigen, die die Therapie durchhalten.
Die Therapieunwilligen unterscheiden sich durch das Verhalten im Maßregel-
vollzug. Die, die negativ im Maßregelvollzug auffallen, brechen zu 96, 3% und
die, die neutral oder positiv auffallen, zu 77, 3% die Therapie ab. Das Ergebnis
hinsichtlich der Therapiewilligkeit ist bei beiden Auswertungen den Abla¨ufen
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des Vollzugs geschuldet. Patienten, die als therapieunwillig eingestuft werden,
werden natu¨rlich eher die Therapie abbrechen. Der Maßregelvollzug wird von
selbst eher den Abbruch anregen. Die geringere Anzahl an Therapieabbrechern
unter den als therapiewillig eingestuften Patienten zeigt zumindest, dass diese
Patienten nicht von selbst dann die Therapie abbrechen. Die bei der Gruppe der
therapiewilligen Patienten vorgenommene Unterteilung in diejenigen, die ju¨nger
als/oder gleich 33 bzw. 34 Jahre alt sind, und diejenigen, die a¨lter sind, zeigt,
dass fu¨r die erfolgreiche Beendigung der Therapie eher die ju¨ngeren zu errei-
chen sind als die a¨lteren. Der Grund ist darin zu sehen, dass bei den ju¨ngeren
noch eine gewisse Entwicklung zu erwarten ist und mit der Mitte des dreißigsten
Lebensjahrs noch ein neuer Lebensabschnitt mit Partnerschaft und beruflicher
Integration beginnen kann.
Bei den Therapieunwilligen zeigt sich, dass die Wahrscheinlichkeit fu¨r einen The-
rapieabbruch mit der strafrechtlichen Vorbelastung wa¨chst. Je sta¨rker jemand
strafrechtlich vorbelastet ist, desto weniger kann er zur Therapie bewegt werden
und damit zu einem Abbruch seiner bisherigen kriminellen Karriere.
4.3 Landmarkentest
Generell stellt sich nicht nur die Frage nach der Differenzierbarkeit der Objek-
te, sondern die nach der Relevanz bestimmter Landmarken. Fu¨r den Mediziner
ko¨nnte die Relevanz bestimmter Landmarken dazu fu¨hren, dass bestimmte Re-
gionen des Tumors sta¨rker bei der Diagnose zu beachten sind, fu¨r den Ingenieur
einige Sensoren bei der Bestimmung der Geruchsbelastung und Geruchssub-
stanz je nach Anwendung eine unterschiedliche Bedeutung besitzen und fu¨r den
Kriminologen und Kriminalisten einige Orte des Tathergangs.
4.3.1 Test auf Einfluss der Landmarken auf die Form
Im Testverfahren [91] unterscheidet Ziezold die Unabha¨ngigkeit der Landmarken
von den anderen Landmarken hinsichtlich der Form innerhalb einer bestehenden
Gruppe.
Da es sich nicht um die stochastische Unabha¨ngigkeit handelt, wird hier von
dem Einfluss der Landmarken auf die Form gesprochen.
Folgende Hypothesen werden aufgestellt:
H0: Die k-te der m Landmarken wird hinsichtlich der ”Formen” nicht von
den anderen Landmarken beeinflusst.
H1: Die k-te der m Landmarken wird hinsichtlich der ”Formen” von den
anderen Landmarken beeinflusst.
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Die Anfangsannahme H0 wird verworfen, wenn mit einem großen Abstand
der Formen ein großer Abstand der herausgenommenen k- ten Landmarke ein-
hergeht.
Es wird ein geeignetes p-Quantil fu¨r die Menge der Distanzen zwischen den n
Formen gewa¨hlt. Die Herausnahme der k-ten Landmarke wird mit einem Apo-
stroph gekennzeichnet:
M = {d(o′i, o′j) : 1 ≤ i < j ≤ n}.
Mit cp sei das p- Quantil bezeichnet und mit np ≈ p ·
(
n
2
)
ist die Anzahl an
Distanzen bei i < j in dem jeweiligen Quantil zu verstehen.
Entfernt man die erste Landmarke, so ergibt sich:
A1p =
1
n−np
∑
{d(o′i,o′j)>cp}
|lik−ljk|
d(o′i,o
′
j)
.
Je gro¨ßer der Wert von A1p ist, desto eher ist von einem Verwerfen der Null-
hypothese auszugehen. Fu¨r die Pru¨fung werden wieder alle N Mo¨glichkeiten
berechnet, eine Landmarke aus der Menge der Landmarken zu ziehen, und der
Rang Rp von A
1
p in der so berechneten Menge {A1p . . . ANp } bestimmt.
Unter der Annahme, dass der so bestimmte zufa¨llige Rang gleich verteilt ist,
wird H0 bei einem Signifikanzniveau α verworfen, wenn:
pip =
N−(Rp−1)
N ≤ α.
Wird H0 verworfen, wird mit der Alternative H1 davon ausgegangen, dass
die entsprechende Landmarke von den u¨brigen Landmarken abha¨ngig ist. Mit
anderen Worten von den u¨brigen Landmarken beeinflußt wird.
Beispiel 22. In der Diplomarbeit [32] wurde das Testverfahren auf 18 zweidi-
mensional erfasste Wilms-Tumore angewendet. Bei allen 24 Landmarken war die
Hypothese einer Nicht-Beeinflussung durch die u¨brigen Landmarken bei einem
Quantil von 65% und einer Wahrscheinlichkeit p = 0, 30 aufrecht zu erhalten[23].
Eine weitere Anwendung des Tests beim explorativen Ansatz der Erhebung ist
nicht sinnvoll. Den einzelnen Landmarken kann ohnehin keine medizinische Be-
deutung bei der Beschreibung nur einer Gruppe beigemessen werden.
Dieser Test ist nur in der Lage innerhalb einer vorhandenen Gruppe Aussa-
gen u¨ber die Landmarken zu treffen. In allen drei Anwendungen beno¨tigen wir
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Abbildung 4.4: Vorgehen des Tests
die Differenzierung zu den jeweilig anderen Gruppen. Daru¨ber hinaus ist die
Wahl der Landmarken in allen hier untersuchten Anwendungsgebieten rein ex-
plorativ. Nur im Falle von theoretischen Voru¨berlegungen erscheint dieser Test
geeignet, insbesondere wenn anatomisch relevante Landmarken zur Verfu¨gung
stehen wie in der exemplarischen Untersuchung von Ziezold (2003) [91].
4.3.2 Selektion einer Auswahl an Landmarken
Der bisherige Test von Ziezold (2003) [91] versucht die Abha¨ngigkeit der Land-
marken innerhalb der Gruppen zu untersuchen. Wesentlich bedeutsamer ist die
Abha¨ngigkeit der Landmarken zur Differenzierung der Gruppen. Erst in der Pi-
lotuntersuchung von Giebel [32] wurden solche Ansa¨tze vorgestellt.
Um Landmarken fu¨r die Unterscheidung auszuwa¨hlen, kann rein explorativ fol-
gendes Vorgehen durchgefu¨hrt werden:
Landmarkenauswahl
1.Schritt: Man wa¨hlt die Anzahl der Landmarken k fu¨r die Untersuchung.
k ist dabei so zu wa¨hlen, dass eine Form des zu untersuchenden Objektes er-
kennbar ist, zumindest k > 2.
2.Schritt: Man geht alle Mo¨glichkeiten k aus n Landmarken zu ziehen oder
nur eine zufa¨llige Anzahl davon durch
3.Schritt: Man bestimme fu¨r jede Konfiguration aus k-Landmarken den u0-
Wert fu¨r die Unterscheidung der zu untersuchenden Teilgruppe bei einer Ge-
samterhebung von N
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Um die Brauchbarkeit einer Landmarkenauswahl zu pru¨fen, ist es sinnvoll
den bestehenden Datensatz aufzuteilen und die Aussagen aus dem bekann-
ten Datensatz auf den jeweils unbekannten Datensatz zu u¨bertragen. Bei der
U¨bertragbarkeit des aus den bekannten Daten gebildeten Modells auf unbe-
kannte Daten wird von der Vorhersage gesprochen.
Bestimmung einer fu¨r die Vorhersage geeigneten Konfiguration
1.Schritt: Der Datensatz wird in zwei zufa¨llige Teile aufgeteilt. Der erste
Part dient zur Ermittlung einer Erkla¨rung in Form einer Zuordnung, der zweite
Part dient zur Vorhersage, damit Anwenden der Zuordnung auf noch unbekann-
te Daten. Je nach der realen Situation kann der Datensatz aufgeteilt werden:
Die Simulation der Vorhersage durch das Teilen der Daten kann der jeweiigen
Realita¨t angepasst werden.
2.Schritt: Man nimmt die Konfiguration im ersten Datensatz mit dem ge-
ringsten u0- Wert. Dieser wird zum einem mit Referenz der mittleren Form der
Gruppe A und zum anderen mit Referenz der mittleren Form der Gruppe B
berechnet.
3. Schritt:Man betrachtet den u0 -Wert dieser Konfiguration. Eine ver-
wendbare Konfiguration sollte auch bei dem zweiten noch nicht verwendeten
Datensatz einen niedrigen u0 -Wert aufweisen.
Beispiel 23. Es werden folglich in meiner ersten Pilotuntersuchung [32] fu¨r die
Unterscheidung der Nephroblastome (Wilms-Tumore) zu den Neuroblastomen
im 1.Schritt die 18 Nephroblastome in zwei Gruppen zu je neun zufa¨llig zuge-
lost. Aufgrund der geringen Menge an Neuroblastomen werden diese sowohl zur
Erstellung des Modells als auch fu¨r die Prognose verwendet.
Es werden im 2.Schritt anhand der ersten Gruppe die Fu¨nferkonfigurationen
gewa¨hlt, die den niedrigsten u0 -Wert in der Unterscheidung Nephro- zu Neuro-
blastomen haben. Von diesen ausgewa¨hlten Konfigurationen wird dann diejeni-
ge gewa¨hlt, die den kleinsten u0-Wert in der Unterscheidung Neuroblastom zu
Nephroblastom hat. Insgesamt tritt u0 = 0 zu 888 mal bei Nephro- zu Neuro-
blastomen auf.
M5er−Konfiguration = {(0, 1, 3, 13, 18), . . . (16, 17, 18, 19, 22)}
|M | = 888
Von diesen werden diejenigen oder nur die eine gewa¨hlt mit dem niedrigsten
u0-Wert in der Richtung Neuroblastom zu Nephroblastom. In der vorliegen-
den Konstellation ergibt sich nur die Landmarkenkonfiguration LAuswahl =
{3, 14, 15, 19, 22} mit u0 = 5 fu¨r Neuroblastom zu Nephroblastom. Die gleiche
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Konfiguration wird nun in der zweiten Stichprobe innerhalb des 3.Schrittes be-
trachtet. Es ist festzustellen, dass der u0-Wert fu¨r Nephro- zu dem Neuroblastom
4 betra¨gt und von Neuroblastom zu Nephroblastom 5. Bei derart niedrigen u0-
Werten kann von der Verwendbarkeit der Konfiguration gesprochen werden.
Zu beachten ist bei der Verwendbarkeit des Resultats, dass aufgrund der ge-
ringen Fallzahl von Neuroblastomen diese zufa¨llige Trennung nicht fu¨r die Neu-
roblastomen analog zu Nephroblastomen (Wilms-Tumore) durchgefu¨hrt werden
konnte, so dass im zweiten Datensatz zum Pru¨fen der Landmarkenkonfiguration
nur dieselben Neuroblastome zur Verfu¨gung stehen. Die Ergebnisse sind in [38]
dargestellt.
4.3.3 Vorzeichenrangtest
Die Abweichung der Landmarken von der jeweiligen mittleren Form kn¨nen eben-
falls fu¨r eine Aussage zur Differenzierung der Gruppen verwendet werden. Vor-
teil des Vorgehens ist, dass die unterschiedliche Anzahl an Objekten in den
Gruppen unbeachtet bleibt. Vorhanden sind Objekte mit Eigenschaft A und B,
unabha¨ngig voneinander erhoben und die Stetigkeit der erhobenen Merkmale
der Objekte, sowie fu¨r beide Stichprobe gleich viele Landmarken
H0 : P = Q
Die mittlere Abweichung der Objekte bei der Eigenschaft A hat die gleiche
Verteilung wie bei Eigenschaft B
H1 : P 6= Q
1.Schritt: Berechnung der mittleren Form: Man berechnet die mittlere
Form der ersten Gruppe mit Eigenschaft A. Die erste Gruppe besteht aus r von
n Objekten. Erhalte Landmarken der mittleren Form lmi .
2.Schritt: Berechnung des mittleren Abstandes: Man berechnet die
mittlere Abweichung mi der i-ten Landmarke von der i-ten Landmarke der
mittleren Form bei k Landmarken jeweils fu¨r die erste und zweite Gruppe mit
jeweils Eigenschaft A oder B.
mAi =
1
r
∑r
j=1(l
j
i − lmi )2
und
mBi =
1
n−r
∑n
j=r+1(l
j
i − lmi )2
3.Schritt: Vergabe der Ra¨nge: Man bestimmt die Differenz zwischen
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den mittleren Abweichung aus A und B und gebe dem Betrag der Differenz den
Rang. Große Differenz bedeutet hoher Rang.
4.Schritt: Vergleich der Ra¨nge fu¨r die jeweilige Gruppe: Ist die Diffe-
renz zwischen der mittleren Abweichung der Landmarke i aus A und B positiv,
so werden die Ra¨nge aller darunter liegenden Differenzen addiert. Erhalte u+0
analog zum “Wilcoxon-Test”.
5.Schritt: Bewertung des Unterschieds zwischen den Gruppen: Man
vergleicht u+0 mit allen anderen Mo¨glichkeiten
(
n
r
)
, r aus n Objekten zu ziehen.
Der Rang von u+0 wird in dieser Menge gebildet und gesetz dem Fall, dass jeder
Rang gleich wahrscheinlich ist ergibt sich ein p =
rang(u+0 )
(nr)
dafu¨r, dass es keinen
Unterschied bei der mittleren Abweichung fu¨r die Landmarken gibt.
Abbildung 4.5: Wilcoxon-Test: Vergleich der Landmarken der Gruppe 1 mit
Gruppe 2 u¨ber die Distanz zu der mittleren Form einer der beiden Gruppen
Beispiel 24. Geht man das oberhalb beschriebene Verfahren fu¨r die in der Pi-
lotstudie [32] zur Verfu¨gung stehende Kontingent an Objekten durch (Gruppe
der 18 Wilms- Tumore zu den 3 Neuroblastomen) so erha¨lt man einen u+0 -Wert
von 79. D.h. die mittlere Form wird aus der Gruppe der Wilms- Tumore berech-
net. Der dem u+0 entsprechende Wert kommt 5 mal vor und 250 Werte liegen
unterhalb des Wertes bei insgesamt
(
21
3
)
= 1330 Mo¨glichkeiten. Entsprechend
liegt der p- Wert im Intervall [ 2511330 = 0.1887,
255
1330 = 0.1917]. Fu¨r das Verwer-
fen von H0, dass keinerlei Unterschied besteht, ist bei zweiseitigem Test ein
α > 2 · 0.1917 = 0.3834 zu wa¨hlen.
Andersherum fu¨r die mittlere Form der Neuroblastome ergibt sich ein u+0 - Wert
von 71. 1008 Werte liegen unterhalb und der Wert kommt 7 mal vor, p ∈ [ 10091330 =
0.7586, 10151330 = 0.7632]. In diesem Fall wa¨re ein α > 2 · (1− 0.7632) = 0.4736 zu
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wa¨hlen.
In der damals vorliegenden Erhebung erscheint die Vergabe des Rangs durch
die Abweichung von der mittleren Form bei den Landmarken in der Gruppe
von Patienten mit Diagnose Wilms oder Neuroblastom nicht auszureichen, um
von einem signifikanten Unterschied bei den beiden Gruppen na¨mlich der Wilms-
Tumore und der Neuroblastome bezu¨glich ihrer Abweichung zur mittleren Form
sprechen zu ko¨nnen.
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Tabelle 4.1: Abstand der Landmarken von den Landmarken der
mittleren Form der Wilms- Tumore
Landmarke Abstand
Landmarke d
wilms
landmarke rang
wilms d
neuro
landmarke rang
neuro
Nr. 1 0.0063 11 0.0214 16
Nr. 2 0.0053 3 0.0271 21
Nr. 3 0.0064 13 0.0271 20
Nr 4 0.0063 9 0.0187 14
Nr. 5 0.0068 16 0.0146 8
Nr. 6 0.0061 6 0.0135 7
Nr. 7 0.0055 4 0.0051 1
Nr. 8 0.0064 14 0.0103 2
Nr. 9 0.0061 7 0.0181 12
Nr. 10 0.0065 15 0.0219 17
Nr. 11 0.0071 18 0.0170 10
Nr. 12 0.0082 23 0.0125 5
Nr. 13 0.0090 24 0.0125 4
Nr. 14 0.0078 20 0.0191 15
Nr. 15 0.0063 12 0.0184 13
Nr. 16 0.0057 5 0.0131 6
Nr. 17 0.0072 19 0.0124 3
Nr. 18 0.0063 10 0.0178 11
Nr. 19 0.0051 2 0.0238 18
Nr. 20 0.0080 22 0.0253 19
Nr. 21 0.0044 1 0.0355 22
Nr. 22 0.0062 8 0.0154 9
Nr. 23 0.0068 17 0.0372 23
Nr. 24 0.0078 21 0.0738 24
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Tabelle 4.2: Abstand der Landmarken von den Landmarken der
mittleren Form der Wilms- Tumore
Landmarke Abstand
Landmarke d
wilms
landmarke rang
wilms d
neuro
landmarke rang
neuro
Nr. 1 0.0063 11 0.0214 16
Nr. 2 0.0053 3 0.0271 21
Nr. 3 0.0064 13 0.0271 20
Nr 4 0.0063 9 0.0187 14
Nr. 5 0.0068 16 0.0146 8
Nr. 6 0.0061 6 0.0135 7
Nr. 7 0.0055 4 0.0051 1
Nr. 8 0.0064 14 0.0103 2
Nr. 9 0.0061 7 0.0181 12
Nr. 10 0.0065 15 0.0219 17
Nr. 11 0.0071 18 0.0170 10
Nr. 12 0.0082 23 0.0125 5
Nr. 13 0.0090 24 0.0125 4
Nr. 14 0.0078 20 0.0191 15
Nr. 15 0.0063 12 0.0184 13
Nr. 16 0.0057 5 0.0131 6
Nr. 17 0.0072 19 0.0124 3
Nr. 18 0.0063 10 0.0178 11
Nr. 19 0.0051 2 0.0238 18
Nr. 20 0.0080 22 0.0253 19
Nr. 21 0.0044 1 0.0355 22
Nr. 22 0.0062 8 0.0154 9
Nr. 23 0.0068 17 0.0372 23
Nr. 24 0.0078 21 0.0738 24
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Anhand der Tabellen kann festgestellt werden, welche der Landmarken be-
sonders von den Landmarken der mittleren Form abweichen und mo¨glicherweise
sich zur Differenzierung der Objektgruppen eignen.
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Kapitel 5
Funktionale Formanalyse
5.1 Mittlere zu erwartende Funktion
Die Bestimmung einer mittleren zu erwartenden Funktion kann in unterschied-
lichen Disziplinen von Interesse sein, um den generellen Trend aus mehreren den
Trend beschreibenden Verla¨ufen zu erkennen.
In der Finanzmathematik ist die Marktentwicklung von Rohstoffen, Aktien
oder eines Portfolios zu beschreiben. Klassisches Beispiel sind die Marktindizes.
Dabei ergibt sich die Einscha¨tzung der Marktentwicklung aus der Bedeutung
bzw. Gewichtung der einzelnen Verla¨ufe fu¨r den Gesamtverlauf. Ein kleineres
Unternehmen tra¨gt in der Regel weniger bei als ein gro¨sseres Unternehmen, um
den Markttrend zu erkennen. Der Ansatz mehrerer je nach Bedeutung, Anteil
am Marktvolumen etc. zu gewichtender Funktionen, um den generellen Trend
zu erkennen, ist als Basket bekannt.
Die Bedeutung der einzelnen Verla¨ufe wird in Form der Gewichte wi fu¨r i =
1 . . . n dargestellt, mit denen die einzelnen n Verla¨ufe multipliziert werden. Die
stochastischen Funktionen ergeben sich als Erwartung aus den zu untersuchen-
den Verla¨ufen Si, somit fi = E[Si]. Die gewichtete mittlere Funktion ergibt sich
zu: mw =
∑n
i=1 wi Si(X)︸ ︷︷ ︸
stochastische Funktionen
.
Der Erwartungswert: E[m] =
∑n
i=1 wifi. Bei gleicher Bedeutung, Marktvolu-
men etc. wird in der Regel als Gewicht wi = 1 gewa¨hlt.
Beispiel 25. Wir untersuchen drei historische Rohstoffurse vom 19.April 2010
bis zum 30.April 2010, Benzin(1), Palladium(2) und Bauholz(3). Zuna¨chst wird
die Lagrange-Interpolation verwendet. Es ergeben sich folgende Funktionen:
f1(x) = 7.7436 − 14.8926x + 16.0330x2 − 9.1528x3 + 3.1014x4 − 0.6546x5 +
0.0869x6 − 0.0071x7 + 0.0003x8 − 6.2354 · 10−6x9
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f2(x) = −466+2819.7532x−3203.6382x2+1960.1778x3−714.3407x4+161.9747x5−
23.02528x6 + 1.9924x7 − 0.0958x8 + 0.0020x9
f3(x) = 32 + 858.0226x− 961.7243x2 + 565.3326x3 − 195.1682x4 + 41.6865x5 −
5.5865x6 + 0.4579x7 − 0.0210x8 + 0.00041x9
Die mittlere zu erwartende Funktion bei den drei historischen Rohstoffkursen
lautet:
m(x) = −142.0855 + 1220.9611x − 1383.1098x2 + 838.7859x3 − 302.1358x4 +
67.6689x5 − 9.5083x6 + 0.8144x7 − 0.0388x8 + 0.0008x9.
Sie entspricht dem Mittelwert, da keine Rotationen bei der Bestimmung der
mittleren zu erwartenden Funktion zu beachten sind.
Beispiel 26. Bei einem Portfolio aus drei Aktienkursen von Linde(1), Luft-
hansa(2) und Deutsche Bank(3) ist die Gewichtung der jeweiligen Funktion zu
vera¨ndern. Das Verha¨ltnis betra¨gt: m1 : m2 : m3. Die Funktion f1 wird dann
mit m1m1+m2+m3 , f2 mit
m2
m1+m2+m3
und f3 mit
m3
m1+m2+m3
gewichtet. Im rech-
nerischen Beispiel ist das Verha¨ltnis 2 : 1 : 3. Die mittlere Funkton lautet:
m(x) = −107.2744 + 464.0132x − 523.6490x2 + 318.1051x3 − 115.6415x4 +
26.2599x5 − 3.7472x6 + 0.3259x7 − 0.0158x8 + 0.0003x9.
Der Algorithmus von Ziezold(1994)[90] berechnet eine mittlere Form im Zwei-
dimensionalen. Wie bereits erwa¨hnt ist der arithmetische Mittelwert bei mehr
als zwei Objekten nicht unbedingt gleich dem Erwartungswert nach Fre´chet. Im
bisherigen Ansatz einer Berechnung eines gewichteten Mittelwertes wird diese
Erkenntnis ignoriert.
Die erstmalige U¨bertragung des Algorithmus von Ziezold(1994)[90] ermo¨glicht
eine Beachtung der im Zweidimensionalen vorliegenden Rotationen.
Der Algorithmus von Ziezold kann auf Funktionen im IR2 und IR3 angewandt
werden. Falls nur einzelne Punkte bekannt sind und nicht die gesamte Funktion,
benutzt man Interpolationen, um die Funktionen zu scha¨tzen.
Das im Algorithmus angewandte Skalarprodukt 〈, 〉 ist das Skalarprodukt 〈f, g〉 =∫ pi
−pi fgdx, wobei g die komplex konjugierte Funktion von g ist.
Die mittlere Funktion ergibt sich dann nach unserem erstmalig auf Funktio-
nen angewandten Algorithmus:
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1. Fu¨r i = 1, . . . , n und die Funktionen fi:
m˜ 7→ wi(m˜) =
 〈m˜,fi〉|〈m˜,fi〉| wenn 〈m˜, fi〉 6= 0
1 wenn 〈m˜, fi〉 = 0
(5.1)
2.
m˜ 7→ T (m˜) = 1
n
n∑
i=1
wi(m˜)fi (5.2)
3. Dann berechnen wir rekursiv
m˜r = T (m˜r−1), r = 1, 2, . . . , (5.3)
4. bis das folgende Abbruchkriterium erfu¨llt ist:
m˜ = T (m˜) (5.4)
Beispiel 27. Seien die drei Funktionen
f1(x) = −ex2 + 2x− 2x2
f2(x) = 5x
3 − x4
f3(x) = −1 + x5 + x7.
Die mittlere zu erwartende Funktion ist dann
m(x) = −0.3333 − 0.3333ex2 + 0.6667x − 0.6667x2 + 1.6667x3 − 0.3333x4 +
0.3333x5 + 0.3333x7.
Beispiel 28. In der von mir durchgefu¨hrten ”Ru¨ckfalluntersuchung im rheinland-
pfa¨lzischen Jugendstrafvollzug von 1996 bis 2000” wurden 400 jugendliche Straf-
ta¨ter erfasst[47]. Es wird zur Bestimmung der ”Ru¨ckfa¨lligkeit” in Form eines
Freiheitsentzugs (57.5% ) der Heimwechsel x (0:”nein”, 1:”ja”), das Alter y (14
bis 25) und das begangene Gewaltdelikt z (0:”nein”, 1:”ja”) verwendet.
Es wird die Lineare Regression und die Logistische Regression angewendet:
f1(x) = 0.569 + 0.230x− 0.001y − 0.037z.
f2(x) =
1
1+e−(0.292+1.030x−0.006y−0.158.z)
Die mittlere Funktion aus beiden Funktionen entspricht bei gleicher Gewichtung
dem Mittelwert. Bei mehr als zwei Funktionen ist das Skalarprodukt entspre-
chend zu erweitern:
∫ zmax
zmin
∫ ymax
ymin
∫ xmax
xmin
fg dxdydz. Die Gewichtung der Modelle
kann auch nochmalig gescha¨tzt werden.
Beispiel 29. Bei drei dreidimensionalen Ko¨rpern (x, y, z ∈ IR) ko¨nnen zwei
Dimensionen im Komplexen zusammengefasst werden.
f1(x) = (1− 2ıx+ x2)(1 + 2ıx+ x2).
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Abbildung 5.1: Mittlere Funktion von drei reellen Funktionen
f2(x) = (4ıx+ x
4)(−4ıx+ x4).
f3(x) = (1 + 2ıx+ x)(1− 2ıx+ x).
Die mittlere Form der drei Funktionen ist
m(x) = 0.6667 + 2.6946 · 10−28ı+ 0.6667x+ (9 + 1.6186 · 10−27ı)x2 + (0.3333 +
2.6946 · 10−28ı)x4 + (0.3333 + 1.2262 · 10−31ı)x8.
Mittlere Form von drei Funktionen
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5.2 Dynamische Formanalyse
Bisher vo¨llig unbeachtet auf dem Gebiet der Formanalyse sind die Formvera¨n-
derungen in der Zeit. Diese Vera¨nderungen der Form innerhalb der Zeit werden
als neues Gebiet der dynamischen Formanalyse erstmalig in dieser Arbeit an-
gegangen. Eine stetige Betrachtung der Vera¨nderung der Form in der Zeit ist
angesichts der fu¨r die Anwendung ha¨ufig hervorgehobenen Bedeutung bestimm-
ter Zeitpunkte gegenu¨ber allen anderen Zeitpunkten und einer zumeist fehlenden
stetigen Messung als nicht sinnvoll anzusehen. Daru¨ber hinaus ergibt sich die
Vergleichbarkeit der Formvera¨nderungen in der Zeit ha¨ufig erst durch die an-
wendungsspezifisch vorgegebenen Zeitpunkte.
Zu vergleichbaren Zeitpunkten t = 1 . . . T werden die Landmarken erhoben,
t > 1. Die Vergleichbarkeit der Zeitpunkte kann sowohl die Messung zu einem
gleichen Messzeitpunkt bedeuten, als auch zu einem Zeitpunkt, in dem die zu
untersuchende und damit zu vergleichende Vera¨nderung gemessen werden kann:
∀i = 1 . . . n, ∀t = 1 . . . T , oit = {lt1 . . . ltk}, li
t
j ∈ IRm.
Fu¨r jedes Objekt wird von jedem diskreten Zeitpunkt t zum na¨chsten Zeitpunkt
t + 1 eine Funktion g ermittelt, so dass g(oti) = o
t+1
i gilt. Bei k Landmarken
kann dafu¨r ein lineares Gleichungssystem mit k Gleichungen angesetzt werden.
Unter der Annahme, dass fu¨r die Vera¨nderung des i-ten Objekts bei der j-ten
Landmarke nur die Vera¨nderung der j-ten Landmarke zu dem darauf folgenden
Zeitpunkt zu betrachten ist ergibt sich fu¨r jede Landmarke von dem Zeitpunkt
t zum Zeitpunkt t+ 1 die Gleichung mit den Koeffizienten wi
t
j,r,∀r = 1, . . .m :
li
t+1
j = W
it
j l
it
j ,W
it
j ∈ Rm×m (5.5)
Fu¨r die Diagonale der Matrix ergibt sich, wenn li
t
j,r 6= 0:
wi
t
j,r =
li
t+1
j,r
li
t
j,r
,∀r = 1, · · ·m (5.6)
Wenn li
t
j,r = 0 bzw. bei allen Nicht-Diagonaleintra¨gen, ist w
it
j,r = 0 bei diesem
Ansatz.
Anstatt die Distanz zur ”mittleren Form”wird die Distanz der Vera¨nderung
des i-ten Objektes zu der Vera¨nderung der ”mittleren Form”verwendet. Betrach-
tet wird die jeweils geeignet zu definierende Distanz zwischen der Vera¨nderung
einer Form zwischen zwei Zeitpunkten oi
t
und oi
t+1
und der Vera¨nderung der
zu den jeweiligen Zeitpunkten zu berechnenden ”mittleren Form”m˜t und m˜t+1
aller gemessenen Objekte zu den zu untersuchenden Zeitpunkten. Dafu¨r kann
die Differenz der Koeffizienten wi
t
j,r und der der mittleren Form
ˆwtj,r verwendet
werden.
Um zu einem reellen Wert doi,m˜ zu gelangen, der den Unterschied zwischen der
Vera¨nderungen des i-ten Objekts und der der mittleren Form m˜ beschreibt,
kann eine geeignete Matrixnorm fu¨r jede der fu¨r die Landmarken bestimmte
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W i
t
j gewa¨hlt und entsprechend aufsummiert werden.
Dieser reelle Wert doi,m˜ ist dann u.a. analog dem bereits beschriebenen Test
von Ziezold(1994) [90] zu pru¨fen. Ebenfalls ko¨nnen die von uns bereits vorge-
nommenen Erweiterung des Tests fu¨r die Varianz alleine und unter Betrachtung
von Varianz und mittlerer Form angewandt werden.
Sollen mehr als nur zwei Zeitpunkte betrachtet werden sind die Unterschiede fu¨r
jeweils zwei aufeinander folgende Zeitpunkte aufzusummieren. So ergeben sich
fu¨r drei Zeitpunkte zwei zu betrachtende Vera¨nderungen usw. Als Anwendung
fu¨r die dynamische Formanalyse fu¨r zwei aufeinander folgende Zeitpunkte in der
Medizin werden im Weiteren die Herzdaten verwendet.
Abbildung 5.2: Herzsequenz: Herz zum Zeitpunkt t1 und zum Zeitpunkt t2
Um den zeitlichen Verlauf der Patienten vergleichen zu ko¨nnen, werden Zeit-
punkte gewa¨hlt, die aufgrund ihrer medizinischen Bedeutung vergleichbar sind.
Bei den Herzdaten sind die Zeitpunkte die Diastole und Systole. Im folgenden
eine dreidimensionale Darstellung des Herzen zum Zeitpunkt der Diastole in der
Abbildung 5.3.
Abbildung 5.3: Herzsequenz: Herz zum Zeitpunkt der Diastole
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Beispiel 30. Im Rahmen der Kooperation mit dem Universita¨tsklinikum Hei-
delberg ergaben sich bisher nur 5 kranke und 5 gesunde Herzen. Dabei ist zu
beachten, dass die gesunden Herzen in das Patientenkollektiv kamen, weil ein
Verdacht auf eine Herzerkrankung besteht und es sich damit um Herzen handelt,
bei denen zumindest der Verdacht auf eine Erkrankung besteht. Ein Ergebnis
der dynamischen Formanalyse ist erst bei einer entsprechender Erho¨hung der
Fallzahl und einer Gewa¨hrleistung des Vergleichs zwischen gesunden und kran-
ken Herzen zu erwarten. Fu¨r die Nierentumore ist eine solche Untersuchung nicht
angedacht, da zum einen nur wenige Patienten zu unterschiedlichen Zeitpunk-
ten eine MRT-Aufnahmen hatten und zum anderen hierfu¨r ein unterschiedliches
Wachstumsverhalten an sich bei den Tumorarten angenommen werden mu¨sste
und entsprechend fu¨r eine solche Annahme erhoben werden.
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Kapitel 6
Neuronale Netze
Der erste Gedanke der neuronalen Netze ist es, die Verarbeitung innerhalb
der Nervenzellen mathematisch zu modellieren. Die Eingabe in Form von che-
mischen, optischen und mechanischen Reizen ist so zu verarbeiten, dass ei-
ne entsprechende Reaktion der Nervenzelle gegenu¨ber anderen Zellen erfolgen
kann[55]. Die Ausgabe des Netzes kann zum einen in Form einer geeigneten
Reaktion gegenu¨ber den anderen Zellen vorgegeben sein und zum anderen in
Form einer Informationsverarbeitung und Kategorienbildung sich aus den ein-
gegebenen Daten von selbst ergeben. Der erste Ansatz ist als u¨berwachtes Netz
bekannt, der zweite Ansatz als unu¨berwachtes Netz in Form der Kohonenkarte
[74].
Der Begriff ”neuronal” suggeriert ein selbstlernendes Verfahren, jedoch ist bei
beiden Ansa¨tzen sowohl bei der Bestimmung einer Zuordnung zwischen Ein- und
gewu¨nschter Ausgabe, als auch bei der der Clusterbildung a¨hnlichen Kohonen-
karte zu erkennen, dass es sich um ein Verfahren handelt, das durch die mathe-
matischen Vorgaben (Wechselwirkungen zwischen allen Eingabevariablen) klar
eingeschra¨nkt ist. Das Ziel des Netzes ist es bei beiden Ansa¨tzen ohne statis-
tische Verteilungsannahmen etc., eine zu betrachtende Distanzfunktion durch
einen das Lernen beschreibenden Algorithmus zu minimieren. Neuronale Netze
sind somit urspru¨nglich ein numerisches Verfahren.
6.1 Elemente Neuronaler Netze
Zuna¨chst sind sie entwickelt worden, um die kognitiven Prozesse zu verstehen.
Heutzutage gibt es eine Vielzahl an Anwendungen Neuronaler Netze als nume-
risches Verfahren. .
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Das Neuron:
McCulloch und Pitts modellierten die biologischen Prozesse einer Nervenzel-
le zum allerersten Mal in einer mathematischen Form [55]. Nervenzelen haben in
diesem Ansatz die Daten aus ihrer Umgebung aufzunehmen und zu verarbeiten,
um bestimmte Zielgro¨ßen bestimmen zu ko¨nnen.
Die Daten setzten sich bei den ersten Anwendungen aus nVariablen mit x1, . . . , xn
auf bina¨rem Messniveau zusammen und dienten zur Bestimmung einer bina¨ren
Zielgro¨ße.
Fu¨r die Verarbeitung der Daten wird die i -te Variable xi gewichtet mit wi.
Wenn die Gewichtungen im Betrag betrachtet werden, kann aus dem Betrag
|wi| die Bedeutung der standardisierten Eingangsvariablen fu¨r die Bestimmung
der Zielgro¨ße bei einem einschichtigen Neuronalen Netz bestimmt werden. Aus
dem Vorzeichen ergibt sich die Richtung des Einflusses. Die Gewichtung der
Eingangsvariable ist mit der der Diskriminanzanalyse vergleichbar.
Der kritische Wert fu¨r das Neuron ist die gewichtete Summe der Eingangsvaria-
blen:
q :=
n∑
i=1
wi · xi = w1 · x1 + ...+ wn · xn . (6.1)
Fu¨r eine Zielgro¨ße y mit bina¨rem Messniveau wird ein Schwellenwert S beno¨tigt.
Das U¨berschreiten des Schwellenwertes fu¨hrt zu y = 1 und das Unterschreiten
zu y = 0. Daher wird eine Aktivierungsfunktion F auf die gewichtete Summe
der Eingangsvariablen angewandt:
F (q) =
{
1, wenn x > S
0, wenn x ≤ S
(6.2)
Im Vergleich zur Diskriminanzanalyse ist der Schwellenwert S vorzugeben, ab-
ha¨ngig von den Eigenschaften der Zielgro¨ße. Der Schwellenwert wird nicht aus
den Daten hergeleitet. Neuronale Netze enthalten zur Scha¨tzung eines solchen
Schwellenwertes keine Annahmen u¨ber die Daten und ihre Verteilung. Mit der
Anwendung der Bewertungsfunktion erhalten wir y = F (q):
y = 1, if
n∑
i=1
wi · xi > S
y = 0, if
n∑
i=1
wi · xi ≤ S
Als Aktivierungsfunktion wird zumeist die Sigmoidfunktion verwendet. Ihre
Werte lassen sich nicht nur wie in den bisherigen Betrachtungen nur bezu¨glich
des Schwellenwertes deuten, sondern bei einer entsprechender Einschra¨nkung
des Wertebereichs [0, 1] und einem Schwellenwert von 0.5 als Wahrscheinlich-
keiten fu¨r die Zuordnung zu einer der beiden Kategorien deuten. Wa¨hrend ein
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einschichtiges neuronales Netz die logische Funktion ”OR” darstellen kann, ist
sie nicht in der Lage, die ”XOR”-Funktion darzustellen [77]. Die im na¨chsten
Abschnitt beschriebenen mehrschichtigen Neuronale Netze sind zur Abbildung
aller logischen Zuordnungen in der Lage.
6.2 Mehrschichtiges neuronales Netz
Im Allgemeinen ist die Bestimmung einer Zielgro¨ße im Laufe des Lernens des
Netzes mit einem zu minimierenden Fehler verbunden. Ein gegebenes Maß fu¨r
den Feher E(y˜, y) ist der Abstand zwischen Zielgro¨ße und dem vom Neuronalen
Netz berechneten Wert. Das Lernen des Neuronalen Netzeses korrespondiert
mit der Minimierung des Fehlers fu¨r E(y˜, y). Der folgende Algorithmus geht auf
Rumelhart, Hinton und Williams [64] zuru¨ck. Der Gesamtfehler u¨ber alle Werte
ist definiert als:
Etotal(y˜, y) :=
1
2
N∑
k=1
(y˜k − yk)2 . (6.3)
Der Gesamtfehler wird benutzt, um die Gewichte in jeder Schicht des Neu-
ronalen Netzes zu rekallibrieren. Der Einfachheit halber wird ein 2-Schichten
Netzwerk verwendet, welches ausreicht alle logischen Funktionen darzustellen.
Der Wert y˜ des Neuronalen Netzes wird berechnet in folgenden Schritten.
Zuna¨chst wird der Parameter fu¨r die erste Schicht berechnet anhand der n ge-
wichteten Eingangsvariablen
∑n
i=1 wi ·xi. Wir betrachten eine versteckte Schicht
mit m Neuronen. Fu¨r j = 1, . . . ,m, sei gj die Aktivierungsfunktion im j-ten
Neuron der versteckten Schicht, mit einem Wert von hj , gegeben als
hj = gj(
n∑
i=1
wi · xi) . (6.4)
Gewo¨hnlich wird fu¨r alle Neuronen einer gegebenen Schicht eine Aktivierungs-
funktion g = g1, . . . , gm, wie bspw. die Sigmoidfunktion, verwendet. Als na¨chstes
wird die Ausgabe der vorherigen versteckten Schicht die Eingabe der na¨chsten
Schicht. Sei f die Aktivierungsfunktion der vorletzten Ausgabeschicht, dann ist
der entsprechende Wert der vorletzten Schicht definiert als:
q = f(
m∑
j=1
uj · hj) . (6.5)
Abschließend wird der Ausgabewert des Netzes q bewertet anhand der Funk-
tion F :
y˜ = F (q) (6.6)
als endgu¨ltige Ausgabe des Netzes anhand der Gewichtung der Eingabe-
variablen und der versteckten Neuronen erhalten wir y˜. Das Neuronale Netz
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vera¨ndert nun in jeder Iteration die Gewichte. Der Lernmechnismus der Ge-
wichte wird bestimmt durch den Abstand der Ausgabe des Neuronalen Netzes
zur Zielgro¨ße.
E =
1
2
n∑
i=1
(yi − y˜i)2 .
Die Gewichte in beiden Schichten werden nach dem Gradientenverfahen vera¨ndert,
i.e.
5wi = ∂E
∂wi
(6.7)
5uj = ∂E
∂uj
(6.8)
Die Lernrate α sollte auf die Daten und das zu lo¨sende Problem angepasst sein.
Die Gewichte werden nach folgenden Regeln vera¨ndert:
wnewi = w
old
i − α · 5wi (6.9)
unewj = u
old
j − α · 5uj (6.10)
Die notwendige Anzahl an Iterationen ha¨ngt von den Anforderungen der Da-
ten, des Anwenders und der Disziplin ab. Das hier vorgestellte mehrschichtige
Neuronale Netz kann dafu¨r verwendet werden, die Wahrscheinlichkeit p fu¨r die
Diagnose zu bestimmen.
Es ist in seiner einschichtigen Form in Folge der Verwendung der nichtlinearen
Funktionen und bei entsprechender Einschra¨nkung des Wertebereichs mit der
Logistischen Regression vergleichbar. Lediglich die Bestimmung der Gewichte
erfolgt auf numerischen Weg und nicht anhand von Verteilungsannahmen.
6.3 Neuronale Netze in Kombination mit sto-
chastischen Prozessen
Neuronale Netze werden ha¨ufig als ein Verfahren angesehen, dessen Rechenpro-
zesse nicht offen gelegt werden ko¨nnen. Gerade in mehrschichtigen Neuronalen
Netze werden die Rechenprozesse durch die Vernetzung der Neuronen zu kom-
plex. Ein mo¨glicher Ansatz zur Offenlegung ist es, u¨ber eine vera¨nderte Eingabe
die Ausgabe des Netzes zu kontrollieren und damit die Bedeutung der einzelnen
Eingaben zu ermitteln [22].
In Neuronalen Netzen ko¨nnen im Weiteren bereits vorhandene Kenntnisse u¨ber
die Interaktionen der eingegebenen Variablen etc. integriert werden. Sind dem
Anwender bestimmte Interaktionen oder Abha¨ngigkeiten der erkla¨renden Merk-
male bekannt, so ist es sinnvoll zur Beachtung dieser Interaktion diese bereits
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durch entsprechende Vernetzung der Neuronen zu integrieren.
A¨hnlich ist auch die U¨bertragung der stochastischen Prozesse und Ansa¨tze in
Neuronale Netze mo¨glich. Die Neuronen bestimmen dann die fu¨r den stochas-
tischen Prozess notwendigen Parameter. So kann ein Neuron den Mittelwert
anhand der unterschiedlich gewichteten Eingangswerte bestimmen und ein an-
deres die Varianz [36].
Beispiel 31. Das numerische Verfahren der Neuronalen Netze kann durchaus
kombiniert werden mit stochastischen Modellannahmen. Ein Neuronales Netz,
kallibriert durch ein stochastisches Model, wird angewandt zur Vorhersage des
na¨chsten Tages. Im Folgenden verwenden wir eine festen bekannten Zeitraum
(bspw. 10 Gescha¨ftstage). Das Model lernt die Gewichtungen anhand der his-
torischen Daten. Mit den Gewichtungen werden die Parameter des stochasti-
schen Modells optimiert, und der na¨chste Tag fu¨r den Gaspreis berechnet. Das
Geda¨chtnis des Neuronalen Netzes ist begrenzt durch die verwendeten histori-
schen Daten. Die Methode von Rainer und Giebel (2009) [36] wurde getestet
mit dem Gaspreis von Nordpool fu¨r den Zeitraum vom 1.1.2009 bis 31.12.2009.
Bei jeder Vorhersage wurden n = 10 vorhergehende Werte fu¨r die Vorhersa-
ge des na¨chst folgenden Wertes verwendet. In der Grafik 6.1 sind die mit der
Wirklichkeit zu vergleichenden vorhergesagten Werte dargestellt.
Abbildung 6.1: Gaspreis von Nordpool 2009
Direkt angewandt wurde dieses Vorgehen ebenfalls auf Klima- und Energiedaten
[43] [42] [40].
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6.4 Neuronale Netze in Kombination mit der
Formanalyse
In dem oberen Ansatz von Rainer und Giebe(2010) [36] wurde die Kombination
der stochastischen Prozesse und der Neuronalen Netzen in der Finanzmathema-
tik vorgestellt.
Der von uns in der Finanzmathematik vorgestellte Ansatz einer Mininimierung
durch das Netz dient auch in der Formanalyse zur Erweiterung der bisher ledig-
lich betrachteten euklidischen Transformationen von Objekten (Reflektion, Ro-
tation, Translation und Skalierung). Bisher unbeachtet bleiben dabei die nicht-
euklidischen Transformationen. Weitergehend stellt sich die Frage der Klassifi-
kation durch Neuronale Netze, da die Interaktionen zwischen den Landmarken
nicht auszuschließen sind und damit die Annahme der Unabha¨ngigkeit bei der
Verwendung der Logistischen Regression oder der Diskriminanzanalyse verletzt
ist.
Es gibt vier verschiedene Ansa¨tze, die Neuronalen Netze in die Formanalyse
einzubeziehen:
• Klassifikation relevanter Merkmale gema¨ß der bisherigen Verwendung neu-
ronaler Netze
• Klassifikation anhand der Distanz zur mittleren Form und im Falle einer
Begru¨ndung der Varianz der erkla¨renden Merkmale
• Bestimmung der mittleren Form µ mit der geringsten Varianz innerhalb
der Objektgruppe
• Bestimmung einer mittleren Form µ? einer Objektgruppe mit der besten
Differenzierbarkeit zu einer anderen Objektgruppe
Die bisherige Verwendung u¨berwachter Neuronaler Netze im ersten Fall lief dar-
auf hinaus, anhand erkla¨render Merkmale eine Klassifikation vorzunehmen. Die
Beschreibung der Ausgabe des Neuronalen Netzes als Wahrscheinlichkeit und die
Deutung der Ergebnisse und der Relevanz der Eingangsvariablen anhand unter-
schiedlicher Ausgangslagen geht auf die von mir vorgenommene Anwendung auf
Daten zur rheinland-pfa¨lzischen Ru¨ckfalluntersuchung jugendlicher Strafta¨ter
von 1996 bis 2000 [22] zuru¨ck. Die Deutung der Ergebnisse erfolgt u¨ber die kon-
trollierte Vera¨nderung einiger Merkmale oder eines Merkmals auf die Ausgabe
des Neuronalen Netzes. Der zweite Fall entspricht dem Vorgehen von Rainer und
Giebel [36] und kombiniert die Stochastik mit der Numerik. Die Parameter der
Verteilung werden numerisch durch das neuronale Netz bestimmt und anhand
der Verteilungsparameter wird die entsprechende Klassifikation vorgenommen.
Im dritten Fall werden die erhobenen Landmarken in den drei betrachteten Di-
mensionen unterschiedlich gewichtet, um die Varianz innerhalb der Gruppe zu
minimieren. Im vierten Fall wird zusa¨tzlich zur Minimierung der Varianz der
u-Wert berechnet. Es wird die Form gewa¨hlt, die eine optimale Differenzierung
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zu der entsprechenden anderen Objektgruppe zula¨sst.
Die Minimierung der Varianz fu¨hrt dazu, dass wenn die Varianz immer mehr die
Null erreicht, dass der stochastische Prozess abbricht. Daher ist bei alleiniger
Minimierung der Varianz eine Verringerung der Differenzierung hinsichtlich an-
derer Objektgruppen zu erwarten. Mittels der Formel von Tschebyscheff ergibt
sich P (|X −m| ≥ ) = 0,∀ > 0 . Fu¨r P (|x −m| > 0) = P (x 6= m) = 0, fu¨r
das Gegenereignis P (x = m) = 1. Demzufolge bedeutet die Varianz gleich Null
ein Abbrechen des stochastischen Prozesses, da nur noch ein Ereignis na¨mlich
A = {x = m} eintreten kann. Bei einer diskreten Verteilung bedeutet das, dass
alle beobachteten Objekte dem Objekt m mit 100%iger Wahrscheinlichkeit ent-
sprechen.
6.4.1 Neuronale Netze zur Differenzierung der Gruppen
Vo¨llig neu ist unser Ansatz [36] zur Kombination stochastischer Modelle und
Neuronaler Netze. Dieser Ansatz kann in die Formanalyse nahtlos u¨bertragen
werden. So dient im folgenden das Neuronalen Netz zur Bewertung des Ab-
stands zur mittleren Form, die einen Erwartungswert innerhalb der Gruppe von
Objekten darstellt.
Der Abstand zur mehrdimensionalen Varianz einer Gruppe von Objekten ist
gerade im Falle einer theoretischen Begru¨ndbarkeit bereits im Neuronalen Netz
zu beachten. In der im Abschnitt 8.1 beschriebenen Anwendung auf Tumore
ist davon auszugehen, dass Tumore, die sich nur in einem klar ko¨rperlich be-
schra¨nkten Raum entwickeln ko¨nnen, eine geringere Varianz aufweisen. Die An-
nahme der unterschiedlichen Varianz kann dann bereits in das Modell integriert
werden. Gerade bei dreidimensionale Betrachtung ist die Varianz in allen drei
Dimension sehr unterschiedlich zu bewerten. Wa¨hrend hinsichtlich parallel der
Wirbelsa¨ule ein erheblicher Spielraum besteht, ist der Spielraum senkrecht als
geringer einzuscha¨tzen durch die Begrenzung der Wirbelsa¨ule und des Ko¨rpers.
Fu¨r die gewa¨hlte Tumorart gibt es keinerlei theoretische Vorkenntnis der Vari-
anz.
Im Neuronalen Netz wird fu¨r die entsprechende Klasse, Diagnose oder Gruppe
eine Wahrscheinlichkeit berechnet, die als Grundlage fu¨r eine Zuordnung dient.
Durch den Ansatz einer zu deutenden Wahrscheinlichkeit fu¨r die Klasse werden
anhand der vorliegenden Daten und/oder anhand des Verfahrens nicht klar er-
kennbare oder nur schwierig zuzuordnende Objekte als solche auch erkannt, da
die Wahrscheinlichkeit nahe an der Schwelle ihrer jeweiligen Zuordnung zu den
Kategorien liegen wird.
Diese Version kann fu¨r weitere Klassen oder Diagnosen fortgesetzt werden.
So kann fu¨r jede Klasse der Abstand der jeweiligen Landmarke zur Landmar-
ke der mittleren Form fu¨r eine Wahrscheinlichkeit fu¨r die entsprechende Klasse
verwendet werden.
Im hier verwendeten Neuronalen Netz ko¨nnte jede Koordinate zur Klassifika-
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Abbildung 6.2: Neuronales Netz zur Ermittlung der Wahrscheinlichkeit fu¨r eine
vorliegende Diagnose
tion verwendet werden. Dadurch wu¨rden sich 180 erkla¨rende Variablen ergeben.
Dies wu¨rde zwangsla¨ufig bei einer geringeren Datenmenge als 180 Patienten zu
einem Overfit des Neuronalen Netzes fu¨hren. Ein Overfit bedeutet, dass das
Ergebnis fu¨r weitere Daten nicht verwendbar erscheint und die entsprechende
Zuordnung zur Klasse auch durch ein zu lo¨sendes Gleichungssystem bestimmt
werden kann. Daher wird jede der 60 Landmarken als Summe ihrer Koordinaten
zur Klassifikation verwendet.
Ein anderer Ansatz ist es, den Mittelwert der Distanzen und die Varianz durch
das Netz zu bestimmen und damit analog zu dem bereits beschriebenen Vorga¨n-
gen zu arbeiten. Die Distanzen zur ”mittleren Form”werden in dem einen ver-
steckten Neuron zur Bestimmung eines geeigneten Mittelwertes fu¨r die Distanz
zur ”mittleren Form”verwendet und im jeweils anderen versteckten Neuron zur
Bestimmung der Varianz. Vorteil eines solchen Vorgehens ist, dass nicht jede
Landmarke gleichermaßen gewichtet wird, sondern entsprechend ihrer Eignung
zur Klassifikation der Tumore. Vor einer solchen Integration dieser Annahme
wa¨re zuna¨chst die unterschiedliche Varianz der Tumorarten weiter zu untersu-
chen und die Eignung eines solchen Mittelwertes. Die vorliegenden Daten be-
rechtigen zwar zu Aussagen u¨ber die Nephroblastome, aber nur sehr bedingt
u¨ber die Nicht-Nephroblastome.
Um die Neuronalen Netzen auch in ihrer u¨blichen Anwendung als Klassifikati-
onsverfahren zu verwenden, wird zusa¨tzlich zum Abstand zur mittleren Form der
Nephroblastome das Alter des Patienten, die Lage des Tumors (Links, Rechst)
gewa¨hlt.
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Abbildung 6.3: Neuronales Netz zur Ermittlung der Wahrscheinlichkeit fu¨r meh-
rerer vorliegende Diagnosen
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Kapitel 7
Klassifikation
7.1 Einfu¨hrung
Bei der Klassifikation der Objekte ist eine Zuordnung f zu finden, die entweder
direkt das Objekt der jeweiligen Gruppe zuordet oder mit einem deutbaren Wert
wie die Wahrscheinlichkeit den Anwender in die Lage versetzt, diese Zuordnung
ab einem bestimmten Wert vorzunehmen.
Abbildung 7.1: Grundgedanke der Klassifikation
Der Grundgedanke der Klassifikation ist es, eine noch unbekannte Person,
Fall, Datenbestand etc. einzugruppieren und diese dann der entsprechend am
ha¨ufigsten vorkommende Auspra¨gung der zu untersuchenden Zielgro¨sse oder ab
einer bestimmten relativen Ha¨ufigkeit der jeweiligen Kategorie zuzuordnen. Im
Einzelfall nehmen wir einen Fehler in Kauf. Je ha¨ufiger diese Entscheidung zu
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treffen ist, desto eher wird der Gesamtfehler durch die so mathematisch vor-
genommene Klassifikation minimiert [63]. Vorauszusetzen ist dabei, dass der
einzugehende Fehler sich im Laufe der Zuordnung nicht vera¨ndert und die Pa-
rameter wie der Mittelwert erwartungstreu sind.
Fu¨r die Klassifikation stehen außer den Neuronalen Netzen weitere Verfahren
zur Klassifizierung der Objekte zur Verfu¨gung. Verfahren, die nur eine Eingrup-
pierung vornehmen ohne Beachtung einer Zielgro¨sse wie die Clusteranalyse oder
Kohonenkarte kommen fu¨r die weitere Auswertung nicht in Betracht. Exempla-
risch werden die Logistische Regression und die lineare Diskriminanzanalyse
vorgestellt.
7.2 Logistische Regression
Die Logistische Regression wurde 1990 entwickelt, um die aus einem Verfahren
sich ergebende Werte fu¨r die Bestimmung einer nominal skalierten Zielgro¨ße y
deuten zu ko¨nnen [2].
Ihre urspru¨ngliche Anwendung liegt im Bereich der Medizin. Es geht bei der
Anwendung dieses Verfahrens prima¨r darum, dem Patienten ein Risiko fu¨r eine
bestimmte Erkrankung zuzuordnen, und erst sekunda¨r um die Bewertung der
einzelnen Risikofaktoren.
Um nominal skalierte Zielgro¨ßen zu verarbeiten, ist die Zielgro¨ße so zu trans-
formieren, dass fu¨r die Zuordnung jeweils nur zwei Auspra¨gungen der Zielgro¨ße
betrachtet werden (”1”:”stimmt”/”0”:”stimmt nicht”).
Mathematische Beschreibung des Vorgehens
Um eine Zielgro¨ße mit nur zwei Auspra¨gungen zu bestimmen, ist aus dem Ansatz
der Linearen die Logistische Regression zu entwickeln:
yj = w0 + w1 · xj1 + . . .+ wk · xjk (7.1)
Die Lineare Regression hat noch den Wertebereich aller reellen Zahlen. Um den
ermittelten Wert als Wahrscheinlichkeit interpretieren zu ko¨nnen, ist der Be-
reich auf Werte zwischen 0 und 1 einzuschra¨nken. Der geringste Wert fu¨r eine
Wahrscheinlichkeit ist 0 und ho¨chstens 1.
Anstatt nun direkt die beobachtete Gruppenzugeho¨rigkeit zu bestimmen, wird
die Wahrscheinlichkeit fu¨r die Gruppenzugeho¨rigkeit P ({Gruppenzugeho¨rigkeit})
genommen.
Durch die Betrachtung der Wahrscheinlichkeit werden die Werte des Verfah-
rens, die zwischen den Auspra¨gungen “nicht-krank” und “krank” liegen, direkt
als Wahrscheinlichkeit fu¨r die Zugeho¨rigkeit deutbar.
Da bei diese Betrachtung nur eine von beiden Auspra¨gungen vom j-ten Fall an-
genommen werden kann, reicht die Betrachtung der Zugeho¨rigkeit zu einer der
beiden Auspra¨gungen der Zielgro¨ße y aus. Die Einschra¨nkung des Wertebereichs
wird erreicht, indem yj durch das logarithmierte Verha¨ltnis der Wahrscheinlich-
82
keit fu¨r das Eintreffen des Ereignisses “Der j-te Fall geho¨rt zur Gruppe der
Kranken” zur Gegenwahrscheinlichkeit “Der j-te Fall geho¨rt zur Gruppe mit
Auspra¨gung “nicht- krank” ersetzt wird:
ln(
P ({yj = “Krank”})
P ({yj = “Nicht-Krank” } ) = ln(
P ({yj = “Krank”})
1− P ({yj = “Krank”}))
= w0 + w1 · xj1 + . . .+ wk · xjk
(7.2)
Da nicht das Verha¨ltnis, sondern die Wahrscheinlichkeit fu¨r die Zugeho¨rigkeit
zur Gruppe mit Auspra¨gung “Krank” von Interesse ist, wird die Gleichung nach
der konkreten Wahrscheinlichkeit P ({yj = 1}) umgestellt:
P ({yj = “Krank”}) = 1
1 + e−(w0+w1·x
j
1+...+wk·xjk)
(7.3)
Fu¨r den j-ten Fall ergibt sich somit die Wahrscheinlichkeit zur Gruppe der
”Kranken” zugeordnet zu werden. Mit der Wahl der Funktion wird angenom-
men, dass die Wahrscheinlichkeit einen logistischen Verlauf annimmt.
Das heißt fu¨r den Anwender, dass die Wahrscheinlichkeit fu¨r die Gruppenzu-
geho¨rigkeit anfangs mit Zunahme der Auspra¨gung der erkla¨renden Variable
schwach zunimmt, dann im mittleren Bereich sta¨rker und im oberen Bereich
schwa¨cher wird: Nimmt man an, die erkla¨rende Variable xi hat einen positiven
Einfluss auf die Zugeho¨rigkeit zur Gruppe mit Auspra¨gung “krank”, so wird
eine Vera¨nderung von einem niedrigem Niveau um eine Einheit der erkla¨renden
Variable xi bei einem Fall nicht unbedingt dazu fu¨hren, dass der betreffende
Fall der Gruppe mit Auspra¨gung ”krank” zuzuordnen ist. Im mittleren Bereich
der logistischen Funktion, in welchem ein entsprechender Fall bereits nahe an
der 50%- Schranke liegt, fu¨hrt die gleiche numerische Vera¨nderung zu der Zu-
ordnung zur Gruppe der ”Kranken”.
Die Bewertung des Anstiegs einer Variablen um eine bestimmte Einheit ist in
Form der Koeffizienten fest. Zwar wirkt sich die Vera¨nderung der erkla¨renden
Variablen xi in der Realita¨t je nach der Ausgangslage von xi unterschiedlich
aus, doch die Chance zur Gruppe mit der Auspra¨gung ”Krank” zugeordnet zu
werden, a¨ndert sich bei jeder Erho¨hung der Variablen xi um eine Einheit im-
mer um denselben Faktor, na¨mlich ewi . Betra¨gt die Chance fu¨r xi = 0 ”krank”:
”nicht krank” 3 : 1 und fu¨r xi = 1 die Chance 2 : 3 , so hat sich die Chance
”krank” zu werden um den Faktor ewi =
2
3
3
1
= 0.222 verringert. Multipliziert
man die Anzahl der Kranken bei xi = 0 mit dem Faktor e
−1.505 = 0.222, so
ergibt sich das Verha¨ltnis fu¨r xi = 1. Ist die Situation fu¨r xi = 2 zu betrachten,
so wird die Anzahl an ”Kranken” bei xi = 1 verwendet und mit dem gleichen
Faktor wie von xi = 0 zu xi = 1 multipliziert.
Die Bestimmung der Gewichtungen bzw. der Regressionskoeffizienten fu¨r die
erkla¨renden Variablen erfolgt ohne Betrachtung der Wechselwirkungen. Vor-
ausgesetzt, es liegen sowohl voneinander unabha¨ngige erkla¨rende Variablen, als
auch dem entsprechende Beobachtungen vor, erfolgt dies u¨ber eine Scha¨tzung,
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bei der die Maximum-Likelihood-Methode [79] verwendet wird.
Die Vernachla¨ssigung1 der Unabha¨ngigkeit ko¨nnte die Ergebnisse entsprechend
verzerren und zu Fehlinterpretationen fu¨hren.
Die hierfu¨r verwendete Likelihood-Funktion ergibt sich wie folgt:
L =
∏
{yj=1}
P ({yj = “Krank”}) ·
∏
{yj=0}
(1− P ({yj = “Krank”})) (7.4)
Wenn die Gruppe derjenigen mit der Auspra¨gung ”krank” vollsta¨ndig von der
mit der Auspra¨gung “nicht-krank” getrennt werden kann, so ist die Wahrschein-
lichkeit fu¨r einen Fall mit der Auspra¨gung ”krank” P ({yj = ”krank”}) = 1 bzw.
100%. Vice versa fu¨r einen Fall mit der Auspra¨gung ”nicht-krank” P ({yj =
”krank”}) = 0 bzw. 0%.
Somit ist die Wahrscheinlichkeit fu¨r das gegenteilige Ereignis ”Nicht-Krank”
(1− P ({yj = 1})) = 1 .
Wenn das obige Produkt den maximalen Wert von 1 erreicht, liegt dann die
Gruppe derjenigen mit der Auspra¨gung ”krank” von denen mit der Auspra¨gung
”nicht-krank” vollsta¨ndig voneinander getrennt vor.
Zur Vereinfachung der Berechnung kann die obige Funktion logarithmiert wer-
den, womit eine Summe anstatt eines Produkts betrachtet wird:
ln(L) =
∑
{yj=1}
ln(P ({yj = “Krank”})) +
∑
yj=0
ln(1−P ({yj = “Krank”})) (7.5)
Der Wert fu¨r die optimale Trennung der beiden Gruppen betra¨gt bei der lo-
garithmierten Version nun ln(P ({yj = “krank’})) + ln(1 − P ({yj = 1})) =
ln(1) + ln(1) = 0 + 0 = 0.
Bei beiden Betrachtungen sind die Extremstellen der Funktion gesucht. Um das
Maximum oder Minimum einer Funktion zu bestimmen, wird die erste Ablei-
tung der Funktion verwendet. Man betrachtet die Steigung der logarithmierten
Likelihood-Funktion-bei einem bestimmten Wert fu¨r den wi- Koeffizienten. Be-
tra¨gt die Steigung bei diesem Wert fu¨r den wi-Koeffizienten 0, so liegt ein Ex-
trempunkt vor. Da es ein Minimum in der betrachteten Funktion L nicht gibt,
kann es sich nur um ein Maximum handeln.
∂ ln(L)
∂wi
= 0 (7.6)
Wenn bei der Likelihood-Funktion fu¨r nVariablen n+1 Koeffizienten, na¨mlich
zusa¨tzlich die Konstante, zu bestimmen sind, erha¨lt man ein nichtlineares Glei-
chungssystem von n + 1 Unbekannten und n + 1 zu erfu¨llenden Gleiichungen-
Durch ein numerisches Verfahren wie das “Newton-Raphson-Verfahren” wird ei-
ne Na¨herungslo¨sung ermittelt. Ein alternativer Ansatz zur Logistischen Regres-
sion ist anstatt der Verwendung des ”Logarithmus”bzw. ln der des ”Sinus”bzw.
1 S.118, [70]
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sin. Vorteil des sin ist, eine mo¨gliche Periodizita¨t in der Bewertung mitaufzu-
nehmen. So ko¨nnen auch die sonst als Ausreißer erscheinenden Formen, wenn
sie gleichermaßen zuzuordnen sind, mitberu¨cksichtigt werden.
Abbildung 7.2: Differenzierung von Objektgruppen (lila vs. gelb) unter periodi-
scher Betrachtung der Anzahl an Ecken des Objekts
Beispiel 32. Fu¨r einen Aktienkurs wollen wir die jeweilige Wahrscheinlichkeit
bestimmen, dass der Kurs am na¨chsten Tag ansteigt Dies ist ein vera¨nderter An-
satz der bereits von uns in [46] vorgestellten Fragestellung. Anstatt den Wert
zu bestimmen, wollen wir lediglich wissen, ob von einem Kursanstieg auszu-
gehen ist. Fu¨r das CO2-Zertifikat liegen vom 8.1.2010 bis 9.7.2010 die jeweili-
gen Schlusskurse des Tages vor. Die Logistische Regression setzt an allen 129
Tagen auf fallende Kurse. Fu¨r den einfachen Ansatz mit y = sin(w · x) und
w = 7.50026 erhalten wir 61 korrekte Zuordnungen. 15mal wurden korrekt stei-
gende Werte vorhergesagt, 46 mal fallende. Wird der Wertebereich der Funktion
eingeschra¨nkt auf das Intervall [0, 1] durch Multiplikation mit 12 und Verschie-
bung nach oben um 12 , so ergeben sich 60 korrekte Zuordnungen
7.3 Diskriminanzanalyse
Die Diskriminanzanalyse [19] ermittelt eine lineare Trennfunktion g zwischen
den Gruppen mit unterschiedlicher Auspra¨gung der Zielgro¨ße y anhand aller n
erkla¨renden Variablen gleichzeitig und unabha¨ngig von der Fallzahl bei einer
bestimmten Auspra¨gung. Mit dem Wissen von sa¨mtlichen Fa¨llen und Variablen
werden alle Gewichtungen w1 . . . wn der einzelnen Variablen gescha¨tzt.
Die Auspra¨gungen der erkla¨renden Variablen x1 . . . xn werden mit den entspre-
chenden Gewichtungen multipliziert. Dabei ist wi als die Gewichtung der ein-
zelnen erkla¨renden Variable xi zu verstehen. Die derart gewichteten Merkmale
werden dann aufsummiert. Je nach dem wie groß der aufsummierte Wert ist,
wird bei Unterschreiten einer festen Grenze der zu bestimmende Fall der einen
und bei Unterschreiten der anderen Auspra¨gung der Zielgro¨ße y bei jeweils zwei
Kategorien zugeordnet.
Mathematische Beschreibung des Vorgehens
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Wird bei der Bestimmung der Gewichte wi der einzelnen Variablen das Ver-
fahren nach Fisher [19] verwendet, dann berechnet sich der Wert fu¨r wi durch
den Vergleich der Unterschiede zwischen und innerhalb der Gruppen mit unter-
schiedlicher Auspra¨gung der Zielgro¨ße y.
wi ist dann so zu wa¨hlen, dass der Unterschied innerhalb der Gruppe mit glei-
cher Auspra¨gung fu¨r die Zielgro¨ße y bei der erkla¨renden Variablen xi so gering
und der Unterschied zwischen den einzelnen Gruppen mit unterschiedlicher Aus-
pra¨gung der Zielgro¨ße y so groß, wie mo¨glich, ist.
Bei der Bestimmung des einzelnen Gewichts wi fu¨r xi wird in der Regel der
Einfluss anderer erkla¨render Variablen auf xi durch xj und Wechselwirkungen
als zumindest vernachla¨ssigbar angesehen.
Bspw. in Form des Produktes xi · xj ko¨nnten Wechselwirkungen explizit ein-
gefu¨gt werden. Da die entsprechenden Wechselwirkungen meist nicht bekannt
sind und entsprechend eingefu¨gt werden mu¨ssen, wird meist bei der Diskrimi-
nanzanalyse von der Unabha¨ngigkeit der Variablen ausgegangen.
Die Unabha¨ngigkeit und damit die Nichtbeachtung von Wechselwirkungen der
erkla¨renden Variablen wird an der unten verwendeten linearen Trennfunktion
g(x1 . . . xn) schon deutlich, die jede erkla¨rende Variable einzeln gewichtet und
keinerlei Kombination und damit Wechselwirkungen zwischen den erkla¨renden
Variablen beinhaltet:
g(x1 . . . xn) = w1 · x1 + . . .+ wn · xn + w0. (7.7)
U¨ber die lineare Funktion g gelangt man zu der eigentlichen Zuordnung f fu¨r
die Zielgro¨ße y und damit zu der entsprechenden Auspra¨gung des j-ten Falles
u¨ber die noch zu bestimmende Grenze oder den kritischen Wert K wie folgt.
Fu¨r die U¨berschaubarkeit wird das Verfahren nur bei zwei Auspra¨gungen be-
schrieben. Es ist durchaus fu¨r mehr als zwei Auspra¨gungen anwendbar:
y =
“krank” wenn g(x) > K“nicht krank” wenn g(x) < K. (7.8)
Liegt der durch g(xj1 . . . x
j
n) bestimmte Wert fu¨r den j-ten Fall u¨ber dem kri-
tischen Wert K, so ist er der Auspra¨gung der Zielgro¨ße ”krank” zuzuordnen,
liegt er darunter, so wird er als ”nicht krank” klassifiziert.
Der kritische Wert K ergibt sich als Mittel zwischen den beiden Gruppenmittel-
werten fu¨r die Werte von g(x1 . . . xn) bei nur zwei Auspra¨gungen der Zielgro¨ße.
Durchschnittlicher Wert fu¨r die Auspra¨gung ”krank” der Zielgro¨ße y mit der
Anzahl von n1 ”Krank” :
g(x)1 =
1
n1
n1∑
i=1
g(x)i (7.9)
Durchschnittlicher Wert fu¨r die Auspra¨gung ”nicht-krank” der Zielgro¨ße y mit
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der Anzahl von n2 “Nicht-Krank” :
g(x)2 =
1
n2
n2∑
i=1
g(x)i (7.10)
Berechnung des kritischen Wertes als Mittelwert der beiden oberen Gruppenm-
mittelwerte:
K =
1
2
(g(x)1 + g(x)2) (7.11)
Die Bestimmung des kritischen Wertes als Mittelwert setzt in diesem Fall eine
vergleichbare Streuung innerhalb der beiden Gruppen um den jeweiligen Mit-
telwert voraus. Ist die eine Streuung der beiden Verteilungen fu¨r g(x1 . . . xn)
(getrennt nach den Auspra¨gungen der Zielgro¨ße y), die sich aus den gewichteten
Verteilungen der erkla¨renden Variablen x1 . . . xn ergibt, breiter oder gibt es so-
gar mehrere Gipfel bei gleicher Auspra¨gung der Zielgro¨ße, ist die Anwendbarkeit
der Diskriminanzanalyse in Frage zu stellen.
Fu¨r die Anwendung des Verfahrens wird eine a¨hnliche Verteilung der Werte von
g(x) fu¨r die einzelnen Auspra¨gungen der Zielgro¨ße y vorausgesetzt, sowie ein
Gipfel der Verteilung, der nach links und rechts abflacht.
Nur unter den genannten Bedingungen an die Verteilung kann eine optima-
le Trennung fu¨r die Auspra¨gung der Zielgro¨ße erfolgen. Ist die Verteilung der
Gruppen ungleich, so wird die Anzahl an Fehlzuordnungen sich nicht auf die
Auspra¨gungen der Zielgro¨ße in gleichem Umfang aufteilen. Das bedeutet, dass
bei einer der Auspra¨gungen ein erho¨hter Anteil an Fehlzuordnungen zu erwarten
ist.
Um die Gewichtung in g(x1 . . . xn) zur Trennung der beiden Gruppen nach Fis-
her im Weiteren zu bestimmen, wird der folgende Ansatz gewa¨hlt: Im Za¨hler
befindet sich die Streuung zwischen den Gruppen, im Nenner die Streuung in-
nerhalb der Gruppen.
Γ =
∑ngruppen
i=1 ni · (g(x)i − g(x))2∑ngruppen
i=1
∑ni
j=1(g(x)
ni
j − g(x)i)2
(7.12)
Wenn der Wert Γ maximal ist, dann ist die Streuung innerhalb der Gruppe
minimal und zwischen den zu unterscheidenden Gruppen maximal.
Wenn die erkla¨rende Variablen x1 . . . xn zur Unterscheidung der Gruppen in
Form der Auspra¨gung der Zielgro¨ße y beitragen, so sind die Auspra¨gungen der
erkla¨renden Variablen innerhalb der einen Gruppe sehr a¨hnlich, die zwischen
den jeweiligen Gruppen sehr verschieden. Um den gewu¨nschten Unterschied zu
maximieren, wird die obige Gleichung nach dem Vektor der Gewichte w abge-
leitet. Es ergibt sich ein lineares Gleichungssystem aus n+1 Ungleichungen und
n+ 1 unbekannten Gewichtungen, da die Konstante w0 ebenfalls zu bestimmen
ist.
Da das gesuchte Maximum, der ho¨chste Punkt der Funktion Γ abha¨ngig von
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den Gewichten w1 . . . wn, bei einer Steigung von 0 der Funktion erreicht wird,
lautet die zu lo¨sende Gleichung:
∂Γ
∂w
= 0 (7.13)
Das endgu¨ltige Ziel der Diskriminanzanalyse ist es, anhand der erkla¨renden
Variablen die Gruppen mit unterschiedlicher Auspra¨gung der Zielgro¨ße y linear
zu trennen. Bei der Anwendung des Verfahrens wird von vornherein von einer
linearen Separierbarkeit ausgegangen. Andere nichtlineare Funktionen ko¨nnten
durchaus zu einer klareren Trennung der Gruppen unterschiedlicher Auspra¨gung
der Zielgro¨ße y fu¨hren.
Erkenntnisgewinn durch das Verfahren
Die ermittelte Zuordnung zu den Auspra¨gungen der Zielgro¨ße y durch die erkla¨-
rende Variablen x1 . . . xn ist anhand der Gewichtungen leicht nachvollziehbar.
Der Betrag der Gewichte gibt die Sta¨rke des Einflusses an. Ohne den Betrag
erha¨lt man durch das Vorzeichen des Gewichts die Richtung des Einflusses.
Dem zufolge bedeutet ein großes Gewicht im Betrag einen erheblichen Einfluss
auf die Zielgro¨ße.
Werden die Auspra¨gung beim kritischen Wert in der Form ”nicht-krank”<”krank”
der Zielgro¨ße y angeordnet, so bedeutet ein negatives Gewicht wi, dass mit
dem Einfluss von xi die Zugeho¨rigkeit zur Auspra¨gung ”nicht krank”geringer
wird, wa¨hrend bei positiven Gewicht wi mit steigenden Einfluss von xi die Zu-
geho¨rigkeit zur Auspra¨gung ”krank” der Zielgro¨ße y wa¨chst. Mit jeder Erho¨hung
um eine Einheit der erkla¨renden Variablen xi steigt der Wert von g(x1 . . . xn)
konstant an.
Allgemeine Vor- und Nachteile
Ein erheblicher Vorteil fu¨r den Anwender ist, dass die lineare Trennfunktion
und die sich ergebende Zuordnung leicht ausfu¨hrbar und die Einflu¨sse aus der
Trennfunktion ohne weiteres ablesbar sind.
Nachteilig ist, dass bestimmte Verteilungen ungepru¨ft angenommen werden. Nur
aufgrund der Verteilungsannahmen wird eine anna¨hernd gleiche Fehlklassifika-
tion bei den Auspra¨gungen der Zielgro¨ße vermutet.
In die Trennfunktion geht die Annahme der Linearita¨t ein. Bei der erkla¨renden
Variable ”Distanz in der Frontalansicht” wird somit a priori angenommen,
dass mit jeder Verringerung die Zugeho¨rigkeit zu einer der Gruppen der Ziel-
gro¨ße ”Diagnose” konstant zunimmt oder abnimmt. Des weiteren werden die
erkla¨renden Variablen x1 . . . xn als metrisch oder quasimetrisch bewertet.
Liegen erkla¨rende Variable nominaler Skalierung vor, so sind diese in eine oder
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mehrere Variablen quasimetrischer, na¨mlich bina¨rer Skalierung erst zu transfor-
mieren.
Ordinal skalierte Merkmale sind entweder ebenfalls in bina¨re Skalierung zu
u¨berfu¨hren oder als metrisch zu betrachten. Das heißt, dass der Abstand zwi-
schen aufeinander folgenden Auspra¨gungen als gleich angenommen wird.
Die Werte der linearen Diskriminanzfunktion ko¨nnen nur in bezug auf den kri-
tischen Wert K gedeutet werden. Fu¨r den Vergleich der einzelnen Patienten
untereinander eignen sie sich nur unter Bezug auf den kritischen Wert K und
der damit verbundenen Zuordnung zu den Kategorien der Zielgro¨ße y.
Ein erweiterter Ansatz der Diskriminanzanalyse fu¨r die nichtlineare Trennung
kann
g(x1 . . . xn) = ln(w1 · x1 + . . .+ wn · xn + w0) (7.14)
sein.
Im unteren Bild wird veranschaulicht, dass der nichtlineare Ansatz eher in der
Lage ist, die gelben von den gru¨nen Objekten zu trennen.
Abbildung 7.3: Differenzierung der Objektgruppe: Linear versus Nichtlinear
7.4 Chaotisches Verhalten der verwendeten Ver-
fahren
Bei der Bestimmung und Verwendung einer Zuordnung zur Bestimmung einer
Zielgro¨ße stellt sich die Frage, ob chaotisches Verhalten bei der Bestimmung
der Zuordnung zu erwarten ist. Das heisst, ob kleine Vera¨nderungen bereits zu
gro¨sseren Vera¨nderungen fu¨hren. Gerade bei Neuronalen Netzen wird ha¨ufig
davon ausgegangen, dass sie mit Messfehlern oder Rauschen besser umgehen
ko¨nnen als andere Verfahren. Doch gerade der Iterationsprozess zur Bestim-
mung der Zuordnung in Neuronalen Netzen kann chaotisches Verhalten aufwei-
sen. Dies kann auch bei entsprechenden Voraussetzungen bei der Logistischen
Regression eintreten.
Um chaotisches Verhalten nachzuweisen, ist zuna¨chst die Ergodizita¨t zu pru¨fen.
Der entsprechende Nachweis fu¨r die Sigmoidfunktion ist in [58] erbracht worden.
Die Sigmoidfunktion wird sowohl in der Logistischen Regression als auch in den
Neuronalen Netzen verwendet. Daru¨ber hinaus ergibt sich meist durch die Wahl
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der Eingabe, dass die eingegebenen Werte wieder auf sich selbst abgebildet wer-
den, womit sicher gestellt wird, dass der gesamte Wertebereich abgedeckt wird.
Sowohl bei den Neuronalen Netzen als auch bei der Logistischen Regression
handelt es sich also um eine Selbstabbildung, wenn die Eingangswerte und die
Ausgangswerte im Intervall zwischen 0 und 1 liegen.
Im Weiteren ist, wenn die Ergodizita¨t und Selbstabbildung gegeben ist, der
Lyapunov-Exponent zum Nachweis des chaotischen Verhaltens zu berechnen2.
lim
n→∞
1
n
ln |df
n
dx
(x)| = λf (x) > 0 (7.15)
f(x) =
1
1 + e−w·x
(7.16)
Fu¨r die n-te Iteration bedeutet dies:
fn(x) =
1
1 + e
−w
1+e
−w
1+e
−w
1+e
−w
...
(7.17)
Differenziert nach x ergibt sich:
dfn(x)
dx
= wn ·R (7.18)
R =
e−w·
1
1+e...
(1 + e
w
1+e... ) . . . (1 + e−w1 + e−w·x)2(1 + e−w·x)2
(7.19)
Fu¨r die Grenzwerbetrachtung ergibt sich:
lim
n→∞
1
n
ln |wnR| = lim
n→∞
1
n
(n ln(w) + ln |R|) (7.20)
Da |R| > 0, R 6= 1, der Logarithmus dieses Wertes multipliziert mit 1n gegen
Null geht, sowie lnw nur dann 0 ist, wenn w = 1, gilt fu¨r λf (x) > 0. Damit
kann chaotisches Verhalten der Sigmoidfunktion bei unter den entsprechenden
Bedingungen vorliegen.
Nach [58] liegt stochastische Stabilita¨t vor. Die stochastische Stabilita¨t sagt je-
doch nichts u¨ber die Stabilita¨t der Gewichtungen aus. Gerade in den Anwendun-
gen wird die Ausgabe des Netzes in Abha¨ngigkeit von der Eingabe interpretiert.
Dies fu¨hrt zu unklaren oder gar kontra¨ren Aussagen u¨ber die Bewertung der
Eingabe im Netz.
Beispiel 33. In der von mir durchgefu¨hrten Ru¨ckfalluntersuchung in Rheinland-
Pfalz fu¨r die Jahrga¨nge 1996 bis 2000 [22] wird das Beispiel fu¨r die Disziplin-
armaßnahmen bei Versto¨ssen gegen die Hausordnung im Strafvollzug gewa¨hlt.
2 vgl. S.73, [56]
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Es ergibt sich sogar eine Ru¨ckfallreduzierung mit dem Erhalt einer Disziplinar-
maßnahme bei einem der Durchga¨nge. In dem berechneten Modell wu¨rde das
bedeuten, dass Jugendliche, die gegen die Regeln im Vollzug verstossen, weniger
ru¨ckfa¨llig werden. Zu dieser Aussage gelangt man nur, weil die Anfangsgewichte
zufa¨llig und nur geringfu¨gig anders gewa¨hlt werden.
7.5 P-KFA
Die Pra¨diktions-Konfigurationsfrequenzanalyse [75] ermittelt die Relevanz von
Merkmalkombinationen fu¨r die Zuordnung zu einer Kategorie. Sie betrachtet
nicht ein erkla¨rendes Merkmal allein, sondern die Relevanz der Merkmalskom-
bination. Wenn Merkmalskombinationen ha¨ufiger vorkommen als in Folge des
Zufalls zu erwarten ist, wird von einem Typ gesprochen. Ist eine Merkmals-
kombination seltener als der Zufall es erwarten la¨sst, handelt es sich um einen
Antityp. Der fu¨r die Approximation der Normalverteilung verwendete z-Wert
erreicht beim Typ entsprechende positive numerische Werte und beim Antityp
negative. Die Betrachtung von Merkmalskombinationen erlaubt es, die bekann-
ten Wechselwirkungen zwischen den Merkmalen in Form einer Kombination zu
betrachten. Die Skalierung der Merkmale ist in diskrete Stufen zu betrachten.
Stetige Merkmale ohne entsprechende Vorverarbeitung ko¨nnen nicht mit der
KFA untersucht werden.
Da in den Sozialwissenschaften, in der Psychologie und insbesondere auch in der
Medizin Daten von unterschiedlichem Meßniveau vorliegen, ist ein Verfahren,
welches das nominale Meßniveau und damit die geringsten Voraussetzungen an
die Skalierung stellt, bevorzugt zu wa¨hlen.
Die Pru¨fung des Zufalls erfolgt anhand der in den erhobenen Daten vorliegenden
hypergeometrischen Verteilung oder bei entsprechender Begru¨ndung anhand der
Na¨herung durch die Normalverteilung (z-Wert).Der Grundgedanke der Konfi-
gurationsfrequenzanalyse wurde von Lienert [68] dargestellt .
Die Pra¨diktions-Konfigurationsfrequenzanalyse P-KFA baut auf der KFA auf.
Ihr Ziel ist es, die fu¨r die Erkla¨rung eines anderen Merkmals relevanten Merk-
malskombinationen zu bestimmen. Das bedeutet, dass bei der P-KFA die signi-
fikanten Merkmalskombinationen ermittelt werden, die eine Zuordnung zu einer
der Kategorien des zu untersuchenden Merkmals oder der Zielgro¨ße ermo¨glichen.
Aufgrund des Ansatzes eines ha¨ufigeren Auftretens einer Merkmalskombinati-
on als in Folge des Zufalls zu erwarten wa¨re, ermittelt die P-KFA nur Typen
und keine Antitypen. Vorteil des Verfahrens ist es, dass klar beschreibbare Ty-
pen ermittelt werden und nicht nur die Aussage u¨ber ein einzelnes erkla¨rendes
Merkmal getroffen werden. Der Ansatz der P-KFA wurde bereits in der von
uns vorgenommene Ru¨ckfalluntersuchung in Rheinland-Pfalz [24] im Bereich
der Kriminologie verwendet.
Beispiel 34. In dem von uns erstmalig in Italien publizierten Ansatz fu¨r die
Ru¨ckfalluntersuchung [24] wird die Relevanz des ”Sozialen Verlierers”, Perso-
nen ohne Schul- und Berufsabschluss, sowie Heimwechsel in der Zuordnung zur
”Ru¨ckfa¨lligkeit” in Form eines erneuten Eintrags deutlich. Sie werden ha¨ufiger
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ru¨ckfa¨llig als vom Zufall her zu erwarten wa¨re. Entsprechend kann der Jugend-
strafvollzug in den jeweiligen Bundesla¨ndern in seiner Behandlung entsprechend
klientelorientiert ta¨tig werden [48].
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Kapitel 8
Anwendungen der
Formanalyse
Fu¨r die bisherige Anwendung der Formanalyse sind mindestens zweidimensio-
nale Daten vorauszusetzen. Bei der Bestimmung einer ”mittleren Form”wird im
Weiteren davon ausgegangen, dass es eine entsprechende Verteilung gibt, die
eine eindeutige mittlere Form zula¨sst, sowie dass diese mittlere Form fu¨r die
Anwendung zur Klassifizierung der Objekte von Bedeutung ist.
Abbildung 8.1: Differenzierung der Objektgruppen anhand der Verteilung
Beispiel 35. Bei der Untersuchung von Affenscha¨deln in Mardia und Dryden
[69] ist von einem zu beachtenden Unterschied zwischen ma¨nnlichen und weib-
lichen Scha¨deln auszugehen. Eine mittlere Form ist nur unter Beachtung des
Geschlechts von Bedeutung. Sollte eine generelle mittlere Form der Affenscha¨del
bestimmt werden, so wa¨re dem jeweiligen Anteil der Geschlechter Rechnung zu
tragen
Bei aller Mathematik sind somit auch die Probleme des Anwenders und die
bereits vorhandenen Kenntnisse zu sehen.
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Im Weiteren werden die drei in dieser Arbeit vorliegenden Anwendungsgebiete in
der Medizin, im Ingenieurswesen und in der Kriminologie im Detail vorgestellt.
8.1 Nierentumore im Kindesalter
Um eine medizinische Diagnose stellen zu ko¨nnen, greift der Arzt u.a. auf Bild-
aufnahmen in Form der Computertomographie, der Magnetresonanztomograhie,
sowie Ultraschall und Ro¨ntgen zuru¨ck. Trotz des medizinischen Wissens und der
Erfahrung mit anderen Patienten gelingt es dem Arzt nicht in allen Bereichen
eine sichere Diagnose bereits anhand der vorliegenden Bilder eines Patienten
abzugeben. Ein differentialdiagnostisch schwieriger Bereich stellen die Nieren-
tumore des Kindesalters dar. In diesem Fall wird die onkologische Therapie
ohne histologische Sicherung eingeleitet, da eine Biopsie durchaus zu einer Tu-
morruptur oder zu Streuung von bo¨sartigen Zellen fu¨hren kann. Der Radiologe
hat somit eine Schlu¨sselstellung in der Therapieentscheidung.
Ein Großteil der Nierentumore im Kindesalter stammen aus der Gruppe der
Nephroblastome, die so genannten Wilms- Tumore [88]. Wilms- Tumore tre-
ten meist in den ersten sechs Lebensjahren auf. Pro Jahr kann man von ca. 100
- 130 neu diagnostizierten “Wilms-Tumoren” ausgehen. Wilms- Tumore treten
bei beiden Geschlechtern gleichermaßen auf. Sie stellen in Europa 6 − 7% al-
ler bei Kindern diagnostizierten Tumore dar. In Asien tritt der Wilms- Tumor
im Vergleich zu Europa seltener auf [15]. Die Unterschiede in der Ha¨ufigkeit des
Wilms-Tumors sind weniger geographischer Natur, sondern ha¨ngen eher mit der
Zugeho¨rigkeit zu ethnischen Gruppen zusammen. Bei der Entstehung des Tu-
mors geht man vor allem von genetischen Faktoren aus [12]. So macht bei der
schwarzen Bevo¨lkerung sowohl in Afrika, als auch in Nordamerika der Wilms-
Tumor um die 10% [87] der bei Kindern diagnostizierten Tumore aus.
Die Gruppe der Wilms- Tumore bzw. Nephroblastome la¨ßt sich in 3 Risiko-
klassen unterteilen: I: niedrige Bo¨sartigkeit, II: Standardrisikotyp und III: hohe
Bo¨sartigkeit. Jede Risikoklasse wiederum in bestimmte histologisch- pathologi-
sche Typen. Die Risikoklasse II bspw. in a: epithelialer Typ, b: stromareicher
Typ, c: Mischtyp und d: regressiver Typ. Die Risikoklasse III weist u.a. den a:
blastemreichen Typ auf.
Neuroblastome werden pro Jahr ebenfalls ca. 130-140 Fa¨lle neu registriert [54].
Neuroblastome entwickeln sich aus embryonalen Nervenzellen. Um die 60% der
Prima¨rmanifestationen liegen im Abdomen und sind von den Wilms- Tumoren
zu unterscheiden.
Nierenzellkarzinome treten meist bei Erwachsenen auf und sind im Kindesal-
ter sehr selten. Sie machen ca. 3 − 6% der Nierentumore im Kindesalter aus
[16]. Vom Bild her ko¨nnen sie bislang nicht sicher in jedem Fall vom Wilms-
Tumor unterschieden werden. Da bis zum 16.Lebensjahr die Wilms- Tumore im
Vergleich zu den Nierenzellkarzinomen u¨berwiegen, geht der Arzt bei Patienten
unter 16 Jahren meist vom Wilms- Tumor aus.
Klarzellensarkome sind Tumore mit hohen Malignita¨tsgrad. Typisch sind Ab-
siedlungen in den Knochen, der Lunge und dem Gehirn. Sie kommen ca. genauso
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ha¨ufig vor wie die Nierenzellkarzinome.
Hervorzuheben ist hinsichtlich der Suche nach einer zu erwartenden mittleren
Form von Neuroblastomen, dass diese im Gegensatz zu Wilms-Tumoren, Klar-
zellensarkomen und Nierenzellkarzinome keine klar vorgegebene Lage im Ko¨rper
haben, somit vermutlich in ihrer Form und Gestalt weniger an Gegebenheiten
des Ko¨rpers gebunden sein ko¨nnten und von daher vermutlich eine ho¨here Va-
rianz aufweisen.
Tabelle 8.1: Auftreten der Tumorarten
Tumorart Ha¨ufigkeit in %
Wilms- Tumor 55.3%
(hWilms = 100− 130)
Neuroblastome 34.4%
(hNeuroblastom = 81)
Nierenzellkarzinome 5.1%
(hNierenzellkarzinom = 12)
Klarzellensarkome 5.1%
(hKlarzellensarkome = 12)
Anmerkung: Angaben fu¨r Neuroblastome und Wilms-Tumore als Na¨herungen
aus www.kinderkrebsinfo.de, fu¨r Nierenzellkarzinome und Klarzellensarkome
u.a. aus dem Urologen Nr. 42 Bd. 2
Von der Zuordnung des Patienten mit dem vorliegenden Tumor zu einer Tu-
morart wie in Tabelle 8.1 durch den Arzt ha¨ngt das weitere Vorgehen und da-
mit die Gesundung des Patienten ab: Wa¨hrend bei einem Patienten mit Wilms-
Tumor der Einsatz der Chemotherapie sinnvoll ist, kann sie bei den anderen
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Tumorarten erst mit gea¨nderten Therapieschema - Zusammensetzung und In-
tensita¨t - von Nutzen sein oder gar sinnlos wie z.Bsp. beim Nierenzellkarzinom.
Die Fehlklassifikation eines Wilms- Tumors als Nicht-Wilms-Tumor kann ohne
Chemotherapie zur prima¨ren OP fu¨hren oder macht eine transkutane Biopsie
inklusive deren Risiken notwendig. Die Prima¨r- OP bei Wilms- Tumor hat eine
ho¨here Komplikationsrate gegenu¨ber der OP nach pra¨operativer Chemothera-
pie. Ohne chemotherapeutische Vorbehandlung sind Tumorrupturen intraope-
rativ ha¨ufiger, so dass nachfolgend dann eine abdominelle Strahlentherapie im
Fall einer Ruptur notwendig wird. Somit ist jegliche Methode einer genauen
Differenzierung der Tumorarten vor Therapiebeginn von gro¨ßtem Interesse, um
die optimale Therapie zu gewa¨hrleisten.
Um die Zuordnung des Patienten und des Tumors zu einer bestimmten Grup-
pe von Patienten bzw. zu einer Tumorart, somit die Diagnose zu verbessern,
ko¨nnten mathematische Verfahren, die die Form des Tumors anhand der Bilder
mehrerer Patienten untersuchen und die verschiedenen Patienten und die jewei-
lige Tumore miteinander vergleichen, wertvolle Dienste leisten. Zur Verfu¨gung
stehen den mathematischen Verfahren bei den Nierentumoren im Kindesalter
fu¨r die Auswertung der in der Regel bei dieser Art klar erkennbare a¨ussere Rand
des jeweiligen Tumors.
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8.2 Ra¨umliche Analyse des menschlichen Ver-
haltens
Der Mensch macht sich zum einen den ihm zur Verfu¨gung stehenden Raum
nutzbar durch sein Verhalten und unterliegt andererseits den Einschra¨nkungen
des Raumes. Die Analyse des ra¨umlichen Verhaltens einer Handlung sollte Auf-
schluss u¨ber den Handelnden geben und seine Mo¨glichkeiten, sich den Raum
nutzbar zu machen.
In der Kriminologie als Lehre des Verbrechens und in der Kriminalistik als
Ermittlung geeigneter repressiver und pra¨ventiver Maßnahmen ermo¨glicht die
Analyse des ra¨umlichen Verhaltens zum einen Aussagen u¨ber das Verbrechen
und den Verbrecher an sich und zum anderen bietet sie Ansa¨tze zur Ergreifung
des Ta¨ters und zum Schutz des Opfers.
Die absolute Zahl an To¨tungsdelikten im Bundesgebiet betrug im Jahr 2006
insgesamt 818 Fa¨lle. Davon sind um die 23 in Zusammenhang mit Sexualstraf-
taten zu sehen. Die Taten, die auf das Konto von ”Serienmo¨rdern”gehen, sind
in den 23 Fa¨llen bereits enthalten.
Trotz der geringen Fallzahl genießen ”Sexualmorde” ein erhebliches o¨ffentliches
Interesse, insbesondere wenn sie Serienta¨tern zuzurechnen sind. Sowohl das stete
o¨ffentliche Interesse an derartigen Fa¨llen, als auch das damit verbundene Gefu¨hl
der Unsicherheit fu¨r den Mitbu¨rger fu¨hren zu dem Druck auf die ermittelnden
Beho¨rden, zu¨gig den jeweiligen Ta¨ter zu fassen.
Die operative Fallanalyse ist anfangs eigens fu¨r den Zweck der zu¨gigen Ta¨terer-
greifung eingefu¨hrt wurden. In die Methodik der operativen Fallanalyse halten
mittlerweile, auf der Suche nach weiteren Erkenntnissen u¨ber das Verhalten und
die Merkmale der Ta¨ter, auch quantitative Methoden versta¨rkt Einzug.
Der Einsatz quantitativer Methoden erfordert meist eine a¨ußerst gru¨ndliche
Auseinandersetzung des Kriminologen und Kriminalisten mit den mathema-
tischen Voraussetzungen (Verteilungen, Skalierung der Merkmale etc.) und der
Deutbarkeit der Ergebnisse. Der mo¨gliche Erkenntnisgewinn quantitativer Me-
thoden ist schon bei der Erfassung sozialwissenschaftlicher Daten stets zu hin-
terfragen: Berechtigen die erfassten Fa¨lle den Kriminologen schon zu generellen
Aussagen? Reicht die Anzahl an Fa¨llen aus, um auf weitere Fa¨lle zu schließen
und sind die Fa¨lle untereinander u¨berhaupt vergleichbar? Im Folgenden wird
die bisher hauptsa¨chlich in der Mathematik genutzte Formanalyse zur Analyse
des ra¨umlichen Verhaltens von kriminologisch interessanten Ta¨tergruppen auf
ihre Verwendbarkeit hin untersucht. Vorteile der Formanalyse in der operativen
Fallanalyse sind:
• Alle fu¨r die Begehung der Tat relevanten Orte sind gleichzeitig in die
Untersuchung miteinbezogen. Es wird das gesamte ra¨umliche Profil des
Ta¨ters, welches sich in seinen Handlungsabla¨ufen aus mehreren Orten zu-
sammensetzt, auf Ru¨ckschlu¨sse zum Ta¨ter hin und seine Charakteristika
gepru¨ft.
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• Ta¨ter mit unterschiedlicher Mobilita¨t bei Begehung der Tat werden ver-
gleichbar.
Der Raum des Ta¨ters hat einen erheblichen Einfluss auf die Begehung der Tat.
Je nach Raum und seiner Struktur hat der Ta¨ter die Mo¨glichkeit, ein entspre-
chendes Opfer zu finden, den Ort fu¨r die To¨tung zu wa¨hlen und die Leiche zu
verbergen. Alle Orte der Taten strukturieren den Raum.
Unabha¨ngig von den Mo¨glichkeiten des Raumes, insofern sie fu¨r den Ta¨ter zur
Verfu¨gung stehen, sind aus dem ra¨umlichen Vorgehen Ru¨ckschlu¨sse auf den
Ta¨ter und sein Verhalten zu ziehen. Die Merkmale des Ta¨ters schlagen sich in
einem fu¨r ihn charakteristischen ra¨umlichen Verhalten nieder. Werden aufgrund
des ra¨umlichen Vorgehens Ru¨ckschlu¨sse auf die Merkmale des Ta¨ters gezogen,
wird vorausgesetzt, dass Handlungen eines Ta¨ters durch den Lebensraum und
die darin implizierten Alltagsroutinen gepra¨gt sind. Es ist anzunehmen, dass
der Ta¨ter bei einem To¨tungsdelikt auf die ihm allta¨glich zur Verfu¨gung stehen-
den oder zumindest bekannten Ressourcen im Raum zuru¨ckgreifen wird. Dies
ko¨nnte dem Ta¨ter das fu¨r die Begehung der Tat no¨tige Gefu¨hl der Sicherheit
geben.
Die untersuchten Fa¨lle von Serienta¨tern stammen aus der Studie ”Geographi-
sche Verhaltensmuster bei Serien-Sexualmo¨rdern”von S. Harbort (2006). Als
Serien- Sexualmo¨rder kommt demnach nur ein sexuell motivierter Ta¨ter mit
mindestens zwei voneinander unabha¨ngig begangenen Taten in Frage. Von 1965
bis 2005 stehen 49 Ta¨ter fu¨r die Untersuchung zur Verfu¨gung. Es geht bei dieser
Untersuchung nur um die Ermittlung ra¨umlicher Charakteristika, eine brauch-
bare Klassifikation ist aufgrund der geringen Fallzahl nicht zu erwarten und
durchzufu¨hren. Allein aufgrund des betrachteten Zeitraums (1965-2005) ist das
Ziel der Anwendung der Formanalyse in dieser Arbeit auf die Brauchbarkeit des
Verfahrens beschra¨nkt.
8.3 Elektronische Nasen
Elektronische Nasen werden in der Lebensmittelindustrie eingesetzt. Neuere An-
wendungen werden in Kooperation mit der Universita¨t Kassel im Bereich Ge-
ruchsbestimmung in der Kanalisation und Detektion von Sprengstoff und Dro-
gen durchgefu¨hrt. Bei Geruch gibt es die quantitative Maßeinheit GE/m3. Eine
Geruchseinheit entspricht dabei der Menge von Geruchsstoffen in 1 m3 Neu-
tralluf,t die an der Geruchsschwelle eine Geruchswahrnehmung auslo¨sen laut
entsprechender DIN-Norm [14]. Die Einheit ist somit genormt.
Die qualitative Geruchsbelastung konnte bisher nicht genau beschrieben werden.
Doch erst durch die Beschreibung des qualitativen Geruchs sind Aussagen u¨ber
die Geruchssubstanz mo¨glich. Die Formanalyse bietet einen mo¨glichen Ansatz,
nicht nur die Quantita¨t, sondern auch die Qualita¨t von Geruch mathematisch
zu beschreiben.
Dafu¨r sind die jeweils spezifischen Gase u¨ber Elektronische Nasen messbar. Ei-
ne Elektronische Nase besteht aus mehreren Sensoren. Jeder Sensor misst ein
spezifisches Gas oder Verbindung. Die Messung erfolgt u¨ber die A¨nderung des
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elektrischen Widerstands oder der Frequenz des Sensors durch die angelagerten
Gase. Fu¨r die Verwendung Elektronischer Nasen sind die Sensorsignale fu¨r den
Anwender hinsichtlich der Erkennung einer Geruchssubstanz zu deutenn. Das
Sensorsignal an sich nu¨tzt dem Anwender ohne entsprechende Deutung des ein-
zelnen Sensors oder mehrerer Sensoren als Profil nichts.
Im Bild 8.2 ist die unserer Untersuchung zugrundeliegene Elektronische Nase
abgebildet. Ihr Messprinzip beruht auf die A¨nderung des elektrischen Wider-
stands.
Abbildung 8.2: Beispiel einer Elektronischen Nase von Airsense: Pen 2
8.3.1 Beschreibung der Geruchsqualita¨t durch Unterschei-
dung von Standorten
In unserer ersten Anwendung galt es, das Geruchsprofil aus der Kanalisation
von den Geruchsprofilen im la¨ndlichen Raum zu differenzieren. Hierfu¨r wurden
Messungen mit der Elektronischen Nasen am Emscher Kanal vorgenommen und
mit den Messungen bei Schweinegu¨lle und Biogas verglichen, wie dies in Giebel,
Franke, Frechen (2008) vorgestellt wurde [27]. Die ersten vorgestellten Ergeb-
nisse weisen schon auf eine Brauchbarkeit des Verfahrens hin, die Qualita¨t der
Geru¨che in Form eines Profils aus mehreren Sensoren differenzieren zu ko¨nnen.
8.3.2 Detektion von Drogen und Sprengstoff u¨ber die Ge-
ruchsqualita¨t
Nicht die Intensita¨t des Geruchs, sondern die Qualita¨t des Geruchs bietet die
Mo¨glichkeit gefa¨hrliche und illegale Substanzen zu detektieren. Polizeispu¨rhunde
ko¨nnen nur eine sehr begrenzte Zeit zur Suche nach Sprengstoffen und Drogen
eingesetzt werden. Fu¨r die U¨berwachung des o¨ffentlichen Raums wie Flugha¨fen,
Bahnho¨fe, Gerichtsgeba¨ude, Strafanstalten, Polizeistationen und bei politischen
Anla¨ssen ist daher eine kontinuierliche Detektion von Sprengstoffen und Drogen
no¨tig.
Allein in Nordhessen handelt es sich um mehr als 100 Einsa¨tze zur Sprengstof-
ferkennung pro Jahr. Eine Detektion von Sprengstoffen und Drogen ist u¨ber die
Umgebungsluft und die in der Luft enthaltenen spezifischen Gase mo¨glich. Fu¨r
99
die Interpretation der Sensorsignale sind erstens Messungen mit Sprengstoffen
und Drogen durchzufu¨hren und zweitens ein Verfahren zu entwickeln, dass bei
weiteren Messungen zumindest die Wahrscheinlichkeit fu¨r das Vorhandensein
eines Sprengstoffs oder Drogen angibt.
Fu¨r jede Geruchssubstanz ergibt sich ein zweidimensionales Profil. Fu¨r die Ver-
wendbarkeit dieses Profils sind weitere Messungen mit den entsprechenden Sto¨rsubstanzen
no¨tig. Einige Sto¨rsubstanzen ko¨nnen den Geruch vo¨llig maskieren. Dieser Mas-
kierungsvorgang ist durch Verfeinerung der Messtechnik noch zumindest zu er-
schweren. Die Formanalyse kann in diesem Fall nur zur Pru¨fung der Signifikanz
des gemessenen Profils dienen. Bisher reicht jedoch die Anzahl an Messungen
aufgrund der Vergleichbarkeit der Messung, der zu untersuchenden Sto¨rstoffe
etc. noch nicht aus (n = 40), um ein entsprechendes Detektionsverfahren zu
entwickeln.
Die folgende Abbildung 8.3.2 zeigt mehrere Geruchsprofile von Sprengstoffen.
Abbildung 8.3: Geruchsprofile von Sprengstoffen
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8.3.3 Bestimmung der Geruchsquantita¨t bzw. Geruchsbe-
lastung
Die Abwasserkonditionierung durch Dosierung mit Chemikalien in Abwasser-
kana¨len dient dem aktiven Korrosionsschutz und ist eine Mo¨glichkeit zur Begren-
zung der Geruchsstoffbelastung im Abwasser. Die normalerweise verwendeten
Chemikalien wirken oxidierend, das heißt, sie verhindern ein Anfaulen des Ab-
wassers oder transformieren die Geruchsstoffe, z.B. Sulfide in eine bezu¨glich des
Geruchs nicht mehr wahrnehmbare unlo¨sliche Verbindung (Fa¨llung zu Schwe-
feleisen FeS), so dass Schwefelwasserstoff H2S, einer der wichtigsten, starken
Abwasser-Geruchsstoffe gebunden wird. Die Dosierung erfolgt entweder kon-
stant oder gesteuert und basiert auf der Erfahrungen.
Steuerparameter sind z.B. der Abwasser-Durchfluss oder die H2S-Konzentration
in der Kanalluft (also in der Gasphase). Eine Bewertung der Kanalluft als
Grundlage der Dosierung ist jedoch nicht immer zielfu¨hrend, zum Teil ist auch
das Potential im Abwasser zu beru¨cksichtigen.
Grundlage fu¨r die wirtschaftliche Regelung einer Chemikaliendosierung zur Sulfid-
und Geruchsstoffminderung im Abwasser ist eine optimierte bedarfsorientierte
Abwasserbehandlung. Das bedeutet, dass eine teure U¨berdosierung in Zeiten
geringer Sulfid- und/oder Geruchsbelastung vermieden wird, was die Kosten
infolge Chemikalieneinsatz minimiert, und dass in Zeiten hoher Belastungen
Chemikalien in ausreichendem Umfange eingesetzt werden, um Korrosion und
Probleme infolge Geruch zu vermeiden und insoweit mo¨gliche Folgekosten ent-
weder aus baulichen Sanierungsnotwendigkeiten oder aus Kosten, die sich im
Zusammenhang mit Maßnahmen zur Geruchsbeka¨mpfung oder auch dem Ver-
lust an Ansehen in der Bevo¨lkerung ergeben.
Eine optimale Dosierung muss zwei Bedingungen erfu¨llen, zum einen die Ver-
wendung von so wenig Dosiermittel wie no¨tig und und zum anderen die Ver-
wendung einer immer ausreichenden Dosiermenge bzw. die Wahl der geeigneten
Chemikalie, um indirekte Kosten aufgrund von Beschwerden oder Instandset-
zungsmaßnahmen einzusparen.
Beides ist nur mit einer prozessgesteuerten Dosierstrategie und einer quasi-
online Messung von Sulfid- und Geruchsstoﬄkonzentration zu erreichen. Daher
mu¨ssen fu¨r die Bestimmung des Geruchs anstelle von Probanden Multisenso-
rarrays eingesetzt werden. Ein angepasstes mathematisches Modell bewertet die
Rohwerte des Multisensorarrays in Bezug auf ”Geruch” und scha¨tzt die vorhan-
dene Geruchsbelastung.
In der folgenden Abbildung ist einer der mo¨glichen Einsatzorte dargestellt:
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Abbildung 8.4: Kanalabschnitt mit Geruchsbelastung
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Kapitel 9
Auswertung der Daten
9.1 Nierentumore bei Kleinkindern
9.1.1 Erfassung der Daten
Von mehr als 150 CDs konnte nur ein Teil der Patienten in die Erhebung ein-
gehen. Grundlage der Entscheidung war die Brauchbarkeit des Bildmaterials.
Patienten, bei denen zu wenig Bildmaterial vorlag oder die Bildqualita¨t einer
u¨ber die Sequenz durchga¨ngigen Erfassung des Tumors entgegenstand, mussten
aus der Erhebung herausgenommen werden. Zu beachten ist, dass ca. ein Vier-
tel aller Patienten in Deutschland keine MRT-Aufnahmen haben und damit gar
nicht erst als CD vorliegen ko¨nnen.
Die Daten der 111 erfassten Patienten sind zuna¨chst in eine fu¨r die Formanalyse
verwendbare Form zu u¨berfu¨hren. Allein bei der Erfassung ist darauf zu achten,
dass fu¨r alle Patienten die Landmarken in vergleichbarer Weise erfasst werden
ko¨nnen. Fu¨r 3 Patienten konnte keine Diagnose ermittelt werden. Davon war 1
Patient mittlerweile bereits verstorben. Das Alter der Patienten zum Zeitpunkt
der Aufnahme des MRT liegt bei 4 Jahren und 2 Monate.
Die Gruppe der erfassten Patienten setzt sich aus 85 Nephroblastomen (78, 7%)
zusammen und aus 23 Nicht-Nephroblastomen (21, 3%). Damit entspechen die
Anteiile einem Jahrgang von zu diagnostizierTumoren in der Uniklinik Heidel-
berg. Unter den Nicht-Nephroblastomen befinden sich 9 Neuroblastome, einer
davon mit zwei Knoten in der Na¨he des Pankreas, 4 Klarzellensarkome, 5 Nie-
renzellkarzinome, 2 Rhabdoidtumore und 1 nicht na¨her diagnostiziertes Nicht-
Nephroblastom. Gerade die mathematisch verwertbare Erfassung der Tumore
erweist sich als a¨ußerst schwierig. Die Qualita¨t der Aufnahmen ha¨ngt vom Gera¨t
und vom Klinikum ab.
Jeder Tumorrand wurde in Absprache mit Herrn Privatdozent Dr. JP Schenk
(Referenzradiologe der Nephroblastomstudie SIOP 2001 / GPOH ) ermittelt.
Trotzdem ist von einer gewissen medizinsichen Unscha¨rfe bei der Einscha¨tzung
des Tumorgewebes auszugehen. Eine exakte Messung ist anhand des Bildmateri-
als und aufgrund des Untersuchungsgegenstandes (Diskriminierung des Tumor-
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randes anhand visuell wahrgenommenen Intensita¨tsdiferenzen zwischen Tumor-
gewebe, Tumorkapsel und benachbartes normales Ko¨rpergewebe) nicht mo¨glich.
Zuna¨chst sind alle Bilder im DICOM-Format zu einem dreidimensionalen Ob-
jekt zusammenzufu¨gen. Dies ist mit unterschiedlichen Programmen wie den hier
verwendeten 3D-Doctor [1] mo¨glich. In der Abbildung 9.1.1 ist eine solche Se-
quenz exemplarisch dargestellt. Daraufhin ist eine vergleichbare Erfassung der
Landmarken sicher zu stellen, um die Form als wirkliches Unterscheidungskrite-
rium der Tumore zu erhalten. Dass die Form nach Normierung und Zentrierung
im Vergleich zur Gestalt nach Zentrierung etc. das geeignete Entscheidungskri-
terium ist, wurde bereits in der Vorabuntersuchung [38] festgestellt. Zusa¨tzlich
zu den bisher zur Herstellung der Vergleichbarkeit verwendeten Verfahren wird
erstmalig die Reflexion eliminiert. Das bedeutet, dass alle Tumore nach rechts
gespiegelt werden. Gerade im dreidimensionalen Bereich zeigt sich die Bedeu-
tung der an dem Tumor angrenzenden Organe. Im zweidimensionalen Bereich
konnte noch bei den vorliegenden Daten von einem Kreis ausgegangen werden.
Von einer Kugelhaftigkeit kann, sobald die anderen Organe die Form bedingen,
nicht mehr oder nur sehr bedingt gesprochen werden.
Fu¨r die Implementierung geeigneter mathematischer Verfahren und die Auswer-
tung wird dann Mathematica 5.0 und SPSS 14 verwendet.
Abbildung 9.1: Bilderserie des Tumors nach der Magnetresonanztomographie
Im 1.Schritt sind in allen Bildern einer Sequenz der jeweilige Tumor zu mar-
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kieren und zu extrahieren. Dadurch ergibt sich allein schon bei der Erfassung
durch die Unterschiede in der Qualita¨t der Bilder eine je nach Bild verschiedene
Unscha¨rfe des Tumorrands.
Aus jedem der Bilder wird im 2.Schritt der Tumor extrahiert. Es ergeben sich
Schichten. Die Dicke der Schicht ergibt sich aus den Angaben der Magnetre-
sonanztomographie1. Die Schichten werden zu einem dreidimensionalen Objekt
zusammengefu¨gt.
Abbildung 9.2: 3D-Darstellung des Tumors
Im 3.Schritt werden alle Eckpunkte, die zur Beschreibungen des dreidimensio-
nalen Objekts wie in Abbildung 9.10 beno¨tigt werden, erfasst. Diese Eckpunkte
werden allesamt auf den dreidimensionalen Schwerpunkt zentriert. Das Zentrum
des nun zu untersuchenden Objekts liegt im Ursprung. Es gibt keine mehr zu
beachtenden Unterschiede hinsichtlich der Lage des Tumors.
1 Anmerkung: Vgl. Bildinformation in Voxel zu Pixel bei: [53]
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Im 4.Schritt wird der Tumor in den abgestumpften platonischen C60-Ko¨rper
eingebettet, wie in Abbildung 9.3. Das Zentrum des platonischen Ko¨rpers
stimmt mit dem Tumor u¨berein.
Abbildung 9.3: Einbettung des Tumors in den platonischen C60-Ko¨rper
Im 5.Schritt werden die 60 Landmarken ermittelt. Die 60 Landmarken er-
geben sich als Schnittpunkte der Linien vom Zentrum zum Eckpunkt mit der
Oberfla¨che des Tumors. Dabei wird der na¨chstliegende Eckpunkt als Landmarke
zur Beschreibung des Tumors gewa¨hlt.
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In der vorher von mir im Rahmen der Diplomarbeit durchgefu¨hrten Unter-
suchung [32] wurde lediglich ein Bild aus der Sequenz gewa¨hlt, welches dem
Schwerpunkt des Tumors am na¨chsten kam. Um den Schwerpunkt herum wur-
den 24 Landmarken erfasst, dargestellt in Abbildung 9.4.
Abbildung 9.4: Einzeichnen des Randes und der Geraden in 15◦ Absta¨nden
durch den Ursprung
Die Reflexion wurde damals nur in der Transversalansicht des Tumors be-
achtet, nicht bereits wie in der vorliegenden Untersuchung bereits in der Fron-
talansicht. Grund dafu¨r war die besta¨tigte Annahme, dass es sich bei den damals
erhobenen Nephroblastomen im Zweidimensionalen noch um Kreise handelt [32].
9.1.2 Test auf Unterscheidbarkeit der Gruppen
Um die Unterscheidbarkeit der Gruppen sicher zu stellen, wird das Rauschen
aus den Daten entfernt durch schrittweise Minimierung der Varianz in den Da-
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ten. Dies wird fu¨r alle Patienten und erhobenen Landmarken in gleichem Maß
durchgefu¨hrt. Nach Normierung und Zentrierung ist dies durch das Neurona-
le Netz entsprechend durchzufu¨hren. Der Mittelwert wird aus den gewichteten
Landmarken berechnet. Alle Objekte werden so transformiert, dass die Varianz
mit jedem Schritt geringer wird.
Abbildung 9.5: Minimierung der Varianz durch das Neuronale Netz
Fu¨r die Minimierung wird im Folgenden nach Normierung und Zentrierung
nur eine Iteration durchgefu¨hrt. Der Mittelwert wird aus den Landmarken be-
rechnet. Die Landmarken wiederum werden entsprechend fu¨r die Verringerung
der Varianz um 910 vera¨ndert. Die Beweglichkeit der Landmarken nimmt da-
durch ab. Die Scha¨rfe des Bildes nimmt entsprechend zu.
Dabei ist zu beachten, dass die Minimierung nicht unbedingt zu einer Verbes-
serung der Differenzierbarkeit beitra¨gt. Bereits in den ersten Untersuchungen
unserer Daten konnte fu¨r 74 vergleichbare Tumore (69 Nephroblastome und 5
Neuroblastome) die entsprechenden u0-Werte fu¨r die Richtung Nephroblastome
versus Neuroblastome berechnet werden.
Der u0-Wert, der vom Neuronalen Netz berechnet wird, liegt zwischen 0 und
188. Es zeigt sich gerade beim Neuronalen Netz, dass nicht mit jedem Schritt
der Minimierung der Varianz ein geringerer u0-Wert erreicht wird.
Der alternative Ansatz ist es zusa¨tzlich zur Minimierung der Varianz bei Berech-
nung einen weiteren Parameter zu Differenzierung der Gruppen zu verwenden
wie den u0-Wert.
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Abbildung 9.6: u-Werte nach jeder Iteration des Neuronalen Netzes
Mittlere Form in der Frontalansicht
Bei der Pru¨fung der mittleren Form der Nephroblastome versus der Nicht-
Nephroblastome ergibt sich bereits fu¨r die mittlere Form der Nephroblastome
in Abbildung 9.7 ein u0-Wert von 270. Wird dieser verglichen mit weiteren
199 zufa¨llig gezogenen 85 Objekten von insgesamt 108, so liegt der niedrigster
u-Wert bei 275 und der ho¨chste bei 721. Maximal mo¨glich ist ein u-Wert von
85·23 = 1955. Der niedrige maximale u-Wert deutet auf eine geringe Variabilita¨t
der Tumore insgesamt hin. Der p-Wert liegt damit bei 0, 005.
Abbildung 9.7: Mittlere Form der Nephroblastome
In der Richtung Nicht-Nephroblastome versus Nephroblastome ergibt sich
ein u0-Wert von 691 fu¨r die in Abbildung 9.8 abgebildete mittlere Form. Eben-
falls wird dieser mit 199 weiteren Werten verglichen und es ergibt sich der vierter
Rang in eine Menge von 200 u-Werten, die zwischen 427 und 1257 schwanken.
Der p-Wert liegt damit bei p = 0, 02. Es ergibt sich in beide Richtungen somit
ein signifikantes (α = 0, 05) Ergebnis.
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Abbildung 9.8: Mittlere Form der Nicht-Nephroblastome
Fu¨r die Gruppe der Nicht-Nephroblastome stellt sich die Frage, ob die-
se Gruppe noch in weitere Gruppen zu differenzieren ist (Klarzellensarkome,
Rhabdoidtumore, Angiomyolipome, Neuroblastome und Nierenzellkarzinome).
Die neun Neuroblastome erreichen einen u0-Wert von 45. Der maximale u-Wert
betra¨gt 14 · 9 = 126.
Ebenfalls wird dieser mit 199 weiteren Werten verglichen und es ergibt sich der
erste bzw. der fu¨nfte Rang in eine Menge von 200 u-Werten, die zwischen 45
und 77 schwanken. Der p-Wert liegt damit bei p = [0, 02; 0, 025].
Die u¨brigen Nicht-Neuroblastome haben einen u0-Wert von 53. Mit 199 weiteren
Werten ergibt sich der 75. bzw. der 136. Rang in eine Menge von 200 u-Werten,
die zwischen 49 und 80 schwanken. Der p-Wert liegt damit bei p = [0, 375; 0, 69].
Erwartungsgema¨ß taugt die ”mittlere Form”der a¨ußerst heterogenen Restgrup-
pe nicht zur weiteren Differenzierung.
Fu¨r die Gruppe der fu¨nf Nierenzellkarzinome ergibt sich ein u0-Wert von 41. Be-
zogen auf die weiteren 199 Werte, die zwischen 36 und 50 liegen, theoretisch bei
maximal 90, ergibt sich ein Rang von 84 bzw. 152. Der p-Wert liegt damit im
Intervall [0, 42; 0, 76]. Die Gruppe der 18 Nicht-Nierenzellkarzinome innerhalb
der Nicht-Nephroblastome hat einen u0-Wert von 50. Die u-Werte schwanken
zwischen 48 und 52 und der entsprechend der Ra¨nge gebildete p-Wert liegt im
Intervall [0, 365; 0, 78].
Fu¨r die vier Klarzellensarkome ergibt sich ein u0-Wert von 27. Die weiteren 199
u-Werte bewegen sich zwischen 18 und 45, theoretisch liegt der maximale Wert
bei 76. Es ergibt sich ein Rang zwischen 118 und 123 und ein p-Wert zwischen
[0, 59; 0, 615]. Die Nicht-Klarzellensarkome erreichen einen u0-Wert von 55. Ihr
p-Wert liegt gema¨ß der Ra¨nge zwischen [0, 46; 0, 655].
Bei einer Fallzahl von weniger als oder gleich zwei Fa¨llen stellt sich nicht nur
die Frage der Generalisierbarkeit, sondern auch die Frage der Eignung des Algo-
rithmus, der bei zwei Formen lediglich den bekannten aritmetischen Mittelwert
berechnet. Daher werden die ”mittlere Form”der Rhabdoidtumore, des Anglio-
myopoms und eines nicht genauer diagnostizierten Nicht-Nephroblastom nicht
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berechnet und gepru¨ft.
Tabelle 9.1: Ergebnis der Unterscheidung der Nephroblastome von
den Nicht-Nephroblastomen
Mengen Unterscheidung der Arten
Tumorart 1 Tumorart 2 u0 m= m< p− Intervall
Nephroblastom “Nicht-Nephroblastom” 270 0 0 0.005
“Nicht-Nephrpblastom” Nephroblastom 691 0 4 0.02
m=: Anzahl der Permutationen, bei denen der gleiche u-Wert sich ergibt; m<: Anzahl der
Permutationen, bei denen ein niedrigerer u-Wert vorliegt. Angabe des Intervalls fu¨r den p-
Wert der Anfangshypothese u¨ber den niedrigsten und ho¨chsten Rang des u0- Wertes
Wird der Algorithmus mit dem Entscheidungsbaum und der Zielgro¨sse Dia-
gnose kombiniert, so ist der erste Ast fu¨r die Unterscheidung Nephroblastome
versus Nicht-Nephroblastome zu verwenden. Eine weitere Unterscheidung er-
folgt dann in der Gruppe der Nicht-Nephroblastome und zwar nur hinsichtlich
der Neuroblastome.
Demnach ist das relevanteste Merkmal die ”mittlere Form” der Nephroblasto-
me, gefolgt von der der Neuroblastome. Weitere mittlere Formen eignen sich
nicht. Somit besta¨tigen sich die ersten Ansa¨tze einer Focussierung auf die bei-
den Tumorarten Nephroblastome und Neuroblastome, wie dies bereits mehrfach
von uns vermutet wurde [33].
Der Test der ”mittleren Form” der Nephroblastome wird zusa¨tzlich unter
Beachtung der Varianz der Distanzen durchgefu¨hrt. Dabei wird die Bedingung
fu¨r eine Erho¨hung des u-Wertes vera¨ndert. Das Objekt, welches zur Gruppe der
Nephroblastome geho¨rt, muss eine ho¨here Distanz von der ”mittleren Form” und
die addierte 20%ige Standardabweichung aufweisen. Es ergibt sich ein u0-Wert
der Nephroblastome von 217 und entsprechend wieder ein p-Wert von 0, 005.
Varianz
Wie bereits im Ansatz des einstigen Tests von Ziezold(1994) [90] beschrieben,
kann sich das Ergebnis auch als Folge der unterschiedlichen Varianz in den bei-
den Gruppen ergeben. Dies ist allein durch die erstmalige Einbeziehung der
Standardabweichung nicht mehr der Fall.
Genauso kann auch die Varianz an sich gepru¨ft werden. Dafu¨r wird die mehr-
dimensionale Varianz verwendet. Sollte sich kein Unterschied in der Varianz
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Abbildung 9.9: Diagnoseschemata bei Nierentumoren von Kleinkindern
ergeben, spricht dies dafu¨r, dass der Unterschied der mittleren Form ein Ergeb-
nis der Differenzierbarkeit beider Gruppen darstellt.
Die Varianz ist bei einem F -Wert von 1, 1157 nahezu gleich in beiden Gruppen.
Der Rang des F -Wertes liegt außerhalb der Mo¨glichkeit die Nullhypothese einer
Gleichheit der Varianzen zu verwerfen.
Beispiel 36. Zur Veranschaulichung der Varianz und der mittleren Form wer-
den alle Tumordaten verwendet
Mehrdimensionale Varianz bei den erhobenenen Tumoren
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Im Vergleich dazu die ”mittlere Form” aller Tumore:
Mittlere Form bei den erhobenenen Tumoren
9.1.3 Test der Landmarken zur Unterscheidung der Grup-
pen
Wilcoxon-Test
Beim Wilcoxon-Test ergibt sich ein u+0 -Wert von 0 fu¨r die ”mittlere Form” der
Nephroblastome. Verglichen mit 199 weiteren Werten ergibt sich ein p-Wert von
1
200 . Maximal kann der Wert 3600 erreicht werden. Das wa¨re der Fall, wenn alle
Abweichungen der Landmarken der zur Bestimmung der ”mittleren Form” ver-
wendeten Objekte ho¨here Werte erreichen als die Mittelwerte der Distanz derer,
die nicht zur ”mittleren Form” verwendet wurden. Der Wert liegt in der Zufalls-
stichprobe zwischen 0 und 3600. Es handelt sich um ein signifikantes Ergebnis
der ”mittleren Form” der Nephroblastom nach dem so verwendeten Wilcoxon-
Test.
Explorativer Permutationstest
Um aus der Menge von 60 Landmarken relevante Landmarken zu erkennen,
werden zufa¨llig 5 Landmarken aus der Menge der 60 Landmarken gezogen und
die Fu¨nferkonfiguration mit dem niedrigsten u0-Wert gewa¨hlt. Dann wird die
Fu¨nferkonfiguration analog zum Test der ”mittleren Form” fu¨r die Differenzie-
rung der Objektgruppen gepru¨ft. Wenn von einer Gleichverteilung der u-Werte
ausgegangen wird, kann der entsprechende p-Wert aus dem Rang in der Liste
der u-Werte berechnet werden.
Bei 200 zufa¨llig gezogenen Fu¨nferkonfiguration, ergibt sich mit einem u-Wert
von 108 die Konfiguration {25, 40, 41, 43, 44}. Damit liegen die ausgewa¨hlten re-
levanten Landmarken im oberen Bereich des Ko¨rpers. Die Landmarken Richtung
Niere sind bei dieser Auswahl als weniger relevant einzuscha¨tzen. Das Ergebnis
in diesem Fall ist in Folge der Beachtung der Reflexion direkt in die Anwendung
zu u¨bertragen.
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9.1.4 Ergebnisse der Klassifikation
Bei der Klassifikation wird aufgrund der Gruppengro¨sse nur zwischen Nephro-
blastome und Nicht-Nephroblastome unterschieden. Erst mit der Klassifikation
anhand der vorliegenden Daten gelangt der Anwender auf die Ebene einer Dia-
gnose.
Entscheidungsba¨umen
Die Entscheidungsba¨ume sind mit dem ”Exhaustive-Chaid”-Algorithmus, im-
plementiert in SPSS 14, in der Lage, jeweils schrittweise bivariat die Kategorien
der erkla¨renden Variablen so zusammenzufassen, dass eine Klassifikation anhand
der Variablen ”Alter”, ”Lage des Tumors”(Links/Rechts) und der Distanz von
der mittleren Form der Nephroblastome zu der Diagnose ”Nephroblastom”bzw.
”kein Nephroblastom”vorgenommen werden kann.
Abbildung 9.10: Klassifikation mittels der Entscheidunsgba¨ume aller Tumore
anhand der Variablen ”Alter”, ”Lage des Tumors” und ”Distanz von der mitt-
leren Form”
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Die Distanz von der mittleren Form ist nach den Entscheidungsba¨ume die
entscheidende erkla¨rende Variable fu¨r die Zuordnung zu der Diagnose. Die Aus-
wertung der Lage des Tumors weist erheblich mehr Nephhroblastome auf der
linken Seite als auf der rechten hin.
Insgesamt werden 16 von 23 Nicht-Nephroblastome korrekt zugeordnet und 81
von 85 Nephroblastome. 89, 1% ko¨nnen somit korrekt zugeordnet werden. Das
Verfahen ist daru¨ber hinaus in der Lage, auch mit fehlenden Werten durch die
Einordnung in die Kategorien sinnvoll und fu¨r den Anwender nachvollziehbar
umzugehen.
Diskriminanzanalyse
Die Diskriminanzanalyse nach Fisher ordnet anhand der Distanz in der Fron-
talansicht zur ”mittleren Form”der Nephroblastome, des Alters und der Lage
(Links-/Rechts) 19 von 21 der Nicht-Nephroblastome korrekt zu, sowie 82 von
82 Nephroblastomen. Insgesamt werden 98, 1% der Patienten richtig zugeord-
net.
Die standardisierten Funktionskoeffizienten betragen fu¨r das Alter 0, 109, fu¨r die
Lage 1, 693 und fu¨r die Distanz 1, 906. Da die Gruppenmittelwert fu¨r Nephro-
blastome bei 3, 255 und fu¨r Nicht-Nephroblastome bei −0, 834 liegen, bedeutet
dies, dass mit zunehmenden Alter, mit der rechten Lage des Tumors und ei-
ner sta¨rkeren Entfernung von der ”mittleren Form”der Nephroblastome eher
von einem Nicht-Nephroblastom auszugehen ist. Das Ergebnis des Modells ist
signifikant (Wilks λ = 0, 216, df = 3, χ2 = 131, 982)2.
Logistische Regression
Die Logistische Regression hat analog zur Diskriminanzanalyse die Distanz zur
”mittleren Form”der Nephroblastome, das Alter und die Lage des Tumors zur
Klassifikation zur Verfu¨gung. 20 von 21 der Nicht-Nephroblastome werden kor-
rekt zugeordnet, sowie 81 von 82 Nephroblastomen. Insgesamt werden ebenfalls
98, 1% der Patienten richtig zugeordnet.
Analog zur Diskriminanzanalyse stellt sich die Vera¨nderung mit der Distanz zur
”mittleren Form”der Nephroblastome (unstandardisiertes Chancenverha¨ltnis:
0, 00075) ein, mit der Lage (unstandardisiertes Chancenverha¨ltnis: 0, 00017 und
schließlich mit dem Alter in Tagen (unstandardisiertes Chancenverha¨ltnis:
0, 998834). Signifikant (p < α = 0, 05) sind im Modell die Lage des Tumors und
die Distanz. Das Modell erkla¨rt mit Nagelkerkes R2 = 0, 958 die Unterschiede
zwischen den beiden Gruppen3.
2 [3], S.173
3 [3],S.133
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Mehrschichtiges Perzeptronennetz in Kombination mit der Formana-
lyse
Zuna¨chst wird analog zu den obigen Verfahren das Neuronale Netz zur Klas-
sifikation verwendet. Es ergibt sich nach wenigen Durchga¨ngen nur noch eine
Fehlklassifikation (Anzahl der versteckten Neuronen=1 und Iterationen =10).
Der 89.te Patient wird fa¨lschlich der Kategorie ”Nicht-Nephroblastom” zuge-
ordnet.
Bei der Anwendung Neuronaler Netze sind die Einstellungsparameter zu beach-
ten. Bei bestimmten Einstellungen bleibt das Neuronale Netz in einem lokalen
Minimum ha¨ngen. Die Gewichtsvera¨nderungen reichen dann nicht mehr aus, um
das lokale Minimum zu verlassen. Das Potential Neuronaler Netze, eine Zuord-
nung zwischen Ein- und Ausgabe zu finden, liegt generell bei entsprechender
Betrachtung nichtlinearer Abha¨ngigkeiten und Wechselwirkungenu¨ber dem der
Diskriminanzanalyse und der Logistischen Regression.
Das bereits in Abschnitt 6.4 beschriebene und nicht im Vergleich zu den obi-
gen Verfahren stehende Vorgehen wird nun nur fu¨r die Distanz zur ”mittleren
Form”der Nephroblastome angewandt. Angesichts der Fallzahl der u¨brigen Dia-
gnosen ist auch bei der Verwendung Neuronaler Netze eine Aussage, die bei den
einzelnen Arten der Nicht-Nephroblastome u¨ber die vorliegenden Daten hinaus
zu verwenden ist, nicht zu erwarten.
Dabei werden alle 60 Landmarken einzeln gewichtet und der Anwendung genu¨ge
getan, die davon auszugehen hat, dass nicht jede der Landmarken eine gleiche
Relevanz fu¨r die Klassifikation aufweist. Die Gewichtung der Landmarken kann
fu¨r den Anwender zur Deutung herangezogen werden. Um Vera¨nderungen der
Gewichtungen je nach zufa¨llig initialisierten Startwerte zu vermeiden, wird auf-
grund fehlender Kenntnis des Tumorgewebes von einer gleichen Gewichtung
ausgegangen. Bei diesem Vorgehen ko¨nnen nach 20 Iterationen 98 Patienten
korrekt zugeordnet werden. Alle Landmarken in Form des summierten Abstan-
des von der ”mittleren Form”werden in der endgu¨ltigen Zuordnung in gleichem
Umfang gewichtet.
Neuronale Netze ko¨nnen im Gegensatz zu den obigen Verfahren auch mit einer
gro¨sseren Datenmenge an erkla¨renden Variablen umgehen, da sie keinen Ver-
teilungsannahmen zu genu¨gen haben. Sie sind jedoch auch nicht in der Lage,
die Gu¨te des Modells anzugeben. Diese ist nur durch entsprechende Datensplits
mo¨glich. Angesichts der Gro¨ße des Datensatzes und der Heterogenita¨t der Nicht-
Nephroblastome wird kein Datensplit vorgenommen.
P-KFA
Die P-KFA ist bei der Klassifikation insbesondere dann von Nutzen, wenn
zusa¨tzlich zu den stetigen auch diskrete Merkmale zu verwenden sind. Die Logis-
tische Regression, die Diskriminanzanalyse und das Mehrschichtige Perzeptro-
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nennetz verarbeiten die nominal skalierten Variablen wie die stetigen. In dem
Fall der P-KFA wird das Alter in Kategorien verwendet. Wa¨hrend laut der
Medizin bei der Diagnose der Nierentumore im Kindesalter das Geschlecht un-
beachtet bleiben kann [9], ist gerade bei der Diagnose der Nierenzellkarziome
das Alter zu beru¨cksichtigen. Um nicht zu der Entscheidung zu gelangen, alle
Patienten ab einem bestimmten Alter zu einer der Kategorien von Tumorar-
ten zuzuordnen, wird die Kombination des Alters mit der Distanz verwendet.
Daru¨ber hinaus wird die Lage des Tumors (Links : ”1”, Rechts: ”2”) verwendet,
da nicht alle Organe wie die Milz symmetrisch im Ko¨rper auf beiden Seiten
anzutreffen sind.
Da bei Kindern zwischen dem 9. und 15.Lebensjahr von Nierenzellkarzinomen
ausgegangen werden kann [78], wird die Schwelle bei 9 Jahren angesetzt und
die Schwelle fu¨r die Distanz zur mittleren Form bei 0, 5. Das bedeutet, dass alle
Werte u¨ber bzw. gleich der Schwelle der Kategorie ”2” zugeordnet werden und
alle Werte unterhalb der Kategorie ”1”. Es ergibt sich folgende Tabelle unter
Verwendung des Programms [75]:
Tabelle 9.2: Patientenprofile
Patientenprofil Bewertung
Ha¨ufigkeit p-Wert
111x1 0 1
111x2 2 0,039977
112x1 0 1
112x2 2 0,039977
121x1 2 0,632210
121x2 0 1
122x1 1 0,992480
122x2 2 0,104891
211x1 7 0,985249
211x2 5 0,065343
212x1 0 1
212x2 2 0,039977
221x1 29 0,000371
221x2 0 1
222x1 43 0,175747
222x2 8 0,122420
Profil: alter, distanz, lage x nephroblastom
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Nach der Bonferoni-Adjustierung α/(24) = 0, 003125 ergibt sich nur das Pro-
fil 221 als signifikant der Kategorie ”1” zuzuordnen. Patienten mit einem Alter
u¨ber 9 Jahre, einer Distanz von der mittleren Form geringer als 0, 5 und auf der
linken Seite gelegen, sind eher verglichen mit der Ha¨ufigkeit des Auftretens der
Tumorarten als Nephroblastome zu klassifizieren. Damit bietet dieses Verfahren
erstmalig eine Mo¨glichkeit die Gruppe der a¨lteren Patienten zu differenzieren.
9.2 Ra¨umliche Analyse bei Serienmo¨rdern
9.2.1 Erfassung der Daten
Der Raum, der durch das Handeln des Ta¨ters gepra¨gt wird, ist durch drei zeit-
lich aufeinanderfolgende Handlungen innerhalb des jeweiligen To¨tungsdeliktes
beschrieben:
1. Begegnungsort mit dem Opfer
2. Tatort
3. Leichenfundort
Der Ausgangspunkt fu¨r die Orte ist der Ankerpunkt des Ta¨ters. Der Anker-
punkt ist durch den Lebensraum des Ta¨ters bestimmt. Von diesem Punkt aus
kann er seine Tat begehen. Ankerpunkte ko¨nnen die Wohnung des Ta¨ters, die
Arbeitsstelle, sowie die Wohnung seiner Prima¨rfamilie (Kinder, Eltern, Partne-
rin) sein. Es kann sich aber auch um Ankerpunkte wie ein Ferienhaus oder ihm
aus Kindheit/Jugend usw. noch bekannte Orte handeln.
Mit den bisher verwendeten mathematischen Verfahren wie dem χ2-Test wird
lediglich der Zusammenhang zwischen dem Abstand eines Ortes vom Anker-
punkt in Kategorien und den Auspra¨gungen des Ta¨ters untersucht. Es werden
nicht alle drei Orte gleichzeitig zur Ermittlung eines spezifischen Vorgehens des
Ta¨ters verwendet und die Bildung von diskreten Kategorien fu¨hrt zu einem In-
formationsverlust der stetig erfassten Merkmale.
Unbeachtet bleibt in der Regel bei den Untersuchungen von Serienmo¨rdern, dass
das Potential des Ta¨ters, sich im Raum zu bewegen, mit den anderen Ta¨tern
fu¨r eine Untersuchung vergleichbar zu sein hat. Werden die Daten unverarbei-
tet u¨bernommen, bleiben auch die Unterschiede in der Mobilita¨t des Ta¨ters
erhalten. Das bedeutet, dass bei der Gewinnung einer Aussage u¨ber eine be-
stimmte Ta¨tergruppe diese Aussage letztendlich nicht unbedingt auf eine die
Ta¨tergruppe bestimmende Auspra¨gung zuru¨ckzufu¨hren ist, sondern Folge der
Mo¨glichkeit und der Fa¨higkeit, sich im Raum zu bewegen.
Die Daten der 49 Serienmo¨rder liegen bereits zentriert auf den Ankerpunkt vor.
Um die eindimensionalen Entfernungen vom Ankerpunkt zweidimensional dar-
zustellen, wird die y-Koordinate des Begegnungsortes auf −1 gesetzt, die des
Tatortes auf 0 und die der x-Achse des Leichenfundorts auf 0. Dadurch ergibt
sich selbst im Falle eines ra¨umlichen Zusammenfallens aller drei Handlungsor-
te ein ra¨umliches Profil, ohne eine Vera¨nderung der numerischen Werte wie in
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der ersten von mir vorgenommenen Untersuchung [31]. Im Falle eines gleichen
Abstands von Ankerpunkt zum Begegnungsort und zum Leichenfundort, sowie
dem Zusammenfallen von Ankerpunkt und Tatort liegen alle drei Punkte auf
eine Linie.
9.2.2 Auswertung
9.2.3 Test auf Unterscheidbarkeit der Gruppen
Die Gruppen von Serienmo¨rdern ergeben sich aus den Eigenschaften des Ta¨ters,
der Tat und des Tathergangs. Die Polizei mo¨chte anhand des ra¨umlichen Vor-
gehens bei der ersten Tat Ru¨ckschlu¨sse ziehen ko¨nnen. Zumindest haben alle
sexuell motivierten Serienmo¨rder zwei und mehr voneinander unabha¨ngige Ta-
ten begangen. Demnach wa¨re es hilfreich schon durch das Begehen der ersten
Tat Eigenschaften des Ta¨ters, seiner Tat und seines Modus operandi zu ermit-
teln.
Zu erwa¨hnen ist bei der vorgenommenen Untersuchung, dass der Polizei nicht
unbedingt in jedem Fall bei der Ermittlung bereits alle drei Orte bekannt sind.
Tat 1
Zuna¨chst ist die Eigenschaft der Beziehung zu sehen. Fu¨r die Tat 1 ergibt sich
bei einer Beziehung zum Opfer (n = 15) ein u0-Wert von 277. Die weiteren 199
u-Werte schwanken zwischen 282 und 374. Der Rang des u0-Wertes ergibt sich
demnach zwischen 1 und 2 und der p-Wert [0, 005; 0, 01].
Abbildung 9.11: Mittleres ra¨umliches Profil bei der Tat Nr. 1 in der Gruppe der
Serienmo¨rdern mit Beziehung zum Opfer
Fu¨r diejenigen, die eine Beziehung zum Opfer hatten (n = 34) ergibt sich ein
u0-Wert von 147. Die weiteren 199 u-Werte schwanken zwischen 146 und 188.
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Der Rang des u0-Wertes ist 2 und der p-Wert 0, 01. Im Bild ist zu erkennen,
dass Tatort und Begegnungsort innerhalb dieser Untersuchung nahe beieinander
liegen, der Leichenfundort sich weiter davon entfernt.
Abbildung 9.12: Mittleres ra¨umliches Profil bei der Tat Nr. 1 in der Gruppe der
Serienmo¨rdern ohne Beziehung zum Opfer
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Die 6 jugendlichen Strafta¨ter (ju¨nger als 18 Jahre) haben einen u0-Wert von
108. Die weiteren 199 u-Werte schwanken zwischen 105 und 116. Der Rang des
u0-Wertes ergibt sich zwischen 12 und 15 und der p-Wert [0, 06; 0, 075].
Fu¨r die u¨brigen 43 Strafta¨ter (a¨lter als 18 Jahre) ergibt sich ein u0-Wert von 85.
Die weiteren 199 u-Werte schwanken zwischen 95 und 165. Der p-Wert ergibt
sich zu 0, 005.
Abbildung 9.13: Mittleres ra¨umliches Profil bei der Tat Nr. 1 in der Gruppe der
Serienmo¨rder a¨lter als 18 Jahre
Fu¨r die u¨brigen 43 Strafta¨ter (a¨lter als 18 Jahre) ergibt sich ein u0-Wert
von 85. Die weiteren 199 u-Werte schwanken zwischen 95 und 165. Der p-Wert
ergibt sich zu 0, 005.
Abbildung 9.14: Mittleres ra¨umliches Profil bei der Tat Nr. 1 in der Gruppe der
Serienmo¨rder ju¨nger als 18 Jahre
Das bedeutet, dass hinsichtlich des ra¨umlichen Profils von ju¨ngeren Ta¨tern
von einer tendenziellen Differenzierbarkeit (α = 0, 1) anhand des so im Zweidi-
mensionalen abgebildeten ra¨umlichen Profils gesprochen werden kann, wa¨hrend
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bei sexuell motivierten Serienmo¨rdern a¨lter als 18 von einem signifikanten Profil
gesprochen werden kann.
9.3 Sensordaten elektronischer Nasen
9.3.1 Messungen
Es stehen fu¨r die Untersuchung der Geruchsquantita¨t 115 olfaktometrische Mes-
sungen und die entsprechend zugeordneten Sensorsignale an einem Standort zur
Verfu¨gung. Fu¨r die Geruchsqualita¨t sind 86 Messungen an unterschiedlichen
Standorten vorhanden.
9.3.2 Test auf Unterscheidbarkeit der Gruppen
Mittlere Form
Hinsichtlich der Geruchsquantita¨t wird die Schwelle 1000 GE/m3 verwendet und
die Profile fu¨r u¨nter 1000 GE/m3u¨nd ”u¨ber/gleich 1000 GE/m3”hinsichtlich ih-
rer Differenzierbarkeit untersucht [?]. Fu¨r die Geruchsqualita¨t werden 34 Mes-
sungen an unterschiedlichen Standorten hinsichtlich ihres Geruchsprofils diffe-
renziert. Es ergibt sich fu¨r die Geruchsquantita¨t ”unter 1000 GE/m3” ein u0-
Wert von 1382 (n = 73). Die weiteren 199 u-Werte schwanken zwischen 1449
und 1618. Der Rang des u0-Wertes ist 1 und der p-Wert 0, 005.
Es ergibt sich fu¨r die Geruchsquantita¨t ”u¨ber/gleich 1000 GE/m3” ein u0-Wert
von 1282 (n = 42). Die weiteren 199 u-Werte schwanken zwischen 1405 und
1636. Der Rang des u0-Wertes ist 1 und der p-Wert 0, 005. Hinsichtlich der Ge-
ruchsquantita¨t wird die Schwelle 1000 GE/m3 verwendet und die Profile fu¨r
u¨nter 1000 GE/m3” und ”u¨ber/gleich 1000 GE/m3” hinsichtlich ihrer Differen-
zierbarkeit untersucht [?].
Abbildung 9.15: Mittleres Geruchsprofil bei u¨ber 1000 GE/m3(Dreieck) und alle
unterhalb
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Anhand des Bildes 9.15 wird erkennbar, dass nur fu¨r bestimmte Sensoren
eine Verwendbarkeit zur Bestimmung der vorgenommenen Kategorien von Ge-
ruch gilt. Die Profile sind sich aufgrund ihrer Messung an dem selben Standort
sehr a¨hnlich. Trotzdem ermo¨glichen sie auch nach Normierung eine Aussage zur
Geruchsquantita¨t. Dies la¨sst darauf schliessen, dass nicht nur der Ausschlag von
Sensorsignalen Aussagen zur Geruchsbelastung rechtfertigt, sondern bereits die
Konfiguration der Sensoren.
Fu¨r die Geruchsqualita¨t werden 86 Messungen an unterschiedlichen Standorten
hinsichtlich ihres Geruchsprofils differenziert. Bezu¨glich der Geruchsqualita¨t sind
die Standorte ”Bottrop 1”(n = 24) und ”Hilter”(n = 19) von den u¨brigen Ge-
ruchsprofilen zu differenzieren. Fu¨r den Standort ”Bottrop 1” ergibt sich ein
u0-Wert von 190. Die weiteren 199 u-Werte schwanken zwischen 297 und 895.
Der Rang des u0-Wertes ist 1 und der p-Wert 0, 005. Fu¨r das mittlere ”Ge-
ruchsprofil”der Standorte ”Nicht-Bottrop 1e¨rgibt sich ein u0-Wert von 632. Die
weiteren 199 Werte liegen zwischen 671 und 1051. Es ergibt sich in dieser Rich-
tung ebenfalls ein Rang von 1 und ein p-Wer von 0, 005.
Abbildung 9.16: Mittleres Geruchsprofil bei Bottrop 1 (Dreieck) und allen an-
deren Standorten
Es zeigen sich deutlich zwei verschiedene Geruchsprofile.
Fu¨r ”Hilter” ergibt sich ein u0-Wert von 427. Die weiteren 199 u-Werte schwan-
ken zwischen 421 und 491. Der Rang des u0-Wertes ist 11 oder 12 und der p-Wert
liegt zwischen [0, 055, 0, 06]. Damit ist das Geruchsprofil von ”Hilter”nicht signi-
fikant unterscheidbar von den u¨brigen Geruchsprofilen.
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Kapitel 10
Fazit
10.1 Formanalyse
In der vorliegenden Arbeit wurde die Formanalyse auf drei unterschiedliche Dis-
ziplinen angewandt. In allen drei Disziplinen ergaben sich nach Entwicklung ge-
eigneter mathematischer Verfahren fu¨r den Anwender verwendbare Ergebnisse.
Das Vorgehen bei der Datenerfassung und die Datenverarbeitung in den jewei-
ligen Disziplinen bieten Ansa¨tze fu¨r weitere Anwendungen.
Bei den Nierentumoren zeigte sich daru¨ber hinaus die Notwendigkeit mittels
Neuronaler Netze die Beweglichkeit der Landmarken durch die Minimierung
der Varianz zu verringern. Ohne diese Vorverarbeitung sind keine verwendba-
ren Ergebnisse im Bereich der Nierentumore allein aufgrund der Unscha¨rfe des
Bildmaterials zu erzielen.
Insgesamt wurde ein ga¨nzlich neues Gebiet in dieser Arbeit mit der Anwendung
auf dreidimensionale Daten angegangen. Die beschriebene dynamische Form-
analyse bietet im Weiteren den Ausblick fu¨r die vierdimensionalen Daten. Bei
diesem Ansatz sind die Art der Abha¨ngigkeiten zwischen Zeit und Landmarken
noch na¨her zu untersuchen und entsprechend anzugehen.
Generell sind in der angewandten Mathematik das Problem der Datenerfassung,
des Messfehlers und die Wahl eines geeigneten Modells zu sehen. Nur wenn alle
Bereiche angegangen werden, sind entsprechend verwendbare Ergebnisse in der
Disziplin zu erwarten.
10.2 Datenerfassung
Vor der Auswertung der Daten in den jeweiligen Disziplinen hat sich der Anwen-
der u¨ber die Art der Erfassung und die Vergleichbarkeit Gedanken zu machen.
Gerade die Formanalyse zeigt, wie wichtig der richtige Ansatz der Datenerfas-
sung ist, um entsprechend verwertbare Ergebnisse generieren zu ko¨nnen. Das
Vorgehen bei der Erfassung der Daten ist einer der wesentlichen Punkte der
vorliegenden Arbeit.
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Meist gibt es zu jedem Anwenderproblem geeignete mathematische Verfahren
oder zumindest Ansa¨tze fu¨r ein solches. Nur fehlt es an Daten, die fu¨r eine
Auswertung geeignet sind.
10.3 Ungewissheit der Messung
Der Ungewissheit der Messung kann gerade durch die Normierung und Zen-
trierung entgegengewirkt werden. Wenn der Fehler sich auf alle Landmarken
gleichermaßen auswirkt, hat er keinerlei Einflusss auf die Deutung der Form.
Daru¨ber hinaus ist der Test durch die Einbeziehung der Varianz entsprechend
erweitert worden. Selbst unter Beachtung der Varianz ergeben sich brauchbare
Ergebnisse.
Bei der Umrandung der Tumore kann genauso wenig von einer Exaktheit ge-
sprochen werden wie bei dem rekonstruierten Tathergang eines Serienmo¨rders
oder bei der Messung einer elektronischen Nase.
Das Gewebe des Tumors ist in einigen Bildern sehr unscharf und ha¨ngt vom
Kontrastmittel und vom Vorgehen bei der Bildgebung ab, die Rekonstruktion
des Tathergangs von den Beweisen und der Bereitschaft des Ta¨ters, Auskunft
u¨ber seine Tat zu geben und die Messung der elektronischen Nasen von den
Sto¨rstoffen in der Luft und den technischen Komponenten.
Allen aufgrund der Unsicherheit in der Messung kann es zu Ergebnissen kom-
men, die vom Anwender nur bedingt erkla¨rt werden ko¨nnen wie im Beispiel der
von mir vorgenommenen Auswertung der Ru¨ckfallverla¨ufe ohne Beachtung oder
Herausrechnen der Haftzeiten, die nur unzureichend dokumentiert werden [41].
10.4 Mathematische Verfahren
10.4.1 Selektion der Modelle
Die angewandte Mathematik hat die Aufgabe fu¨r die jeweiligen Probleme hin-
sichtlich der Daten und der Fragestellung geeignete Modelle zu entwickeln. Die
Selektion eines Modells ha¨ngt von den Annahmen ab. Je weniger der Anwender
weiß, desto eher hat er die Annahmen des jeweiligen Modells zu pru¨fen.
Insoweit der Anwender nur ein Modell anhand aller Daten entwickelt, ist er im
Bereich der ”Erkla¨rung”. Vorhersage ist nur dann mo¨glich, wenn die Annah-
men des Modells zutreffen. Letztendlich ist dies anhand unbekannter Daten zu
pru¨fen.
Die verwendeten Tests nehmen die in den Daten vorliegenden Verteilungen. Sie
sind besonders fu¨r den Fall geeignet, dass die Anzahl an Patienten nicht aus-
reicht, um Verteilungen zu pru¨fen. Nachteilig ist die erhebliche Rechendauer der
verwendeten Permutationstests.
Die Formanalyse hat sich als in vielen Bereichen anwendbar erwiesen. Sowohl
im Bereich der Medizin, der Kriminologie und der Auswertung der Sensordaten
konnte die vorliegende Arbeit die Verwendbarkeit der Formanalyse anhand der
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Beispiele besta¨tigen und die Ansa¨tze entsprechend der Disziplinen weiterentwi-
ckeln, sowie auf weiteres Potential wie in der dynamischen Formanalyse bei der
Auswertung hinweisen.
Im Allgemeinen ist immer zu beachten bei der Auswahl des Verfahrens die Eig-
nung hinsichtlich der einzugehenden Voraussetzungen (Verteilungsannahmen,
Skalierung etc.) und hinsichtlich der gewu¨nschten und beno¨tigten Ergebnisse
(Bestimmung einer Zielgro¨sse oder Gruppenbildung aus den Daten heraus), so-
wie die Anpassung des Verfahrens auf das Problem (Beachtung von Interaktio-
nen, Modellbildung anhand theoretischer Vorkenntnisse etc.). Die Fomanalyse
hat sich, insbesondere auch in erstmaliger Kombination mit anderen Verfahren,
in den beschriebenen Beispielen als geeignet erwiesen.
10.4.2 Vorhersage
Bei der Vorhersage sind in der Regel, Daten zu verwenden, die fu¨r die Model-
lerstellung noch nicht benutzt wurden. Meist wird die Vorhersage durch Daten-
splits modelliert, wie ich dies beispielhaft anhand von Sensordatem durchgefu¨hrt
habe [21]. Bei diesem Vorgehen stellen sich zwei Fragen, zum einen nach der
Ha¨ufigkeit der Datensplits und zum anderen nach dem dann zu verwendenden
Modell.
Gerade in dem Bereich der Medizin wa¨re die Prognosetauglichlkeit des hier
verwendeten Modells bei dem na¨chsten Jahrgang direkt zu pru¨fen anstatt Da-
tensplits zu verwenden. Bei den olfaktometrischen Messungen stellt sich die
Frage der Vergleichbarkeit von realer Vorhersage und der anhand der Daten
simulierten (nur Messungen morgens, nur zu einer Jahreszeit etc.). Bei den Se-
rienmo¨rdern ist es besonders schwer zur Vorhersage zu gelangen, da gerade ihr
Verhalten als doch in der Regel meist gerade durch die Unkontrolliertheit und
Unvorhersehbarkeit gepra¨gt erscheint.
Davon ausgehend, dass die Formanalyse erwartungstreue Parameter der Vertei-
lung liefert, ko¨nnen die getroffenen Aussagen gerade in der Medizin die bisheri-
ge radiologische Diagnostik um ein nachvollziehbares mathematisches Verfahren
erweitern. Ein weiterer Ansatz in der Medizin wurde bereits im Abschnitt der
dynamischen Formanalyse vorgestellt, in der die Formvera¨nderung des Herzens
fu¨r die Diagnostik verwendet werden kann. Weitere Anwendungen sind daru¨ber
hinaus in der Gerichtsmedizin denkbar1.
Bei den Serienmo¨rdern ist die zeitliche Vera¨nderung und die geringe Daten-
menge bei der zuku¨nftigen Verwendung zu beachten. Die U¨bertragbarkeit auf
Einzelfa¨lle erscheint aufgrund der Besonderheiten der Ta¨ter (psychische Ab-
normalita¨t etc.) a¨ußerst fragwu¨rdig. Zumindest die u¨ber die Jahre gewachsene
Mobilita¨t kann genauso wie die indiviuduell sehr unterschiedliche Fa¨higkeit, sich
im Raum zu bewegen, u¨ber die Normierung herausgerechnet werden. Nicht her-
augerechnet werden kann bei dem jetzigen Vorgehen ra¨umliche Besonderheiten
und Begrenzungen wie die Inselsituation von Berlin vor dem Mauerfall.
Die Auswertung der elektronischen Nasen ist von der verwendeten Nase abha¨ngig.
1 vgl. Rißquetschwunden auf S.30 in [84]
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Selbst bei einem Hersteller sind Abweichungen unter den elektronischen Nasen
zu erwarten. Diese Abweichungen ko¨nnen nur bedingt durch die Formanalyse
abgefangen werden. Die Belastung mit Geruchssubstanzen u¨ber einen la¨ngeren
Zeitraum fu¨hrt zu sich unterschiedlich auswirkenden Alterungsprozessen auf die
Sensoren. Die Formanalyse kann sich in diesem Bereich lediglich als ein Aus-
wertungsverfahren etablieren, ihre Resultate in der vorliegenden Arbeit sind
weitergehend kritisch zu pru¨fen.
10.4.3 Ausblick
Psychologie
In der Psychologie geht es um die Bildung von Profilen. Die Profile ergeben sich
aus dem Verha¨ltnis der einzelnen Itemantworten zueinander. So ko¨nnte anstatt
der u¨blichen Scorebildung die Items zweidimensional abgetragen und mittels
der Formanalyse bearbeitet werden. Es wird dann ein Profil derer gebildet, die
erneut straffa¨llig geworden sind, und derer, die nicht erneut strafrechtlich in
Erscheinung getreten sind und miteinander verglichen.
Kritisch bei diesem Vorgehen ist die Anordnung der Items in der zweidimnsio-
nalen Ebene. Die Anordnung kann sich durch die Anordnung der Items an sich
ergeben oder bereits theoretisch begru¨ndet werden.
Bevo¨lkerungsstatistik
Beim demographischen Wandel, wie bereits von uns kritisch in [39] betrachte,
stellt sich die Frage, wie anhand weniger Kennziffern eine Aussage zu treffen
ist. So wird die Frage behandelt, ob aus den bereits vergangenen 14 Jahren
eine Aussage zu der zuku¨nftigen Entwicklung der Kriminalita¨t zu rechtfertigen
ist. Angesichts der niedrigen Fallzahl sind exakte Aussagen zur Entwicklung
nicht zu erwarten. Fu¨r den Anwender wu¨rde es bereits reichen, festsstellen zu
ko¨nnen, ob bei dem kommenden Jahr von einer steigenden oder sinklenden Rate
der Kriminalita¨t auszugehen ist. Auch in diesem Fall ko¨nnen unterschiedliche
demographische Faktoren zweidimensional abgetragen werden und entsprechend
ausgewertet werden.
Gesichtserkennung
Im Gegensatz zu den Neuronalen Netzen ist bei der Formanalyse die Verwen-
dung der Landmarken nachvollziehbar. Von vornherein ko¨nnen theoretische An-
nahmen u¨ber die relevanten Landmarken in das Verfahren eingefu¨gt werden.
Eine mo¨gliche Kombination Neuronaler Netze nach eingehender Verarbeitung
durch die Formanalyse ko¨nnte zu einer entsprechenden Verbesserung in der Ge-
sichtserkennung fu¨hren.
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O¨konomie und Finanzmathematik
Die mittlere zu erwartende Funktion bietet einen neueren Ansatz zur Bewertung
eines Portfolios. Die hier aufgezeigte Kombination von Neuronalen Netzen mit
der Stochastik fu¨hren zu einer neuen Sichtweise auf die stochastischen Prozesse
und zu einer Interpretierbarkeit der bisher undurchsichtigen neuronalen Netze
[46]. Dieser Ansatz geht u¨ber die Bescha¨ftigung mit der Form hinaus und bietet
eine Bru¨cke zwischen Numerik und Stochastik.
Weitere Anwendungen
Von mir wird in den folgenden Jahren vor allem die dynamische Formanalyse
weiter zu entwickeln sein, die ein erhebliches Potential in allen Bereichen auf-
weist und dem Anwender die Mo¨glichkeit bietet, die Vera¨nderungen nicht nur
anhand von Kennziffern darzustellen, sondern auch optisch zu erkennen.
Im Weiteren wird die Kombination unterschiedlicher mathematischer Verfahren
zur Problemlo¨sung weiter untersucht werden, die bereits in dieser Arbeit und
in vielen anderen Bereichen erfolgsversprechend erscheint.
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