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S u m m a r y
The goal for the third generation (3G) of mobile communications system is to seamlessly 
integrate a wide variety of communication services such as high-speed data, video and 
multimedia traffic as well as voice signals for transmission on a Wideband Code Division 
Multiple Access (WCDMA) air interface.
CDMA suffers from interference and in this thesis multiuser detection for the mobile 
uplink has been considered. A thorough comparative study for different multiuser detection 
methods is done. RAKE-IC as an architecture for mixing the ideas of RAKE receiver, and 
parallel Interference Cancellation, are introduced. The basic concept is to maximize the 
signal to noise ratio o f all users in the system by using adaptive algorithms. The structure 
of RAKE-IC has been extended to multi-stages and several adaptive algorithms are 
implemented.
An iterative method for interference cancellation has been considered and its convergence 
issue has been analytically studied. An improvement in convergence using the Rayleigh- 
Ritz theorem is proposed which in consequence increases the convergence speed in 
synchronous scenarios. Using analytical methods another improvement using the 
Gershgorin theorem has been proposed which does not impose a great complexity in the 
system, yet works well even in asynchronous environments.
A suboptimum search algorithm for correcting the reliable detected information has been 
introduced with the property that its structure can be combined well with the iterative 
detectors. This combination achieves a better performance than partial parallel interference 
cancellation method even in rather low interference regions of operation. The structure of 
the sub-optimum search algorithm has been extended to multiple stages and its 
performance in terms of bit error rate has been analytically derived in closed form that 
shows good agreement with the simulation results.
Considering the power profile of the users and by sacrificing a little performance, the 
suboptimum search structure has been further simplified.
D e d ic a t e d  T o
My family
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Chapter 1. Introduction
C h a p t e r  1  I n t r o d u c t i o n
1 .1  M o t i v a t i o n
C D M A  is a lready in u se o r  is b e in g  p ro p o se d  fo r  a large n u m ber o f  co m m u n ica t io n  
system s. T h e  third gen eration  m o b ile  system s are d es ig n ed  to  p ro v id e  v o ic e  o r  lo w  to 
m ed iu m  data rate se rv ices  (In  v eh icu la r  en v iron m en ts  up to  144  k bp s , O u td o o r  to in d o o r  
and pedestrian  en v iron m en ts up to  3 8 4  k b p s , and in  in d o o r  o f f ic e s  up to  2  M b p s ) [H T 0 2 ]. 
O n  the oth er hand, fu ture m o b ile  satellite  b roa d b a n d  system s a im  at p ro v id in g  m u ltim ed ia  
se rv ices  w ith  data rates up to  a fe w  M b p s  to  a large  n um ber o f  users. T h e  requ irem ents o f  
these system s are th ere fore  s ig n ifica n tly  d iffe ren t fr o m  th ose  o f  a lready  ex is t in g  system s 
and a n u m ber o f  issues h ave  to  b e  in vestiga ted  in  ord er to  d er iv e  the best p o ss ib le  air 
in terfa ce  p erform a n ce .
In C D M A  co m m u n ica t io n  system s, all the users share the sam e tim e and fre q u e n cy  
chann el. E v ery  user is  a ssign ed  a particu lar w a v e fo rm  to m od u la te  the in form a tion  data. 
S in ce  the d ifferen t signature w a v e fo rm s  are n ev er  fu lly  o rth ogon a l, C D M A  system s w ill 
su ffer  fr o m  m u ltip le  a ccess  in terferen ce  (M A I )  ca u sed  b y  the users transm itting in  the 
system . T h e  lev e l o f  M A I  is an im portan t fa c to r  in the determ in ation  o f  the system  
ca p a c ity . A ssu m in g  a g iv e n  (Q u a lity  o f  S e rv ice )  Q o S , the red u ction  o f  the M A I  le v e l w ill 
resu lt in an in crease  in  the system  ca p a city . M o r e o v e r , it is im portan t to  n ote  that the 
ca p a c ity  o f  future b roa d b a n d  satellite  system s w ill n eed  to b e  s ig n ifica n tly  h igh er than that
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o f  current S -P C N . H en ce , k eep in g  con tro l o f  the M A I  is o f  u tm ost im p ortan ce  fo r  future 
system s.
In this study, a tech n iqu e  a im ed  at red u cin g  the M A I  is con s id ered . T h is  ap proach , n am ed  
(M u lti U ser D e te ctio n ) M U D , is based  on  c o m p le x  signal p ro ce ss in g  a lgorith m s at the 
re ce iv e r  that use in form a tion  o f  the M A I  characteristics.
1 .2  T h e s i s  O r g a n i z a t i o n
T h is  thesis is o rg a n ized  in the fo l lo w in g  m anner:
• C hapter tw o  p rov id es  a b roa d  o v e rv ie w  o f  C D M A  system s and addresses the in terference  
issue, C hannel ch aracteristics and the structure o f  con v en tion a l detectors  are d iscu ssed .
• C hapter three rev iew s  p rev iou s  w o rk  in  m ultiuser detection  and con s id ers  a com p arative  
v ie w  o f  d ifferen t sch em es . T h e  prim ary g o a l is to  h igh ligh t the gains that can  b e  a ch iev ed  
b y  u sin g  m ore  sop h istica ted  s ignal p ro ce ss in g  a lgorithm s at the re ce iv e r  in  a w id eb a n d  
C D M A  app lica tion .
• C hapter fo u r  lo o k s  at Partial P arallel In terferen ce  C an ce lla tion  (P P IC ) and in trodu ces an 
arch itecture fo r  m ix in g  the ideas o f  the R A K E  re ce iv e r  and P P IC . T h e  b a s ic  co n ce p t  -  
R A K E -I C  -  is a im ed  at m a x im iz in g  the s ignal to  n o ise  ratio o f  all users in  the system  b y  
u sin g  adaptive a lgorithm s. A d va n ta ges  and lim itations o f  this approach  are con sid ered .
• C hapter f iv e  lo o k s  at iterative linear detectors . A n  iterative a lgorith m  w as in trod u ced  
and its c o n v e rg e n ce  issues h ave b een  con s id ered . B y  m athem atica l analysis a m o re  
accurate, yet s im p le  co n d it io n  has been  d er iv ed  w h ich  p erform s w e ll in  syn ch ron ou s 
scen arios . H o w e v e r  its p er fo rm a n ce  is n ot a ccep ta b le  in asyn ch ron ou s system s. B y  further 
m athem atica l analysis and  u sin g  the G ersh gorin  th eorem  in linear a lgebra , an a ccep ta b le  
p er fo rm a n ce  fo r  C D M A  system s c lo s e  to the decorre la tor  and better than the R a y le ig h -R itz  
th eorem  has been  a ch ieved .
• C hapter six  fo cu se s  on  im p ro v in g  the p erfo rm a n ce  o f  iterative a lgorith m s. T h e  id ea  is to 
u se the op tim u m  criteria  fr o m  a re lia b le  starting poin t. Starting fr o m  re lia b le  detected  
in form a tion  can  red u ce  the n u m ber o f  search  steps. A  su b op tim u m  search  a lgorith m  has 
been  in trod u ced  and its p er fo rm a n ce  in a s im p le  scen ario  has b een  ana lytica lly  
in vestigated . Its structure is w e ll su ited  to  the iterative a lgorith m  in trod u ced  in  chapter f iv e  
and  has a m od era te  co m p le x ity . B y  sa cr ific in g  so m e  p erform a n ce , its c o m p le x ity  can  b e  
further redu ced . U s in g  the in form a tion  o f  u sers ’ p ow ers  leads to  a less c o m p le x  
architecture.
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• In chapter 7 , the m ain  fin d in g s  o f  the thesis are su m m arised  and co n c lu s io n s  are draw n.
A reas o f  future w o rk  are a lso  p rop osed .
1 .3  N o v e l  W o r k s  u n d e r t a k e n  a n d  m a j o r  a c h i e v e m e n t s
T h e  list o f  orig ina l w o rk  presen ted  in this thesis is:
1. R A K E -I C  as an arch itecture fo r  red u cin g  in terferen ce  is in trod u ced . T h e  b a sic  c o n ce p t  
is to m a x im iz e  the signal to n o ise  ratio o f  all users in the system  b y  usin g  adaptive 
a lgorith m s. R A K E -I C  has an arch itecture that m akes it p o ss ib le  to operate  in m u ltip le  
stages. S evera l adaptive a lgorith m s h a ve  been  con s id ered , as w e ll.
2. A n  iterative m eth od  fo r  In terferen ce  ca n ce lla tion  has been  co n s id e re d  and its 
c o n v e r g e n c e  issues h ave b een  an a ly tica lly  con s id ered . A n  im p rovem en t usin g  R a y le ig h - 
R itz  th eorem  is p ro p o se d  and the p e r fo rm a n ce  o f  the system  is sa tis fy in g  in  the 
sy n ch ron ou s  scen arios .
3 . U s in g  an an alytica l ap p roach  another im p ro v e m e n t usin g  G ersh gorin  th eorem  has b een  
im p lem en ted . T h is  m eth od  d o e s  n ot im p o se  a great c o m p le x ity  in  the system  yet 
im p ro v e s  the p erfo rm a n ce  ev en  in asy n ch ron ou s en viron m en ts.
4 . A  su b op tim u m  search  a lgorith m  fo r  co rre c t in g  the detected  in form a tion  has been  
in trod u ced  w ith  its structure b e in g  w e ll su ited  w ith  the d etector  in trod u ced  in  item  3 and 
co lla b o ra t iv e ly  a ch iev es  a p e r fo rm a n ce  better than the partial parallel in terferen ce  
ca n ce lla tion  ev en  in  lo w  Eb/No reg ion s .
5. T h e  structure o f  the su b op tim u m  search  a lgorith m  has been  ex ten d ed  to m u ltip le  steps.
6. T h e  p er fo rm a n ce  o f  this n ew  su b op tim u m  search  a lgorith m  has been  a n a ly tica lly  
d er iv ed  in c lo s e d  fo r m  and is in  agreem en t w ith  the s im ulation  results.
7. C o n s id e r in g  the p o w e r  p ro fi le  o f  the users and  b y  sa cr ific in g  a sm all am ount o f  
p er fo rm a n ce , its structure has b een  further s im p lified . D iffe ren t com b in a t ion s  o f  m ix in g  
the u sers ’ p o w e r  in fo rm a tion  and search  a lgorith m  are con sid ered .
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Chapter 2. CDMA Systems and Interference
C h a p t e r  2  C D M A  S y s t e m s  a n d  I n t e r f e r e n c e
2 .1  I n t r o d u c t i o n
T h e  g oa l fo r  the third generation  o f  m o b ile  com m u n ica t ion s  system  is to seam lessly  
p ro v id e  a w id e  variety  o f  com m u n ica t ion  serv ices  to  a n y b o d y , an yw h ere , anytim e. T h e  
in ten ded  p ro v is io n  fo r  n ext generation  m o b ile  p h on e  users in c lu d es  se rv ices  such  as h igh ­
sp eed  data, v id e o  and m u ltim ed ia  tra ffic  as w e ll as v o ic e  signals. T h e  te ch n o lo g y  n eed ed  to 
tack le  the ch a llen ges  to  m ak e  these serv ices  ava ilab le  is p op u la r ly  k n ow n  as the T h ird  
G en era tion  (3 G ) C e llu la r  S ystem s. T h e  first gen eration  system s are represented  b y  the 
a n a log  m o b ile  system s d e s ig n e d  to  carry  v o ic e  ap p lica tion  tra ffic . T h e ir  su bsequ ent d igital 
counterparts are k n o w n  as se con d -g en era tion  ce llu la r  system s. T h ird  gen eration  system s 
m ark a s ign ifica n t leap , b o th  in  ap p lica tion s and ca p a city , fr o m  the current se co n d  
gen eration  standards. W h erea s  the current d ig ita l m o b ile  p h on e  system s are o p tim ize d  fo r  
v o ic e  co m m u n ica t io n s , 3 G  com m u n ica tors  are orien ted  tow ards m u ltim ed ia  m essa ge  
cap ab ility .
C o d e  D iv is io n  M u ltip le  A c c e s s  (C D M A ) has been  ch o se n  as the air in terface a ccess  
sch em e  fo r  the th ird  gen eration  standards o f  m o b ile  te le com m u n ica tion s  system s. C D M A  
is an attractive so lu tion  fo r  w ire less  com m u n ica t ion s  and there is a s ign ifican t interest in 
the d es ig n  o f  w ire less  C D M A  n etw ork s to  en ab le  the users to  h ave  a ccess  to  d ifferen t data 
rates. H o w e v e r , C D M A  system s su ffer  fro m  the p resen ce  o f  M A I . In fa ct  all users in a w a y
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in terfere w ith  ea ch  oth er [V e r9 8 ]. In this chapter there w ill b e  a b r ie f  re v ie w  o f  d ifferen t 
gen eration s o f  the m o b ile  ce llu la r  system s and o f  cou rse  the m ain  em p h asis  w ill b e  on  the 
3 rd generation . C o m m u n ica tio n  ch ann els  and fa d in g  en v iron m en ts  w ith  the m athem atical 
generation  w ill b e  presented .
T h en  the features o f  C D M A  system s w ill b e  co n s id e re d  and the ca u ses  o f  M A I  w ill b e  
a n a ly tica lly  exa m in ed . T h is  w ill b e  through  exam in ation  o f  the co n v e n tio n a l d etector  in the 
both  sy n ch ron ou s  and a sy n ch ron ou s  scen arios .
2 . 2  G e n e r a t i o n s  o f  C e l l u l a r  S y s t e m s
2 .2 .1  F i r s t  G e n e r a t i o n  C e l l u l a r  S y s t e m s
T h e  first gen eration  ce llu la r  system s gen era lly  e m p lo y e d  a n a log  F req u en cy  M od u la tion  
(F M ) tech n iqu es. T h e  A d v a n ce d  M o b ile  P h on e  S ystem  (A M P S )  is the m o st  n otab le  o f  the 
first gen eration  system s. A M P S  w as d e v e lo p e d  b y  the B e ll T e le p h o n e  S ystem . It uses F M  
te ch n o lo g y  fo r  v o ic e  transm ission  and d ig ita l s ign a lin g  fo r  co n tro l in form a tion . O ther first 
gen eration  system s in c lu d e :
• N a rrow b a n d  A M P S  (N A M P S )
• T ota l A c c e s s  C e llu la r  S y stem  (T A C S )
• N o rd ic  M o b ile  T e le p h o n e  S ystem  (N M T -9 0 0 )
A ll  the first gen era tion  ce llu la r  system s e m p lo y  F req u en cy  D iv is io n  M u ltip le  A c c e s s  
(F D M A ) w ith  ea ch  ch ann el a ss ign ed  to  a u n iqu e  fre q u e n cy  ban d  w ith in  a clu ster o f  ce lls .
2 .2 .2  S e c o n d  G e n e r a t i o n  C e l l u l a r  S y s t e m s
T h e  rap id  g row th  in  the n u m ber o f  su bscribers  and the p ro life ra tion  o f  m an y  in com p a tib le  
first gen eration  system s w ere  the m ain  reason  beh in d  the e v o lu tio n  tow ards s e co n d  
gen eration  ce llu la r  system s. S e c o n d  gen eration  system s take advan tage  o f  co m p re ss io n  and 
c o d in g  tech n iqu es a ssoc ia ted  w ith  d ig ita l te ch n o lo g y . A ll the s e co n d  gen eration  system s 
e m p lo y  d ig ita l m od u la tion  sch em es. M u ltip le  a ccess  tech n iqu es lik e  T im e  D iv is io n  
M u ltip le  A c c e s s  (T D M A )  and C o d e  D iv is io n  M u ltip le  A c c e s s  (C D M A )  are u sed  a lon g  
w ith  F D M A  in the se co n d -g e n e ra tio n  system s. S e c o n d  gen era tion  ce llu la r  system s in clu d e :
• U n ited  States D ig ita l C e llu la r  (U S D C ) standards IS -5 4  (T D M A ) and IS -1 3 6  (T D M A )
• G lo b a l S ystem  fo r  M o b ile  co m m u n ica t io n s  (G S M )
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• P a c ific  D ig ita l C e llu la r  (P D C )
• cd m a O n e  (IS -9 5 ).
2 .2 .3  T h i r d  G e n e r a t i o n  C e l l u l a r  S y s t e m s
W o rk  to d e v e lo p  third gen eration  m o b ile  system s started w h en  the W o r ld  A dm in istrative  
R a d io  C o n fe re n ce  (W A R C )  o f  the IT U  (International T e le co m m u n ica tio n s  u n ion ), at its 
1992  m eetin g , id en tified  the freq u en cies  around  2 G H z  that w ere  ava ilab le  fo r  use b y  
future third gen eration  m o b ile  system s, both  terrestrial and satellite. W ith in  the IT U  these 
third generation  system s are ca lle d  International M o b ile  T e le p h o n y  2 0 0 0  (IM T -2 0 0 0 ). 
W ith in  the IM T -2 0 0 0  fra m ew ork , severa l d ifferen t air in terfaces are d e fin ed  fo r  third 
gen eration  system s, ba sed  on  either C D M A  o r  T D M A  te ch n o lo g y . T h e  U T R A  F D D  
(W C D M A ) and c d m a 2 0 0 0  are part o f  the C D M A  in terface , as C D M A  D irect Spread  and 
C D M A  M u lti-C arrier  resp ectiv e ly . U W C -1 3 6  and D E C T  are part o f  the T D M A -b a s e d  
in terfa ce  in  the co n ce p t , as T D M A  S in g le  C arrier and T D M A  M u lti-C a rrier  resp ective ly . 
T h e  T D D  part in C D M A  con sists  o f  U T R A  T D D  fro m  3 G P P  and T D -S C D M A  fro m  
C W T S  (the C h in a  W ire le ss  T e le co m m u n ica tio n  Standard G ro u p ). F o r  the F D D  part in 
C D M A  in terface , the h arm on iza tion  has been  co m p le te d , and the h arm on iza tion  p rocess  
fo r  the C D M A  T D D  m o d e s  w ith in  3 G P P  resu lted  fo r  the 1 .2 8 M cp s  T D D  co m p le te d  2 0 01 . 
T h ird  gen eration  ce llu la r  system s are b e in g  d es ig n ed  to support w id e b a n d  serv ices  such  as 
h ig h -sp eed  Internet a cce ss , v id e o  and  h igh  qu a lity  im a ge  transm ission  w ith  the sam e 
qu a lity  as the f ix e d  n etw orks. T h e  prim ary requ irem ents o f  the n ext generation  ce llu lar 
system s are [H T 0 2 ]:
• V o ic e  qu ality  co m p a ra b le  to  P u b lic  S w itch ed  T e le p h o n e  N e tw o rk  (P S T N )
• S u pport o f  h igh  data rate (T a b le  2 -1  sh ow s  the data rate requ irem en t o f  the 3 G  system s)
• S u pport o f  b oth  p a ck e t-sw itch e d  and c ircu it-sw itch ed  data se rv ices
• M o r e  e ff ic ie n t  u sage  o f  the ava ilab le  rad io  spectrum
• S u pport o f  a w id e  variety  o f  m o b ile  equ ipm en t
• B a ck w a rd  co m p a tib ility  w ith  p re -ex is tin g  netw ork s and f le x ib le  in trodu ction  o f  n ew  
serv ices  and te ch n o lo g y
• A n  adaptive ra d io  in terfa ce  su ited  to  the h ig h ly  asym m etric  nature o f  m ost Internet 
com m u n ica tion s : i.e ., a m u ch  greater ban dw idth  fo r  the d o w n lin k  than the uplink . R esearch  
e ffo rts  have been  u n d erw a y  fo r  m ore  than a d eca d e  to  in trod u ce  m u ltim ed ia  capab ilities 
in to  m o b ile  com m u n ica tion s .
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Mobility Needs M inimum Data Rate
Vehicular 144 kbps
Outdoor to indoor and pedestrian 384 kbps
Indoor O ffice 2 M bps
T a b le  2 -1  3 G  D ata  R ate  R equ irem en ts
2 .3  T h e  M u l t i p l e  a c c e s s  C h a n n e l
M u ltip le  a ccess  is  the basis o f  h o w  the c o m m o n  transm ission  m ed iu m  is shared b etw een  
users. In m u lti-a ccess  co m m u n ica t io n s , severa l transm itters share a c o m m o n  channel. 
U su a lly , the su perp osition  o f  signals sent b y  d iffe ren t transm itters o c cu rs  unin tentionally . 
T h e  b a s ic  m u ltip le  a cce ss  sch em es are: fre q u e n cy  d iv is io n  m u ltip le  a cce ss  (F D M A ), tim e 
d iv is io n  m u ltip le  a ccess  (T D M A )  and c o d e  d iv is io n  m ultip le  a ccess  (C D M A ) .
In F D M A , the total ava ila b le  fre q u e n cy  is d iv id e d  in to fre q u e n cy  ch ann els that are 
a llo ca ted  to  users. In T D M  A , each  fre q u e n cy  ch ann el is d iv id e d  in to  tim e slots and each  
user is a llo ca ted  a tim e slot. In C D M A , m u ltip le  a ccess  is d o n e  b y  a ss ign in g  each  user a 
p seu d o -ra n d om  c o d e  w ith  g o o d  co rre la tion  properties . T h ese  c o d e s  ch a n g e  the orig in a l 
narrow  b an d  signal to  w id e b a n d  spread  spectru m  signal. T h ese  three s ch em es  are sh ow n  in 
F igu re  2 -1  [O P 9 8 , P Q 9 8 ].
Frequency Frequency
C hi
------►
Chi
Time Time
Code
Frequency
/ /
/ /
/
/
Time
F ig u r e  2 -1  M u ltip le  a ccess  m ethods
2 .3 .1  F D M A  a n d  T D M A  S y s t e m s
F req u en cy  D iv is io n  M u ltip le  A c c e s s  (F D M A ) assigns a d ifferen t carrier freq u en cy  to each  
user so  that the resu lting  spectra  d o  n ot overla p . B and -pass filterin g  en a b les  separate 
d em od u la tion  o f  each  ch ann el.
In T im e  D iv is io n  M u ltip le  A c c e s s  (T D M A ), tim e is partitioned  in to  slots a ssign ed  to each  
in co m in g  d ig ita l stream  in rou n d -rob in  fa sh ion  [P ra96]. D e m u ltip lex in g  is ea rn ed  ou t b y  
s im p ly  sw itch in g  on  to  the re ce iv e d  signal at the appropriate e p o ch s . T im e  d iv is io n  can  b e  
u sed  n ot o n ly  to  m u ltip lex  c o llo c a te d  m essage  sou rces but a lso  can  b e  used  b y  
g e o g ra p h ica lly  separated users w h o  h ave the ab ility  to  m aintain tim e-sy n ch ron iza tion , in 
w hat is c o m m o n ly  re ferred  to  as T D M A . It sh ou ld  b e  n oted  that F D M A  a llow s  co m p le te ly  
u n coord in ated  transm issions in the tim e d om a in , and in co n se q u e n ce  there is  n o  n eed  to 
establish  t im e-sy n ch ron iza tion  a m on g  the users. T h is  advantage is n ot shared b y  T D M A  
w h ere  all transm itters and rece iv ers  m ust h ave a ccess  to a c o m m o n  c lo c k .
T h e  im portant feature o f  fre q u e n cy -d iv is io n  and tim e -d iv is ion  m u ltip le  a ccess  techn iques 
is that, the various users are op era tin g  in  separate n on -in terferin g  ch ann els. It w ill be  
paraphrased in the s ig n a l-sp a ce  lan gu age  o f  d ig ita l com m u n ica t ion s  b y  say in g  that: those 
m u lti-a ccess  tech n iqu es operate  b y  en su rin g  that the signals transm itted b y  the various 
users are m utually  orth og on a l. C hannel o r  re ce iv e r  n on -id ea l e ffe c ts  m a y  requ ire  the 
insertion  o f  guard  tim es in  T D M A  and spectral guard ban ds to a v o id  co -ch a n n e l 
in terference .
U sin g  m u ltia ccess  m eth od s  that adhere to  the prin cip le  o f  d iv id in g  the ch annel in to 
in depen den t n on in terferin g  su bch an n els  can  w aste  channel resou rces  w h en  the num ber o f  
potentia l users is m u ch  greater than the n u m ber o f  s im u ltan eou sly  a ctiv e  users at any g iven  
tim e. I f  each  user w ere  a ss ign ed  a f ix e d  rad io  fre q u e n cy  chann el, o n ly  a tiny  fraction  o f  the 
spectru m  w o u ld  b e  u tilized  at any g iv en  tim e. A n a lo g o u s ly , in T D M A  m ost o f  the tim e 
slots w o u ld  b e  em p ty , at any  g iv e n  tim e.
2 .3 .2  R a n d o m  M u l t i p l e  a c c e s s
R a n d o m  m u ltia ccess  c o m m u n ica t io n s  is o n e  o f  the a pproaches to d y n a m ic  ch ann el sharing. 
W h e n  a user has a m essa g e  to  transm it he g o e s  ahead and transm its it as i f  it w ere  the so le  
user o f  the channel. I f  in d eed  n o b o d y  e lse  is transm itting s im u ltan eou sly , then the m essage  
is r e ce iv e d  su cce ss fu lly . H o w e v e r , the users are u n coord in ated  and the p o ss ib ility  a lw ays 
ex ists  that the m essa ge  w ill in terfere (in  tim e and freq u en cy ) w ith another transm ission . In
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su ch  a ca se , it is ty p ica lly  assu m ed  that the re ce iv e r  can n ot re lia b ly  d em od u la te  severa l 
s im ultan eou s m essages. T h e  o n ly  alternative is to  n o tify  the transm itters that a c o ll is io n  has 
h ap pen ed  and, thus, their m essa ges  h ave to b e  retransm itted. C o llis io n s  w o u ld  re o c cu r  
fo r e v e r  if , u pon  n otifica tion  o f  a c o ll is io n , the transm itters in v o lv e d  w ere  to  retransm it 
im m ed ia te ly  (o r  after a sim ilar d e la y ). T o  o v e r c o m e  this, users w ait a ra n d om  p e r io d  o f  
tim e b e fo re  retransm itting.
T h e  first ra n d om  m u ltia ccess  co m m u n ica t io n  system  w as the A L O H A  system  p ro p o s e d  fo r  
a ra d io  ch ann el in 1969 . S o m e  c o a x ia l ca b le  lo ca l area n etw ork s, ty p if ie d  b y  the w id e ly  
u sed  E thernet, e m p lo y  a p o lite  v e rs ion  o f  A L O H A , ca lled  C arrier S en se  M u ltip le  A c c e s s  
(C S M A ) ,  w h ere  users listen  to  the ch an n el b e fo re  transm itting so  as n ot to  c o ll id e  w ith  an 
o n g o in g  transm ission .
2 .3 .3  C D M A  S y s t e m s
In C o d e  D iv is io n  M u ltip le  A c c e s s  (C D M A )  system s, d ifferen t c o d e s  o r  “ signatures”  are 
a ss ign ed  to d ifferen t users. T h ese  signature w a v e fo rm s  m ust h ave  sp ecia l corre la tion  
properties . In real system s, b y  re m o v in g  the restriction  o f  b e in g  orth og on a l fr o m  the 
signature w a v e fo rm s , it en ab les the C D M A  to  b e  an attractive so lu tion  fo r  m an y  m u ltiu ser 
co m m u n ica t io n  system s:
• T h e  users can  b e  a syn ch ron ou s, that is , their tim e e p o ch s  n eed  n ot b e  a ligned .
• S haring o f  ch ann el resou rces  is in h eren tly  d y n a m ic : re liab ility  d ep en d s on  the n u m b er 
o f  s im ultan eou s users, rather than o n  the n u m b er o f  potentia l users o f  the system . T h u s, 
u n lik e  o rth og on a l m u ltia ccess , it is p o s s ib le  to  trade o f f  recep tion  qu a lity  fo r  in crea sed  
ca p a city . T h e  ca p a city  in  T D M A  and F D M A  system s is hard but in  C D M A  system s this 
ca p a c ity  is s o ft  and it is p o s s ib le  to a llo w  o n e  extra user b y  sa cr ific in g  s o m e  o f  this qu a lity  
fo r  all users.
2 .3 .3 .1  F e a t u r e s  o f  C D M A
• L o w e r  se n s it iv ity  to  in te r fe r e n c e  a n d  ja m m in g :  S in ce  the sign a ls transm itted  b y  
the d ifferen t users are spread , it is p o s s ib le  fo r  C D M A  system s to  op era te  w ith  a C/I 
ratio m u ch  lo w e r  than n arrow ban d  system s. H en ce , C D M A  system s w ill h ave  a 
lo w e r  sen sitiv ity  to  in terferen ce . S p read in g  a lso  m eans that C D M A  system s are 
in h erently  m o re  robu st against ja m m in g .
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• F r e q u e n c y  re u s e : D u e  to their lo w e r  sensitiv ity  to in terferen ce , C D M A  system s 
can  b e  im p lem en ted  w ith  a fre q u e n cy  reuse fa cto r  o f  on e . T h e  use o f  the sam e 
freq u en cy  in each  c e ll  creates in terferen ce , but thanks to  the spread in g  op era tion  the 
ra n d om -lik e  s e lf-n o is e  fro m  the ad jacen t beam s can  b e  m aintained  b e lo w  an 
a ccep ta b le  leve l. B y  so  d o in g , the ov era ll freq u en cy  resou rce  m an agem en t is eased.
• S o f t  h a n d o v e r : A  C D M A  system  supports several types o f  h andover, in clu d in g  
hard h andover, so ft  h a n d ov er  and so fter  h andover. A  m o b ile  station in hard 
h an d over sw itch es  fr o m  o n e  base  station to  another base  station  v ia  a b r ie f  
interruption  o f  the tra ffic  chann el. S o ft  h an d over is a tech n iqu e  in  w h ich  a m o b ile  
station , w h ile  m o v in g  b etw een  o n e  ce ll and its n e ig h b ou rin g  ce lls , sim u ltan eou sly  
transm its and re ce iv es  the sam e signal fr o m  severa l base stations. O n  the up link , the 
m o b ile  sw itch in g  cen tre  can  d e c id e  w h ich  base  station is re ce iv in g  the strongest 
signal. In so fter  h an d over, n e ig h b ou rin g  sectors  o f  the sam e c e ll  su pport the m o b ile  
sta tion ’ s ca ll. P rop er u se o f  so ft  and so fter  h a n d over ca n  en h an ce  ca ll quality , 
im p ro v in g  c e ll  c o v e ra g e  and ca p a city .
• D iv e r s ity : In terrestrial m o b ile  co m m u n ica t io n  system s, the sign a ls co rresp on d in g  
to the d ifferen t m ultipath  e ch o e s  ca n  b e  c o m b in e d  in ord er  to  m itigate  the fa d in g  
e ffe c t . In the satellite en v iron m en t, the d e la y  spread  is u su a lly  lo w e r  than the 
s ign a llin g  duration  and the m ultipath  fa d in g  com p on en ts  ca n n ot b e  re so lv e d  at the 
rece iver . H o w e v e r , w h en  m o re  than o n e  satellite is v is ib le  fr o m  the user term inal 
(U T ), it is p o ss ib le  to  re ce iv e  rep licas o f  the transm itted signals through  d ifferen t 
p rop agation  paths. T h is  h elps c o m b a t the e ffe c t  o f  b oth  sh a d ow in g  and m ultipath 
fad in g .
• S o f t  C a p a c ity : F o r  T D M A  system s, the ca p a city  d irect ly  d ep en d s o n  the n um ber o f  
tim e slots. O n  the other hand, in C D M A  system s, the ca p a c ity  is d icta ted  prim arily  
b y  the lev e l o f  in terferen ce  that can  b e  su pported  w h ile  p ro v id in g  the requ ired  Q o S . 
T h e  system  requ irem ents are th ere fore  ca lcu la ted  fo r  a g iv e n  tra ffic  d istribution  
o v e r  the c o v e ra g e  area. C D M A  is f le x ib le  in  a cco m m o d a tin g  variations in  the 
tra ffic  d istribu tion  w h ich  co rresp on d s  to  a g iv en  in terferen ce  d istribu tion  scen ario . 
M o re o v e r , w h en  the n u m ber o f  users in  the system  in creases, the lev e l o f  
in terference  in creases g ra ce fu lly  and it is p o ss ib le  to a ccep t m o re  users than the 
n om in a l ca p a city  b y  tra d in g -o ff  the Q o S . T h is  can  p ro v e  in teresting  w hen  the tra ffic 
requ irem ents peak  fo r  a v ery  short p e r io d  and on e  d oes  n ot w ant d o  drop  ca lls .
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F in a lly , it sh ou ld  b e  stressed  that there still is a hard lim it on  the ca p a city  o f  C D M A  
system s, w h ich  is set b y  the n u m ber o f  ava ilab le  spread ing seq u en ces . H e n ce  the 
exten t to  w h ich  so ft  ca p a city  can  p ro v e  usefu l dep en d s on  the set o f  spread in g  
seq u en ces  that is ch osen .
2 . 4  W C D M A ,  A i r  I n t e r f a c e  f o r  3 G
L o o k in g  b a ck  to  the recen t h istory  o f  3 G , o n e  ca n  see  that the approach  u sed  fo r  3 G  w as to 
c o m b in e  a W id e b a n d  C D M A  (W C D M A )  air in terface  w ith  the f ix e d  n etw ork  o f  G S M . 
S evera l p rop osa ls  su pportin g  W C D M A  w ere  subm itted  to the International 
T e le co m m u n ica tio n  U n ion  (IT U ) and its International M o b ile  T e le co m m u n ica tio n s  fo r  the 
year 2 0 0 0  (IM T 2 0 0 0 ) in itiative fo r  3 G . A m o n g  severa l organ iza tion s  trying to  m erg e  their 
variou s W C D M A  p rop osa ls  w ere :
• Japan ’ s A sso c ia tio n  o f  R a d io  Industry and B u sin ess  (A R I B )
• A llia n c e  fo r  T e le co m m u n ica tio n s  Industry S o lu tion s  (A T IS )
• T I P I
• E uropean  T e le co m m u n ica tio n s  Standards Institute (E T S I) through  its S p ecia l M o b ile  
G rou p  (S M G )
A ll  o f  these sch em es tried  to  take advan tage  o f  the W C D M A  rad io  tech n iqu es w ith ou t 
ig n o r in g  the n um erous advantages o f  the a lready  ex istin g  G S M  n etw ork s . T h e  standard 
that has em erg ed  is  b a sed  on  E T S I ’ s U n iversa l M o b ile  T e le co m m u n ica tio n  S ystem  
(U M T S ) and is c o m m o n ly  k n ow n  as U M T S  Terrestria l R a d io  A c c e s s  (U T R A ) [H T 0 2 ]. 
T h e  a cce ss  s ch em e fo r  U T R A  is D ire ct  S e q u e n ce  C o d e  D iv is io n  M u ltip le  A c c e s s  (D S - 
C D M A ) . T h e  in form a tion  is spread  o v e r  a ban d  o f  ap p rox im a te ly  5 M H z . T h is  w id e  
ban d w id th  has g iv en  rise to  the n am e Wideband C D M A  o r  W C D M A . T h ere  are tw o  
d iffe ren t m o d e s  n a m ely
• F req u en cy  D iv is io n  D u p le x  (F D D )
• T im e  D iv is io n  D u p le x  (T D D )
S in ce  d ifferen t reg ion s  have d iffe ren t fre q u e n cy  a llo ca tion  sch em es, the ca p a b ility  to 
opera te  in  either F D D  o r  T D D  m o d e  a llo w s  fo r  e ff ic ie n t  u tilization  o f  the ava ilab le  
spectru m . A  b r ie f  d e fin ition  o f  F D D  and T D D  m o d e s  is g iv en  next.
F D D : T h e  u p lin k  and d o w n lin k  tran sm ission s e m p lo y  tw o  separated  fre q u e n cy  bands fo r  
this d u p lex  m ethod . A  pair o f  fre q u e n cy  ban ds w ith  s p e c if ie d  separation  is a ssign ed  fo r  a 
co n n e c tio n .
Chapter 2. CDMA Systems and Interference
11
T D D : In this d u p lex  m eth od , u p lin k  and d o w n lin k  transm issions are carried  o v e r  the sam e 
fre q u e n cy  band  b y  usin g  sy n ch ron ized  tim e intervals, thus tim e slots in  a ph ysica l ch ann el 
are d iv id e d  in to  transm ission  and recep tion  part. W e  have d e v e lo p e d  a sim ulator fo r  a 
W C D M A  system  op era tin g  in the F D D  m o d e . T h ere fo re  the system  d escrip tion  p ro v id e d  
in the fo r th co m in g  chapters h o ld s  fo r  the F D D  m o d e  on ly .
2 .4 .1  W C D M A  K e y  F e a t u r e s
T h e  k e y  op era tion a l features o f  the W C D M A  ra d io  in terface are listed  b e lo w  [P 0 9 8 ] :
• S u pp ort o f  h igh  data rate transm ission : 3 8 4  kbps w ith  w id e  area c o v e ra g e , 2  M b p s  w ith 
lo ca l co v e ra g e .
• H igh  se rv ice  fle x ib ility : support o f  m u ltip le  parallel variab le  rate serv ices  on  each  
co n n e c tio n .
• B o th  F req u en cy  D iv is io n  D u p le x  (F D D ) and T im e  D iv is io n  D u p le x  (T D D )
• B u ilt in  support fo r  future ca p a c ity  and co v e ra g e  en h a n cin g  te ch n o lo g ie s  such  as 
adaptive  antennas, a d va n ced  re ce iv e r  structures and transm itter d iversity
• S u pport o f  inter fre q u e n cy  hand o v e r  and hand o v e r  to  oth er system s, in c lu d in g  hand 
o v e r  to G S M .
• E ffic ie n t  p ack et a ccess
2 .4 .2  W C D M A  K e y  T e c h n i c a l  C h a r a c t e r i s t i c s
T h e  tab le  2 .2  sh ow s  the k ey  tech n ica l features o f  the W C D M A  ra d io  in terface :
T h e  ch ip  rate m ay  b e  ex ten d ed  to tw o  o r  three tim es the standard 3 .8 4  M cp s  to 
a cco m m o d a te  fo r  data rates h igh er than 2  M b p s . T h e  2 0 0  k H z  carrier raster has been  
ch o se n  to  fa cilita te  co e x is te n ce  and in teroperab ility  w ith  G S M .
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M u ltip le  A c c e s s  S ch em e D S -C D M A
D u p le x  S ch e m e F D D /T D D
P ack et A c c e s s D u a l m o d e  (C o m b in e d  and  d ed ica ted  ch ann el)
M u ltira te /V a ria b le  rate sch em e V a ria b le  spread in g  fa c to r  and m u lt i-co d e
C h ip  R ate 3 .8 4  M c p s
C arrier S p a c in g 4 .4 -5 .2  M H z  (2 0 0  k H z carrier raster)
F ram e L ength 10 m s
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Inter B ase  S tation  syn ch ron iza tion F D D : N o  accurate sy n ch ron iza tion  n eed ed  T D D : 
S y n ch ron iza tion  requ ired
C han n el C o d in g  S ch e m e C o n v o lu t io n a l C o d e  (rate 1 /2  and 1 /3 ) and T u rb o  
c o d e  (rate 1 /3 )
T a b le  2 -2  W C D M A  K e y  T e ch n ica l C haracteristics
A part fro m  the features o f  C D M A  d iscu ssed  a b o v e , it sh ou ld  b e  m en tion ed  that as w ith  
oth er C D M A  system s it su ffers  fro m  M A I . In the n ext section , b a sed  on  a m athem atical
m o d e l, this p ro b le m  is addressed .
2 .5  C D M A  S y s t e m s  m o d e l
Transm itters in  a C D M A  system  can  either transm it in form a tion  s im u lta n eou sly  or  w ith ou t 
any tim e a lignm ent. B e in g  sy n ch ron ou s  o r  a sy n ch ron ou s  ch an ges the equ ation s g o v e rn in g  
the system .
2 .5 .1  S y n c h r o n o u s  C D M A  S y s t e m s
In sy n ch ron ou s  system s, it is a ssu m ed  that d iffe ren t users sen d  their data in  a sy n ch ron ou s 
w a y , w h ich  m ean s there is n o  re lative d e la y  b e tw een  them . U s in g  this assu m ption  a b a s ic  
sy n ch ron ou s  C D M A  system  m o d e l fo r  IC users u sin g  B P S K  m od u la tion  and sharing the 
sam e A W G N  ch a n n el is as fo l lo w s  [V e r9 8 ]:
K
r ( 0  ~  X  Akbksk (t) + on(t) , r e [ 0 , r ]  (2 - l )
k=l
T h e  notations in trod u ced  in  the a b o v e  fo rm u la  are:
• r(t)  is  the r e ce iv e d  signal at the input o f  the rece iv er .
• T is the in verse  o f  the data rate.
• sk (t) is  the signature w a v e fo rm  a ssign ed  to  the kth user, n orm a lized  to  h ave  unit 
en ergy :
( 2 2 )
• T h e  signature w a v e fo rm s  are assu m ed  to  b e  ze ro  ou ts id e  the in terval [0 ,7 ] ,
• Ak is the r e ce iv e d  am plitu de o f  the kth u ser ’ s signal. Ak2is re ferred  to  as the en erg y  
o f  the kth user.
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• bk e  { -  l , + l } i s  the b it transm itted b y  the user M i.
• n(t) is w h ite  G aussian  n o ise  w ith  unit p o w e r  spectral density .
D iffe ren t d em od u la tion  strateg ies ’ p er fo rm a n ce  depends on  the s ig n a l-to -n o ise  ratio 
(Ak/ <7 ) 2 and on  the sim ilarities b etw een  the signature w a v e fo rm s , qu an tified  b y  their 
c ross -co rre la tion s  d e fin e d  as
A.y ={*(.*,) = J$((f)S;0) dt (23)
and a cco rd in g  to the C a u ch y -S ch w a rtz  inequality :
(2 -4 )
*  i K i | k | = i
T h e  cro ss -co rre la tio n  m atrix  R  =  \pUJ}  has d iagon a l e lem ents equ a l to  1 and is sym m etric  
n on n ega tive  d e fin ite , b e ca u se  fo r  any K -v e c to r  x  =  (xl,x1,...,xK)T
K
Y jxks*x  R x  = > 0 (2 -5 )
T h ere fo re  the cro ss -co rre la tio n  m atrix R  is p os it iv e  d e fin ite  i f  and o n ly  i f  the signature 
w a v e fo rm s  are lin early  independent.
2 .5 .2  A s y n c h r o n o u s  C D M A  S y s t e m s
In asyn ch ron ou s system s [V e r9 8 ] the b it e p o ch s  are n ot a lign ed  to  each  other, thus it is 
n ecessary  to  in trod u ce  a d e la y  fo r  ea ch  user in the rece iver . In this ca se  the re ce iv e d  signal 
is:
K Mh
r ( 0  =  ] C  X  AkbkU]sk( t - i T -T k) + m(t), r, e [o,r] (2 -6 )
£=1 i = - M
It is assu m ed  that each  user sends N b = 2 * M b + l bits. A ls o , a n ew  d e fin ition  o f  the c ro ss ­
corre la tion s is n eed ed . C on sid er in g  users k and I in the system  and assu m in g  (k < I), partial 
c ross -co rre la tion s  are d e fin e d  as fo l lo w s :
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I
Pk,l ( 0  =  J j^fc (.fat (t~T)dt
T
T
Pi,k <$) =  J sk ({)si (t + T -  T)dt
(2-la)
(2-lb)
F o r  e x a m p le  in the ca se  o f  tw o  users (K = 2 )  that each  sends o n ly  3 b its (N b= 3 ), the 
corre la tion  m atrix has a s ize  o f  K N bx  K N b (h ere  6  x  6 ). W e  can  assu m e that there are K N b 
(here 6 )  users are a ctive  in the system . S ortin g  all bits (K N b b its) a c co rd in g  to their d e lays  
and co n s id e r in g  each  bit as a user, then a cco rd in g  to their delays and u sin g  E q s .(2 -7 a , 2 - 
7 b ) , the corre la tion  m atrix  b e c o m e s  [M o s 9 6 ] :
R (r) =
1 P2,l 0 0 0 0
P\, 2 1 Pa,2 0 0 0
0 P2.3 1 P4.3 0 0
0 0 P$A 1 PsA 0
0 0 0 P4,5 1 P6.5
0 0 0 0 Ps,6 I
(2 -8 )
A  m o re  general m o d e l fo r  E q .(2 -8 )  w ill b e  g iv en  in  ch apter 5.
A sy n ch ro n o u s  ch ann el d esign  is m u ch  s im p ler  than syn ch ron ou s , b e ca u se  it d o e s n ’ t n eed  
an external sy n ch ron iza tion  system . H o w e v e r , it degrades the p er fo rm a n ce  o f  the system  
and fro m  the v ie w p o in t  o f  m u ltiu ser d etection  o f  signals, it b e c o m e s  m u ch  m ore  c o m p le x . 
F o r  e x a m p le  s ize  o f  the cro ss -co rre la tio n  m atrix  is M  tim es b ig g e r  than the sy n ch ron ou s  
case .
2 .6  S i g n a t u r e  W a v e f o r m s
D iffe ren t spread in g  seq u en ces  ca n  b e  u sed  in C D M A  system s [L M 9 8 , T a f0 2 ] :
W a ls h  C o d e s -  W a lsh  co d e s  are o rth og on a l c o d e s  and can  b e  ob ta in ed  fr o m  the fo l lo w in g  
form u la s  [L M 9 8 ]:
h 2„
fl*-, fly,
B 2«-i Et 2 n-i
Hi = [0 ]
(2 -9 )
H o w e v e r , in a syn ch ron ou s system s th ey  n o  lo n g e r  rem ain  o rth ogon a l.
P s e u d o -N o is e  C o d e s  (P N  C o d e s ) -  P N  co d e s  are P seu d ora n d om  seq u en ces  w ith  the 
fo l lo w in g  features:
• N o is e -l ik e  characteristics
o  Sharp A u tocorre la tion  
o  V e ry  sm all C ross -co rre la tion
• E asy  to  im p lem en t
15
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• P e r io d ic  and lo n g
M -se q u e n ce s  and G o ld  c o d e s  are tw o  ex a m p les  o f  these cod es .
M -se q u e n ce s  are ca lle d  M a x im a l L ength  S eq u en ces  b eca u se  they  h ave the m ax im u m  
p o ss ib le  p er iod  (N ). T h e y  can  b e  p ro d u ce d  b y  an n -stage L in ear F e e d b a ck  S h ift R eg ister  
(L F S R ) circu it. M -se q u e n ce s  w ith  v ery  lo n g  p eriod s  are used  in C D M A  M o b ile  system s. 
In these cases , a d iffe ren t p ortion  o f  the sam e M -se q u e n ce  spreads ea ch  bit. F igure 2 .2  
sh ow s the generation  o f  m -seq u en ces  and G o ld  co d e s  [T a f0 2 ].
A n  e x a m p le  o f  a short c o d e  is a m ax im al length  sequ en ce  o f  length  2 15 - 1 ,  w h ich  is 
gen erated  using a sh ift reg ister  o f  length  15. A  lon g  c o d e  o f  length  2 42 - 1  is generated  b y  
a sh ift register o f  length  4 2 . T o  have a better cross -co rre la tion  fo r  the c o d e  sequ en ces , G o ld  
c o d e s  c o u ld  be  used. A c c o r d in g  to  the G o ld  theorem , seq u en ces  that are co m b in e d  b y  
add in g  b it -b y -b it  m o d u lo -2  o f  tw o  p seu d ora n d om  sequ en ces o f  the sam e
N-stage PN generator, f,(x)
x
N-stage PN generator, f2(x)
F ig u r e  2 -2  G o ld  co d e s  generation
length  but generated  b y  tw o  d istin ct p rim itive  p o ly n om ia ls , g iv e  cross -co rre la tion  peaks 
that are n o  grater than m in im u m  p o ss ib le  cross -corre la tion  peaks betw een  any pair o f  
m ax im al length seq u en ces  o f  the sam e length. T h e  circu it sh ow n  in  F igu re  2 .2  generates 
G o ld  co d e s .
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2 . 7  C o m m u n i c a t i o n  c h a n n e l s
2 .7 .1  A W G N  C h a n n e l
T h e  sim p lest practica l ca se  o f  a m o b ile  rad io  ch ann el is an add itive  w h ite  G aussian  n o ise  
ch ann el (A W G N ). It this case , the s ign a l is  perturbed  o n ly  b y  the a dd ition  o f  s o m e  n o ise  
and  s o m e  f ix e d  path loss . It a lso  assum es that the m o b ile s  and the surrounding  o b je c ts  are 
n ot in  m otion .
2 .7 .2  T h e  N a r r o w b a n d  F a d i n g  C h a n n e l
F o r  the m ost part, m o b ile  ra d io  p e r fo rm a n ce  w ill n ot b e  as g o o d  as the pure A W G N  ca se . 
T h e  deta iled  characteristics o f  the p rop a g a tion  en v iron m en t result in fa d in g , w h ich  sh ow s  
its e lf  as a m u ltip lica tive , tim e-variant p ro ce ss  a p p lied  to  the ch ann el. T h e  ch ann el is  
n arrow ban d  b eca u se  the fa d in g  a ffe cts  all freq u en c ie s  in  the m od u la ted  sign a l eq u a lly , s o  it 
can  b e  m o d e lle d  as a s in g le  m u ltip lica tiv e  p ro ce ss .
In p ra ctice  a transm itter and re ce iv e r  are su rrou nded  b y  o b je c ts  w h ich  re fle c t  and scatter 
the transm itted en erg y , ca u sin g  severa l w a v es  to  arrive at the re ce iv e r  v ia  d iffe ren t rou tes. 
T h is  is m ultipath  p rop a ga tion . E ach  o f  the w a v e s  has a d ifferen t ph ase  and  this phase can  
b e  co n s id e re d  as an in d ep en den t u n ifo rm  d istribu tion , w ith  the phase a ssoc ia ted  w ith  each  
w a v e  b e in g  e q u a lly  lik e ly  to take on  any va lu e.
N o  attem pt is u su a lly  m a d e  to  p red ict the e x a ct va lu e  o f  the s ignal strength arising  fr o m  
m ultipath  fa d in g  as this w o u ld  requ ire  a v e ry  ex a ct k n o w le d g e  o f  the p os it ion s  and 
e le ctrom a g n etic  ch aracteristics  o f  all scatters. Instead  a statistical d escr ip tion  is used.
2 .7 .2 .1  T h e  R a y le ig h  D is t r ib u t io n
T h e  central lim it th eorem  sh ow s  that, under certa in  con d ition s , the sum  o f  a large  n u m ber 
o f  in d ep en den t ra n d om  variab les, a p p roa ch es  v ery  c lo s e ly  to a n orm al d istribu tion . In the 
n o n -lin e -o f-s ig h t  (N L O S ) ca se , the real and im agin ary  parts o f  the m ultipath  co m p o n e n ts  
fu lf il  these co n d it io n s  s in ce  they are c o m p o s e d  o f  a sum  o f  a large n u m ber o f  w a v es . 
C on s id er in g  in-phase and quadrature, o r  I  and Q co m p o n e n ts  o f  a c o m p le x  b aseban d  
signal:
T h e  abso lu te  va lu e  o f  ar, represents the fa d in g  am plitude:
________________________________________________ Chapter 2. CDMA Systems and Interference
a r ~ x + j y  (2-10)
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~\ar\ = ^ x 2 + y 2 (2 -1 1 )
T h e  p d f  o f  r is the R a y le ig h  d istribu tion :
P Sn, ( ' ' )  =  (r/<T r2£ 1' 2‘r' ' (2 -1 2 )
H ere  crr is the standard d ev ia tion  o f  e ither the real o r  im ag in ary  parts o f  ar.
2J.2.2  T h e  R i c e  D is t r ib u t io n
In the L in e  o f  S igh t (L O S ) situation , the r e ce iv e d  signal is c o m p o s e d  o f  a ran d om  
m ultipath  co m p on en t, w h o s e  am plitu de is d e scr ib e d  b y  the R a y le ig h  distribution , p lus a 
coh eren t lin e -o f-s ig h t  co m p o n e n t, w h ich  has essen tia lly  con stan t p o w e r . T h e  p o w e r  o f  this 
c o m p o n e n t  w ill u sually  b e  greater than the total m ultipath p o w e r  b e fo re  it needs to b e  
c o n s id e re d  as a ffe c tin g  the R a y le ig h  d istribu tion  s ign ifican tly .
T h e  R ic e  d istribu tion  is g iv e n  th eoretica lly  by :
P„,cAr) = A e - ^ l^ I 0 
<TD
f \rs.
A * ;
(2 -1 3 )
w h ere  a\ is the varian ce  o f  either o f  the real o r  im agin ary  co m p o n e n ts  o f  the m ultipath
part a lon e  and sr is  the m agn itude o f  the L O S  co m p o n e n t. T h e  fu n ction  Io is  the m o d ifie d  
B esse l fu n ction  o f  the first k in d  and zeroth -ord er.
T h e  R ic e  p d f  is o ften  e x p ressed  in term s o f  another param eter, Icr , u su a lly  k n ow n  as the 
Rice factor and d e fin e d  as
k -  R
R ~ O/T22<7s
T h e  R ic e  p d f  can  then b e  w ritten in either o f  these fo rm s :
(2 -1 4 )
2k Rr
CT,
(2 -1 5 )
F o r  v e ry  large va lu es o f  kR , the lin e -o f-s ig h t  co m p o n e n t  dom in ates c o m p le te ly , v ery  little 
fa d in g  is en cou n tered , and the channel reverts to  A W G N  beh aviou r.
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2 . 8  T h e  W i d e b a n d  F a d i n g  C h a n n e l
It is im portant to  m en tion  at this stage that the signal is travellin g  through  space , ca u sin g  
severa l w a v es  to  arrive at the re ce iv e r  v ia  d iffe ren t routes. D u e  to  m ultipath  re fle ction s  the 
re ce iv e d  sign a l con ta in s d e la y ed , d istorted  rep licas  o f  the orig in a l transm itted signal. T h is  
is the nature o f  the m o b ile  ch ann els  and w ill b e  co n s id e re d  in the fo r th co m in g  section s .
2 .9  S i m u l a t i o n  M o d e l  f o r  r a d i o  c h a n n e l s
In gen era l, s im ula tion  m o d e ls  fo r  m o b ile  ra d io  ch ann els are rea lized  b y  e m p lo y in g  at least 
tw o  o r  m o re  co lo u re d  G aussian  n o ise  p rocesses . F o r  instance, fo r  the rea lization  o f  a 
R a y le ig h  o r  R ic e  p ro ce ss , tw o  real c o lo u r e d  G aussian  n o ise  p ro ce sse s  are requ ired , 
w h ereas the rea liza tion  o f  a S u zu k i p rocess  [P K L 9 4 ], w h ich  is  the p rod u ct o f  a R a y le ig h  
and a log n orm a l p ro ce ss , is b a sed  on  three real c o lo u r e d  G aussian  n o ise  p rocesses . S u ch  
p ro ce sse s  (R a y le ig h , R ic e , and S u zu k i) are o ften  u sed  as appropriate  stoch astica l m o d e ls  
fo r  d escr ib in g  the fa d in g  b eh a v iou r  o f  the e n v e lo p e  o f  the signal re ce iv e d  m o b ile  channels. 
A n o th e r  ca se  is g iv en  b y  m o d e llin g  an n -path  fre q u e n cy  se le ct iv e  m o b ile  rad io  p rop agation  
ch ann el b y  u sin g  the n-tap d e la y  lin e  m o d e l [P K L 9 4 ]. T h is  requ ires the rea lization  o f  2 n 
real c o lo u r e d  G aussian  n o ise  p rocesses . A ll  these ex a m p les  sh o w  that an e ff ic ie n t  des ign  
m eth od  fo r  the rea liza tion  o f  c o lo u r e d  G aussian  n o ise  p ro ce sse s  is o f  particular im p orta n ce  
in the area o f  m o b ile  ra d io  ch ann el m o d e llin g . A  w e ll-k n o w n  m eth od  fo r  the d es ign  o f  a 
c o lo u r e d  G aussian  n o ise  p ro ce ss  is to  shape a w h ite  G aussian  n o ise  (W G N ) p rocess  b y  
m ean s o f  a filte r  that has a transfer fu n ction  equ a l to the square ro o t  o f  the D o p p le r  p o w e r  
spectral d en sity  (p sd ) o f  the fa d in g  p rocess . A n o th e r  m eth od  is b a sed  on  R ic e ’ s su m  o f  
s in u so id s  [S a u 0 2 j. In this ca se  a c o lo u r e d  G aussian  n o ise  p rocess  is a p p rox im ated  b y  a 
fin ite  sum  o f  w e ig h ted  and  p rop er ly  d es ig n ed  sin u so id s.
D iv e rse  m eth od s  h ave been  d e v e lo p e d  fo r  the d eriva tion  o f  the re levan t m o d e l param eters 
(D o p p le r  c o e ff ic ie n ts  cn and d iscrete  D o p p le r  freq u en c ie s  fn), fo r  ex a m p le , the m eth od  o f  
equ a l d istances and the m ean  squ are -etror m eth od  [P K L 9 4 ],
F o r  a R a y le ig h  p ro ce ss  all the scattered  co m p o n e n ts  in the re ce iv e d  sign a l are represented  
b y  a ze ro -m e a n  c o m p le x  G aussian  n o ise  p rocess :
Chapter 2. CDMA Systems and Interference
X (ty = x i( t )+ jx 2(t) (2-16)
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W ith  uncorrela ted  real co m p o n e n ts  xt(t), i - 1, 2 , and va ria n ce  V a r {X ( / ) }=  2  
V a r {x (( f ) )= 2 o > 2.
\X (r)| =  i / f a o  +  f a ( 0  ( 2 - l 7 )
* l ( 0 . * 2( l ) ~  W (° .(7 r )
• W )
F ig u r e  2 -3  T h e  S hape o f  equ ation  (2 -1 8 )
A  typ ica l and o ften -a ssu m ed  shape fo r  the D o p p le r  p sd  o f  the c o m p le x  G aussian  n o ise  
p rocess  X  (t), SR(f), is  fo r  m o b ile  fa d in g  ch ann el g iv en  b y  the Jakes p sd
* W )  =
2cr;
ft fd maxJl (
d max
o I /  l> max
(2 -1 8 )
w h erofdmax is the m a x im u m  D o p p le r  freq u en cy . T h e  shape o f  the a b o v e  equ ation  is g iven  
on  F igu re  2 .3 .
xj(t) and X2(t) are a p p rox im a ted  b y  a sum  o f  s in u soids as fo l lo w s :
X\ ( 0  =  Cdn c o s (2 n f dnt +  0dn)
n=1
Nn
*2  ( 0  =  Z ,  c <*sin(27r f * f + 6 * )
(2-19)
/1=1
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A c c o r d in g  to [P K L 9 4 ], the co e ff ic ie n ts  in the a b o v e  form u la  can  be  ca lcu la ted  as:
fdn=fd  m a x S in ( ^ - ) ;  n = l2 ,...,N R 
2Nr
1
=
(2 -2 0 )
(2 -2 1 )
2 . 1 0  C o n v e n t i o n a l  D e t e c t o r  f o r  C D M A  S y s t e m s
A  con v en tion a l D S -C D M A  system  treats each  user separately  as a s ign a l, w ith  other users 
c o n s id e re d  as either in terferen ce  o r  n o ise . C on v en tion a l d etectors  su ffer  fro m  various 
p rob lem s:
First, w hen  a large n u m ber o f  users are a ctive  in the system , the e ffe c t  o f  in terference  
b e co m e s  large. S e co n d , even  w h en  the n u m ber o f  users is re la tive ly  lo w  but the signals o f  
s o m e  users have h igh er p o w e rs , the lo w  p o w e r  users see a h uge in terferen ce . T h is  is the s o - 
ca lle d  near-far e ffe c t : the users near to the re ce iv e r  are r e ce iv e d  at h igh er p ow ers  than 
th ose  far aw ay. T h ird , ev en  i f  users are at the sam e d istance to the re ce iv er , so m e  o f  them  
can  b e  in d eep  fa d e  and this cau ses an “ e ffe c t iv e  near-far e f fe c t ”  and degrades the 
p erform a n ce . T w o  im portant lim its to  current con v en tion a l d etectors  are:
• A ll users in terfere w ith  all users and this in terference  d egrades the p erfo rm a n ce  o f  the 
system .
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• T h e  near-far e ffe c t  is a seriou s p ro b le m  and tight p o w e r  co n tro l is n eed ed  to co m b a t it 
[V e r9 8 , O P 9 8 , P 0 9 8 ] ,
In this section  after represen tin g  the b eh a v iou r  o f  the con v en tion a l d e tector  in syn ch ron ou s 
and asyn ch ron ou s system s, the statistics o f  in terference  term s in its output w ill be  
form ulated .
2 .1 0 .1  C o n v e n t i o n a l  D e t e c t o r  in  S y n c h r o n o u s  S c e n a r io s
T h e  con v en tion a l d e te cto r  con s is ts  o f  a ban k  o f  m atched  filters (F igu re  2 .4 ) . T h e  beh a v iou r 
o f  the con v en tion a l d e te cto r  in sy n ch ron ou s  and asyn ch ron ou s system s is as fo l lo w s :
In syn ch ron ou s scen arios , assu m ing  in A W G N  ch annel and B P S K  m od u la tion , the output 
o f  the m atched  filter  fo r  ith u ser is:
w h ere  y  is the output o f  the m atch ed  filters, R  is the c ro ss -co rre la tio n  m atrix , A  is a 
d ia g on a l m atrix w h ich  its d ia gon a l e lem ents are the am plitude o f  the users, b  is the v ecto r  
o f  transm itted bits b y  all users and n  is v e c to r  o f  n o ise  ad d ed  in  transm itter. A ssu m in g  K  
a ctive  users in system  each  transm itting N b bits, then in sy n ch ron ou s  scen arios  and in 
A W G N  channels, the s ize  o f  the a b o v e  m atrices and v e c to r  are: yKxi, R k x k , A kx k > bKxi 
and n  kxi- In a sy n ch ron ou s  scen a rios , the E q .(2 -2 4 )  is still va lid , h o w e v e r  the s izes  are:
yKNbxl ? RKNbxKNb, AfCNbx KNb? bi(Nbxl and llKNbxl.
T h e  a b o v e  statem ents fo r  the s izes  o f  vectors  and m atrices are v a lid  fo r  n arrow ban d  fa d in g  
ch ann els , as w e ll. A  m o re  genera l m o d e l fo r  the W C D M A  ch ann els  is g iv e n  in chapter 5, 
and yet the ca n on ica l E q .(2 -2 4 )  rem ains va lid .
(2 -2 2 )
T h e  a b o v e  exp ress ion  can  b e  rew ritten  as:
yt = At bk + ' Z Ai bj Pjt +«4 (2 -2 3 )
In m atrix  fo rm  this is:
y = R A b + n (2 -2 4 )
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2 .1 0 .2  C o n v e n t i o n a l  D e t e c t o r  in  A s y n c h r o n o u s  S c e n a r io s
I f  w e  assum e the d e la ys  are sorted  as Zi<T2< ...< T k , then the output is:
yt [i] =  Akbk[i] +  X  Ajbj [i + 1  +  X  +
j<k j<k
X  AibjK IP * +  X  [i ~ 1]' +  "*  [i']
(2 -2 5 )
j>k j>k
T h e  a b o v e  fo rm u la  can  b e  w ritten in m atrix  fo rm  as E q .(2 -2 4 ) but w ith  ex ten d ed  R  m atrix  
that is d e fin ed  in section  2 .5 .2  fo r  the a sy n ch ron ou s  system .
2 . 1 1  P e r f o r m a n c e  o f  C o n v e n t i o n a l  D e t e c t o r
2 .1 1 .1  S y n c h r o n o u s  U s e r s
A s  w as sh ow n  earlier, in  the A W G N  ch ann el and a sy n ch ron ou s system , the kth user 
m a tch ed  filter output is equal to
yk — Akbk +  /Y, A f  f p  jk +n k (2 -2 6 )
w h ere
pr
nk n(t)sk(t)dt (2 -2 7 )
is a G aussian  ran d om  variab le  w ith  ze ro  m ean  and varian ce  equal to  o 2. I f  the signature 
w a v e fo rm  o f  the klh user is o rth og on a l to  the oth er signature w a v e fo rm s , then p ^ = 0 , jA k  
and the m atch ed  filter output red u ces  to that ob ta in ed  in  the s in g le -u ser  p rob lem :
y k = AA + nk <2 - 2 8 )
U s in g  B P S K  m od u la tion  and in A W G N  ch a n n e l, the p rob a b ility  o f  error o f  a th resh old  
co m p a riso n  o f  y* is
p * ( < r ) = e (2-29)
w h ich  is the sam e error p rob a b ility  on e  w o u ld  ob ta in  in the a b sen ce  o f  o th er users.
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In the n on orth og on a l C D M A  ch ann el and co n s id e r in g  o n ly  tw o  users, the p rob a b ility  o f  
error o f  user 1 occu rs  w h en  the transm itted b it (& i) is not equ a l to the detected  b it (bl ). 
B eca u se  the con v en tion a l d e tector  uses the s ign  o f  the m atch ed  filte r ’ s output (yO  fo r  
d e tection  p u ip o se , fo r  ca lcu la tin g  the error p rob a b ility  w e  sh ou ld  seek  the o c ca s io n s  that 
on e  b it is transm itted b y  user 1, h o w e v e r  the output o f  the m atch ed  filter has d ifferen t sign . 
A s  w e  h ave u sed  the B P S K  m od u la tion , the transm itted b it can  b e  either - 1  o r  + 1 . N o w  w e  
can  w rite  the fo l lo w in g  equ ation s fo r  ca lcu la tin g  the p rob a b ility  o f  b it error rate [V e r9 8 ]:
P ,(cr ) =  P[bx *  bx ]=  P C ^ + l J P b q c O  | b\—+ 1] +  P[bx=-l]P\yj>0 \ b ^ - 1] 
Y et, y i is not G aussian  co n d it io n e d  on  b\, s o  another co n d it io n  o n  b2 is n eeded :
(2 -3 0 )
P\yi> 0  | £ i = - l ] =  P [y /> 0  | b i = - l ,  b2= + 1]. P[b2=+ 1 ]+  (2 - 3 la )
P[yi>0\bx=~l,b2=-l\.P[b2=-l}
=  P [t t /> A /-A 2p ] .  P[b2=+1] + P[n]>AJ+A2p l  P[b2= -1] (2 -3 1 b )
=0.5Q((Aj -A2p)/(J) +0.5Q((A1+A2p)/cr) (2 -3 1 c )
W e  h ave u sed  the in d ep en d en ce  o f  (b\, b2, n\) and the s im p lif ie d  n otation  pi2=p. E q .(2 - 
3 1 b ) has been  a ch ie v e d  b y  co m b in a tio n  o f  E q .(2 -2 6 )  and E q .(2 -3 1 a ) . B y  sym m etry , w e  get 
the sam e exp ress ion  fo r  P\yi< 0  | & i= + l] . T h ere fo re , the b it-error-rate o f  the con v en tion a l 
d e te cto r  fo r  user 1 in  the p resen ce  o f  on e  in terferin g  user is
PKcr) =  0 .5 G ((A i-A 2|p|)/ o)+ 0 .5 (2 ((A 1+A 2|p|)/o) (2 -3 2 )
T h e  gen era liza tion  o f  the B E R  o f  the s in g le -u ser  m atch ed  filter fr o m  tw o  users to  an 
arbitrary n u m ber o f  users is  straightforw ard . F o llo w in g  the sam e rea son in g  as b e fo re , w e
can  w rite  the B E R  o f  the kth user as [V e r9 8 ]
P*(<x) =  P[b/c=+1 ]P [y k< 0  | />*=+ !] +  P [6 * = -l ]P [y * > 0  | **= -1 ]
i p
2
= P
nk > Ak - ' Z AjbjPjlc
j*k
+ - P  
2 nk < - Ak - yZ AJbjPjkj*k
> A k - ' L A,blPi,
j*k
2  1,1) 1,1) \ &j*k V
D  E -  E -  E
jV=k
(2 -3 3 )
(2 -3 4 )
(2 -3 5 )
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w h ere E q .(2 -3 4 )  fo l lo w s  b y  sym m etry  and E q .(2 -3 5 )  is ob ta in ed  b y  co n d it io n in g  on  all the 
in terferin g  bits. E rror p rob a b ility  o f  the s in g le  u ser m atch ed  filter in the C D M A  G aussian  
ch ann el d ep en d s on  the shape o f  the signature w a v e fo rm s  o n ly  through their 
cro sscorre la tion s . M o re o v e r , the error p rob a b ility  dep en d s on  the re ce iv e d  am plitudes and 
the n o ise  lev e l o n ly  through the ratios A * /<7, as d e c is io n s  are invariant to  sca lin g  o f  the 
r e ce iv e d  w a v e fo rm .
T h e  average  o f  the Q -fu n c tio n s  in (2 -3 4 )  is u p p er -b ou n d ed  b y
T h e  n u m ber o f  op era tion s requ ired  fo r  com p u ta tion  o f  the E q .(2 -3 5 )  g ro w s  ex p on en tia lly  
as the n u m ber o f  users. U sin g  an a p p rox im a tion  fo r  the b in om ia l ran d om  variab le  
^jAjbjPjk b y  a G aussian  ran d om  variab le  w ith  iden tica l varian ce , the B E R  w o u ld  b e
j*k
W h erea s  at lo w  s ig n a l-to -n o is e  ratios the a p p rox im a tion  is gen era lly  g o o d , fo r  h igh  s ign a l- 
to -n o ise  ratios it m a y  b e  unreliable.
2 .1 1 .2  A s y n c h r o n o u s  U s e r s
T h e  analysis in  the a syn ch ron ou s ca se  is en tire ly  s im ilar to the sy n ch ron ou s  on e . T h e  m ain  
d iffe re n ce  is that n o w  each  b it is a ffe c te d  b y  2K-2 in terfering  b its [V e r9 8 , T Y 9 5 ] .  T h is  
d o u b le s  the n u m b er o f  term s in  E q (2 -3 5 ):
(2 -3 6 )
(
(2 -3 7 )
(e/.Jef-U )2 (ej,dj)5{-1,l}2 ( ^ . ^ { - l . l } 2
j*k
(2 -3 8 )
In [H o l9 2 ] a s im p le  and accurate m eth od  fo r  ca lcu la tin g  the B E R  is addressed . A ssu m in g  
that there are K  a ctiv e  and a syn ch ron ou s users in the system , and  they  are using ran d om  
spread in g  seq u en ces  and the ch ip  w a v e fo rm s  are rectangu lar, the fina l B E R  is:
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F ig u r e  2 -5  D e c is io n  reg ion s  in  the tw o -d im en sion a l sp ace  o f  m a tch ed  filter outputs
2 . 1 2  D e c i s i o n  R e g i o n s  o f  t h e  C o n v e n t i o n a l  D e t e c t o r
It is u sefu l to v isu a lize  the op era tion  o f  the con v en tion a l d e te cto r  (o r , any detector, fo r  that 
m atter) in a signal sp a ce  d iagram . T h e  con v en tion a l d em od u la to r  bases  its d ec is ion s  on  the 
/^ -d im en sion a l v e c to r
(yi, •••,}£) =
co m p u te d  fro m  the o r ig in a l observa tion s . T h ere fore , w e  can  actu a lly  v ie w  the observa tion s 
as the K -vector  (y,, . . . ,  yK), in stead  o f  the orig ina l re ce iv e d  w a v e fo rm . C on sid er in g  K= 2 , is
26
Chapter 2. CDMA Systems and Interference
o f  particu lar interest. In this ca se , c o n d it io n e d  on  (bj, bf), (yi, >>2) is a G aussian  v e c to r  w ith  
m ean
In F igu re  2 .5 , the m ea n -v ecto rs  fo r  each  o f  the fo u r  h yp oth esises  in  the ( y ; , y 2)  sp a ce  have 
been  d ep icted . T h e  assu m ptions are A /= A 2 = 1  and p= 0 .2 . T h e  r e ce iv e d  v e c to r  is as the sum  
o f  a transm itted v e c to r  and  a z e ro -m ea n  G aussian  v e c to r  (nj, 112).
T h e  d e c is io n  reg ion s  in the (y / ,  y 2)  sp a ce  o f  the s in g le -u ser  m a tch ed  filte r  d e tector  are 
s im p ly  the fo u r  quadrants. A  sh o rtco m in g  o f  the (y ; , y 2) d iagram  in F igu re  2 .5  is that the 
n o ise  c o m p o n e n ts  m and 112, a d d ed  to  the transm itted v e cto r  are corre la ted  [V e r9 8 ]:
con seq u en tly , the d istribu tion  o f  the n o ise  v e c to r  is n ot c ircu la rly  sy m m etric  and the n orm  
o f  the n o ise  v e c to r  d o e s  n ot determ in e the lik e lih o o d  o f  that rea liza tion . T h is  im pairs the 
in tu ition  o n e  w o u ld  e x p e c t  to  ga in  fr o m  the co m p a riso n  o f  the re sp e ctiv e  d e c is io n  reg ion s  
(in  (y / ,  y 2) sp a ce ) o f  d iffe ren t d etectors . A  better c h o ic e  than the (yj, y2) d iagram  is a signal 
sp a ce  d iagram  w h o se  c o m p o n e n ts  ( y p y 2)a r e  equ a l to  the corre la tion s  o f  the re ce iv e d  
w a v e fo rm  w ith  an (arbitrary) orth on orm al basis  ((|)i, (J>2) that spans the linear sp a ce  
gen erated  b y  the sign a l (sj, S2). A  c h o ic e  fo r  this orth on orm al basis is
(Ajb]+A2b2P, A2b2+Ajb]p)
(2 -4 1 )
and co v a r ia n ce  m atrix  [V e r9 8 ]
(2 -4 2 )
E[njn2]~ o2p
<P\ = si
(2 -4 3 )
(2 -4 4 )
C o n d it io n e d  on  (bj, bf), ( y p y 2) is G aussian  w ith  m ean
(A ^ l ^  1^ ’ (P\ ^  <' ^2 ’ (p\ '>’ A  A  1^ ’ (p2 '> f  A ^ 2  ^  ^2 ’ 02 •>)
(2-45)
and covariance matrix equal to
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F ig u r e  2 -6  D e c is io n  re g io n s  o f  m atch ed  filter  d e tector  (o r th og on a l sp a ce )
F ig u r e  2 -7  D e c is io n  re g io n s  ob ta in ed  b y  F ig u r e  2 -8  D e c is io n  reg ion s  ob ta in ed  b y  
co m p u te r  s im ulation  co m p u te r  sim ulation  in orth on orm al sp ace
c o v ( y 1, y 2) =  cr :
1 0  
0  1
(2 -4 6 )
T h e  counterpart to  F igu re  2 .5  in  the alternative orth og on a l representation  ( y , , y 2) u sin g  the 
basis  in E q .(2 -4 4 ) is sh ow n  in  F igu re  2 .6  w h ere  the d e c is io n  reg ion s  are d e fin e d  b y  the 
lin es o rth og on a l to  s\ and s2 resp ectiv e ly .
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E ven  though  ( y 1, y 2) are  n ot co m p u te d  b y  the d em od u la tor , it is usefu l to  v isu a lize  the 
re ce iv e d  v e c to r  as b e lo n g in g  to  the tw o -d im en s ion a l sp a ce  d ep ic ted  on  F igu re 2 .6 . 
D e r iv in g  d e c is io n  reg ion s  fo r  the co n v e n tio n a l d e te cto r  w as stra ightforw ard . F o r  c o m p le x  
re ce iv ers  this m ay  b e  very  d if ficu lt  and it w ill b e  easier to fin d  them  b y  sim ulation . U sin g  
co m p u te r  s im ulation s, the d e c is io n  reg ion s  fo r  the m atched  filter fo r  tw o  equ a l p o w e r  users 
( A i=  A 2) are ob ta in ed  b y  sim ulation s and d e p ic te d  in  F igures 2 .7  and 2 .8 .
F o r  s im ulation , a pair o f  ran d om  bits (o n e  b it p er user) w as generated  and they  w ere  p assed  
through  the A G W N  ch ann el. A fte r  m a tch ed  filterin g , tw o  values w ere  ob ta in ed  (y i, y 2). 
T h e s e  va lu es usin g  E q .(2 -4 3 )  and E .(2 -4 4 )  w ere  transform ed  to ( J p j ^ ) ’* ^ en b ased  on  
their s ign , a d e c is io n  w ere  p e r fo rm e d  to in d ica te  w h ich  reg ion  they  b e lo n g  to. In F igu res 
2 .7  and 2 .8 , the h orizon ta l and vertica l axes are va lues o f  y i and  y 2 , resp ectiv e ly . T h is  
m eth od  w ill b e  used  in the fo l lo w in g  chapters w h en  w e  deal w ith  m ore  a d v a n ced  rece ivers .
2 . 1 3  C o n c l u s i o n
C o d e  D iv is io n  M u ltip le  A c c e s s  (C D M A )  is u sed  as the a ccess  m eth od  fo r  the third 
gen era tion  m o b ile  system s. In this ch apter the features o f  C D M A  system s w as con s id ered . 
T h is  a cce ss  sch em e  su ffers  greatly  fr o m  the M A I , as all the transm itters transm it in  the 
sam e fre q u e n cy  and tim e. B y  ass ign in g  d iffe ren t spread ing  c o d e s  to  d ifferen t users, this 
s ch e m e  tries to d ifferen tia te  the users. T h e  o rth og on a lity  o f  spread in g  c o d e s  in  the fa d in g  
en v iron m en t both  fo r  u p lin k  and d o w n lin k  and asyn ch ron ou s nature o f  the u p lin k , are 
se v e re ly  dam aged . T h e  in terferen ce  ca u s in g  the M A I  w as a lso  an a ly tica lly  exa m in ed . 
H a v in g  a C D M A  system  m o d e l and an in sigh t abou t the structure o f  the M A I  is n ecessa ry  
fo r  a p p ly in g  the m o re  c o m p le x  M u ltiu ser  d etection  m eth od s to  b e  studied . T h ese  m eth od s  
are the m a jo r  to p ic  o f  this thesis.
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C h a p t e r  3  M u l t i u s e r  d e t e c t i o n  M e t h o d s  f o r  
C D M A  S y s t e m s
3 .1  I n t r o d u c t i o n
M u ltiu ser  detection  is a tech n iqu e  that jo in t ly  d em od u la tes  jo in t ly  in terfering d ig ita l 
in form a tion . C om m u n ica tion  system s su b ject to m u ltia ccess  in terferen ce  are: m o b ile  
ce llu lar , satellite co m m u n ica t io n s , h ig h -sp e e d  data transm ission  lin es, d igital v id e o  and 
au d io  b road castin g .
T h e  third gen eration  m o b ile  co m m u n ica t io n  system s use C o d e  D iv is io n  M u ltip le  A c c e s s  
(C D M A ) as an air in terfa ce  a ccess  sch em e. C D M A  is an attractive so lu tion  fo r  w ire less  
co m m u n ica t io n s  and there is a s ig n ifica n t interest in the d esign  o f  w ire less  C D M A  
n etw ork s , w h ich  en ab les  the users to have  a ccess  to d iffe ren t data rates. H o w e v e r , C D M A  
system s su ffe r  fr o m  the p resen ce  o f  m u ltip le  a ccess  in terferen ce  (M A I ) . In fa ct all users in 
a w a y  in terfere w ith  each  oth er [V e r9 8 ]. M u ltiu ser d etection  is a m eth od  that tries to 
ex tract usefu l in form a tion  fro m  the actual in terference .
A lth ou g h  m ultiuser d etection  is e x p e c te d  to p lay  a m a jo r  r o le  in  en ab lin g  h igh  
p er fo rm a n ce , m ost ex istin g  system s d o  n ot yet in corp ora te  these a d va n ced  techn iques. 
T h ree  prim ary  exp lan ation s are o ffe r e d  fo r  this present situation :
• D e v e lo p m e n ts  in the f ie ld  are re la tive ly  recen t in orig in .
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• Q u estion s  persist abou t the c o m p le x ity  and robustness o f  m u ltiuser a lgorith m s, 
e s p e c ia lly  fo r  portab le  a p p lica tion s  [M o s 9 6 , O R H 9 6 ].
• E n e rg y -e ffic ie n t  im p lem en ta tion s h ave  o n ly  recen tly  b e c o m e  fea sib le .
T h is  ch apter rev iew s  p rev iou s  w o rk  in m ultiuser d e tection  as a basis fo r  the system  design  
and analysis p resen ted  in su bsequ ent chapters. P erform a n ce  m etrics and re ce iv e r  
op tim a lity  are in trod u ced . T w o  im portant c la sses  o f  m u ltiuser d etectors  are d escr ib ed  that 
a ch iev e  s ign ifica n t p er fo rm a n ce  gains o v e r  con v en tion a l, s in g le -u ser  rece ivers . T h e  
prin cipa l g oa l is to  establish  the c la im  that s ign ifica n t p er fo rm a n ce  im p rovem en ts  can  b e  
a ch ie v e d  in w ire less  C D M A  system s w ith  the use o f  m o re  sop h istica ted  re ce iv e r  signal 
p rocess in g .
3 . 2  O p t i m a l i t y ,  C o m p l e x i t y ,  a n d  P e r f o r m a n c e  M e t r i c s
3 .2 .1  S y s t e m  M o d e l
F ig u r e  3 -1  B lo c k  d iagram s fo r  the transm itter and re ce iv e r  fron t-en d  in  a syn ch ron ou s, 
D irect seq u en ce  C D M A
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T h is section  in trodu ces a m athem atical m o d e l fo r  a base  station p ro v id in g  w ire less a ccess  
to  K  s im ultaneous users as sh ow n  in F igu re  3 .1 . F or  s im p lic ity , d irect seq u en ce  C D M A  
data m od u la tion  is assum ed . Ind iv idu a l user data is aggregated  at the base  station, a llow in g  
sy m b o l-sy n ch ro n o u s  sign a l transm ission . A lth ou gh  apparently  restrictive , this system  
m od e l is  ju s tifie d  on  the fo l lo w in g  grou nds:
1. It s im p lifie s  n otation , but rem ains su ffic ien tly  genera l to illustrate the prin cip les  o f  
m u ltiuser detection .
2. It a ccu ra te ly  represents m an y  base  stations to m o b ile  links.
3. E xten s ion  o f  this m o d e l to a syn ch ron ou s system s is (at least con cep tu a lly ) 
straightforw ard .
E ach  user ke ( 1 ,  K) is a ss ign ed  a d iscrete -tim e signature w a v e fo rm  s& that has unit energy. 
Independent, b in ary  an tipoda l data stream s 1 , - 1 }  m od u la te  these signature 
w a v e fo rm s , w ith  a p o w e r  le v e l A*2 that rem ains con stan t o v e r  a s y m b o l period . U ser 
signals are linearly  c o m b in e d  to  y ie ld  an equ iva len t baseban d  transm it signal:
T h e  d iscrete -tim e signal is con v erted  in to  a con tin u ou s-tim e  representation , shaped  b y  a 
transm it filter w ith  fre q u e n cy  resp on se  F (j(o ), and m od u la ted  to  the appropriate carrier 
freq u en cy  p rior  to sign a l transm ission .
F o r  the m om en t, the sign a l is assu m ed  to  pass through an add itive , w h ite  G aussian  n o ise  
(A W G N ) ch ann el w ith  s in g le  s id ed  p o w e r  spectral d en sity  No p r ior  to  a m p lifica tion , 
d em od u la tion , and filter in g  in the rece iv er . (A  m atch ed  filter F*(jco) is u sed  to p erfo rm  the 
n ecessa ry  fron t-en d  re c e iv e  filterin g ). T h e  resu lting signal is p a ssed  through  a ch ip - rate 
sam pler, y ie ld in g  the d iscrete  tim e baseban d  re ce iv e d  signal:
K
(3 -1 )
K
(3 -2 )
w h ere  n  represents the d iscre te -tim e , filtered  ran d om  G aussian  n o ise  p ro ce ss .
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3 .2 .2  O p t im a l i t y  a n d  C o m p l e x i t y
Baseband 
Received signal
y  su ffic ie n t  
statistic
S in g le  user system
4 y,
su ffic ie n t
statistics
M u ltiu ser  S ystem
F ig u r e  3 -2  G en eration  o f  su ffic ien t statistics fo r  s in g le  user and m u ltiu ser system s
*
First, co n s id e r  op tim a l sign a l d e tection  in a m u ltiu ser co m m u n ica t io n  system . A  c la ss ica l 
result fr o m  s in g le -u ser  d etection  th eory  states that fo r  an A W G N  ch an n el, a (sy m b o l-ra te  
sa m p led ) m atch ed  filter  generates a su ffic ien t statistic fo r  signal d e te ct io n  [V e r9 8 ]. T h e  
m u ltiuser vers ion  o f  this p r in c ip le  requ ires n ot o n e , but an entire ba n k  o f  (sy m b o l-ra te  
sa m p led ) m atch ed  filters , o n e  fo r  ea ch  a ctiv e  u ser as illustrated in  F igu re  3 .2  [V e r9 8 ]. 
A c c o r d in g ly , the op tim a l m u ltiu ser d e te cto r  passes the r e ce iv e d  sign a l through  a ban k  o f  
corre la tors  w h o se  outputs, sa m p led  at the s y m b o l rate, are g iven  b y :
N
3 '* = X s ‘ W r [ m ]  (3 -3 )
m=l
T h e  resu lting  set o f  K  output sam ples m a y  b e  co n v e n ie n tly  e x p ressed  as:
w h ere
y=RAb + n (3-4)
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N
(3 -5 )
is the cross -co rre la tion  m atrix o f  signatures (Rij is the (i, j ) e lem en t o f  m atrix R ) ,
b its, and n  is a ze ro -m ea n  G aussian  ran dom  v e c to r  w ith  co v a r ia n ce  m atrix  c^ R  . F or  any 
p e r fe ct ly  orth ogon a l signal set, R  is the identity  m atrix , and the m u ltiu ser ch ann el can  b e  
d e c o m p o s e d  in to K  in depen den t, s in g le -u ser  A W G N  channels. T h e  sizes  o f  the m atrixes 
and v ecto rs  in E q .(3 -4 )  h ave  been  d e scr ib e d  in section  2 .1 0 .1 . N o n -o r th o g o n a l signal sets, 
in  contrast, lead  to co u p le d  equ ation s that d escr ib e  the signal corre la tion  betw een  users.
In both  the orth ogon a l and n o n -o rth o g o n a l cases , the op tim al m u ltiu ser d etector  ch o o s e s  
the data estim ate b opt as fo l lo w s  [V e r9 8 ]:
T h e  m eth od  o f  derivation  o f  E q .(3 -6 )  is g iven  in  [V e r9 8 ] and w e  a lso  re fer to this in 
ch apter 6 , section  6 .2 .1 . H o w e v e r , herein  w e  p o in t to the fo l lo w in g  issues abou t the 
op tim u m  detector:
1. O ptim al detection  requ ires k n o w le d g e  o f  signature w a v e fo rm s  and tran sm it-pow er 
le v e ls  fo r  all users in the system .
2. O ptim al detection  requ ires a c o m p le x ity  that is exp on en tia l in  the n u m ber o f  users. 
C on seq u en tly , system s w ith  large user pop u la tion s  require su b op tim u m  sch em es fo r  
p ractica l im plem en tation .
3. S u ffic ien t statistic gen eration  a lon e  requ ires a co m p le x ity  that g ro w s  lin early  w ith  the 
n u m b er o f  a ctive  users. H en ce , in creased  user densities requ ire  in crea sed  re ce iv er  
p ro ce ss in g  to m aintain  com p a ra b le  le v e ls  o f  p erform a n ce .
3 .2 .3  P e r f o r m a n c e  M e t r i c s
C haracterization  o f  m ultiuser d etectors , both  op tim al and su b op tim u m , requ ires su itable 
p erfo rm a n ce  m etrics. F o r  o b v io u s  reasons, b it error rate (B E R ) con stitutes the prim ary \  
m easure o f  interest in  these system s. F o r  a s in g le -u ser  A W G N  ch an n el, the optim al 
d ete cto r  has p rob a b ility  o f  error [P ro O l]:
A = d ia g (-Ja ^, ^ [\  )  is the user transm it am plitude m atrix, b  is the v e c to r  o f  user data
b opt =  arg m a x  (2 b ry -  b rA R A b ) (3 -6 )
(3 -7 )
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Eb/N<> (d B )
F ig u r e  3 -3  P lo t  o f  the b it error rate fo r  a s in g le  user, assu m ing  B P S K  data m od u la tion  
o v e r  an A W G N  ch annel
w h ere
oo *
<3 - 8 )
T h is  error p rob a b ility  fu n ctio n  (p lo tted  in  F igu re  3 - 3 )  serves as the b a se lin e  m etric  fo r  
m u ltiu ser re ce iv e r  eva lu ation . B eca u se  the p resen ce  o f  oth er users in  the channel ca n n ot 
im p ro v e  the error rate, lo sses  due to in terferen ce  are co n v e n ie n tly  ex p ressed  relative to  this 
s in g le -u ser  p er fo rm a n ce  lim it. F o llo w in g  [V e r9 8 ], the “ e ffe c t iv e  en e rg y ”  o f  user ek(cr) , is
d e fin e d  as the e n erg y  requ ired  b y  user k to  a ch ie v e  a b it error rate equ a l to  Pk (a ) in  the 
a b sen ce  o f  in terferin g  users:
P * ( * )  =  G
^ek(cr)
V
(3 -9 )
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T h e  “ e f f ic ie n c y ”  o f  user k is d e fin e d  as the ratio o f  e ffe c t iv e  to actual s ign a l energ ies ( vk)
f > ( g )
v , (3 -1 0 )
and is restricted  to the interval [0 , 1], “ A sy m p to tic  e f f ic ie n c y ”  is d e fin e d  as
,• ek( ( J )rjk =  h m —   n  i i .
o'—>o v ( 3 - 1 1 )
and represents the p er fo rm a n ce  loss  due to  the p resen ce  o f  in terferin g  users as the 
b a ck g rou n d  n o ise  lev e l tends tow ard  zero . A  c lo s e ly  related  re ce iv e r  m etric is near-far 
resistance, w h ich  represents the m in im u m  a sym p totic  e f f ic ie n c y  o v e r  all users w h en  
transm it p o w e r  lev e ls  are u ncon stra in ed  [V e r9 8 ],
Vt= in fVj>C
j*kv‘>0 ' (3 -1 2 )
In tu itive ly , n ear-fa r resistan ce  p rov id es  an in d ica tion  o f  the w ors t-ca se  p erform a n ce  lo ss  
du e to  in terferen ce  fo r  any in d iv idu a l user o v e r  all p o s s ib le  o th er-u ser  transm it p o w e r  
p ro file s . In p ra ctice , o f  cou rse , n o  system  ev er  perm its en tire ly  arbitrary transm it p o w e r  
lev e ls .
3 .3  S u b - o p t i m u m  M u l t i u s e r  D e t e c t i o n  M e t h o d s
B eca u se  op tim a l m ultiuser d etection  requ ires a c o m p le x ity  that is exp on en tia l in  the 
n u m ber o f  users, current research  fo cu se s  on  su b op tim u m  arch itectures that a ch ieve  
com p a ra b le  p er fo rm a n ce  ga ins yet requ ire substantially  less  c o m p le x ity  [M o s 9 6 ] , T h is 
section  con s id ers  tw o  b a s ic  c la sses o f  su b op tim u m  m u ltiu ser detectors : linear and 
n on linear.
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3 .3 .1  L i n e a r  M u l t i u s e r  D e t e c t o r s
3 .3 .1 .1  S in g le  U s e r  C o r r e l a t o r
T h e  s im p lest linear d e te cto r  is the s in g le  user corre la tion  re ce iv e r  illustrated in  F igu re  3 .4 . 
R e c e iv e d  s y m b o l estim ates fo r  in d iv id u a l users are ba sed  s o le ly  o n  the co rre sp o n d in g  
m atch ed  filter output:
bt=sgn(yt) (3_13)
Baseband
Received
signal
- K x )
F ig u r e  3 -4  B lo c k  d iagram  o f  a s in g le -u ser  corre la tion  re ce iv e r
A lth o u g h  this re ce iv e r  is ex trem ely  s im p le  to  im p lem en t, its p er fo rm a n ce  is stron g ly  
d ep en d en t on  signal co rre la tion s  b e tw een  users and on  oth er-u ser transm it p o w e r  lev e ls . 
U s in g  E q .(2 -3 ) , the d e c is io n  statistic fo r  this re ce iv e r  is g iv en  by :
y t =  Akbk + ' L Ai b,P«  +"* (3_14)
O f  particu lar n ote  is the s e c o n d  term , w h ich  in d icates  that any n o n -o r th o g o n a l user can  
d r iv e  the error p rob a b ility  to  o n e  h a lf b y  transm itting at a su ffic ie n tly  la rge  p o w e r  lev e l. 
T h is  situation  g iv e s  rise to  the w e ll k n ow n  near-far problem in  w h ich  a stron g  in terferin g  
sign a l ca n  co m p le te ly  o v e rw h e lm  the d es ired  u ser ’ s signal u nless p o w e r  co n tro l is 
p rov id ed .
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Eb/No (d B )
F ig u r e  3 -5  B it error rates versus S N R /b it  fo r  variou s leve ls  o f  M A I  u sin g  a s in g le  user 
corre la tor  rece iver .
T h e  degradation  due to  m u ltip le  a ccess  in terference  (M A I )  is illustrated g rap h ica lly  in 
F igu re  3 - 5  fo r  a sy n ch ron ou s  C D M A  system  w ith  a spread in g  fa cto r  o f  128. In this 
sim ulation , users spread in g  c o d e s  are con stru cted  u sin g  c y c l i c  sh ifts o f  a s in g le  m a x im u m  
length sh ift register (M L S R ) seq u en ce . A  s im p le , add itive  w h ite  G aussian  n o ise  ch ann el is 
inserted  b etw een  the transm itter and re ce iv er . F o r  com p a r ison  p u rp oses , the s in g le  user 
p erfo rm a n ce  b ou n d  is a lso  p rov id ed . C learly , the p resen ce  o f  m u ltip le  a ccess  in terferen ce  
ca n  sev ere ly  degrad e  the co n v e n tio n a l detector , rendering  it v irtua lly  unusable . B eca u se  o f  
the severe  degradation  ca u sed  b y  M A I , system s that re ly  on  s im p le  corre la tion  rece ivers  
m ust im p lem en t sop h istica ted  p o w e r  con tro l and fo rw a rd  error  co rre ct io n  (F E C ) 
tech n iqu es in ord er to im p ro v e  re ce iv e r  p erform a n ce . T h e  a sy m p totic  e f f ic ie n c y  and near- 
far resistance o f  the s in g le  user corre la tor  re ce iv e r  are g iven  b y
rjk = m a x ' o . Aj#k k
jk\ (3 -1 5 )
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and
(3 -1 6 )
re sp e c tiv e ly  [V e r9 8 ]. It is w orth  n otin g  that the n ear-fa r  resistance fo r  this d e tector  is equal 
to z e ro  un less all u ser signals are p e r fe c t ly  orth og on a l.
3 .3 .1 .2  D e c o r r e la t i n g  D e t e c t o r
A s  w as sh ow n  in the p rev iou s  se ction s , the ou tpu t o f  the bank o f  m atch ed  filters can  b e  
w ritten :
T h e  v ecto rs  and m atrices in this ca n o n ica l eq u a tion  are d escr ib ed  in se ction  2 .1 0 .1 .
In the co n v en tion a l d e tector , d e c is io n  is p e r fo rm e d  based  on  y . T h e  decorre la tin g  detector, 
illustrated  in F igu re 3 - 6 ,  uses a m o d ifie d  m a tch ed  filter  bank ou tput fo r  detection  [L V 8 9 , 
L V 9 0 , X S R 9 0 ] :
A s  the n am e su ggests , this d e te cto r  d ecorre la tes  the r e ce iv e d  signal so  that each  output 
fr o m  the d ecorre la tin g  b lo c k  is c o m p o s e d  o f  o n ly  tw o  com p on en ts : the d esired  u ser ’ s 
signal, and b a ck g ro u n d  n o ise . T h e  p ro b a b ility  o f  error fo r  this d e tector  is ea s ily  ca lcu la ted  
to  b e  [V e r9 8 ]:
y  =  R A b  +  n (3 -1 7 )
b = ,sgft(R *y) = iSgw(Ab + R *n) (3 -1 8 )
(
(3 -1 9 )
w h ere  ( R '1) ^  stands fo r  the e lem en t (k,k) o f  the R '1 m atrix.
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Baseband
received
signal
R
- i
=F
bi
d =
F ig u r e  3 -6  B lo c k  d iagram  o f  the d ecorre la tin g  d etector  fo r  K  users
N o te  that these lo sses  are in depen den t o f  the transm it p o w e r  le v e ls  o f  oth er users in  the 
system . T h e  e f f ic ie n c y , a sym p totic  e f f ic ie n c y , and n ear-far resistan ce  are all iden tica l, 
h a v in g  va lu e
1
( » ■ ' ) *
(3 -2 0 )
w h ich  is in depen den t o f  b a ck g rou n d  n o ise  lev e l and user tran sm it-p ow er leve ls .
T h e  d ecorre la tin g  d e te cto r  e lim inates in terferen ce  at the e x p en se  o f  n o ise  enhan cem en t 
s in ce
( R - ‘ ) « S 1  (3 -2 1 )
I f  user transm it le v e ls  are assu m ed  u n k n ow n , the d ecorre la tin g  d etector  a lso  generates the 
m a x im u m  lik e lih o o d  (M L ) re ce iv e d  signal estim ate [V e r9 8 ]. T h e  p rin cip a l d raw back s o f  
the d ecorre la tin g  d e tecto r  are n o ise  en h an cem en t and the n eed  fo r  (p e r fe c t ) k n o w le d g e  o f  
all users spread in g  c o d e s  in  order to im p lem en t this detector. A ls o , b eca u se  the channel 
b e tw een  transm itter and re ce iv er  is gen era lly  u n k n ow n , an ap p rox im a tion  to the 
d ecorre la tor  is u su a lly  requ ired . F igu re  3 - 7  sh ow s  an alternative im p lem en tation  o f  the 
d ecorre la tin g  d e tecto r  w h en  data re co v e ry  fo r  o n ly  o n e  user is required. T h is
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im p lem en tation  e x p lo its  the linearity  o f  the d ecorre la tor , resu lting  in  a structure that is o n ly  
s ligh tly  m o re  co m p lic a te d  than the co n v e n tio n a l s in g le -u ser  co rre la tion  rece iv er . T h e  k ey  
d if fe re n ce  is that the d esp rea d in g  c o d e  fo r  the d ecorre la tor  is a (lin ea r) fu n ction  o f  all users 
spread in g  c o d e s  (th is d esp rea d in g  c o d e  is sh ow n  in  F igu re  3 -7  as d*) , n ot ju st the d esired  
u ser ’ s c o d e  as in the ca se  o f  the s in g le -u ser  corre la tion  rece iv er .
F ig u r e  3 -7  B lo c k  d iagram  o f  the d ecorre la tin g  d e te cto r  fo r  a s in g le  user 
3 .3 .1 .3  M M S E  D e t e c t o r
F ig u r e  3 -8  B lo c k  d iagram  o f  the m in im u m  m ean  squared  error d e te cto r  fo r  K  users
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T h e  m in im u m  m ean -squ ared  error (M M S E ) detector, sh ow n  in  F igu re  3 - 8 ,  is c lo s e ly  
related  to  both  the s in g le -u ser  corre la tion  re ce iv e r  and the d ecorre la tin g  detector. W h en  
data r e co v e ry  fo r  o n ly  a s in g le  user is desired , the M M S E  d etector  in F igu re  3 -9  ch o o se s  
the c (MMSE),k o f  duration  T that can  a ch iev e  [M H 9 4 ]:
L ik e  the M M S E  lin ear equ a lizer , the M M S E  m ultiuser d ete cto r  a llo w s  s o m e  residual 
in terference  to appear at the corre la tor  output in  ord er to  red u ce  b a ck g rou n d  n o ise  
en han cem en t. T h e  net result is an output w ith  a m ean  squared  error that is a m in im u m  o v e r  
all linear detectors . N o te  that as cr~~> the M M S E  d etector  a p p roa ch es  the s in g le  user 
corre la tion  rece iver , w h ereas fo r  <r—» 0  it approaches the d ecorre la tin g  d etector. It fo l lo w s  
that the asym p totic  m u ltiu ser e f f ic ie n c y  and near-far resistance fo r  the M M S E  d etector  are 
equ iva len t to that o f  the d ecorre la tin g  detector. W h e n e v e r  b a ck g ro u n d  n o ise  lev e ls  are 
n e g lig ib le  re lative to  o th er-u ser  in terferen ce  the M M S E  d etector  and  the decorre la tin g  
d etector  w ill have id en tica l p erform a n ce . H o w e v e r , the M M S E  d e tecto r  retains on e  cru cia l 
advantage o v e r  the d ecorre la tor : ease  o f  adaptive im p lem en ta tion . B e ca u se  the m ean  
squared  error is a c o n v e x  fu n ction  o f  the spread ing  c o d e  c o e f f ic ie n ts , g lo b a l c o n v e rg e n ce  
can  b e  a ch iev ed  u sin g  w e ll-k n o w n  iterative tech n iqu es. S p e c if ic  m eth od s  fo r  adaptive 
m ultiuser detection  are d iscu ssed  in greater detail b e lo w . A s  w ith  the d ecorre la tin g  
d etector, w hen  data r e c o v e r y  fo r  o n ly  a s in g le  user is d esired , the M M S E  d etector  can  be  
im p lem en ted  as sh ow n  in  F igu re  3 .9  w h ere
C(MMSE),k =  m in  E[(bk -  c (
T
XMMSE),k
(3 -2 2 )■k
and outputs the d e c is io n :
K  =  Sg n ( C(MMSEWr ) (3 -2 3 )
C(MMSE),k ~ (3 -2 4 )
and
K
(3 -2 5 )
m=I 
n&k
T h e  m in im u m  m ean squared  va lu e  at the output fo r  this d e te cto r  is g iv en  b y :
42
Chapter 3 Multiuser Detection Methods for CDMA Systems
MMSEt =  (l  +  s [ M ; ' s t )" ' (3 -2 6 )
A n d  the m a x im u m  a ch iev a b le  sign a l to  in terferen ce  is g iv en  b y  [M H 9 4 ]:
SIRk =  (3 -2 7 )
Baseband
R eceived
sg n a l
f
C(MMSE),k
F ig u r e  3 -9  M M S E  m ultiuser d ete cto r  fo r  a s in g le  user.
3 .3 .1 .4  P o ly n o m ia l  e x p a n s io n  d e t e c t o r
T o  s im p lify  the m atrix  in vers ion  op era tion , a p o ly n o m ia l exp a n sion  o f  the in verted  m atrix  
can  b e  used :
T  =  S W-R ' (3 -2 8 )
w h ich  Wi are a set o f  c o e ff ic ie n ts  and their va lu es im p a ct the p er fo rm a n ce  the d e tector  and 
their ca lcu la tion  is the m a jo r  p ro b le m  o f  these detectors .
3 .3 .1 .5  C o m p a r i s o n  o f  d i f f e r e n t  l in e a r  m u lt iu s e r  d e t e c t o r s
A  co m p a r iso n  o f  linear m u ltiuser d etectors  in  term s o f  their advantages and  d isadvantages 
is g iv e n  in  T a b le  3 .1 .
T h e  lo g ic a l re lation  o f  d iffe ren t linear m u ltiu ser detects is sh ow n  in  F igu re  3 -1 0 .
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D e t e c t o r A d v a n ta g e s D isa d v a n ta g e s
D ecorre la to r • E lim in atin g  the M A I  co m p le te ly
• M o re  E ffic ie n t  o v e r  C on v en tion a l 
detector
• M o r e  less c o m p le x  than m a x im u m  
lik e lih o o d  seq u en ce  d etector
• D ecorre la tin g  each  bit o f  data
• E n erg y  o f  signals d o e s n ’ t a ffe ct  
the B E R
• E stim ation  o f  re ce iv e d  am plitudes 
is n ot n eed ed
• E nh an cin g  the n o ise
• In verting  o f  R  m atrix 
(w h ich  has an order o f  KN in 
a syn ch ron ou s m o d e ) is n eed ed
• D iff ic u lt  fo r  R ea l tim e 
im p lem en tation
M in im u m
M e a n -
S qu ared
E rror
(M M S E )
• T a k in g  in to  a ccou n t the 
b a ck g rou n d  n o ise
• D o in g  a b a la n ce  b etw een  n o ise  
and M A I
• G en era lly  h ave a better B E R  than 
d ecorre la tor
• E stim ation  o f  u sers ’ 
p ow ers  are essential
• T h e  p erfo rm a n ce  depends 
on  the p o w e r  o f  in terfering 
users
• T h e  n ear-far resistance is 
w o rse  than w ith  the 
d ecorre la tor
• M atrix  in v ers ion  is n eed ed
P o ly n o m ia l
E xp a n sion
(P E )
• L ess  C o m p le x  than d ecorre la tor  
and M M S E
• C an  b eh a v e  lik e  d ecorre la tor  and 
M M S E  a p p rox im a te ly
• E stim ation  o f  r e ce iv e d  am plitudes 
is n ot n eed ed
• Is a p p lica b le  to  b oth  short and 
lo n g  c o d e s
• Its c o e ff ic ie n ts  w o rk  in a large 
ran ge o f  system  param eters !
• C o e ffic ie n ts  m ust be 
updated
• C o m p u tin g  the C ro ss ­
corre la tion s  are still n eed ed
T a b le  3 -1 . A d va n ta ges  and D isadvan tages o f  L in ear D etectors
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Generation of 
PN Sequence
Generation of 
PN Sequence
Estim ation of 
path delay Estimation of Power
Com putation of 
C ro ss Correlations
■fa fafa
Computation of 
the Inverse Matrix 
Noise and Powers 
are Included
Estim ation of 
path delay
Com putation of 
the Inverse of the 
C ro ss Correlations
Estimation of 
Power
A D C
D e c o r r e la t o r M M S E
F ig u r e  3 -1 0  L o g ic a l partition ing o f  fu n ction a lity  in a so ftw a re  rad io  re ce iv er  fo r  linear 
m u lti-u ser  d etection
3 .3 .2  S u b t r a c t i v e  M u l t i u s e r  D e t e c t o r s
A n oth er  im portant c la ss  o f  M u ltiu ser  detectors  is subtractive in terferen ce  ca n ce lla tion  
detectors . T h e  ba sic  id ea  is the separate estim ation  o f  in terferen ce  at the rece iver . T h is  
in terferen ce  rises fro m  the con trib u tion  o f  each  user and the d e tecto r  subtracts ou t so m e  o r  
all o f  the in terferen ce  seen  b y  each  user. U su a lly  these d etectors  are im p lem en ted  in 
several stages, h o p e fu lly  to im p ro v e  the estim ates through the stages. T h e  sam e m eth od  is 
u sed  fo r  m itigatin g  the IS I in fe e d b a ck  equ a lizers . F or  estim ating  the in terference , either 
so ft  o r  hard d e c is io n s  can  b e  used. In the situation that a g o o d  am plitude estim ation  o f  data 
is a va ilab le , hard d e c is io n  has a better p erfo rm a n ce  than so ft  d e c is io n . T here  are tw o  
im portant c la sses  in the IC  fa m ily : Serial In terferen ce  C a n ce lla tion  (S IC ) and Parallel 
In terferen ce  C a n ce lla tion  (P IC ). In the next section s , these IC  m eth od s  are d escr ib ed  
further.
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3 .3 .2 .1  S u c c e s s iv e  I n t e r f e r e n c e  C a n c e l la t io n
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S u cce s s iv e  in terferen ce  ca n ce lla tion  (S IC ) w as on e  o f  the earliest p rop osa ls  fo r  
im p lem en tin g  m u ltiu ser d etection  u sin g  n on lin ear p ro ce ss in g  [V it9 0 , P H 94 , M o s 9 6 , 
D H Z 9 5 ] . T h is  d e te cto r  requ ires k n o w le d g e  o f  both  rela tive  am plitudes and signature 
seq u en ces  fo r  all a ctiv e  users at the rece iver . F igu re  3 -1 1  illustrates the b a s ic  co n ce p t  o f  a 
S IC  detector.
T h is  d etector  takes a serial approach  to ca n ce llin g  in terference . In each  stage o f  this 
d etector, d e c is io n , regen eration , and ca n ce llin g  ou t the in terference  fo r  on e  user take p lace . 
In the n ex t step, rem ain in g  users see less M A I . T o  a ch iev e  this, users are ranked  a cco rd in g  
to  their p ow ers . T h e  first step o f  detection  aim s to extract the stron gest user and subtract its 
con trib u tion  to M A I . T h is  p ro ce ss  con sists  o f  the fo l lo w in g  stages:
1. D ete ctio n  o f  the stron gest user w ith  con v en tion a l detector.
2. M a k in g  a hard d e c is io n  o n  the signal.
A
3. R egen era tion  o f  an estim ation  fo r  the re ce iv e d  signal fo r  user on e , Sx, using:
a. D ata  d e c is io n  fr o m  step 2.
b . K n o w le d g e  o f  its P N  sequ en ce .
c . E stim ate o f  its tim in g  and am plitude and phase.
4 . Subtract ou t Sx fro m  the total re ce iv e d  signal to  y ie ld  a partia lly  c lea n ed  version  o f  
the re ce iv e d  signal.
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A ssu m in g  that the sign a l estim ation  fo r  the first user is correct, the outputs o f  the first step 
are as fo l lo w :
• A  data d e c is io n  o n  the stron gest user.
• A n  im p ro v e d  v ers ion  o f  the re ce iv e d  sign a l w ith ou t the M A I  ca u sed  b y  the first user. 
T h is  p ro ce ss  repeats fo r  the oth er users and the kth stage ’ s output are the data d e c is io n  fo r  
the kth u ser and a c lea n er vers ion  o f  the r e ce iv e d  signal w ith ou t the con trib u tion  o f  the (k- 
1) users in  M A I .
D e c is io n  statistics o f  sy m b o l i and fo r  this d e te cto r  are as fo l lo w :
ykJ =  y,uco s ( ek) + yQk., s in f a ) ( 3 ~2 9 )
w h ere  is the r e ce iv e d  ph ase  o f  the user k and  a lso  the fo l lo w in g s  h o ld :
CiT+ Tk
y {k ,i =  r / \t)sk(t -T k)dtJ(i-l)T+Tk
yQU =  f  * rg\t)sk(t -T k)dt* ’ J(i-\)T+rk *
and
r}k) ( 0  =  rt ( 0  -  Sj (t~Tk) c o s  (0 .) (3 -3 1  a)
W  7 = 1  J
(0 =  ra ~  ^  ~  ) s in (0 j )  (3 -3 1 b )
(= 1  7 = 1  1
r) k)(? ) is the /cth u ser ’ s r e ce iv e d  signal a fter users 1 through k- 1 h ave  been  estim ated  and 
ca n ce lle d . O rd erin g  the users a c co rd in g  to  their p ow ers  is essentia l in  the a lgorith m  
b eca u se  it g iv es  the m ost b e n e fit  to  the w ea k er  users. H o w e v e r , the stron gest user d o e s  n ot 
see any red u ction  in  M A I .
T h is  d etector  can  g iv e  a g o o d  p e r fo rm a n ce  co m p a re d  w ith  the co n v e n tio n a l d e tector  and 
has a re la tive ly  s im p le  structure. H o w e v e r  it su ffers  fro m  tw o  m a jo r  p rob lem s: first, on e  
add itional b it d e la y  is req u ired  p er stage  o f  ca n ce lla tion  and this ca u ses  a lo n g  delay . 
S e co n d , p o w e r  re-arran gem en t is n eed ed  w h en  the p o w e r  p ro fi le  ch a n ges .
A  potentia l p ro b le m  in  the S IC  d e te cto r  o c cu rs  w h en  the re liab ility  o f  the con v en tion a l 
d e tector  is p o o r . In such  cases  ev en  i f  p e r fe ct  am plitude, tim in g  and ph ase estim ation  w ere
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(3 -3 0 a )
(3 -3 0 b )
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ava ilab le , w ron g  d e c is io n s  in first stages can  propagate  through  the ca n ce lla tion  p rocess . 
A dva n ta ges  and d isadvan tages o f  this d e tector  are b r ie fly  as fo l lo w  [P H 9 4 -1 , P H 9 4 -2 , 
B C W 9 6 , O P H 9 8 , B C W O O ]:
A d v a n ta g e s
• H as a g o o d  p erform a n ce  w h en  the p o w e r  o f  the users b e co m e s  m o re  d iverse .
• V iterb i sh o w e d  that S IC  can  approach  the channel ca p a city  fo r  aggregate  G aussian  
n o ise , s o  the m eth od  is n ot lim ited  b y  M A I .
• R ob u st to  strong interferers.
• L o w  co m p le x ity .
D is a d v a n ta g e s
• In each  stage o n e  add itional b it d e la y  is n eed ed  w h ich  y ie lds lo n g e r  delay .
• R eord er in g  the users a cco rd in g  to their signal p o w e r  is n eed ed  w h en  the p ow ers  
ch ange.
• P erform a n ce  d egrades i f  the in itia l data estim ates are n ot correct.
• P erform a n ce  d ep en d s on  the spread  o f  u sers ’ p ow ers .
• P erform a n ce  is s ig n ifica n tly  w o rs e  than the D ecorre la tor , M M S E  and P IC  in p erfect 
p o w e r  con tro l.
3 .3 .2 .2  P a r a lle l  I n t e r f e r e n c e  C a n c e l la t io n
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A  stra ightforw ard  m o d ifica tio n  o f  the S IC  d e tecto r  is the parallel in terferen ce  ca n ce lle r  
(P IC ) sh ow n  in F igu re  3 - 1 2  [V A 9 0 , D H Z 9 5 , M o s 9 6 , B C W 9 6 , B K S W 9 6 , B C W O O ]. T h is  
d e te cto r  com p u tes  p relim in ary  estim ates o f  each  u ser ’ s transm it s y m b o l usin g  a fron t-en d  
d e c is io n  d e v ic e  (ty p ica lly , a m atch ed  filter  ban k  o r  d ecorre la tor). S y m b o l estim ates are 
then sca led  b y  the co rre sp o n d in g  am plitu de estim ate, and re-spread  usin g  signature 
seq u en ces  fo r  ea ch  user. A  partial su m m er b lo c k  adds togeth er all signals e x ce p t  the 
d es ired  u ser ’ s s ign a l, and subtracts the resu lt fr o m  the orig in a l r e ce iv e d  signal. I f  s y m b o l 
and am plitu de estim ates are co rrect, then ea ch  user is detected  in  the a b sen ce  o f  m u ltip le  
a cce ss  in terferen ce . In correct estim ates h a ve  a s im ilar  e ffe c t  on  p er fo rm a n ce  as p re v io u s ly  
n o ted  fo r  the S IC  detector. D eta iled  analyses o f  P IC  d etector  p er fo rm a n ce  can  b e  fo u n d  in 
[P H 9 4 , D S 9 5 ]. F rom  an im p lem en ta tion  p e rsp ectiv e , the P IC  d e te cto r  has red u ced  la ten cy  
re la tive  to  the S IC  d etector, but requ ires m u ltip le , parallel s ignal p ro ce ss in g  b lo ck s . A  
m o re  deta iled  d iscu ss ion  o f  P IC  is g iven  in ch ap ter  4.
3 . 4  M u l t i u s e r  D e t e c t o r s  f o r  M u l t i p a t h  C h a n n e l s
T h e  s im p lif ie d  system  m o d e l presen ted  p re v io u s ly  ca n  b e  ex ten d ed  to in c lu d e  fad in g . T h e  
signature o f  the user k u n d erg oes  a lin ear tim e -v a ry in g  transform ation  fu lly  ch aracterized  
b y  the c o m p le x -v a lu e d  (b a seb a n d ) im p u lse  resp on se :
w h ich  d en otes  the resp on se  o f  the system  at tim e t d u e  to  a delta  fu n ction  at tim e r, S(t-z). 
In the sp ec ia l ca se  o f  a tim e invariant system , the d ep en d en ce  o f  hk(t,r) on  its argum ents
is o n ly  th rou gh  t-T . T h e  e ffe c t  o f  fre q u e n cy  s e le c t iv e  fa d in g  on  the b a s ic  C D M A  m o d e l is 
that the signature w a v e fo r m  seen  at the re ce iv e r  is  n ot sk(t) and  the r e ce iv e d  signal w ill be :
hk(t,T)
(3 -3 2 )
K
(3 -3 3 )
w h ere  n(t) is n o ise , and e ffe c t iv e  signature w a v e fo r m  is the co n v o lu t io n :
(3-34)
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A ll o f  the detectors  p re v io u s ly  d iscu ssed , both  linear and n on -lin ear, can  b e  ex ten d ed  to 
m ultipath  ch ann els b y  substituting Sk w ith  s \ and R  w ith  R ’ (w h ere  elem ents o f  R ’ can b e  
ca lcu la ted  using s\  and E q .(2 -7 ) )  [V e r9 8 , H V 9 8 ].
T h e  p resen ce  o f  a m ultipath  ch annel substantially  in creases the n eed  fo r  m ultiuser 
d etection . In the sy n ch ron ou s  scen arios  and w ith ou t m ultipath, the system  design er can  
ca re fu lly  se lect spread in g  c o d e s  in order to m in im ize  the cross -co rre la tion  b etw een  user 
signals. In fact, in the a b sen ce  o f  m ultipath, the op tim u m  c o d e  c h o ic e  is an orth ogon a l c o d e  
set that e lim inates M A I  co m p le te ly . A  s in g le -u ser  corre la tion  re ce iv e r  then ach ieves  
op tim a l p erform a n ce . O n ce  m ultipath e ffe c ts  are in trod u ced , h o w e v e r , the system  design er 
loses  the ab ility  to  guarantee signal orth og on a lity  at the re ce iv er . S in ce  the e ffe c t iv e  
spread in g  co d e s  b e c o m e  ran dom  and tim e vary in g , the cro ss -co rre la tio n s  b etw een  user 
signals a lso  b e c o m e  ch an n el-d ep en d en t. T h e  p resen ce  o f  a m ultipath  ch ann el in creases the 
c o m p le x ity  o f  a m u ltiu ser detector.
T h e  orig in a l ban k  o f  fron t-en d  m atch ed  filters is n o w  rep la ced  b y  a ban k  o f  ch an n el- 
d ep en d en t R A K E  m a tch ed  filters, o n e  fo r  each  user. A  R A K E  m a tch ed  filter fo r  a s in g le  
user is sh ow n  in F igu re  3 -1 3  [P G 5 8 ]. Im plem en tation  o f  the R A K E  filter  requires channel 
c o e f f ic ie n t  estim ation , w ith  estim ation  errors d irectly  d egra d in g  re ce iv e r  perform an ce . 
S u bsequen t s ignal p ro ce ss in g  b lo c k s  a lso  b e c o m e  m ore  co m p lica te d  b eca u se  o f  their 
ch ann el d ep en d en ce . N on -lin ea r  detectors  (e .g . S IC  and P IC ) that re ly  on  accurate gain  
estim ates b e c o m e  d if ficu lt  to  im p lem en t under fa d in g  con d ition s .
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F ig u r e  3 -1 3  B lo c k  d iagram  o f  a R A K E  m atch ed  filte r  fo r  m ultipath  channels.
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3 .4 .1  D i v e r s i t y  M e t h o d s  a n d  R e c e i v e r  R o b u s t n e s s
S evera l tech n iqu es h ave b een  p ro p o s e d  to  im p ro v e  m ultiuser d e tection  p er fo rm a n ce  o v e r  
fa d in g  m ultipath ch ann els . T w o  to p ics  r e ce iv e  particular attention here: d ivers ity  
tech n iqu es and re ce iv e r  robu stn ess to estim ation  errors.
3 .4 .1 .1  D iv e r s it y  f o r  F a d in g  E n v ir o n m e n t s
D iv ers ity  is a p o w e r fu l tech n iqu e  fo r  co m b a tin g  the e ffe c ts  o f  fa d in g  en v iron m en ts. 
D iv ers ity  m eth ods re ly  on  m u ltip le , in depen den t signal paths b e tw een  transm itter and 
re ce iv e r  to  im p ro v e  d e te cto r  p erform a n ce . C o m m o n  fo rm s  o f  d iv ers ity  recep tion  in c lu d e  
spatial (u s in g  m u ltip le  antennas), tem pora l (data in terleav in g  w ith  c o d in g ) , and fre q u e n cy  
(D S  o r  F H  spread  sp ectru m ) d iversity .
Eb/N o (d B )
F ig u r e  3 -1 4  T h e  im p a ct o f  d ivers ity  o rd er  in a s in g le -u ser  fa d in g  en v iron m en t.
T h e  b en e fits  o f  d ivers ity  in  a s in g le  user en v iron m en t are illustrated in  F igu re  3 .1 4 . T h e  top  
cu rv e  sh ow s  the average  B E R  w h en  the ch an n el gain  varies ra n d o m ly  w ith  a R a y le ig h  
am plitu de distribution . T h e  oth er cu rv es  illustrate the p erfo rm a n ce  o f  d iv ers ity  rece ivers
51
Chapter 3 Multiuser Detection Methods for CDMA Systems
(w ith  d ifferen t orders o f  d iv ers ity ) o v e r  the sam e R a y le ig h  fa d ed  link , assum ing  m axim al 
ratio co m b in in g  w ith  p e r fe ct  ch an n el estim ates. W id e b a n d  spread  sp ectru m  signals p ossess  
an inherent fo rm  o f  fre q u e n cy  d iv ers ity  [P roO l j.
A n ten n a  d iversity  is another w a y  to im p ro v e  the p erform a n ce . It has a great im p a ct on  
p er fo rm a n ce  as is d e p ic te d  in  F igu re  3 .1 5 .
C on s id er in g  on e  user in A W G N  ch ann el, h a v in g  tw o  re ce iv e d  antennas w ill p ro v id e  a 3d B  
gain  (antenna gain) in co m p a re  w ith  a re ce iv e r  h av in g  o n ly  on e  antenna. In the fa d in g  
chann el, the extra antenna w ill p ro v id e  the d iversity  gain , w h ich  m ak es the B E R  cu rv e  to 
b e c o m e  sharper.
In m ost cases , each  m ultipath  signal co m p o n e n t can  b e  assum ed  to  p ro v id e  an in depen den t 
signal ob serva tion . T h e  total n u m ber o f  d istin gu ish ab le  m ultipath  arrivals th erefore  
d eterm ines the d ivers ity  ord er  fo r  the rece iver . In creased  spread in g  p rov id es  greater 
im m u n ity  to signal fa d in g  (a ssu m in g , o f  cou rse , the re ce iv e r  takes advantage o f  these 
add ition a l d iversity  paths). “ C o m b in in g  d ivers ity ”  and “ se le ct ion  d iv ers ity ”  are tw o
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tech n iqu es fo r  e x p lo it in g  d ivers ity  in m ultipath  signal recep tion . T h e  fo l lo w in g  su b section s  
d e scr ib e  the p er fo rm a n ce  and im p lem en ta tion  tra d eo ffs  associa ted  w ith  these tech n iqu es.
3 .4 .1 .2  C o m b in in g  D iv e r s it y
M a x im a l ratio co m b in in g  (M R C ) w eigh ts  ea ch  m ultipath co m p o n e n t a cco rd in g  to  its 
rela tive  S N R , and phase sh ifts each  c o m p o n e n t  to  a llo w  coh eren t sign a l co m b in in g . T h e  
coh eren t R A K E  re ce iv e r  o f  F igu re  3 - 1 6  p ro v id e s  a c la ss ic  ex a m p le  o f  m ax im al ratio 
c o m b in in g  [P G 5 8 ]. T h is  tech n iqu e  is m ost appropriate  in situations w h ere  phase ch a n ges  
in in d iv id u a l m ultipath co m p o n e n ts  vary  s lo w ly  en ou gh  that an absolu te  phase re fe ren ce  
can  b e  m ainta ined  th rou ghou t the ch ann el estim ation  interval. In term s o f  im p lem en tation  
co m p le x ity , M R C  requ ires datapath “ fin g ers ”  fo r  each  m ultipath  co m p o n e n t, ch ann el 
estim ation  b lo c k s , and signal co m b in in g  b lo ck s . E qual gain  co m b in in g  (E G C ) is a s im p ler, 
th ou gh  su bop tim a l c o m b in in g  alternative.
B a seb a n d
re ce iv e d
sign a l
a je -j0 s k[n]
<zLe ‘j(0+0L)sk[n -L ]
C h an n el R e s p o n s e = [ a ^ 0, « 2ej(0+92)5 • • •> « Le j(0+0L)]
F ig u r e  3 -1 6  B lo c k  d iagram  o f  a coh eren t R A K E  m atch ed  filter re ce iv e r  
3 .4 .1 .3  S e le c t io n  D iv e r s i t y
In a se le c t io n  d iversity  system , the re ce iv e r  s im p ly  se lects the strongest m ultipath 
co m p o n e n t , and uses it fo r  signal d etection . A  s ign ifica n t advantage o f  this approach  is that 
m u ltip le  data paths are n ot requ ired  as the d ivers ity  ord er in creases (a lth ough  add itional
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hardw are is requ ired  to d istingu ish  the strongest path). H o w e v e r , the ga ins are a lso  n ot as 
s ign ifican t. F o r  sm all d iversity  orders , p e rfo rm a n ce  d iffe re n ce s  are virtually  
ind istin gu ish ab le .
3 .4 .2  R o b u s t n e s s  C o n s i d e r a t i o n s  in  M u l t i u s e r  D e t e c t i o n
F ig u r e  3 -1 7  B lo c k  d iagram  o f  the d ecorre la tin g  m ultipath  (D m ) d etector
O n e  o f  the earliest p ro p o sa ls  fo r  m ultiuser d e tection  in a m ultipath  en v iron m en t su ggested  
in terch an g in g  the ord er  o f  op era tion s betw een  sign a l c o m b in in g  (R A K E  m atch ed  filter in g ) 
and d ecorre la tion  to  in crease  re ce iv e r  robustness to ch ann el estim ation  errors [Z B 9 5 ]. T h e  
resu lting  re ce iv er , later ca lle d  the d ecorre la tin g  m ultipath  (D m ) d etector , is sh ow n  in 
F igu re  3 -1 7 .  F o r  this re ce iv er , ev ery  m ultipath  signal co m p o n e n t  fo r  each  user is 
separately  decorre la ted . In d iv idu a l co m p o n e n ts  fro m  each  user are then op tim a lly  
r e co m b in e d  in a m anner that depends on  the transm itter e n c o d in g  m eth od . T h e  D m  
d etector  - u n l i k e  the R A K E  m ultipath  d ecorre la tin g  (m D ) d e te cto r  o f  F igu re  3 -1 8  
- r e m a in s  n ear-far resistant ev en  in the p resen ce  o f  im p e r fe ct  ch ann el estim ates. 
U n fortun ately , the p r ice  p a id  fo r  n ear-far resistan ce  is an in crea se  in  n o ise  enhan cem en t 
and a red u ction  (b y  a fa c to r  o f  KL) in  the n u m ber o f  users the system  can  support [H S 9 4 , 
H V 9 8 ].
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Multipath (m) Decorrelator
F ig u r e  3 -1 8  B lo c k  d iagram  o f  the m ultipath  d ecorre la tin g  (m D ) d etector
A  deta iled  co m p a r iso n  o f  the D m  and m D  d etectors  is p resen ted  in [H S 9 4 ] and ex ten d ed  in  
[H V 9 8 ] to  in c lu d e  the c o n ce p t  o f  a D m *  d etector. A  con cep tu a l illustration  o f  the D m *  
d ete cto r  is sh ow n  in F igu re  3 -1 9 .  T h e  prim ary  d iffe re n ce  b etw een  the D m  and D m *  
detectors  is that the D m *  d etector  only decorrelates the multipath components of the 
desired user’s signal from the composite signature sequences of all other users. A s  
d e scr ib e d  in  [H V 9 8 ] , the D m *  d etector  is attractive b eca u se  it a ch iev es  the near-far 
resistance o f  the D m  d e tecto r  w ith  a sm aller  n o ise  en h an cem en t penalty . In fa ct , n o ise  
en h an cem en t fo r  the D m *  d etector  is o n ly  s ligh tly  larger than fo r  the m D  detector.
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F ig u r e  3 -1 9  B lo c k  d iagram  o f  the m o d ifie d  decorre la tin g  m u ltip a th -com b in in g  (D m )
D etecto r
3 .5  A d a p t i v e  M u l t i u s e r  D e t e c t i o n
A d a p tiv e  m u ltiuser d e te ction  (A M D )  is an area o f  a ctive  research , and on e  that has 
particu lar re lev a n ce  to  w ire less  p ortab le  system  design ers [V e r9 4 , P W 9 7 , S W 9 6 , G P B 9 4 ]. 
R e ce iv e r  adaptation  p ro v id e s  a p o w e r fu l tech n iqu e  fo r  red u c in g  lo sses  associa ted  w ith  tim e 
variations on  the w ire less  link. M o s t  A M D  p rop osa ls  b o rro w  h e a v ily  fr o m  sin g le  user 
adaptive  filter in g  th eory  and  in c lu d e  m ultiuser equ iva len ts  o f  the gradient, least squares, 
and lattice  adaptive  a lgorith m s [N C 9 6 , M H 9 4 , L e e 9 3 , L e e 9 6 ]. In add ition , there ex ist 
a lgorith m s in  the m u ltiu ser sp a ce  that have n o  cou n te ip art in  s in g le  user theory. A n  
e x ce lle n t  ex a m p le  is  the b lin d  adaptive m ultiuser d e tector  d iscu ssed  b e lo w  [H M V 9 5 ].
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F ig u r e  3 -2 0  B lo c k  d iagram  o f  an adaptive  m ultiuser d e te cto r
F igu re  3 .2 0  illustrates the b a s ic  c o n c e p t  o f  an adaptive  m ultiuser detector . T h e  re ce iv e r ’ s 
task is to  co n tin u ou s ly  update the desp read in g  c o d e  in  order to  m in im ize  a s p e c if ic  error 
m etric  b e tw een  the ou tpu t yk and the d esired  signal bk. T h e  m o st  p op u la r  error m etric is the 
m in im u m  m ean  squared  error (M M S E ), w h ich  has the fo l lo w in g  attractive characteristics:
• G lo b a l  c o n v e r g e n c e : the M M S E  criterion  results in a c o n v e x  co s t  fu n ction , w h ich  
ensures g lo b a l c o n v e r g e n c e  fo r  appropriate  iterative a lgorithm s
• A p p r o x im a t e s  m in im u m  B E R  r e c e iv e r : fo r  signals d eg ra d ed  b y  add itive  w h ite  
G aussian  n o ise , the M M S E  re ce iv e r  is iden tica l to  the m in im u m  B E R  rece iver . S in ce  
m u ltiu ser in terferen ce  is neither w h ite  n or  G aussian , the M M S E  re ce iv e r  is su b -op tim a l. 
H o w e v e r , in  m an y  in stan ces the M M S E  re ce iv e r  p rov id es  an e x ce lle n t  a p p rox im a tion  to 
the op tim a l re ce iv e r
• R e d u c e d  c o m p le x ity : w e ll-e s ta b lish ed  a lgorith m s have been  d e v e lo p e d  to  s o lv e  the 
M M S E  p ro b le m  in p o ly n o m ia l tim e in c lu d in g  variations o f  the L M S , R L S , and lattice 
stoch a stic  a lgorith m s. O p tim ize d  hardw are im p lem en tation s ex is t  fo r  each  o f  these 
a lgorith m ic a lternatives.
T o g e th e r  w ith  these advantages, m ost adaptive M M S E  algorith m s p ossess  on e  im portant 
lim ita tion : the n eed  fo r  training seq u en ces . In m an y  co m m u n ica t io n  system s, training 
seq u en ces  d o  n ot p o s e  a p ro b le m  s in ce  they  can  b e  p ro v id e d  as part o f  an in itia lization  
p rocess . T ra in in g  seq u en ces  are e sp e c ia lly  u sefu l in  situations w h ere  the ch annel and 
en v iron m en t rem ain  static fo r  lo n g  p er iod s  o f  tim e. H igh  data rate w ire lin e  m o d e m s , fo r  
e x a m p le , use training seq u en ces  during initial “ handshaking”  to  learn the ch ann el and 
adapt the re ce iv e r  a cco rd in g ly . S in ce  the te lep h on e  ch annel tends to ch a n g e  s lo w ly  w ith
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tim e, this training seq u en ce  is a o n e -tim e  overh ea d  exp en se . I f  further adaptation is 
requ ired , d e c is io n -d ire c te d  tech n iqu es can  b e  app lied  becau se  o f  the s lo w  rate o f  variation. 
T h e  situation is fu n dam en ta lly  d ifferen t in m o b ile  D S -C D M A  app lica tion s. In these 
system s, the ch ann el d o e s  n ot rem ain static, but is su scep tib le  to large ch an ges in phase 
and am plitude o v e r  re la tive ly  short p eriod s  o f  tim e. In terference lev e ls  at the rece iv er  can 
a lso  ch an ge  qu ite d ram atica lly . S in ce  users in a D S -C D M A  system  sim u ltan eou sly  share 
the channel in both  tim e and freq u en cy , all users are a ffe cted  each  tim e a user enters the 
system , exits the system , ch a n ges  his data rate o r  adjusts his transm it p o w e r  level. Such  
events precip itate d iscon tin u ou s  ch a n ges  in in terference  leve ls  at the portab le  rece iver, 
s in ce  the corre la tion  m atrix R  a lso  ch an ges d iscon tin u ou sly . In m an y  instances, d e c is io n - 
d irected  a lgorithm s m ay n ot b e  su ffic ien t to track these ch anges.
3 .5 .1  B l in d  A d a p t i v e  M u l t i u s e r  D e t e c t i o n
Baseband
Received
Signal
Anchored
Sequence
fax)
Adaptive
Orthogonal
Sequence
Single User 
Correlation 
Receiver
F ig u r e  3 -2 1  B lo c k  d iagram  o f  a b lin d  adaptive m ultiuser d etector, d e s ig n e d  to m in im ize
the m ean output en ergy  (M O E )
B lin d  adaptive m ultiuser d etection  (B A M U D ) is on e  variant o f  adaptive  M M S E  detection  
that elim inates the n eed  fo r  training seq u en ces  [H M V 9 5 ]. T h e  o n ly  in form a tion  requ ired  at 
the re ce iv er  is k n o w le d g e  o f  the d esired  u ser ’ s spread ing seq u en ce . Instead o f  m in im izin g
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the m ean  squared  error d irect ly , the b lin d  d etecto r  m in im izes  the m ean  output en ergy  
(M O E ) error m etric g iv en  by :
MOE(x)= E(<r, s + x>2) (3 -3 5 )
w h ere  < .>  is d e fin e d  as E q .(2 -3 ) . H ere , s(t) is the d esired  u ser ’ s n orm a lized  spread in g  
w a v e fo rm  and x ( 0  is a s ignal con stra in ed  to  b e  orth ogon a l to s(t). It can  b e  sh ow n  that 
m in im iz in g  the M O E  is equ iva len t to  m in im iz in g  the M S E . T h e  k e y  d if fe re n ce  is that 
M O E  m in im iza tion  requ ires n o  training se q u en ce ; the prin cipa l d ra w b a ck  is a “ n o is ie r”  
adaptation. F igu re  3 -2 1  p rov id es  o n e  in terpretation  o f  the B A M U D  d etector . T h e  adaptive 
co rre la tor  is d e c o m p o s e d  in to tw o  orth og on a l com p o n e n ts : a f ix e d  (a n ch o re d ) co m p o n e n t  s 
co rre sp o n d in g  to  the d esired  u ser ’ s signature seq u en ce , and an adaptive  c o m p o n e n t  x  that 
attem pts to  m in im ize  the residual error b y  su ppressin g  in terferen ce  that is n o t in the 
d irect ion  o f  the d esired  signal. A  d eta iled  analysis o f  the B A M U D  is p ro v id e d  in 
[H M V 9 5 ].
A  p rev iou s  se ction  d e scr ib e d  tw o  arch itectures fo r  linear m ultipath c o m b in in g  m ultiuser 
d etectors : the m D , and D m *  rece iv ers . B oth  can  b e  a p p rox im ated  u sin g  detectors  that 
im p lem en t b lin d  adaptive tech n iqu es [H V 9 8 ]. T h e  m D  d etector  is p o ten tia lly  the s im p lest 
to rea lize : i f  ch ann el c o e f f ic ie n t  estim ates are a va ilab le , the re ce iv e r  s im p ly  con stru cts  the
L
R A K E  m a tch ed  filter  fo r  user m : sm (?) =  ^  ct sm (t-Trf. A  n o rm a lized  vers ion  o f  this
1=1
signal serves as the a n ch ored  co m p o n e n t  in  the con v en tion a l B A M U D  a lgorith m , and a 
stra ightforw ard  im p lem en tation  can  b e  rea lized . T h e  o n ly  a m b ig u ity  arises w h en  the 
ch an n el c o e ff ic ie n ts  ch a n g e , and the a n ch ored  co m p o n e n t  n eeds to  b e  updated . S in ce  the 
B A M U D  a lgorith m  requ ires that x(t) a lw ays rem ains orth ogon a l to  s(t), x(t) m ust b e  
ad ju sted  appropria te ly  w h en ev er  the d irect ion  o f  s(t) changes. T w o  p oss ib ilit ie s  w o u ld  b e  
to  reset x(t) to  zero , o r  to  subtract any p ortion  o f  x(t) w h ich  lies  in the n ew  d irection  o f  s(t). 
A  b lin d  adaptive im p lem en ta tion  o f  the D m *  d ete cto r  requires a dd ition a l m o d ifica tio n s . 
F o r  this detector , the m ultipath  signature seq u en ce  is  assum ed  to  b e  u n k n ow n . T h e  o n ly  
in form a tion  requ ired  at the re ce iv e r  is the set o f  seq u en ces  that span the su b sp a ce  o f  the 
d esired  u ser ’ s signal. A s  d e r iv e d  in  [H V 9 8 ] , the b lin d  adaptive im p lem en ta tion  fo r  this 
d e te cto r  requ ires that the adaptive  o r th og on a l seq u en ce  b e  con stra in ed  su ch  that it rem ains 
o rth og on a l to  the entire su b sp a ce  span ned  b y  the d esired  u ser ’ s m ultipath  signal. B lin d
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adaptation  w ith ou t this con stra in t results in ca n ce lla tion  o f  the d esired  signal. E ach  
m ultipath  co m p o n e n t o f  the d esired  u ser ’ s signal requires a separate adaptive re ce iv er  
(re ferred  to here as an adaptive branch  corre la tor  fo r  o b v io u s  reason s). F igu re  3 -2 2  
illustrates an adaptive branch  corre la tor , w h ile  F igure 3 -2 3  sh ow s  a com p le te  
representation  o f  an adaptive  D m *  d etector  im p lem en tin g  L th ord er d iversity .
N
Constraint on x [k ]: ^  s l $  ~  l]x[k] =  0, / =  1. .L
F ig u r e  3 -2 2  A d a p tiv e  branch  corre la tor  fo r  / th m ultipath co m p o n e n t 
T h e  a n ch ored  seq u en ce  is the / th m ulti-path  co m p o n e n t o f  the d esired  user's signal
Baseband
Received
Signal
Adaptive Branch 
Correlator: Pathl
Adaptive Branch 
Correlator: Path L
Multipath
Combiner EF
F ig u r e  3 -2 3  A n  adaptive  im p lem en ta tion  o f  the D m *  d etector
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3 .5 .2  A d a p t a t i o n  A l g o r i t h m s
Im p lem en ta tion s o f  adaptive M M S E  m ultiuser d etection  requ ire  the use o f  a lgorithm s that 
c o n v e r g e  tow a rd  an op tim a l M M S E  criterion . F ortunately , severa l such  a lgorith m s h ave 
b een  d e v e lo p e d  p re v io u s ly  in the co n te x t  o f  adaptive  filterin g  [C la 9 3 , H a y 9 6 ]. B e ca u se  the 
M M S E  adaptive  corre la tor  p ro b le m  can  b e  form u la ted  id en tica lly  to  an M M S E  adaptive  
filte r in g  p ro b le m  [M H 9 4 ], adaptive m u ltiu ser d etectors  can  m ak e u se o f  these e x is t in g  
a lgorith m s. T h e  fo l lo w in g  section s  d e scr ib e  tw o  o f  the m o st  p op u la r  M M S E  adaptive  
a lgorith m s: the least m ean  squares (L M S ) and re cu rs iv e  least squares (R L S ). F ou r p rim ary  
issues are con s id e re d : sp eed  o f  c o n v e rg e n ce , stab ility , robustness, and im p lem en ta tion  
co m p le x ity .
3 .5 .2 .1  L e a s t  M e a n  S q u a r e s  ( L M S )
Baseband 
R eceived 
Signal r y n
-► '-'n
Adaptive
Correlator
Coefficients
F ig u r e  3 -2 4  B lo c k  d ia gra m  o f  an adaptive  corre la tor
T h e  L M S  a lgorith m  is on e  o f  the m ost p op u la r tech n iqu es fo r  filter  adaptation  to  an 
M M S E  criterion . T h e  ba sic  approach  uses the m eth od  o f  steepest d escen t to  iteratively  
adapt filte r  c o e ff ic ie n ts  tow ard  the op tim a l so lu tion . T h e  L M S  adaptive  corre la tor  c h o o s e s  
its c o e ff ic ie n ts  to  m in im ize  the quantity  ii[|<M2] as illustrated in  F igu re  3 .2 4  [C la 9 3 , 
H a y 9 6 ]. T h e  idea l L M S  corre la tor  update eq u ation  is g iv en  b y
Cn= cn_i -\x gn-i (3-36)
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where cn is a vector representing the filter coefficients at the nth iteration, //is a positive 
number chosen small enough to guarantee convergence of the iterative algorithm, and gn 
represents the gradient direction on the MSE surface which is given by gn=E(en*rn). Since 
the true gradient vector is not observable at the receiver, an approximation to this term is 
normally required. A standard approximation is to replace the gradient with its 
instantaneous value g„=£n*rn. This estimate has the desirable property of being unbiased
since E(gn)=gn; it is also easily generated at the receiver. The modified coefficient update 
equation for the basic LMS algorithm thus becomes:
Crfa cn_i - ften rn (3-37)
or equivalently
Cn— cn_i - / / (yn -dn) rn (3-38)
The parameter ju is known as the step size parameter, and must be chosen small enough for 
the iterative process to converge.
The choice of //directly impacts the convergence speed, stability, and accuracy of the 
LMS algorithm. A larger value of //speeds convergence by taking larger steps in the 
direction of the stochastic gradient. If ju is chosen too large, however, the adaptation 
process can become unstable. A standard rule of thumb is to choose ju such that
20 < j u < NCorPr 0-39)
where Ncor is the correlation length, and Pr is the power of the input signal r„. This range is 
adequate to ensure stability under most circumstances. Given this constraint on //, an
2obvious choice for the step size parameter would then appear to be // ® since this
N  Cor^r
will guarantee the fastest convergence. However, there is also a tradeoff between the value 
of ft and the optimality of the final solution. Large values of ft can result in “ping-ponging” 
of the filter coefficients in the vicinity of the optimal solution. The net effect is an increase 
in the mean squared error (MSE) value at the correlator output after convergence. In 
general, the total MSE at time n can be written as
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7„=£:[|e„|2]=/mi„+TOex“ ss (3-40)
where 7min is the MSE for the optimal filter, and /„excess is the excess MSE that results from 
non-optimal correlator coefficients. As n— it can be shown that
ll N  J . Pr excess   r*'L 1 Cor min r
J ~ ~ 2 (3-41)
Because of this proportional dependence on ju, smaller step size values result in reduced 
MSE.
Convergence speed is directly related to the eigenvalue spread of the correlation matrix R. 
(Eigenvalue spread is defined as the absolute value of the ratio of the largest to smallest
eigenvalue m^ax ). In general, larger eigenvalue spreads result in slower convergence rates.
Unfortunately, this means that convergence time becomes a strong function of both the 
channel response and the users’ transmit power levels (since both directly affect the 
correlation matrix R). Two principal reasons account for the broad popularity of the LMS 
algorithm: simplicity of implementation and robustness. The complexity of the LMS 
algorithm is relatively low: coefficient updates require only Ncor +1 multiplications and 
Ncor +1 additions every symbol time. As for the robustness of the algorithm, a significant 
body of research has previously examined this subject. The general consensus is that the 
LMS algorithm is quite robust.
3.5.2.2 Recursive Least Squares (RLS)
The slow convergence rate of the LMS algorithm can be overcome using recursive least 
squares (RLS) techniques [Cla93, Hay96]. In addition to its faster convergence, the RLS 
algorithm also has the desirable property that convergence time is essentially independent 
of the correlation matrix R. This means that the algorithm convergence time becomes 
channel-independent. The principal drawbacks of the RLS algorithm are substantially 
increased complexity and reduced algorithmic robustness. An important point to note is 
that the RLS algorithm differs from the LMS in that it minimizes a different error metric. 
The RLS error metric is given by:
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nJ- = X N  (3-42)
1=0
Note that this expression does not include any statistical quantities. Unlike the LMS, the 
RLS minimization is deterministic, not stochastic. The RLS update equation can be written 
as
c;j= c„_i + oChRh rne n (3-43)
Where
1
“""l+i+R-'r (3-44)n  n  n
is the adaptation coefficient, and
Rn'l= Rn-lA. Un Rn-l'1 r nr /  Rn.fl (3-45)
is the inverse correlation matrix R 1 estimate at the nh symbol iteration. The RLS algorithm 
provides Ncor degrees of freedom in the update direction through the Ncor x Ncor 
dimensional matrix OnR,©1 (unlike the LMS algorithm that provides only one degree of 
freedom). This difference accounts for the faster convergence relative to the LMS. Faster 
convergence speed is offset by increased implementation complexity for this algorithm. 
The number of operations required to implement the RLS is proportional to N2cor for large 
Ncor. Most of these operations are related to the update of the inverse correlation matrix 
Rn \ Like most algorithms that require computation of an inverse, the RLS is also 
susceptible to stability and robustness problems. Sensitivity to roundoff errors and finite 
precision effects are other key limitations of the algorithm. Square root versions of the 
algorithm have been developed to address some of these numerical issues. The square-root 
Kalman algorithm provides one excellent example that exhibits good numerical properties. 
However, it still requires a computational complexity of
1.5N2Cor+6.5 Near (3-46)
complex-valued multiplications and divisions per output symbol [ProOI].
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3.6 Other classes o f  M ultiuser Detectors
There are several other multiuser detection structures that mix different basic ideas to 
achieve a better one. For example using the decorrelating detector as the first stage is used 
to improve the first estimation of the multistage detector, because the estimation of the bits 
in the first stages has a big effect on the performance of the system.
Another example is Zero-Forcing Decision-Feedback (ZF-DF) [Due93], which performs 
two operations: linear preprocessing followed by a form of SIC detection. The linear 
operation partially decorrelates the users without enhancing the noise and, by SIC 
operations, interference is cancelled out from users in descending order from the strongest 
to weakest one. The ZF-DF needs to decompose the cross-correlation matrix as a 
multiplication of two triangular matrixes and also estimation of the received signal 
amplitudes is essential. The performance of the ZF-DF detector depends on the reliability 
of amplitude estimation. If the soft outputs of the decorrelating detector are used to 
estimate the amplitudes, the ZF-DF detector is equivalent to the decorrelator detector. If 
the amplitude estimates are more reliable than those produced by decorrelator detector, the 
performance of the ZF-DF is better than the decorrelator. If less reliable, the ZF-DF 
detector performs worse than the decorrelator.
Blind detectors, Neural Networks and Genetic algorithms are other techniques for M U D ’s 
that are currently active research topics in CCSR [QAET03].
3.7 Conclusion
Multiuser detection (MUD) is a powerful technique for improving receiver performance in 
the presence of MAI. Multiuser detectors exploit the structure of the interference in order 
to improve the desired signal estimate.
A review of the available methods addressed in the literature was given in this chapter 
concentrating mainly on their advantages and disadvantages.
Performance metrics and receiver optimality were introduced.
Linear multiuser detectors are another family that have a reasonable performance. 
However they suffer from a complexity due to a need to matrix inversion. Their proper 
implementation is worth investigating. This issue will be considered in chapter 5. 
Subtractive interference cancellation methods were another family of multiuser detectors 
considered in this chapter. The Successive (SIC) and Parallel (PIC) were addressed. The
____________________________ Chapter 3 Multiuser Detection Methods for CDMA Systems
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SIC suffers from a long delay as it processes serially. The PIC had some attractive features 
such as low delay of processing and simple structure with good performance in the systems 
that use power control, that make it a powerful candidate for applications.
We also considered the adaptive and blind multiuser detectors. Blind detectors do not need 
knowledge from the other users, and this enables them to be good candidates for the 
downlink. However, in the work of this thesis we concentrate on the uplink and hence 
application in the base station in which case the information of the other users is available. 
We also considered other multiuser detection schemes such as genetic algorithm and neural 
networks in this chapter. However the complexity versus performance issue still remains 
even for the base-station applications. One of the techniques as far as the complexity- 
performance trade-off is concerned in the literature is PIC and hence we will develop this 
further in the next chapter.
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C h a p t e r  4  Parallel I n t e r f e r e n c e  C a n c e l l a t i o n  
( P I C )  a n d  R A K E - I C  ?
4.1 Introduction
Amongst the various interference cancellation methods, parallel interference cancellation 
(PIC) benefits from several desirable features. In this chapter we will first focus on this 
method and will consider it in more detail. As this detector has favourable characteristics, 
it is justifiable to compare our new multiuser detection methods with PIC. The basic idea 
of PIC is extended to a multiple antennas version and is applied to the W C D M A  uplink. 
The realistic parameters for the W C D M A  uplink are considered for this purpose and these 
parameters are described briefly in this chapter.
Based on the structure of an adaptive partial PIC detector, an adaptive RAKE-IC receiver 
for CDMA systems is proposed. The basic concept is to maximize the signal to noise ratio 
of all users in the system by using adaptive algorithms. Performance improvements of the 
method and the effect of modified combining factors are compared with the standard 
RAKE receiver. The basic method was improved in some areas: In terms of adaptive
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algorithms, NLMS and new reported PFGLMS algorithms were used in simulations and in 
terms of structure, the idea was extended to operate in multistages.
4.2 Parallel Interference cancellation (PIC) and Partial PIC (PPIC)
4.2.1 Parallel Interference cancellation (PIC)
In the PIC method, the MAI is estimated and cancelled out for all users in a parallel way. 
The basic multistage PIC detector is shown in Figure 4.1. The first estimates of data bits 
are obtained from the conventional detector. In the next step, interference caused by the 
other users is estimated for each user separately in parallel. In Figure 4.1, just one stage of 
the structure is shown and these stages can be repeated to improve the estimation process. 
The estimated bits from the conventional detector are then scaled by the amplitude 
estimates and re-spread by the codes, which produces a delayed estimate of the signal for 
each user. The summer folds up all but one input signal at each of the outputs, and 
consequently creates estimation for the MAI and then removes it from the signal. The 
process can be done in several stages [BN99, BON98]. Several improvements are 
performed on the basic structure, and some of them are discussed in following sections.
PIC has its own advantages and disadvantages as follow 
Advantages
• Low delay, at most few bits.
• In some approaches, its structure becomes simple and can be implemented.
• Has good performance for perfect power control.
Disadvantages
• Not very robust without power control.Subtractive interference cancellation 
methods are attractive for the practical implementation of multiuser detection, because of 
the lower complexity. For practical implementation, the multistage PIC has good 
computational complexity performance, and is robust to moderate timing errors.
In the rest of this section we examine analytically the default structure. Decision statistics 
of the (s+l)th stage of the basic parallel IC structure is given as [BW96, CBW99, ESB98]:
_______________________ Chapter 4. Parallel Interference Cancellation (PIC) and RAKE-IC
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Figure 4-1 Basic Structure of Parallel Multistage Detector
,  . . .  M M ) T + T k ,
&  '*1(‘ )s t ( t - T k J ) c o s ( a ct + 0 t ,)dt  (4 .!)
where the received signal rfa (t) for the /lh path of user k at stage s is estimated:
W - m - t  2>$«) (4-2)
7=1 A=1 
X*\\{j=k
And the signal corresponds to the estimated signal for path A of user j at stage s.
This signal is reconstructed according to
SS(') = }s,(l-ru )cos(ti7(l+9M ). ~fa) (4-3)
1 b (=— 00
where bkJ is the ith bit estimate for user k at stage s, and pT(t) is a unit pulse function of 
duration 7* equal to the bit period. The bit estimates bkJ are compared via maximal ratio 
combining of the decision metrics from the Lk resolvable multipath components:
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(4-4)
where akli is an estimate of the multipath attenuation coefficients ak l i.
4.2.2 Partial PIC
The performance of the PIC detector is greatly dependent on the estimation of the first 
stages. In heavy loaded systems the error propagates through the stages and the 
performance degrades and becomes even worse than conventional detectors. One way to 
mitigate this effect is by reducing the effect of the first estimated values by multiplying 
them with a set of coefficients less than 1 [DS94, DS95, DSR98]. In this case Eq.(4-2) 
changes to:
For the first stages this number is smaller than the same coefficients for the final stages. 
Because in the final stages the estimated values are more reliable than the ones obtained in 
the early stages. This method is called Partial PIC because in each stage a part of the 
interference is cancelled [DS94, DS95, DSR98, BN99].
form, its structure can be simplified [CBW99]. The output of this structure can be written 
as:
The reduction in complexity over the straightforward full-cancellation comes from the fact 
that the residual signal is identical for all users, and thus needs to be generated only once 
per stage. This residual signal is added to the decision statistics of the initial stage. The 
block diagram of the simplified structure is shown in Figure 4.2.
(4-5)
M  X=\
A*lif j = k
4.2.3 Simplified PIC
By considering the basic formulas of the parallel IC, and rewriting them in an appropriate
(4-6)
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Based on the idea shown in Figure 4.2 we have introduced another simplified structure for 
PIC as shown on Figure 4.3. This structure performs the same task as PIC, however it 
calculates cumulative regenerated signals only once in its operation. For processing each 
individual user, the regenerated signal of that user is injected before matched filtering.
_______________________Chapter 4. Parallel Interference Cancellation (PIC) and RAKE-IC
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4.2.4 Performance of PIC
Based on analytical analysis, BER performance of the PIC detector operating in A W G N  
channel can be expressed as [CBW99]:
pPic’<-V)=Q
< -
1
f
1-r/c-n3 N
s 0
1
f
J'*k
2 E J N 0
V
i - * - 1 3 N
\ ©
1 (3n ) s ' K
\
Pk
0
+ 1 + (-D3
-1/2 0
(4-7)
where K stands for the number of users, N is the processing gain, and Pk is the transmitted 
power of user k.
For the case of equal signal powers (P= P\= P2=...-Pk), the expression simplifies to:
Ppic’w(er)= Q 2 Eb/N0
1- 3 N
1- K -1 3 N
+ ' K - lv  
v 3 A y
-1/2 0
(4-8)
Based on Eq.(4-8), it is possible that by increasing the number of stages, the BER 
degrades. Under the following conditions this divergence occurs:
K -1
3 N > 1 U 1
v
K -1 
3 N yj
p p ic , ( s + l )  ^  p p ic , ( s ) (4-9)
which means that the system operates either in a heavy loaded scenario or in low signal to 
noise ratio regimes. Other conclusions for PIC are:
1) The main performance can be achieved in early stages of operation.
2) Even by using infinite stages, interference effects do not cancel.Figure 4.4 shows the 
performance of PIC operating in multiple stages and in A W G N  channel. All users have 
Et/No=8dB and their processing gain is equal to 256. As can be seen, the main gain is 
achieved in the early stages of operation and it completely outperforms the matched filter.
72
Chapter 4. Parallel Interference Cancellation (PIC) and RAKE-IC
B E R
No of Users
Figure 4-4 Performance of multistage PIC in A W G N  channel.
Provided the conditions of Eq.(4-9) do not hold, the number of stages can be allowed to 
approach infinity. In this case we have:
-1/2
limPpic,(s)(cr) = Q< 1
2 ^ -
An
K - 1
3 N
(4-10)
According to this formula, by increasing the number of stages, PIC is not capable of 
completely removing the interference.
Figure 4.5 shows the performance of PIC operating in multiple stages and in A WGN 
channel. All users have Eb/No=12dB and their processing gain is equal to 32. The 
performance of the PIC saturates in heavy loaded scenarios and by increasing the number 
of stages cannot be resolved.
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Figure 4-5 Performance PIC saturates in heavy loaded scenarios
4.2.5 Adaptive PPIC
One of the problems of the basic PIC structure is that in each stage interference caused by 
the other users must be calculated for each user and this process repeated in each stage. 
The value of the coefficients can be optimised via adaptive algorithms. Figure 4.6 shows 
the structure of adaptive PPIC.
We will now go on to examine the PIC performance in real W C D M A  channels.
4.3 W C D M A  Physical Layer
This section provides a layer 1 (also termed as physical layer) description of the radio 
access network of a W C D M A  system operating in the FDD mode. The spreading and 
modulation operation for the Dedicated Physical Channels (DPCH) for uplink is illustrated 
and the spreading and scrambling codes are investigated.
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One Stage of Multistage Detector
Figure 4-6 Adaptive PPIC
4.3.1 Physical Channel Structure
W C D M A  defines two dedicated physical channels for the uplink:
• Dedicated Physical Data Channel (DPDCH): to carry dedicated data generated at layer 2 
and above.
• Dedicated Physical Control Channel (DPCCH): to carry layer 1 control information.
Each connection is allocated one DPCCH and zero, one or several DPDCHs.
The spreading and modulation for the DPDCH and the DPCCH for the uplink are 
described in the following two subsections.
4.3.2 Uplink Frame Structure
Figure 4.7 shows the principal frame structure of the uplink dedicated physical channels. 
Each frame of 10 ms is split into 15 slots. Each slot is of length 2560 chips, corresponding 
to one power control period. The super frame length is 720 ms; i.e. a super frame 
corresponds to 72 frames.
Pilot bits assist coherent demodulation and channel estimation. TFCI stands for transport 
format combination indicator and is used to indicate and identify several simultaneous 
services.
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Feedback Information (FBI) bits are to be used to support techniques requiring feedback. 
TPC which stands for transmit power control is used for power control puiposes. The exact 
number of bits of these different uplink DPCCH fields is given in [3GPP].
The parameter k in Figure 4.7 determines the number of bits in each slot. It is related to the 
spreading factor (SF) of the physical channel. The spreading factor ranges from 256 down 
to 4 and is selected according to the data rate.
4.3.3 Uplink Spreading and Modulation
Referring to Figure 4.8 as a baseband model for a mobile terminal transmitting in the 
uplink, each mobile transmits its information through both data and control channels 
(DPDCH and DPCCH). Data information is spread by OVSF codes (cd) with suitable 
spreading factor. The signal transmitted by the kth mobile consists of time-slots of duration 
0.666ms and every 15 time-slots make a frame. The chip rate for both data and control 
channel is fixed and is equal to 3.84Mcps. In each time-slot there are 10 control bits that 
are spread with OVSF codes (cc) with spreading factor of 256. Depending on the service 
type [30 to 960 Kbps], in each time-slot, [20 to 640] data bits are transmitted. The real­
valued spread signals are weighted by gain factors, (3C for DPCCH, (3d for all DPDCHs. 
The |3C and |3d values are signalled by higher layers or calculated as described in [3GPP]. 
At every instant in time, at least one of the values (3C and pd has the amplitude 1.0. After the 
weighting, the stream of real-valued chips on the I- and Q-branches are then summed and 
treated as a complex-valued stream of chips.
76
Chapter 4. Parallel Interference Cancellation (PIC) and RAKE-IC
Data
Channel
Control
Channel
Pd
S - t a SCp
l/Q Gain Channelization 
Code (OVSF)
r f tQc
Wideband
Channel
Complex
Scramble
Noise
h j ~
Interference
MAI
Qd= Spreading factor of Data Channel 
Qc= Spreading factor of Control Channel
Figure 4-8 Spreading for uplink DPCCH and DPDCHs
This complex-valued signal is then scrambled by the complex-valued scrambling code sck. 
Here, short scramble codes, that are complex numbers, are considered. Before transmitting, 
the chips are shaped with a filter whose frequency response is a square root raised cosine 
with roll-off factor of 0.22. The scheme of modulation is BPSK.
4.3.3.1 Channelisation codes
The spreading code, as the name suggests, spreads the data to the chip rate of 3.84 Mcps. 
The most important purpose of the spreading codes is to help preserve orthogonality 
amongst different physical channels of the uplink user. OVSF codes are employed as 
uplink spreading codes. The OVSF codes can be defined using the code tree of Figure 4.9. 
In Figure 4,9, the channelisation codes are uniquely described as cCh,SF,m, where SF is the 
spreading factor of the code and m  is the code number, 0 < m < SF-1.
In allocating codes for DPCCH and DPDCH the following applies:
• The DPCCH always uses cCh,256,o.
• When only one DPDCH is to be transmitted, DPDCH] is spread by code Cd.i = 
cCh,SF,m where SF is the spreading factor of DPDCH] and m= SF / 4.
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Figure 4-9: Code-tree for generation of Orthogonal Variable Spreading Factor (OVSF) 
codes
• When more than one DPDCH is to be transmitted, all DPDCHs have spreading 
factors equal to 4. DPDCHn is spread by the code c d , n  = Cch+m > where m = 1 if n e 
{1, 2}, m = 3 if n e {3, 4}, and m = 2 if n e {5,6}.
4.3.3.2 Scrambling codes
All uplink physical channels are subjected to scrambling with a complex-valued 
scrambling code. The DPCCH/DPDCH may be scrambled by either long or short 
scrambling codes. W C D M A  systems are designed to provide reasonable service quality 
without using complex receivers that use joint detection of multiple user signals. However 
if required, short scrambling codes can be used at the uplink to implement multiuser 
receivers of moderate complexity. The scrambling codes are designed so that they have 
very low cross-correlation that ensures good MAI rejection capability. The long and short 
scrambling codes are built from constituent sequences. In the next section, the short 
scrambling codes that makes the implementation of multiuser detectors easier and used in 
this thesis, are described.
4.3.3.2.1 Short scrambling sequence
The short scrambling sequences cShort,i,«(0 and c ShOrt,2I/ i ( 0  are defined from a sequence from 
the family of periodically extended S(2) codes.
Let «23«22- • -no be the 24 bit binary representation of the code number n.
The nth quaternary S(2) sequence zn(i), 0 <n< 16777215, is obtained by modulo 4 addition 
of three sequences, a quaternary sequence a(i) and two binary sequences b(i) and d(i),
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where the initial loading of the three sequences is determined from the code number n. The 
sequence zn(i) of length 255 is generated according to the following relation:
z„(i) =  a(i) + 2b(j) +  2d{i) modulo 4, i =  0, 1, 254; (4 -1 1 )
where the quaternary sequence a(i) is generated recursively by the polynomial go(X)=
4-3x*-\rj<?-)r2x4rl as:
-a(0) = 2n0 + 1 modulo 4; (4-12a)
-a(i) -  2Hi modulo 4, i =  1, 2, . .. ,  7; ( 4 -12b)
-a{i) = 3a(i-3) + a(i-5) + 3a(i-6) + 2a(i-l) + 3a(i-8) modulo 4, i - 8, 9, . 254; (4-12c)
and the binary sequence b(i) is generated recursively by the polynomial g\(x)=
x8+x7+x5+x+I as
brf) =  «8+; modulo 2, / =  0, 1 , . . 7 ,  (4 -1 3  a)
b(i) =  b(i-l) + b(i-3) + b{i-7) + b(i-8) modulo 2, i =  8, 9 , . . 2 5 4 ,  ( 4 - 13b )
and the binary sequence d(i) is generated recursively by the polynomial g2(x)=
x^ +x^ +x^ +x^ +I as:
d(J) =  «i6+i modulo 2, i =  0, 1, . . . .  7; (4 -1 4 )
d(i) = d(i-l) + d(i-3) + d(i-4) + d(i-8) modulo 2, / =  8 , 9 , . . 2 5 4 .  (4 -1 4 )
The sequence zn(i) is extended to length 256 chips by setting z«(255) = z„(0).
The mapping from z«(0 to the real-valued binary sequences cShOrt,i,/j(0 and cShort.2,«(0> ,1 = 0, 
1, ..., 255 is defined in Table (4.1).
Mi) Cshort, 1,n{i) Cshort,2,n(i)
0 + 1 + 1
1 -1 +1
2 -1 -1
3 +1 -1
Table 4-1: Mapping from zn(i) to cshort>iin(i) and cshort,2,n(0» i = 0, 1, 255
Finally, the complex-valued short scrambling sequence cShort, n, is defined as:
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c short.n (0 = c sko„, 1,„ O' m od 256)(l + j ( - 1)’ c,(lon 2 „ (2|_(i mod 256)/ 2J))
where i = 0, 1, 2, ... and LJ denotes rounding to nearest lower integer. An implementation 
of the short scrambling sequence generator for the 255 chips sequence to be extended by 
one chip is shown in Figure 4-10.
4.4 PPIC structure considering multiple antennas
In this section, a version of PPIC, which utilizes multiple antennas, is considered and 
applied to uplink. For a wideband CDMA system in an L-path fading environment with M  
different antennas and having K  active users, the received signal by the mth antenna in a 
window of i e  [ 1 ,  iV b ]  can be expressed as:
(0=E2>f Vfa O ' +nm ft) (4-16)*=1 i=1 /=1
where the b f l) is the transmitted data symbol at symbol interval n, Pym is the energy per 
symbol of the corresponding real bandpass signal, rklm is the delay of Ith multipath
component of kth user for antenna m. The ccyift is the complex gain representing the effect 
of the Rayleigh fading, nm(t) complex zero mean additive white Gaussian noise in antenna 
m and srft) is signature waveform of user k
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Figure 4-11 Multiple antenna PPIC structure
In the uplink, each user transmits data and control information with different rates and 
codes that will affect the received signal. In this case the received signal of each user is 
composed of two signals similar to those in Eq.(4-16) with little differences in bk(i\ Pkm, 
Sk-
ndTd Tklm)Sckd(t ndTd Tklm) +
fc=l n d =  1 /=1
X 2 > =  4 (t- nT  - r tJ,,)Ac(>-ncTr- r (4-17)
l=\
where Sckid(t) and SckiC(t) indicates the scrambling codes for data and control channels for 
user k. The outputs of matched filters of all antennas for all users and multipath 
components produce sufficient statistics for the detection of data symbols. The sampled 
output of the matched filter in interval n for user k, path I and antenna m is:
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rm (f)ck (t ~ nT  - Tklm )dt (4-18)
'nT+n.i.,
Based on the matched filter outputs, a structure for multi-antenna PPIC is used (Figure. 
4.11). The channel estimation uses the pilot bits in the control channel and consists of a 
bank of matched filters and uses a basic block-by-block average algorithm. For channel 
estimation other sophisticated algorithms like weighted-multislot or Wiener filtering could 
be used. The channel estimation values are used in RAKE combining and regeneration of 
users. By little modification to Eq.(4-18) the structure of MF which does the De- 
Scrambling and De-Spreading at the same time and an PPIC structure can be written as 
follows:
where in this equation n could be either rid or nc and T could be Tc or 7>. Received signal of 
antenna m at stage s for user k, rksJft), is estimated according to:
and the signal corresponds to the estimated signal for antenna m, path I of user j at
where a(k°[ m is the estimated value of multipath attenuation coefficient ak] m for symbol i,
path I, antenna m and user k. These coefficients can be extracted from the channel 
estimation block. The idea of partial coefficients is based on the fact that errors in the first 
stages of estimation can propagate through the stages and decrease the performance. The 
second reason arises from a bias in the decision statistics in the early stages [CBW99], 
Simply by introducing coefficients between stages this effect could be diminished.
(4-19)
K  L
(4-20)
7=1 M  
j*k
stage s. The partial coefficients are represented by Q (s). This signal can be constructed 
based on bkJ which are the estimated bits at stage s. bkJ are produced from maximum- 
ratio combining of decision statistics of all paths and antennas:
(4-21)
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Partial Coefficient
Figure 4-12 Effect of partial coefficients on the performance
The values of partial coefficients depend on the loading. For example in the situations 
where estimations in early stages are reliable enough, applying small coefficients could 
decrease the performance of succeeding stages since they reduce the functionality of each 
stage. This is the case that occurs in light-loaded systems or the systems working in high 
SNR. Hence after doing a simulation and finding the best value for one antenna, it is 
applied for other succeeding simulations described in next section.
4.4.1 Performance of PPIC for uplink
A scenario involving 20 users with equal powers is considered. Each mobile transmits 
control and data symbols with spreading factors of 256 and 128 respectively. Short 
scrambling is assumed. The radio channel model is Vehicular-A at 110 km/h and fading 
from one antenna to another antenna is independent. Three fingers per antenna are assumed 
for combining in RAKE reception. Figure 4.12 illustrates the effect of partial coefficients 
on the performance of the system for one antenna. Having found the best value for 
coefficient, it is applied for another simulation. In Figure 4.13, the complete simulation for 
PPIC with one and two antennas is shown.
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E f N 0 (dB)
Figure 4-13 Partial PPIC with Coefficient= 0.6
4.5 R A K E -IC
In this section an adaptive receiver that attempts to improve the standard RAKE is 
presented. The receiver uses adaptive algorithms and does not treat the interference just as 
unpredictable Gaussian noise. Based on this criterion, some modifying coefficients are 
generated that outperforms the Maximum Ration Combiner (MRC). The idea is extended 
for a multistage structure. Its adaptive criteria uses Least Mean Square (LMS) and Partially 
Filtered Gradient LMS (PFGLMS) algorithm [Lim99]. The system is simulated and results 
are compared with standard RAKE.
The standard RAKE receiver is an optimum receiver (in terms of maximizing the signal to 
noise ratio) for capturing different paths of received signal in multipath fading 
environments considering the fact that the noise is white Gaussian. However, this receiver 
treats the interference of the other users as Gaussian noise and does not use any kind of 
Interference Cancellation (IC) scheme. As a result it is an interference-limited detector. 
This problem can be seen from another point of view that standard RAKE is not optimised 
for the whole system, as it is optimised per each user. The scheme presented in 
forthcoming sections considers the whole system as an entity and to improve the total
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signal to noise ratio. Unlike the RAKE whose structure is derived from analytical 
expressions, due to complexities that arises in multiuser scenarios, RAKE-IC uses adaptive 
algorithms to find a better substitute for the RAKE.
4.5.1 RAKE-IC Structure
The proposed structure is shown in Figure 4-14. Instead of using Maximum Ratio 
Combiners (MRC), another set of coefficients are used.
4.5.2 RAKE-IC using LMS
We define an optimal cost function in terms of the squared Euclidean distance between the 
received signal r(t) and the weighted sum of the estimates of all users’ signals. In A W G N  
channel we have:
where A-t is the weight for the ith user. bt denotes the estimate for bit We try to minimize e 
with a set of optimal weights {/lt }
• If all Ai =1, then searching for all will lead to the maximum-likelihood detector.
• Without noise, the optimum set of Af s are -1 or +1, depending on whether the estimate 
bj is correct or not. With the optimal weights, the weighted sum of all estimated signals is 
exactly the received signal, and hence, s is zero.These new factors are calculated using an 
adaptive algorithm and the criteria for adaptation is Minimum Square Error (MSE) per 
chip:
(4-22)o (=i
yAm)--E(e,n) (4-23)
where e(m) stands for error per chip:
e(m) = r(m) - r(m)
(4-24)
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Figure 4-14 Adaptive RAKE-IC receiver structure
By using this criterion, the receiver makes the regenerated signal as close as possible to the 
received signal. Regeneration of the signal is based on re-spreading and a new set of 
combiner coefficients:
K  L
r(m) = X X (4-25)
;=i /=i
that:
(4-26)
According to the LMS algorithm, the desired information (RAKE-IC coefficients) are 
updated by the following equation:
X(m + 1) = L(ra) + ju.gr (4-27)
g(m) is an estimation for gradient in LMS and can be calculated by:
(4-28)
and finally, decision for each bit is based on a new combination scheme. The sign of the 
new decision variable is the output of the detector:
86
Chapter 4. Parallel Interference Cancellation (PIC) and RAKE-IC
(4-29)
and
b( -sgn[y.] (4-30)
It is worth mentioning that the idea of RAKE-IC is also applicable to the A W G N  channels. 
Because by introducing a set of coefficients (like the ones used in a fading multipath 
environment), there will be a chance to find proper coefficients that change the sign of the 
wrongly detected bits in BPSK modulation scheme. In this case the coefficients are not 
used as combining factors. We are going to find better estimates for detected bits by 
matched filters and suppress the interference effect, indirectly.
Figure 4.15 shows the performance of the RAKE-IC structure in comparison with a 
conventional matched filter for 15, 20 and 30 users having spreading factors of 32. The 
RAKE-IC uses the normalized LMS for its adaptive algorithm.
Figure 4.16 shows the performance of the RAKE-IC structure in comparison with the 
conventional RAKE in a fading environment.
This good idea can be further improved in two ways. The first is using a better algorithm 
instead of LMS. The second approach is using multistage processing. These two schemes 
will be discussed in the following sections.
4.5.3 RAKE-IC using filtered gradient LMS (FGLMS) and partial FGLMS 
(PFGLMS)
In the LMS algorithm, the MSE is defined in Eq.(4-23). As an accurate estimate of the 
MSE, a time averaged operation with exponentially weighted least-square errors can be 
defined by [Lim99]:
(4-31)
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Figure 4-15 Performance of RAKE-IC in A WGN channel for different number of users 
compared with conventional receiver, PG=32
where (3 is a forgetting factor (0< fi < 1). The MSE estimate of Eq.(4-31) can be recursively 
represented as:
1 9i//(m) = (3yj(m -1) + -  em (4_32)
and its negative gradient vector becomes:
= -V  v im )  = /Jgm^  + g,„ (4-33)
gTO is defined in Eq.(4-28) and gm is the new gradient. This modification constitutes 
Filtered Gradient LMS (FGLMS) algorithm.
A more effective estimate of the MSE can be obtained by modifying the weighted least- 
square errors as follows:
o.ooi
■RAKE-15u
■ RAKE-20user
■ RAKE-30users
— i
HB— Normalized-1 Susers 
#  Normal-20u 
—— Normal-30u
25 30
Eb/No (dB)
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Figure 4-16 Performance in fading environment, 10 users, PG=32
W(m) = ^
rn
e l  +  Y A ' - ' S e f
1=0
=  ~ e l + V ( m ) (4-34)
where
1
i=0 /
(4-35)
and S is a scaling factor (0< S < 1) required to take a fractional portion of square errors. 
The negative gradient vector is then given by:
Im = - ' VlE M  =  g „ + g m
with
(4-36)
g m = £ g m_i + S g, (4-37)
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Figure 4-17 Performance comparison of PFGLMS and NLMS. 10 users, PG=32
Now the negative gradient vector consists of the instantaneous gradient vector and the 
filtered gradient vector given by Eq(4-36).
Figure 4-17 compares the performance of NLMS and PFGLMS algorithms for a scenario 
containing 15 users using spreading factor of 32.
4.5.4 Multi-stage RAKE-IC receiver:
The idea of RAKE-IC can be easily extended to a multistage structure. The only difference 
is that regeneration of information is based on the output of the first stage of the RAKE-IC 
rather than the output of the RAKE. Intuitively if the first stage of the processing has been 
able to improve the decisions, the second stage (which does the same kind of processing) 
would make better decisions, as its input is further improved. Figure 4-18 shows the 
performance of RAKE-IC using NLMS algorithms implemented in one stage and two 
stages for a scenario containing 15 users using spreading factor of 32.
Figure 4-19 shows the performance of RAKE-IC using different combinations of adaptive 
algorithms implemented in multiple stages for a scenario containing 15 users using 
spreading factor of 32.
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Figure 4-18 Performance of multistage RAKE-IC using NLMS, 10 users, PG=32, A W G N  
channel
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Figure 4-19 Comparison between different combinations of RAKE-IC
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4.6 Conclusions
Amongst the various interference cancellation methods, PIC benefits from several 
desirable features. In this chapter this method was considered in more detail. Since this 
detector has good characteristics, it was acceptable as a comparator for the new multiuser 
detection methods. Extension of the PIC structure to multiple antennas partial PIC and 
application to the W C D M A  uplink was carried out. The realistic parameters for W C D M A  
uplink were considered for this purpose and these parameters were also briefly described. 
Performance improvements due to the new method and the effect of real channel 
estimation were simulated and compared with the standard RAKE receiver.
Based on the structure of an adaptive partial PIC detector, an adaptive RAKE-IC receiver 
for CDMA systems was proposed. Its structure combines the ideas of the RAKE receiver 
and the PIC. RAKE-IC uses the concept of maximizing the signal to noise ratio of all users 
in the system by using adaptive algorithms. Performance improvements of the new method 
and the effect of modified combining factors are compared with the standard RAKE 
receiver. The basic method was improved in two areas: Firstly in terms of the adaptive 
algorithms, NLMS and newly reported PFGLMS algorithms and secondly in terms of the 
structure, with the idea of extension to operate in multistages.
The simulation results showed that the RAKE-IC performs better than the standard RAKE 
receiver. In our simulations, coding schemes were not considered. In realistic systems that 
use coding, the RAKE-IC will perform well in region of Eb/No that are commonly fond in 
practical systems.
The partial PIC can achieve a better performance than the PIC and uses the same structure 
as PIC, however calculation of the partial coefficients should be carried out via trial and 
error or adaptive algorithms.
In the following chapters we will consider the other methods of multiuser detection and use 
the performance of the partial PIC as a baseline in our comparisons.
Having considered and evaluated the performance of the RAKE-IC we will now turn 
attention to other class of multiuser detection -linear multiuser detectors- and assess their 
performance. The aim is to compare their performance with the IC schemes.
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C h a p t e r  5  Iterative l i n e a r  m u l t i u s e r  d e t e c t i o n
5.1 Introduction
The family of linear detectors for multiuser detection in CDMA are good candidates for 
suppressing interference levels. However, implementation of these detectors suffers from 
computational complexity due to a need for inverting large matrices. Some methods for 
simplifying the inversion process have been proposed that are mainly based on a series 
expansion. Use of Taylor series expansion is addressed in the literature [kHI83, Ver93]. 
One of the main obstacles is that convergence of this series relies on parameters that 
depend on the values of eigenvalue of the correlation matrix. Calculation of eigenvalues is 
a large number crunching process that in practice renders it unusable. Some authors have 
tried to tackle this issue, for example [LL98] proposes a condition for convergence of the 
series and in consequence uses a simplified structure. However, this method is not accurate 
and in consequence ends up with a slow convergence rate. Using convergence results for 
weight optimisation is also addressed in the literature [MV01].
In this chapter the main focus is on the iterative implementation of linear multiuser 
detectors. Firstly, a canonical model for the received signal and the linear detectors will be 
presented. This model enables us to develop the idea of linear multiuser detectors and is
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different from the one presented in previous chapters, as it represents the system in matrix 
format.
Then we will focus on the Taylor expansion of the inverted matrix and its convergence 
rate. The parameters involved will be investigated and by analytical analysis using the 
Rayleigh-Ritz theorem an improved condition to increase the convergence rate for 
synchronous systems will be derived. This idea, however, for asynchronous systems does 
not perform as well as expected. We thus tackled the problem with another method in 
linear algebra know as the Gershgorin theorem to seek improved performance.
The method was implemented and its performance found promising. Using the Gershgorin 
theorem, a more accurate, yet simple, condition for convergence is derived. The results are 
simulated and compared. We also investigate the signal to noise ratio and the weight 
optimisation method, addressed in the literature, and will compare our method with theirs 
in terms of BER.
Matrix inversion using the Fourier algorithm that has recently been reported [VHG01], is 
also addressed and investigated. An analysis for complexity of our method is also 
presented and is compared with the complexity of the Fourier algorithm.
5.2 M obile Uplink M odelling for  linear multiuser detection
As the main purpose of this chapter is iterative implementation of linear multiuser 
detectors, a suitable model for both transmitter and receiver is needed.
The continuous signal transmitted by the kth mobile consists of time-slots with every 15 
time-slots constituting a frame. Each time-slot carries a stream of Nc(k) =NC =10 control bits 
(15 kbits/,s) and (at least) one of Nc(lc) £ {20,40,80,160,320,640} information bits. The 
modulation scheme is BPSK where, for the most basic service, data bits (representing 
speech) are mapped on to antipodal in-phase symbols bJk)eRNd and control bits 
(representing pilot symbols, power control and rate information) are mapped on to 
antipodal quadrature symbols bc(k)G RNc. Control and data symbol sequences are spread by 
real orthogonal Walsh codes of lengths Qc(k)=Qc=256 and Qd(k) £{128,64,32,16,8,4} 
chips respectively, depending on the service type. In any time-slot Nc(k)Qc(k)= Njk)Qd(k) 
=2560 for all spreading factors and data rates, implying a fixed cfiip-rate of 3.84 Mchips/s. 
Note that even for the most basic speech service, the signal transmitted by a mobile carries 
symbol sequences at two different rates. The spread (and complex) time-slot signal is 
scrambled by a mobile-specific complex scrambling code. Both short and long scrambling
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are defined. In short scrambling, c^e CCr, while in long scrambling, csce  c16QcNe. Short 
scrambling allows significant reductions in the complexity of detection and is assumed in 
this chapter. The modulated, spread and scrambled signal is distorted by a composite 
channel impulse response of length W  chips. The transmit filter is specified to have a 
square root raised cosine frequency response with a roll-off factor of <3=0.22. Extraction of 
the transmitted data may be performed at the base-station receiver through the use of 
single-user coherent RAKE detection along with pilot-assisted channel estimation. The use 
of multi-user detection is an attempt to overcome the deficiencies of the RAKE receiver in 
dealing with multiple-access interference.
5.2.1 SIGNAL MODEL
5.2.1.1 Single Antenna
Consider an M-antenna base station receiver. The received signal, corresponding to a 
time-slot sampled at £ times the chip-rate at the output of the mth antenna receive filter can 
be represented as [SROL99]
w r = (m)U b + (m)n (5-1)
where (w)U e £k{NcQc^ -\)+4K)\<N -g convolution matrix at antenna-m, be RNb is the vector 
of Nb =X& N® (k) (data and control) symbols transmitted by all K  users within one time­
slot, 0< T\ < r2c...< T/r< tQc-l are the user asynchronous delays and (w) n represents 
cellular interference and thermal noise. Efficient implementation of multiuser detection 
relies heavily on the exploitation of the structure of (m)U. As shown in Figure 5.1, when 
representing a block-length of one time-slot, ("°U can be completely defined via sub­
matrices (ni)Bi to (m)B//c each containing K c columns and a maximum of $(2<2c+W-l) -1 
rows such that if M^k) is the number of codes transmitted by user-k and Q\k)=Qc, then
k  M lk)
W  (5-2)^  (rk-\ /=1 Hi
A  possible (but not unique) structure for (/rt)B„ can be described by considering an example 
where K - 2 users are active on the uplink. User-1 transmits M (1)=2 codes with spreading 
factors of <2i(1)=256 and <22(1) =128, while user-2 transmits M (2)=3 codes with spreading
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factors of <2i(2)=256, Q2{2)=12S and <23(2)=64. The detailed structure of a submatrix (m)B„is 
illustrated graphically in Figure 5.2.
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Figure 5-1 Structure of the convolution matrix
Figure 5-2 Structure of the sub-matrixes shown in Figure 5.1
The non-zero elements of the columns of (m)B„ corresponding to the vth symbol transmitted 
on the ith code of the kth user are given by
ianw \\c(k) 1 , oPwU("OuW (5_3)J i Ib'ic Jf(v-i)j2,- +1 i/vQi ' J «
where operators ° and * denote elemental multiplication and sequence convolution 
respectively, <3=0 or 1 depending on whether the symbol is transmitted in phase or in 
quadrature, G/k) is a scale factor and
c/k)e C^k) = Upsampled ith Walsh code.
tc«} ][:]e } ~ Upsampled scrambling sequence segment.
w hf>eC^'iH  = Oversampled channel impulse response during nth control epoch at 
antenna-m.
Under circumstances where short scrambling is used and the channel can be assumed fixed 
over a time-slot period, = (w)B2 = (m)B, and so matrix (,/l)U can be
completely defined via a single sub-matrix. The implementation of M U D  algorithms 
invariably involves the correlation matrix
(m)jR= (wl)UFx (m)Ue qNcKcXncKc (5-4)
Given the above structure of (m)U, the Hermitian product ("°R is not only block-banded and 
block multi-diagonal, but is also block-Toeplitz. In general, (Hi)R has a block (2pr +1)- 
diagonal structure where pr depends on the degree of overlap between successive sub­
matrices of (/l)U.
5.2.1.2 Multiple Antennas
The signal r at the output of an array of M  antennas may be modeled as
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= Ub + n = • b + I
(AOr (M)|j (Aon
The antenna-array correlation matrix R=U^U retains the block-banded, block multi­
diagonal and block-Toeplitz structure of (W)R since R=(1)R + (2)R + ... + (M)R.
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5.3 Detection by Polynomial expansion method
Suboptimal linear multiuser detection is an effective technique for combating the effects of 
multiple access interference in CDMA communication systems. Its implementation, 
however, is accompanied by a prohibitive computational complexity when supporting 
large numbers of asynchronous users and channels with long impulse responses.
The RAKE receiver performs as following:
b = sgn(UHr) (5-6)
Suboptimal block-based multiuser detection can be expressed as the solution to the 
following set of linear equations [Kar99]:
b = sgn( [L^U+yir1 UHr) (5-7)
where it has been assumed that Etnn^ }=o21. The operation UHr represents the RAKE. For 
y=0, the solution results in decorrelator detection whilst for y= o* this corresponds to 
minimum mean square error detection (MMSE) [JLOO, JunOO].
The decorrelator completely eliminates the effects of MAI, but at the expense of a degree 
of noise enhancement. Although the MMSE does not completely eliminate MAI, it suffers 
less noise enhancement and generally improves on the decorrelator.
Solving Eq.(5-7) needs matrix inversion which is a number crunching process. In order to 
avoid matrix inversions, an approximate decorrelator was proposed in [KHI83, Ver93]. It 
is based on the first-order Taylor approximation (l+x)_1= 1- x + o(x), |x| < 1. Applying the 
Taylor series for only one term yields:
Tdec= (21- R) r (5-8)
The idea of the polynomial expansion is to achieve a formula for inversion of the R matrix 
based on a series expansion. Eq.(5-8) can be generalized to an arbitrary Lfh order:
Tdec= £ w,.r ' (5-9)
(=0
which w Lt  = | > 0 , w i ,  . . . ,  w£ ]T are a set of coefficients that control the convergence rate of 
the series. Calculation of these coefficients is the main issue in the polynomial expansion
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method. The weighted polynomial detector can be shown to implement the decorrelator 
and MMSE detector, if the weights are selected to depend on the eigenvalues of the matrix 
R [MKS96].
The polynomial approximations to the decorrelator and the MMSE detector are only 
helpful in practice if the weights can be calculated more easily than applying the exact 
solutions, i.e., performing matrix inversion. As the optimum weights depend on the 
eigenvalues of R, which are also not easily calculated, [MKS96] suggested to calculate 
them in advance and store them in tables. This method, however, seems troublesome, as 
the eigenvalues depend on various changing parameters and it is not clear what advantage 
is gained over storing the inverse correlation matrix.
In the next section we will investigate mathematical aspects of the polynomial expansion 
method and will derive approximations to achieve a reasonable performance without 
encountering a high degree of complexity.
5.4 D ecorrelator implementation by Taylor series expansion
By using the Taylor series, the expansion of R'1 can be written as:
a - ' R - f a X d - a R ) '  ( 5 . 1 0 )
i= 0
If and only if the eigen-values of R satisfy the conditions:
|l-4(aR)|<l
For a positive semi-definite matrix R, the above condition can be written as:
(5-11)
( 5 - 1 2 )
[LL98, Bou99] use this fact that R is positive and semi-definite because it is the auto­
correlation matrix. In this case all of the eigen-values are positive so a can be freely 
chosen from the following:
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2
trcice(K) (5-13)
Because:
= X R H = ?raCe(R )>/lrmx (R ) (5-14)/ ' I
As a becomes smaller, the convergence rate of the series gets smaller, which is not 
desirable. Choosing the value of a is important for the above reasons. For this, we
5.5 Convergence im provem ent by mathematical analysis
We will commence our analysis from a scenario containing synchronous users with equal 
powers. The diagonal elements of R are all Is and the non-diagonal elements are in the 
range of, (-/?, +/?), 0</?<l, (/? is the maximum value of the cross-correlations). R is 
symmetric and its structure is as follows:
The condition for convergence of Eq.(5-10) for every matrix is given in Eq.(5-12). This 
condition must be satisfied for all of the eigen-values of the matrices. Here, we examine 
Eq.(5-12) for symmetric correlation matrix R. For symmetric matrices, maximum and 
minimum of the eigen-values can be obtained by the Rayleigh-Ritz theorem [Lut96]:
For our puipose, combination of Eq.(5-16, 5-17) and Eq.(5-15) yields the following 
equation:
introduce a new definition for or that leads to a good balance between convergence rate and 
Stability.
(5-15)
v /
(5-17)
(5-16)
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x x
/___
K
I-
fL^ = 1 + 2A   (5-18)
X,
1=1
Minimum and maximum of this equation gives the A,mjn(R) and Amax(R)- When (-/kR/jc/?), 
it is easy to show that:
2min> l - P ( K - l )  (5-19)
Amax <\ + P ( K - l )  (5-20)
By considering Eqs.( 5-19, 5-20, and 5-11), the following equations were obtained:
l + j3(K-l)<2/a (5-21)
1-/3(K-1)>0 (5-22)
Since R is a positive, semi-definite matrix, Eq.(5-22) is not needed as the condition in
Eq.(5-22) ensures that the eigen-values are positive. (Note that we have solved the problem
in the general case). According to Eq.(5-21), orcan be chosen as:
a = 2/(1 + J3(K-I)) (5-23)
In the situation when the cross-correlation values are large, p takes the maximum value of 
(/?=1) and Eq.(5-23) becomes equal to Eq.(5-13), because:
K
trace (R ) = ^  Rn = K  (5-24)
/=i
Eq.(5-23) has a better accuracy than Eq.(5-13) and this leads to a faster convergence rate. 
The performance of these methods is compared in the next section.
5.6 Perform ance o f  iterative linear multiuser detector
5.6.1 Performance in synchronous systems
The algorithm described in the previous section was implemented for 10 synchronous users 
using short spreading codes having random cross-correlations less than 0.1 in the A W G N
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• Exact Decorrelator
•Approximate Decorrelator, Simple Condition Eq(5-13) 
• Approximate Decorrelator, New Condition Eq(5-23)  [_
Figure 5-3 Decorrelator with 10 Synchronous users, 5 stages with two conditions: simple 
condition Eq.(5-13) and modified condition Eq.(5-23)
channel. The performance is shown in Figure 5.3 and is also compared with the precise 
decorrelator and approximate-decorrelator addressed in [LL98]. Implementing in 5 stages 
accurately follows the performance of the decorrelator.
To visualize the operation of our detector, we obtained its decision regions via simulations. 
Yet again, the transformations introduced in Eq.(2-43, 2-44) are used. For a two-user case, 
the decision regions of the iterative linear detector (implemented in one, three, five and ten 
stages) in comparison with the conventional detector and precise decorrelator are shown in 
Figures 5.4- 5.9. As can be seen in these figures, decision regions are getting closer to the 
decision regions of the precise decorrelator (Figure 5.8, 5.9). In these simulations a range 
of 0-12 (dB) are considered for the Eb/N0.
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Figure 5-4 Decision regions 
Conventional Detector
 ^ Figure 5-5 Decision regions for one stage of 
iterative Decorrelator
Figure 5-6 Decision regions for three stages Figure 5-7 Decision regions for five stages of 
of iterative Decorrelator iterative Decorrelator
Figure 5-8 Decision regions for ten stages of Figure 5-9 Decision regions for exact Decorrelator 
iterative Decorrelator
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Figure 5-10 Performance comparison of different iterative Decorraltors with 3 stages in one path 
fading. Two asynchronous users with partial cross-correlation between the codes=0.1. The simple 
condition is Eq.(5-13) and the modified condition is Eq.(5-23)
5.6.2 Performance in asynchronous systems
Of particular interest is the performance of the iterative methods in the asynchronous 
environments, as in the uplink users are transmitting at random times and the channels are 
subject to multipath fading. At first we consider a simple condition having only two users 
in a one-path fading model. The methods described in the previous sections are 
implemented and their performances are depicted on Figures (5.10, 5.11 and 5.12). In 
Figure 5.10, the number of iterations is 3 and the simulation is carried out for two 
asynchronous users having partial cross-correlation of 0.1. As can be seen in the plots, the 
performance has considerably degraded in the asynchronous environments. Increasing the 
partial cross-correlation to 0.3 worsens the performance, as can be seen in Figure 5.11. 
Even implementing in 8 stages (shown in Figure 5.12), the performance does not improve 
much.
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Figure 5-11 Performance comparison of different iterative Decorraltors with 3 stages in one path 
fading. Two asynchronous users with partial cross-correlation between the codes=0.3. The simple 
condition is Eq.(5-13) and the modified condition is Eq.(5-23).
Figure 5-12 Performance comparison of different iterative decorrelators with 8 stages in one path 
fading. Two asynchronous users with partial cross-correlation between the codes=0.3. The simple 
condition is Eq.(5-13) and the modified condition is Eq.(5-23).
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The reason for this behaviour is that the matrices in the asynchronous scenarios are very 
sparse and as a result, the estimated eigen-values are inaccurate.
To improve the performance in the asynchronous system we need to consider the 
convergence issues more accurately. The following sections will focus on this matter.
5.7 Convergence issue in iterative linear systems
To complete our investigation on the convergence of the Taylor series we need to refer to 
some convergence issues for iterative methods in linear algebra. The information in this 
section will be used in the forthcoming parts of the thesis.
For solving a set of linear equations, most of the iterative methods in linear algebra define 
a sequence of iterations of the form:
x(l+1)= G x (s) + f (5-25)
In which G is a certain iteration matrix and x is the desired vector. The questions of 
interest are:
a) If the iterations for solving a linear system converge, is the limit indeed a solution of the 
original system?
b) Under which conditions does the iteration converge?
c) When the iteration does converge, how fast is it?
If the above iteration converges, its limit x satisfies:
x = G x + f  (5-26)
If I - G is non-singular then there is a solution x* to equation (26). Subtracting (26) from 
(25) yields:
x(l+1)- X. = G( x<s)- x») = ...= GI+1 (x<0)- x*) (5-27)
Standard results in [Sad96] imply that if the spectral radius of the iteration matrix G is less 
than unity, then x(s)-x* converges to zero and the iteration Eq.(5-25) converges toward the 
solution defined by Eq. (5-26). Conversely, the relation
x(j+1)-xw = G( x(s)-x,.;) = G2 (x(j l>—x(i"2)) = ... = Gs (f - (I -G) x(0)) (5-28)
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shows that if the iteration converges for any x(0) and f then GAv converges to zero for any 
vector v. As a result, px (G) (spectral radius of G, which is defined as the maximum 
modulus of the eigen-values of matrix G) must be less than unity and the following 
theorem is proven:
Theorem 5.1 Let G be a square matrix such that a(G) < 1* Then I - G is non-singular and 
the iteration Eq.(5-25) converges for any f  and x(0). Conversely, if the iteration Eq.(5-26) 
converges for any f  and x(0), then pr(G) < 1.
Since it is difficult to compute the spectral radius of a matrix, sufficient conditions that 
guarantee such can be useful in practice. One such sufficient condition could be obtained 
by utilizing the inequality, pr(G)< ||G||, for any matrix norm.
Corollary 5.1 Let G be a square matrix such that ||G|| < 1 for some matrix norm |.||. Then 
I-G is non-singular and the iteration Eq.(5-26) converges for any initial vector x(0).
Apart from knowing that condition Eq.(5-26) converges, it is also desirable to know how 
fast it converges. In [Sad96] it is shown that the convergence rate of the sequence is equal 
to its spectral radius of G.
5.8 Taylor series expansion and Iterative Detection
The ultimate goal of the Decorrelator is solving a set of linear equations and achieving a 
reliable vector of information (Detected bits). Taylor series expansion (using Eq.(5-10)) 
was an attempt to reduce the complexity of matrix inversion. Implementation of the Taylor 
series can be viewed as an iterative detector that in each step tries to update the detected 
bits:
£(.«)_ + a(yo _ R g o ) (5-29)
which yo is the output vector of the conventional detector and is subject to interference 
cancellation. To make the similarity of Eq.(5-10) and Eq.(5-29), one can easily verify the 
following equations:
b(0)= a y 0 (5-30)
b(1)= a [21-R ] y0 (5-31)
   Chapter 5. Iterative Linear Multiuser Detection
107
After observing such a nice relation between the Taylor series and an iterative method, 
now we can use the information in the previous section and derive the optimum value for
a.
Eq,(5-29) can be rewritten as:
b(s+,)= ( I - t f R ) b (J) +ary0 (5-32)
Thus the iteration matrix is:
GoF I - ccR (5-33)
And the convergence factor is p(I - «R ). Assuming that the eigenvalues Ai, i=l, n, are
all real and such that:
A/nin << A\ < A/nax (5-34)
Then the eigenvalues //, of G a are such that:
\—CcAmax 5 M 5; 1 — CXAjnin (5-35)
In particular, if A,nin< 0 and Amax> 0, at least one eigenvalue is > 1, and so pT(Ga) >1 for 
any a. In this case the method will always diverge for some initial guess. Assuming that all 
eigenvalues are positive, i.e., Ainin>0, then the following conditions must be satisfied in 
order for the method to converge:
(5-36) 
(5-37)
We see that the above conditions are the same as the one in Eq.(5-ll).
The main question here is: What is the best value Ohpt for the parameter a, i.e., the value of 
a which minimizes pr(G a)? The spectral radius of G^ is:
Pt(Go)= aAmax J, \l-aAmin\ }. (5-38)
This function of a is depicted in Figure 5-13. As the plot shows, the best possible a is 
reached at the point where the curve ll~cnAmax | with positive slope crosses the curve 
! 1 -aAmin\ with negative slope, i.e., when:
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1 aAmin < 1 
1 cxAmax > 1
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Figure 5-13 The curve a(Go) as a function of a.
1+ 0(Amax — 1 (xAmin (5-39)
This gives:
2=00 X +/t . (5-40)max wmin
Replacing this in one of the two curves gives the corresponding optimal spectral radius:
n    Anax Anin
Pr*~ A +A. (5-41)
To achieve good convergence, eigenvalue estimates are required. In the next section we 
will consider the problem in asynchronous systems. Estimation of eigenvalues to achieve 
the optimum convergence rate in such systems will also be addressed.
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5.9 Gershgorin Algorithm
In asynchronous systems most of the elements of R are zero while Eq.(5-23) considers 
only the maximum value of non-diagonal elements of R and ignores the majority of 
elements that are zero. This ignorance decreases the accuracy and shows its effect in the 
convergence rate and the performance. Another point about Eq.(5-23) is that it does not 
consider Xmin . To overcome these problems, we refer to the Gershgorin theorem in linear 
algebra [Sad96j. According to this theorem, any eigenvalue of a matrix is located in one of 
the closed discs of the complex plane centred at au and having radius T^[/?ty| (which Ry is
ij*i
the (i, j) element of the matrix R ). In other words,
\ K - R u \ < X|fy|
i,j*i
(5-42)
By a simple calculation on the elements of R, two approximate values can be derived for
^max and $min :
$max — max { Ru + Y I r J  } ; i,j=l,2,...,KNb
i,j*i '  2
$min< min { Ru + ^ \Ry\} (5.44)
i,j*i
Using Eq.(5-40), Eq.(5-43) and Eq.(5-44), a proper estimate for a could be derived. The 
main benefit of the Gershgorin algorithm is that it introduces almost no complexity 
overhead to the detector. Its performance is also acceptable as shown in the next section.
5.9.1 Performance of the asynchronous system using Gershgorin Algorithm
Of most practical interest is the performance for the asynchronous users in fading 
environments. This new modification is simulated for an asynchronous CDMA system 
consisting of two heavily interfering users, |pi2|= 0.3 and \fh\\= 0.35 in a Rayleigh fading 
channel. The result is shown in Figure 5.14. In Figure 5.14, methods discussed in the 
previous section are simulated and compared with the conventional detector and the exact 
decorrelator. These methods are implemented in 3 iterations. As can be seen, the method 
using Eq.(5-13) does not have a particularly good performance and is comparable to the 
conventional detector. The method using Eq.(5-23) also does not perform well.
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10 1R zo 25
Eb/No (dB)
Figure 5-14 Comparison of the performance for different iterative decorrelators. 1 Path fading, 2 
users, Rho= 0.3, 3 stages of iterations. The comparison is between simple condition Eq.(5-13), 
Rayleigh-Ritz Theorem Eq.(5-23) and the new modification by Gershgorin Eq.(5-40, 5-43) 
[Ignoring Lnin]
Eb/No (dB)
Conventional
Decorrelator
Approximate Decorrelator, Simple Condition 
Approximate Decorrelator, Modified Condition 
New Modification, Gerahqorin_____________
Figure 5-15 Decorrelator with 2 asynchronous users, Crosscorrelations= 0.3, 0.35, and 5 
stages. The comparison is between simple condition Eq.(5-13), Rayleigh-Ritz Theorem 
Eq.(5-23) and the Gershgorin Eq.(5-40, 5-43) [Ignoring Amin]
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Figure 5-16 Comparison of the performance for different iterative decorrelators. 1 Path 
fading, 2 users, Rho= 0.3, 5 stages of iterations. The comparison is between simple 
condition Eq.(5-13), Rayleigh-Ritz Theorem Eq.(5-23) and the Gershgorin Eq.(5-40, 5-43, 
5-44) [Considering Amin]
However, the third method that uses the Gershgorin algorithm (Eq.(5-40, 5-43)) performs 
much better and copes well with the asynchronous environments. It should also be 
mentioned that in this figure for simplicity, we have ignored the Amin in comparison with 
/Imax- Figure 5.15 shows the performance of iterative linear detectors implemented in 5 
stages. In Figure 5-16 Amin is also considered and it is obvious that using this, a better 
performance for the Gershgorin algorithm can be achieved.
5.9.2 Performance in multi-stages and comparison with multistage PPIC
So far our main focus has been on the performance in simple scenarios. However simple 
scenarios have benefit in developing the basic ideas and provide useful systems insight, of 
particular interest, of course, is the performance of the algorithm in multiuser and realistic 
scenarios. Of interest also is to compare our algorithm with other known interference 
cancellation methods in the literature.
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Figure 5-17 Multistage effect on the performance of the iterative linear multiuser detector using 
Gershgorin algorithm, 10 asynchronous users, Random spreading codes of length 16, Vehicular A 
fading channel, Et/N0=14 dB
PPIC is a well-known method with good performance and has been of recent interest to the 
research community. It also uses a multistage structure and makes it even more suitable to 
our purpose, as our detector incorporates multiple stages.
Before commencing the comparison between these two detectors, we will investigate the 
performance enhancements of our detector via different number of the stages. It is known 
that PPIC achieves most of its performance in the first 3 stages of its operation. If our 
detector achieves its performance in its early stages, then these two detectors are more 
comparable.
A scenario involving K=10 equi-powered mobiles is considered. Each mobile transmits 
data symbols with spreading factors of (7^ =16 respectively. The transmitter and receiver 
are simulated at the chip-rate. Short scrambling is assumed. Mobile transmissions are 
asynchronous with relative delays of up to one symbol period. The radio channel model is 
Vehicular-A at 120 km/h. The channel estimation is assumed perfect. L= 3 fingers are 
derived by the channel estimator with spacings at multiples of the chip period. The BER 
values presented are averaged across all users. Eb refers to the average energy per bit.
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Figure 5-18 Performance o f the iterative linear multiuser detector in compare with the PPIC 
detector operating in 3 stages, 10 asynchronous users, Random spreading codes o f length 16, 
Vehicular A  fading channel, Eb/N0= 1 4  dB
Figure 5.17 illustrates the convergence of the iterative algorithms at an Eb/N0 of 14dB with 
exact channel estimates. The algorithm appears to achieve a suitable performance in 3 
iterations and, for practical purposes, provides sufficiently good performance after only 
two iterations.
Our detector achieves its main performance in 3 stages and so is comparable with the 
PPIC. With the same parameters as in the previous simulation, the comparison results are 
shown in Figure 5.18. The values of the partial coefficients in PPIC were obtained by 
simulation. The performance of the algorithm is slightly better than the PPIC and the main 
benefit of the method is that the coefficients are calculated automatically without 
encountering a high degree of complexity.
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5.10 Iterative linear multiuser detection and signal to noise ratio
Another approach taken by other authors [MV01], is to optimize the coefficients via signal 
to noise ratio aspects. In this approach one of the key assumptions is randomness of the 
cross-correlation matrix elements. This assumption does not use any more information 
about the elements and hence leads to inaccuracies. Since the approach uses random matrix 
theory and this theory does not include sparse matrices, their second assumption is that the 
users are synchronous. These two assumptions confine the applicability of their method. 
Based on this method, the optimum weighting coefficients are obtained in closed form, as 
shown in Table (5-1).
1 
1
Wo— -NoW] +  2  +  2y6{_ 
W ] =  - 1
W 2 =
1 
1
£° 
r 
sT 
1 
1
wq— —NoW] +  3+ +  3/3l2 
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w o
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^ 2
3 _
wo= —NoW] + 4+ 6y0L + 6j3c2 + 4 J3l ^ 
wj- - N 0w 2 - 6 - 9pc -  6/?l  2 
w2= -Now3 +  4  + 4/?l 
w3= - 1
w 4 =
\ 
t
 
r 
sT
sr 
ST 
1 
1
w o —  —N o W ] + 5+ 8/?l + 9/?l2+ 8/?l3+ 5/?l4 
W ] =  - N 0w 2 -  10 -  1 8 f t -  1 8 & 2 -  10/?L 3
W2=  —N o w 3 + 10 +  16/?l  +  1 0 y ^ 2
- N o w 4 -  5 - 5/?l
W4- 1
Table 5-1 The optimised weights for Eq.(5-9) by maximizing the signal to noise ratio
[MV01]
In Table 5.1, the J3l is the loading factor and can be calculated by: /?l =K/N (which K 
indicates the number of active users and N stands for the spreading factor). We were 
interested to compare our method with this approach. For this purpose, a simulation was 
earned out containing 10 synchronous users having random cross-correlations of less than
0.1 in the A W G N  channel. The performance is depicted in Figure 5-19.
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Figure 5-19 Comparison between iterative linear detectors implemented in three stages, 10 
synchronous users, A W G N  channel. Three methods for calculation of the coefficients: a) 
Simple method Eq.(5-13), b) Rayleigh-Ritz Theorem Eq.(5-23), c) Asymptotic SNR 
optimization
5.11 M ultiuser Detection in Frequency Domain
There are other methods that have recently been reported in the literature concerning the 
inversion of the matrices in the decorrelating process. [VHG01] has introduced a method 
that performs the matrix inversion in the frequency domain. They also compare their 
method with three other methods (which are based on Cholesky factorisation, the 
Levinston algorithm and the Schur algorithm) in terms of performance and complexity. 
The authors of [VHG01] have also provided a program [VolOl] that calculates complexity 
of their algorithms. Their main conclusion was a reduction in terms of complexity via the 
Fourier algorithm, yet achieving the same performance as the exact Cholesky algorithm.
116
However, there are some comments that we will make on the Fourier algorithm and we 
will also compare our algorithm in terms of complexity with the Fourier method using the 
program in [VolOl].
5.11.1 Comments on the Fourier algorithm
In the following we will address some comments on the methods presented in [VHG01]:
• The Fourier algorithm and the other three methods introduced in [VHG01] are all 
conditioned on being applied to a block-Toeplitz matrix. Although, the system matrices in 
W C D M A  environments are in block-Toeplitz, for simple scenarios such as synchronous 
users, this assumption is not generally valid. Our algorithm however supports both 
synchronous and asynchronous environments.
• The important point in the Fourier algorithm is that at some stage it needs to extend the 
convolutional matrix (shown by T in their paper) to be block-circulant. They present a 
simulation in which the distribution introduced by this extension is insignificant, as it will 
mainly affect the guard periods between the bursts. This assumption is valid for TD- 
CDMA systems but not for FDD-WCDMA. In this thesis we considered the FDD- 
W C D M A  uplink and there is no guard time provided in these systems. Implementing the 
Fourier algorithm in this system will not work as well as in TD-CDMA and is thus very 
limited in its application.
• Throughout [VHG01], it has been assumed that the spreading factor of the users are 
equal to 16 and all the complexity evaluations have been carried out based on this value. In 
the FDD-WCDMA uplink, the spreading factor of the users is in the range of 4-256. We 
will see in the next section that for high values of the spreading factors, the Fourier 
algorithm will suffer in complexity comparisons.
5.11.2 Complexity evaluation of the Fourier algorithm and the iterative linear 
multiuser detector
For calculating the operations involved in the Fourier algorithm we have used the program 
presented in [VolOl]. In the Fourier algorithm the FFT length of D=32 was considered and 
the prelap and postlaps were also 3 and 5 respectively.
For computing the operations in our algorithm for comparison we need to investigate 
carefully the structure of R. As stated in section 5.2.1.1, (/?l)R has a block (2/>r+l)-diagonal
_____________________________________Chapter 5. Iterative Linear Multiuser Detection
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structure where pT depends on the degree of overlap between successive sub-matrices of 
(m)U. pr can be calculated as from [Kar99] as:
pT = floor (1+(W-1)/JV) (5-45)
We use the following parameters (as used in [VolOl]) for complexity evaluations:
K- Number of users. (12 users)
<21= Spreading factor of each user.
Airb= Number of symbols transmitted per user in one slot of FDD-Uplink. Depends on the 
spreading factor of users. However in one slot we have: <21 JVb=2560.
W= Maximum channel impulse response, (57 chips).
M- Number of antennas.
B{= Number of blocks transmitted per burst. (Here equal to 1)
According to [VolOl], the following symbols are defined as well:
P=M*(Q1+W-1)
Q=M*QU 
v= ceil(P/<2);
Our algorithm is composed of four stages as shown in Table 5.2. The complexity of each 
stage, in terms of real multiplications, is given in Table 5.2.
The real multiplications needed to calculate R=UHU and matched filtering (y = UHr) is 
same as the calculations presented in [VolOl] and we have used them for our purpose. 
Because in the Gershgorin algorithm we need to find the radius of the disk that the eigen­
values are located in them, we need to find the absolute values of the complex numbers 
(non-zero elements) that are in the matrix R. There are
2Pr
non-zero elements in the R matrix and calculating
/=Pr+1_
each absolute value needs 2 real multiplications.
Implementing the iterative linear detection method in 7max iterations, will need dealing with 
non-zero elements of matrix R, as well. Each complex multiplication needs 4 real 
multiplications.
It should be pointed-out that in the actual systems the matched filtering process would have 
already been done by other subsystems and we can apply our iterative algorithm to the 
output of matched filters (y).
(2pT +l)(N-2pT)K2 + 2K1. 2^ i
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Calculating R=U U 2K P +  2 K P ( K - l ) +  4Kz*sum (P-(l:v)0; [VolOl]
Matched Filtering: y = U Hr 4 B M K P ;  [VolOl]; (Bl - 1)
The Gershgorin Algorithm.
2 ( 2 p T + l ) ( N - 2 p T) K *  +  2 K 2.
Iterative Linear detection 
(Operating in /max iterations) /max.4. (2 P t +1 ) ( N -2 p T) K 2 + 2 K \i=pT+lj
Table 5-2 Complexity of linear iterative algorithm in terms of real multiplications
In our complexity evaluations we have considered two cases: 1) Performing the 
calculations considering the complexity of matched filtering (with y).
2) Performing the calculations without considering the complexity of matched filtering 
(without y [wo/y]).
Figure 5-20 shows the comparison of two methods and the effect of the number of 
antennas on the complexities. In this simulation a large value for the spreading factor is 
considered (128). As can be seen, for large values of spreading factor, the Fourier 
algorithm suffers from the complexity.
The effect of the spreading factor is shown in Figure 5-21. As the spreading factor varies, 
the number of bits that each user transmits (Ay, varies, because in each slot (Spreading 
factor gl)* (Number of transmitted bits Ay=2560 remains the same. It can easily be seen 
that for large values of the spreading factor, the complexity of the Fourier algorithm is 
high, however in low spreading factors its complexity is much better than other schemes. 
In this simulation, one antenna is considered.
As can be seen from the entries in Table 5.2, the first and second entries are related to 
building the correlation matrix and matched filtering and hence are dependent on the value 
of spreading factor. The third and fourth entries, however, are the complexity values of the 
iterative linear M U D  operations. As these M U D  operations are performed on the output of 
matched filters (y), there is no dependency on the spreading factor anymore. In the 
situations that large values of spreading factor are considered, this will avoid the 
complexity to increase a lot.
(In the above simulations for evaluating the Fourier algorithm, we used the function 
“four_mult__FY” in [VolOl], as it was used in its manual as default function).
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Figure 5-20 Effect of number of antennas on complexity. Spreading factor of 
users is 128. Number of symbols transmitted by each user is 10, /max=3.
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5.12 Conclusions
In this chapter the iterative implementation of linear multiuser detectors were addressed 
and analysed. Although, the family of linear detectors for multiuser detection in CDMA 
are a good candidate for suppressing the interference level, precise implementation of these 
detectors suffers from computation complexity due to a need for inverting the 
crosscorrelation matrix.
After presenting a suitable model for the received signal, we focused on the Taylor 
expansion of the inverted matrix and its convergence rate. The parameters involved in this 
series were investigated and by analytical analysis using the Rayleigh-Ritz theorem a more 
accurate condition to increase the convergence rate for synchronous systems was derived. 
This idea, however, in asynchronous systems did not perform as well as expected. This 
issue was tackled with another method in linear algebra know as the Gershgorin theorem. 
The method was implemented and its performance found promising. Using this method, a 
more accurate, yet simple, condition for convergence was derived. The performance of the 
iterative linear multiuser detector, that uses the Gershgorin theorem, is also compared with 
the partial parallel interference cancellation method and performs almost as well without 
any need to calculate the parameters with trial and error or encountering a high degree of 
complexity.
We have also investigated the signal to noise ratio and the weight optimisation method 
[MV01], addressed in the literature, and compared our method with these in terms of BER. 
Matrix inversion using the Fourier algorithm, which has recently been reported [VHG01], 
was also considered and investigated. An analysis for complexity of our proposed method 
was also presented and was compared with the complexity of the Fourier algorithm.
The Fourier algorithm had low complexity with small values of spreading factors, whereas 
in scenarios that high values of spreading factors are used, it suffers from complexity 
increases.
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C h a p t e r  6  S u b o p t i m u m  S e a r c h  A l g o r i t h m
6.1 Introduction
Optimum multiuser detection needs a huge number of searches and as a result suffers from 
a high degree of complexity that makes it useless in practice. On the other hand studying 
its structure provides good insight for suboptimum detectors. An approach to fill the gap 
between the performances of already known suboptimum detectors and the optimum 
detector is to study the optimum detector and seek a suboptimum search strategy.
This chapter first considers the optimum detector and then introduces a suboptimum search 
algorithm. The idea is to use the optimum criteria and to start off the search process from a 
reliable starting point. Starting from reliable detected information can reduce the number 
of search steps, as one would intuitively expect that the optimum sequence of data is 
located in a close neighborhood of the starting point. Analytical evaluation of the algorithm 
in a simple scenario is also carried out in A W G N  environments. Another aspect of the 
algorithm that can be cited as an advantage is that it is well suited to the iterative linear 
detector discussed in chapter 5. These two detectors use almost the same set of information 
and this fact can reduce unnecessary recalculations. The basic idea of the search algorithm 
has been extended in the multistage operations. Another modification to the basic idea is to 
consider the power profile of the users. Sacrificing some performance and using the power
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profile of the users leads to a complexity reduction. The performances are also compared 
with the PPIC method.
6.2 Optim um  M ultiuser detector
The optimum multiuser detector yields the minimum achievable probability of error in 
CDMA channels. In the derivation of an optimum receiver, the receiver knows the 
signature waveform and timing of every active user and also the received amplitudes of all 
users as well as the noise levels. In this section we briefly consider the optimum detector, 
as some parameters and concepts will be used in forthcoming sections.
6.2.1 Optimum detector in synchronous system
One important issue about the conventional detector’s output is that it has sufficient 
statistics for all users. In this section we will briefly investigate a simple synchronous 
scenario consisted of K users in A W G N  channel. Considering y = [yPy2’,”’}7A:]T *s the 
output of matched filters in a synchronous scenario containing K users, although 
Oi»y2»-,yjc)is a sufficient statistic for the data b = (bx,b2,...,bK), it is not true that yk is 
sufficient for bk. In the jointly optimum decision, the problem is to find the b, in such a
way as to maximize the P{b | y} [Ver98]. According to the detection theory, this 
maximization for a system with K users in synchronous channels is equivalent to finding 
the b to maximize the following formula:
f
exp 1 CT2(7 ‘1 k=i
2 } 
dt
or, maximizing the following:
Q (b) = 2f K O d f - J  ^ A kbksk (t)
n _ _ n _ *=1
dt
(6-1)
(6-2)
= 2brA y -b rHb (6-3)
where A = diag{Ax, A2, • • •, AK } is K by K diagonal matrix of received amplitudes and H is 
un-normalized cross-correlation matrix: H=ARA.
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Figure 6-1 Decision regions of optimum detector for two users
For maximizing Eq.(6-3), a search algorithm can be used. For finding the optimum b, 
0(2*) operations is needed, so the time complexity per bit is 0(2k/K).
6.2.2 Optimum detector in asynchronous system
In the asynchronous case the problem is maximising the following equation:
O(b) = 2brA wy - b rHb
(6-4)
where AM, is a KNb x KNb diagonal matrix whose k +  iK diagonal element is equal to Ak. R 
is the extended cross-correlation matrix for the asynchronous case and Nb bits per user 
have been considered for the search process. If a similar method as in the synchronous case 
were to be used, the complexity would be exponential in the product KNb. However, by 
using the Viterbi algorithm, a simplified method is accessible. There is a huge gap in 
performance between the conventional and optimum detector. For example in a fifteen- 
user channel with equal powers, and cross-correlations equal to 0.09, when the signal to 
noise ratio reaches 15dB, the BER of conventional detector is about 2*10'4 while the BER 
of the optimum detector is 10 8, O f course at the expense of higher complexity [Ver98].
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This huge difference between performance and complexity motivates researchers to seek 
suitable sub-optimum detectors. Decision regions of the optimum detector for a two user 
case is depicted in Figure 6.1.
6.3 Suboptimum search algorithm (Basic Idea)
To avoid the complexity of the optimum search algorithm, we investigate the use of a 
suboptimum search algorithm. If the search process starts off from a reliable starting point, 
then the optimum sequence will be in the close neighbourhood of the starting point and 
only small number of bits in the observation window will be in error. Our strategy is to 
pinpoint these bits by an algorithm shown in Figure 6.2. In this method the detection 
process is performed in two stages. The first stage provides a reliable set of bits and the 
second stage performs the search algorithm. The search algorithm works as follows: 
Considering the sequence (b], b2, bK) to be the output of the initial stage, based o,n
Eq.(6-4), two values for £2related to (b1} b2, ..., bK) and (-b}, b2, ..., bK) are calculated. Of 
these two sequences, the one with greater value for £2 will be kept as the more likely 
sequence and the process continued the same way for the next bit. For the second bit, two 
sequences of (bi , b2, .. . ,  bf) and (b\ , -b2, ..., bx) will be in consideration, where bj is the 
detected bit after the first step of the search algorithm. This process continues for all other 
bits. The length of this process is only dependent on the observation window and the 
number of users.
In synchronous environments, K  stages of search are needed to detect the first bits of K  
users and in each stage there are two values for £2 calculated. In other words the 
complexity is 0(l+l/K) per bit in synchronous scenarios. This process by comparison was 
0(2k/K) stages per bit in the optimum detector case.
In asynchronous environments the same idea extends for Nb bits per user. In this case, total 
bits are NbK. So NbK+l stages are needed for calculating £2s. Then the complexity will 
also be 0(l+l/NbK) per bit. As shown in the previous section, the complexity for the 
optimum detector per bit is 0(2NbK/NbK).
Through simulations the decision regions of the suboptimum detector for the two-user case 
is also obtained and is shown in Figure 6-3.
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Figure 6-2 The basic idea of suboptimum search algorithm
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Figure 6-3 Decision regions of suboptimum search detector for two users
126
C h a p t e r  6 .  S u b o p t i m u m  S e a r c h  A l g o r i t h m
■ Conventional Detector (CD) — PPIC- 3 stages 
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Figure 6-4 Performance of the Suboptimum search algorithm in compare with the 3 stages 
of PPIC, The search algorithm is applied to the output of conventional detector
6.4 Performance of the suboptimum search algorithm
A CDM A system, containing 10 users using processing gain of 16, in Vehicular-A is 
considered. Figure 6.4 shows the performance of the suboptimum search algorithm 
operating on the output of the conventional detector. For comparison, the performance of 
the 3 stages PPIC detector with convenient coefficients is also shown (The coefficients are 
derived by simulations).
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Figure 6-5 Performance of the Suboptimum search algorithm for 10 Users, Multipath 
fading environment, PG=16, 3 stages of Iterative detection at first stage using 
Gershgorin algorithm, Vehicular A Channel
6.5 Suboptimum search algorithm in conjunction with iterative 
Multiuser detection
As seen in the previous chapter, both the iterative linear multiuser detector and the 
suboptimum search algorithm use the correlation matrix. Calculating this matrix is not an 
easy task. However, using the same matrix for both stages will save the processing power 
and this leads to less complexity. This consistency makes these two stages work very well 
in collaboration. As can be seen in Figure 6.5, a reasonable gain can be achieved in the 
operating range of practical systems, i.e. (2-3) dB gain in the operating points of (5-10) 
dBs.
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Figure 6-6 Multistage implementation of the suboptimum search algorithm in conjunction 
with Conventional detector and decorrelator (as the primary detectors).
6.6 Multistage Implementation of suboptimum search Algorithm
The idea of the suboptimum search algorithm is based on starting the algorithm from a 
reliable initial point. After finishing one stage of the search algorithm and detecting all the 
bits, these new detected bits can themselves be used as starting points for another round of 
the search algorithm. This process can be repeated several times, which in consequence 
implies operation in multistages.
Figure 6.6 shows the performance for a two-user case having cross-correlations of 0.3 
between their spreading codes operating in a one-path fading environment. Performance of 
the conventional detector (CD) and decorrelator (Dec) are also depicted. Multistage search 
algorithm that uses the decorrelator as its initial stage outperforms the rest of detectors.
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6,1 On the analytic performance of the algorithm
In this section an analytic analysis is considered for a simple case consisting of 2 users.
The analysis is divided into several steps:
Step 1. Formulation of the problem
Using the method given in [Ver98], the error probability that the detector makes on b\ is:
p (<t) =  — p(+ +  —> — +) + — P(+ + —» — )+— P(--------> + -) + -P(-------- > + +) +
4 4 4 4
1 1 1 1  (6-5)-P(- + -+  + ~) +-P(- + -+  + +) + - P ( + ----- > -  +) + - P ( +  -  — )
4 4 4 4
where we have employed the notation P(b\b2 bjb2) to denote that the observations fall in
A  A
the region of (b{,b2) conditioned on (b\, b2) being transmitted. Because of the symmetry in 
the system, the following equations hold:
P(+ + —» — ) = P( > + +), (6-6a)
P(+ + -> -+ )  = p( > + -), (6-6b)
P(+ — > -  +) = P(- + -> + -), (6-6c)
P(+ _ _ _) = p(_ + + +) (6-6d)
Combining these equations the final formula is:
P, (cr) =  lp( > +  - ) + 4 p (  > +  + ) + 4 p ( -  + +  - ) + 4 p ( -  +  ->  + +) (6-7)
Zj vLt
Step 2. Expanding individual terms of Eq.(6-7)
As seen before the detection is carried out in two steps: At first initial detection is 
performed on the received signal and in the second stage a search algorithm is applied to 
the detected data provided by the first stage. In this analysis the first stage is assumed on 
just matched filtering. Since detection is done is two stages, the final BER will depend on 
the performance of both stages. Before continuing the analysis it should be mentioned that 
the following notations have been used:
PMF= Error probability of the first stage, which is matched filtering. 
p- The probability of error in one bit for matched filter.
P5°  = Error probability of the second stage, which is the Suboptimum search algorithm.
1 3 0
The first term in Eq.(6-7) is:
P( >+-) =
P MF (  » + ~ ).{p so [ f l ( -  - )  <  Q (+  - )  | (— ) T ra n sm itted ]? so [& (-  +) < Q (+  - )  | (— ) T r a n s m i t te d ^
? MF(--------> -  - ) .{P 50 [Q (— ) < Q (+  - )  | ( -  - )  T ra n sm itted ]? 80 [fl(+  +) < Q (+  - )  | ( -  - )  T r a n s m i t te d ^
P MF (  » -  +).{P50 [ f l ( -  + ) < £2(+ +) | ( -  - )  T ra n sm itted ]? 80 [Q (+ +) < £2(+ - )  | ( -  - )  Transm itted]}+ (6 -
P MF( > + + ).{p50 [ f l ( -  +) < Q (+  +) | (— ) T ra n sm itted ]? so [f l(+  +) < Q (+  - )  | (— ) Transm itted]}
In the above formula, (- -) has been sent by two users with occurrence probability of (+ -),
(that is the final state of the detector) as desired.
It is noted that the detected bits at the output of the first stage can take four possible 
situations each with a given probability.
However, there are two situations possible for the second stage:
- Desired bits have been correctly detected in the first stage, and second stage does 
not change the sequence any more. The first term in Eq.(6-8)
- Desired bits have not been correctly detected by the first stage, but the second stage 
can correct them. Second and third terms in Eq.(6-8).
And also the following equations hold for the matched filter:
PMF(------> + -)=p(l-p)
PMF(------>—  )=U-P)(1-P)
PMF(------ >-+) = p(l-p)
PMF( > + +)=p.p
For example in the transition from (  > + -) only one bit is in error, with a probability of
p, and the other bit is correct, with a probability of (1-p). The other terms follow the same 
logic.
For the rest of the terms in Eq.(6-7) the same method can used:
Second term:
P( > + +) =
? Mr ( > + -).{P A’° [Q (- - )  < Q(+ - )  J ( -  - )  Transmitted]?so [fl(+ - )  < Q(+ +) | ( -  - )  T ra n sm itte d ^
P W  (------------ _) jpso [Q(_ _ ) < Q(+ _ ) I (_  _) Transmitted]?80 [fl(+ ~) < Q(+ +) | ( -  - )  Transmitted]}+
? MF ( > -  +).{PS0 [Q (- +) < Q(+ +) | ( -  - )  Transmitted]?80 [fl(+ - )  < fl(+  +) | (— ) Transmitted]}+
Pw/r(------- > + +).{PA0 [ f l ( -  +) < fl(+  +) [ ( -  Transmitted]?so [ f l ( -  - )  < fl(+  +) | ( -  - )  Transmitted]}
_________________________________________________________________________________ C h a p t e r  6 .  S u b o p t i m u m  S e a r c h  A l g o r i t h m
(6-9a)
(6-9b)
(6-9c)
(6-9d)
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Third term in Eq.(6-7):
/>(- + -> + -) =
? MF ( -  + - »  + -).{p A'° [Q(+ - )  < Q(+ - )  I ( -  +) Transmitted]?™  [Q (- +) < Q(+ - )  | ( -  +) Transmitted]}+ 
? MF ( -  + - > -  -).{?s0 [Q (- - )  < Q(+ ~) [ ( -  +) Transmitted}?™  [Q(+ +) < Q(+ - )  | ( -  +) Transmitted]}+ 
? MF ( -  + - > -  +).{pxo [Q (- +) < Q(+ +) | ( -  +) Transmitted}?30 [Q(+ +) < Q(+ - )  | ( -  +) T ra n sm itte d ^  
? MF ( -  + ->  + +).{pi0 [Q (- +) < Q(+ +) | ( -  +) Transmitted}?™  [Q(+ +) < Q(+ - )  | ( -  +) Transmitted]}
And finally the forth term in Eq.(6-8):
P(— i— > + +) =
P MF ( -  + -9  + -).{P S0 [Q (- - )  < Q(+ - )  | ( -  +) Transmitted}?™  [0(+ - )  < Q(+ +) | ( -  +) Transmitted]}+ 
p mi- — ).{P‘S0 [£2(— ) < Q(+ - )  j ( -  +) Transmitted}?™  [Q(+ - )  < £2(+ +) | ( -  +) Transmitted^+
? MF ( -  + - > -  +).{PS° [Q (- +) < Q(+ +) | ( -  +) Transmitted}?™  [Q(+ - )  < Q(+ +) | ( -  +) T ra n sm itte d ^  
? MF ( -  + -> + +).{P‘vo [Q(- +) < Q(+ +) | ( -  +) Transmitted}?™  [ f i ( -  - )  < Q(+ +) | ( -  +) Transmitted]}
Step 3. Calculating the expanded terms of Eq.(6-7)
Now the above formulas can be expanded and calculated to achieve the final BER:
Since the first stage of detection is Match filtering, the outputs of two matched filters can
be written as:
yx =  Axbx +  A2b2p +  nx (6-13a)
y2 = A2b2 +  Axbxp + n2 (6-13b)
Q(dx ,d2) is the criterion and for two synchronous users is:
Q,(dx,d2) = dxAxyx +d2A2y2 - dxd2AxA2p (6-14)
Using these equations, for calculating the terms in Eq.(6-8), we will have:
bx — —l, b2 ~ -1  (6 -15a)
y x =  - A x -  A 2p  + n x < 0 ,  (6-15b)
y 2 = ~ A 2 ~ A l P  +  n 2 > 0 (6-15c)
Q( ) = - A xy x - A 2y 2 -  A xA 2p  (6-15d)
Q (+  - )  = A xy x -  A 2y 2 + A xA 2p  (6-15e)
and
1 3 2
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P50 [0 (— ) < Q (+ - )  | (— ) Transmitted] =
p so [ ( -A  y> - fa )’:  -  A \P) < (A  3*1 -  AiVt+ = pS0 [A »  +  A ' >  o]
Using Eq.(6-15b) we end up with:
Pso[Ay, + AA p > 0]=Pso[(-A - AP + «,)■+ AP >0]=Ps0h  > A) = G(—)
<7
The same method can be used to calculate the other terms in the Eq.(6-8): 
For the second term we can write:
Pso [Q (- +) < Q(+ - )  | (— ) Transmitted] =
p [— A^ i 4 A^ ~AAp  ^ A^ i ~A^2— AA a I=p tA^ i _A3>2>o]
W e also have:
yj = - 4  -A2p + nl 
y 2 = ~ A 2 ~ A i P  +  n 2
Combining Eq.(6-18) and Eq.(6-19):
P50 [Q (- +) < Q(+ - )  | (— ) Transmitted] = P‘yo [AjW, -  Ap22 > A,2 -  A  ] =
A2- A 2<2
cr-y/ A,2 + A  + 2 A  A P
(6-18)
(6-19a) 
(6 -19b)
(6-20)
where Eq.(6-20) follows because the random variable Aln1 -  A2n2 is a zero mean
Gaussian with variance 
Analogously we have:
ce cr2(Ax +  A| + 2AIA2/? ) .
Pso [D(+ +) < £2(+ - )  | (— ) Transmitted] =
p  [AVi + A y2 ~ A A p  < A> i ”  A^2 + A A p ] ~ p [};2<'A /a] :=
P50 [- A2 -  A,p + «2 < A,p] = Fso[n2 <  A2 + 2A,p] = 1 -  Q
<7
(6-21)
Similarly:
1 3 3
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Fso [£2(+ +) < £2(+ - )  | (— ) Transmitted] =  P50 [nx > Ax + 2A2p\ = Q A  +2A,p 
0  J
(6-22)
Using equations (6-17, 6-20, 6-21 and 6-22) and substitution into Eq.(6-8), we end up with 
the following result:
P( > + -) = p(1-p)Q
f  A \
Q A 2 - A
cr-J A x + A 2 + 2 A xA 2p
( I - p ) ( l - p ) Q A 1 - Q A 2 + 2 A xp
a
+  P Q
A x + 2 A 2p 1 - Q A 2 +  2.Axp (6-23)
Following the same calculations the other terms of Eq.(6-7) can be calculated as follows:
P( > + +) = (! ~ P )
p(l -  p)Q
u
1 -Q 
Q
A  + A\P
a
A 2 +  2  A xp '
<7
^ A x + 2 A 2p 3  tf A 2 + 2 A xp  ^
cr + p 2Q
A, + 2 A 2p
cr
Q
A  + a 2
cr A x +  A 2 +2 A xA 2p
(6-24)
and
P(-+ -> ++) = p 2q \
p O - p ) Q
A 2p
cr
A (  +  A \ - 2 A xA 2p  
cry A x + A 2 +  2 A xA 2p
a 2p
cr
1 - Q \ 2  A xp  A2 + d - p ) Q l-!2
2 A xp  A 2
(6-25)
and finally:
P ( ~  +  —> +  +)  =  p  
A
A x 2 A 2p
Q
(1-P)(\-P)Q
j
a /
2 A xp  — A2
2 A xp  A 2
a
+  p ( \ ~ p ) Q
crl \ q
-  A2
cryj Ax +  A 2 + 2 A x A2p (6-26)
Using Eq.(6-7) the final Probability of error can be obtained.
To have some insight into the formulation so far, it is worthy considering a simple case 
when the both users have the same power: A]=A2=1.
In this case we will have:
1 3 4
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T, = A ( l - P ) Q ( - )  +
I  cr
l_Q (i±2£)
<7
p(i-p)e(L^)+a-p)G(-)
cr a (6-27)
T2 = ( 1 - p )
a
1 + 2/9 l + 2/9 l + 2yO.
Q (-----) + p ( 1 - p)G(--- -)<2(~— - )  +
<7 (7 0-
p 2q ( L 2£)Q(_ ^ )
17 <7$ + /? (6-28)
t } = p2 Q(E-£)^2C 2 )<7 c r f 2  +  2 p
(1-p) Q+). 1- 2(^-4)
<7 cr
+ p ( i - p ) Q + - + - j  i - fi(— — -)<7 CT
(6-29)
T 4 =  p
p ( X - p )
q .R— A - q A - 4
a  cr
+ (1 p)(l p) G(—)<2(-^—-)
cr cr
0.5(2+)
cr
(6-30)
Where the following equation should be considered for the matched filter:
p=i(2(!-£)+ij2<i±£)
2 cr 2 cr
And for our proposed detector:
(6-31)
pI(Cr) = -(r1+r2+r3+r4) (6-32)
The upper-bound B E R  for the optimum detector could be written as follows [Ver98j:
pOrtra. (flr) < Q(A ) + l g (V A 2 +  A 8- 2A A P ) (6-33)
cr 2
The above equations assuming the A 1 - A 2 —I ,  have been pictured in Figure 6.7.
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Figure 6-7 Analytical performance of the Conventional detector, Suboptimum search 
detector and optimum detector. Two synchronous users having cross-correlation of 0.4 
between spreading codes. Users have equal powers
We have simulated the results as before and they are seen to agree with the analytical 
expressions defined above as shown in Figure 6.8.
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Figure 6-8 Analytical performance of the suboptimum search detector ( - + - ) ,  optimum 
detector (—0—) in comparison with simulation results of suboptimum search algorithm (••+••)
6.8 Suboptimum search in conjunction with users’ power profile
The main idea of the search algorithm is to find the bits in error detected by an initial stage 
of detection. Intuitively it can be observed that weaker users are more prone to errors than 
others. In this section we will use this fact to investigate the suboptimum search algorithm 
in conjunction with users’ power profiles. W e hope that by sacrificing some performance, 
the complexity of the algorithm can be reduced. Our main purpose here is to sort the users 
based on their power levels.
First of all, an algorithm is needed for estimating the users’ SNRs. In the next section we 
describe this algorithm.
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6.8.1 Power estim ation algorithm
The power control algorithm used can be formulated as follows:
1 ^
yyP /i=l
(6-34)
2
<J - --- (6-35)
Eb _  1 #v2 
~ N ^ ~  2 '  c t
(6-36)
where W/> is the window of observation for carrying out the power estimation process. In 
our simulations we used one slot as the observation window. y(n) indicates the value of the 
decision variables
The SNR estimation and sorting the users according to their power profiles can be 
performed before or after any interference cancellation. The expectation is that sorting 
after interference cancellation will be more accurate and provide a better performance than 
the one that sorts the users based on their SNR estimated before IC. W e will address this 
issue in the forthcoming sections.
6.8.2 Suboptim um  search considering only the weakest user
Intuitively, among the bits in a window of observation, the weakest user is more prone to 
eiTors. Instead of searching for every bit of every user, we can confine our suboptimum 
search only to the weakest user. This will reduce the complexity by a factor of K  but some 
performance will be lost. This particular scenario is of interest and its performance is 
shown in Figure 6.9. The estimation of SNR is carried out according to Eq.(6-34, 6-35,6-
The simulation was earned out for 10 users in the Vehicular-A channel. Processing gain of 
the users is 16. The Performance of the basic suboptimum search algorithm (that carries 
out the searching process for all users) has been compared with a method that confines the 
search process to the weakest user. The initial stage of detection process is either 
conventional detector (RAKE) or an iterative linear MUD implemented in 3 stages using 
the Gershgorin algorithm.
36).
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Iterative Linrea MUD (3 stages, Gershgorin) + All users Subopt. Search 
Conventional Detector (CD) + Weakest user Subopt. Search 
Iterative Linear MUD (Gershgorine)+ Weakest user Subopt. Search 
CD+ All users Suboptimum Search
Conventional Detector (CD)_______________________________
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Figure 6-9 Performance of the weakest user search in comparison with complete
o
suboptimum search algorithm for 10 Users, PG=16, initial stage of detection is: (1) 
Conventional detector. (2) 3 stages of iterative detection using the Gershgorin algorithm
6.8.3 Sub optimum search considering a group of the weakest users
Although confining the suboptimum search to the weakest user achieves a reasonable 
performance considering the reduction in complexity by a factor of K, however the 
performance sacrificed is not negligible. To achieve a balance between the complexity 
and performance, we can confine the sub optimum search to a percentage of the users. In 
this case, after an initial pre-processing of the users and sorting them based on their 
power profile, the search will be carried out on the weakest users in the system.
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Figure 6-10 Effect of number of weakest users considered in the search process in the 
suboptimum algorithm, first stage is iterative linear MUD, SNR obtained at the output of 
MUD, PG=16, 10 users, Eb/No=9dB, Vehicular-A Channel
To observe qualitatively the effect of a group of weakest users, consideration on the 
performance of the suboptimum search algorithm, a simulation was carried out and the 
results are shown in Figure 6.10. This simulation considers the users operating with 
Eb/N0=9dB.
As can be seen from the figure, only 40% -50%  of the users can achieve a performance 
almost the same as the complete suboptimum search. This means that by considering the 
users’ power profiles, the complexity can be reduced to 40% -50% .
Figure 6.11 is another simulation that also compares the performances of three 
suboptimum search algorithms:
a) Complete suboptimum search algorithm for all users
b) Suboptimum search algorithm only for the weakest user in system
c) Suboptimum search algorithm for a group of 4 weakest user in system
As shown in this figure, in the region of low Eb/N0 (less than 9 dB), considering only 
40%  of the active users in the search process, almost the same performance as the full 
suboptimum search can be achieved and performance is 2-3 dB better than the PPIC.
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Figure 6-11 Effect of a group of the weakest users (here 4 users) in performance and 
comparison with all-users search and weakest-user search, Users’ SNR obtained based on 
the output of conventional detector
As shown in Figure 6-11, for high values of Eb/No the curve doesn’ t follow the 
performance of the full suboptimum search algorithm. In the following sections, a 
modification w ill be presented to resolve this issue.
6.8.4 Power control procedure after interference cancellation
The power profile calculation can be carried out in two separate places in the structure. It 
could be either before the initial stage of the iterative linear M U D  or after the initial stage, 
and before the suboptimum search stage. Power profile extraction at the output of the 
conventional detector (R AKE) has the benefit that in the real systems there already exists a 
power control unit and SNR values are already available without introducing any extra 
overhead to the system. However they are not as accurate as the one that calculates the 
power profile based on the output of the iterative linear detector.
Iterative Linrea M U D  (3 stages, Gershgorin) + All users Subopt. Search 
*-PPIC- 3Stages 
♦ — Conventional Detector
H—  Iterative Linear M U D  (Gershgorine)+ 4 Weakest Users Subopt Search 
■*—  Iterative Linear M U D  (Gershgorine)+ Only the weakest Users Subopt Search
1.00E+00
1.00E-01
1.00E-02
1.00E-03
0 3 6 9 12
Eb/No (dB)
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Figure 6-12 Effect of number of weakest users considered in search process in 
suboptimum algorithm, first stage is iterative linear MUD (Gershgorin), SNR obtained at 
the output of MUD, PG=16, 10 users, Eb/No=12dB, Vehicular-A Channel
These two different approaches and their comparison are the concern of this section. 
Similarly in the SNR estimation at the output of the conventional detector, confining the 
suboptimum search algorithm to a group of the weakest users (SNR derived from the 
output of the initial stage of MUD operation) can achieve as good a performance as the 
complete suboptimum search.
Figure 6-12 shows the behaviour of the system. In this simulation the SNR of the users are 
extracted from the output of the initial MUD.
Figure 6.13 compares the performance of the 4 weakest users obtained in two different 
stages:
a) SINR estimated at the output of the RAKE (input to initial stage of iterative MUD)
b) SINR estimated at the output of the initial stage of the iterative MUD (input to 
suboptimum search algorithm)
It is shown well that the estimation of the powers using scheme (b) outperforms the one 
estimated by (a). This behaviour becomes clearer in the high interference regimes.
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© Iterative Linear MUD (Gershgorine)+ 4 Weakest Users Subopt Search- (SNR MUD-Based) 
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Figure 6-13 Two methods used for estimation of the users’ SNR: Based on the output of 
conventional detector and another based on the output of iterative MUD.
Different numbers of weakest users are considered in the search algorithm. Reduction of 
the complexity of the suboptimum search algorithm by around 60%  is achieved with a 
performance which is almost unaltered.
6.9 Conclusions
Optimum multiuser detection needs a huge number of searches and as a result suffers from 
a high degree of complexity that makes it useless in practice. In this chapter after looking 
at the optimum detector performance, a suboptimum search algorithm was proposed. The 
idea is to use the optimum criteria and to commence the search process from a reliable 
starting point. Starting from the reliable detected information reduces the number of search
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steps. The performance of this method in a simple scenario was also derived analytically 
for AW G N  channels. The analytical expressions showed good comparison with the 
simulation results. The basic idea uses a structure that is well suited to the iterative 
algorithm introduced in chapter five. They both use the same correlation matrix and 
merging these two ideas lead to a final detector with a moderate degree of complexity. 
Extending the suboptimum search algorithm and implementing in multistages was also 
investigated.
Considering the power profile of the users was another contribution given in this chapter. 
Sacrificing some performance and focusing only on the weakest users in the system, leads 
to a reduction in its complexity. Users’ power profiles were obtained from two different 
places in the system: Before and after the initial stage of MUD. Carrying out the process at 
the output of the initial stage of the MUD was achieved a better performance without 
introducing any more complexity.
The detector proposed in chapter 5 calculates its optimal coefficients without any need for 
adaptive algorithms and had a comparable complexity to the Fourier algorithm. The 
detector proposed in this chapter was mainly designed to reduce the complexity further. 
Joining these two detectors (that fortunately use similar information) will lead to a final 
detection method with a modest complexity.
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C h a p t e r  7. C o n c l u s i o n s
C h a p t e r  7  C o n c l u s i o n s
7.1 Research Summary
Multiuser detection for W CD M A systems constitutes the primary focus of this research. 
The goal for the third generation (3G) mobile communication system is to seamlessly 
integrate a wide variety of communication services such as high-speed data, video and 
multimedia traffic as well as voice signals. The air interface used in 3G is Wideband Code 
Division Multiple Access (W CDM A). CDM A suffers from interference and multiuser 
detection is a sophisticated signal processing method to tackle this problem.
The main conclusions of research carried out in this thesis are as follows:
• As an interference cancellation method, PIC benefits from many desirable features. 
This method was considered in more detail than had been presented in the literature so far. 
Since the detector has good characteristics, it was considered justifiable to compare the 
new multiuser detection methods designed herein with the PIC. Extension of PIC 
structures to multiple antennas partial PIC and application to the W C D M A uplink was 
carried out. Realistic parameters for the W CD M A uplink were considered for this purpose 
and these parameters were described. Performance improvements of the method were 
simulated and compared with the standard W C D M A RAKE receiver.
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• Based on the structure of an adaptive partial PIC detector, an adaptive RAKE-IC 
receiver for CDM A systems was proposed. Its structure combines the ideas of the RAKE  
receiver and PIC. RAKE-IC as it was named uses the concept of maximizing the signal to 
noise ratio of all users in the system by using adaptive algorithms. Performance 
improvements of the method and the effect of modified combining factors are compared 
with the standard RAKE receiver. The basic method was improved via some extensions. In 
terms of adaptive algorithms, NLMS and the newly reported PFGLMS algorithms were 
used in simulations and in terms of receiver structure, which used a multistage 
configuration.
• Another topic covered in this thesis was iterative implementation of linear multiuser 
detectors. Although, the family of linear detectors for multiuser detection in CDMA are a 
good candidate for suppressing the interference level, the precise implementation of these 
detectors suffers from computational complexity due to a need to invert the 
crosscorrelation matrix. After presenting a suitable model for the received signal, we 
focused on the Taylor expansion of the inverted matrix and its convergence rate. The 
parameters involved in this series were investigated and by analytical analysis using the 
Rayleigh-Ritz theorem, an accurate condition to increase the convergence rate for 
synchronous systems was derived. This idea, however, in the asynchronous system did not 
perform as well as one would have expected. Because the matrices were sparse and the 
method did not have accuracy. This issue was tackled via another method in linear algebra 
know as the Gershgorin theorem. The method was implemented and its performance was 
found to be promising. Using this method, a more accurate, yet simple, condition for 
convergence was derived. The performance of the iterative linear multiuser detector, that 
uses the Gershgorin theorem, was also compared with partial PIC and shown to perform 
better without any need to calculate the parameters via trial and error or encountering a 
high degree of complexity. This detector also led to a suitable structure that enabled it to 
work well with the ideas proposed in the previous work of the thesis.
• Optimum multiuser detection needs a huge number of searches and as a result suffers 
from a high degree of complexity that makes it impractical. In the last chapter after looking 
at the optimum detector a suboptimum search algorithm was proposed. The idea was to use 
the optimum criteria and start off the search process from a reliable starting point. Starting 
from reliable detected information reduces the number of search steps. The performance of 
this method in a simple scenario was also investigated analytically. The analytical
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expressions were also compared with simulation results. The basic idea uses a structure 
that is well suited to the iterative algorithm introduced in chapter five. They both use the 
same correlation matrix and merging these two ideas leads to a final detector with a 
moderate degree of complexity. Extending the suboptimum search algorithm and 
implementing in multistages was also investigated.
• Considering the power profile of the users was another contribution of this chapter. 
Sacrificing some performance and focusing only on the weakest users in the system lead to 
a reduction of its complexity. Users’ power profiles were obtained from two different 
places in the system: before and after the initial stage of MUD. Carrying out the process at 
the output of the initial stage of the MUD achieved a better performance without 
introducing any more complexity.
Based on this thesis the following papers are published:
1) M. Mozaffaripour, R. Tafazolli, “Fast Linear Multi-user Detector for DS-CDM A  
Systems”, Capacity and Range Enhancement Techniques for the Third Generation 
Mobile Communications and Beyond, IEE Colloquium, February 2000, London.
2) M. Mozaffaripour, R. Tafazolli, “Multisensor Partial Parallel Interference 
cancellation for UMTS uplink” , Second International IEE Conference on 3G  
Mobile Communication Technologies, London, United Kingdom, March 2001.
3) M. Mozaffaripour, R. Tafazolli, “Convergence improvement of an iterative linear 
multiuser detector for DS-CDM A systems” , 1st international workshop on signal 
processing for wireless communications, London, UK, May 2003.
4) M. Mozaffaripour, R. Tafazolli, “Suboptimum search algorithm in conjunction with 
iterative linear multiuser detector for uplink”, PIMRC 2003, China, Sept. 2003, 
accepted.
And another paper is also submitted to IEEE Transactions on Wireless Communications: 
M. Mozaffaripour, R. Tafazolli, “Collaborative Operation of Suboptimum search algorithm 
and polynomial expanded linear multiuser detector for interference suppression” , June 
2003
7.2 Future Work
Additional work is needed to extend the results of this research. This work has identified at 
least three major directions for future research:
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____________________________________________________________________ Chapter 7. Conclusions
1) Systems beyond the third generation: There has been a great interest in the research 
community for systems beyond 3G. The extension of the methods introduced in this thesis 
for multi carrier CDM A (M C-CDM A) would be a very suitable issue to consider. In CCSR 
work on this issue has recently been started. Essential features of the detectors considered 
in this thesis were their canonical formulations. This enables them to be extendable to 
other systems such as systems using multiple antennas, as it is still possible to have a 
canonical formulation for multiuser scenarios that have several transmit/receive antennas. 
For example MIMO (Multiple Input Multiple Output) and SIMO (Single Input Multiple 
Output) are among the methods that can be used in multiuser scenarios.
2) Analytical trend:
Random matrix theory and asymptotic analysis of the CDM A and M C-CDM A is a very 
new field that facilitates the evaluation of such systems [SV01, GVR02, Ver03]. 
Unfortunately, these methods are confined to synchronous users. This thesis provided 
some tools for evaluation in asynchronous systems. These tools appear to be applicable in 
the asymptotic evaluation methods in asynchronous environments.
Another priority in the analytical approach would be to evaluate the detectors proposed in 
chapters 4, 5, 6 in terms of channel capacity, as there has been new interest in the research 
community in this field [GVR02]. Extension of the evaluation method for the suboptimum 
search detector in chapter 6 for asynchronous environments and scenarios containing more 
than two users will also have academic value.
3) Joint decoding and detection:
Combining decoding and multiuser detection schemes has also been considered. Turbo 
multiuser detection uses exchanges of information between these two powerful methods. 
Detectors proposed in this thesis could be implemented in multistages. Some modifications 
of these methods to make them work in conjunction with iterative decoders would be a 
logical research extension.
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