Abstract. We classify nonsingular holomorphic foliations of arbitrary codimension on certain Hopf manifolds. We prove that all holomorphic distribution of codimension k on a generic Hopf manifold is induced by a mononial holomorphic k−form.
Introduction
Let W = C n − {0}, n ≥ 2, and f (z 1 , z 2 , ..., z n ) = (µ 1 z 1 , µ 2 z 2 , ..., µ n z n ) be a diagonal contraction in C n , where 0 < |µ i | < 1 for all 1 ≤ i ≤ n. The quotient space X = W/ < f > is a compact, complex manifold of dimension n called of Hopf manifold. When µ 1 = · · · = µ n we say that X is a classical Hopf manifold. Classical Hopf manifolds were first studied by Heinz Hopf [6] in 1948. Hopf showed that X is difeomorphic to the product of odd spheres S 1 × S 2n−1 and has a complex structure which is not Kälher. K. Kodaira [9] classified all Hopf surfaces, but the problem of classification of general Hopf manifolds it is an open problem. The geometry and topology of Hopf manifolds have been studied by several authors, see for instance, Dabrowski [2] , Haefliger [5] , Ise [7] , Wehler [11] etc.
We are interested on holomorphic foliations on Hopf manifolds. D. Mall in [10] using the Kodaira's classification of Hopf surfaces obtained the classification of nonsingular holomorphic foliations on Hopf surfaces. E. Ghys studied holomorphic foliations on homogeneous spaces, and as consequence obtained the classification of codimension one foliation on classical Hopf manifolds. In [1] and in the author's Ph.D thesis [3] with the advisors A. Fernández-Pérez and M. Corrêa JR we classified holomorphic foliation of dimension and codimension one on certain Hopf manifolds. In this paper we want to complete the classification started in [1] and [3] , therefore we are interested on holomorphic foliations of codimension k where 1 < k < n − 1. We will consider the following types of Hopf manifolds Definition 1.1. We say that A line bundle L on X is the quotient of W ×C by the operation of a representation of the fundamental group of X, ̺ L :
We write L = L b for the bundle induced by the representation ̺ L (γ) with b = ̺ L (1). Our main result is the following: Theorem 1.2. Let X be a Hopf manifold, dim X ≥ 3, and let F be a nonsingular holomorphic distribution on X of codimension k (1 < k < n− 1) given by a nonzero
Then the following holds:
When X is a generic Hopf manifold, we have the following result: Theorem 1.3. All holomorphic distribution of codimension k (possibly singular) on a generic Hopf manifold of dimension at least three are induced by a monomial k-form.
Holomorphic foliations
There is a dual point of view where F is determined by a subvector bundle N * F , of rank n − k, of the cotangent bundle Ω ⊗ N ) with coefficients in the line bundle N := det(N F ), which is locally decomposable and integrable. By construction the tangent bundle of a Hopf manifold X is given by
where L αi is the tangent bundle of the foliation induced by the canonical vector field ∂ ∂zi .
Cohomology of line bundles on Hopf manifolds
Let Ω 
. Therefore we have an exact sequence of Cȇch complexes (1) we derive the long exact sequence of cohomology [8] the following result.
Theorem 3.1 (Mall [8] ). If X is a Hopf manifold of dimension n ≥ 3 and L b is a line bundle on X. Then
To prove the Theorem 1.2 we need proved the following lemma. Lemma 3.2. Let X be a classical, generic or intermediary Hopf manifold of dimension n ≥ 3, and L b be a line bundle on X, with b ∈ C * . The following holds:
where m i ∈ N and there exists j 1 , . . . , j k ∈ {1, . . . , n}, such that m j0 , . . . , m j k ≥ 1. 
..,i k . It follows from Hartogs extension theorem that each g i1...i k can be represented by its Taylor series
In the classical case, µ 1 = · · · = µ n = µ and where µ j ∈ N, and there exists j 1 , . . . , j k ∈ {1, . . . , n}, such that m j1 , . . . , m j k ≥ 1.
Finally, for the intermediary case, we have
Since µ, µ r+1 , . . . , µ n have no relations, we have dim(ker p 0 ) > 0 if, and only if,
such that µ j ∈ N for all j = 1, . . . , n, and: 0) m 1 + m 2 + · · · + m r = 0, and there exists i 1 , . . . , i k ≥ r + 1 such that
Proof. By construction, we have that a holomorphic section
for all i 1 < · · · < i k . By Hartog's extension theorem,s can be represented by its Taylor series
Classical case. In this case
Generic case. If X is generic, then by Lemma 3.2 part (ii) we have
where m i ∈ N and there exists j 1 , . . . , j k ∈ {1, . . . , n}, such that m j0 , . . . , m j k ≥ 1. Then from (3) we get
Since F is nonsingular, we get that m i1 = . . . m i k = 1 for some i 1 < · · · < i k and
So that we have b = µ i1 . . . µ i k , g i1...i k is a constant and g j1...j k = 0 for all
Intermediary case. In this case µ 1 = · · · = µ r , then by Lemma 3.2 part (iii) we have
Then from (3) we get . .., α r ) and |α| = α 1 + · · · + α r . We will divide the proof of intermediary case in four subcases:
In this case, g i1...i k = 0 if some i j ≤ r, and if i 1 , . . . , i k ≥ r + 1 we have
where c i1...i k ∈ C is a constant. Note that k ≤ n − r. Since, F is nonsingular, we get that m j1 = · · · = m j k = 1 for some r < j 1 < · · · < j k ≤ n, and m i = 0 if i = j l for all l = 1, . . . , k. Thus, b = µ j1 . . . µ j k , g j1...j k = constant = 0 and g i1...i k = 0 if i 1 < · · · < i k = j 1 < · · · < j k . In this case the distribution is induced by a holomorphic k−form of the type ω = dz j1 ∧· · ·∧dz 2.1) m = 1, r = n − 1. Since k ≥ 2, in this case there is distribution only if k = 2. If i 1 ≤ r = n − 1 and n = i 2 ≥ r = n − 1 + 1 then
, where c i1n is a constant, and g i1i2 = 0 in all other cases.
Since F is nonsingular, we have m n = 1, b = µµ n , and the distribution is induced by k−form of the type
In this case, there is ditribution only if k = 2 or k = 3.
• k = 3. If i 1 ≤ n − 2 = r and i 2 = n − 1, i 3 = n ≥ r + 1 = n − 1 then
where c i1n−1n is a constant, and g i1i2i3 = 0 in all other cases. Since F is nonsingular, m n−1 = m n = 1, b = µµ n−1 µ n , and the distribution is induced by a 3−form of the type ω = n−2 i1=1 c i1n−1n dz i1 ∧ dz n−1 ∧ dz n .
• k = 2.
If i 1 ≤ n − 2 and i 2 ≥ r + 1 = n − 1, then Note that there is distribution only if k ≤ t + 1.
where c i1,n−k+2,...,n is a constant, and g i1...i k = 0 in all other cases. Since F is nonsingular, m n−k+2 = · · · = m n = 1, b = µµ n−k+2 . . . µ n and the distribution is induced by a constant k−form of the type ω = c i1 dz i1 ∧ dz n−k+2 ∧ · · · ∧ dz n , where c i1 ∈ C is a constant. If i 1 , . . . , i k ≥ r + 1 = n − k + 1 we have i 1 = n − k + 1, . . . , i k = n and
i z i , where c i is constant for all i.
In this case, then we have linear distribution. ii) If m i = 1 for all n−k+1 ≤ i ≤ n, i = n−k+l and m n−k+l = 0 we have g i1n−k+1...n−k+l−1,n−k+l+1...in = constant if i 1 ≤ n−k, and g i1...i k = 0 in all other cases. Then b = µµ n−k+1 . . . µ n−k+l−1 µ n−k+l+1 . . . µ n , and the distribuition is induced by a k−form of the type
In this case, there are m j1 = . . . m j k−1 = 1, and m j = 0 for all j ≥ r +1, j = j s , for all s = 1, . . . k−1, b = µµ j1 . . . mu j k−1 and the distribution is induced by a k−form of the type
Then the case m = 1 is finished. It is easy see that if k < m then there is no distribuition. Suppose that r < n − 1. In this case, since F is nonsingular m l = 0 for all l ≥ r + 1, b = µ m and the distribution is induced by a k−form of the type ω =
If m n = 0, then g i1...i k = constant for i 1 , . . . , i k ≤ r = n − 1, and g i1...i k = 0 in all other cases. Then the distribution is induced by a k−form of the type
where c i is a constant for all i.Then the distribution is induced by a linear k−form.
. . . z
with |α| = γ, where α = (α 1 , ..., α r ) and |α| = α 1 + · · · + α r . We will to consider r = n − t where 1 ≤ t ≤ n − 2 into separate cases . 
, where c i1...i k−2 is a constant, and g i1...i k = 0 in all other cases. Since F is nonsingular, we have m n−1 = m n = 1, b = µ m µ n−1 µ n , the distribution is induced by a k−form of the type
If λ = 1 we get 0 ≤ γ ≤ 1, thus for i 1 , . . . • If m n−1 = m n = 1. In this case for i 1 , . . . 
Recall that m = k − λ where 1 ≤ λ ≤ k − 2, and that g i1...i k = 0 if i 1 , . . . , i s ≤ r = n − t and s > k − λ. It is clear see that if λ > t there is no distribution.
. . . z mn−1 n , and g i1...i k = 0 in all other cases. Since the distribution is nosingular we have
, where c i1...i k−λ , n − t + 1 . . . n is a constant.
ii) Suppose now that λ = t − a, where a ∈ N, 1 ≤ a ≤ t − 1. In this case, we get
. . . z 
