We tested the performance of the --add and --addfragments options using two independently simulated datasets, the PAGAN dataset and the SEPP dataset. In addition to the options described in the main text, we also tested several additional variants, in which distance is computed by different methods, LAST (nucleotide only), 10mer (nucleotide only), 6mer and DP.
generated by INDElible [1] . The unaligned sequences were added into the MSA of 67 sequences (no re-alignment was performed for this MSA), by the methods to be tested. They originally used the simNGS program to simulate Illumina sequencing errors. However, because its effect is small (Löytynoja, personal communication), here we directly used the sequence data generated by INDElible, without additional errors. We confirmed that this data largely reproduces the results reported in their paper. This suggests that the effect of Illumina sequencing error is small in comparison to that of evolutionary divergence. We tested mainly the nucleotide data, but we also tested amino acid data as far as supported.
The SEPP dataset was taken from [2] . It consists of the 1000M2, 1000M3 and 1000M4 subsets, which correspond to hard, medium and easy problems, respectively. Each instance has 500 aligned sequences and 5,000 fragmentary sequences, generated by the ROSE program [3] . The original aim of this dataset is to assess the accuracy of inference of phylogenetic placement of new sequences, rather than alignment accuracy. However, here we focus on alignment accuracy. Since the problem size is large, we applied a fast option of PAGAN, according to their paper. We also tested a slower option (same as that used for the PAGAN dataset), but observed no improvement in the accuracy. Since PAGAN aligns only some of the fragments when the input sequences are diverged, we re-calculated the accuracy score of the other methods using only the sequences aligned by PAGAN, as necessary (referred to as 1000M2-p and 1000M3-p).
Our test was performed on a Linux PC with 4 × Quad-Core AMD Opteron and 64GB of RAM.
There is another PaPaRa package that supports GPGPU for rapid calculation [4] , but here we did not use it. PaPaRa and PAGAN used the true model tree of the existing alignment, while MAFFT used trees that are internally inferred from the given alignment, as described above. This might make the The alignment between each new sequence and its closest relative in the existing alignment was used to measure the alignment accuracy (the number of correctly aligned letters / the number of aligned letters in true alignment). The accuracy scores were averaged for all the pairs and then averaged for all the 50 simulated replicates. is low due to overhead to run the external processes, when the data size is small. The alignment between each new sequence and each sequence in the existing alignment was used to measure the alignment accuracy (the number of correctly aligned letters / the number of aligned letters in the true alignment). The accuracy scores were averaged for all the pairs and then averaged for all the 20 simulated replicates. 1−9 Same as Table 1 . 
