Abstract-One of the most challenging requirements in cuttingedge Mobile Ad hoc Networks is the need for adaptive and efficient routing. Networks capable of adapting their behavior based on current conditions are often characterized as self-organizing networks, which are lately considered very promising for future applications. This work examines the impact of the different mobility properties on the performance of self-organizing networks. For that purpose, a simulator was developed to model different mobility patterns and study the way they affect the effectiveness of the well-known AODV routing protocol. Particularly, this paper focuses on the effect of the different mobility schemes on network topology and consequently to the overall network performance. The results reveal the tight correlations between node mobility characteristics and network metrics.
connected leads to the need for an always available network that can self-adapt, self-configure, self-heal, and self-optimize [1] [2] . Integration of newly added nodes, restoring broken links due to leaving nodes, and adjusting the whole network operation to the dynamically formed topology are key characteristics of such networks.
The effect of mobility patterns in MANETs (Mobile Ad hoc Networks) is a major factor for the network configuration, maintenance, and performance. Moving nodes dynamically create and break links between adjacent devices; the more sudden the changes in network topology, the more fluctuating and unreliable the links. In such conditions, it is a challenge to effectively maintain and configure the network [3] [4] . A typical example comes from military; a group of soldiers that move through a battlefield have to stay always connected in order to coordinate their actions regardless the highly dynamic conditions.
In the effort to examine and comprehend how mobility patterns affect network stability, we modelled mobility patterns that imitate nodes movement. The mobility models as well as the operation of the AODV (Ad hoc On-demand Distance Vector) routing protocol were studied using a MATLAB simulator that we implemented for this reason. The simulations output have provided useful indications of the network operations under various circumstances. The modelled mobility patterns are Probabilistic Random Walk and Individual Behavioral Mobility.
In Section II the operation of AODV and the characteristics of the considered mobility patterns are discussed. The following Section describes the implemented simulator and the network metrics that were taken into account. The simulation results are presented and commented in Section IV. Lastly, the paper is concluded in Section V.
II. BACKGROUND

A. AODV Routing Protocol
For this study we consider one of the most well-known and promising routing protocols for MANETs, AODV. It is a 2 representative example of the class of reactive protocols. It supports unicast, multicast, and broadcast transmissions in adhoc networks. It is noted that in this study the modeled communications are unicast, in order to ensure controlled conditions that can facilitate drawing clear inferences based on the performed comparisons.
The operation of AODV is on-demand; when specific nodes need to communicate, only then routing information is exchanged to create paths over the available links. The respective algorithm performs four main functions: neighbor discovery, route discovery, route establishment, and error detection.
To begin with, the reliability of the underlying layer-2 protocol is crucial for the effectiveness of neighbor discovery. In the typical case that the IEEE 802.11 stack is employed, nodes discover their neighbors by listening to broadcasted messages; when contacting the neighbors is no longer possible, the corresponding links are considered broken [5] . Nodes periodically broadcast "hello" messages to update their list of neighbors. When the neighbor discovery phase is completed, the route discovery phase can be initiated.
A communication path between two nodes can be set by discovering a valid route from one end to the other and successfully establishing it. Each node maintains a neighbor table with records of the available neighbors and a routing table to decide about the next hop when reaching different destinations. The route entries carry the following information: sequence number, destination IP address, next hop IP address, number of hops to the destination and a life-time value for the specific entry. The sequence number is an indicator of the entry's age (new routing information is used to update old entries). The address of the neighbor to forward data packets is given by the next hop IP address field, while the number of hops corresponds to the number of intermediate nodes between the current node and the destination. Lastly, the life-time parameter is updated when the specific route is actually used; when it reaches zero, the entry is removed.
AODV uses the RREQ (Route Request) and RREP (Route Reply) for route discovery and establishment, respectively. Initially, the source node locates a valid route entry in its routing table towards a specific destination. If such an entry does not exist, the node tries to discover a path to the destination by broadcasting a RREQ message. Nodes that receive RREQ insert in their routing table an entry with the inverse path to the source node. In that entry, the next hop is the IP address of the neighbor node that delivered the RREQ message and destination IP address is the initial source node's address. This process is repeated by all nodes that receive and then broadcast the RREQ message, avoiding duplicate broadcasts. It is terminated when the destination node eventually receives the RREQ message. At that time, the destination node creates an inverse route entry corresponding to the whole path to the source node. Next, it constructs and sends a RREP message replying to the source node; the inverse route entry is consulted to properly forward the message back to source. The intermediate nodes that receive the RREP message add an entry in their routing table towards the destination and forward it to the next node based on the existing inverse route entry. As soon as the source node eventually receives the RREP message, it creates the route entry to the destination that was initially required. From that point on, the source node is able to start communicating with the destination node over the established path.
When data packets arrive at nodes that do not have a valid route entry towards the specific destination, AODV triggers a packet loss prevention mechanism. In more specific, nodes that are not aware of available paths send back to the neighbor that lastly forwarded the corresponding packet a RRER (Route Error) message. This is a control message that informs the previous nodes not to forward any packets using the current invalid route. A node receiving a RRER message checks whether the sender is recorded as next hop in any of its route entries for the specific destination. These entries are now considered invalid and they are removed. This process continues until RRER reaches the source node, which deletes the respective entry and rediscovers a new route if still needed.
A route entry may cease to exist, due to one of the following incidents. The first one is the nullification of the life-time parameter. Its default value is set in accordance to the network size. As time elapses and the entry is not used, the parameter's value declines till it reaches zero. At that point, the error detection mechanism is triggered, as already described, in order prevent data losses. The second reason for the deletion of a route entry is the topology change due to the failure of links to adjacent nodes. The change may be attributed to nodes mobility; formerly neighboring nodes can move out of communication range. Consequently, the corresponding route entries that indicate as next hop a former neighbor are removed. In this study, the modelled mobility patterns illustrate different scenarios where topology changes in various ways, hence, affecting the whole data forwarding process.
B. Mobility Patterns
The mobility patterns that we study here concern nodes that move independently towards a destination. The implemented models are Probabilistic Random Walk [6] [7] and Individual Behavioral Mobility [8] . The former uses stochastic rules in order to compute the new position of the moving nodes. Three mobility states are considered: current state, previous state, and next state. A probability matrix is used to decide the mobility state. Each state defines the direction of the movement; speed is fixed and preset for all nodes. The matrix provides the probability PP to transit to the previous mobility state, the probability PC to stay in the current mobility state, and the probability PN to switch to the next mobility state. When transiting to the next state, the new direction is randomly selected.
A random number generator is employed to select a mobility state based on the probability matrix. Furthermore, each modelled node includes a matrix of directions that stores all directions the node ever used. The updated direction of the node is indicated by a pointer in the direction matrix. So, in every position update the node either moves to the previous direction or keeps moving to the same direction or moves to the next direction, according to the selected mobility state (previous, current, next). For instance, if PC is higher than PP and PN, it is more probable to remain in the current mobility state and keep moving to the same direction. This type of movement may represent a walk in a park or at the zoo or even in the open space of a mall.
The Individual Behavioral Mobility pattern belongs to the wider class of Behavioral Mobility, which is about algorithms where movement is affected by physical and biological interactions. Specifically, according to Individual Behavioral Mobility, the moving entities are able to avoid collisions to each other and to walls. Mobility rules are based on attractive and repulsive forces. In more detail, nodes are attracted to the destination, while they are repulsed by other nodes and walls. Mobility specifics are defined using acceleration vectors, which are computed for each node at each position update. When applying the rule of moving towards the destination, the acceleration vector for node i is given by the formula: (1) where v0 is the predefined node speed, β is 1/sec, and vi(t) is the current velocity. The rule for avoiding walls (the limits of the simulation space) defines the acceleration vector:
where γ is 1/sec 2 . The last rule applied here is about mutually avoiding nodes. Specifically, when nodes are 1 meter away, they repulse each other and move to opposite directions. This algorithm can model pedestrians moving independently towards different waypoints.
III. METHODOLOGY
A. Simulator
An event-based simulator was developed in MATLAB for the purposes of this study. Regarding routing events, the first one is related with the creation of data packets in the source node. A traffic generator is responsible for creating data packets based on packet interarrival time and packet size. The second event is about creating and forwarding RREQ messages that initiate route discovery. The creation and forwarding of RREP messages is realized by the third event, which completes the establishment of routes towards the destinations. Data packet forwarding through the corresponding path is implemented in event four. The fifth routing event is related with the RRER messages. Invalid entries are removed from the routing table and rediscovery of routes at the source is initiated.
The simulator provides a graphical representation of the moving nodes during the simulation. Some of the main parameters that constitute the simulator input are: the mobility pattern specifications, the total number of nodes, the communication range, the size of the simulation space, and the termination condition (total load or duration). The channel conditions are assumed static during a simulation execution. The output of every simulation that is exploited by this work involves network metrics which are explained in the following subsection.
B. Network Metrics
The network metrics that are computed and evaluated in each simulation scenario are presented in this subsection.
A connectivity graph is formed by the different network topologies. Communication links are created between moving nodes that are in communication range, called neighbors. The total number of active links a node maintains with adjacent nodes is its node degree [9] . Each node periodically updates its position during the simulation, based on the applied mobility pattern. Every time there is a position update, the simulator calculates the node degree; at the end of the simulation, the mean node degree for all nodes for all position updates is computed. We are particularly interested in the fluctuation of the mean node degree and the underlying reasons. The regular position updates reveal the alternations of the connectivity graph. Neighboring nodes dynamically change based on the mobility characteristics, mainly depending on the following: number of nodes, speed of nodes, and relevant position of nodes.
Throughput is the network metric that represents the average rate of successful data delivery over the network during the simulation time. The formula that is used here to calculate throughput is the following:
.
The total number of data packets that were sent and successfully delivered to the destination is provided by DDP (Delivered Data Packets). For a given network capacity, the throughput is mainly affected by the following: speed of nodes, mean node degree, and network load.
Regarding lost packets, they could occur due to failing links during transmission. Formed routes that at some point include broken links increase the number of lost packets. One case that leads to link failure is connectivity loss due to mobility. In that manner, nodes that were previously neighbors, move out of communication range. The other case, based on our network model, is related with the specifics of the routing algorithm. As it is already explained, the routing tables in the mobile nodes contain records about available routes to a destination; one of the fields is called life-time of the entry. If the time elapses and the respective variable is nullified, the record is removed. In such a case, packet loss can occur, because of the need to forward a data packet towards a destination which is no longer included in the routing table. In general, the number of lost data packets is significantly affected by the following: speed of nodes, throughput, and network load.
Lost data packets are calculated by the following formula:
LDP (Lost Data Packets) is the number of packets lost; TDP (Total Data Packets) is the total number of data packets 4 generated to be sent and is given by:
where the network load as packet rate is denoted by load. The total number of data packets successfully delivered is given by DDP (Delivered Data Packets) and WP (Waiting Packets) denotes the number of packets left in the source node queue, since they couldn't be sent on time. Considering that DDP is calculated using throughput, it holds:
. (6) Subsequently, the following expression is true: .
The last network metric considered here is the mean duration of path finding. It is the time needed by the routing protocol to discover and establish valid paths from source to destination. Its value is estimated by measuring the interval from the generation of a route request message till the successful reception of the corresponding route reply message. It greatly depends on the number of hops along the route, as well as the actual distance between source and destination nodes. Moreover, path finding takes longer, when there are more nodes in the network, due to the increase in the number of hops. It is noted that the frequent path changes also constitute another reason for this increase.
IV. RESULTS
The mobility patterns that have been modelled and evaluated in this study are Probabilistic Random Walk and Individual Behavioral Mobility. In the former, all entities rely on the same probability matrix, based on which direction is set in every position update. The second mobility model generates more realistic node movement; each node has a different destination point and moves towards that. It is reminded that a collision avoidance mechanism is implemented, considering nodes' position. Specifically, nodes that are about to collide adjust their movement to avoid contact.
Regarding Probabilistic Random Walk, the simulations have revealed that when the probability to maintain the current movement state is high, the relevant distance among neighboring nodes increases, eventually leading to increment of broken communication links. This is attributed to the fact that nodes keep moving to different directions without any changes, hence, they tend to move away from each other. The opposite is true when the probability to remain in the same movement state is low. In the effort to draw safer conclusions, we performed multiple simulation experiments with different values for the probabilities in the transition matrix. Based on the results of these simulations and due to the fact that Probabilistic Random Walk is a highly stochastic pattern, it was decided to employ probabilities values that enhance movement symmetry and limit the statistical error when performing multiple executions of the same simulation scenario. Under this concept and without loss of generality, the following values were eventually defined: PP = 0.3, PC = 0.4, and PN = 0.3.
Modelling Individual Behavioral Mobility has shown that the selection of a different destination by each node leads to highly independent type of movement. Therefore, the whole network topology becomes highly dynamic, not allowing the creation of stable communication links between the adjacent nodes. This behavior is more evident when examining the resulted mean node degree, as depicted in Fig. 1 and Fig. 2 . In both figures, nodes moving according to the Individual Behavioral Mobility pattern create less connection links to the neighboring nodes, compared to the Probabilistic Random Walk model.
Moreover, it is clear that in all cases the nodes' speed significantly affect the mean node degree. Fig. 1 shows that increasing speed causes node degree decrement, due to the inability of forming links to adjacent nodes at high speed. It is noted that speed is set at the beginning of the simulation and is fixed for both mobility patterns. In general, the higher the speed, the sooner neighboring nodes move out of communication range and lose connectivity.
As far as the effect that the number of nodes has on mean node degree, it is evident in Fig. 2 that increasing the nodes leads to higher node degree. Taking into account the fact that initially all nodes are randomly positioned in the limited size simulation space, the node density increases, when there are more nodes in the network. Therefore, the underlying graph has increased number of links, so there are more neighbors for each node.
The rate of packets entering the network or being generated by the participating nodes is given by the network load. By adjusting the mean packet inter-arrival time at the beginning of every simulation, we control the resulted network load. In Obviously, when load increases, there are more data packets to be delivered, hence, throughput increases, up to a saturation point. In more detail, regarding Probabilistic Random Walk, increasing network load to 1 packet/sec, results in a throughput value of 0.72 packets/sec. The respective value for Individual Behavioral Mobility is just 0.2 packets/sec. This remarkable contrast is attributed to differences in the coherence of each mobility pattern, that directly affects the resulted node degree.
In regards to the relationship between number of nodes and throughput, it is already clarified that the more the nodes the higher the mean node degree. This fact significantly impacts the route discovery process. The increased number of links facilitates the discovery of fast routes to the destination by the routing algorithm. As a result, in shorter time intervals, more data packets can be successfully delivered to their destination, increasing the overall throughput, as it can be seen in Fig. 4 .
It has been already shown that node degree is significantly affected by node velocity. A similar effect can be detected when examining the network throughput for different values of node speed. In more detail, the rapid changes in topologies which occur in high speeds, decrease the number of neighbors and consequently the possible routes towards the destination. Moreover, the formed connections are notably unreliable when nodes move fast, so constructed paths frequently fail. This type of network behavior becomes evident from the throughput results plotted in Fig. 5 . It is clear that the faster the nodes move, the less packets are successfully delivered.
Regarding packet losses, the on-demand nature of the protocol, which is related with its ability to detect and address broken links, has a major impact on the number of lost packets. When there is a connection failure, because of changes in topology, AODV limits transmissions to prevent data loss. Hence, throughput is decreased and there are actually less packets to forward to destination, so in fact less packets can be lost. This is the reason why the Probabilistic Random Walk pattern exhibits more packet losses than the Individual Behavioral Mobility pattern. Fig. 6 shows that more packets are lost when load increases. As soon as packets are generated, they are queued in the packet buffer, waiting their turn to be transmitted over a discovered route.
Furthermore, as shown in Fig. 7 , when nodes move faster, the number of lost packets decreases. This behavior is attributed to the data loss prevention mechanism of AODV, as well. Specifically, when node speed is higher and links break more often, throughput keeps decreasing due to the frequent topological changes. Available packets to be transmitted are less and consequently the lost number of packets is decreased.
Lastly, as far as path finding duration is concerned, it can be seen in Fig. 8 that the higher the number of nodes, the longer it takes to discover valid routes to the destination. The Probabilistic Random Walk mobility pattern introduces higher mean path finding duration, compared to the Individual Behavioral Mobility pattern. This is mainly due to the fact that the former mobility pattern allows more packet transmissions to be completed, as it has been already seen, hence, there are more frequent path discoveries.
V. CONCLUSION
In this paper, we have studied the effect of mobility models on data routing in MANETs. Specifically, two well-known mobility patterns were modelled: Probabilistic Random Walk and Individual Behavioral Mobility. The considered routing protocol was the very promising AODV protocol, which was implemented in simulator and evaluated under different network scenarios. The computed network metrics revealed that network performance greatly depends on the characteristics of the produced movement type, the network parameters, and of course the routing protocol functions. In general, the more independent, dynamic, and less coherent the node movement is, the less paths can be created, hence, less transmissions can be successfully completed. As future work, we intend to study the impact of group mobility patterns and consider the effect of more realistic network scenarios that involve obstructed mobility and signal propagation effects. 
