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Abstract
We consider the problem of maximising expected utility from terminal wealth in a semi-
martingale setting, where the semimartingale is written as a sum of a time-changed Brownian
motion and a finite variation process. To solve this problem, we consider an initial enlarge-
ment of filtration and we derive change of variable formulas for stochastic integrals w.r.t.
a time-changed Brownian motion. The change of variable formulas allow us to shift the
problem to a maximisation problem under the enlarged filtration for models driven by a
Brownian motion and a finite variation process. The latter could be solved by using mar-
tingale methods. Then applying again the change of variable formula, we derive the optimal
strategy for the original problem for a power utility under certain assumptions on the finite
variation process of the semimartingale.
1 Introduction
Time-change is a modelling technique that allows to change the speed at which a process runs
through its paths (see, e.g., [Jac06, EKW77] for an overview). Time-changed semimartingales
when the time change is absolutely continuous w.r.t. the Lebesgue measure or when the time-
change is a subordinator is well studied in the literature (see, e.g., [KS02, SV17, DNS14, KMK10]
for an overview and applications to finance). In this paper, we consider a time-changed Brownian
motion to model risky asset prices (Mt)0≤t≤T , Mt := WΛt , where the only assumptions on the
time change (Λt)0≤t≤T are that it is a strictly increasing stochastic process and it is independent
of the Brownian motion (Wt)0≤t≤T . Our motivation of looking at such type of processes lies in
the fact that they model well some of the stylized facts observed in real data. Indeed, the time-
change offers a very natural way to introduce stochastic volatility: The “market time” Λt is – in
contrast to the physical time t – linked to the number of trades and is as such reflecting the flow
of news on the market. The more trades happen at a fixed physical time interval (t0, t0+ ε), the
faster the market time evolves (relative to physical time), i.e., the steeper the function t 7→ Λt
is on t ∈ (t0, t0 + ε). Moreover, in our proposed model, the time-change (Λt)0≤t≤T is allowed
to jump. Those jumps are to be interpreted as an explosion of the number of trades, which
typically happens when some critical news come in. Notice that we do not restrict to the case
where Λ is a subordinator (i.e., an increasing Le´vy process) though this case is covered by our
results.
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Consider a controlled stochastic dynamics (V νt )0≤t≤T driven by our proposed model (Mt)0≤t≤T
and a filtration F generated by (Mt)0≤t≤T and (Λt)0≤t≤T . Notice that (Wt)0≤t≤T is not nec-
essarily a Brownian motion under the filtration F. We are interested in solving the utility
maximisation problem
J(ν) := E[U(V νT )|Ft] ,
for a utility function U , over the set of admissible F-adapted controls ν, for every t ∈ [0, T ].
Problems of this sort are motivated by portfolio optimisation, for instance. Later on, we will
put a particular focus on a power utility function. The problem of maximising expected utility
from terminal wealth is a classical problem in mathematical finance (we refer, e.g., to [KS98]
for an overview). Different approaches are used in the literature to solve such a problem.
Some methodologies are the theory of partial differential equations, duality characterisations
of portfolios or the theory of quadratic backward stochastic differential equations, see, e.g.,
[Mer75, BKR03, CH91, KLSX91, HP91, KS99, HIM05, Mor10], where the maximisation problem
is considered in a continuous and jump setting. The case where the price process is modelled by a
time-changed Le´vy process with the time-change being absolutely continuous w.r.t. the Lebesgue
measure is considered in [DNS14, KMK10]. To the best of our knowledge, the above proposed
optimisation problem in the setting of time-changed Brownian motion for general time-changes
has not been studied.
In our approach, we study, at first, the optimisation problem in a framework with enlarged
filtration (see, e.g., [Jeu06, Jac06] for more about enlargement of filtrations). More specifically,
we introduce the filtration H = (Ht)t≥0 given by
Ht := F
W
t ∨ F
Λ
T ,
i.e. H0 contains already all the information about the entire future of the time-change (Λt)0≤t≤T .
We then consider the problem with performance
JH(ν) := E[U(V
ν
T )|HΛt ] ,
over all F-adapted and admissible controls ν. We prove that if we can find an optimiser in this
setup, it is automatically also a solution to the original problem (i.e., when we condition on Ft
instead of HΛt).
The advantage from enlarging the filtration is that (Wt)0≤t≤T is a Brownian motion as we
work under the filtration H. This allows us to prove change of variable formulas to turn the
stochastic integral w.r.t. the time-changed Brownian motion WΛ· into an integral w.r.t. the
Brownian motion W and conversely, i.e., turn the stochastic integral w.r.t. the Brownian motion
W into a stochastic integral w.r.t. the time-changed Brownian motionWΛ· . For this purpose, we
exploit results by [Kus10, Lemma 2.2] and [Jac06, Proposition 10.21] where change of variable
formulas were respectively, proven for a time-changed Brownian motion with a deterministic
time-change and for Λ-adapted semimartingales, i.e., semimartingales which are constants on
all the stochastic time intervals [[Λt−,Λt]], t ∈ [0, T ].
The introduced change of variable formulas, allow us to use similar derivations as in the paper
by [KMK10], to solve the transformed optimisation problem for a power utility function under
some conditions on the model. The conditions imposed on the model permit indeed to preserve
some properties, in particular, measurability properties, of the constructed optimal strategy
that might in general, not be kept after applying the change of variable formulas. To relax the
conditions on the model, we shall introduce yet another filtration G ⊆ H in which we construct
the optimal strategy using again similar derivations as in [KMK10].
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This article is organised as follows. In Section 2 we provide the mathematical framework and
introduce notation. Section 3 deals with the change of variable formulas for stochastic integrals.
In Section 4 we use these change of variable formulas and exploit the different information flow to
solve first the problem under the enlarged filtration and to draw conclusions under our original
problem. In the Appendix we present proofs for some of the results of the paper.
2 Set up and background on time-changed processes
Fix T, T¯ ≥ 0. Let (Ω,F , (Ft)0≤t≤T ,P) be a filtered probability space where the filtration
F = (Ft)0≤t≤T satisfies the usual conditions of right continuity and completeness (see [Pro05,
Chapter1]). Let S,T : Ω → [0,∞]. We denote by [[S,T ]] the stochastic interval, i.e., [[S,T ]] =
{(ω, t) ∈ Ω × [0,∞]; S(ω) ≤ t ≤ T (ω)}. We write [[T ]] for [[T ,T ]]. Let N be the set of P-null
events. Given a stochastic process X = (Xt)0≤t≤T¯ , we denote by
FXt = σ(Xu, u ≤ t) ∨ N , 0 ≤ t ≤ T¯ , (2.1)
the augmented sigma algebra generated by X and we set FX = (FXt )0≤t≤T¯ . Given an F-
semimartingale (St)0≤t≤T¯ , L(S,Ft) denotes the class of S-integrable processes. That is the class
of F-predictable processes for which the Itoˆ stochastic integral w.r.t. S is well defined. We
introduce the following definitions which we need in our analysis later.
Definition 2.1.
i) A time-change is a right-continuous increasing [0, T¯ ]-valued process (Λt)0≤t≤T such that
Λt is an F-stopping time for all t ∈ [0, T ].
ii) A time-changed filtration Fˆt := FΛt , 0 ≤ t ≤ T is given by
FΛt = {A ∈ FT : A ∩ {Λt ≤ u} ∈ Fu , ∀u ∈ [0, T ]} . (2.2)
iii) The first hitting time process or generalised inverse (Λ←s )0≤s≤T¯ of the time-change (Λt)0≤t≤T
is defined as
Λ←s =
{
inf{t; Λt > s} if s ∈ [0,ΛT ) ,
T if s ∈ [ΛT , T¯ ] .
iv) A process (Xt)0≤t≤T¯ is called Λ-adapted if X is constant on [[Λu− ,Λu]], for any u ∈ [0, T ].
Notice that a different terminology Λ-continuous is used in [RY13].
The processes Λ and Λ← as introduced in Definitions 2.1 play symmetric roles. Indeed, (Λ←s )0≤s≤T¯
is an increasing right-continuous family of Fˆ-stopping times (see, e.g., [RY13, Chapter V, Propo-
sition 1.1]). Hence Λ← is an Fˆ-time-change. Moreover, it is continuous if and only if Λ is strictly
increasing. But notice that if Λ← is continuous, then Λ is still only right-continuous in general.
Then, we have
Λ← ◦ Λt = inf{s ∈ [0, T ] : Λs > Λt−} = t, 0 ≤ t ≤ T , (2.3)
because either Λ is continuous in t, in which case Λt− = Λt or Λ jumps in t in which case Λt > Λt−.
We refer, e.g., to [RY13, Chapter V] and [Jac06, Chapter X] for more details concerning the
theory of time-changes.
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2.1 Change of variable formulas for integrals w.r.t. time-changed Λ-adapted
semimartinagles
Because F is assumed to satisfy the usual conditions and the time-change Λ is right-continuous,
the time-changed filtration Fˆ as introduced in Definitions 2.1 ii) is complete and right-continuous.
In addition, becasue Λ← is a right-continuous Fˆ-stopping time, FˆΛ←t = FΛΛ←t , 0 ≤ t ≤ T¯ , is
a complete right-continuous filtration. When (St)0≤t≤T¯ is an F-semimartingale, then the time-
changed process SΛ is also an Fˆ-semimartingale (see [Jac06, Corollary 10.12]). We introduce
here below two change of variable formulas, which follow respectively from [Kob11, Theorem
3.1] and [Jac06, Proposition 10.21].
Lemma 2.1. Let S be an F-semimartingale which is Λ-adapted in the sense of Definition 2.1
iv). If ν ∈ L(SΛ, Fˆt), then νΛ←t− ∈ L(S, FˆΛ←t ) and it holds
t∫
0
νs dSΛs =
Λt∫
0
νΛ←s− dSs , a.s. ∀ 0 ≤ t ≤ T . (2.4)
Lemma 2.2. Let S be an F-semimartingale which is Λ-adapted. If ν˜ ∈ L(S,Ft), then ν˜Λt− ∈
L(SΛ, Fˆt) and it holds
Λt∫
0
ν˜s dSs =
t∫
0
ν˜Λs− dSΛs , a.s. ∀ 0 ≤ t ≤ T .
2.2 Time-changed Brownian motion
Let W = (Wt)t∈[0,T¯ ) be a Brownian motion, and Λ = (Λt)t∈[0,T ] be a time-change which is
independent of W . We consider a time-changed Brownian motion (Mt)0≤t≤T , i.e.,
Mt =WΛt , t ∈ [0, T ] . (2.5)
Time-changed Brownian motions are widely used in finance to model log stock returns and
entail a big class of processes that go beyond Brownian motion and include jumps and stochastic
volatility models. For example, when the time-change is a Le´vy subordinator, one obtains the
well known variance gamma (VG) model and the normal inverse Gaussian (NIG) model (see,
e.g., [SK99, Chapter 6]). Important stochastic volatility models such as the Heston [Hes93] model
arise from time-changes that are integrated mean-reverting diffusions. In [BNS01], time-change
models where the time-change is an integrated mean-reverting jump process are introduced.
When W is an F-Brownian motion, then from the optional sampling theorem (see, e.g., [RY13,
Theorem 3.2, Chapter II]), we know that M is an Fˆ-martingale. When the time-change Λ is
absolutely continuous w.r.t. the Lebesgue measure, then W is Λ-adapted and the Fˆ-martingale
M is continuous. In this case, considering a process ν ∈ L(M, Fˆt), we know from Lemma 2.1,
that νΛ←t− ∈ L(W, FˆΛ←t ) and (2.4) holds for S = W . Similarly, in this case, Lemma 2.2 applies
for integrals w.r.t. M .
In this paper, we consider general time-changes which are not necessarily Le´vy subordinators
nor absolutely continuous w.r.t. the Lebesgue measure. In this case, M might have fixed times
of discontinuity and W is not necessarily Λ-adapted. In the next section, we prove change of
variable formulas as in Lemmas 2.1 and 2.2, for integrals w.r.t. time-changed Brownian motion,
where general time-changes are considered.
4
3 Change of variable formulas for integrals w.r.t time-changed
Brownian motion
To derive the change of variable formulas, we need to work under a product probability space
as we introduce in the sequel.
3.1 Product probability space
Let (ΩΛ,FΛ,PΛ) and (ΩW ,FW ,PW ) be two probability spaces. We specify the probability space
(Ω,F ,P) as the product probability space
Ω = ΩΛ × ΩW ,
F = (FΛ ⊗FW ) ∨N ,
P = PΛ ⊗ PW . (3.1)
The Brownian motion W and the time-change Λ are defined in this product probability space
as follows
Λ : [0, T ] × Ω→ [0, T¯ ] , (t, ωΛ, ωW ) 7→ Λt(ωΛ) ,
W : [0, T¯ ]× Ω→ R , (t, ωΛ, ωW ) 7→ Wt(ωW ), (3.2)
such that Λ is B([0, T ]) ⊗FΛ ⊗ {∅,ΩW } − B([0, T¯ ])-measurable and W is B([0, T¯ ]) ⊗ {∅,ΩΛ} ⊗
FW − B(R)-measurable.
We impose the following assumption on the natural filtrations of the Brownian motion and of
the time-change.
Assumption 3.1. We assume that
FΛT = (FΛ ⊗ {∅,ΩW }) ∨ N ,
FW
T¯
= ({∅,ΩΛ} ⊗ FW ) ∨ N .
The latter assumption implies that the product sigma-algebra F defined in (3.1) contains all
the information about the processes Λ and W up to times T and T¯ , respectively. Moreover it
implies the independence between FΛT and F
W
T¯
. This is shown in the following two propositions.
The proofs of all the results in this subsection are presented in Appendix A.
Proposition 3.1. Let F , FΛ , and FW be as in (3.1) and (2.1), respectively. It holds
F = FΛT ∨ F
W
T¯
.
Proposition 3.2. Let FΛ and FW be as in (2.1). It holds that FΛT is independent of F
W
T¯
.
As Ws is F
W
s -measurable and Λt is F
Λ
t -measurable, then the latter proposition implies the
independence between Ws and Λt , for all s ∈ [0, T¯ ] and all t ∈ [0, T ] . We specify the P-
augmented filtration F = (Ft)t∈[0,T ] to be the right-continuous version of the filtration generated
by M and Λ. That is
Ft :=
⋂
s>t
(
FMs ∨ F
Λ
s
)
, t ∈ [0, T ) ,
FT = F
M
T ∨ F
Λ
T . (3.3)
We intend to endow the probability space (Ω,F ,P) as in (3.1) with the latter filtration (Ft)0≤t≤T .
For this purpose, we need first, to show that Ft ⊂ F , for all t ∈ [0, T ] . This is proven in the
following proposition.
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Proposition 3.3. Let F , (Ft)t∈[0,T ] be as in (3.1), (3.3), respectively. We have
Ft ⊆ F , ∀ 0 ≤ t ≤ T .
From now on, we shall consider the filtered probability space (Ω,F , (Ft)0≤t≤T ,P). The purpose
of the following proposition is to show that M is an F-martingale.
Proposition 3.4. Let M , F be as defined in (2.5), (3.3), repectively. Then (Mt)t∈[0,T ] is an
F-martingale.
The Brownian motion W is not necessarily a Brownian motion under the filtration F. In the
next section we introduce a filtration under which W is a Brownian motion.
3.2 Enlargement of filtration
We introduce a filtration H that contains information about the Brownian motion W up to time
t and the time-change Λ up to time T .
Definition 3.1. We define the filtration H as an initial enlargement of the filtration FWt
Ht := F
W
t ∨ F
Λ
T , t ∈ [0, T¯ ] . (3.4)
In general, an F-martingale will not remain a martingale under a larger filtration H. Many
papers have been dedicated to this type of questions (i.e., which F-martingale remains an H-
semimartingale). We refer, e.g., to [Jeu06, Jac85, SY78] and [Pro05, Chapter VI]. Enlargement
of filtration has been recently widely used in mathematical finance, in particular, in insider
trading models and in models of default risk. It is an important tool in modelling of asymmetric
information between different agents and the possible additional gain due to this information
(see, e.g., [Ame00, Imk96, EJ99, DNKHMB+08]). In this paper, we use the filtration H to prove
the change of variable formulas (Theorems 3.9 and 3.10) and we apply this to solve an optimal
control problem in Section 4. The role of information in optimisation problems with time-change
was already studied and exploited in [DNS14]. There a maximum principle approach was used
mixing enlarged filtrations and partial information for time-changed dynamics with an absolutely
continuous time-change.
Recall F and FT , respectively in (3.1) and (3.3). Then from Propositions 3.1 and 3.3, it is easy
to see that
FT ⊆ F = HT¯ . (3.5)
Hereafter we show two crucial properties for the upcoming applications. Their proofs are pre-
sented in Appendix A.
Proposition 3.5. Let H be as defined in (3.4). Then (Wt)t∈[0,T¯ ] is an H-Brownian motion.
Proposition 3.6. The filtration H is continuous and complete.
Notice that Λ is an H-stopping time. Indeed For u ∈ [0, T¯ ], we have
{Λt ≤ u} ∈ F
Λ
t ⊆ F
Λ
T ⊆ H0 ⊆ Hu , t ∈ [0, T ] . (3.6)
Let (Hˆt)t∈[0,T ], with Hˆt := HΛt be the time-changed filtration of (Ht)t∈[0,T ] (see Definitions 2.1
ii)). From Proposition 3.5, we know thatW is an H-Brownian motion and thus an H-martingale.
The optional sampling theorem yields that M is an Hˆ-martingale.
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The latter together with (3.6) implies that Mt and Λt are Hˆt-measurable, for all t ∈ [0, T ] and
we have
FMt ∨ F
Λ
t ⊆ Hˆt , t ∈ [0, T ] .
As Hˆ is right-continuous, it holds that Ft ⊆ Hˆt, for all t ∈ [0, T ].
We present here below an executive summary of this section.
Summary 1.
i) M =WΛ is an F and Hˆ-martingale,
ii) W is an H-Brownian motion,
iii) Ft ⊆ HT¯ and Ft ⊆ HΛt , for all 0 ≤ t ≤ T .
3.3 The change of variable formulas
Let ν be an H-predictable process. The aim in this section is to write the stochastic integral
of ν w.r.t. M as a stochastic integral of ν w.r.t. W . For this purpose, we need to impose the
following condition on ν.
Assumption 3.2. We denote by S the space of all strictly increasing, right-continuous processes
[0, T ] → [0, T¯ ] with only finitely many jumps. We assume that the H-predictable process ν is
given as a functional of the past of Λ and the past of M , i.e.
νs = ν¯
((
Λu1[0,s](u)
)
u∈[0,T ]
,
(
Mu1[0,s)(u)
)
u∈[0,T ]
, s
)
,
for a measurable functional ν¯ : S× R[0,T ] × [0, T ]→ R .
We use the following short notation for ν
νs = ν¯
(
Λ[0,s],M[0,s), s
)
, s ∈ [0, T ] .
First let us consider the special situation where Λ is deterministic. To avoid misunderstandings,
we write λ instead of Λ. In this case, we have the following lemma from [Kus10, Lemma 2.2].
Lemma 3.7. Let λ : [0, T ] → [0, T¯ ] be a right-continuous deterministic function that has only
finitely many points of discontinuity and is such that λ0 = 0. Define F
W
λt
:= σ{Ws, s ≤ λt},
0 ≤ t ≤ T . Let ν be an (FWλt )0≤t≤T -adapted ca`dla`g process and ν− its left-limit process. Assume
ν satisfies
E

 T∫
0
|νs−|
2 dλs

 <∞ .
Then it holds
t∫
0
νs− dWλs =
λt∫
0
ν− ◦ λ
←
s dWs , a.s. t ∈ [0, T ] . (3.7)
The integral in the left-hand side of (3.7) is in the sense of stochastic integrals by FWλ -martingales
and that of the right-hand side is in the sense of stochastic integrals by FW -martingales.
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Notice that the filtration (FWλt )0≤t≤T as defined in Lemma 3.7 above is not the time-changed
filtration as introduced in Definitions 2.1, ii). We only have that the latter filtration is included
in the former one. We need the following lemma for the proof of the change of variable formulas.
Lemma 3.8. Let F be as in (3.3) and ν satisfy Assumption 3.2. Then
i) (νs−)s∈[0,T ] is F-adapted.
ii) Let λ be as in Lemma 3.7. Then ν¯(λ[0,t],Wλ[0,t) , t) is (F
W
λt
)t∈[0,T ]-adapted.
Proof. It is enough to observe that ω 7→ (Λu(ω)1[0,s](u))u∈[0,T ] is F
Λ
s -measurable, that ω 7→
(Mu(ω)1[0,s)(u))u∈[0,T ] is F
M
s -measurable, for all s ∈ [0, T ], and that the functional ν¯ is measur-
able, to conclude.
In the following theorem, we prove a change of variable formula of the type (3.7) for Λ being
stochastic.
Theorem 3.9.
Let Λ and W be as in (3.2) and FΛT and F
W
T¯
satisfy Assumption 3.1. Moreover, assume Λ ∈ S
a.s., ν satisfies Assumption 3.2, and
E

 T∫
0
|νs−|
2 dΛs

 <∞ . (3.8)
Then it holds
t∫
0
νs− dMs =
Λt∫
0
ν−(Λ
←
s ) dWs =:
T¯∫
0
1[0,Λt)(s)ν−(Λ
←
s ) dWs, a.s. ∀ 0 ≤ t ≤ T¯ . (3.9)
The integral of the left-hand side of (3.9) is in the sense of stochastic integrals by F-martingales
and that of the right-hand side is in the sense of stochastic integrals by H-martingales.
Proof. By Summary 1 i) and Lemma 3.8 i), we know that the left hand-side of (3.9) makes sense.
We show that the right hand-side makes sense. For this purpose, we show that the integrand
is H-adapted as W is an H-Brownian motion (Summary 1 ii)). As Λt is H0-measurable, so is
1[0,Λt)(s). It remains to show that ν−(Λ
←
s ) is Hs-measurable for all s ∈ [0, T¯ ]. We have
ν−(Λ
←
s ) = ν¯−
((
Λu1[0,Λ←s ](u)
)
u∈[0,T ]
,
(
WΛu1[0,Λ←s )(u)
)
u∈[0,T ]
,Λ←s
)
.
We know that Λ1[0,Λ←s ] and Λ
← areH0-measurable. It suffices to show that (WΛu1[0,Λ←s )(u))u∈[0,T ]
is Hs-measurable. Let u < Λ
←
s . Then there exists an ε > 0 such that u < Λ
←
s − ε. Therefore,
by the strict monotonicity of Λ,
Λu < Λ(Λ
←
s − ε) < lim
δ↓0
Λ(Λ←s − δ) = Λ−(Λ
←
s ) ≤ s .
The latter implies that HΛu ⊆ Hs . We thus have that WΛu is Hs-measurable for all u < Λ
←
s .
It follows that (WΛu1[0,Λ←s )(u))u∈[0,T ] is Hs-measurable as well. This shows that the integrand
at the right-hand side of (3.9) is H-adapted.
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As both sides of equation (3.9) are random variables on (Ω,F ,P), we need to show that for each
H ∈ F
E

 t∫
0
νs− dMs1H

 = E


T¯∫
0
1[0,Λt)(s)ν−(Λ
←
s ) dWs1H

 , (3.10)
because we then have
∫ t
0 νs−dMs = E
[∫ t
0 νs− dMs|F
]
=
∫ T¯
0 1[[0,Λt))(s)ν−(Λ
←
s )dWs. But as
{AΛ × BW , AΛ ∈ ΩΛ, BW ∈ ΩW} ∪ N is a pi-system that includes an exhausting sequence
for Ω and generates F , by [Sch17, Theorem 23.9] it actually suffices to show (3.10) for all
H ∈ {AΛ × BW , AΛ ∈ ΩΛ, BW ∈ ΩW} ∪ N . For H ∈ N , (3.10) clearly holds (both sides equal
0), hence w.l.o.g., we consider H = AΛ × BW for some AΛ ∈ ΩΛ, BW ∈ ΩW . Let Λ˜ and W˜ be
as in the proof of Proposition 3.4. Then
E

 t∫
0
νs− dMs1H


=
∫
AΛ
∫
BW
t∫
0
ν¯−(Λ[0,s],M[0,s), s) dMs dPW dPΛ
=
∫
AΛ
∫
BW
t∫
0
ν¯−(Λ˜(ωΛ)[0,s], W˜Λ˜(ωΛ)[0,s)(ωW ), s) dW˜Λ˜(ωΛ)(ωW )PW (dωW )PΛ(dωΛ)
=
∫
Λ˜(AΛ)
∫
BW
t∫
0
ν¯−(λ[0,s], W˜λ[0,s)(ωW ), s) dW˜λ(ωW )PW (dωW )(PΛ ◦ Λ
−1)(dλ), (3.11)
where we used a change of variable formula for Lebesgue-integrals. Using similar computations,
we get
E
[∫ T
0
|νs−|
2 dΛs
]
=
∫
ΩΛ
∫
ΩW
T∫
0
∣∣ν¯−(Λ[0,s],M[0,s), s)∣∣2 dΛs dPW dPΛ
=
∫
Λ˜(ΩΛ)
EPW

 T∫
0
∣∣∣ν¯−(λ[0,s], W˜λ[0,s) , s)∣∣∣2 dλs

 (PΛ ◦ Λ−1)(dλ) .
From (3.8), it follows that EPW [
∫ T
0 |ν¯−(λ[0,s], W˜λ[0,s) , s)|
2 dλs] <∞. Moreover, from Lemma 3.8,
we know that ν¯−(λ[0,t], W˜λ[0,t) , t) is (F
W
λt
)t∈[0,T ]-adapted. Hence applying Lemma 3.7 on the inner
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integral in (3.11) and the change of variable formula for Lebesgue integrals, we get
E

 t∫
0
νs−dMs1H


=
∫
Λ˜(AΛ)
∫
BW
λt∫
0
ν¯−(λ[0,λ←s ], W˜λ[0,λ←s )(ωW ), λ
←
s ) dW˜s(ωW )PW (dωW )(PΛ ◦ Λ
−1)(dλ)
=
∫
AΛ
∫
BW
Λt∫
0
ν¯−(Λ[0,Λ←s ],WΛ[0,Λ←s ) ,Λ
←
s ) dWs dPW dPΛ
= E


T¯∫
0
1[0,Λt)(s)ν−(Λ
←
s ) dWs1H


and the statement follows.
In the following theorem, we write the time-change stochastic integral w.r.t. the Brownian motion
W in terms of the stochastic integral w.r.t the time-changed Brownian motion. This is a delicate
procedure, as it fails without further conditions.
Theorem 3.10.
Let Λ ∈ S, a.s. and ν˜ ∈ L(W,Ht). Assume ν˜ is Λ-adapted in the sense of Definitions 2.1 iv).
Then ν˜ ◦ Λ ∈ L(M, Hˆt) and it holds
Λt∫
0
ν˜s dWs =
t∫
0
ν˜ ◦ Λs dMs, a.s. ∀ 0 ≤ t ≤ T . (3.12)
Proof. Define τ0 := 0 and let τi, i = 1, 2, · · · be the jump times of Λ. As Λ is deterministic under
H, these are all H-stopping times. Therefore, we can write
Λt∫
0
ν˜s dWs =
∞∑
i=1


Λ(τi∧t)−∫
Λτi−1∧t
ν˜s dWs +
Λτi∧t∫
Λ(τi∧t)−
ν˜s dWs

 . (3.13)
Now we consider the two terms on the right hand-side of (3.13) separately. As Λ is continuous
on [[τi−1 ∧ t, τi ∧ t)), then applying Lemma 2.2, we deduce
Λ(τi∧t)−∫
Λτi−1∧t
ν˜s dWs =
∫
((τi−1∧t,τi∧t))
ν˜ ◦ Λs dWΛs =
∫
((τi−1∧t,τi∧t))
ν˜ ◦ Λs dMs . (3.14)
On the other hand, because ν˜ is constant on [[Λ(τi∧t)−,Λτi∧t]] ⊆ [[Λτi−,Λτi ]], it holds that
ν˜s ≡ ν˜ ◦ Λ(τi∧t)− ≡ ν˜ ◦ Λτi∧t .
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The latter is HΛ(τi∧t)−-measurable. Hence ν˜ in the second integral term in the right-hand side
of (3.13) can be pulled out of the integral and we get
Λτi∧t∫
Λ(τi∧t)−
ν˜s dWs = ν˜ ◦ Λ(τi∧t)− ·
Λτi∧t∫
Λ(τi∧t)−
dWs
= ν˜ ◦ Λ(τi∧t)− ·
(
WΛτi∧t −WΛ(τi∧t)−
)
= ν˜ ◦ Λτi∧t ·
(
Mτi∧t −M(τi∧t)−
)
= ν˜ ◦ Λτi∧t ·
∫
[[τi∧t]]
dMs
=
∫
[[τi∧t]]
ν˜ ◦ Λs dMs . (3.15)
Summing up (3.14) and (3.15) yields the statement of the theorem.
4 Application to a utility maximisation problem
Let A be a finite-variation process such that A◦Λ← is absolutely continuous w.r.t. the Lebesgue
measure, i.e., there exists θ˜ such that
d(A ◦ Λ←)u = θ˜u du , 0 ≤ u ≤ T¯ . (4.1)
We assume
θ˜ = θ ◦ Λ← , and E


T¯∫
0
θ˜2u du

 <∞ , (4.2)
for θ being a ca`gla`d process satisfying Assumption 3.2. We need the following two lemmas in
our analysis later.
Lemma 4.1. Let Λ be as defined in (3.2). It holds that Λ← is an F-stopping-time.
Proof. By definition of the time-inverse, we have
{Λ←t ≤ u} = {1{t<ΛT } inf{s ∈ [0, T ] : Λs > t}+ 1{t≥ΛT }T ≤ u}
= ({t < ΛT } ∩ {Λu ≥ t}) ∪ ({t ≥ ΛT } ∩ {T ≤ u}) .
Observe that
{t < ΛT } ∩ {Λu ≥ t} =
{
{Λu ≥ t}, u < T ,
{ΛT > t}, u = T
and
{t ≥ ΛT } ∩ {T ≤ u} =
{
∅, u < T ,
{ΛT ≤ t}, u = T .
Hence
{Λ←t ≤ u} =
{
{Λu ≥ t}, u < T ,
Ω, u = T
and the claim follows.
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From the latter lemma, we deduce that Λ is an (FΛ←t )0≤t≤T¯ -stopping time (see [RY13, Chapter
V, Proposition 1.1]). Hence (FΛ←Λt
)0≤t≤T¯ is a well defined filtration. Moreover, it is complete
and right-continuous.
Lemma 4.2. Let A be as in (4.1) and F, H be respectively as in (3.3) and in (3.4). Then
i) E
[∫ T
0 θ
2
u dΛu
]
<∞ ,
ii) A is F-adapted,
iii) A ◦ Λ← is H-predictable.
Proof. The first claim follows by observing
E


T¯∫
0
θ˜2u du

 = E


Λ←
T¯∫
0
θ2u dΛu

 = E

 T∫
0
θ2u dΛu

 .
From (4.1), it holds
A ◦ Λ←t =
t∫
0
θ ◦ Λ←s ds , 0 ≤ t ≤ T¯ , and At =
Λt∫
0
θ ◦ Λ←s ds , 0 ≤ t ≤ T .
Observe that ω 7→ (Λu(ω)1[0,Λ←s ](u))u∈[0,T ] and ω 7→ (Mu(ω)1[0,Λ←s )(u))u∈[0,T ] are FΛ←s -measurable,
for all s ∈ [0, T¯ ]. From the latter and the assumptions on θ, we deduce that θ(Λ←s ) is FΛ←s -
measurable for all s ∈ [0, T¯ ]. Hence by Lemma 4.1, θ(Λ←s )1{s≤Λt} = θ(Λ
←
s )1{Λ←s ≤t} is Ft-
measurable for t ∈ [0, T ] and the second claim of the lemma follows.
The third claim follows by observing that as θ is ca`gla`d and Λ← is continuous, then θ˜ is ca`gla`d.
Then similar to the proof of Theorem 3.9, we deduce that θ(Λ←s ) is Hs-measurable for all
s ∈ [0, T ].
We consider a market model that consists of a bond paying zero interest rate and a stock whose
value process is given by the F-semimartingale S with the decomposition
St = S0 +Mt +At , 0 ≤ t ≤ T¯ , (4.3)
where S0 is a constant and M and A are as in (2.5) and (4.1). We assume there exists a
probability measure Q ∼ P such that S is a local Q-martingale. We define the space Θ by
Θ :=

θ ∈ L(S,Ft)
∣∣∣∣∣∣E

 T∫
0
θ2s− dΛs

 <∞

 .
A self-financing strategy ν ∈ Θ starting at time t with the starting value x ≥ 0 has at time t1 ,
the value
V t,xt1 (ν) = x+
t1∫
t
νu dSu , 0 ≤ t ≤ t1 ≤ T .
The component ν of the trading strategy corresponds to the amount of money invested in the
asset S. The set of admissible strategies that we want to allow for shall be given in the following
definition.
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Definition 4.1. The set of admissible trading strategies At;F consists of all F-adapted ca`gla`d
processes (νs)t≤s≤T fulfilling Assumption 3.2, and such that
i) ν ∈ Θ,
ii) the strategy is such that the discounted wealth process
V t,xT (ν) = x+
T∫
t
νu dSu (4.4)
is non-negative.
In this study, we consider the power utility maximisation problem associated with the utility
function
U(x) =
x1−p
1− p
, p ∈ R+ \ {0, 1} . (4.5)
The aim is to give an expression for the value process under which the conditional expected
utility of the terminal wealth
J t,x(ν) := E
[
U
(
V t,xT (ν)
)
|Ft
]
, (4.6)
is maximised for t ∈ [0, T ] . That is we want to give an expression for
J t,x(ν∗) = ess sup
ν∈At;F
J t,x(ν) , t ∈ [0, T ] . (4.7)
The problem of maximising expected utility from terminal wealth is a classical problem in
mathematical finance (we refer, e.g., to [KS98] for an overview). Different approaches are used
in the literature to solve such a problem. One approach based on the the theory of partial
differential equations is studied, e.g., in [Mer69, Mer75, BKR03, FØS01] in a Markovian setting.
Other approaches based on duality characterisations of portfolios or the theory of quadratic
backward stochastic differential equations are considered, e.g., in [CH91, KLS87, KLSX91, HP91,
KS99, HIM05, Mor09, Mor10] in a continuous and jump setting. The case where the price process
is modelled by a time-changed Le´vy process with the time-change being absolutely continuous
w.r.t. the Lebesgue measure is considered in [DNS14, KMK10].
Our aim is to solve problem (4.7) for price processes modelled by a semimartingale S whose
decomposition is as described in (4.3). Our approach will be to first condition on the sigma-
algebra Hˆt introduced in Definition 3.1 and then use the change of variable formula in Theorem
3.9 in order to translate the integral w.r.t. the martingaleM into an integral w.r.t. the Brownian
motionW and solve the problem in this continuous setup. Afterwards we will relate the solution
under the enlarged filtration to the solution under the original one.
4.1 Solution to the optimisation problem under the enlarged filtration
Instead of optimising under the filtration F, let us first suppose we are given the information in
(Hˆt)0≤t≤T . The optimisation objective becomes then
J t,xH (ν) := E
[
U(V t,xT (ν))|HΛt
]
, t ∈ [0, T ] , (4.8)
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i.e., we want to find νˆ such that
J t,xH (νˆ) = ess sup
ν∈At;F
J t,xH (ν) , t ∈ [0, T ] . (4.9)
Using (4.1), Theorem 3.9, and the change of variable formula for the Lebesgue measure, we
derive
U(V t,xT (ν)) = U

x+ T∫
t
νu dSu


= U

x+ T∫
t
νu dMu +
T∫
t
νu dAu


= U

x+ ΛT∫
Λt
νΛ←u dWu +
ΛT∫
Λt
νΛ←u d(A ◦ Λ
←)u


= U

x+ ΛT∫
Λt
ν˜u dWu +
ΛT∫
Λt
ν˜u θ˜u du

 , (4.10)
where ν˜ := ν ◦ Λ←. In the sequel we introduce a new set of admissible strategies which will
allow us to investigate the optimal problem in the continuous setting of (4.10).
Definition 4.2. Let dXt = dWt+ θ˜t dt, 0 ≤ t ≤ T¯ , where θ˜ is as in (4.2). The set of admissible
trading strategies A˜Λt;H consists of all ca`gla`d processes (ν˜s)Λt≤s≤T¯ ∈ L(X,Ht) such that
i) ν˜ is Λ-adapted,
ii) the discounted wealth process
V Λt,x
T¯
(ν˜) = x+
T¯∫
Λt
ν˜u dXu , 0 ≤ t ≤ T (4.11)
is non-negative.
As Λ← is continuous, it is obvious that ν˜ = ν ◦ Λ← is ca`gla`d for each ν ∈ At;F . Moreover, from
(2.3), we know that ν˜ ◦ Λ = ν˜ ◦ Λ− = ν. Hence ν˜ is Λ-adapted. It follows from Theorem 3.9
that ν˜ ∈ L(X,Ht). The non-negativity of V
Λt,x
T¯
(ν˜) in (4.11) follows from the non-negativity of
V t,xT (ν) in (4.4). Therefore for ν ∈ At;F, we have that ν˜ ∈ A˜Λt;H and it holds
J t,xH (νˆ) = ess sup
ν∈At;F
E

U

x+ T∫
t
νu dSu

 |HΛt

 (4.12)
≤ ess sup
ν˜∈A˜Λt ;H
E

U

x+ ΛT∫
Λt
ν˜u dWu +
ΛT∫
Λt
ν˜uθ˜u du

 |HΛt

 . (4.13)
Unfortunately, (4.13) does not hold in general with equality, i.e., optimising over A˜Λt;H in the
time changed framework yields an upper boundary for the solution to the original problem. The
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reason for this is that for ν˜ being H-adapted, in general ν˜ ◦ Λ− is not F-adapted, so ν˜ ◦ Λ− will
not in general be an admissible strategy. This becomes clear when one keeps in mind that the
filtration H has all information about the whole path of Λ from the very beginning, so most of
the “admissible strategies” in the set A˜Λt;H would have future information. Nevertheless, in the
sequel we construct, for a power utility function, a strategy ν˘ ∈ A˜Λt;H that is optimal for (4.13)
and such that ν˘ ◦ Λ− ∈ At;F. To derive our strategy in the following theorem, we follow closely
the approach in [KMK10, Theorem 3.1].
Theorem 4.3. Let piu = θ˜u/p, u ∈ [0, T¯ ], for θ˜ being as in (4.2). Denote by E(S) the stochastic
exponential of a given semimartingale S. Then
ν˘s = xpis E

 ·∫
0
piu dXu


s
, Λt ≤ s ≤ T¯ , (4.14)
is an optimal strategy to (4.13) with value V Λt,xs (ν˘) = x E
(∫ ·
0 piu dXu
)
s
, Λt ≤ s ≤ T¯ . The
corresponding maximal expected utility is given by
E[U(V Λt,xs (ν˘)|Hˆt] =
x1−p
2p
exp


ΛT∫
Λt
θ˜2u du

 , Λt ≤ s ≤ T¯ .
Proof. We first check that ν˘ ∈ A˜Λt;H. Since Λ
← is continuous, it is obvious that ν˘ as defined
in (4.14) is ca`gla`d. From the assumptions on θ˜, we deduce that pi ∈ L(X,Ht) and hence
ν˘ ∈ L(X,Ht). Observing that θ˜u is constant in [[Λu−,Λu]], we deduce that ν˘ is Λ-adapted.
Moreover, we derive
V Λt,xs (ν˘) = x+
s∫
Λt
ν˘u dXu
= x E

 ·∫
0
piu dXu


s
, Λt ≤ s ≤ T¯ ,
from which we deduce that V Λt,xs (νˆ) is non-negative. Therefore ν˘ ∈ A˜Λt;H. Let ψ be another
admissible strategy in A˜Λt;H. Then we can write
ψs = ηsV
Λt,x
s (ψ) , Λt ≤ s ≤ T¯ ,
for an R-valued H-adapted process η and
dV Λt,xs (ψ) = V
Λt,x
s (ψ)ηs dXs , Λt ≤ s ≤ T¯ .
Define Lt = exp
{∫ ΛT
t
αs ds
}
, with
∫ T¯
0 |αs|ds < +∞, where
αt :=
1− p
2p
θ˜2t .
The process L is continuous and of finite variation. Hence it is an H-semimartingale. Applying
the Itoˆ formula to
F (L, V Λt,x(ν˘), V Λt,x(ψ)) = LV Λt,x(ν˘)V Λt,x(ψ) ,
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we deduce that the latter is an H-martingale. Then since U as defined in (4.5) is concave, we
have
U(V Λt,xΛT (ψ)) ≤ U
(
V Λt,xΛT (ν˘)
)
+ U ′
(
V Λt,xΛT (ν˘)
)(
V Λt,xΛT (ψ) − V
Λt,x
ΛT
(ν˘)
)
,
for any admissible strategy ψ. This implies
E
[
U
(
V Λt,xΛT (ν˘)
)
|Hˆt
]
≤ E
[
U
(
V Λt,xΛT (ν˘)
)
|Hˆt
]
+ E
[
LΛT
(
V Λt,xΛT (ν˘)
)−p
V Λt,xΛT (ψ) − LΛT
(
V Λt,xΛT (ν˘)
)1−p
|Hˆt
]
= E
[
U
(
V Λt,xΛT (ν˘)
)
|Hˆt
]
,
where we used the optional sampling theorem and the fact that L
(
V Λt,x(ν˘)
)−p
V Λt,x(ψ) and
L
(
V Λt,x(νˆ
)
)1−p are H-martingales. Hence the first claim follows. The corresponding maximal
expected utility follows from observing that
E
[
U(V Λt,xΛT (ν˘)) |Hˆt
]
=
1
1− p
E
[
LΛT (V
Λt,x
ΛT
(ν˘))1−p |Hˆt
]
=
x1−p
1− p
exp


ΛT∫
Λt
αs ds

 .
In the following theorem, we solve the optimisation problem (4.12).
Theorem 4.4. Let Λ ∈ S, A and θ be respectively as in (4.1) and (4.2). It holds that
νˆu =
θux
p
exp


u∫
0
θs
p
dWΛs +
u∫
0
2p− 1
2p2
θs dAs

 , 0 ≤ u ≤ T (4.15)
is optimal for (4.12).
Proof. Since ν˘ is Λ-adapted and ν˘ ∈ L(X,Ht), then applying Theorem 3.10, yields
νˆu = ν˘ ◦ Λu
=
(θ˜ ◦ Λ)u
p
x exp


Λu∫
0
θ˜s
p
dWs +
Λu∫
0
2p− 1
2p2
θ˜2s ds


=
θu
p
x exp


u∫
0
θs
p
dWΛs +
u∫
0
2p − 1
2p2
θs dAs

 ,
which is F-adapted, ca`gla`d, and satisfies Assumption 3.2. Moreover the fact that E
[∫ T
0 |ν˘u|
2 du
]
<
∞, implies E
[∫ T
0 |νˆu|
2 dΛu
]
<∞. The non-negativity of V t,xT (νˆ) follows from the non-negativity
of V
Λt,x
T¯
(ν˘). Hence νˆ ∈ At;F.
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4.2 Solution to the original optimisation problem
In the next theorem we provide a solution to the original optimisation problem (4.7).
Proposition 4.5. Let J t,x(ν∗) and J t,xH (νˆ) be as defined in (4.7) and (4.9), respectively. Recall
νˆ in (4.15). It holds
J t,x(ν∗) = E
[
J t,xH (νˆ)|Ft
]
, t ∈ [0, T ] . (4.16)
Proof. Recall the set of admissible strategies At;F in Definition 4.1. Let ν ∈ At,F. Then applying
the tower property yields
J t,x(ν) = E
[
U(V t,xT (ν))|Ft
]
= E
[
E
[
U(V t;FT (ν))|HΛt
]
|Ft
]
= E[J t,xH (ν)|Ft].
In particular, J t,x(νˆ) = E[J t,xH (νˆ)|Ft]. Using the latter together with Jensen’s inequality yields
J t,x(ν∗) = ess sup
ν∈At;F
J t,x(ν) = ess sup
ν∈At;F
E
[
J t,xH (ν)|Ft
]
≤ E
[
ess sup
ν∈At;F
J t,xH (ν)|Ft
]
= E
[
J t,xH (νˆ)|Ft
]
= J t,x(νˆ) .
But as νˆ ∈ At;F, we clearly have that
J t,x(νˆ) ≤ ess sup
ν∈At;F
J t,x(ν) = J t,x(ν∗)
and the statement follows.
4.3 Representation of the optimisation problem
In this section, we aim at introducing another new set of strategies in which the conditional
expected utility of the terminal wealth (4.8) is maximised and for which (4.13) holds with
equality instead of inequality. For that we need to introduce a new filtration under which the
strategies will be defined and that has some properties that we discuss in the following theorem.
Theorem 4.6. Define Gt :=
⋂
s>tFΛ←s −, 0 ≤ t ≤ T¯ . Then the following holds
i) Gt ⊂ Ht, for all t ∈ [0, T¯ ],
ii) G satisfies the usual conditions,
iii) For each u ∈ [0, T ], Λu− is a G-stopping time and Λu is a weakly optional time w.r.t. G
(i.e., {Λu < s} ∈ Gs for all s ∈ [0, T¯ ]).
iv) For each F-adapted, ca`gla`d strategy ν, ν ◦ Λ← is G-adapted,
v) For each G-adapted, ca`gla`d strategy ν˜, ν˜ ◦ Λ− is F-adapted,
Proof. Following the definitions in [Kal06] and [RY13], we have
FΛ←t − :=
∨
u∈[0,T ]
(Fu ∩ {Λ
←
t > u}). (4.17)
Using the latter, we prove below each of the claims of the theorem.
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i) Observe
{Λ←t > u} = {Λ
←
t ≤ u}
c =
{
{Λu < t}, u < T ,
∅, u = T ,
from which we deduce
FΛ←t − =
∨
u∈[0,T )
(Fu ∩ {Λ
←
t > u}) ∨ (Fu ∩ {Λ
←
t > T}︸ ︷︷ ︸
=∅
)
=
∨
u∈[0,T )
( Fu︸︷︷︸
⊆HΛt
∩{Λu < t}).
From [Kal06, Lemma 7.1], we have HΛt ∩ {Λu < t} ⊆ HΛu∧t ⊆ Ht, which yields
FΛ←t − ⊆
∨
u∈[0,T )
Ht = Ht .
Finally, by the right continuity of H, it follows
Gt =
⋂
s>t
FΛ←s − ⊆
⋂
s>t
Hs = Ht ,
and the claim is proved.
ii) The filtration G is complete and right-continuous by construction.
iii) Let t ∈ [0, T¯ ]. Then
{Λu− ≤ t} =
⋃
s<u
{Λs < t}︸ ︷︷ ︸
∈Fs∩{Λs<t}
∈
∨
s∈[0,T )
Fs ∩ {Λs < t},
and analogously,
{Λu < t} ∈ Fu ∩ {Λu < t} ⊆
∨
s∈[0,T )
Fs ∩ {Λs < t}.
But as we have shown in the proof of i), it holds FΛ←t − =
∨
s∈[0,T )Fs ∩ {Λs < t} and we
conclude by observing that FΛ←t − ⊆ Gt.
iv) Since ν is F-predictable and Λ← is an F-stopping time, then the claim follows from [Kal06,
Lemma 25.3] and the fact that FΛ←t − ⊆ Gt.
v) First observe that by [Kal06, Lemma 25.2], it holds FΛ←t − ⊆ FΛ←t . The latter together
with the right-continuity of (FΛ←t )t∈[0,T¯ ], imply
Gt =
⋂
s>t
FΛ←s − ⊆
⋂
s>t
FΛ←s = FΛ←t .
Let ν˜ be G-adapted. Then ν˜ is (FΛ←t )0≤t≤T¯ -adapted and from [Kal06, Lemma 25.3] and
iii), it holds that ν˜ ◦ Λt− is (FΛ←Λt
)0≤t≤T -adapted. Now we show that FΛ←Λt
⊆ Ft. To see
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this, let A ∈ FΛ←Λt
. As this implies that A ∈ FT , one immediately has the result in the
special case t = T . Let t < T . For an arbitrary s ∈ [0, T¯ ], we derive
A ∩ {t < Λ←s } = A ∩ {Λ
←
s ≤ t}
c = A ∩ {Λt < s}
=
⋃
u∈[0,s)∩Q
(A ∩ {Λt ≤ u})︸ ︷︷ ︸
∈FΛ←u ⊆FΛ←s
∈ FΛ←s .
Now let u > t. Then, as Λ←s and u are both F-stopping times, it follows by [Kal06, Lemma
7.1] that
A ∩ {t < Λ←s ≤ u} = A ∩ {t < Λ
←
s }︸ ︷︷ ︸
∈FΛ←s
∩{Λ←s ≤ u} ∈ FΛ←s ∧u = FΛ←s ∩ Fu ⊂ Fu.
As Λ is strictly increasing, it follows that Λ← is continuous. Therefore, we have that for
each ω ∈ Ω, there exists an interval I(ω) ⊂ [0, T¯ ] such that Λ←s (ω) ∈ (t, u] for all s ∈ I(ω)
(recall that the image of Λ← is [0, T ]). Therefore, we can write
Ω =
⋃
s∈[0,T¯ ]∩Q
{t < Λ←s ≤ u},
and so we get
A =
⋃
s∈[0,T¯ ]∩Q
(A ∩ {t < Λ←s ≤ u}) ∈ Fu .
As u > t was chosen arbitrarily, and the filtration F is right-continuous by construction,
we get
A ∈
⋂
u>t
Fu = Ft+ = Ft ,
which implies FΛ←Λt
⊆ Ft and the claim is proved.
Notice that in the proof of Theorem 4.6 v), we showed that FΛ←Λt
⊆ Ft, 0 ≤ t ≤ T¯ . It indeed
holds that FΛ←Λt
= Ft, 0 ≤ t ≤ T¯ . We show this in Lemma A.1 in Appendix A.
In this subsection we assume the price process is modelled by (4.3), with A as defined in (4.1).
Here we do not assume (4.2) on the process θ˜. But we assume that θ˜ is a G and Λ-adapted
process. Note that property iii) in Theorem 4.6 guarantees that for any u ∈ [0, T ], the simple
process ft := 1[[Λu−,Λu]](t) = 1{Λu−≤t}1{t≤Λu} = 1{Λu−≤t}1{Λu<t}c is G-adapted. This is nec-
essary to make sure that we can in fact require a G-adapted process to be constant on each
interval [[Λu−,Λu]].
Since θ˜ is a G-adapted, it is easy to see that A is F-adapted. We are now ready to define the
new set of admissible strategies.
Definition 4.3. Let dXt = dWt+ θ˜t dt, 0 ≤ t ≤ T¯ , where θ˜ is G and Λ-adapted. The set A˜Λt;G
consists of all ca`gla`d processes (ν˜s)Λt≤s≤T¯ ∈ L(X,Gt) such that
i) ν˜ is Λ-adapted,
ii) E
[∫ T
0 (ν˜ ◦ Λu)
2dΛu
]
<∞ ,
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iii) the discounted wealth process
V Λt,x
T¯
(ν˜) = x+
T¯∫
Λt
ν˜u dXu , 0 ≤ t ≤ T
is non-negative.
In the case properties i)-v) of Theorem 4.6 hold, then we have the 1-to-1 correspondence: ν ∈
At;F, implies ν ◦ Λ
← ∈ A˜Λt;G and ν˜ ∈ A˜Λt;G, implies ν˜ ◦ Λ ∈ At;F. Moreover, the change of
variable formulas in Theorems 3.9 and 3.10 hold as all the conditions of both theorems are
satisfied. In particular, we have
J t,xH (νˆ) = ess sup
ν˜∈A˜Λt ;G
E

U

x+ ΛT∫
Λt
ν˜u dWu +
ΛT∫
Λt
ν˜uθ˜u du

 |HΛt

 , (4.18)
and νˆ = ν˜∗ ◦Λ−, where ν˜
∗ is a maximiser on the right-hand side of (4.18). Notice that taking ν˜∗
to be given as in equation (4.14), where we only impose on θ˜ to be G and Λ-adapted and some
integrability conditions such that ν˜∗ belongs to A˜Λt;G, then ν˜
∗ is a maximiser to the right-hand
side of (4.18). In this case, νˆ = ν˜∗ ◦ Λ− is a solution to (4.18) and similarly to Proposition 4.5,
we can compute the value process of the original problem.
Before we conclude, we mention that the filtration FΛ←t , 0 ≤ t ≤ T¯ , fulfills properties ii)-v) of
Theorem 4.6 (see Lemma A.2 in Appendix A for a proof). However, point i) in Theorem 4.6
is not fulfilled and, even more seriously, W is not an (FΛ←t )t∈[0,T¯ ]-martingale as the following
example shows.
Example 1. Let T¯ := T + 1 > 2 and consider the deterministic time-change
Λt := t1[0,1)(t) + (t+ 1)1[1,T ](t) ,
which implies
Λ←s := s1[0,1)(s) + 1[1,2)(s) + (s− 1)1[2,T+1](s) .
Observe that H1 = F
W
1 , as Λ is deterministic (and thus, F
Λ
t ≡ N for all t ∈ [0, T ]). On the
other hand
FΛ←1 = F1 =
⋂
s>1
(FMs ∨ F
Λ
s ) =
⋂
s>1
(σ(Mu, u ≤ s) ∨ N ) =
⋂
s>1
(σ(WΛu , u ≤ s) ∨ N )
=
⋂
s>1
(σ(Wu, u < 1;Wu, u ∈ [2, s + 1]) ∨ N ) = F
W
1 ∨ σ(W2) = H1 ∨ σ(W2)
* H1 .
Conclusion We solved the problem of maximising expected utility from terminal wealth in a
semimartingale setting where the semimartingale is written as a sum of a time-changed Brownian
motion and a finite variation process. Hereto we considered an initial enlargement of filtration
and we derived change of variable formulas for stochastic integrals w.r.t. a time-changed Brow-
nian motion. Using these change of variable formulas we shifted the problem to a maximisation
problem under the enlarged filtration for models driven by a Brownian motion and a finite vari-
ation process. The latter problem is solved by using martingale methods. Next we related the
optimal solution under the enlarged filtration to the optimal solution under the original one for
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a power utility given certain assumptions on the finite variation process of the semimartingale.
Hereto we applied again the change of variable formulas that we derived. Finally, we introduced
another filtration under which we defined a new set of strategies that maximise the optimisation
problem under the enlarged filtration.
A Appendix
Proof of Proposition 3.1. We have
FΛT ∨ F
W
T¯
= ((FΛ ⊗ {∅,ΩW }) ∨N ) ∨ (({∅,ΩΛ} ⊗ FW ) ∨N )
= ((FΛ ⊗ {∅,ΩW }) ∨ ({∅,ΩΛ} ⊗ FW )) ∨ N
= σ
(
n⋂
i=1
Ai, Ai ∈ {AΛ × ΩW , AΛ ∈ FΛ} ∩ {ΩΛ ×BW , BW ∈ FW }, n ∈ N
)
∨N
= σ({AΛ ×BW , AΛ ∈ FΛ, BW ∈ FW }) ∨ N
= (FΛ ⊗FW ) ∨ N
and the claim follows.
Proof of Proposition 3.2. We have
FΛ ⊗ {∅,ΩW } = σ({AΛ ×AW , AΛ ∈ FΛ, AW ∈ {∅,ΩW }})
= σ({AΛ × ΩW , AΛ ∈ FΛ})
= {AΛ × ΩW , AΛ ∈ FΛ},
as this latter is a sigma-algebra. With the same way, we show
{∅,ΩΛ} ⊗ FW = {ΩΛ ×BW , BW ∈ FW } .
Thus using Assumption 3.1 and the latter results, we get
FΛT = σ({AΛ × ΩW , AΛ ∈ FΛ} ∪ N )
FW
T¯
= σ({ΩΛ ×BW , BW ∈ FW } ∪ N ). (A.1)
The generators of the sigma-algebras in (A.1) are pi-systems as they are independent and closed
under finite intersection. Let A ∈ {AΛ×ΩW , AΛ ∈ FΛ}∪N and B ∈ {ΩΛ×BW , BW ∈ FW }∪N .
If A ∈ N (or B ∈ N ) then P(A) = 0 (P(B) = 0) and independence holds. Otherwise, A =
AΛ × ΩW , for some AΛ ∈ FΛ and B = ΩΛ ×BW , for some BW ∈ FW and
P(A ∩B) = P(AΛ ×BW ) =
∫
AΛ×BW
dPΛ ⊗ PW =
∫
BW
∫
AΛ
dPW dPΛ
= PΛ(AΛ)PW (BW ) = P(AΛ × ΩW )P(ΩΛ ×BW ) = P(A)P(B) .
The result now follows from [Kal06, Lemma 3.6].
Proof of Proposition 3.3. Observe that ∀t ∈ [0, T ], Λt is F
Λ
t -measurable. As F
Λ
t ⊆ F
Λ
T =
(FΛ ⊗ {∅,ΩW }) ∨ N ⊆ F , then
Λˆt := (Λt, id) : Ω→ R+ × Ω ω 7→ (Λt(ω), ω)
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is F − B(R+) ⊗ F-measurable. Moreover, W : R+ × Ω → R is B(R+) ⊗ F − B(R)-measurable.
This implies thatMt =W ◦Λˆt is F−B(R)-measurable as a composition of measurable functions.
Hence FMt ⊆ F and
FT = σ(F
M
T ∪ F
Λ
T ) ⊆ F
and the statement follows since Ft ⊂ FT , for all t ∈ [0, T ] .
Proof of Proposition 3.4. (Mt)t∈[0,T ] is F
M -adapted and thus F-adapted. We define Λ˜ :
[0, T ]× ΩΛ → [0, T¯ ] by Λ˜t(ωΛ) = Λt(ωΛ) and W˜ : [0, T¯ ]× ΩW → R by W˜t(ωW ) = Wt(ωW ) . As
Λ is bounded, it holds
√
Λ˜T ∈ L
1(ΩΛ,FΛ,PΛ). Therefore, using a change of variable formula
for Lebesgue integrals and Ho¨lder’s inequality, we get
E[|Mt|] =
∫
ΩΛ
∫
ΩW
|W˜Λ˜(ωΛ)(ωW )|PW (dωW )PΛ(dωΛ)
=
∫
Λ˜t(ΩΛ)
∫
ΩW
|W˜λ(ωW )|PW (dωW )(PΛ ◦ Λ˜
−1)(dλ)
=
∫
Λ˜t(ΩΛ)
EPW [|W˜λ|](PΛ ◦ Λ˜
−1)(dλ)
≤
∫
Λ˜t(ΩΛ)
√
EPW [|W˜λ|
2]
√
EPW [1](PΛ ◦ Λ˜
−1)(dλ)
=
∫
ΩΛ
√
Λ˜t(ωΛ)PΛ(dωΛ)
≤ E[
√
Λt] <∞ .
Now let s ≤ t. It follows from Proposition 3.3 in the present paper and [Kal06, Proposition 6.8]
that σ(Mt −Ms,F
Λ
T ) |= F
M
s . Hence
E
[
Mt|F
M
s ∨ F
Λ
T
]
= E
[
Ms +Mt −Ms|F
M
s ∨ F
Λ
T
]
=Ms + E
[
Mt −Ms|F
Λ
T
]
=Ms . (A.2)
Since Ft ⊆ F
M
t ∨ F
Λ
T , then making use of the tower property, of equation (A.2), and of the
F-adaptedness of (Mt)t∈[0,T ] , we get
E[Mt|Fs] = E
[
E
[
Mt|F
M
s ∨ F
Λ
T
]
|Fs
]
= E[Ms|Fs] =Ms
and the result follows.
Proof of Proposition 3.5.We know that W is a Brownian motion. In order for W to be
an H-Brownian motion, by [RY13, Chapter III, Definition 2.20] we have to show that for all
s ≤ t ≤ T¯ , σ(Wt −Ws) |=Hs. Let A ∈ Hs, B ∈ B(R). Then we have
P(Wt −Ws ∈ B,A) = E
[
E
[
1{Wt−Ws∈B}1A|Hs
]]
= E
[
E
[
1{Wt−Ws∈B}|F
W
s ∨ F
Λ
T
]
1A
]
.
Since σ(Wt −Ws,F
W
s ) ⊂ F
W
t and F
W
t |= F
Λ
T , for all t ∈ [0, T ] , then we have
E
[
1{Wt−Ws∈B}|F
W
s ∨ F
Λ
T
]
= E
[
1{Wt−Ws∈B}|F
W
s
]
= E
[
1{Wt−Ws∈B}
]
= P(Wt −Ws ∈ B) .
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Thus
P(Wt −Ws ∈ B,A) = P(Wt −Ws ∈ B)P(A)
and the statement follows.
Proof of Proposition 3.6. Left-continuity. Recall that for any sets E1, E2 of subsets it holds:
[E1 ⊆ E2 ⇒ σ(E1) ⊆ σ(E2)]. Therefore,
σ
(⋃
s<t
FWs
)
⊆ σ
(⋃
s<t
FWs ∪ F
Λ
T
)
and FΛT ⊆ σ
(⋃
s<t
FWs ∪ F
Λ
T
)
,
and thus σ
(⋃
s<tF
W
s
)
∪ FΛT ⊆ σ
(⋃
s<tF
W
s ∪ F
Λ
T
)
. Now recall that for an arbitrary set E of
subsets and a sigma-algebra A it holds: [E ⊆ A ⇒ σ(E) ⊆ A]. This, together with the left-
continuity of FW implies that
Ht = σ(F
W
t ∪ F
Λ
T ) = σ
(
σ
(⋃
s<t
FWs
)
∪ FΛT
)
⊆ σ
(⋃
s<t
FWs ∪ F
Λ
T
)
=
∨
s<t
Hs = Ht−.
As the inclusion Ht− ⊆ Ht is clear, we have that H is indeed left-continuous.
Right-continuity. It follows from [WG82, Theorem 1].
Completeness. It is easy to see that
Ht = F
W
t ∨ F
Λ
T = (σ(W (s), s ≤ t) ∨ N ) ∨ F
Λ
T =
(
σ(W (s), s ≤ t) ∨ FΛT
)
∨ N
and the statement is proved.
Lemma A.1. It holds
Ft = FΛ←Λt
, 0 ≤ t ≤ T .
Proof. In the proof of Theorem 4.6, we showed that FΛ←Λt
⊆ Ft, 0 ≤ t ≤ T . It remains to show
that Ft ⊆ FΛ←Λt
. To see this, let A ∈ Ft. In order to show that A ∈ FΛ←Λt
, we need to first prove
that A ∈ FΛ←
T¯
and afterwards, that for each s ∈ [0, T¯ ], A ∩ {Λt ≤ s} ∈ FΛ←s .
Step 1. Show that A ∈ FΛ←
T¯
. Since A ∈ Ft ⊆ FT , all we need to show is that for every u ∈ [0, T ],
A∩{Λ←
T¯
≤ u} ∈ Fu. But, as Λ maps onto [0, T¯ ], and is strictly increasing, we have {Λu ≥ T¯} = ∅
for any u < T and thus, by Lemma 4.1
A ∩ {Λ←
T¯
≤ u} =
{
∅ ∈ Fu, u 6= T
A ∈ FT = Fu, u = T.
Therefore, A ∈ FΛ←
T¯
.
Step 2. Show that A∩{Λt ≤ s} ∈ FΛ←s . We obviously have A∩{Λt ≤ s} ∈ FT . All that remains
to show is that for each u ∈ [0, T ], A ∩ {Λt ≤ s} ∩ {Λ
←
s ≤ u} ∈ Fu. In the case u = T this is
clear, so let u < T . Then, by Lemma 4.1, we have
A ∩ {Λt ≤ s} ∩ {Λ
←
s ≤ u} = A ∩ {Λt ≤ s ≤ Λu} ∈ Fu,
since either u < t, in which case the right handside becomes the emptyset (as Λ is strictly
increasing), or u ≥ t, in which case Ft ⊆ Fu, i.e. A ∈ Fu and both Λu and Λt are Fu-measurable.
This completes the proof.
Lemma A.2. The filtration FΛ←t , 0 ≤ t ≤ T¯ , fulfills properties ii)-v) of Theorem 4.6.
Proof. Property ii) follows from the definition of FΛ← . iii) follows by observing that FΛ←t− ⊂
FΛ←t , 0 ≤ t ≤ T¯ . iv) holds by the definition of (FΛ←t )t∈[0,T¯ ] and Lemma 7.5 in [Kal06]. Finally, v)
holds by application of the same Lemma in [Kal06] and the fact that FΛ←Λt
⊆ Ft, 0 ≤ t ≤ T¯ .
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